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Abstract 
The main aim of the work was to produce scale-up methods for the design of 
aerated stirred tanks using a combined computational fluid dynamics (CFD) and 
population balance approach. First a modeling study of single phase stirred 
tanks was performed to evaluate the best model features (turbulence model, 
impeller's model, discretisation, grid etc). Good agreement was obtained 
between the CFD simulation and the LDA measurement on the time-averaged 
mean velocities and turbulence quantities. The angle-resolved mean velocities 
and turbulence quantities were also predicted very well as were the power 
number and the positions of the vortex cores. 
The next stage involved the development of a population balance model (PBM) 
which was carried out first using a well-mixed single compartment implemented 
in MATLAB to reduce the modeling complexity. The algorithm was validated for 
various mechanisms, namely breakage, aggregation, nucleation and growth 
which have an analytical solution available from literature. Tests using realistic 
models for bubble coalescence and breakage were also carried out with the 
results showing a reasonable agreement with the Sauter mean bubble sizes 
obtained from empirical correlations. The algorithm also responded well to 
changes in the turbulence dissipation rate, the initial bubble size distribution and 
the local gas hold-up, which suggest that the final bubble size is not affected by 
the initial bubble size. 
A fully predictive model must combine both the fluid mechanics and bubble 
dynamics models which can be performed either by a four-way or three-way 
coupling simulation. The disadvantage of the latter is that is does not consider 
the effect of the bubble dynamics in- the two-phase modelling. A four-way 
coupling (CFD-PBM) method was carried out by implementing the PBM within 
the CFD code. Various drag models which take into account the effect of 
distorted bubbles and dense gas dispersion are also considered. Mass transfer 
models are also implemented using the bubble sizes obtained from the PBM. 
The CFD-PBM model showed a reasonable prediction of the power number, 
local bubble sizes, gas hold-up, dissolved oxygen concentration and the mean 
velocities of the two-phase flow in comparison to experimental data taken from 
the literature. 
Finally, the CFD-PBM model was employed to evaluate the consequences of 
scale-up on the mass transfer rate in aerated stirred tanks agitated either by 
Rushton turbine or CD-6 impeller with operating volume ranged from 14L to 
1500L. Three scale-up rules, namely a constant P IV combined with either 
constant Fig, Vg and VVM were studied. The simulation results suggest, that a 
successful scale-up may be achieved by keeping the P IV and VVM constant, 
which led to a slightly higher (kLa) representing a more conservative approach. 
In contrast, constant P/V and Vg led to a slight reduction in the rate of mass 
transfer at larger scale which is in agreement with experimental measurement 
. from the literature. Results from the CFD-PBM simulation also suggest a similar 
scale-up rule may be applicable for an advanced gas dispersion impeller such 
as the CD-6 which yielded a similar scale-up trend to that of a Rushton turbine. 
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1 INTRODUCTION 
1.1 Motivation 
Mixing tanks are widely used in the chemical, pharmaceutical, and biochemical 
process industries. It is estimated that about 50% of all chemical productions, by 
value, takes place in stirred vessels, representing an annual turnover value of 
around €1370 billion worldwide, indicating the importance of stirred tank reactors 
(Butcher and Eagles, 2002). Despite being a basic unit operation in most of the 
chemical process industries, the design of stirred tanks is still primarily based on 
global correlations using for example the power number, aeration number, 
Froude number or other semi empirical scale-up correlations derived from 
laboratory scale experiments. Such methods cannot provide detailed insight into 
the local flow phenomena involved in achieving desired process results. 
Experimental measurements in stirred tanks are often only available for a limited 
range of vessel geometries and for small scale vessels; often these 
measurements comprise global values obtained. It is hard to find single 
measurement techniques that could provide all information on the gas-liquid 
stirred tanks. For instance, gamma ray or x-ray tomography is an excellent 
method for measuring the gas hold-up distribution, but it does not give 
information regarding the two-phase flow field and the bubble size. Similarly, the 
computer-automated radioactive particle tracking (CARPT) method is capable of 
measuring the two-phase flow field at high gas loading, but it cannot be applied 
to measure the bubble size distributions and gas hold-up. Some of the newest 
techniques like planar laser induced fluorescence (PLlF) could give more 
comprehensive measurement, but it has yet to be applied for aerated stirred 
tanks. A combined approach consisting of gamma ray tomography (GRT)-
CARPT-capillary suction probe (CSP) is needed for a comprehensive 
experimental study on gas-liquid stirred tanks. Investment and operating costs to 
acquire and to run those entire instruments are expensive. Alternatively, a 
computational method such as a combined computational fluid dynamics and 
population balance model (CFD-PBM) also would be capable of providing a 
detailed description of the two-phase flow in aerated stirred tanks, at far lower 
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investment and running costs. Therefore, this study is devoted into development 
of a computational approach with improved capabilities which may be used in 
designing, troubleshooting and scaling up of aerated stirred tank. 
Modelling of aerated stirred tanks is still highly complicated, despite the many 
years of studies which have been undertaken to elucidate numerically these flow 
phenomena. Many attempts to model a gas-liquid stirred tank have been 
performed in the past (see further reviews in sections 5.2 and 6.2). However, 
most of these studies are oversimplified and thus cannot be regarded as a priori 
design methods. The following are the most common simplifications employed by 
previous works: 
1) Treating a gas-liquid flow as a one-way coupled simulation 
2) Employing a uniform bubble size throughout the tanks which may not be 
valid, since the bubbles near the impeller should be a lot smaller than the 
those in the bulk region due to intense turbulence 
3) Using an inappropriate drag model for bubble i.e. drag model for spherical 
particle e.g. Schiller and Naumann (1935) model or using a constant 
correction for turbulence induced drag throughout the tank e.g. Brucato et 
al. (1998) model 
4) Using an inappropriate model for bubble size modelling such as the 
bubble density method which does not consider the bubble-bubble and 
eddy-bubble collisions in a proper way, or even worse using a volume 
averaged correlation such as that from Calderban k (1958) 
5) "Correcting" the constants in the bubble breakage and coalescence 
kernels in order to obtain a good prediction of the local bubble sizes rather 
than using appropriate kernels combined with the fluid mechanics 
properties obtained from a proper CFD simulation 
6) Lack of grid analysis study which will affect the accuracy of turbulence 
dissipation rate prediction and hence the bubble size since the breakage 
and coalescence kernels depend on the turbulent dissipation rate 
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This work attempts to address the above-mentioned simplifications with the 
intention of producing a model which combines both CFD and PBM with 
improved capabilities for predicting the dynamics and mass transfer 
characteristics of gas-liquid flows in stirred tanks. 
1.2 Objective and Scope 
The aim of this study is to develop a modelling method for hydrodynamics and 
gas dispersion in single phase and aerated stirred tanks, with the intention of 
elucidating design and scale-up methods for gas-liquid stirred tanks via CFD. 
The first part of this work deals with the modelling of a single phase stirred tank 
and was carried out to evaluate the most appropriate turbulence model and 
modelling strategy (impeller modelling, discretisation, grid) for prediction of mean 
and turbulence flow in stirred tanks. The study considers a wide range of 
variables in stirred tanks such as the mean velocities, turbulence kinetic energy, 
turbulent dissipation rate, power number and vortex core position, in comparison 
to experimental results. A critical assessment of the angle-resolved turbulence 
quantities was also carried out, besides evaluating the angle-averaged flows. 
The second stage of this work involves algorithm development and testing: the 
PBM implementation is validated for breakage, aggregation, nucleation and 
growth problems. Once the implementation and validation had been completed, 
the real bubble coalescence and breakage kernels were implemented for a 
single compartment PBM. Testing and sensitivity analyses were also performed 
to ensure the model responds correctly to changes in the fluid hydrodynamics 
(predominantly through the turbulence dissipation rate and gas hold-up) and the 
initial bubble size conditions. The single compartment PBM was then extended 
into a mUlti-compartment PBM for an aerated stirred tank. Initially all the 
algorithms were developed and tested in MATLAB, due to the availability of the 
required mathematical I numerical solvers. Furthermore, the MATLAB 
programming language allowed easy access to debugging and visualisation 
techniques. Once the calculation methods had been established, the 
programming language was changed from MATLAB to C, to make the codes 
suitable for inclusion as User Defined Functions (UDF) in the Fluent CFD 
package. Apart from the PBM, a UDF to account for the interfacial force i.e. using 
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a drag law suitable for bubbly flow, and the mass transfer model were also 
implemented. Once completed, the UDF was employed to predict the 
hydrodynamics, aerated power number, gas hold-up, local bubble sizes and 
mass transfer coefficient of stirred tanks of various volumes for which 
experimental data are available from literature for necessary validation. 
Finally, the developed UDF is then employed to evaluate numerically the effect of 
scale-up on gas-liquid stirred tanks of volumes ranged from 14 L to 1500 L 
agitated either by a RUshton turbine or a CD-6 impeller. Various scale-up 
strategies such as constant aeration rate (VVM), aeration number (Fig) and 
superficial gas velocity (vg) combined with a constant power input per unit volume 
(P'/V) were evaluated for gas-liquid stirred tanks. The effect of scale-up was 
evaluated by comparing the volumetric mass transfer coefficient, local mass 
transfer coefficient and oxygen concentration profile in the tanks. 
1.3 Main Contributions of This Work 
The Detached Eddy Simulation (DES) employed to solve a turbulence flow in a 
single phase stirred tank in this work is relatively new and has not been 
previously applied to solve for a stirred tank flow. In this work an extensive 
validation of the DES model for predicting the turbulence quantities in stirred 
tanks is presented. This study covers both angle-averaged and angle-resolved 
predictions of mean velocities and turbulent quantities in stirred tanks. Some 
issues like the influence of the vortex core on the tangential velocity prediction 
and CFD prediction of the vertical position of the vortex core in the wake of the 
impeller is believed to be the first of its kind. A PIV-like data extraction from a 
transient DES simulation using a macro instruction was employed in this work. 
This marks a significant improvement in stirred tank modelling, which enable a 
direct comparison with PIV experimental data. 
Many solution techniques have been introduced for quadrature method of 
moments (QMOM) in the past, however, no one has actually tried to solve the 
QMOM via the differential algebraic equation (DAE) solution method. This work 
explores the possibility of solving QMOM via DAE method. Numerical stability 
and accuracy of the DAE method are compared to the well established QMOM 
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solution via the product difference (PD) algorithm. The DAE method is proven to 
be a more robust and accurate solution in most of the cases tested in this study. 
The DAE method also offers a significantly faster solution than the PD based 
method. The DAE method could be a better approach for solving QMOM in the 
foreseeable future. However, the DAE-QMOM cannot be implemented within a 
commercial CFD software, e.g. FLUENT at present due to unavailability of the 
DAE solvers. 
The three-way coupling simulations of an aerated stirred tank which combined 
both CFD and PBM via mUlti-compartment model have been performed in the 
past by Laakkonen et al. (2006a; 2006b; 2007). Details about the phase coupling 
in gas-liquid stirred tanks is given in section 5.2. However, solution of the 
population balance equation is provided by the method of classes instead of 
QMOM in their work. Thus, the multi-compartment modelling via QMOM method 
in this work is a significant contribution. 
The QMOM has not been employed to solve the bubble dynamics in gas-liquid 
stirred tanks, apart from the work by Petitti et al. (2007) which has used a simple 
break-up kemel instead of one based on realistic physics. They also did not 
. include a coalescence kemel in their work. Apart from Petitti et a/.'s (2007) study 
there has been no other attempt to implement the QMOM method to model the 
bubble size distribution in gas-liquid stirred tanks. Therefore, the solution of 
bubble dynamics in gas-liquid stirred tanks via QMOM through UDF (CFD-PBM) 
is a significant contribution. 
A numerical assessment of the effect of scale-up on the mass transfer in gas-
liquid stirred tanks agitated by a conventional and advanced gas dispersion 
impeller has not been attempted in the past. The scale-up methods assessed the 
most technically sound parameters i.e. a combination of a constant power input 
per unit volume with either constant aeration rate, aeration number or gas 
superficial velocity. The CFD-PBM models developed in this work are also able 
to reproduce correctly the findings obtained experimentally for scale-up of gas-
liquid stirred tanks by Figueiredo and Calderbank (1979) which further confirm 
the prediction ability of the model. 
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1.4 Structure ofthe Thesis 
The structure of the reminder of the thesis is outlined as follow: 
Chapter 2 provides a description of the applications and general design features 
of aerated stirred tanks. A general description on the flow characteristics of the 
system, as well as the dimension less groups and correlations to account for the 
flow phenomena are presented. This chapter also provides a brief discussion of 
the advanced experimental techniques available for aerated stirred tanks, 
mentioning their applications and limitations for bubbly flow analysis. A summary 
of the previous experimental work on gas-liquid stirred tanks is also presented. A 
brief discussion on the scale-up methods for aerated stirred tanks is also 
provided. 
Chapter 3 gives a review of the CFD approach applied for stirred tanks modelling 
of single and multi-phase flows including the turbulence modelling, discretisation 
schemes, impeller modelling and solution procedures. The performances of three 
different RANS models, DES and LES models were compared with angle-
averaged and angle-resolved experimental data. The results for mean velocities, 
turbulent kinetic energy, turbulence dissipation rate, position of the vortex core, 
and power number for stirred tanks agitated by Rushton turbine and pitched 
blade impeller are presented and compared with experiments. 
Chapter 4 is devoted to a population balance model development where the 
implementation is validated using various simplified functions and the prediction 
is compared against analytical solutions. A brief review of the common method 
for solving the population balance equation is also presented. A detailed 
description of the algorithm used to solve the population balance eq uation is also 
outlined. The new solution technique for solving QMOM via a differential 
algebraic equation solver is also presented. 
Chapter 5 discusses the modelling method for gas-liquid stirred tanks including 
the two-phase CFD model and the bubble coalescence and breakage kernels. A 
test result for PD-QMOM using a realistic model for bubble coalescence and 
breakage in a single compartment assuming a homogeneous and well mixed 
flow is also presented. The effect of the turbulence dissipation rate and the initial 
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bubble size distribution on the final bubble size is also outlined. Implementation 
and prediction of local bubble size in aerated stirred tanks using a multi-
compartment model combining both the two-way CFD simulation and PBM is 
also presented. 
Chapter 6 is dedicated to a coupled CFD-PBM study in which simulations of 
aerated stirred tanks were performed. A review of the previous work on CFD and 
population balance models related to the gas-liquid system is also presented in 
this chapter. The mathematical model used to account for the two-phase 
turbulence flow is also described. A brief review of the bubble breakage and 
coalescence kernels is outlined. Implementation of the population balance model 
via CFD-PBM is also discussed. Detailed assessments of the model predictions 
for the two-phase hydrodynamics, power number, local bubble sizes, gas hold-up 
and mass transfer rate are also presented. After the validation, a scale-up study 
of aerated stirred tanks with operating volumes ranging from 14L to 1500L is 
presented. Two different impellers namely the Rushton turbine and the CD-6 are 
considered for three different scale-up cases. The implications for scale-up of the 
oxygen transfer rate and mass transfer coefficient for tank sizes from 14 L to 
1500 L are discussed. 
Chapter 7 draws together a summary of the thesis and outlines the future work 
which might be derived from the model developed in this work. 
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2 HYDRODYNAMICS AND DESIGN OF GAS-LIQUID 
STIRRED TANK 
2.1 Overview 
This chapter gives a brief description of the applications of aerated stirred tanks 
in industry. The typical design of an aerated stirred tank is described and a wide 
range of impeller designs and applications are also discussed. In addition, the 
experimental techniques used to characterise the gas-liquid flows in stirred tanks 
are also described. A brief summary about the experimental data available from 
literature and adopted for comparison with the CFD simulation is also presented. 
This chapter also provides a summary of the previous experimental work on gas-
liquid stirred tanks; the often-used empirical correlations for stirred tanks are also 
listed and the scale-up issues are outlined. These correlations present numerous 
limitations in the case of complex flow phenomena in stirred tanks, indicating the 
need for development of CFD approaches for the design and scale-up of aerated 
stirred tanks. 
2.2 Application of Aerated Stirred Tanks 
According to Butcher and Eagles (2002), about 50% of all chemical productions, 
by value, takes place in stirred vessels representing an annual turnover value of 
€1370 billion worldwide and indicating the imp0rlance of stirred tank reactors. 
Gas-liquid stirred tanks are used for a variety of processes which may involve 
reactions such as bioleaching, neutralisation, oxidation, chlorination and 
hydrogenation or pH control and oxygen supply in fermentation systems. Some 
examples of such industrial processes are described below. 
2.2.1 Bioleaching 
Specific metals can be extracted from their ores via a process called bioleaching 
through the use of bacteria. It is a technique used by the mining industry to 
extract minerals such as gold and copper from their ores. A key success factor is 
the ability to control the rate of microbial growth in a stirred tank reactor. This is 
influenced by metal concentrations, nutrient addition, CO2 levels and oxygen 
supply, pH and temperature. Therefore, air and C02 are sparged into the tank to 
meet the microorganisms requirements. 
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2.2.2 pH control 
CO2 and NH3 are often sparged into a stirred tank (e.g. a fermenter) to adjust the 
pH to the optimum condition of the fermentation organism. Gas sparging offers 
much better dispersion and faster mixing with the growth media, besides 
providing a very low change in pH which might be difficult to achieve via a liquid 
(acid or base) addition. 
2.2.3 Aerobic fermentation 
Stirred tank fermenters are widely used in the food and pharmaceutical industries 
tt:> produce a variety of products such as antibiotics, yeasts, enzymes, amino 
acids, vitamins, flavour enhancers and thickening agents with the assistance of 
microorganisms (Benz, 2003). In this process air is sparged to provide oxygen, 
enhancing the cell growth or desired product formation in fermentation reactions. 
2.2.4 Hydrogenation 
Hydrogenations involve the direct addition of diatomic hydrogen under 
pressurised condition in the presence of a catalyst. One example is the 
production of margarine from vegetable oil. In many hydrogenation processes, 
mechanical agitation is required to suspend catalyst particles (e.g. nickel-based 
for margarine production) and disperse the hydrogen which is sparged into the 
bottom of the tank. 
2.2.5 Biodegradation/Bioremediation 
Biodegradation or bioremediation can be any process that uses microorganisms, 
fungi, green plants or their enzymes to return the environment altered by 
contaminants to its original condition. Some examples of such process carried 
out in aerated stirred tanks have been reported by Mohorcic et al. (2004) and 
Bustard et al. (2002). The main purpose of air sparging in bioremediation is to 
stimulate growth of bacteria (oxygen is required for respiration) for hazardous 
waste treatment. 
It is clear from the examples explained above that aerated stirred tanks are 
widely used in the process industries. It should be also noted that many of the 
relevant industrial processes are actually three-phase, since they involve gas, 
liquid and solid phase. In general gas dispersion seems to have more effect on 
the overall tank performance, rather than the solid mixing, as the sparged gas is 
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typically involved in the reaction (pH control, hydrogenation) or consumed by the 
microorganism (bioreactor, bioremediation, bioleaching). It is possible to increase 
the mass transfer rate from or to solid particles by making the particles size 
smaller (increasing the interfacial area) but the same method cannot be applied 
to the gas-liquid systems because a balance between coalescence and 
breakage determines the bubble size distribution. Therefore, the mass transfer to 
and from bubbles may become a limiting rate of the overall process i.e. mass 
transfer limited reactions in bioreactor. Such a problem might be addressed 
using a combination of a better gas dispersion impeller (e.g. CO-6, BT-6, A315 
summarised in Table 2-1 and 2-2) and well designed stirred tanks in which the 
baffles, the shape of tank bottom, sparger position and the ratio of tank height 
over tank diameter are optimised to promote better mass transfer rates. Apart 
from the vessel design, the operating variables like the impeller speed and gas 
sparging rate also affect the tanks performance and a proper validated CFO 
model can assist the design and scale-up of aerated stirred tanks. 
2.3 Design of Aerated Stirred Tank 
A design with a good mass transfer capability is important because most of the 
time the sparged gas plays an important role in product formation or reaction 
(except in some cases like a froth flotation system). Therefore, most aerated 
tanks are designed to achieve a high mass transfer rate. Interfacial area is well 
known as a major indicator of mass transfer performance in an aerated system 
and thus it becomes a primary concem in aerated stirred tank design (Tatterson, 
1994). According to Lane (2005), a condition of large interfacial area can be 
achieved through a combination of sufficiently fine bubbles and sufficiently high 
volumetric hold-ups. Such conditions can be achieved at economic power input, 
depending on the impeller choice. 
The typical design of aerated stirred tanks include a centrally top or bottom 
mounted shaft with single or multiple impellers, baffles near the wall, and a 
sparger device of either an open ended pipe or a ring sparger below the impeller. 
Baffles are attached at the tank perimeter to prevent the liquid from performing a 
solid-body rotation or vortex which would provide poor mixing. A tank with a high 
aspect ratio is also often used, for example up to H:T = 4:1 for an aerated 
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fermenter (Soderberg, 1997) to increase the gas residence time. A tall tank also 
has larger surface area for heat transfer which may be needed because most 
fermentations processes are exothermic. Soderberg claimed that a taller 
bioreactor (H:T = 4:1) needs less aeration power input (from a compressor) 
compared with the shorter one (H:T= 2:1) to get a similar level of gas dispersion. 
A taller bioreactor also uses a smaller impeller diameter than a shorter one, thus 
further reducing the power requirement. Multiple impeliers are needed for a tall 
bioreactor in order to achieve an adequate aeration-agitation regime (Stanbury 
and Whitaker, 1984). In such cases multiple impellers from a combination of gas 
dispersion and axial flow impeller are said to be more appropriate (Arjunwadkar 
et al., 1998). 
There are many types of impelier available commercially, and they are usually 
selected for specific applications. Impellers with excellent gas dispersion 
capability like the BT-6, A315, CD-6 and Scaba impeller are often used in 
aerated stirred tanks. A conventional impeller design like the Rushton turbine 
can produce higher turbulence dissipation rates, desired for bubble break-up but 
experimental observation shows they tend to suffer from a higher gassed power 
drop than the advanced impeller (refer section 2.7). That might explain why the 
Rushton turbine is no longer a popular choice for industrial applications, 
especially when dealing with aerated tanks, although it is still widely used in 
research studies. Gas dispersion impellers often make use of a disc (CD-6, BT -6, 
Scaba) or overlapping blades (A315) to prevent short circulating of the gas along 
the shaft. 
A standard tank configuration, widely studied experimentally and numerically, is 
shown in Fig. 2-1. There is no such thing as a standard geometry stirred tank, 
however most of the previous study deals with a geometry consisting of a flat 
bottomed cylindrical tank (e.g. Yianneskis and Whitelaw, 1993; Derksen et al., 
1999; Yeoh et al., 2004; Montante et al., 2007), filled to a depth, H, which is 
equal to the tank diameter, T, and mounted with four baffles of width B = O.IT. 
The impeller usually is a Rushton turbine of diameter D = T/3 and is centrally 
mounted at the bottom clearance of C = H13. The impeller disc diameter is DJ = 
O.75D, blade length L = O.25D and blade width W = O.2D. A sparger is usually 
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placed below the impeller with clearance of C2 = 0.1 C and has a diameter ranging 
from 0.5D to 0.8D. Experimental measurements by Baker (1992) suggest that a 
bigger sparger diameter is less prone to flooding than a smaller one and also 
requires less power to reach a fully disperse regime, especially when the sparger 
ring has a diameter greater than the impeller. 
In contrast with the standard configuration, many of the industrial designs of 
stirred tanks have a dished bottom. However, experimental data for advanced 
impellers such as the CD-6 and BT-6 are often limited, whilst such information is 
abundantly available for a conventional impeller like the Rushton turbine. 
Therefore, a tank agitated with Rushton turbine has been chosen in this study as 
a basis for most of the modelling development. Nonetheless, a study of a more 
advanced gas dispersion impeller like the CD-6 will be also carried out after a 
successful validation of the Rushton turbine simulation. 
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Figure 2-1; Standard tank geometry 
2.4 Impel/er Design 
There is a wide range of impellers available commercially and designed for 
specific functions such as gas dispersion, solid mixing and mixing of high 
viscosity media. In general all impellers can be classified either as radial, axial or 
mixed flow depending on the discharge direction induced by the blades. General 
classifications and applications of various commercially available impellers are 
summarised in Tables 2-1 and 2-2. 
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Table 2-1: Summary of radial flow impeller (Lightnin, 2006; Chemineer, 2006) 
Impeller 
Rushton turbine 
E~~.·ti ~~J'. 
Paddle impeller 
Concave impeller 
Commercial name 
Chemineer 0-6 
Lightnin R 1 00 
Hayward Gordon RO 
Lightnin R200 
Chemineer S-4 
Chemineer CO-6 
Lightnin R130 
Smith Turbine 
Hayward Gordon ROC 
Chemineer BT-6 
Technical specification 
Rushton Turbine with 6 blades 
NpO = 5.2, NQ = 0.72 
NpO = 6.0, DIT=0.33, WIT = 1/12 
NpO = 6.0, DIT =0.33, WIT = 0.1 
Available from 3 to 12 blade 
Paddle with 4 blades 
No disk (disc) 
NpO = 3.4, NQ = 0.62 
Available from 2 to 6 blade 
Symmetric concave attached on a 
disk 
NpO = 3.2, NQ = 0.61 
Asymmetric concave attached 
on a disk 
NpO = 2.3, NQ = 0.55 
Application/Characteristic 
Rushton turbine is recommended for high-shear 
mixing and gas-liquid applications but it should be 
noted that aeration number, FIg, is limited to 0.1. 
Radial design provides sufficient shear to achieve 
good contacting for liquid-liquid dispersions and 
emulsions. 
Paddle impeller is suitable for solids suspension 
applications especially when the impeller operates 
near the floor of the tank. 
It also an effective impeller in laminar flow 
applications, especially when impeller Reynolds 
numbers drop below 50. 
The concave impeller is a second generation gas 
and immiscible liquid dispersion impeller. It can 
handle about 2.4 times the maximum gas capacity 
of the Rushton turbine at the same impeller speed. 
This impeller has been used at aeration numbers 
as high as 2.1. 
BT6 impeller provide the highest gas 
dispersing capability (Chemineer) as it can 
disperse nearly six times the gas handling 
capability of the Rushton impeller at the same 
impeller speed. It has 10% better mass 
transfer capability than the concave impeller 
at the same speed. 
Table 2-2: Summary of axial flow impeller (Ughtnin, 2006; Chemineer, 2006) 
Three blade hydrofoil 
o ,~~/" ,,-Ie{ \. r::-~ ",.~~"'~" 
Four blade hydrofoil 
/:" . -,~ 
V J' 
Lightnin A320 
lightnin A340 
Lightnin A315 
Lightnin A345 
Pitched blade turbine (PBT) Chemineer P-4 
" Lightnin A200 
NpO = 0.64, Ne = 0.64 (A320) 
N"" = 0.64, NQ = 0.64 (A340) 
N"" = 0.75, NQ = 0.73 
N", = 0.75, Ne = 0.73 
Pitched blade turbine - Down-
and Up-pumping with 4 blades 
N", = 1.27, No = 0.79 
Also available in 6 blade and 
various degree of pitch 
A320 is recommended for higher-viscosity 
applications requiring high flow in the transitional 
flow regime. It can reduce blend time by half of 
Rushton turbine at same speed, besides having a 
modest shear rate for both high- and low-viscosity 
conditions. The fluid foil design delivers better axial 
motion and reduces power consumption. 
The A340 impeller is recommended for up-pumping 
applications suitable for multi-phase flow, such as 
fermentation, polymerisation and hydrogenation. 
A340 provide a higher gas induction from surface 
(Lightnin). 
A315 is recommended for gas-liquid dispersion and 
mass transfer-controlled applications. It can improve 
mass transfer by 30% compared with Rushton 
turbines beside decreases shear rates up to 75% 
thus potentially improves yields in shear-sensitive 
processes. A low power number mean it can reduce 
energy costs up to 45% compare to Rushton turbine. 
PBT is suitable for applications where the viscosity 
changes over a wide range causing the flow 
regime to vary between turbulent and laminar flow. 
It could also be applied for solids suspension and 
gas dispersion (up pumping). 
~-------------------------------------------------------------------------------------------------------------
Radial and axial flow impellers such as the Rushton turbine, CO-6, BT-6 and 
A315 impeller have been recommended for gas dispersion applications (e.g. 
Lightnin, 2006; Chemineer, 2006). The A315, which has an axial flow 
characteristic, seem to be the most suitable impeller when dealing with a three-
phase system. The suspension of solid particles must be accounted for in the 
three-phase system besides the gas dispersion, and the axial flow impeller is a 
good choice for particles mixing. An impeller like the BT-6 is more likely to be 
applied when the gas dispersion is vital to the process, as it is capable of 
handling about six times more gas flow rate than Rushton turbine (Myers et al., 
1999) before the flooding limit is reached. Meanwhile, the Rushton turbine and 
CO-6 can be applied when particles suspension is not an issue and moderate to 
lower gas dispersion is required. 
2.5 Experimental Methods for Bubbly Flow 
The focus of this thesis is on the development of computational tools to design 
gas-liquid stirred tanks. Nevertheless, it is important to have an appreciation of 
the experimental techniques that are available and which provide validation data 
for two-phase CFO predictions. There are several advanced techniques of 
elucidating the flow phenomena in aerated stirred tanks. Among them are digital 
imaging (01), particle image velocimetry (PIV), laser doppler anemometry (LOA), 
computer automated radioactive particle tracking (CARPT), phase doppler 
anemometry (POA) and particle image velocimetry laser-induced fluorescence 
(PIV-LlF). There are several options available for bubble size measurement like 
capillary suction probe (CSP), POA, PIV, LOA, and PIV-LlF. An overview of each 
measurement technique including a brief description of its underlying principle 
and limitations is outlined in the following section. 
2.5.1 Phase/Laser doppler anemometry (PDAlLDA) 
PDNLOA is a non-intrusive single point optical technique applicable for the 
simultaneous measurement of bubble size distributions and liquid velocities. 
Both LOA and POA have a similar working principle except for a simultaneous 
measurement of bubble or particle velocity and size distribution capability in 
POA. POA was said to be an extension of the LOA prinCiple (Dantec dynamics, 
2006). In LONPOA technique two laser beams are focused into a small 
measurement volume where they produce interference fringes. The laser light is 
15 
scattered when a particle or bubble passes through the measurement volume. 
The seed particles or bubbles act as moving light sources causing Doppler shifts 
of the scattered light. The Doppler shift of the light is proportional to the bubble 
velocity while the phase differences between the lights scattered in different 
directions are linearly related to the bubble size. However, it must be noted that 
the measurement of the real bubbles size is not simple as it is subject to a 
calibration procedure. Bubbles with diameters larger than 3 mm are known to 
form either ellipse or cap shapes, and it may cause a problem in calibration as 
PDAlLDA is only known to determine correctly a spherical particle size. 
PDAlLDA requires disturbance-free optical access to the measurement plane 
and high void fraction (> 5%) could hamper the visibility of the measurement 
volume and thus attenuate the intensity of light. Therefore, PDAlLDA 
applications are strictly limited to a low gas void fraction « 5% according to 
Miettinen et al., 2002) and to transparent dispersions. 
2.5.2 Particle image velocimetry (PIV) 
PIV is a whole-field optic technique with ability to measure simultaneously the 
flow fields, local bubble size distributions and relative velocities (slip) between 
the dispersed and continuous phase in transparent dispersions. PIV has been 
applied to measure the flow-field in an aerated stirred tank by many researchers 
(Deen, 2001; Laakonen et al., 2005a; Aubin et al., 2004b; Montante et al., 2007). 
In the PIV technique, a transparent dispersion, which is seeded with light 
scattering particles of equivalent density, is illuminated with a laser sheet. The 
light scattered by the particles and bubbles is recorded on a sequence of frames 
by a CCD camera placed perpendicular to the laser sheet. The local 
displacement vector for the images of the tracer particles and bubbles between 
the first and second illumination of the laser pulse is determined, and hence the 
local gas and liquid velocities in the plane of light sheet are calculated. A large 
amount of bubbles have to be recorded to get statistically significant results. As 
mentioned by Miettinen et al. (2002) sophisticated post-processing software is 
needed in order to be able to handle the large amount of data that can be 
collected by the PIV technique and to separate the information from the gas and 
liquid phases. The PIV technique has the same restrictions as the PDA method 
concerning the disturbance-free optical access to the measurement plane. 
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2.5.3 Capillary suction probe (CSP) 
A capillary suction probe is a single point intrusive technique, which has been 
used for determination of local bubble size distributions and gas volume fractions 
in stirred tanks by many researchers (e.g. Barigou and Greaves (1991); Alves et 
al. (2002); Laakkonen et al. (2005b). The basic idea of this technique is to 
withdraw a representative sample stream from the investigated gas-liquid 
dispersion through a transparent capillary by a pump or a vacuum. The bubbles 
are then transformed into cylindrical slugs of gas in the capillary; their velocities 
and lengths are measured by an enclosed optical probe based on the difference 
of light refraction between the two phases. This method is useful for opaque 
media and dispersions with high gas volume fraction, which are beyond the 
application range of most optical techniques. In a small vessel, a continuous 
sample stream steadily reduces the volume of the dispersion and disturbs the 
flow pattern, although this problem can be minimised by returning the sample 
back to the vessel (Miettinen et al., 2002). There is also a problem to measure 
wide bubble size distributions by CSP as the small bubbles « 0.4 mm in 
Laakkonen et al. (2005b), depending on capillary diameter) do not form a slug in 
the capillary and big bubbles break easily in a narrow capillary. Other problems 
which may arise in suction probes are the velocity fluctuations in the capillary 
and expansion of bubbles in the probe as a consequence of pressure drop. 
Another issue in CSP technique is that it is difficult to determine a representative 
and isokinetic sampling of both gas and liquid especially in turbulence flow. 
According to Greaves and Kobbacy (1984), isokinetic sampling can be obtained 
when the sampling rate of bubbles is equal to the arriving rate of the bubbles at 
the tip zone of capillary. However, it is not always easy to obtain an isokinetic 
sampling in practice as it shown by Miettinen et al. (2002) which observed up to 
more than three times higher local hold-up from CSP compared to PIV 
measurement. 
2.5.4 Tomography 
Tomography techniques have been applied to measure the gas hold-up in 
aerated stirred tanks in recent years by Wang et al. (2000), Holden et al. (1999), 
Patwardhan et al. (2005), Khopkar et al. (2005b), Hampel et al. (2007) and Ford 
et al. (2008). There are several techniques related to tomography like electrical 
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impedance tomography (ElT), electrical resistance tomography (ERT), electrical 
capacitance tomography (ECT), x-ray tomography (CT), gamma ray tomography 
(GRT), etc. With the exception of GRT and CT, all other tomography methods 
suffer a similar drawback i.e. Iow spatial resolution and difficulty in the data field 
reconstruction. For that reason, only GRT and ElT will be discussed here. 
ElT involves injecting currents into the dispersion being imaged, so the bulk 
phase must be electrically conducting and make contact with the electrodes. 
Electrode arrays composed of electric dipoles are arranged around the region of 
interest to measure the resistive distribution in the dispersion between the 
. electrode arrays. The conduction distribution of the region from multiple 
measurements of electrical signals taken from electrode dipoles is reconstructed 
using ElT. In ElT, every electrode dipole can act both as a current-source electric 
dipole and a potential measuring dipole. Current is conducted through one 
electrode dipole at a time and the potential difference between it and the other 
electrode dipoles is measured. The procedure is repeated in fast succession for 
many vertical and horizontal positional combinations of source and receiver 
electrode dipoles to obtain the data for 3D images. According to Miettinen et al. 
(2002) reconstruction of the unknown resistivity field distribution in the system 
based on the voltage data measured at the system boundaries is the main 
problem for tomography techniques. Measurement of individual bubbles via 
tomography is impossible because the spatial resolution of electrical tomography 
techniques is quite low between 5 to 10% of the vessel diameter depending on 
the number of electrodes. Tomography techniques also cannot be applied to a 
non-conductive medium, for example containing an organic liquid. Calibration of 
tomography techniques is needed, as the resistivity field is sensitive to bubble 
size and shape, as well as the process conditions leading to a non-linear 
dependence on gas volume fraction (Chaouki et al., 1997). 
Unlike the other tomography techniques, CT and GRT are capable of producing 
a higher spatial resolution up to a sub-milimetre (Kalender, 2006) for newer 
designs. This is because the GRT and CT measurement is carried out using a 
high intensity light beam in comparison to the lower intensity electric resistance 
field in ElT. The GRT and CT share the similar operating principles. CT was first 
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designed for clinical application by Hounsfield (1973) to allow imaging of human 
organs. However, its application has diversified since it first introduction and has 
been applied for the evaluation of gas-liquid flows by many researchers (e.g. 
Bukur et al., 1996; Boden et al., 2008; Hampel et al., 2007; Ford et al., 2008; 
Veera, 2001; Heindel et al., 2008). Both GRT and CT consist of many pairs of x-
ray/gamma ray sources and detectors. The data obtained from both GRT and CT 
can be reconstructed to obtain a 3D image of the specimen. The main advantage 
of these techniques that they are not restricted to transparent liquid, or 
transparent vessels. 
2.5.5 Digital imaging (01) 
A high speed imaging system has been employed recently by Laakkonen et al. 
(2005b), Laakkonen et al. (2006a), Bouaifi et al. (2001), Hebrard et al. (2000) 
and Machon et al. (1997) to visualise and record bubbly flow phenomena that 
are too fast for human eyes. For example it is possible to visualise the event of 
bubble breakage and coalescence using a high speed camera (Miettinen et al., 
2002). There is als,? a possibility to measure local bubble size distribution and 
population densities from the depth of focused area (Miettinen et al., 2002). 
Application of high speed imaging is however limited to a small vessel and low 
void fraction as it requires a lot of well-directed light to freeze the motion and 
eliminate blur. Bubble images can overlap with each other at high void fraction 
and this make the identification of bubble size impossible. It might be also 
impossible to get a good image quality for a bigger tank due to limited direct light 
penetration. The main concern in the digital imaging technique is the method for 
bubble identification which determines the bubble size distributions. Such a task 
is difficult since the images quality varies with lighting conditions and other 
factors like overlapping bubbles, blurriness of bubbles and the varying shapes of 
the bubbles (Laakkonen et al., 2005b) are a problem. 
2.5.6 CARPT 
CARPT has been applied to measure the flow field, instantaneous and time-
averaged velocities, and turbulent parameters of high void fraction aerated 
stirred tanks by Khopkar et al. (2005b). It is based on the principle of tracking the 
motion of a single radioactive particle as a marker of a typical element of the fluid 
phase (usually the liquid phase) whose velocity field is to be mapped 
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(Devanathan, 1991). The tracer particle representing a typical liquid element is 
tracked by an array of Nal(TI) scintillation detectors, placed at strategic positions 
around the stirred tank. If the liquid phase is to be tracked, the tracer particle 
must have a density which matches that of the liquid phase. Calibration for each 
detector in CARPT is necessary in order to determine the exact position of the 
tracer particle at each instant in time. Application of CARPT is not affected by 
opacity and void fraction, but it cannot be applied to measure the bubble size 
distributions and gas hold-up. 
2.5.7 Fibre OptiC Probe 
A fibre optic probe has been employed to evaluate the gas hold-up in aerated 
stirred tanks by Bakker (1992) and Wang et al. (2006). The gas phase 
characterization by optic probes exploits the difference between the refractive 
index of gas and liquid. Light produced by an opto-electronic apparatus is 
injected into a glass fibre and sweeps along the fibre to the tip. The probe tip is 
immersed inside the gas-liquid dispersion at the measurement point. Some 
portion of the light flux is refracted into the fluid around the fibre tip while the rest 
is reflected back to the opto-electronic apparatus. The refractive index of fluid 
around the fibre tip influences the amount of light that is reflected back to the 
apparatus. If the tip lies in the gas phase, a large fraction of the light intensity will 
be returned to the apparatus. When a rising bubbles strikes the probe, it delivers 
a square-pulsed signal. The peak of the Signal corresponds to the gas phase and 
the lower parts correspond to the liquid phase (Chaumat et al., 2005). The gas 
hold-up can be obtained from the cumulative gas part of the signal, referred to 
total signal length (Chaumat et al., 2005). It is also possible to measure the 
bubble velocity and diameter using the fibre optic technique by locating a two 
point probe aligned with the direction of bubbles movement. This method has 
been employed to measure a bubble axial velocity and chord length distribution 
by Chaumat et al. (2005) for a gas-liquid flow in bubble column. However, this 
method might not work for stirred tanks where the bubble movement direction is 
not easily predictable. In a bubble column, it is safe to assume that bubbles 
move upwards in an axial direction, but the same is not true for stirred tanks 
because bubbles can move radially and also possibly following the liquid 
circulation, especially for the smaller bubbles. 
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2.5.8 PIV-LlF 
PIV-LlF method is a relatively new development in multiphase flow 
experimentation. This technique can provide whole-field velocity data in two-
phase water-bubble flows, with simultaneous separation and measurement of 
the different phases. In the LlF technique orange-coloured light is scattered from 
fluorescent particles which are illuminated by green laser light. In combined PIV-
LlF studies, the water phase of the flow field is seeded with tiny fluorescent 
particles. PIV-LlF recording system simultaneously separates and samples the 
two phases: the first camera with an orange filter detects the fluorescent water 
seeding and a second camera, with a filter corresponding to the laser 
wavelength, detects only the bubble phase (Dantec dynamics, 2006) i.e. it 
collects the scattered light from the dispersed phase. The PIV-LlF technique has 
not yet been used to evaluate the gas-liquid flow in stirred tanks but it has been 
tested by Lindken and Merzkirch (2002) to measure the bubble rise velocities, 
mean liquid velocities and the velocities fluctuations in a bubble column. 
2.5.9 Conclusion 
There are many measurement techniques available for a bubbly flow with a low 
void fraction but none is suitable for a dense bubbly flow, except CAR PT, gamma 
ray tomography and the fibre optic probe. Although CARPT is applicable for a 
dense bubbly flow, it has a troublesome calibration procedure and does not give 
information about the bubble size distribution. A fibre optic probe may be used in 
a dense dispersion, but it is not capable of measuring the gas-liquid velocities for 
the complex flow in stirred tank. Some newly introduced method like PIV-LlF 
might offer a better insight on bubbly flow (as it could measure the bubble 
distribution and velocity as well as the primary phase velocity), but as it involves 
an optical technique, it is also be limited to applications with a low void fraction. 
However, up to now there is no published work on bubbly flows related to the 
PIV-UF method. 
The accuracy of bubble distribution measurement is another important issue 
underlying the current measurement techniques. Laakkonen et al. (2005b) 
proved that the bubble size distribution taken from three different methods 
namely the CSP, DI and PDA may not give similar results especially for the 
arithmetic mean bubble size (dlO) which is sensitive to the number of small 
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bubble. The difference in the measured dJO is understandable given the limitation 
of esp to measure a smaller bubble than the diameter of its capillary. Despite a 
small difference in the detection range especially for the smaller bubble (db = 0.4 
mm for esp, db = O.OOS mm for PDA, db = 0.1 mm for 01), Laakkonen et al. 
(200Sb) shows that all three measurement techniques give almost a similar value 
for the bubble Sauter mean diameter (d32 ). Laakkonen et al. (200Sb) reported up 
to 0.6 mm difference in the measured d32 (01 and eSP) near the tank baffle just 
above the impeller discharge stream at higher impeller speed (490 rpm) probably 
due to generation of many small bubble by the breakage mechanism. Their 
result showed the difference in the measured d32 is not significant (0.1 mm) at 
lower impeller speed (340 rpm). Therefore, selection of the measurement 
technique for bubble size distribution is not critical and is very much affected by 
the nature of the system i.e. 01 and PDA may not be applicable for opaque 
liquids, but the CSP may work. 
2.6 Experimental Studies on Aerated Stirred Tank 
Many experimental and numerical studies have been performed for aerated 
stirred tanks. Some of the most significant work is summarised in Table 2-3. 
Earlier work is limited to a simple study like the evaluation of power number and 
the flooding limit (e.g. Bruijn et al., 1974; Warmoeskerken and Smith, 1985; 
1989; Lu and ehen, 1986). Some researchers (e.g. Greaves and Kobbacy, 1984; 
Lu et al., 1993; Alves et al., 2002; Laakkonen et al., 200Sa; 200Sb; Miettinen et 
al., 2002) measured local bubble sizes and hold-up using various techniques 
discussed previously in section 2.S. Many studies of the gas-liquid 
hydrodynamics have been performed as the more advanced techniques such as 
LOA, POA and PlY become available (e.g. Morud and Hjertager, 1996; Deen, 
2001; Laakkonen et al., 200Sa; 200Sb; Montante et al., 2007). As discussed in 
the section 2.S application of these optical based measurement (LOA, PDA and 
PIV) is limited to a tank operating at lower gas loading. Measurement of the gas-
liquid stirred tank operating at high gas loading has been performed recently by 
Hampel et al. (2007) and Ford et al. (2008) via GRT method. Ford et al. (2008) 
measured the gas hold-up of gas-liquid stirred tank operating from loaded to 
flooding regime. Detailed explanation about the flow regime transition in gas-
liquid stirred tanks is explained in the following section 2.7. The main issue is that 
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no single method can measure all the main variables in gas-liquid flows. For 
instance, gamma ray tomography is an excellent method for measuring the gas 
hold-up, but it does not give information regarding the two-phase flow velocity 
field and the bubble size. Similarly, the CARPT method (Khopkar et al., 2005b) is 
capable of measuring the two-phase flow velocity field at high gas loading, but it 
cannot be applied to measure the bubble size distributions and gas hold-up. 
As discussed in the previous section (2.5), selection of the measurement 
technique is not critical as far as the measurement of d32 is concerned. Although 
a careful selection of the measurement technique must be taken when 
measuring dJO• A combined approach consisting of GRT-CARPT-CSP might be 
needed for a comprehensive experimental study on gas-liquid stirred tanks. 
Investment and operating costs to acquire and to run all those experimental 
instrument are expensive. Alternatively, a computational method like a combined 
computational fluid dynamics and population balance model (CFD-PBM) may 
also be capable of providing a detail description of two-phase flow in aerated 
stirred tanks at far lower investment and running cost. Therefore, this study is 
devoted to the development of a computational approach suitable for predicting 
the two-phase flow in aerated stirred tanks. Details of the CFD-PBM approach 
are discussed in detail in chapter 5. Literature data using the measurement 
techniques described in this section will be used to validate the CFD predictions. 
2.7 Correlations and Dimensionless Number Used in the Design 
of Gas-Liquid Stirred Tanks 
There are a number of dimensionless groups which have been found useful in 
characterising the performance of stirred tanks. These dimension less groups are 
known to vary with geometric configuration and operating conditions and have 
been widely studied by many researchers (e.g. Patwardhan and Joshi, 1999; 
Kumaresan and Joshi, 2006) in the past. The power number is one of the 
important parameters as it characterises the power consumption of the stirred 
tank. The power number is given by: 
N = p 
P p,N3D' (2.1 ) 
where N is the impeller speed, P is power consumption, D is impeller diameter 
and ptis the liquid density. 
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Table 2-3: Experimental study on gas-liquid stirred tank 
Authors EXQeriments Remarks 
Bubble size Power Number Two-Qhase flow Hold-uQ ha 
Bakker (1992) No Yes No Yes Yes PIP, profile and gas hold-up for gas-liquid 
stirred tank agitated 3 different axial impeller 
Le. PBT. Leeuwrik and A315 
A315 yield a higher kLa than PBT 
Bakker and van Yes (4 Yes Yes Yes (single Yes The four points fibre optic is not capable to 
den Akker (1994a) points fibre point fibre measure the smaller bubble (S 1.4 mm) 
optic) optic) Lack of local hold-up measurement & 
numerical result at impeller discharge 
One way coupling BDM solved on a result of 
single phase CFD simulation. 
Bakker et al. Yes (fibre Yes No Yes (fibre Yes Measurement of local gas hold-up and bubble 
(1994a) optic probe) optic probe) size via fibre optic probe 
One-way coupling BDM modelling on aerated 
stirred tank; a satisfactory prediction is 
obtained for local bubble size and gas hold-up 
but no comparison was presented at impeller 
discharge 
An encouraging agreement of the ha 
prediction 
Barigou and Yes (CSP) No No No No Local bubble size measurement via CSP 
Greaves (1992) 
Barigou and No No No Yes No Measurement of interfacial area and gas hold-
Greaves (1994) (conductivity up via conductivity probe -_ .. ,-_. 
probe) 
N 
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Table 2.3: Experimental study on gas-liquid stirred tank (continued) 
Authors Ex~eriments Remarks 
Bubble size Power Number Two-~hase flow Hold-u~ kLQ 
Birch and Ahmed No Yes No Yes No PBT with Upward and Oown pumping 
(1996) configuration, they found the PBTU is a better 
configuration for gas dispersion (higher void 
fraction, flooding limit) 
Boden et al. (2008) No No No Yes (GRT) No Local gas hold-up measurement of gas-
inducing impeller via high resolution GRT. 
Bombac et al. No No No Yes No Measurement of a local void fraction via micro 
(1997) resistivity probe. A 20 map of void fraction at 
three different flow regime namely vortex 
clinging, small 3-3 cavities and large 3-3 
cavities is presented. 
Bruijn et al. (1974) No Yes No No No P IPo for Rushton turbine (ROT) of blades 
number from 6 to 18. 
The drop on P IPo at higher number blades 
(e.g 18) is much smaller compared to those 
with lesser number of blades (6). 
Cooke and Heggs No Yes No No No Comparison of performance of ROT and 
(2005) Hyperbolic Blade (HBT) (scaba, C06, BT6, 
parabolic disc & parabolic arm) 
HBT is more effective dispersing gas than RT 
because lower gassed power drop. 
At lower speed HBT is more energetically 
efficient to dispersed gas because it achieved 
a minimum Fr to dispersed gas at lower 
power. 
'" UT "'-----,--.. 
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Table 2.3: Experimental study on gas-liquid stirred tank (continued) 
Authors Exeeriments 
Bubble size Power Number Two-ehase flow 
Cui et al. (1996) No Yes No 
Deen (2001) No Yes Yes (PIV) 
Figueiredo and Yes Yes No 
Calderbank 
(1979) 
Ford et al. (2008) No Yes No 
Gezork et al. Yes (video) Yes No 
(2000) 
Greaves and Yes (CSP) No No 
Kobbacy (1984) 
Remarks 
Hold-uQ ha 
No No Correlation for P IPo and Flooding for single 
and multiple impeller. 
No No PIV measurement on gas-liquid flow 
CFD simulation is performed using a 
monodispersed bubble size resulting in a poor 
prediction on two-phase flow 
No Yes Scale-up study of gas liquid stirred tank 
operating either at constant P"IV and VVM or 
P"IVand Vg. Their finding suggest a higher kLa 
can be achieved by keeping constant P IV and 
VVMwhilst a smaller kLa value obtained at 
fixed P"IV and Vg. 
Yes (Local No RDT, gas sparged from a sparger ring 
via x-ray Assessment on the gas hold-up in an aerated 
tomography) stirred tank using a x-ray tomography under 
flooding, loaded and fully dispersed condition 
Yes (visual) Correlation for flooding/loading and fully 
dispersed transition for gas-liquid stirred tank 
agitated with RT and Scaba. 
Yes (CSP) No Local measurement of bubble size and gas 
hold-up via CSP. 
Table 2.3: Experimental study on gas-liquid stirred tank (continued) 
Authors EX[leriments Remarks 
Bubble size Power Number Two-[lhase flow HOld-u[l kLa 
Kapic and Heindel No Yes No No Yes ha measured via dissolved oxygen probe but 
(2006) such measurement is a local value at the 
probe location only 
Correlation for kLa at various impeller speed 
and gas loading 
Kawase & Moo- No No No No Yes ha assessment on gas-liquid stirred tank with 
Young (1988) Newtonian and non-Newtonian fluid 
Correlation for volumetric kLa based on 
assumption of a perfect mixing 
Khopkar et al. No Yes No No No Characterisation of gas-liquid flow via torque 
(2005a) and pressure fluctuation. The spectrum plot of 
pressure fluctuations can be employed to 
distinguish a different flow regime in aerated 
stirred tank i.e. fully dispersed. cavity and 
flooding regime. 
Khopkar et al. No No Yes (CARPT) Yes (ET) No Combined CARPT & CT measurement on 
(2005b) aerated stirred tank hold-up and mean velocity 
CFD simulation using a monodispersed 
bubble size and consequently the mean 
velocity at impeller discharge is not predicted 
correctly 
The gas hold-up is not predicted correctly. 
Laakkonen et al. Yes (PIV) No No Yes (PIV) No Measurement of local bubble size distribution 
(2005a) and gas hold-up via PIV. 
l\) 
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Table 2.3: Experimental study on gas-liquid stirred tank (continued) 
Authors EX[:leriments Remarks 
Bubble size Power Number Two-[:Ihase flow Hold-u[:l ha 
Laakkonen et al. Yes (CSP, No No No No Comparison of the local bubble size measured 
(2005b) POA,OI) by different techniques namely 01, POA and 
CSP. Measurement of 01 and CSP show a 
good agreement but not the POA due to the 
different detection range between the POA to 
the CSP and 01 method. 
Laakkonen et al. Yes (CSP) No No No No Local bubble size measurement of aerated 
(2005c) stirred tank consisting a different fluid type i.e. 
water, water-NaGI, water-starch & water-
butanol. 
Linek et al. (1982) No Yes No No Yes Experimental measurement for kLa in stirred 
tank (employing a well mixed assumption) 
Empirical correlation for kLa has been 
suggested. 
Lu and Chen No Yes No No No Flooding and critical impeller speed of aerated 
(1986) stirred tank agitated by ROT 
P IPa and correlation for flooding 
Lu and Ju (1987) No No Yes (HWA) Yes (local, No Local measurement on gas hold-up, mean 
HWA) and turbulence flow in gas-liquid stirred tank 
via hot wire anemometry (HWA) method 
Lu and Ju (1989) No Yes No No No Experimental quantification on cavity and 
flooding regime 
Correlation for flooding transition 
I\.l 
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Table 2.3: Experimental study on gas-liquid stirred tank (continued) 
Authors Ex~eriments Remarks 
Bubble size Power Number Two-~hase flow Hold-u~ kLG 
Lu et al. (1993) Yes (CSP) Yes No Yes (Local, No PIP, and local bubble size measurement on 
CSP) gas-liquid flow agitated by RDT of a different 
number of blades (4-8) operating at various 
gas loading 
Number of blades did not significantly affect 
the bubble size 
Lu and Wu {2001} Yes (CSP) No No Yes (Local, No Local measurement on bubble size and gas 
CSP) hold-up around the trailing vortex under vortex 
cavity, clinging cavity and large cavity flow 
regime 
Lu et al. (2000) Yes (CSP) Yes No Yes (Local, No Local bubble size measurement on gas-liquid 
CSP) flow agitated by RDT of a different blade width 
operating at various gas loading 
The smaller blade produces a strongest shear 
rate and turbulent kinetic energy when 
operating at constant P IV 
The bigger blades dispersed gas more 
effectively at constant impeller speed although 
this would mean a higher PIV 
Mietlinen et al. Yes (CSP, No Yes (PIV, Yes (ElT) No Local bubble size measurement using 
(2002) PIV, PDA) limited) different techniques namely PIV, PDA and 
CSP. There is no direct comparison made on 
the bubble size distribution obtained from 
various technique but the authors 
acknowledge the difference in the measured 
bubble size due to the limitation of each 
N method. 
co 
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Table 2.3: Experimental study on gas-liquid stirred tank (continued) 
Authors EX[leriments Remarks 
Bubble size Power Number Two-llhase flow Hold-u[l kLa 
Montante et al. No Yes Yes (PIV) No No Measurement of two-phase mean velocities 
(2007) viaPIV 
Montante et al. Yes (01) Yes Yes (PIV) No No Measurement of local bubble size using a 
. (2008) digital imaging method . 
A good prediction of the mean flow and local 
bubble size via CFO-PBM (musig) 
Morud and No No Yes (LOA) Yes (overall) No LOA measurement on two-phase flow in gas-
Hjertager (1996) liquid stirred tank agitated with ROT at various 
aeration rate and impeller speed 
Monodispersed bubble size for CFO 
simulation and consequently the mean 
velocity is not predicted correctly especially at 
impeller discharge. 
Myers et al. (1999) No Yes No Yes (overall) Yes ROT, C06, P06 (deep elliptical), BT6 
Pg drop for C06, P06 and BT6 is much lower 
than the ROT 
Retrofit gas dispersion for BT6 is the best 
among the tested impeller (5.4 times better 
than the ROT). The relative gas dispersion 
capability for C06 and P06 has 2.4 and 3.2, 
respectively. 
Nienow (1996) No Yes No No Yes Compa·rison of ROT against modern impeller 
Scaba, A315, Maxfto T 
Modern impeller has a lower gassed power 
drop and but there is no significant 
improvement in kLQ 
w 
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Table 2.3: Experimental study on gas-liquid stirred tank (continued) 
Authors ~Ex~p~ee.!.r~im~e~n~ts~::c_-...,.,.___,,__-_=_-_;_-_,;_-__;":_7:__---_;_- Remarks 
Bubble size Power Number Two-phase flow Hold-up kLG 
Nocentini et al. 
(1988) 
No Yes No No No Evaluation on the flooding regime transition 
viaP/po 
Otomo et al. (2003) No 
Paglianti et al. 
(2000) 
No 
Parthasarathy et al. Yes (01) 
(1992) 
Sardieng et al. 
(2004) 
No 
Yes No 
Yes No 
Yes No 
Yes No 
Yes (global) 
No 
Yes ROT, Scaba, Shallow concave, A315 
P IPo drop for scaba, shallow concave and 
A315 is lower than the ROT with A315 being 
the lowest at lower impeller speed (175 rpm) 
but it reduces up to 50% at higher impeller 
speed (350 rpm). 
Gas hold-up is broadly similar for all impeller 
tested. 
No Proposed a conductance fluctuation method 
to determine the flooding transition. 
Yes (Global) No ROT, PBTU, PBTO 
PBTU provide a higher gas hold-up at similar 
v, and specific dissipation rate but also 
produces a larger bubbles (2-4 times larger) 
Yes (Global) Yes In terms of gas handling capacity (from 
gassed power consumption), A315U and 
Scaba 6SRGT > A3150 and PBTU, Rushton 
turbine> PBTO. 
In terms of gas hold-up capacity, A315U and 
Rushton turbine> PBTU > A3150 and PBTO 
> Scaba 6SRGT. 
In terms of kLG, Rushton turbine> A315U and 
PBTU> Scaba 6SRGT, A3150 and PBTO. 
Comparison for gas hold-up were made at 
300 rpm instead of constant P IV 
Table 2.3: Experimental study on gas-liquid stirred tank (continued) 
Remarks Authors ~E~xp~e~r!!.'im,!!e<'.n~ts~~_""7."_;--_~_C;-_-;;-:-_~~;--___ ""-_ 
Bubble size Power Number Two-phase flow Hold-up kLa 
Smith and Gao 
(2001 ) 
No Yes No No No Higher P giP, for heated gas-liquid stirred tank 
thus affecting its flooding-loading transition 
Sudiyo and Yes (01) No Yes 
Andersson (2007) 
Torre et al. (2007) No No Yes (PIV) 
Wang et al. (2006) No No No 
Warmoeskerken No Yes No 
and Smith (1989) 
No 
No 
Yes (Fibre 
optic probe) 
Yes (Global) 
No More coalescence at the leeward side of the 
tank baffles due to increases in hold-up and 
the additional forces resulted from the localise 
stationary rotational vortex. 
No Measurement of two-phase flow in gas-liquid 
tanks agitated by retreat curve impeller via 
PIV 
No Study of gas hold-up in aerated stirred tank 
operating under flooding to fully dispersed 
regime using fibre optic probe 
CFO simulation is performed using a 
monodispersed bubble size and consequently 
the local gas hold-up is not predicted correctly 
Yes Comparison of performance by concave C06, 
convex C06 and ROT 
Concave C06 handle higher Fig before floding 
occur compare to ROT 
When operating at loaded and fully dispersed 
regime the concave C06 drop less Pg than 
ROT and also has a slightly higher kLa at 
similar Fig 
Suggested a correlation for kLa for C06 and 
RDT 
Flow regime map for RDT and CO-6 
~ ------------------------------------------------------------------------
........................ --------------------------------------
Table 2.3: Experimental study on gas-liquid stirred tank (continued) 
Authors 
Warmoeskerken 
and Smith (1985) 
Zhu et al. (2001) 
w 
w 
Ex~eriments 
Bubble size 
No 
No 
Power Number Two-~hase flow 
Yes. No 
No No 
Hold-u~ kLa 
No No 
No Yes 
Remarks 
Suggested a correlation for flooding regime 
Flooding transition observation from P IPo 
against Qg profile 
Comparison of kLa in aerated stirred tank 
agitated either by A315, A310, PBT, ROT, 
ROT (with hole) or C06 
kla for radial flow impeJler is slightly higher 
than the axial impeller at similar P IV and Vg 
For fully baffled vessels, Np is a function of the impeller Reynolds number (Re) in 
single phase flow which is given by: 
Re= PIND' 
Jil 
(2.2) 
where /11 is the liquid viscosity. In the fully turbulent, region (Re> 104), the power 
number is normally constant; for Re < 104 , in the laminar and transitional 
regimes, Np decrease with increasing Reynolds number. In a lab scale stirred 
tank, the impeller blade thickness to diameter ratio is larger than in an industrial 
scale tank. The turbulent power number was found to be dependent on impeller 
blade thickness by Bujalski et al. (1987) and Rutherford et al. (1996). ·For a 
Rushton turbine operating in a single phase system Bujalski et al. (1987) 
suggested the following correlation for estimation of Npo: 
N - Po 
pO - PIN3D5 ( )
--<l.195 
2.512 ~ TO.0fj3 (2.3) 
where t is the impeller blade thickness, Po is the single phase power consumption 
and T is the tank diameter (m). The subscript 0 represents the conditions in a 
liquid only system. Rutherford et al. (1996) also suggested a correlation for Npo 
as a function of impeller thickness for a Rushton turbine: 
Npo = 6.405 - 55.673(~) (2.4) 
According to Rutherford et al. (1996), the difference between the Npo values from 
equations (2.3 and 2.4) is within 5%. It should be noted however that Rutherford 
et al.'s correlation is obtained for specific tank size (T = 294 mm), thus neglecting 
the effect of T on Npo. Therefore, the correlation proposed by Bujalski et al. 
(1987) may have much wider application than the one proposed by Rutherford et 
al. (1996). 
In aerated stirred tanks, a reduction in the power number is often observed at a 
constant impeller speed, compared to the single phase operation. As much as 
60% of power loss might be observed before the flooding point (discussed later 
in this section) is reached for a Rushton turbine and a pitched blade impeller 
(Middleton and Smith, 2004). Meanwhile the power numbers for advanced gas 
dispersion impellers like the Scaba SRGT or Chemineer BT-6 only fall 10% 
compared to the single phase power numbers (Middleton and Smith, 2004). 
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Figure 2-2: Power number of gas dispersion impeller at various aeration rate 
from Myers et al. (1999), A) single phase, B) gassed 
Experimental measurement by Myers et al. (1999) in Fig. 2-2 shows clearly the 
large power drop by a Rushton turbine, whereas only a small power drop 
observed from the CD-6 and BT-6 impeller. For a conventional impelier, there is 
a pair of trailing vortex formed behind the impeller blades in a single phase flow 
(see Fig. 2-3). This vortex is replaced by the Clinging gas cavities (see Fig. 2-4) 
under aerated condition (Deen, 2001) thus contributing to a huge power loss. 
The gas cavities are formed due to the increasing tendency of gas to accumulate 
in the lower-pressure regions behind the blades, as the gas flowrate increases or 
the impeller speed diminished. At higher aeration rates these vortex cavities turn 
into large cavities (see Fig. 2-4B) before the flooding point is eventually reached. 
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Transition of the flow regimes in stirred tanks may be better appreciated by 
referring to Figs. 2-5 and 2-6 in the discussion that follows. The advanced gas 
dispersion impellers like CD-6 and BT-6 are designed to minimise the vortex 
formation, therefore their aerated and non-aerated power numbers are almost 
the same. The vortex formation of advanced gas dispersion impeller was 
reduced significantly by the lower pressure difference in front and behind the 
impeller blades compared to the Rushton turbine. The pressure difference at the 
impeller blades is also reflected by the impeller power number, where the 
Rushton turbine has a turbulent power number around 5 and most of the 
advanced impeller have a power number around 3 or less (3 for CD-6 and 2.1 for 
BT-6 see Fig. 2-2). 
Olreetlon of 
w\a\ion 
Disc 
Blade 
Figure 2-3: Illustration of the trailing vortex behind the impeller blade by Van't 
Riet and Smith (1975) 
A) 
B) 
o 
o 
o 
CJ 
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Figure 2-4: Illustration of the vortex cavities (A) and large cavities (B) by 
Middleton and Smith (2004) 
Smith (2006) proposed the following correlation for the relative power draw, 
P IPa, for stirred tanks agitated by a Rushton turbine, based on the 
measurements ofWarmoeskerken and Smith (1982) and Gezork e.t al . .(2000): 
(2.5) 
where Fr and FIg are the Froude number and the aeration number, respectively. 
Correlations for P IPo are not well established for the advanced gas dispersion 
impeller despite many published experimental measurements (e.g Myers et al., 
1999; Smith and Gao, 2001; Pinelli et al., 2001; Paglianti et al. 2008). 
The discharge flow rate of liquid produced by an impeller at given speed is 
another useful characteristic in stirred tanks. This is expressed in terms of a 
dimension less impeller pumping number: 
N=~ 
Q ND' (2.6) 
where QI is the liquid flow rate through the discharge area swept by the impeller. 
Gas-liquid dispersion in aerated stirred tanks is often characterised by gas flow 
number (FIg) and the Froude number (Fr). The gas flow number is also called 
aeration number is given by: 
Fl =~ 
g ND' 
(2.7) 
where Qg is the volumetric gas flow rate to the vessel. The Froude number is 
given by: 
N'D Fr=--
g 
(2.8) 
where g is the gravitational acceleration. Some researchers (e.g. Bakker et al., 
1994b; Cooke and Heggs, 2005; Poncin et al., 2002) have employed these 
dimension less groups to correlate the gassed power draw of various impeliers. 
The aeration and Froude numbers have also been used to develop maps of the 
flow regimes of radial and axial pumping impellers which indicate the formation of 
various types of cavity, or where the flooding point is reached (Warmoeskerken 
and Smith, 1982; Middleton and Smith, 2004). Bruijn et al. (1974) for example 
use the aeration number to classify different categories of gas cavities such as 
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the vortex cavity, clinging cavity and the large cavity, before the flooding 
condition is eventually reached at Fig - 0.043. Meanwhile, Nocentini et al. (1988) 
use the Froude number to determine the loading to flooding transition which 
occurred at Fr < 0.2 in their study. The loaded regime is a condition which the 
impeller disperses the gas through the upper part of the vessel as illustrated in 
Fig.2-5B. The flooding limit (see Fig. 2-5A) of stirred tanks is not always similar 
as it is influenced by the sparger type, tank geometry, impeller type and 
operating conditions, such as the impeller speed and the gas flow rate. 
Flooding is an undesirable situation where the impeller is unable to disperse the 
aerated gas effectively to the whole tank and as a result the gas rises in a limited 
region around the impeller shaft (Fig. 2-5A). Flooding can be eliminated by either 
reducing the gas volumetric flow rate or increasing the impeller speed. At 
constant gas volume flow rate, a complete dispersion of the gas (Fig. 2-5C) can 
be achieved by increasing the impeller speed. 
Constant N and increasing Qg 
(A) (B) 
1 
(C) 
Constant Qg and increasing N 
Figure 2-5: Illustration of the gas-liquid flow pattern by Paglianti et al. (2000), 
A) Flooded, B) Loaded regime, C) Complete dispersed 
Transition between the various flow regime is much better illustrated by the 
impeller flow regime maps. The flow map for a six-blade disk turbine has been 
presented earlier by Warmoeskerken and Smith (1986). According to Smith et al. 
(1987), the transitions between the various flow regimes generated by a gassed 
Rushton turbine can be characterized with the dimension less numbers, the 
Froude number, the aeration number and the ratio of impeller diameter over the 
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tank diameter. Bakker et al. (1994b) also has formulated the flow regimes map 
for Rushton turbine and CO-6 impeller using a similar set of equations. 
Below a certain impeller speed, the impeller motion has no discernible action. 
This point is approximately when (Warmoeskerken and Smith, 1989) 
Fr < 0.045 
Flooding occurs if 
(2.9) 
(2.10) 
For a Rushton turbine, CF = 30 and for CO-6 impeller CF = 70 (Warmoeskerken 
and Smith, 1989). Large cavities are developed when 
(D)-O'S 1<;, >- CLe T (2.11 ) 
Warmoeskerken and Smith (1989) suggested a CLC = 0.025 for Rushton turbine 
and CLC = 0.058 for CO-6 impeller. 
According to Nienow et al. (1977), for a Rushton turbine at a given aeration rate, 
bubble recirculation occurs when 
1<;, <J3Fr2(~)S (2.12) 
According to Bakker et al. (1994b), the bubble recirculation for CO-6 impeller 
occurs when 
1<;, = OAFrOS ( ~ r (2.13) 
The flow regimes map for Rushton turbine and CO-6 impeller can be constructed 
using the eq.(2.9) to eq.(2.13). At least five flow regimes can be identified from 
the Rushton turbine flow regimes map shown in Fig 2-6 namely the flooding, 
vortex cavities without recirculation, vortex cavities with recirculation, large 
cavities without recirculation, and large cavities with recirculation. The flow 
regimes with recirculation are also referred to as a fully dispersed regime, 
whereas the flow regimes without recirculation also known as the loaded regime. 
The flow regimes map for CO-6 impeller in Fig. 2-6 shows clearly that the CO-6 
impeller can handle a higher gas flowrate (characterised by Fig) before 
experiencing flooding. The flow regime map also suggests that it is easier to 
achieve a full dispersion with a CO-6 than a ROT. In this work, all cases 
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considered for the CFD scale-up study were outside the flooding regime, under 
conditions where the impeller would be loaded or the gas completely dispersed. 
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Figure 2-6: Rushton turbine flow regimes map for a DIT = 1/3. The complete 
dispersion and flooding line for CD-6 is also added for comparison. 
The most important variables for aerated stirred tanks are the interfacial area and 
the gas liquid mass transfer coefficient. Various correlations have been proposed 
for gas hold-up and bubble size which together account for the interfacial area 
(Tatterson, 1994). Such correlations are derived from lab scale experiments for a 
limited number of impellers and tank configurations, often with a Rushton turbine 
in a standard tank design. 
Most published correlations for gas hold-up (ag ) have the form: 
(2.14) 
where Pg is the gassed power, VI is the tank liquid volume, and V'g is the 
superficial gas velocity. Bakker et al. (1994b) recommend an equation of this 
form with values for air-water system of Ch = 0.16:t 0.04, A = 0.33 and B = 0.67. 
It is important to keep the parameter Pg, VI and V'g in SI unit since the constant Ch 
(kgo.33mo.33s·1.67) is not dimensionless. 
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The Sauter mean diameter (d32) is the bubble size which has the same ratio of 
volume to surface area as the complete distribution. It is especially important in 
calculations where the active surface area is important. Previously proposed 
correlations for the "average" bubble size in stirred tanks (Bouaifi et al., 2001) are 
usually presented in terms of d32 , defined by 
L:n;d! 
(2.15) 
where nj is the number of particles with the diameter, dj • The Sauter mean 
diameter is related directly with interfacial area (a) and for spherical bubbles it 
can be estimated by: 
(2.16) 
Calderbank (1958) proposed a correlation for d32 (m) for coalescing system which 
includes the effect of gas hold-up: 
d12 = 4.lS( /.4;;2 )a;s + 0.0009 (2.17) 
where (f is the surface tension. Calderbank's equation does not refer to a local 
bubble size instead it is a global value assuming that d32 is uniform throughout 
the tank. Such an assumption might be correct for a small tank where complete 
dispersion (see Fig. 2-5C) is achievable but is less likely to be true for a bigger 
tank. 
Calderbank (1958) proposed a correlation for overall interfacial area as a 
function of power per unit volume and superficial gas velocity as follow 
(
S0.4p O.2J(Vg JO., 
a =1.44 06 -
a' Uoc; 
(2.18) 
This correlation may be applied easily but its has limited use in practice because 
the interfacial area is not uniform throughout the tank. A correlation for the overall 
interfacial area as a function of hold-up and bubble size distribution has been 
proposed by Hughmark (1980) for a disc turbine: 
a _ I 38 g PI _g N D dN D . ( )OS( Q Jo.3J ( 2 4 Jo.59l( .2 4 Jo.187 
-. (]' N~ gW~21J (]'~21J (2.19) 
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where W is the impeller blade width and d is bubble size. The constant, 1.38, has 
a dimension kg m°,439. Application of this equation is also limited because d is a 
dependent variable and is often unknown. 
A correlation to estimate the volumetric mass transfer coefficient, (kLa), is also 
proposed as a function of tank operating conditions by Bakker et al. (1994b): 
(kLa) = ek,a( ~ J V~g (2.20) 
For the air-water system the constants are given as ek,a = 0.015 :!: 0.005 and a = 
b = 0.6 obtained from fitting of experimental measurements. These constants 
have been the subject of many studies and their values vary from author to 
author depending on the tank size and gas loading, The correlation in eq,(2,20) 
is reported to predict satisfactorily the (kLa) of similar size vessels, but they do 
not necessarily apply for scale-up to an industrially sized tank (Lines, 2000; 
Stenberg and Andersson, 1988). Earlier, Van't Riet (1979) proposed the value of 
ek,a = 0.026, a == 0.4 and b == 0.5 for a T == 0.19 m stirred tank agitated by Rushton 
turbine, Sardieng et al. (2004) found favourable agreement between Van't Riet's 
correlation and their experimental measurements. There are many reasons for 
the variation of this constant including the operating flow regime (e.g, 
Warmoeskerken and Smith, 1989), impeller type and position (e.g. Bakker et al., 
1994b; Sardieng et al., 2004), type and position of sparger (e.g. Bakker et aI., 
1994b) and addition of chemical such as surfactants and antifoams (e.g. Alves et 
al., 2004). Alves et al. (2004) showed the liquid film mass transfer coefficient 
reduces significantly when sodium sulphate or sodium chloride is added into the 
tap water. This is due to the contamination of the water by sodium chloride and 
thus reduces the liquid side mass transfer coefficient by up to one order of 
magnitude (Alves et al., 2004). 
The correlation in eq.(2.20) represents a volume-averaged value and no 
correlations are available to calculate the local kLO. Information about the local 
kLa is important in the study of gas-liquid stirred tanks to spot the occurrence of 
very low kLa values, often referred to as 'dead zones', Ideally, a uniform kLa is 
desired for the scale-up of aerated stirred tanks. The local kLa is not uniformly 
distributed inside the tank depending on the local gas hold-up and the local 
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bubble sizes. Hence it is important to calculate the local ha for assessing the 
local oxygen transfer rate. Calculation of local kLa requires information such as 
the local bubble size distribution and the two-phase flow field i.e. the slip velocity 
and the turbulence dissipation rate. Those parameters may be acquired using 
the experimental methods described earlier in section 2.5, but such 
measurements require extensive experimental work and expensive investment 
cost for the instrumentation. Alternatively, CFD can provide similar information 
when coupled with PBM and this work focuses on the development of such a 
code. A more comprehensive method of calculating the local kLa is presented in 
chapter 5 (see subsection 5.3.4). 
Most of the correlations described in this section have been formulated for the 
air-water system in a standard stirred tank, often fitted with a Rushton turbine. 
However, many newer impeller designs with much better performance such as 
CD-6, BT-6 and Scaba have since become available. Therefore, it is hard to 
generalise the correlations for assessment of the performance by these 
advanced impellers. Furthermore, most new stirred tanks will not use a Rushton 
turbine anymore and thus advanced design exploratory tools (i.e. CFD-PBM) are 
needed to provide a good prediction for single and multi-phase stirred tanks. 
With the addition of bubble break-up and coalescence models, CFD-PBM could 
provide a better prediction of design and scale-up variables than the ones 
provided by the present correlations. 
2.8 Scale-up of Aerated Stirred Tank 
Scale-up is a part of the commercialisation process which involves a change in 
production capacity often from a laboratory scale study into a pilot or production 
scale. Aerated bioreactors are some of the most important industrial applications 
of gas-liquid stirred tanks. The main aim for bioreactor scale-up is to achieve a 
similar performance such as the growth rate and product yield, for both the 
production and laboratory scales. Theoretically, performance of the bigger tank 
should match the smaller one (lab scale vessel) if the production rate can be 
maintained at the bigger scale. However, in most cases the production rate in 
aerated bioreactors is hampered by poor mass transfer, mainly due to the 
oxygen transfer from gas to the liquid phase. As mentioned earlier in section 2.2, 
the mass transfer from or to the solid particles can be easily manipulated by 
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increasing or decreasing the particle interfacial area but the same cannot be 
applied to bubbles because they can coalesce, resulting in a lower interfacial 
area and poor mass transfer. Another issue related to the mixing of liquid 
substrate also can be addressed by manipulating the fed pipe location i.e. 
locating them near the impeller discharge. There are many empirical correlations 
available (see section 2.7) to estimate the mass transfer coefficient of aerated 
stirred tanks, however these correlations represent a global value rather than 
local ones. Most of the empirical correlations are also only valid for a 
homogeneous system, (e.g. uniform driving force) which is not always the case 
for a bigger tank. It might be safe to assume a homogenous dispersion for a lab 
scale vessel, where the mixing time is fairly short but the same assumption 
cannot be applied for a bigger vessel. The dissolved oxygen concentration for a 
bigger vessel can be a lot more inhomogeneous compared to a smaller one 
(Schutze and Hengstler, 2006) and the bubble size also might be much bigger 
hence resulting in a smaller interfacial area and poor mass transfer. 
Currently the methodology for bioreactor scale-up is very much dependent on the 
organism type and their behaviour. According to Wong et al. (2002) and (2003), it 
is sufficient to perform a bioreactor scale-up by just keeping the ha constant for 
a non-shear sensitive organism like the Escherichia coli. Prior to that, Hewit! et 
al. (1998) have proven that Escherichia coli fermentation is not a shear stress 
affected process. However, ha is not the most important thing because it just 
represents the mass transfer coefficient in the system. The most important thing 
is the local oxygen transfer rate and thus the ability to predict these quantities 
serve a more meaningful purpose. 
The scale-up of gas-liquid stirred tanks bioreactors has often been performed 
through experimentation in the past. All these experiments are time consuming 
and expensive to run. Although correlations have been developed to estimate the 
scale-up rules in a stirred tank bioreactor, they are only valid for conventional 
impellers, like the Rushton turbine, and they often represent a global value. 
Therefore, it is necessary to develop more advanced numerical models (CFD) to 
serve as a tool to perform the bioreactor scale-up. CFD presents an economic 
route to study the effect of various operating setups and impeller types in a 
bioreactor. However, commercially available CFD codes are insufficient to 
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perform such work, and they need to be extended by taking into account the 
bubble size distribution model to enable a correct estimation of the oxygen 
transfer rate. 
2.9 Summary 
The design and applications of aerated stirred tanks have been outlined in this 
chapter. Correlations related to aerated stirred tanks design and scale-up were 
also discussed. Most of those correlations are developed from data, which are 
taken from lab scale tanks and thus might not be applicable for an industrial 
scale aerated tank. Even though some of the correlations derived from pilot or 
large scale experiment (e.g. 1 m tank in 8arigou and Greaves, 1996), they are 
only suitable for a conventional impeller like a Rushton turbine. For that reason, a 
more advanced model using CFD and a population balance should be developed 
for a improved scale-up of gas-liquid stirred tanks. 
Meanwhile there is still a lot of discussion about currently available measurement 
techniques for bubbly flow. Of the non-intrusive techniques, none except CARPT 
and GRT or CT is applicable to a dense bubbly flow. However, CARPT can only 
measure the fluid velocity and not the bubble size distribution, whilst GRT and 
CT only can measure the gas hold-up. There is a cheaper method to measure 
the gas hold-up distribution using an electric resistance tomography technique, 
but it can only provide low spatial resolution and suffers from troublesome 
reconstruction of the unknown resistivity field. Issues also arise from the inherent 
limitation of each measurement technique which results in inconsistent 
measurement of bubble size distributions when compared to other techniques. 
Most importantly, none of the methods is capable of measuring both the bubble 
volume and number distribution at the same time. Thus it is important to use a 
combined approach such as CSP-PIV in order to get a more comprehensive 
bubble size measurement. In addition, some newly invented techniques like PIV-
LlF have never been rigorously compared with currently available technique; 
thus their actual capabilities still remain unclear. Issues related to measurement 
techniques in bubbly flow are likely to remain a subject of further research and 
improvements of the measurement techniques are still greatly needed. 
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Many studies have been undertaken in the past to compare the CFD result and 
the experimental measurement for the single phase (see section 3.1) and gas-
liquid (see section 5.1) stirred tanks. In most cases, only the time-averaged 
mean velocities and turbulence flow have been compared (e.g. Ranade and 
Joshi, 1990; Brucato et al., 1998a; Aubin et al., 2004a; Delafosse et al., 2008). A 
further review of the application of CFD in a single phase stirred tank is given in 
section 3.2. For a comprehensive assessment of the CFD predictions high 
quality angle-resolved data are required. Some examples of the angle-resolved 
measurement available in the literature are those from Li et al. (2005), Yeoh et 
al. (2004) and Derksen et al. (1999). Of course there are many other authors 
who performed angle-resolved measurement (Deen et al., 2002; Khan et al., 
2004) but their experimental data is not readily available from their original paper. 
In this work, the CFD simulation for a single phase flow is compared to the 
experimental measurement from Derksen et al. (1999) who agreed to share his 
LDA data. 
Two phase measurement of the gas-liquid hydrodynamics in an aerated stirred 
tank have been performed by Lu et al. (1987), Morud and Hjertager (1996), Deen 
(2001), Khopkar et al. (2003) and Montante et al. (2007). Some of these workers 
e.g. Khopkar et al. (2003) and Montante et al. (2007) only presented the result 
for mean velocities, although they may have performed detailed measurements 
of the turbulence flow. Morud and Hjertager (1996), Lu et al. (1987) and Deen 
(2001) presented the result for the' mean velocities and turbulence flow. 
Therefore, Deen (2001) data was selected for comparison with the prediction 
from CFD simulation in this work. 
Detailed measurements of the local gas hold-up distribution in aerated stirred 
tank have been performed by many authors, mostly using the fibre optic probe 
e.g. Sun et al. (2006), Wang et al. (2006), Bombac et al. (1997), Lu et al. (1987) 
and Barigou and Greaves (1996). Sun et al. (2006) and Wang et al. (2006) deals 
with the surface aeration system while Bombac et al. (1997), Lu et al. (1987) and 
Barigou and Greaves (1996) deals with a common gas-liquid stirred tank 
(described in section 2.3). In this work, the CFD pre9ictions of the local gas hold-
up are compared to the experimental measurement by Bombac et al. (1997). 
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Measurements of the local bubble size distribution in a gas-liquid stirred tank 
have been performed by many authors in the past (e.g. Laakkonen et al., 2005a; 
Laakkonen, 2005b; Laakkonen et al., 2007a; Barigou et al., 1992; Lu et al., 1993, 
Alves et al., 2002 and Miettinen et al., 2002). However, in most cases only the 
bubble size is measured and not the mass transfer rate, except in the work by 
Laakkonen et al. (2007b) and Alves et al. (2002; 2004). Therefore, the 
experimental measurements from Laakkonen et al. (2007b) were chosen for 
initial validation of the CFD result due to availability of the mass transfer data 
which can be used to further validate the prediction of the developed model. 
Moreover, the main aim of this study is to evaluate the effect of scale-up to the 
mass transfer in aerated stirred tank. 
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3 MODELLING OF A SINGLE PHASE STIRRED TANK 
3.1 Overview 
This chapter mainly presents the detached eddy simulation (DES) and Reynolds 
averaged Navier-Stokes (RANS) calculations on the single phase turbulent flow 
in a fully baffled stirred tank, agitated by a Rushton turbine. The DES employed 
in this work is based on the Spalart-Allmaras turbulence model and it was solved 
on a grid containing about a million control volumes. For comparison, four RANS 
models, namely k-li, realizable (Rk-li), renormalized k-li (RNG) and Reynolds 
stress model (RSM) were evaluated in this study, using a simplified, half-tank 
modelling domain containing about half a million control volumes. A large eddy 
simulation (LES) was also performed to verify that the prepared grid was not fine 
enough to resolve the large eddies around the boundary layer and for 
comparison with the DES simulation. 
Predictions of the angle-resolved and time-averaged turbulent flow have been 
evaluated and compared with LDA measurements. A detailed study in the highly 
anisotropic region in the trailing vortex has uncovered the effects of the 
turbulence model on the unsteady predictions of the turbulent kinetic energy and 
mean velocity components. This study also reveals the great potential of the 
DES to predict accurately the time averaged and angle-resolved turbulent flow in 
a stirred tank. Both the radial and the' axial positions of the trailing vortex pair 
behind the impeller blade have also been successfully reproduced 
computationally. The findings suggest that DES provides a more accurate and 
detailed prediction of the features of the turbulent flows in a stirred tank than the 
RANS models. 
3.2 Introduction 
Stirred tanks are widely used in the chemical and biochemical process industries. 
Mixing, fermentation, polymerisation, crystallisation and liquid-liquid extractions 
are significant examples of industrial operations usually carried out in tanks 
agitated by one or more rotating impellers. The flow phenomena inside the tank 
are of great importance in the design, scale-up and optimisation of stirred tanks. 
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Although several advanced methods such as LOA and PIV are capable of 
evaluating the flow phenomena in stirred tanks, these methods still have their 
own limitations. PIV and LOA techniques cannot be applied to opaque fluids, 
hazardous conditions, non-transparent vessels or when the system is sensitive to 
the laser radiation. Furthermore most pilot and industrial scale stirred tanks are 
made of a non-transparent material like steel, thus further limiting the application 
of LOA and PIV to evaluate such processes. In the cases where PIV and LOA 
cannot be applied, CFO presents an alternative quantitative route of describing a 
stirred tank flow, so long as suitable validation can be established. CFO provides 
a powerful tool for investigating flows at lower expense than wouid be required 
by a high quality experimental facility. However, attention should be paid to 
evaluate the level of accuracy offered by CFO on the prediction of turbulent flows 
in stirred tanks. 
Simulation of the single phase stirred tanks is necessary because there are still a 
lot of discussions and arguments related to the prediction of turbulent flows in 
stirred tanks. A good prediction of the turbulent kinetic energy and turbulent 
dissipation rate is important because the latter affects the bubble coalescence 
and break-up in an aerated stirred tank. 
Modelling of turbulence in stirred tanks is challenging because the flow structures 
are highly three-dimensional and cover a wide range of spatial and temporal 
scales. The impeller rotation circulates the fluid through the tank and there are 
three-dimensional vortices formed in the wakes behind the impeller blade 
(Yianneskis et al., 1987). Baffles at the tank wall prevent the liquid from 
performing a solid-body rotation, th'us enhancing the mixing, as well as 
generating strong axial and radial velocity components. 
Many researchers (Ranade and Joshi, 1990; Harris et al., 1996; Brucato et al., 
1998; Patwardhan 2001; Jones et al., 2001; Jaworski and Zakrzewska, 2002; 
Aubin et al., 2004a; Li et al., 2004; Ochieng et al., 2008) have studied Reynolds 
averaged Navier-Stokes (RANS) based turbulence models (mainly k-e models) 
applied to a stirred tank. As a general conclusion, the authors claim that CFO 
predicts satisfactorily the axial and radial mean flow patterns, but either under- or 
over-predicts the tangential velocity component and turbulence quantities, such 
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as the turbulent kinetic energy (k) and the turbulent energy dissipation rate (e). 
Some researchers (Harris et al., 1996; Jaworski and Zakrzewska, 2002) have 
studied more elaborate RANS models such as the Reynolds stress model 
(RSM), but these also suffer from similar drawbacks. Armenante et al. (1997) 
reported a good prediction of the mean flow and turbulence quantities using the 
algebraic stress model (ASM) but it should be noted that their studies were 
performed using a black box approach (whereby experimental data near the 
impeller is prescribed as a set of boundary conditions). It also has to be noted 
that Armenante's et al. (1997) work deals with un baffled stirred tanks where the 
swirling flow is predominant hence, making the case more favourable to ASM 
model. Apart from Armenante's et al. (1997) study, ASM models have never 
been proven to provide good predictions for turbulent flows in stirred tanks. 
Furthermore, ASM which is a simplified version of the Reynolds stress model is 
difficult to implement in a re-circulating flow. With regard to that issue, ASM has 
been eliminated in newer versions of many commercial CFD codes (e.g. 
FLUENT), and instead the full RSM is now implemented. 
It is possible to solve for the turbulent flow in a stirred tank directly using the 
exact Navier-Stokes equations, without any modelling. Such a method is known 
as a Direct Numerical Simulation (DNS). Recently, DNS has been applied to 
predict the turbulent flows in a stirred tank by Verzicco et al. (2004) and Sbrizzai 
et al. (2006). These authors concluded that DNS predicts the turbulence related 
quantities such as turbulent kinetic energy and turbulent energy dissipation rate 
much better than the RANS models. However, both works only involved a low 
Reynolds Re = 1636 (a transitional flow) in an unbaffled tank, suggesting that 
DNS for a baffled stirred tank at high Reynolds number is still far beyond the 
reach of current computer resources. 
The main issue about RANS modelling of stirred tanks agitated by Rushton 
turbines is poor prediction of the turbulence related quantities i.e. k, e and the 
tangential mean velocity. It is well known from the literature that large eddy 
simulation (LES) can predict excellently the time-averaged mean and turbulent 
flows (Derksen, 2001; Derksen and Van den Akker, 1999; Revstedt et al. 1998, 
Yeoh et al., 2004; Hartmann et al., 2004; Li et al., 2007; Jahoda et al., 2007; 
Tyagi et al., 2007; Yapici et al., 2008, Delafosse et al., 2008). The LES method is 
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a three-dimensional numerical simulation of turbulent flow, in which the large 
eddies are resolved and the effects of sub-grid-scale eddies, which are more 
universal and isotropic in nature, are modelled. LES to some extent tends to 
over-predict the turbulent kinetic energy (Hartmann et al., 2004) but generally it 
predicts turbulent flows much better than the RANS models. However, full LES 
simulations are still very expensive to solve on a personal computer at present. 
For example Alcamo et al. (2005) need 33 days to solve an LES of an unbaffled 
tank on a Pentium IV 3 GHz computer. Earlier Derksen (2001) also spent a 
month (up to 44 hours per impeller revolution) to solve the LES of a baffled 
stirred tank in four clusters of parallel computers. Such problems led to the idea 
of formulating a turbulence model that is cheaper to run and has a better 
prediction of turbulent flows, called DES or hybrid (RANS-LES) turbulence 
model. The main idea of this approach is to combine RANS modelling with LES 
for applications in part of the domain which classical LES is not affordable i.e. in 
a thin boundary layer. For a boundary layer at high Reynolds number, LES may 
not yield sufficient resolution of the near wall flow structure, because large eddies 
close to the wall are physically small in scale (Squires et al., 2005) and also non-
isotropic. Thus an LES model needs a very fine grid within the boundary layer, 
which means the computational cost of the whole domain does not differ 
appreciably from that of DNS (Spalart et al., 1997). Inadequate grid resolution of 
boundary layers can severely degrade the large eddy approximation and thus 
separated flows are not accurately predicted. Therefore, DES was invented by 
Spalart et al. (1997) in an attempt to reduce the computational cost, as well as to 
provide a good prediction of turbulent flows near the boundary layer. DES 
reduces to a RANS model in the boundary layer, thus permitting a coarser grid 
than a conventional LES grid, resulting in fewer. grid cells overall and faster 
computation. However, the modelling grid for DES must be different from a 
conventional RANS grid and for that purpose· Spalart (2001) has prepared a 
detailed guide to mesh preparation. To the authors knowledge, DES has never 
been used previously for prediction of stirred tank flows. 
Only a few studies of angle-resolved modelling comparison are available in the 
literature. Li et al. (2004) have presented an angle-resolved CFD and LOA 
comparison on turbulent flows produced by a retreat curve impeller in a tank 
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fitted with a single cylindrical baffle. These authors employed a shear-stress-
transport (SST) model in their work, which is a combination of the k-w model 
near the wall and the k-6 model away from the wall. In this way, both models are 
used in areas where they perform best. Tangential velocities and the turbulent 
kinetic energy were largely under-predicted in their study. Yeoh et al. (2004) also 
have presented an angle-resolved comparison of turbulent flows in a stirred tank. 
They employed a deforming mesh method with LES and reported a good 
prediction of total kinetic energy. However there was no comparison made on the 
angle-resolved random kinetic energy. Hartmann et al. (2004) have presented an 
angle-resolved comparison of turbulent flows generated by a Rushton turbine at 
a Reynolds number of 7300. The authors compared LES and SST models in 
their work and concluded that LES predicts both angle-resolved and time-
averaged turbulent flow very well. The previous work of Yeoh et al. (2004) and 
Hartmann et al. (2004) only presented a limited number of angle-resolved 
comparisons of turbulent kinetic energy i.e. for three different angles at a single 
radial position. Therefore, such a comparison may not take into account the 
effect of the vortex core on the CFD prediction. 
Up to recently, no detailed study has been reported on CFD prediction of angle-
resolved mean and turbulent flows in a stirred tank, especially in the vortex core 
region. An accurate prediction of both mean velocities and turbulent quantities in 
the trailing vortex core is important, as this region plays an important role in 
mixing and phase dispersion. It is therefore interesting to elucidate the capability 
of CFD to predict the mean velocities and turbulence related quantities in the 
trailing vortex core. Therefore, this study is carried out in an attempt to elucidate 
numerically the angle-resolved mean and turbulent flows especially in a high 
anisotropic region i.e. the impeller discharge region and trailing vortex core. 
Various aspects of stirred tanks modelling are discussed in this chapter, 
including the ability of CFD to predict the angle-averaged and angle-resolved 
turbulence and mean flows, trailing vortices and the power number. The 
limitations of the various turbulence models in predicting the turbulent flows in a 
single phase stirred tank are identified, as this issue is likely to follow-on in two-
phase modelling. 
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3.3 Tank Configuration 
The modelling result presented in this chapter is mainly taken from a standard 
configuration of a stirred tank, with the tank dimensions illustrated in Fig. 2-1. 
The system is a flat bottomed cylindrical tank, T = H = 0.288 m, with four equally 
spaced baffles and it has exactly the same dimensions as the one studied 
experimentally by Derksen et al. (1999). A Rushton turbine with diameter, D = 
T/3, without a hub, was positioned at a clearance of C = T/3. The impeller blade 
and disc thickness was t = 2 mm. The impeller was modelled with a rotational 
speed (N) of 3.14 rps corresponding to a Reynolds number of 29000. In this 
study, the level of z = 0 was set to correspond to the impeller disk plane. 
3.4 CFD Approach 
3.4.1 Modelling grid 
Gambit 2.2 was employed to create an structured, non-uniform multi-block grid 
with the impeller (rotating) and static zones being separated by ~ln interface to 
enable the use of the Multiple Reference Frame (MRF) or Sliding Grid (SG) 
techniques. The computational grid for the RANS modelling was defined by 516k 
of structured, non-uniformly distributed hexahedral cells representing only a half-
tank domain (Fig. 3-1A). A local grid refinement containing 212k cells was 
. applied in the rotating zones to better resolve this highly turbulent region. 
Figure 3-1: Surface mesh of stirred tank, A) half-tank of Derksen et al. (1999) 
configurations, B) full tank of Derksen et al. (1999) configurations 
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Figure 3-2: Detailed mesh around the impeller for the DES and LES simulations, 
A) Grid at impeller height, B) Instantaneous i at impelier wall 
The grid for a DES cannot make use of the half-tank and periodic boundary 
conditions, because here the simulation is fully unsteady and therefore not 
symmetric. Thus the existing grid was extended to a full tank grid for the DES. As 
a result the extended grid of the whole tank domain contained about a million 
control volumes (1 .01 mi ll ion) (refer to Fig. 3.1 B). The DES grid was prepared 
according to Spalart (2001) with y. - 20 around the impelier wall (see Fig. 3-2) . A 
grid adaptation is applied very closed to the impeller at 0 < 2rlO < 1.7 to control 
the mesh size in this highly turbulent region at dmax < 0.7 mm. 
The reason for using the following grid would not be clear without a review of 
some recent applications of LES to stirred tank equipped with a Rushton turbine. 
Earlier, Revstedt et al. (1998) presented computational results for the turbulent 
flow in a stirred tank of H = T = 0.44 m. About 250k cells on a hexahedral mesh 
were used in the whole tank with a local refinement applied in the impeller region 
(see Fig. 3-2) . They reported an excellent prediction of turbulent kinetic energy 
and mean velocities. Derksen and Van den Akker (1999) employed the lattice-
Boltzmann method and LES with a Smagorinsky sub-grid model to simulate the 
turbulent flow in baffled stirred tank agitated by a Rushton turbine. The lattice-
Boltzmann method solves a simplified kinetic model which is an approximation of 
the complete Navier-Stokes equations, thus allowing them to use a very fine 
computational grid (up to 5.8 mill ion cells for the whole tank). Bakker and 
Oshinowo (2004) employed 763k cells for the full tank domain for their study of a 
baffled stirred tank of H = T = 0.2. Recently, Alcamo et al. (2005) employed 762k 
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cells for a full tank domain in their study on an un baffled stirred tank of H = T = 
0.19 m. Yeoh et al. (2004) in their study of mixing in stirred tank of H = T = 0.1 m 
employed 490k cells. All of the above mentioned work reported an excellent 
prediction of turbulence quantities, which is why around a million grid cells grid 
have been employed in the current study. The grid size in impeller region in the 
current work is smaller than 0.015D, which is finer than the locally refined grid 
(0 .023D) used by Revstedt et al. (1998) . The number of grid cells does not 
indicate whether the grid is fine or coarse, as it very much depends on the tank 
size. In a small tank (T = 0.1 m, Yeoh et al., 2004), a grid with 500k cells is 
considered fine and is sufficiently resolved for LES. According to Derksen et al. 
(1999) a proper grid for stirred tanks modelling should be able to resolve the 
trailing vortex behind the impeller blade. They recommended using at least 8 
nodes along the impeller height to resolve the trailing vortex for RANS modelling . 
The trailing vortex is an important flow feature in stirred tanks which significantly 
affects prediction of the turbulence and mean flow. In this work, 12 nodes along 
the impeller blade height were assigned for the RANS modelling and 23 nodes 
were used for the LES and DES modelling (see Fig . 3-2A). The grid prepared in 
this work is capable of resolving accurately the radial and axial trailing vortex, as 
shown in section 3.5.2, thus further confirming its suitability. 
3.4.2 Turbulence modelling and discretisation 
The selection of a turbulence model for stirred tank simulation is very important, 
especially when dealing with higher Reynolds numbers and baffled tanks. LES is 
of course an excellent model, but it is still too computation ally expensive to run 
on a personal computer; see section 3.2. Comparatively new turbulence models 
such as DES need to be validated further before they can be applied routinely to 
stirred tank modelling . It is also interesting to explore in detail the strength and 
weakness of the currently available RANS models, when dealing with angle-
resolved turbulent flows in stirred tank. Therefore the predictive capabilities of 
four RANS models, namely k-E, Rk-E, RNG and RSM as well as DES and LES, 
on turbulent flows in a single-phase stirred tank have been extensively compared 
in this study. These models are described in more detail below. 
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The standard k-c model is based on transport equations for the turbulent kinetic 
energy and its dissipation rate. Transport equations for k and E; for all k-E; variant 
models can be generalised as follow: 
o(pk) + ~(puk) = ~((fJ + A) Ok) + pp' - pc 
0' ox. ' ox. 0' ox. --- ......-
'--v--' . I It I , production destruction 
time derivative convection diffusion 
and 
o(pc) +~(pU'B) =~((J.1+A)OB)+ Se 
0' ox. ox. 0' ox. ~ 
'--v--" I C I source Icnn 
lilllC derivative "-v------' , • ' 
convection diffusion 
The turbulent (eddy) viscosity, fJ" is obtained from: 
k' J.1, = pC,,-
e 
(3. 1 ) 
(3.2) 
(3.3) 
The relation for the production term , h for the k-c variant models (i.e . k-E; , Rk-c 
and RNG) is given as: 
(OUj Ou'JOUj p. =J.1 - +- -, 'ox, ox) ox, 
For the standard k-E; model the source term, Se. is given by: 
(
CC' ) S,= p C,, -P,-C'e -
k k 
(3.4 ) 
(3.5) 
The model constants are (Launder and Spalding , 1974): Ce, = 1.44 C" = 1.92 
C" = 0.09 0', = 1 0', = 1.3 derived from correlations of experimental data. 
As the strengths and weaknesses of the standard k-r; model have become 
known, improvements have been made to the model to improve its predictive 
capability, leading to an introduction of variants such as the Rk-r; model, which 
was first introduced by Shih et al. (1995). The Rk-r; model is said to be a 
substantial improvement over the standard k-r; model, as it consider flow features 
such as strong streamline curvature, vortices and rotation . Rk-r; differs from the 
standard k-r; model in two important ways: first it has a new formulation of the 
turbulent viscosity and second it employs a new transport equation for the 
dissipation rate. Rk-r; still has a similar equation for /1, as k-r; , but C" is no longer a 
constant and instead is a function of velocity gradients given as: 
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C" ~ - -----=-u·· k'--
A,+ A,-
8 
(3.6) 
. = _ r; . _ COS-I (J6W) _ SijSj, S' i • _ I -
wlth Ao 4.04, A,- v6costP ,tP- 3 ,w - S' ,U -VSijSij + D.ijD.ij and 
s = ~SijSij to ensure positivity of normal stresses (u: ~ 0) and Schwarz's 
inequality for shear stress (U,u)1 ~ u: u5). The Schwarz inequality for shear 
stresses in the k-c model can be violated when the mean strain rate is large, but 
it can be eliminated by having a variable C" (Fluent, 2005) . 
The source term, S, for Rk-c is now given as: 
s, ~ P(CIS8 -C, 8~) k+ V8 (3.7) 
The model constants are (Shih et al., 1995): Cl ~ maX[0.43;_ 17_], C, ~ 1.9, 
17+ 5 
(7, ~ 1 and (7, ~ 1.2 with 17 ~ Sk / 8, and S ~ ~2SijSij is a modulus of mean rate of 
strain tensor. 
The RNG model was obtained from renormalization group theory by Yakhot and 
Orzag (1986) . RNG differs from standard k-c because it has an additional term, 
(7 - 1, in the c transport equation, besides providing an analytical formula for the 
turbulent Prandtl numbers derived using RNG theory. Thus the source term Se for 
RNG is given by: 
(3.8) 
where (7- 1 is the inverse effective Prandtl number given by 
- I CI' 17'(I- 171170) 
(7 ~ --"--'--'---'-;--""-
1 + (31] ' 
(3.9) 
Instead of a constant value for the turbulent Prandtl number in k-c, it is provided 
analytically in RNG by the following equation : 
(7 - 1 _1 .3929 0.6321 (7- 1 _ 2.3929 0.3679 
;;;;;: j.1mol 
(7~1 - 1.3929 (7~1 - 2.3929 fi,!! 
(3.10) 
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where ao' = 1.0. In the high Reynolds number limit (I1mo'/118ft « 1), the inverse 
turbulent Prandtl number is a;' = a;' ::: 1.393. 
The RNG model uses a term called the effective viscosity for a flow at low 
Reynolds numbers, but it is not relevant in the current work, which is in the fully 
turbulent region (Re> 20000). The effective viscosity is modelled as eq . (3.3) for 
the RNG model at high Reynolds number (Fluent, 2005). Similar to the Rk-t 
model, 7] = Sk / & , and S = )2SijSij is a modulus of mean rate of strain tensor, 
'70 = 4.38, fJ = 0.01 2 . The model constants are Cc, = 1.42, Cc2 = 1.68 , 0", = 1.393 , 
o"c = 1.393 derived from RNG theory by Yakhot and Orzag (1986) . 
RSM abandons the assumption of the isotropic eddy-viscosity hypothesis, to 
close the Reynolds-averaged Navier-Stokes equations, by solving transport 
equations for the individual Reynolds stresses, together with a transport equation 
for the dissipation rate. RSM has a greater potential to give accurate predictions 
for complex flows, as it takes into accounts the effects of streamline curvature, 
swirl , rotation , and rapid changes in strain rate in a more rigorous manner than 
two-equation models such as k-t:. The foundation of RSM is the exact set of 
transport equations: 
(-'-' all j -,-, all;) p (all; all~) 2 all; all; - p 1I .1I, - +u.1I,- +- - +- - 11--, ax, ) ax, p ax . ax; ax, ax, 
, "J, • • 
PV=StTCSS "production ; ij=rrcssurc strain ci/=Dissipation 
- ~pnk (<<' Eikm +« E jkm ) (3.11 ) 
Fr,=Produclion bys),slcm rotation 
The 0 , is an angular velocity and both &;km and &jk", are permutation tensors. Of 
the various terms in these exact equations, Cij ' DL.ij ' Pij ' and Fij do not require 
any modelling . However, Dr.ij ' tPij ' and &ij need to be modelled to close the 
equations. The reason is simply because the averaging procedure of 1I;1I;U; will 
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generate a lot of unknown variables and it becomes impossible to solve them 
directly. 
The turbulent diffusivity transport term is modelled using a simplified form of the 
generalised gradient diffusion hypothesis as: 
Dr.ij = -a8 [I', 8~)] 
~k cr/.: Xk 
(3.12) 
The pressure strain term is modelled as: 
"' .. =.£[8U: + 8U~ J=-CI~[U'U'. - ~b. k]-C2 [P -~bP] 
'1', P 8x . 8x. k' J 3 lj lj 3 lj 
J ' 
(3.13) 
where P = 0 .5Pij is the turbulence production due to shear, and the constants are 
Cl = 1.8 and C2 = 0.6. 
The dissipation term is assumed to be isotropic and is approximated by: 
(3.14) 
The scalar dissipation rate is computed with a model transport equation similar to 
the one in the standard k-c model. 
The LES model assumes that the large eddies of the flow are dependent on the 
flow geometry and boundary conditions, while the smaller eddies are self-similar 
and have a universal character. Thus, in LES the large unsteady vortices are 
solved directly by the filtered Navier-Stokes equations, while the effect of the 
smaller universal scales (sub-grid scales) are modelled using a sub-grid scale 
(SGS) model. A filtered Navier-Stokes equation is given by: 
8 (p _ ) 8 (_ - - ) 8 [ 8a ij J 8T ij 8 15 
- 'U j +-Ip u;uj = - 1'- ----8t 8xj 8xj 8xj 8xj 8x; (3.15) 
where a y is the stress tensor due to molecular viscosity given by: 
(3 .16) 
and Tij is the SGS stress given by: 
1 -
Tij - '3Tu bij = -2J1,Sij (3.17) 
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The 1" is the SGS turbulent viscosity, and Sij ' is rate-of-strain tensor for the 
resolved scale defined by: 
.. -- -+-S-_ l(a !i; alii) 
y 2 aXj ax, 
(3 .18) 
The overbar from eq .(3.15) to eq.(3.19) denotes a resolved scale quantity rather 
than a time-averaged. The most commonly used SGS model is the Smagorinsky 
(1963) model, which has been further developed by Lilly (1966). They 
compensate for the unresolved turbulent scales through the addition of an 
isotropic turbulent viscosity into the governing equations . In the Smagorinsky-
Lilly model the turbulent viscosity is modelled by: 
1',=pL;lsl (3 .19) 
where Ls is the mixing length for sub-grid scales and ISI = ~2SijSij . L., can be 
calculated frorn : 
L, = min(K d,Cy '/J ) (3.20) 
where K = 0.42, d is the distance to the closest wall , Cs = 0.1 is the Srnagorinsky 
constant, and V is the volume of the computational cell. A LES was performed in 
this work to evaluate the effect of unresolved eddies near the irnpeller wall and 
hence on the turbulence and mean velocities predictions. It has to be noted that 
the l around the impeller wall in this work ranging frorn 5 to 40 which is not 
optimal for LES (see Fig . 3-28). To our best of knowledge , the effect of the 
unresolved eddies near the impeller wall on the LES prediction has not been 
evaluated comprehensively for a stirred tank flow, especially when dealing with 
angle-resolved flow quantities. 
DES as mentioned earlier belongs to a class of a hybrid turbulence models which 
blend LES away from boundary layer and RANS near the wall. This model was 
introduced by Spalart et al. (1997) in an effort to reduce the overall computational 
effort of LES modelling by allowing a coarser grid within the boundary layers. The 
DES employed for the turbulence modelling in this work is based on the Spalart-
Allmaras (SA) model (Fluent, 2005). 
The SA one-equation model solves a single partial differential equation for a 
variable v which is related to the turbulent viscosity. The variable v is identical to 
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the turbulent kinematic viscosity except in the near-wall (viscous-affected) region . 
The model includes a wall destruction term that reduces the turbulent viscosity in 
the log layer and laminar sub-layer. The transport equation for DES is: 
~(pV') +~(pV'u, ) = G,. +_1 [~{(/1 + pV') ov}+ cb,p( ov )'] _ Y, 
01 ox, er;; oXj oXj oXj 
The turbulent viscosity is determined via: 
/1, = pV'/.." %' /..1 = l C" X + yl 
v 
%=-
v 
(3 .21 ) 
(3.22) 
where v = j.1/ p is the molecular kinematic viscosity. The production term, G" is 
modelled as : 
/. _ 1_ % " - 1+ ,,(' A.J ,.\ (3.23) 
S is a scalar measure of the deformation rate tensor which is based on the 
vortici ty magnitude in the SA model. The destruction term is modelled as: 
[ 1+ c' ]Y. /. = g wl g = r + C (r' - r\ w 6 C6 ' 11'2 P g + wJ v r =--- Sk'd' (3 .24) 
The closure coefficients for SA model (Spalart and Allmaras, 1992) are 
Cbi = 0.1355 , Cb' = 0.622, C" I = 7.1, C - Chi (I + Cb' ) ",I - /;2+ , 
er;; 
Cw' = 0.3 , 
Cwl = 2.0, k = OA 187 . 
In the SA model the destruction term (eq. 3.24) is proportional to (v I d )' . When 
this term is balanced with the production term, the eddy viscosity becomes 
proportional to Sd' . The Smagorinsky LES model varies its sub-grid-scale (SGS) 
turbulent viscosity with the local strain rate , and the grid spacing is described by 
VSGS a S6' in eq.(3.19), where 6 = max(6x, 6y , 6z) . If d is replaced with 6 in the 
wall destruction term, the SA model will act like a LES model. To exhibit both 
RANS and LES behaviour, d in the SA model is replaced by: 
(3.25) 
where Cd" is a constant with a value of 0.65. Then the distance to the closest 
wall d in the SA model is replaced with the new length scale d to obtain the 
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DES. The purpose of using this new length is that in boundary layers where 6 far 
exceeds d, then the standard SA model applies since 'J = d. Away from walls 
where 'J = Cd,,6 , the model turns into a simple one equation SGS model, close 
to Smagorinsky's in the sense that both make the mixing length proportional to 6. 
The Smagorinsky model is the standard eddy viscosity model for LES. On the 
other hand, this approach retains the full sensitivity of RANS model predictions in 
the boundary layer. This model has never been applied to predict the stirred tank 
flows in the past and so this is an objective of the current study . 
3.4.3 Modelling strategy 
A multiple reference frame (MRF) model was applied to represent the impeller 
rotation for all the RANS simulations, with a second-order discretisation scheme 
and standard wall functions. For the DES modelling a bounded central 
differencing (BeD) scheme was applied for spatial discretisation of the 
momentum equations, and time-advancement was achieved by a second-order 
accurate implicit scheme. The central differencing scheme is an ideal choice for 
LES due to its lower numerical diffusion, however it often leads to unphysical 
oscillations in the solution field (Fluent, 2005). The BeD scheme was introduced 
to reduce these unphysical oscillations. Basically, BeD blends together the pure 
central differencing scheme with first- and second-order upwind schemes. The 
first-order scheme is applied only when the convection boundedness criterion is 
violated (Fluent, 2005). 
The transient impeller motion for the DES study was modelled using the sliding 
mesh scheme. PRESTO was applied for pressure-velocity coupling for all cases , 
as it is optimised for swirling and rotating flow (Fluent, 2005). The DES modelling 
was initialised using the data from a k-& simulation . A text user interface 
command was used to generate the instantaneous velocity field out of the 
steady-state RANS results . This command must be executed before DES is 
enabled to create a more realistic initial field for the DES run. This step is 
necessary to reduce the time needed for the DES simulation to reach a 
statistically steady-state . Apart from the DES modelling , a LES study was also 
carried out to confirm that the prepared grid was not fine enough to resolve the 
large eddies near the boundary layer. The LES and DES were solved using the 
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same grid because the main aim of this work was to carry out the simulation 
using a fairly coarse grid (y' - 20), where the DES should be working well . The 
LES was initialised using the data from the final DES simulation. 
The time step and the number of iterations are crucial in both DES and LES 
modelling because they involve a transient solution. The time step must be small 
enough to capture all flow features induced by the motion of the impeller blade. 
Selection of the iteration time step would not be clear without a review of some 
recent LES studies on stirred tanks. The time steps for LES simulations taken 
from the literature were normalised with the impeller speed (LJIN) to make the 
value dimensionless. Bakker and Oshinowo (2004) employed a LJIN ranging 
from 0.01 to 0.025, Revstedt et al. (1998) employ a LJrN of 0.0027, Alcamo et al. 
(2006) use a LJIN of 0.0083 and Yeoh et al. (2004) employed a LJIN of 0.0046. 
Fluent (2005) recommend that in one time step the sliding interface should move 
by no more than one grid size in order to get a stable solution. In this study a LJIN 
of 0.00278 was employed throughout the final simulation corresponding to l ' 
impeller movement for the DES simulation. The grid size at the impeller interface 
was set at 0.002 m and the circumference of the impeller interface was 0.69 m. 
Thus one grid cell movement per time step would require a LJIN of 0.00289 which 
is larger than the one employed in this work. About 7 s of actual time was 
simulated corresponding to about 22 impeller revolutions. Prior to that, about 145 
impeller revolutions had been simulated using a LJrN of 0.00833 corresponding to 
3' of impeller movement. About 10 s of actual time has been simulated for a time 
step corresponding to l ' impeller movement for the LES modelling starting from 
the final DES simulation. The three component instantaneous velocities were 
recorded at every time step at various monitoring points (analogous to LOA 
measurements) and data monitoring on a plane (analogous to 2D PIV). 
3.5 Prediction of Turbulent Flows Induced by a Rushton 
Turbine 
The CFD simulations of a Rushton turbine described in this paper were 
compared with the experimental LOA results reported by Derksen et al. (1999). 
The three component LDA data used for these validation purposes were of high 
quality angle-resolved mean and fluctuating velocities taken at 3' intervals of 
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blade rotation, starting from 1" behind the blade (see Derksen et al. (1999) for 
details). All comparisons of the mean, k or E: were made dimensionless by 
dividing them by either V,ip ' V,i~ or NJ D2, respectively. The experimental LDA data 
were processed as time-averaged , or angle-resolved mean and turbulence 
quantities. 
The grid analysis was not performed in this chapter but the prepared grid was 
assumed to be fine enough to yield a grid independent solution . According to 
Derksen and Van den Akker (1999), about 80% of the turbulence generated by a 
rotating impeller is dissipated within the impeller swept volume and the impeller 
discharge region . Derksen et al. (1999) also stated that the trailing vortex behind 
the impeller blade must be well resolved in order to obtain a reasonable 
prediction of the turbulence and mean velocities. They suggested at least 8 
nodes should be placed along the impeller blade height to resolve the trailing 
vortex, and the grid employed in this chapter was prepared sufficiently fine with 
12 nodes for the RANS simulation and 23 nodes for the DES and LES simulation 
(see earlier discussion in section 3.4.1). A grid analysis performed in chapter 5 
based on the grid refinement around the impeller and its discharge region also 
confirmed the suitability of the prepared grid to produce a grid independent 
solution . 
CFD results for the time averaged and angle-resolved single phase turbulent 
flows in a stirred tank agitated by a Rushton turbine are discussed thoroughly in 
this section. All results presented here are taken from a well converged 
simulation , where the residuals have fallen below three orders of magnitude « 1 
x 10-3) for all RANS model simulations. Of course there is no such convergence 
term for the transient simulations using DES and LES. However a sufficient 
number of iterations per time step (up to 35 iterations per time step) have been 
applied to make sure the residuals fell below 1 x 10-3 at each time step. The 
results for the DES and LES presented here were averaged over the 4 final 
impeller revolutions . 
Angle-resolved result from 2r1D = 1.1 to 1.52 for mean velocities and turbulent 
kinetic energy are compared with angle-resolved LDA experiments from Derksen 
et al. (1999) . A broad range of angle-resolved comparisons are necessary to 
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capture the effect of the trailing vortex core on the prediction of mean and 
turbulent flow quantities. Furthermore, the accuracy of CFD prediction in multi-
phase flows might be critically dependent on proper simulation of the trailing 
vortex core. Thus it is interesting to elucidate further the weakness or strength of 
DES and RANS based turbulence models in predicting the turbulent flows in the 
trailing vortex core . A detailed comparison between the CFD predictions and the 
published measurements, very close to the impeller tip is presented in this 
section. The effects of the vortex core on the prediction of mean and turbulent 
flows are accounted by comparing the angle-resolved data and the CFD 
predictions at different radial positions. Besides the mean and turbulent flow, the 
axial and radial position of the vortex core were also deduced from the CFD 
results and compared with Derksen et al.'s (1999) data. 
3.5.1 Time-averaged study 
Generally , predictions of the LES, DES and all the RANS models employed in 
this study (k-c, Rk-c, RNG , and RSM) for time averaged axial , radial and 
tangential velocities were in good agreement with Derksen et al.'s (1999) LDA 
measurements, as shown in Figs. 3-3 to 3-8. All the turbulence models were 
capable of predicting the angle averaged radial and tangential velocity very well 
however the LES and RSM models had the upper hand in predicting the axial 
velocity as shown in Fig . 3-3. The DES prediction of the time-averaged axial 
velocity is no! very good, although the overall trend is still predicted well. 
Predictions by the k-c and Rk-c are quite good away from the impeller at 2r1D = 
1.3 and 1.52, but near the impeller (2 r1D = 1.1) both model fails to predict 
accurately the axial velocity at impeller level (z = 0) . Amongst the turbulence 
model studied, the DES was found to have the best prediction of the time-
averaged radial and tangential velocity (see Figs . 3-4 and 3-5), although 
predictions of other models are not much different. In the impeller discharge 
stream (z :s WI 2), the mean velocities predicted by the RNG and RSM methods 
were slightly higher than Derksen's measurements , but they are still acceptable 
considering the predictions at the points where the experimental data were 
available. It is hard to comment on the predictions for z ~ WI2 (above the 
centreline) as no measurements from Derksen were available for comparison . 
However, there is evidence (Wu and Patterson, 1989; Escudie and Line, 2003) 
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that the tangential and radial ve locity peaks are located above the impeller 
centreline (z > 0). Consistent with these previous experimental findings, the 
predicted velocity peak is located slightly above the impeller disc in the LES and 
DES simulations, as shown by the mean velocity profiles of Figs. 3-3 and 3-4. 
There are two reasons why the tangential and radial velocity peaks are located 
above the impeller disc, first the bottom impeller clearance, and second the 
different boundary conditions applied to liquid surface and tank bottom. The 
impeller clearance of C = T/3, is favourable for an upward flow direction at 
impeller discharge stream due to uneven size of the upper and lower flow 
circulation loops inside the tank. As the top liquid boundary is a free surface 
while the tank bottom is a no-slip wall, the flow in the lower circulation loop 
becomes confined, thus forcing the velocity direction slightly upward at impeller 
discharge. The upward flow pattern at the impeller discharges stream can be 
appreciated much better from the vector map of the velocity magnitude in Fig. 
3-9. 
The velocity fluctuations in a stirred tank may be categorised as periodic (related 
to the blade passage) and random (turbulence). As a result, the kinetic energy 
can be divided into a coherent (kcoh ) and random 
energy (k,o, ) in the velocity fluctuations is therefore: 
I ( , _ , ) 
_. + - - - - { k,o/ - k coh k rclll - 2 u; 1, i 
(k"on ) part. The total kinetic 
(3.26) 
where u, is the instantaneous velocity in direction i and u, is the time-averaged 
velocity. The averages are over all velocity samples irrespective of the angular 
position of the impeller and the summation convention is applied over the 
repeated suffix i. The random part of the kinetic energy can be determined if 
angle-resolved data are available: 
(3.27) 
with ()o denotes the average value at angular position e. The overbar in 
equation (3.27) denotes averaging over all angular positions (equivalent to time 
averaging). 
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It has been known for some time that the turbulent kinetic energy is under-
predicted by RANS based turbulence models, no matter how complicated the 
models are e.g. RSM (Jaworski and Zakrzewska, 2002). The predictions from all 
RANS models tested in this work on turbulent kinetic energy only represent the 
random and angle-resolved values since the modelling was carried out using a 
steady-solver and MRF applied to a half-tank domain. Derksen et al. (1999) have 
measured the angle-resolved fluctuating velocities (axial, radial and tangential 
rms) very close to the impeller, thus enabling direct comparisons to be made for 
both angle-resolved and time-averaged turbulent flows. 
Predictions of the angle-averaged km" by the k-o and Rk-o model shown in Fig . 
3-6 are only about 20% and 10% lower than Derksen et al.'s data. The k-o model 
also yielded a closer agreement to Derksen's measurement although its 
prediction is not as good as the Rk-c model. This is notable since from our best of 
knowledge k-c model generally under predicts k"", by more than 30%. The 
exception is by Nere et al. (2001), who empirically adjusted the va lues of the 
standard constants in the k-o model in their study. This is not thought to be a 
good practice, since these constants have already been tuned using 
experimental data and should be retained . Good predictions of k"", by the RANS 
model in this study is believed to be attributable to the application of very fine 
grid around the impeller. A local refinement in the impeller region was also 
employed here , but with much finer grid size «0.0150) compared to 0.0230 in 
the same region of Revstedt et al.'s LES study. Among the RANS models 
studied (see Fig . 3-6), it can be observed that Rk-o and k-o give much better 
predictions of the k,," ' while RNG has the poorest prediction. RSM predictions of 
k,," at radial positions nearer to impeller (2r10 " 1.1) are as poor as RNG, with 
more than 60% under prediction, but are improved up to only 30% under 
prediction at 2r10 = 1.52. In contrast with RSM, RNG prediction of k"", does not 
improve even at pOSitions far from impeller tip . 
No comparisons can be made for the k,o, prediction by the RANS model , because 
the impeller is actually 'frozen' at a single position in the MRF model. The DES 
yielded the best prediction of the k"", (see Fig . 3-6) and k,o, (see Fig. 3-7) 
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although prediction by LES away from the impeller (2r1D = 1.3 and 1.52) were as 
good as those obtained from DES. The LES predictions were not very good 
close to the blade tip (2r1D = 1.1). This is due to unresolved eddies near the 
impeller wall because the grid was prepared for DES (y+ - 20). As mentioned 
earlier, the LES modelling in this work is carried out to prove that the grid 
prepared in this study is far from capable of resolving the LES around the 
boundary layer. At positions closer to the impeller (2r1D = 1.1) the DES is 
capable of producing the double peak in kWI often observed experimentally whilst 
the LES fails (although the LES predictions of k,o, are still close to the 
experimental measurements). Similar trends were also observed for the km" 
predictions where the LES fails to predict correctly the km" at 2r1D = 1.1). The klOf 
is predicted reasonably well by the unresolved LES because the k,O/ is calculated 
mainly from periodic velocity fluctuation due to the impeller passage, whilst k,,,,, 
depends only on the velocity fluctuations due to the turbulent flow, which 
explains the poor prediction at 2r1D = 1.1. The result for km" demonstrates that 
the grid prepared in this work is not suitable for LES, but it is good enough for 
DES. The DES does not need to resolve the small eddies in the boundary layer, 
since the DES turns into a RANS model in this region and hence works well even 
for a coarser grid . There are some other studies on LES prediction of turbulent 
flow in stirred tanks using a relatively coarse grid (e .g. Yeoh et al. , 2004) and 
they reported a good prediction of the turbulent kinetic energy. However, they 
only presented the k WI which includes the periodic turbulent fluctuation due to the 
blade passage and they have not presented any comparison for the k"", 
prediction alone. Such an LES study with a coarser grid may not resolve the flow 
near the boundary layer well enough and it may not able to resolve the km" 
around the impeller discharge. 
Dissipation rates were not measured by Derksen et al. (1999), thus the li values 
presented in this chapter were estimated using the following equation from Wu 
and Patterson (1989): 
- 312 
E: _ O.85k,,,,, 
- "/3/1.' (3.28) 
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where k and 1\ are the turbulent kinetic energy and the integral length scale, 
respectively. A constant length scale value of 1\ = WI2 was chosen (Kresta and 
Wood, 1993), considering the LDA measurements by Derksen et al. (1999) were 
located close to the impeller. Such an assumption of course may lead to a 
serious error in the bulk region , for example, near the liquid surface where A = W 
(Khan et al. , 2004); however it was considered valid near the impeller. The 
dissipation rate from DES modelling was also computed using eq .(3 .28). The [; 
values for the RANS model (k-e, Rk-E, RNG and RSM) were taken directly from 
the CFD simulation . Results from the RANS model especially the k-e and Rk-e 
model for the [; in Fig . 3-8 are surprisingly much better than the DES and LES 
predictions estimated using eq .(3.28). The RSM model was found to under-
predict [; close to the impeller (2r1D =' 1.1) but was better away from the impeller 
(2r1D ~ 1.3). Meanwhile, the RNG prediction of [; was rather poor even at points 
away from impeller. However, it is not clear whether the [; is predicted correctly in 
this work, because of the use of eq.(3.28), which assumes isotropic turbulence 
and a constant length scale. The length scale is known to vary from around 1\ = 
0.3 W at the immediate vicinity of the impeller to 1\ = W in the bulk region near the 
liquid top surface (Khan et al., 2004). Nevertheless, the results show that the 
RANS models, especially the k-e and Rk-e models may be able to predict [; 
reasonably well , at least for the time-averaged flow, using a well-resolved grid 
around the impeller. 
The dissipation rates may also be estimated using the following relations for LES 
and DES: 
eSGS -:::; T!j~j (3.29) 
The sub-grid scale tensor, ' ij, was introduced earlier in eq .(3.17). As shown in 
Fig . 3-8, prediction of [; using eq.(3.29) gives a severe under-prediction. Similar 
findings were reported recently by Delaffose et al. (2008) who found up to 75% 
under-prediction of [; using the common LES model. According to Delafosse et 
al. (2008) a better prediction of [; from LES can be obtained by adjusting the 
constant C, in the Smagorinsky model (equation 3.20) from 0.1 to 0.2. As 
mentioned earlier, adjusting the model constant is not thought to be a good 
practice because it has already been tuned to match experimental data. However, 
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dynamic changes in the Smagorinsky's constant may be accommodated using 
the model by Lilly (1992), who suggested a dynamic computation using the 
information provided by the resolved velocity field . Such models are now 
available in current version of commercial CFD code such as FLUENT 6.3 but 
have not yet been tested for stirred tank simulations. 
Fig. 3-9 shows the velocity vectors and the contours of velocity magnitude in 
between two baffles obtained from a steady-state Rk-e simulation. The common 
features of stirred tank fiows i.e. the double loop around the lower and upper 
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region of the tank are clearly depicted (see Fig . 3-9A). The trend of a slightly 
upward velocity direction in the impeller discharge stream similar to those 
observed experimentally by e.g. Wu and Patterson (1989) and Escudie and line 
(2003) is also reproduced correctly (see Fig. 3-9B). 
The instantaneous velocity field obtained from the DES simulation in Fig . 3-10A 
shows the unsteadiness in the flow field especially around the impeller. The flow 
field is also shown to be highly anisotropic and asymmetry in nature with both 
side of the tank showing a different velocity field . The vortex structures can be 
observed in many parts of the tank, especially around the impeller region. The 
flows are also much more complicated than those obtained from the steady-state 
simulation in Fig. 3-9 . However, the time-averaged velocity vector from 
instantaneous velocity of DES in Fig . 3-10B shows similarity to the steady-state 
velocity vector in Fig. 3-9 with a clear double circulation loop above and below 
the impeller level. 
3.5.2 Identification of the vortex core 
The vortex core is an important flow feature which needs to be well represented 
as it potentially has a great influence on the bubble behaviour and the overall 
turbulent flows in a stirred tank. According to Ranade et al. (2001) the trailing 
vortices play a crucial role in determining the gas accumulation behind the 
impeller. In turn this affects the pumping and power dissipation capacity of the 
impeller and thus significantly affects the performance of a gas-liquid stirred 
reactor. The evidence of gas accumulation in trailing vortices was further 
confirmed by Deen et al. (2002) in their PIV experiments on a gas-liquid agitated 
system. The trailing vortices in a gas-liquid system were replaced by gas cavities 
clinging to the back of the impeller blade (e.g. Brujin et al., 1974; Deen et al., 
2002; Warmoeskerkern and Smith, 1982). Furthermore, the trailing vortices were 
associated with high levels of turbulent activity and high velocity gradients and 
thus play an important role in the mixing capability of a stirred tank (Lee and 
Yianneskis, 1998). 
CFD predictions of the radial position of the trailing vortex core have been 
published by many researchers (for example Alcamo et al., 2005; Yoon et al. , 
2003; Derksen and van den Akker, 1999). However, most of the previous studies 
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only consider a single vortex core position (either the upper or lower); the 
exception is by Derksen and van den Akker (1999) who considered both cores. 
In addition, there has been no extensive CFD comparison made on the axial 
position of the vortex core with experimental measurements . 
A detailed experimental study of the vortex core has been reported previously by 
Escudie et al. (2004) based on the axial and radial positions of the vortex core 
deduced using three different methods. The first method was called a "null 
velocity method": the vortex core was obtained simply by connecting the points at 
which the axial velocity was equal to zero, as proposed by Yianneskis et al. 
(1987). The second method was called the "vorticity method" in which the vortex 
core position was obtained by connecting the points of maxi mu m vorticity 
magnitude. The third method, namely A., , was proposed by Jeong and Hussain 
(1995) and was based on the presence of a minimum local pressure in a plane 
perpendicular to the vortex axis. Escudie et al. (2004) found that all three 
methods gave almost an identical curve for the vortex radial position, however, 
the null velocity method gave a slightly different result compared to both vorticity 
and A., method for the axial position. The vortex core in this work was 
determined by using the vorticity method, as it is relatively simple to perform and 
also has a similar accuracy to the A., method. 
The vector plots of velocity magnitude in the vicinity of the impeller are shown in 
Fig . 3-11 at various angles with respect to an impeller blade. The vector plot can 
be obtained directly from the steady-state CFD simulation for the RANS model 
(RSM), but a time-average of the instantaneous velocity field must be performed 
before a vector plot for the DES simulation can be obtained. Both the RSM and 
DES results show a good qualitative agreement with the measured velocity fields 
from Derksen et al. (1999). A much stronger vortex can be seen close to the 
impeller blade (at 10° and 19°) and the trailing vortex becomes almost invisible 
away from the blade (at 49°) because the velocity magnitudes become much 
smaller. The upward movement of the trailing vortex core as the impeller rotates 
from 10° to 49° is also visible, as well as the difference between the upper and 
lower cores . A similar pattem was also observed previously by Escudie et al. 
(2004) from analysis of their PIV measurements. 
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Data on several planes behind the impeller were exported to an independent 
post-processing software, SURFER 8, to avoid parallax error from visual 
assessments of the maximum vorticity position . The vorticity surface plots on a 
series of r-z planes at different blade angles were obtained using SURFER 8 and 
the positions of the vortex core were determined using the build-in digitiser. A 
sample plot of the vorticity surface is shown in Fig. 3-12. Post-processing of the 
DES data was not so straightforward as for the RANS models, as the 
instantaneous vorticity magnitudes in the respective r-z planes (at blade angles 
3' to 50' ) have to be averaged first before further analysis can be done. A total of 
540 instantaneous surface data sets at each blade angle were averaged using 
MS Excel, with the assistance of a simple macro to read the data (text) into an 
array. 
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Figure 3-12: Vorticity at 40' behind the impeller blade obtained from the RSM 
model, A) Surface plot of vorticity, B) Contour plot of vorticity 
Fig . 3-13 shows a comparison of the radial positions of the predicted and the 
experimental lower and upper vortex cores. The k-c and Rk-c models provide 
reasonably good agreement with the results from Derksen et al. (1999) for the 
upper vortex core, but are slightly worse for the lower vortex core. Comparisons 
are also made with experimental data from other authors i.e. Escudie et al. 
(2004), Yianneskis et al. (1987), Lee and Yianneskis (1998) and Stoots and 
Calabrese (1995). Escudie et al. (2004), Yianneskis et 81. (1987) and Lee and 
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Yianneskis et al. (1998) worked on a geometrically similar vessel (D = C = T/3) to 
the one evaluated in this chapter but with slightly different tank diameters: 
T = 0.45 m for Escudie et al. (2004), T = 0.294 m for Yianneskis et al. (1987) and 
T = 0.1 m for Lee and Yianneskis (1998). According to Lee and Yianneskis 
(1998), tanks with geometrically similar dimensions may be able to produce a 
reasonably similar trailing vortex core , citing their results from tanks with 
diameter of T = 0.1 m and T = 0.294 m. Meanwhile, Stoots and Calabrese's 
(1995) work was based on a tank with diameter T = 0.45 m and C = T/2. Data 
from these various authors did show some differences, but they are in close 
agreement to those from Derksen et al. (1999) measurement. The RSM model 
gives a much better prediction of both vortex cores compared to k-e models, 
although there is no significant difference in the first 20 · behind the impeller. This 
is because the RSM model relaxes the assumption of an isotropic eddy viscosity 
and takes into account the effects of streamline curvature, swirl , rotation and 
rapid change of strain rate in a more rigorous manner than k-e. It is well known 
that the trailing vortices are the most anisotropic region in a stirred tank, thus 
demanding the use of a more elaborate turbulence model such as RSM, DES or 
even LES. The DES model gives a good prediction of both the lower and upper 
vortex core ; slightly better than both the k-e and Rk-e models . Predictions by RNG 
are not presented because it is assumed that this k-e model variant suffers from 
similar drawbacks and fails to predict the difference between the upper and lower 
vortex core. Moreover, predictions of k-e and Rk-e models in Fig . 3-13 showed 
very little difference. Meanwhile, predictions of LES are not presented because 
the simulation in this work was not fully resolved . Experimentally observed 
differences between upper and lower vortex core were also reproduced correctly 
by the RSM and DES models, as shown in Fig. 3-14. 
There are several arguments related to the axial position of the vortex core. For 
example, Yianneskis (1987) claimed that the upper vortex core moves at a 
constant axial position from the top of the impeller at 2zl W = 1, whilst Derksen et 
al. (1999) claimed that the lower vortex core moves at a constant axial position of 
2zIW = -0 .52. Escudie et al. (2004) found that both the lower and upper vortex 
core move axially upwards with the lower vortex croSSing the impeller centreline 
(2z1W = 0) and moving towards 2zl W = 0.3; the upper vortex appeared not to 
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move further than 2zl W = 1. Stoots and Calabrese (1995) have studied the axial 
position of the lower vortex core and they claim that the core was at 2zl W = -0.6 
close to the impeller blade, while at larger blade angles, the core moves towards 
2zIW - -1 . It is therefore interesting to elucidate the capabilities of CFD to predict 
the axial position of the vortex core in stirred tanks, but bearing in mind the 
variability of the experimental findings. 
Figure 3-13: Prediction of the radial trailing vortex core, A) lower, B) upper 
Fig . 3-15 shows the predicted axial positions of the vortex core behind the 
Rushton disk turbine blades. The RSM and DES models are in good agreement 
with Escudie et al.'s (2004) experiments which also studied a similar geometry to 
the present work (impeller bottom clearance and impeller size is TI3). The 
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upward movement of both trailing vortex pairs has been also successfully 
predicted by both the RANS and the DES model. The upward vortex movement 
is as expected , since it is well known that the discharge flow of the Rushton 
turbine is inclined slightly upward (see Fig. 3-9) . It was also noted that the 
upward movement of the lower vortex core was greater than the upper vortex 
core. The k-€ model is much less successful in predicting the axial position of the 
vortex core correctly. This discrepancy can be explained by the isotropic 
assumption in the k-E; models. limiting their capability in predicting the turbulent 
flows in strongly anisotropic regions of the flow. 
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3.5.3 Angle resolved study 
Although the angle-averaged prediction of the tangential velocities, by either 
RANS or DES models, looks good in Fig. 3-S, there are still some discrepancies, 
when comparing the angle-resolved values. Prior to discussion of the angle-
resolved comparison , it is important to examine the position of the trailing 
vortices behind the impeller shown in Fig. 3-16 . For reference , constant radial 
positions of 2rlD = 1.1 , 1.3 and 1.S2 are shown. At an angle of about 20° behind 
the blade the trailing vortices are at 2r!D = 1.1; around 30' to SO' they are at 2rlD 
= 1.3 and by around 60' they have reached 2rlD = 1.S2. Predictions of the 
tangential velocity by the RANS models are highly affected by this trailing vortex 
core as observed from the angle-resolved results in Figs. 3-17 to 3-19. 
Generally, the angle-resolved tangential velocities appear to be either under- or 
over-predicted in the trailing vortex core using the RANS models but the 
agreement is not bad . This might be attributed to the strongly anisotropic flows 
within the trailing vortices, thus demanding the application of a much more 
elaborate turbulence model like DES, or even LES. The DES model has great 
potential to predict accurately the tangential velocity just before the vortex core , 
as shown in Figs . 3-17 (at 10' ) and 3-18 (at 19' ) and 3-19 (at 40' and 49' ). This 
is due to the fact that the large eddies are resolve directly by DES away from 
boundary layer. Amongst the RANS models tested , predictions of both the k-E 
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and Rk-c models for the angle-resolved tangential velocity are much closer to 
Derksen et al.'s (1999) measurements, whilst both RSM and RNG gave much 
poorer predictions. The Vo are predicted well within the centre region of the 
vortex core when the DES, k-c and Rk-c models are employed but predictions by 
RNG, LES and RSM are not very good. 
Predictions of angle-resolved radial velocity are also affected by the vortex core 
in a similar fashion to the angle-resolved tangential velocity as shown in Figs. 
3-20 to 3-22 . Of the turbulence models tested, DES was found to have the upper 
hand in predicting the angle-resolved radial velocity. However, predictions of the 
Rk-~ and k-~ were also in close agreement with the experimental measurements. 
Predictions by RNG, LES and RSM are not outstanding, especially just before 
and within the vortex core as shown in Fig . 3-22 (at 49" and 58 "). 
Figs . 3-23 to 3-25 show the prediction of angle-resolved axial velocities. All 
models seem able to reproduce correctly the detailed features of the angle-
averaged axial velocities near to the impeller (see Fig. 3-23). There is not much 
difference between the angle-resolved axial velocities predicted using the k-c and 
Rk-li model. Predictions of these models are in reasonably good agreement with 
the experimental data, although on occasion there is a minor discrepancy in their 
predictions of the axial velocities near the impeller centreline (z = 0) (see Fig. 
3-24 at 31 ° and Fig. 3-25 at 49°). Predictions of the RSM and RNG models are 
also quite good near the impeller, but give a poor prediction away from impeller, 
as shown in Fig. 3-24 at 40° and 49° and Fig. 3-25 at 58° where both models fail 
to predict the correct trend of the axial velocity. Both the RSM and RNG models 
are also struggling to predict the angle-resolved tangential and radial velocities in 
these positions , which may contribute to the poor predictions of the axial velocity. 
The LES also suffer similar drawbacks to the RSM model in this work, because 
the flow around the boundary layer is not resolved properly and that affects the 
flow field development around the impeller discharge region. The DES prediction 
of the angle-resolved axial velocity is also not uniformly good, e.g. see Fig. 3-24 
at 40° and 49°, but overall the DES model is the most consistent model for 
predicting the angle-resolved axial velocity. 
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The angle-resolved values of the random turbulent kinetic energy can be 
obtained from: 
(3.30) 
where ( ) B denotes the average value at angular position e. It is well known that 
predictions of the k-e model, and its variants, for the turbulence kinetic energy at 
positions far from impeller are in much better agreement with experimental 
measurements, as the turbulence becomes more isotropic. However, they are 
consistently reported to under-predict the turbulence kinetic energy close to the 
impeller, especially in the discharge region. CFD predictions of k"je) are shown 
in Figs . 3-26 to 3-28. Predictions of k"je) by the k-e model in this study are also 
consistent with the previous findings in section 3.5.1; the predicted km" (a) values 
at 2r/D = 1.52 are closer to Derksen et a/.'s data than those at 2r/D = 1.1. In 
contrast with the angle-resolved tangential velocity, the prediction of k",,, (a) is not 
affected by the position of vortex core. The position from the impeller seems to 
be more important factor for k",,(e) predictions in stirred tanks, showing that the 
wake behind the blade induces a highly anisotropic flow and at pOints far away 
from impeller the flow tends to be more isotropic. Both Rk-e and k-e model gives a 
better prediction of k",,(B) compared to RSM and RNG, although the RSM 
prediction improves at positions away from the impeller (2 r1D = 1.52), it is still not 
any better than the k-e or Rk-e models. DES has much success in predicting the 
k",,,(B), as it is consistently shown to be superior compared to RANS models in 
this study (see Figs. 3-26 to 3-28). The LES model still managed to predict the 
kron (e) better than any of the RANS model, despite the problem with the eddies 
around the boundary layer not being properly resolved. As expected, the effect of 
the unresolved boundary layers on the LES prediction is only prominent close to 
the impeller blades. 
Predictions of the angle-resolved e were not analysed because there were no 
data available for comparison. Estimation using eq .(3.28), i.e. from km" is 
meaningless since the prediction pattern will follow the prediction of the angle-
resolved turbulent kinetic energy. 
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3.5.4 Spectral analysis 
The power spectrum of the instantaneous tangential velocity component was 
carried out to investigate if the turbulence was resolved some way into the 
inertial sub-range as is required by DES and LES. The power spectrum curve 
was produced by doing a Fast Fourier Transform (FFT) on the time-series data 
recorded from a point close to impeller tip. Fig . 3-29 depicts the power spectral 
density obtained at several locations in the tank, for the DES of the flow 
generated by a Rushton turbine. The energy spectrum of the axial velocity in the 
impelJer discharge region, in Fig . 3-29, exhibits the (- 513) slope typical of the 
inertial sub-range of turbulence in the range flN '" 1-20, but then some part of the 
small scale turbulence (fiN > 20) is not fully resolved as expected . A finer grid 
would help to resolve the whole spectrum away from impeller, but then this is not 
affordable to run using a personal computer at high Reynolds number at the 
moment. The sharp peaks in the spectrum at / =18 .52 Hz shown in Fig. 3-29(A) 
are associated with the passage of the blades at every 1/6th of an impeller 
revolution . The FFT result proves that the DES model can resolve the turbulence 
in stirred tanks some way into the inertial subrange. 
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Figure 3-29: Power spectrum from the DES at 2z1W = -1.57 using the 
instantaneous tangential velocity for N = 3.14 rev/s, A) 2r1D = 1.1, B) 2rlD = 1.52 
3.6 Prediction of the Power Number 
The power number in a stirred tank can be estimated either by integrating the 
dissipation rate over the tank volume, or from a calculation of the moments 
acting on the shaft and impeiler or baffles and tank wall. The calculated torque, 
r, is then related to the power input by; 
p",2rcNr (3.31) 
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Bujalski et al. (1987) showed experimental/y that the power number in a stirred 
tank depended on the blade thickness, I, impel/er diameter and tank diameter. 
Rutherford et al. (1996) also carried out an investigation of the influence of the 
blade thickness and the impel/er diameter on the power number. Correlations 
obtained by these workers were presented in section 2.7. 
Rutherford et al. (1996) carried out experimental measurements on the power 
number of Rushton turbines of different impel/er thickness (0.0082 < lID < 0.034) 
in a tank of H = T = 0.294 m. The power number at Re = 29 000 was 4.99, 
obtained from interpolation of Rutherford et al. (1996) data, for an impel/er 
thickness of liD = 0.0204 (very close to Derksen et al. 's geometry, lID = 0.0208). 
Earlier, Yianneskis et al. (1987) reported NpO = 4.96 for an exactly similar 
geometry to that used by Rutherford et al. (1996). Rutherford's and Bujalski's 
correlations give 5.25 and 4.94, respectively for the geometry evaluated in this 
work-the same geometry as used by Derksen et al. (1999). 
The CFD predictions of the power number of a Rushton turbine are presented in 
Table 3-1 . As expected the calculation using the moment method eq.(3.31) gives 
the better result compared to the e integration methods, which lead to a large 
under-prediction « 20%) of the experimental value . The reason for the under-
prediction in the e integration method is attributed to the under-prediction of the 
local t value by the RANS model; although angle-averaged c values were 
predicted well by k-e near the impel/er, they may be under-predicted in the other 
parts of the tank. 
The power number estimated by the moment method gives much a closer value 
to published measurements (Rutherford et al. 1996; Yianneskis et al., 1987), with 
an average error of less than 10%. The estimated power number from either 
shaft and impel/er or baffle and tank wall should be similar, provided that angular 
momentum conservation is satisfied. Such evidence can be observed for the k-e, 
Rk-t, and RNG models, where isotropic turbulence is assumed and a steady-
state solver is employed, but it is not quite the case for RSM and DES (see Table 
3-1) which uses the non-isotropic turbulence assumption . In this case, it might be 
expected that calculation of the torque from the shaft and blades might be more 
reliable. 
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Table 3-1: Prediction of power number of a Rushton turbine 
Moment acting on 
impeller & shaft 
k-e 4.72 
Rk-e 4.76 
RNG 4.96 
RSM 4.81 
DES 5.00 
LES 5.42 
Bujalski et al. (1987)* 4.94 
Rutherford et al. (1996)* 5.25 
Rutherford et al. (1996) 4.99 
Yianneskis et al. (1987) 4.87 
Moment acting 
on wall & baffle 
4.73 
4.74 
4.96 
5.04 
5.56 
5.32 
e integration 
3.99 
3.85 
3.05 
3.13 
*Calculated from eq .(2.3) and eq .(2.4) described in chapter 2 using Derksen et 
al. 's (1999) dimensions 
All the RANS models gave an almost similar value of power number either by 
calculating the moment on the wall and baffles or impeller and shaft; overall , 
calculations from the impeller and shaft were in better agreement with the 
experiments. Nevertheless, there is not a big difference among the predicted 
power numbers by any model tested in this study, suggesting that the choice of 
the turbulence model is not something crucial for power number estimation from 
the moment based methods. 
3.7 Summary 
Amongst the RANS models tested in this study, it can be concluded that the Rk-e 
and k-e prediction are the best for predicting either the angle-averaged or the 
angle-resolved turbulence kinetic energy induced by a Rushton turbine. RNG 
and RSM results are not an improvement, despite their need for greater 
computational effort and their difficulties with convergence. It is also important to 
note that the vortex core has a great influence on the prediction of the radial and 
tangential velocities, as elucidated in this work. This feature might be missed by 
previous researchers who have found that RANS turbulence models both under-
or over-predicted the tangential velocity in a stirred tank. In fact both the radial 
and tangential velocities are predicted well by any RANS based turbulence 
model , except in the immediate vicinity of the trailing vortex core. In the case of a 
Rushton turbine, where the vortex core moves radially outward , the time-
averaged tangential velocity can be well predicted by a RANS model. 
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Radial and axial positions of the lower and upper trailing vortex cores for a 
Rushton turbine have been successfully elucidated using RSM and DES models. 
Both trailing vortices were also predicted moving in the upward axial direction, in 
good agreement with measurements from the literature. The accuracy of power 
number predictions is not strongly affected by the choice of turbulence models . 
Instead, they were reasonably well predicted by any of the RANS or DES models 
used in this work, so long as the moment method was used. 
Prediction of the turbulent kinetic energy very close to the impeller tip is also still 
an issue in a stirred tank; it is under-predicted by all of the RANS models. DES 
can predict the turbulent kinetic energy in the impeller discharge region much 
better than RANS, provided a sufficiently fine grid is applied. This study has 
uncovered a great potential for DES in predicting correctly the turbulent flows in a 
stirred tank. However, further attention to the modelling grid and perhaps some 
improvement to the DES model might be necessary, especially the turbulent 
viscosity model which is suspected of causing under-predictions of turbulent 
dissipation rates in the present work. This suggests that there is still room for 
improvement on the current DES model in order to get a better prediction of 
turbulent flows especially when a standard wall function is applied. The DES is 
also shown to work well for a coarser grid (l - 20), where the LES fails to 
perform as well. The ability of DES to tolerate a coarser grid means a significant 
reduction in the computational effort for turbulent flow modelling in stirred tanks 
compared to a fully resolved LES solution. 
DES and LES are of course better models for predicting turbulent flows in stirred 
tanks, but they are not yet affordable to solve on a personal computer in 
multi phase flow, especially when coupled with population balance modelling . 
Meanwhile, the RANS model, especially the Rk-e model, is capable of yielding 
good predictions of the time-averaged turbulent kinetic energy and the mean 
velocities. In order for the developed two-phase model to be practical, a trade off 
must be made between prediction accuracy and computational expenses . 
Therefore, the Rk-e model is employed for the gas-liquid stirred tank simulation in 
chapters 5 and 6 due to its relatively good prediction of the turbulent kinetic 
energy and dissipation rate, which is important in the modelling of bubble 
breakage and coalescence. 
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4 POPULATION BALANCE MODELLING 
4.1 Overview 
This chapter describes the population balance modelling framework used in the 
thesis. The population balance equations (PBE) and their common solution 
techniques are outlined. A derivation of the proposed solution for the PBE by 
means of the quadrature method of moments (QMOM) technique, by directly 
solving the set of differential algebraic equations (DAE) is presented and 
va lidated for simplified breakage, aggregation, nucleation, and growth problems. 
Results from the DAE-QMOM method are compared to (i) an analytica l solution 
and (ii) the we ll-established method for solving QMOM via the product difference 
(PO) algorithm. 
4.2 Introduction 
The population balance framework has been accepted for some time as the 
most fundamental approach for modelling particulate, droplet or bubble 
dynamics in multiphase systems. A population balance is a powerful tool in 
evaluating the design of particu late related equipment such as crystallisers (e .g. 
Randolph and Larson, 1971 ), particularly when coupled with CFD software (e.g. 
Woo et al., 2006; Gerstlauer et al., 2002; Jaworski and Nienow, 2003; Wei et al., 
2001). Many solution techniques have been developed to solve the population 
balance equations, ranging from the simple standard method of moments 
(MOM), to the more advanced quadrature method of moments (QMOM) as 
direct numerical simulation approaches. 
The standard method of moments is one of the most common methods of 
solving population balance equations. In the MOM, the PBE is transformed into 
a set of ordinary differential equations (ODEs) by multiplying the population 
balance equation by Li in a length based PBE and integrating it, giving equations 
in terms of the moments (Randolph & Larson, 1971). The MOM is known as an 
efficient method to solve the population balance equation, but suffers from a 
closure problem for cases involving size-dependent growth, coalescence or 
aggregation processes. For that reason, the MOM is not directly applicable for 
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gas-liquid system, where bubble breakage and coalescence are dominating 
mechanisms. 
The method of characteristics (MOCh) is another promising technique of solving 
the population balance equation as demonstrated by Lee et al. (2002). The 
MOCh for a first-order partial differential equation (PDE) determines the lines, 
called characteristic lines , along which the PDE reduce to set of ODEs. Once the 
ODEs are found, they can be solved easily and transformed into a solution for 
the original PDE. The MOCh has the advantage of solving the PDE directly for 
the particle size distribution with any required level of resolution along with the 
moments, however this method does not solve the closure problem. Therefore, 
the MOCh cannot be directly applied to model a system involving breakage and 
coalescence, such as in a gas-liquid dispersion. 
Other classic solution techniques, such as the method of classes (MOC), are 
capable of solving the population balance equation for growth, nucleation, 
breakage, coalescence and aggregation processes. Although the term of 'size 
class' or 'sectional' have been used earlier by other authors e.g. Gillette (1972), 
Sutugin and Fuchs (1970), Tolfo (1977) and Gelbard et al. (1980), it is not until a 
detailed derivation of the MOC for particle growth, breakage and aggregation 
was introduced by Marchal et al. (1988) that the method becomes readily 
available for implementation. MOC has been applied to many problems involving 
the breakage and coalescence processes for gas-liquid dispersion (e.g. 
Venneker et el., 2002; Chen et al., 2004; Dhanasekharan et al., 2005; Yeoh and 
Tu, 2005; Laakkonen et al., 2007a). This method requires the whole particle size 
distribution (PSO) to be resolved into discrete size classes in order to get an 
accurate solution. The number of discretised equations increases with the 
number of size classes employed, and hence the solution for MOC can be 
numerically expensive to solve (Costa et al., 2007), especially for multiple 
coordinate systems e.g. when coupled with three-dimensional CFD simulations. 
McGraw (1997) proposed an attractive method for solving the population 
balance, namely the quadrature method of moments (QMOM), which utilises 
quadrature theory to avoid the closure problem with standard MOM simulations. 
The QMOM by McGraw (1997) is based on the product difference algorithm 
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(PO) of Gordon (1968). Application of QMOM has been extended into 
aggregation, coagulation and breakage systems by Wright et al. (2001), Rosner 
and Pyykonen (2002), Fan et al. (2004) and Marchisio et aJ. (2003). However, 
the PO algorithm is not always the best approach for computing the quadrature 
points from the moments of the particle size distribution (e.g. Lambin and 
Gaspard, 1982) because for a large number of moments, the computation is 
sensitive to small errors (e .g . Gautschi, 1994). Therefore, the applicability of 
QMOM is limited to no more than six quadrature points (Gordon , 1968) and even 
fewer for more complex cases such as diffusion-controlled growth with 
secondary nucleation. 
Later, McGraw and Wright (2003) proposed a new method namely the Jacobian 
matrix transformation (JMT) method which avoids the use of the PD algorithm. 
This method is also based on the projection of the solution into the power 
moments, getting a set of equations for the evolution of the quadrature rule. The 
JMT method, however, still suffers from the problem of ill-conditioned, requiring 
the number of moments to be small (Oorao and Jakobsen 2006). The 
occurrence of singularities in the QMOM with PO or JMT is the consequence of 
using the power moments, thus making the ca lculation of population balance 
unfeasible for a higher number of moments and hence a higher number of 
quadrature pOints. Fan et al. (2004) proposed the direct quadrature method of 
moment (OQMOM) to avoid having to resort to the PO algorithm. The OQMOM 
defines a set of transport equations for the evolution of the quadrature rule in a 
simi lar manner to the JMT. The OQMOM can sti ll be ill-conditioned for a higher 
number of moments because of the intrinsic problem of finding the roots of high 
order polynomials (Press et al., 1992) . 
Recently, Alopaeus et aJ. (2006) proposed another solution , namely the fixed 
quadrature method of moment (FQMOM). This method exploits the zeros of 
orthogonal polynomials to find the quadrature points. Unlike the PO-QMOM 
which is restricted to an even number of moments (twice the number of the 
quadrature points), the FQMOM can be applied to any number of moments. The 
disadvantage of the FQMOM is that an optimized arbitrary constant must be 
established before it can be applied accurately for a specific problem. Finding 
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that optimised constant might be easy for simple cases where analytical solution 
is available, but can be difficult for more complex systems. 
This work focuses on the simulation of gas-liquid dispersion in stirred tanks, 
where the dominant processes involve bubble breakage and coalescence. It is 
necessary to couple the computational fluid dynamics and population balance 
model for an accurate prediction of the performance of an aerated stirred tanks . 
Most of the previous studies involving gas-liquid dispersion employed the 
method of classes for prediction of bubble dynamics (e.g. Laakkonen et al., 
2007a; Chen et al., 2004; Montante et al., 2008). The QMOM is a more efficient 
method than the MOC because it requires less computational effort and is also 
capable of providing an accurate prediction of the moments, with a relatively 
small number of quadrature points. In contrast, the MOC requires a large 
number of size classes for an accurate prediction, thus resulting in a significant 
increase in computational effort. For that reason , the QMOM has been chosen to 
solve the population balance equations throughout this work. A detailed 
description of the QMOM for a gas-liquid system is presented in chapter 5, 
where the method is coupled to an Eulerian-Eulerian two-phase CFO model of 
flow in stirred tank. 
Most of the currently available QMOM solutions are restricted to using a small 
number of moments. Although a small number of moments is enough to 
describe the particulate dynamics in simple cases, a larger number of moments 
might be required in other cases, especially when an inversion technique is 
applied to discover the particle size distribution. Oiemer and Ehrman (2005) for 
example needed at least ten moments of the distribution to obtain acceptable 
reconstructions of the complete particle size distribution. Therefore, a better 
solution technique for the population balance that is capable of solving for higher 
order moments is needed. This chapter describes the possibility of solving the 
PBE via QMOM without resorting to the PO algorithm. A new solution technique 
for the QMOM is proposed , based on the simultaneous solution of the moment 
equations and quadrature approximation as a differential-algebraic equation 
(OAE) system. The result from the OAE-QMOM method is compared with the 
solution from the PO algorithm, as well as with analytical solutions. 
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4.3 Population Balance Equation 
The dynamic population balance equation for a closed homogeneous system 
can be written with diameter as the internal coordinate as (Rod and Misek, 1982; 
Marchisio et al., 2003): 
on(L) = [b(L,,1)a(,1)n(,1)d,1+ L' (,6(([' -,1')"',A )n(([' + A' )''' )n(A)dA 
a' ,L • • 2 10 (L' _A')'" 
birth due to breakage ' 
mrth du t: 10 coalescencc or aggregation 
_ a(L)n(L) - n(L)(,6(L,A)n(A)dA + o(G(L)n(L)) +o(Lo, L)S 
'--v---' 0 oL ~
death due: to breakage ' • ' ''----v----' nuel alio 
dClllh dut" TO crulJcsccnccor aggregation growth t n 
(4.1 ) 
where p, a, G, S , b, Lo and 0 are the aggregation kernel, breakage kernel, growth 
rate, nucleation rate, the daughter particle size distribution , size of the nuclei and 
the dirac delta function , respectively, whereas both L and A are the particle 
characteristic length . The PBE in equation (4.1) can be further simplified using a 
moment transformation, where the J!/o moments of the distribution , !lk' is given 
by: 
J.1 , = r n(L)L'dL (4.2) 
Among the rnoments, only the lower order (Le. zeroth to third) are important 
because they are related to the physical description of the particle size 
distribution i.e, !lo related to the total number of particles, Jh related to particle 
diameter, J.12 related to particle surface area and P3 is related to particle volume. 
After the moment transformation the PBE of equation (4,1) is represented by the 
set of ODEs in terms of the moments (Hulburt and Katz, 1964; Randolph & 
Larson, 1988); 
dp, = r L' r a(A)b(L, A)n(A)dAdL +.!. r n(,1) r ,6(L,,1XL' + ,1' 1" n(L )dLd,1 
dl , ' ,2 . 
birth due t~ breakage birth due: to coalescc:nce or aggregation 
-r L'a(L)n(L)dL- r Lkn(L)r ,6(L,,1)n(A)d,1dL (4.3) 
, ' 
death due \0 breakage death due locoalcsccnccor aggregation 
+ rkL'-'G(L)n(L)dL +5(O,k)8 
o '----v--' 
, 'nucleation gro~th 
The moment equations represented by equation (4.3) are solvable for growth 
(except for size dependent growth problem) and nucleation problems using the 
standard method of moment technique, however it is not possible to solve the 
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breakage and coalescence terms due to the closure problem since the 
integrations cannot be written in term of the moments. Therefore, equation (4.3) 
needs to be transformed again into a quadrature method of moments 
formulation to eliminate the closure problem. The essence of the quadrature 
closure is to consider the number density n(L) as a general weight function and 
to approximate the integrals that appear during the transformation of the PBE to 
moment equations in terms of a set of abscissas and weights. The quadrature 
method of moment employs a quadrature approximation (McGraw, 1997): 
- N 
)1, = In(L )L' dL '" L w,L: for k = 0, 1,2, ... (4.4) 
o ;", 1 
where the Wi are the weights, L i are the abscissas and N is the number of 
quadrature points . This quadrature approximation is exact if the function in 
eq .(4.4) is a polynomial up to the order of 2N-1. After applying the quadrature 
rule the moment transformed PBE can be written as (Alopaeus et al., 2006 ): 
d)1 N I NN ( ) ") ( ) N 
- ' = L w,a(Li )b(k, L,)+ - L W, L w } L~ + L~ fJ Lp L} - L w,a(L, )L; d! ;==1 2 ;:::1 j =l ;=1 
, I , '---v------' 
birlh dlle I~ breakage birth due tocoa1csc~ncc or aggregation death due 10 breakage 
N N N 
- L w,L;L wj3(L" LJ + kL w,L;-IG(L,)+o(O,k)8 
(4.5) 
;::1 j==1 j : 1 '-----..---' 
nucleation 
death due 10 coalescence or aggregation growth 
Now the closure problem has been eliminated , and hence the PBE in equation 
(4.5) is solvable by means of the quadrature method of moment by following the 
evolution of IVi and Li , as well as )1, . The moments are non-linearly related to the 
weights and abscissas by eqs.(4.4). 
4.4 Numerical Techniques for QMOM 
QMOM calculations require integration of the ODEs eq.(4.5) for k = 0 .. . 2N-1 , 
alongside the non-linear algebraic eqs.(4.4). These equations may be 
numerically solved simultaneously as a set of DAEs. However, most of the 
QMOM solutions described in the literature were performed using the product 
difference algorithm of Gordon (1968) to solve eqs.(4.4). Solutions for the 
population balance equation via the PD-QMOM are well established for growth, 
nucleation, breakage and aggregation/coalescence . A variety of alternative 
methods are available to solve the QMOM, including FQMOM, JMT and 
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OQMOM (see section 4.2), however those techniques are not widely used. 
Therefore, the solution from the OAE-QMOM is only compared with the most 
common technique for QMOM, based on the PO algorithm. The first comparison 
is for a simplified case of diffusion-controlled growth only. 
4.4.1 DAE-QMOM 
The OAE method is an attractive alternative method for solving QMOM. The 
ODE equations (4.5) are generated from the moments equation while the 
algebraic equations (4.4) are obtained from the quadrature rule. The DAE-
QMOM method is illustrated in this section using a diffusion-controlled growth 
model assuming the nucleation, breakage and coalescence or aggregation rates 
are zero. In diffusion-controlled growth model the growth rate is given by: 
G(L)= Go 
L 
(4.6) 
where Go is a constant. The population balance equation written in the form of 
the quadrature approximation is given by: 
df.1, = kI G(L,(t))L,(t)' -' W,(t) 
dt , ~ , 
(4.7) 
For the case of N quadrature pOints, the DAE-QMOM method needs 2N 
moments ODEs and another 2N algebraic equations before it can be solved. The 
first 2N moments are generated using the equation (4.7), 
df.1o = 0 
dt 
df.1, Go Go Go 
-= - W1 +-W2 +",+-WN dl L, L, LN (4.8) 
_d:...)l",'N:...-..c' =(2N_ I{GO L;N-' W, + Go L;N-'W, + ... + Go L;:-2"'N) 
dt L, L, LN 
The other 2N algebraic equations are generated using the quadrature 
approximation given by equation (4.4). 
0 = "', + w, + ". + WN - f.1o 
0= w, L, + w,L, + .. . + WNLN - f.1, (4.9) 
O T'N-' L'N-' L'N-' = W["4 + W z 2 + ... + WN N - J1-1N-1 
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Finally, the problem is represented by 4N equations containing 4N unknown 
made-up from 2N moments, N weights and N abscissas. Equations (4.8) to (4.9) 
together represent a semi-explicit DAE system which can be solved using 
standard DAE solution techniques and software . In semi-explicit form a generic 
DAE can be written as: 
;(/)= l(x,z,I) 
0= g(x,z,t) 
(4.10) 
(4.11 ) 
where the x(t) contains the differential variables and Z(I) contains the algebraic 
variables. The ODE (equation (4-10)) for ,\'(1) depends on additional algebraic 
variables Z(I) and the solution is forced to satisfy the algebraic constraints 
(equation (4.11)) (Ascher and Petzold , 1998). In the case of QMOM x = luo, 1'" 
... , /11N-'] and Z = [wJ, WJ, ... , WN, L" L1, .. . , LN]' The semi-explicit system 
eqs. (4.12) and (4 .13) can be written as: 
lW(/,ji)y' = f(l,ji) (4 .12) 
where M is a mass matrix and y = (;), F = (~) . The mass matrix for the DAE in 
equations (4.10) and (4 .11) is given by: 
- (r M = 
o (4 .13) 
where I is the identity matrix of dimension 11, x 11, where 11.< is the number of 
differential states. MA TLAB is an efficient software tool for numerical 
computation and can be used readily for the solution of index 1 DAE problems of 
the type shown in eq.(4.12). The differential index of DAE is defined as the 
number of differentiations needed to transform the DAE into an explicit ODE. 
MATLAB can solve the DAE of index 1 via the ode15s or ode23t solvers 
(Sham pine and Reichelt, 1997). In this work, the ode 15s solver is employed to 
solve the DAE-QMOM. The ode15s is based on variant of the backward 
differentiation formula (BDF) called numerical differentiation formula (NDF) 
initially studied by Klopfenstein (1971) and Reiher (1978). According to 
Shampine and Reichelt (1997), many tactics adopted for ode 15s resemble those 
found in the well known codes such as LSODE (Hindmarsh, 1980) and VODE 
(Brown et al. , 1989). It was developed to integrate stiff ODEs of the form of 
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eq.(4.12). The simplified Newton method is also implemented in ode15s to 
perform a correction to the current iteration (to satisfy the algebraic constraints), 
thus solving the DAE system. The requirement for the solution of the DAE 
system is the existence of a feasible initial condition for Yo , that is, if there is a 
vector such that M(to,yo )y' = F(lo'Yo)' The ode15s is implemented to detect 
automatically the DAE system and then to perform an automatic computation of 
consistent initia l cond itions for a robust computation . The DAE system might 
lead to instability on the solution, especia lly when a more complicated function is 
considered e.g. involving the breakage and coalescence kernels. To overcome 
such a problem it is necessary to provide the analytical Jacobian matrix. The 
Jacobian of the DAE system is defined as follows: 
of, of, of, of, 
.. 
oXI ox, ox] OX'N 
Of, Of, Of, of, 
.. 
J = oXI ox, ox, OX' N (4.14) 
Of'N of'N Of'N Of'N 
.. 
oXI ox, ox, OX'N 
where Ji to hN are the RHS of the differential moment equations , hN+I to /4N are 
the RHS of the algebraic equations, XI to X2N represent the moments, X2N+1 to X3N 
are the weights and X3N+1 to X4N are the abscissas. The Jacobian matrix for a 
given equation system can be generated using the symbolic computation 
facilities in MATLAB. If for example, N = 2, for the diffusion-controlled growth 
only case, then the Jacobian matrix, ], becomes: 
0 0 0 0 0 0 0 0 
0 0 0 0 Go Go -Go -Go -,-wI - ,-w, LI L, LI L-, 
0 0 0 0 2Go 2Go 0 0 
J= 0 0 0 0 3GoLI 3GoL, 3GowI 3GowI (4 .15) 
-\ 0 0 0 0 0 
0 - \ 0 0 LI L, wI w2 
0 0 - \ 0 L' I L; 2wILI 2W2L2 
0 0 0 -I L] I L~ 3wIL; 3w, L; 
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The Jacobian matrix can be divided into three major blocks. The first block, l( I, 
I) to l(2N, 2N), contains the derivatives of the right hand sides of the moment 
equations with respect to the moments . This particular block will remain 
unchanged unless the LHS includes the moments . The second block, l(l , 2N+ I ) 
to l(2N, 4N), contains the derivatives of the RHS of the differential equations, 
with respect to the weights and abscissas. Therefore this block always changes 
whenever the mechanism change. The third block l(2N+ I, I) to l(4N, 4N) is 
derived from the algebraic equations . This block remains unchanged unless the 
number of quadrature points is altered . 
4,4.2 PD-QMOM 
The solution of the QMOM via the PD algorithm was first introduced by McGraw 
(1997) and has been further developed for aggregation and breakage by 
Marchisio et al. (2003). The PD algorithm is employed to ca lculate the weights 
and the abscissas from the moments in QMOM. The first step is the construction 
of a matrix P with components Pij starting from the moments. The components in 
the first column of matrix Pare: 
P , = 0" , ,. , i = 1, ... ;2N + 1 (4.16) 
where Oil is the Kronecker delta. The components in the second column of P 
are: 
Pi., = (- I) i-' Ji /_, , i = 1, ... ,2N + I (4. 17) 
The remaining components can be computed from an iterative equation as 
follows: 
j = 3, .. . ,2N + I and i = 1, ... ,2N + 2 - j (4.1 8) 
For example when N = 2 the matrix P becomes: 
I Jio Ji, 
, 
Ji, - Ji, 
, 
Ji3Ji , - Ji , 
0 
- Ji , - Ji, - Ji3 + Ji, Ji , 0 
P = 0 Ji , Ji3 0 0 (4.1 9) 
0 
-Ji3 0 0 0 
0 0 0 0 0 
The coefficients of the continued fraction (a / ) are generated by setting the first 
element equal to zero (a, = 0) and computing the others according to the 
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following recursive relationship: 
~.I+I . 2 2N a j = , I :::::: " . • , ~ .i ~ , i- I (4.20) 
A symmetric tridiagonal matrix is then obtained from sums and products of a,: 
j = 1, .. . ,2N - I (4.21 ) 
and 
j = 1, ... ,2N - 2 (4 .22) 
where 0 , and b, are the diagonal and subdiagonal of the Jacobi matrix. Once the 
tridiagonal matrix is determined the abscissas and weights can be found by 
calculating the eigenvalues and eigenvectors of the tridiagonal matrix. The 
eigenvalues represent the abscissas and the weights can be found from: 
(4.23) 
where uj l is the first component of the /' eigenvector. It should be noted that the 
elements of the eigenvectors should be normalised such that the norm of each 
eigenvector is 1.0. The eigenvalues and eigenvectors can be calculated 
numerically using the eig function in MATLAB. 
4.5 Validation of QMOM Algorithm 
The performance of the DAE-QMOM, is compared with the well-established PD-
QMOM method and with a number of analytical solutions. Six cases were tested , 
namely (i) diffusion-controlled growth (see section 4.4.1), (ii) constant growth 
and primary nucleation, (iii) power-law growth, (iv) breakage, (v) constant 
aggregation kernel and (vi) sum aggregation kernel. In each case, except for the 
power-law growth, the initial size distribution was: 
noeL) = 3L' No / ;... (4.24) 
Vo 
where No " 1 m·3 and Vo " 1 m3 or 0.001 m3. The particle size distribution in 
eq.(4-24) is chosen because it has an analytical solution available from 
literature. Unless otherwise stated , the relative tolerance is set at 10.12 and the 
absolute tolerance at 10.10 for all cases tested in this work for both DAE-QMOM 
and PD-QMOM. The relative tolerance represents the error applies to all 
components of the solution vector, whereas the absolute tolerance applies to 
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individual components of the solution vector. The eliminated error in each 
integration step err(i) for any state variable xi i ) in the solution vectors satisfies 
err(i) S max(ReITol*abs(x(i)), AbsTol(i)). A similar ODE solver (ode 15s) is 
employed for both DAE-QMOM and PD-QMOM. All solutions in this chapter 
were solved for three quadrature points (6 moments). The error of the predicted 
moment is calculated as follows: 
0/ ~analYtical - " calculated) I 00 
/ 0 error = X 
Jianalytical 
4.5.1 Growth and nucleation examples 
Case 1: Diffusion-controlled growth 
(4 .25) 
The moment equations for the diffusion-controlled growth have been described 
in a previous section 4.4 .1 (equations (4.6) to (4.8)). The initial distribution is 
given by equation (4 .24) with No " 1 m·3 , Vo " 1 m3 and Go " 0.01 m2/s. The 
zeroth moment is the number density of particles per unit volume and can be 
obtained by integrating the initial distribution in equation (4.24) from zero to 
infinity. For growth only case, f/fJ will remain constant. Exact solutions are 
available for zeroth and even moments only given by McGraw, (1997) as: 
f.1o ~ No ~ constant 
Ji, ~ 2GoJi,t + Jil (O) 
fl , ~ 4Gg flol 2 + 4Go fl , (0)/ + Ji4 (0) 
(4.26) 
(4 .27) 
(4.28) 
An analytical size distribution at any time I can be obtained from (Alopaeus et 
al., 2006): 
I7(L)~ 3No L~L2 - 2Gol exp( - (L' - 2Gotf') 
Vo Vo 
(4 .29) 
which then can be integrated numerically using the function quadl in Matlab to 
obtain the analytical solution for the odd moments. An analytical integration is 
not possible for equation (4.29) due to the presence of a discontinuity when 
L2 - 2GoI < O. Fig. 4-1 shows the plot of equation (4.29) at 1= 1 s. The equation 
(4-29) returns an imaginary value at L < ~2Gol which result in a discontinuity. A 
numerical integration via quadl function at very small tolerance (function 
tolerance 10-12 ) was employed to calculate the odd moments. The lower limit of 
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the quad/ integration was set at L = J2Gol, the point where the discontinuity 
started . 
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Figure 4-1 : Discontinuity of equation (4.29) at I = 1 s, upper right is the enlarged 
view of the discontinuity 
The moments for the diffusion-controlled growth were predicted remarkably well 
by both DAE and PO methods, with a small error (mostly less than 10.8, see Fig. 
4-2) for the z.eroth and even moments where the exact analytical solution is 
avai lable. There is no significant difference in the accuracy of the even moments 
predicted by the DAE-QMOM and PD-QMOM in this particular case except for a 
very small difference in the fourth moment. The error for the odd moments is 
significantly larger than for the even moments due to the fact that these are 
obtained from numerical integration of equation (4 .29) and not from the exact 
solution. Evolutions of the first six moments are shown in Fig. 4-3. Each moment 
in Fig. 4-3 is normalised with their initial value ( Jik., / Ji k.O ). In this case where 
only growth is considered, the particles number density (zeroth moment) remain 
unchanged . 
The DAE-QMOM and PD-QMOM were also tested to solve the diffusion-
controlled growth at a looser tolerance for ode15s (absolute tolerance = relative 
tolerance = 10.6) to further evaluate the robustness and accuracy of the 
proposed solution. Fig. 4-4 shows the relative error of the moment evolution 
from both DAE-QMOM and PD-QMOM. For the case of a looser tolerance, 
prediction of the moment evolution by DAE-QMOM and PD-QMOM did not 
112 
){ 10·" 
~O 
0 
0:1 I 
l 'I 
eeeeeeeeeeeeeaao 
I .Q. S ., 
0 
• • 
... 
0 20 40 60 80 100 
Time (s) 
J: 10.11 
4 
2 
, 
.,1 0 
x 10·' 
o 
~2 
20 40 60 80 100 
Time (5) 
~4 
0 000 000 
00 
0 
20 40 60 80 100 
Tim e (5) 
0 
• 
... 
-0.01 0 
It 10·] 
6 
5 
4 
0 
• J 
... 
2 
, 
, 
It 10-1 
4 
J 
0 
• 2 
... 
111 
20 40 
'0 80 100 TIme (5) 
~3 
I 
20 40 60 80 100 
Time (s) 
115 
20 40 60 80 100 
Time (5) 
Figure 4-2: The error in the moments evolution for diffusion-controlled growth of 
DAE-QMOM (continuous line) and PD-QMOM (circles) 
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Figure 4-4: Error of moment evolution for diffusion-controlled growth from DAE-
QMOM (continuous line) and PD-QMOM (circles) to the exact solution 
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change much except for the fourth moment which was already showing some 
difference even for the tight tolerance. The error in the fourth moment shows that 
the accuracy of moments prediction in this case depends only on the tolerance 
setting because the magnitude of errors reflect the absolute tolerance applied . 
Fig . 4-5 shows the evolution of the weights from OAE-QMOM and PD-QMOM at 
the looser tolerance setting . For the case of growth only problem the weights 
should be constant because there is no change in the particle number density. 
The individual weights are conserved perfectly by DAE-QMOM at looser 
tolerance, however a significant error is observed in the case of the PD-QMOM 
method. There is no problem of conserving the weights at tight tolerance setting 
for both DAE-QMOM and PD-QMOM and therefore the results for weights 
evolution at tight tolerance are not shown . Even for the looser tolerance, the total 
weights are well conserved even if the individual weights are not. In some cases 
when the individual weights are not conserved, some of the weights actually 
become zero and thus they no longer contribute to the PO solution . In such 
cases, the PO algorithm has a singularity problem and is therefore no longer 
capable of solving the QMOM . The conservation of individual weights in QMOM 
is important to ensure the solution is robust and accurate . The weights are a 
crude approximation of the actual particle size distribution . In the case of normal 
distribution the abscissa of the middle weight is simi lar to the mean diameter and 
the other two weights have a similar value (see Fig. 4-6). The individual weights 
in the QMOM methods represent a unique solution and therefore should be 
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conserved perfectly in the growth only problem. This numerical evaluation has 
clearly demonstrated the robustness and accuracy of the DAE method 
compared to the PD algorithm in solving the population balance equations. 
Case 2: Constant growth and primary nucleation 
The next level of complication is to include nucleation, so that the number 
density of particle (Po ) increases with time. The evolution of the zeroth moment 
for this case is given by: 
dP. = B 
dt • 
(4 .30) 
This particular case of constant growth rate, G, does not involve any closure 
problem and can be solved easily using the standard method of moments. The 
moments equation for this case for MOM is given as follows: 
dJI. = B 
dl • 
dp, = k Gp k ~ J 
dl '-I 
(4 .31 ) 
where in this case study Bo = 0.1 m·3s·1. The initial distribution is again given by 
equation (4.24) with No = 1 m·3, Vo = 1 m3 and G = 0.01 m/so The number of 
moments is not restricted for MOM and as many can be generated as are 
needed. A similar stiff ODE solver, ode15s from MATLAB was employed to 
solve the MOM for a proper comparison with the QMOM method . Furthermore , 
the analytical solution for this case can be derived easily and the first three 
moments are given as follows: 
P. (t) = Bol + Po (0) 
I ' 
P, (I )= GBo -+ Gpo (0)1 + p,(o) 2 
I ' I ' 
,u,(I) = 2G' B0"3 + 2 G' ,uo (0 ) 2 + 2Gp,(0)1 + p,(O) 
(4.32) 
The moments evolutions calculated using two different QMOM algorithms and 
the MOM are compared to the analytical solutions (equation (4.32)). Fig. 4-7 
shows very small errors in the moments evolution calculated using two different 
QMOM algorithms and MOM. In this particular case the errors of the PD-QMOM 
and DAE-QMOM appear to be at similar magnitude. Prediction of the MOM was 
also found to be at similar accuracy to both QMOM solutions. 
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Figure 4-7 : Comparison of error for the first six moments for primary nucleation 
and constant growth of DAE-QMOM (continuous line), PD-QMOM (circles) and 
MOM (triangles) compared with the analytical solution of eq .(4-32) 
Case 3: Power-law growth 
The power-law model is commonly applied for crysta llization growth and mass 
transfer related problems. In the case evaluated in this work, a power- law growth 
model with the following relations without the nucleation term is considered . 
where, 
b O.S'-p - 0.3'-p 
100(1 - p) 
(4.33) 
(4.34 ) 
and p = 0.5 or -0.5. The case studied here is similar to those evaluated by 
Alopaeus et al. (2007) which was chosen due to availability of analytical solution 
from Alopaeus et al. (2007). However, the initial distribution is assumed to be a 
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normal distribution with mean size of r = 0.5 m and a standard deviation 
IJ = 0.05 m instead of eq .(4.24) in Alopaeus et al. (2007) work. An analytical size 
distribution at any time t for this particular case of power-law growth is given by: 
I1(L)= r;:;- 1- ,~ exp - -- p , - -1 ( (1- )bt )P/(I-P) [ ((L1-P-(I- )bt),/(I-p) -r)'J 
V 2ffIJ L p 2IJ (4.35) 
where I and (J' are the initial mean diameter and standard deviation, 
respectively . A detailed derivation of the analytical solution for power-law growth 
is given in appendix A. Similar results were reported by Alopaeus et al. (2007) 
for eq .(4.24). The final analytical size distribution in equation (4.35) cannot be 
integrated analytically to obtain the exact moments due to a discontinuity in the 
function . However, equation (4.35) can be integrated numerica lly in MATLAB 
using the quadl solver to give an approximate value of the moments for 
comparison with the QMOM solution. The numerica l integration employed a tight 
absolute tolerance of 10-12 . The relative tolerance used in the ODE integrations 
is set to 10-12 for both cases (p = 0.5 and p = -0.5), however it was necessary to 
reduce the absolute tolerance to 10-8 because the ODE integrator failed to solve 
the problem at a tighter tolerance. 
The comparison of relative errors in the moment evolutions obtained using the 
DAE-QMOM and PD-QMOM methods for power law growth with p = 0.5 and 
p = -0.5 are presented in Figs . 4-8 and 4-9, respectively. In both cases the DAE-
QMOM described the moment evolutions with a significantly lower relative error 
in most of the moments . For a negative value of p, the smaller particles grow 
faster than the bigger ones causing the particle size distribution to evolve as a 
shock wave (Alopaeus et al., 2007), resulting in a major difficulty in conserving 
the individual weights (no nucleation in this case) generating the mUltiplicity 
problem in the solution from PO algorithm. Due to this singularity problem the 
correct solution cannot be found even for a tighter tolerance (see Fig. 4-10). As 
mentioned in the section for diffusion-controlled growth (section 4.5.1 ) the 
weights for a growth only problem should be perfectly conserved since there is 
no change in the total number of particles in the system. 
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Figure 4-8: The relative errors of the first six moments for power law growth at 
p = 0.5 of DAE-QMOM (continuous line) and PD-QMOM (circle) to the analytical 
solution 
The tests on using a loose (relative tolerance of 10-6 and absolute tolerance of 
10-6) and tight (relative tolerance of 10-12 and absolute tolerance of 10-8) 
tolerance setting were carried out to assess the robustness of the new solution 
method. Figs . 4-10 and 4-11 show that the PD-QMOM fails to conserve the 
weights at tight tolerance and is even worse for the looser tolerance setting . In 
contrast, the DAE-QMOM conserves the weights at both looser and tight 
tolerance settings. For p = -0.5 shown in Fig . 4-10 the PD-QMOM solution 
becomes worse as time increases. The moments are computed as a product 
between the weights and abscissas, thus any problem in predicting the weights 
could translate into an error in the moment calculation. The moments may be 
predicted fairly well even if the weights are not predicted correctly because the 
PD-QMOM counteracts the change in the weights by altering the abscissas and 
forcing the moments to obey the quadrature rule. However, ill-condition may 
occur when one or more weights become zero because they no longer 
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contribute to the PO solution and when this happen the PO-QMOM stops 
providing any solution. Thus it is important to get a correct prediction of the 
weights to maintain a robustness of the solution process. 
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Figure 4-9: The relative errors of the first six moments for power-law growth at p = -0.5 
of DAE-QMOM (continuous line) and PD-QMOM (circle) compared to the analytical 
solution 
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4.5.2 Aggregation kernel examples 
The next stage of complication is aggregation (coalescence) which leads to 
changes in both the particle size distribution and the number density of particles. 
Two different aggregation kernels were tested, namely the constant and sum 
kernel. The initial distribution employed for both aggregation kernels was given 
by equation (4.24) with No = 1 m·3 and Vo = 0.001 m3. 
Case 4: Constant aggregation kernel 
The constant aggregation kernel is given by: 
p(L ,A.)= 1 (4 .36) 
and in this case the breakage, growth and nUcleation terms are set to zero. The 
analytical solutions for the moments for this case 
following equation (Gelbard and Seinfeld, 1978): 
( J
'-«(. - I)I3) 
1-'. = 11" 2+N
a
;(L,A.)t 
can be obtained from the 
(4 .37) 
In Fig. 4-12 , the numerical solutions using the OAE-QMOM and PO-QMOM 
methods are compared to the analytical solution for the first six moments. In this 
case the errors of both OAE-QMOM and PO-QMOM are similar. The third 
moment which is related to the total particle volume appears to be conserved 
very well in this case, as shown in Fig. 4-13. Each of the moments in Fig. 4-13 
are normalised with their initial value (11 •. , / ha ). For aggregation only problem, 
the zeroth moment (representing the number of bubble per unit volume) is 
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Figure 4-12: Comparison of errors for the first six moments for constant 
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decreasing. The first moment, which represents the total particle diameter, the 
second moment, which is related to the total particle surface area are also 
decreasing due to aggregation. The total particle volume is represented by the 
third moment. For problems involving only aggregation and/or breakage, the 
third moment should be conserved, because there is no addition of new volume 
into the system. This is however not true for problems involving growth and/or 
nucleation, where the total volume of particle is changing. 
Case 5: Sum aggregation kernel 
The sum aggregation kernel (Melzak, 1953; Scott, 1968) is given by: 
P(L ,A)= (L3 +-1.3) (4 .38) 
For this case the analytical solution is only available for the zeroth moment 
which is given by: 
N - Novot Po = oe (4 .39) 
The third moment is also conserved in this case. The percentage error for the 
zeroth moment is significantly smaller in the case of the DAE-QMOM method 
than for the PD-QMOM as shown in Fig. 4-14. Result from the example showed 
very little difference in prediction accuracy for both PD-QMOM and DAE-QMOM 
for aggregation kernel. Although, there is a very small difference in the prediction 
for the zeroth moment, but the difference is too small (less than 10.6) to concern 
about and may not be significant considering the error for other moments is 
larger than 10.3 except for the JlJ which is perfectly conserved . 
. , 0 
o 50 100 
Time (s) 
Figure 4-14: Comparison of errors for the zeroth moment for sum aggregation 
kernel using the DAE-QMOM (continuous line) and PD-QMOM methods (circles) 
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4.5.3 Breakage kernel 
For the breakage case, the breakage kernel was assumed to be proportional to 
the particle volume: 
g(L) = [} (4.40) 
The uniform breakage function is assumed which gives uniform probabi lity of all 
fragment sizes: 
b(L J..) = 6L' 
, J..3 (4.41 ) 
The daughter particle distribution function, b(L,J.. ), determines the number and 
size of the daughter particle, L, after the breakage event of particle size A.. For 
the uniform breakage function, the binary breakage with similar particle size is 
assumed. 
x 10.10 
05
1 I 
0.1 
).10 ~ll 
is -t C eeeeeeeeeeeeeeel g 0.05 1 
; f 
• ,. 
• 
• -0.5 
0 50 100 0 50 100 
Time (s) Time (s) 
x 10.15 
1 
eeeee::eeeeeeeJ 
)12 
0: 1 is 
I 
-t g 
• ; I j '" 
-Il.os l 
• -Il.: 
0 50 100 0 50 100 
Time (s) T ime (s) 
0.3 0.6 
0.2 
).14 
0.4 
).15 
is is 
t 0.1 to 0.2 
• • 
'" i '" t\. Cl Cl 
-
-
-Il.1 -Il .2 
0 50 100 0 50 100 
Time (s) Time (s) 
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In this case the aggregation, growth and nucleation terms are set to zero . The 
initial particle distribution is given by equation (4.24) with No = 1 m"3 and Vo = 1 
m3. In this case the analytical solution at any time t is given by (e.g. Hounslow et 
al. 2001): 
(4.42) 
which then can be integrated analytically using the int function in MATLAB to 
obtain the exact moments. The analytical integration was performed with the 
limits from zero to infinity. As shown in Fig . 4-15 the errors from both the DAE-
QMOM and PD-QMOM in this case are small of order -0.1 % or less and similar. 
The third moment is also well conserved , as shown in Fig. 4-16 . The profi les for 
the evolution of the normalised moments for the breakage kernel (Fig. 4-16) are 
the reverse of those for the aggregation kernel in Fig. 4-13. For this breakage-
only problem, the first three moments increase steadily as the large particles 
break into smaller particles. It is clear from the test for breakage only case that 
there is nothing to choose between both the DAE-QMOM and PD-QMOM in this 
case since both method yielded similar accuracy. 
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4.6 Comparison of Computational Effort for PD-QMOM and 
DAE-QMOM 
Apart from the prediction accuracy, the performance of the newly introduced 
OMOM solution , DAE-OMOM, in terms of CPU time is also compared to the 
existing PD-OMOM method . The test was carried out by employing a similar 
ODE solver (ode15s) and tolerance (similar to those applied for cases 1 to 6) for 
both PO and DAE algorithms. The comparison of the CPU times for the various 
PBE solutions is shown in Table 4-1 . The DAE-OMOM is more than three times 
faster than the existing solution via PD-OMOM for constant aggregation and 
growth with a primary nucleation problems. For the breakage and diffusion-
controlled growth problems, the DAE-OMOM is shown to be at least twice as 
fast as the PD-OMOM. It is also interesting to note that the DAE-OMOM 
provides a slightly faster solution than the MOM for constant growth with primary 
nucleation. This test confirms that it is possible to speed-up the computational 
time of the PBE at least by two times with the new method . In the case of the 
power-law growth with p = -0.5 the solution time using the PD-QMOM appears to 
be faster than the DAE-OMOM method. However in this case the PO-OM OM 
method yields consistently larger errors than the DAE-OMOM and fails to 
conserve the weights even at tight tolerance setting. Therefore, the computation 
time of PD-QMOM in this test cannot be compared to the DAE-OMOM solution. 
For power-law growth with p = 0.5, the DAE-OMOM provides a slightly faster 
solution than the PD-OMOM, however in this particular case the difference is not 
very significant. 
Table 4-1: Comparison of the CPU time in second for different solution methods 
for the population balance equation 
PBE Oiffusion- Constant growth 
solution controlled and primary 
OAE 
PO 
MOM 
growth nucleation 
0.781 0.516 
1.375 1.703 
0.562 
Power-law 
growth 
p = 0.5 P = -0.5 
0.406 1.630 
0.435 Fails 
Aggregation 
- constant 
0.609 
3.188 
Breakage -
proportional 
to volume 
1.875 
3.547 
126 
_ __ _ _ _ J 
4.7 Summary 
A new QMOM method for solving the population balance equation was 
proposed, which solves simultaneously the differential equations for the 
moments and the system of nonlinear equations resulted from the quadrature 
approximation as a differential algebraic system. Solution from the proposed 
method is compared to the product difference based QMOM. Both methods 
have been validated against the analytical solution for growth, nucleation, 
breakage and coalescence. The results indicate that both methods are capable 
of predicting accurately the moment evolutions in all cases tested in this study. 
This validation exercise has confirmed a correct implementation of the 
population balance model. This can be used as a basis to implement the real 
breakage and coalescence kernels suitable for gas-liquid dispersions. 
The new numerical solution for QMOM via the DAE method has been 
demonstrated to be more robust and accurate than the PD algorithm in some 
cases , especially for growth only problems. The DAE-QMOM has a 
mathematically simpler formulation eliminating the additional complexity related 
to the product difference algorithm, providing a more robust solution framework. 
The only down side of the DAE-QMOM at present is the lack of an automatic 
Jacobian generator in the DAE solver. At present the Jacobian elements are 
computed symbolically in software like MATLAB or MAPLE and then included 
manually within the DAE-QMOM algorithm. However, the use of DAE solvers 
with automatic differentiation would make the DAE-QMOM much simpler to 
implement than the PD-QMOM. At present, commercial software like MATLAB 
can perform a symbolic computation but the DAE-QMOM implementation 
requires a simultaneous symbolic and numerical evaluation repeatedly and thus 
requires more complicated implementation in MATLAB at present. Apart from 
being able to provide a more accurate solution, the DAE-QMOM also provides a 
faster solution than both PD-QMOM and MOM for all cases evaluated in this 
work, assessed from the CPU times required to perform the calculation. 
It is necessary to solve the population balance simultaneously with the equation 
for the fluid flow to get a better description of the multiphase flow. The 
simultaneous modelling approach would require the DAE-QMOM to be 
implemented within the CFD software. However, currently the DAE-QMOM 
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cannot be implemented in commercial CFD software unless DAE solvers would 
become available within the CFD software. On the other hand, a well 
established PD-QMOM is capable of yielding similarly accurate predictions as 
DAE-QMOM for the breakage and coalescence problems. Implementation of the 
PD-QMOM is also quite straightforward in FLUENT, as it can be implemented as 
a user defined scalar utilising the available ODE solver. For these reasons, the 
PD-QMOM is employed for further development of population balance modelling 
of gas-liquid dispersion instead of the DAE-QMOM. 
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5 THREE-WAY COUPLING SIMULATION OF A GAS-
LIQUID STIRRED TANK USING A MULTI-
COMPARTMENT POPULATION BALANCE MODEL 
5.1 Overview 
This chapter discusses the development of a population balance model for gas-
liquid dispersion in stirred tanks. Theories related to multi phase simulation, 
multi-compartment population balance modelling (PBM), as well as the bubble 
breakage and coalescence kernel are outlined . At first, a single compartment 
PBM for gas-liquid dispersion is developed and tested . The single compartment 
model is then extended to a mUlti-compartment model for aerated stirred tanks 
simulation . Due to lack of experimental data , the local turbulent dissipation rate, 
the local gas hold-up and the inter-compartment gas fluxes were obtained from 
a gas-liquid CFD simulation. Results from the mUlti-compartment PBM are 
compared to the experimental data from Laakkonen et al. (2007a). In the 
following chapter, these methods will be extended to a fully coupled CFD-PBM 
simulation of gas-liquid mass transfer in a stirred vessel. 
5.2 Introduction 
Gas-liquid stirred tanks are often used in fine-chemicals manufacturing, and 
biochemical fermentations. Many efforts have been devoted to investigate the 
performance of aerated stirred tanks experimentally (e.g. Lu and Ju, 1987; 
Bakker et al., 1994a; Barigou and Greaves, 1992; Morud and Hjertager, 1996; 
Laakkonen et al., 2005b; Deen, 2001; Aubin et al., 2004b; Montante et al., 
2007) or via numerical simulation (e.g. Morud and Hjertager, 1996; Deen, 2001; 
Khopkar and Ranade, 2006; Sun et al., 2005; Wang et aI., 2006; Scargiali et al., 
2007; Zhang et al., 2008; Lane et al., 2005; Kerdouss et al., 2006; Venneker et 
a/., 2002; Laakkonen et a/. , 2006a, 2006b, 2007a, 2007b; and Moilanen et a/., 
2008). A detailed review of the measurement techniques commonly employed 
for gas-liquid stirred tank is outlined previously in chapter 2. However, a 
comprehensive method for modelling aerated stirred tanks has not yet been 
fully established due to the fluid dynamics complexity of the turbulent gas-liquid 
flow which is further complicated by bubble coalescence and break-up events. 
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Figure 5-1 : Illustration of phase coupling in gas-liquid modelling 
Fig . 5-1 illustrates the various ways of phase coupling usually considered for 
gas-liquid modelling . Earlier work on aerated stirred tanks modelling was carried 
out using a one-way coupling method. In a one-way coupling simulation, it is 
assumed that the gas phase motion is affected by the liquid flow, but not vice-
versa; a simulation of the single phase flow is carried out first until convergence 
is reached , and then the bubble motion is tracked later using the calculated 
liquid flow field (see Fig. 5-1). Some of the earlier work of this kind was by 
Bakker and Van den Akker (1994a) who employed the impeller boundary 
condition method to model the impeller motion. Models for bubble break-up and 
coalescence were also incorporated using a population density method. It is 
possible to obtain a bubble mean diameter using a population density method, 
but not the bubble size distribution. They managed to obtain a fair agreement 
with experimental data on bubble size and gas hold-up. The most advanced 
one-way coupling simulation to have been performed so far may be the one 
reported by Venneker et al. (2002), which solved the population balance using 
the liquid flow-field from a single phase simulation. They reported a good 
prediction of gas hold-up, but the bubble size prediction was not reported . 
However, simulation using one-way coupling is not thought to be an appropriate 
method, as the gas-liquid interactions and the liquid aeration height are not 
considered . Therefore, such a modelling approach may not be applicable when 
the aeration height is not known, thus limiting its application as a design tool. 
Most of the published works related to gas-liquid stirred tank simulation were 
performed using two-way coupling simulations (via the Eulerian-Eulerian 
method) using an assumed constant bubble size throughout the tank (e.g. 
Khopkar and Ranade, 2006; Sun et al. , 2005; Wang et al., 2006; Morud and 
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Hjertager, 1996; Deen et al., 2002; Scargiali et al., 2007). In this method flows 
from both phases contribute to the gas-liquid dispersion inside the tank (see 
Fig . 5-1). The bubble-bubble interactions and breakage events are not 
considered in this method and hence was deemed not good for gas-liquid 
stirred tank simulations, where in general the bubble size can be non-uniform in 
space. 
Alternatively, the bubble-bubble interaction may be considered in a separate 
population balance model using the flow field information (flow rate, & and ag ) 
obtained from a two-way coupling simulation i.e. mUlti-compartment modelling . 
For the mUlti-compartment modelling , the whole tank volume has to be divided 
into several smaller well-mixed compartments . The gas hold-up, & and ag for 
each compartment is assumed to be constant and are taken as a volume 
average value in each compartment from the CFD simulation . This method 
called a three-way coupling (see Fig . 5-1) will allow prediction of local bubble 
size . However the effect of the local bubble size on the gas-liquid fiow field is 
not taken into account. There are many papers published concerning multi-
compartment simulations (e.g. Zahradnik et al. (2001); Hristov et al., 2001 ; 
Alves et al., 2002; Alopaeus et al., 1999) but in most cases the inter-
compartment fiow field is not obtained from two-way coupled CFD simulations. 
In the case where the flow field is obtained from experimental measurements, 
the mUlti-compartment model can be considered as a four-way coupling 
because the measured flow field was already affected by the local bubble size. 
In some cases, e.g. Alves et al. (2002) and Alopaeus et al. (1999), the fiow field 
was obtained using a simple correlation assuming the velocity magnitude during 
aeration is -30% less than for the single phase flow whereas the turbulent 
dissipation rate was obtained from the power number. Such a model cannot be 
considered as a proper three-way coupling simulation . Laakkonen et al. (2006a; 
2006b, 2007a) has performed a three-way coupling simulation utilising the PBM 
via the method of classes and they reported a good prediction of the local 
bubble size. However, no previous three-way coupling stirred tank simulations 
have been performed using the QMOM and this is the objective of this chapter. 
Four-way coupling simulation considers all the two-way coupling, bubble-bubble 
interaction and effect of the local bubble size on the two-phase fiow field (see 
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Fig. 5-1). The only possible way of performing the four-way coupling simulation 
is by implementing the PBM within the CFD code. Simulation using a four-way 
coupling will be discussed in the next chapter 6. 
The first part of this chapter focuses on the development and validation of a 
single compartment population balance model based on the quadrature method 
of moments (QMOM) for a system involving bubble break-up and coalescence. 
A sensitivity study concerning the number of quadrature approximation points 
used for QMOM and their effect on the prediction accuracy is evaluated . The 
effects of the turbulence dissipation rate , gas hold-up and the initial bubble size 
on the final bubble size are also studied. In the second part of the work the 
single compartment is extended to a mUlti-compartment model for simulation of 
gas-liquid stirred tanks. The exchange flows between compartments, the local 
gas hold-up and the local energy dissipation rates are estimated from sepa rate 
Eulerian-Eulerian CFD calculations conducted assuming a uniform bubble size. 
Results from the mUlti-compartment model are then compared with the 
experimental measurements of Laakkonen et al. (2007a). 
5.3 CFD Approach for Gas-Liquid Stirred Tanks 
5.3.1 CFD modelling of two-phase flow 
The Eulerian-Eulerian approach is employed for gas-liquid stirred tanks 
simulation in this work, whereby the continuous and disperse phases are 
considered as interpenetrating media, identified by their loca l volume fractions . 
The derivation of the conservation equations by ensemble-averaging the local 
instantaneous balance for each phase was first proposed by Anderson and 
Jackson (1967) . The volume fractions sum to unity and are governed by the 
following continuity equations: 
~(a,p,)+ \l . (a,p,u,) = 0 
at (5.1 ) 
where a, is the liquid volume fraction, PI is the density, and u, is the velocity of 
the liquid phase. The mass transferred between phases is negligibly small and 
hence is not included in the right hand-side of eq .(S.1). A similar equation is 
solved for the volume fraction of the gas phase by replacing the subscript I with 
g for gas. It has to be noted that the form shown in eq.(5.1) is only applicable 
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when Favre' averaging is applied . A brief review about different averaging 
methods for the continuity and momentum equations in two-phase flow is given 
by e.g, Lane et al. (2002) and Scargiali et al. (2007). According to Lane et al. 
(2002) the precise form of eq .(5.1) can vary depending on the averaging 
method applied . For instance, Favre averaging which is used by FLUENT is 
density-weighted whereas Reynolds ave raging which is applied by other CFD 
code i.e. CFX employs a time-averaging method. Favre averaging method 
yields a more exact form with no additional turbulent dispersion term introduced 
in the continuity equation, whereas Reynolds averaging needs an additional 
term in the continuity equation for turbulent dispersion . The momentum balance 
for the liquid phase is: 
:, (a,p,u,) + V ' (a,p,u,u,) = -a, V P + V ,¥, + F;, + a,p,g + F;lf<,' + F,m ., (5,2) 
where ¥, is the liquid phase stress-strain tensor, F;lf<.1 is a lift force, g is the 
acceleration due to gravity, F,,,,.., is the virtual mass force and a similar equation 
is solved for the gas phase. F" is the interaction force per unit volume of 
mixture between phases due to drag. As pointed out by Scargiali et al. (2007) 
the effects of the virtual mass and lift forces are almost negligible, despite a 
significant increase in computational expenses and convergence difficulties. 
Scargiali et al. (2007) found a minimal increase of the overall gas hOld-up from 
4.36% to 4.60% and from 4.36% to 4.67%, by adding the effects of virtual mass 
and lift force, respectively. They concluded that the effect of the drag force 
largely predominates in aerated stirred tanks. The virtual mass and lift force 
were also omitted by many previous studies, e.g. Bakker and Van Den Akker, 
1994a; Morud and Hjertager, 1996; Lane et al., 2002; Kerdouss et al., 2006. It 
was therefore decided not to include the effects of the virtual mass and lift force 
in this work. Hence, F;, is represented by a simple interaction term for the drag 
force, given by: 
~, = 
3a.a,p,CD lu. -u,l(u. - u,) 
4db 
where CD is the drag coefficient and db is the Sauter mean bubble diameter. 
(5.3) 
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The drag model employed has a significant effect on the flow field of the 
aerated flow, as it is related directly to the bubble terminal rise velocity. In this 
chapter the standard FLUENT drag model of Schiller and Naumann (1935) is 
used. 
( 24 ( 0.681 ) 0 J Co= max - 1+ O.ISReb , .44 Reb (5.4 ) 
where Reb = p u,lipdb / J1 is the bubble Reynolds number. The slip velocity, U,/ip , is 
given by: 
(5.5) 
The Schiller and Naumann drag model is best suited for a spherical bubble, i.e. 
in air-water for a bubble with a diameter smaller than 3 mm. This is considered 
appropriate since a uniform bubble size of 2 mm is employed throughout the 
simulation in this chapter. Previous experimental measurement by Laakkonen 
et al. (2005b) and (2007a) reported bubbles size from 1 mm near the impeller 
vicinity to 3 mm in the bulk region for the same tank. For that reason, a uniform 
bubble diameter of 2 mm was chosen as an approximate average bubble size in 
the tank. Simulations using a more comprehensive drag model will be 
presented and discussed in the four-way coupling CFD-PBM simulation in the 
next chapter 6. 
5.3.2 Modelling of turbulence 
The turbulence modelling uses the two-phase realizable k-& model, in which 
both k and & are allowed to have different values for each phase. The transport 
equations for the two-phase k-e model are given in the Fluent manual (2005) 
and the standard values (similar to the one in section 3.4.2) of the model 
parameters have been applied . The realizable k-e is considered to be a better 
model than the standard k-e for stirred tank flows (Fluent, 2005), as it better 
accounts for flow features such as strong streamline curvature , vortices and 
rotation . A detailed comparison of the performance of the realizable k-e and the 
standard k-e model in predicting the single phase fluid flow in a stirred tank has 
been presented previously in section 3.5. Both the realizable k-e and the 
standard k-e model predict the mean flow field excellently, but the realizable k-e 
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give a slightly better prediction of the turbulence quantities than the standard k-e 
model. The realizable k-e differs from the standard k-e model in two important 
ways: first it has a new formulation of the turbulent viscosity and second it 
employs a new transport equation for the dissipation rate incorporating different 
model constants. Details about this model are given in section 3.4.2. 
5.3.3 Modelling of bubble breakage and coalescence 
The QMOM is employed to solve the PBM and predict the evolution of the 
moments of the bubble size distribution. For breakage and coalescence only, 
the QMOM equation for the klh moment of a single well-mixed system is given 
by: 
d,u N I NN ( )k1' ( ) 
- ' = L: w,a(L,)b(k,L,l+ - L: w, L: Wj L~ + L~ fJ L" Lj 
dt ;:\ 2 j ",, ! i=:.! 
. . ~. ----~--~--------~ 
birth due to breakage binh due 10 ~oa lcs<:cncc: 
N N N 
- L: w,a(L,)L; - L: w,L;L: wjfJ(L" LJ 
(5 .6) 
~ ~i:_I __ ~J_'= l~ ____ ~ 
dcn/I! c/U('/O brcak1lgc dcalh due 10 co.l/csccncc 
where fJ(L" Lj)' aCL,) and b(k, L,) are the coalescence kernel , breakage kernel 
and daughter bubble distribution function , respectively. Full details of the 
QMOM are elaborated in section 4.3. In this implementation, the solution for the 
weights (w) and abscissas (L) from the moments was obtained using the 
product difference algorithm (see section 4.4.2) of Gardon (1968). 
There are many breakage and coalescence kernels available for bubbly flow, 
but they are essentially written in a similar form, except far some minor 
differences in the model constants or assumptions . The Prince and Blanch 
(1990) model is commonly applied and has been shown to give a good 
prediction of bubble sizes in bubble columns (e.g . Shimizu et al. , 2000; Podila et 
al., 2007). Some researchers (e.g. Chen et al. , 2005; Bordel et al., 2006; Podila 
et al., 2007) made a comparison of the prediction of various kernels 
combinations including those proposed by Prince and Blanch (1990), Luo and 
Svendsen (1996), Luo (1993), Chesters (1991), Martinez-Bazan et al. (1999) 
and Lehr et al. (2002). Their findings suggest that there is no great difference 
between the mean velocities, gas hold-up and bubble Sauter mean diameter 
predicted by using different kernels although, there are some differences in the 
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predicted bubble size distribution. The Luo and Svendsen (1996) breakup 
kernel was found to generate excessively small and large bubbles, due to its U-
shaped daughter bubble distribution function (Podila et al., 2007). Podila et al. 
also pointed out the problem of the Luo (1993) coalescence kernel, which tends 
to yield large bubbles due to its high coalescence rates. Laakkonen et al. 
(2007a) and Moilanen et al. (2008) employed a modified version of Prince and 
Blanch's (1990) model for their work on gas-liquid stirred tanks, and they 
reported good agreement with experimental measurements in stirred tanks with 
operating volumes of 14L and 200L and aeration numbers ranging from 0.001 
to 0.039. Laakkonen et al. (2007a) compared the prediction of two different 
kernels i.e . Lehr et al. (2002) and a modified version of the Prince and Blanch 
models. Their findings suggest that Lehr's model tends to under-predict the 
local bubble size in gas-liquid stirred tanks, even though it has been reported to 
produce an excellent prediction for bubble columns (Lehr et al., 2002). Based 
on these previous studies, the original Prince and Blanch (1990) model has 
been employed to predict the bubble dynamics in this work. 
Coalescence kernel 
The bubble coalescence kernel, P(L" LJ is given as a product of the collision 
frequency m(L" Lj ) and the bubble collision efficiency A(L"LJ (Prince and 
Blanch, 1990). 
(5.7) 
Bubble collisions may occur due to a variety of mechanisms, e.g. Prince and 
Blanch (1990) consider collisions arising from turbulence, buoyancy and laminar 
shear. In turbulent flow, bubble collisions are driven mainly by random motion of 
bubbles due to turbulent eddies. Bubbles of different sizes also have different 
rise velocities which may lead to collision . Furthermore there is also a possibility 
for bubbles from a high liquid velocity region to collide with bubbles in slower 
section of the velocity field , especially when there is a large velocity gradient in 
the mean flow. Thus, the bubble collision frequency for a Newtonian fluid can be 
modelled following the approach proposed by Prince and Blanch (1990): 
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w(L" LJ= n{ ~+1 J' [U ,2 (L,) +U; (q j" , +~( ~+1 J\dL,) - U~ (L)1 (5,8) 
(!lrh~I'el/l boll)~mcy 
where u, (L i) is the turbulent velocity in the inertial range of isotropic turbulence 
(Rotta, 1972) 
LI , (L,) = 1 046" 3 L~IJ (5.9) 
and Uoo (L,) is the rise velocity of bubble given as a function of bubble size (e.g . 
using the method by Cliff et al., 1978). 
( )
0.5 
u~ (L, )= 2. 14~+ O.505gLi 
p,Li 
(5.10) 
The laminar shear effect is not included in this work as it is not significant for a 
Newtonian fluid operating within the fully turbulent regime . This work deals with 
an air-water system in stirred tank with Reynolds number of 85856 and gas 
superficial velocity of 0.3 cm/so The effect of laminar shear was also found to be 
insignificant by Alexiadis et al. (2004) who performed a CFD-PBM of gas-stirred 
ladle with superficial velocities ranging from 8.5 to 50 .5 cm/so 
The bubble collision efficiency, A\L" Lj ) , is the probability of coalescence during 
a bubble-bubble collision between sizes Li and Lj . According to Prince and 
Blanch (1990), coalescence of two bubbles in turbulent flows occurs in three 
steps which is collision, film drainin9 and film rupture . First, bubbles collide and 
a small amount of liquid film separating the bubbles is trapped between the 
bubble boundaries. The liquid then drains until the liquid film separating the 
bubbles reaches the critical thickness and finally the film rupture occurs 
resulting in coalescence. The first step involves the bubble collisions which 
means the coalescence mechanism is very much dependent on the collision 
rate . However , not all bubbles collision lead to bubble coalescence and the 
collision efficiency must be known to determine whether a given collision will 
result in coalescence . Coalescence only occurs if two bubbles remain in contact 
for a sufficient period of time for the liquid film between them to thin to the 
critical thickness necessary for rupture (Prince and Blanch, 1990). For Prince 
and Blanch's model, the bubble collision efficiency is given as a function of film 
drainage and bubble-bubble contact times: 
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( ) _ . ( - In(h,lh/ ),J(LijI 2Y Pf l 160" J A Li, L) - exp (r'" III Lij 12 1& (5.11 ) 
where Lij = 2(1/ Li + I1 L})-' , ho is the initial film thickness and hi is the final 
thickness at which the film rupture occur. A value of 10-4 m for ho and a va lue of 
10.8 m for hj from Prince and Blanch (1990) was used throughout this work. 
Breakage kernel 
Prince and Blanch (1990) considered the bubble break-up to be caused by 
collisions with turbulent eddies of sizes equal to, or smaller than, the bubble 
size. They argued that eddies smaller than 0.2 times the bubble diameter are 
unlikely to contribute significantly to the overall break-up rate and set the lower 
limit of the effective turbulent eddies as 0 .2L. Further discussion regarding the 
va lidity of this assumption is given in section 6.4.4. They considered only eddies 
having a ve locity larger than the critical velocity, Ue! , where the disrupti ve force 
due to the momentum of the eddy and the cohesive force due to surface tension 
balance each other. The break-up rate is given as a product of the collision rate 
of bubbles with turbulent eddies, B", and the break-up efficiency, K,. According 
to Prince and Blanch (1990), the bubble break-up rate is given by the 
expression: 
(5.12) 
The collision rate of bubbles with turbulent eddies is given by Kennard (1938): 
e" = n, n, S,' (u, (Lf)' + u, (L,l')' (5. 13) 
where ni, n, and S" are the number of bubbles per unit volume, number of 
eddies per unit volume and collision cross-sectional area, respective ly. The 
u, CL,) is the turbulent velocity in the inertial range of isotropic turbulence given 
by eq .(5.9); and the eddy velocity, u, CL, ) , of eddy size Le is also calculated from 
eq.(5.9). The eddy size may be expressed using Kolmogorov's (1941) theory of 
isotropic turbulence as L, = (vi le )'14 . 
The break-up efficiency, K" is given by (Kennard, 1938; Prince and Blanch, 
1990): 
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(5.14) 
where the lid is the critical eddy velocity necessary to break a bubble of 
diameter L;, given by Shimizu et al. (2000). 
u
c
;= ~ ( J
o., 
L,p, 
(5.15) 
Prince and Blanch's (1990) break-up model does not include the daughter 
bubble size distribution. In OMOM, the daughter bubble distribution function , 
b(k, L,J. determines the corresponding moments of the daughter particles L, 
formed after any breakage event. Here, a uniform breakage function was 
selected with binary breakage to form similar particle sizes. 
b{k,£ )= L,_6_ 
, 'k+3 (5.16) 
There is a high possibility of non-binary breakage for liquid-liquid systems 
where the internal viscosity of the dispersed phase can lead to multiple 
daughter drops (Andersson and Andersson , 2006) . However, the assumption of 
binary break-up is considered valid for bubbles, since the air viscosity is low and 
thus the bubbles cannot form an extremely elongated shape (e .g. as for liquid-
liquid drops) which favours a non-binary breakage. Furthermore, a recent study 
by Andersson and Andersson (2006) revealed that more than 95% of bubble 
break-ups involved binary breakage. 
5.4 Gas-liquid Modelling via QMOM for a Single Compartment 
The validation tests in section 4.5 show the OMOM algorithm works well for 
aggregation, breakage, growth and nucleation problems. However, the 
algorithm has not yet been tested for a real problem involving a gas-liquid 
problem with bubble coalescence and break-up occur simultaneously. It is 
necessary to test the OMOM algorithm with real coalescence and break-up 
kernels for gas-liquid dispersion before further development can be initiated. In 
this section, a sensitivity study for a QMOM to different numbers of quadrature 
approximation is performed besides studying the response of developed model 
to the changes in gas hold-up, turbulence dissipation rate and initial bubble 
size. 
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A multiphase flow in a bubble column with a superficial gas velocity of 0.12 mfs 
from Degaleesan (1997) was considered for the single compartment simulation . 
Gas is sparged into the column through a perforated plate with 0.33 mm 
diameter holes. The bubble column has a cylindrical shape with diameter of 
0.19 m. Degaleesan (1997) observed an overall gas hold-up about 29% (the 
initial water level was 0.96 m and the aerated water level is 1.24 m) and the 
mean turbulence dissipation rate may be roughly estimated equal to gvg = 1.18 
m2fs3 
Table 5-1: Comparison of QMOM resu lts obtained for different quadrature 
points, N, for e = 1.18 m2fs3, Lognormal distribution parameter (d",ea" initial = 5 
mm, ad = 0.2) 
N 2 3 4 5 Pohorecki Wilkinson 
Initial L; (cm) 0.393 0.352 0.324 0.303 
0.588 0.500 0.448 0.411 
0.71 0 0.605 0.542 
0.836 0.714 
0.969 
Initial W; (n /cm3 ) 2.516 1.342 0 .685 0.350 
1.374 2.315 2.358 1.965 
0.233 0.822 1.410 
0.025 0.164 
0.002 
dJ2 (cm) 0.410 0.413 0.412 0.412 0.36 0.44 
CPU time (5) 4.20 16.30 46.87 102.86 
% excess time 0.00% 287.70% 1014.66% 2346.39% 
compare to N = 2 
% relative error 0.54% 0.24% 0.01 % 0.00% 
compare to N = 5 
In this case , a single compartment population balance model is employed 
assuming a steady-state, well-mixed and homogeneous system. Both bubble 
break-up and coalescence were modelled using the Prince and Blanch (1990) 
model. The initial bubble size distribution was assumed to be lognormal with 
geometric mean diameter 5 mm and standard deviation of 0.2. The gas in flow 
and out flow from the compartment was omitted in this particular case because 
the main objective of this section was to test the response of developed model 
to the changes in gas hold-up, turbulence dissipation rate and initial bubble 
size. The PD-QMOM is employed to solve the simultaneous bubble break-up 
and coalescence problem in this bubble column. The ODE integrations were 
conducted by setting both the relative and the absolute tolerances equal to 10·S. 
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All solutions presented in this chapter were solved using the ode 113 integrator 
in MATLAB. The maximum simulation time was set to I = 30 s because a 
steady-state moment evolution can be achieved in less than 1 s (see Fig. 5-3). 
Correlations to estimate the mean bubble size are often related to liquid surface 
tension (a), liquid density (PI ), liquid viscosity (PI) and gas superficial velocity 
(v,g). Some correlations include the gas density (Pg) and gravity (g) as well , such 
as the one proposed by Wilkinson (1991) : 
d = 3g-0.44 0-°.34 " o.12 p -O."p-O.1l v-O·02 32 rl I g q (5.17) 
Another correlation for bubble size was proposed by Pohorecki et al. (2005): 
d = 0 2890-°.442 ,,-O.04'p-O.m V-O I24 (5 .18) 
32· rl I sg 
Both correlations work with S.1. unit and give similar mean bubble sizes, i.e. 4.4 
mm for Wilkinson and 3.6 mm for Pohorecki. The PBM equations were solved 
using a different number of quadrature approximation ranging from two to five. 
Table 5-1 shows the predicted and calculated bubble Sauter mean diameter, 
d32 , for the bubble column. The PBM predictions are in fair agreement with the 
values calculated from the correlations of Wilkinson (1990) and Pohorecki et al. 
(2005) in equation (5.17) and (5.18), respectively. The predicted bubble size 
also did not vary significantly with the number of quadrature points used. 
Marchisio et al. (2003) also has evaluated the effect of quadrature points on the 
global error, and they concluded that a higher number of quadrature 
approximation decreases the overall error. However, they also noted that higher 
number of quadrature approximation does not always reduce the prediction 
error in certain aggregation and breakage problems. Marchisio et al. (2003) also 
found that there was no significant gain in QMOM prediction accuracy beyond 
three quadrature points. A similar conclusion can also be drawn from the result 
in Table 5-1, where the prediction of d 32 from two and five quadrature points did 
not differ appreciably. It is also interesting to note that calculations for greater 
number of quadrature points (i.e. 5) require significantly higher computational 
effort, (more than 2000% compared to those with only two quadrature points), 
but produce less than 0.6% gain in prediction accuracy. Consequently, it was 
not considered necessary to solve the QMOM with higher number of quadrature 
points (i.e. more than 3) because the gain in accuracy is almost insignificant. 
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Table 5-2: Comparison of QMOM result obtained at different d",,,,,, initial, l: and ag 
for three quadrature points 
Case 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 
Initial L, (cm) 0.155 0.352 0.155 0.352 0.155 0.352 0.155 0.352 
0.220 0.500 0 .220 0.500 0.220 0.500 0.220 0.500 
0.312 0.710 0 .312 0.710 0.312 0.710 0.312 0.710 
Initial lV, (n /cm3 ) 15.752 1.342 15.752 1.342 8.879 0.756 8.879 0.756 
27.182 2.315 27.182 2.315 15.321 1.305 15.321 1.305 
2.731 0.233 2 .731 0.233 1.539 0.131 1.539 0.131 
c (m'/s3) 1.18 1.18 2.4 2.4 1.18 1.18 2.4 2.4 
ag 0.23 0.23 0.23 0.23 0.11 0.11 0.11 0.11 
dn"nn initial (cm) 0.22 0.5 0.22 0.5 0.22 0.5 0.22 0.5 
d31 (cm) 0.41 0.41 0.30 0.30 0.37 0.37 0.26 0.26 
CPU time (s) 16.54 16.30 26.15 25.68 12.96 13.13 21 .23 21.21 
Apart from the previous test, some runs using a higher turbu lence dissipation 
rate (2.4 m2/s3), smaller initial bubble size (2 .2 mm) and lower gas hold-up have 
also been carried out to test the algorithm for any possible dependencies on 
those three variables . In these tests the PD-QMOM with three quadrature points 
was employed . Results for these runs are shown in Table 5-2 . As expected a 
higher turbulence dissipation rate promotes a breakage dominated mechanism 
thus results in a smaller mean bubble size. Another important feature of gas-
liquid dispersion is that the steady-state bubble size should not depend on the 
initial size distribution, and should only depend on the turbulence dissipation 
rate and gas hold-up. Results from the test in Table 5-2 (see cases 5.1 and 5.2) 
are in good agreement with this theoretical framework. It can be seen that the 
final bubble size for different initial bubble size converged to the exactly similar 
value (compare cases 5.1 and 5.2 or 5.3 and 5.4 or 5.5 and 5.6 or 5.7 and 5.8 
in Table 5-2) . 
The gas hold-up was reduced by half from 0.23 to 0.11 to evaluate the effect of 
this variable on the final bubble size (runs 5.5 to 5.8 in Table 5-2). The 
turbulence dissipation rate was set similar to the previous test (1 .18 m2/s3 ) to 
enable a proper comparison. By definition the sum of the QMOM weigh ts is 
equivalent to the number of bubbles per unit volume. Assuming a spherical 
bubble, volume of gas, Vg, from the abscissas and weights may be estimated 
from , 
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(5 .19) 
where Vr is the total dispersion volume. The gas volume in the whole system 
may also be obtained from, 
V -a V g ,system - g T 
The third moment Ji3 is related to ag by the following relation : 
"I ] :r 
a. = ~ -6 1CW,L, = -6 p ] 
",,,I 
(5.20) 
(5.21 ) 
Assuming an initial lognormal bubble distribution with mean bubble size of 2.2 
mm and standard deviation of 0.2, the initial bubble size distribution as shown in 
Fig . 5-2 (continuous line) may be obtained . The moments can be obtained from 
the following equations: 
Pk = exp(kp + k'u' / 2) (5.22) 
where Jik. k, p and u are the moments, order of moments, arithmetic mean and 
arithmetic standard deviation , respectively. The moments are then used to 
obtain a set of abscissas and weights (see Fig . 5-2 bar plot) using the PO 
algorithm (see section 4.4.2). However, the initial weights obtained from 
log normal distribution are normalised so that Po = LW' = 1, and thus have to be 
adjusted to match the gas hold-up using both equations (5.19) and (5.20) 
because the PBM calculations need f.J{j equal to number of bubbles per unit 
volume of dispersion. Example of the weights adjustment may be better 
appreciated by looking at Table 5-3. After adjustment the gas volume obtained 
from the moments match exactly the value calculated from the gas hold-up. The 
same method was applied for all PBM calculations in this chapter. 
Table 5-3: Scaling the QMOM weights according to gas volume fraction 
L, \V, Vg,Q",.,OM = a,Vr Wi,{J{1j = wiJ V g,system Vg.QMOM = /= L :r ] L I 3 L I ] = a. Vr 
-71Vr wj L; r; Vrw,L, '6 JtVr W i,adj L j 
,. , 6 /;I 
(cm) (cm' ) (n/cm' ) (cm' ) (cm' ) 
0.15 0.34 0.005 45.66 15.75 7938.80 7938.80 
0.22 0.60 27.18 
0.31 0.06 2.73 
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Figure 5-2: Example of initial bubble distribution for log normal function with 
d",,"n = 2.2 mm, (Jd = 0.2 mm), continuous line (bubble size distribution), Bar plot 
(weights and abscissas obtained using PD algorithm) 
30 Irltial 'stribution 15 
25 Final distribution 
20 10 
;: 15 ;: 
10 5 
5 
:l 
~nal f 1ribuliOn 
S.1 0 0.2 0.3 0.4 0.5 0.6 0.2 0.4 0.6 0.8 
CA) L(cm) (B) L(cm) 
Figure 5-3: Initial (t = 0 s) and final (t = 30 s) bubbe size distribution, 
A) Coalescence dominated case 5.1, e = 1.18 m2/ s3, Lognormal distribution 
parameter (d",,"n initial = 2.2 mm, (Jd = 0.2), B) Breakage dominating case 5.8, 
e = 2.4 m2/ s3, Lognormal distribution parameter (d",,"" initial = 5 mm, (Jd = 0.2) 
The effect of the gas hold-up on the final bubble size is presented in Table 5-2 
(see cases 5.1, 5.2, 5.5 and 5.6). It shows that the final stable bubble size 
increases with increasing gas hold-up. This is due to higher probability of 
bubble-bubble collisions at higher gas hold-up, which results in more 
coalescence events taking place. The bubble-eddy collisions may also increase 
with gas hold-up but their rate is much slower than the coalescence processes 
since the break-up kernel depend upon L, (eq. 5.13) compared L~ in the 
coalescence kernel (eq. 5.8). The combination of a higher turbulence 
dissipation rate and a lower gas hold-up produces even smaller bubbles, as 
shown in Table 5-2 (see cases 5.7 and 5.8) . This test proves that the present 
algorithm is capable of predicting qualitatively, the evolution of the mean bubble 
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size in a gas-liquid dispersion , with respect to the change in turbulence 
dissipation rate, gas hold-up and initial bubble size. 
In the case where coalescence is the dominant mechanism, the final bubble 
size distribution appears to be broader than the initial distribution (Fig . 5-3A). 
The opposite can be observed when break-up is the dominant mechanism as 
shown in Fig . 5-3B. 
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Figure 5-4: Moments evolution for bubble coalescence and breakage problem, 
A) Coalescence dominating case 5.1, f: = 1.18 m2/s3, Lognormal distribution 
paramet~r tf"'''''' initial = 2:2 mm ~ (Jd = 0.2), B) Breakage dominating case 5.2, f: 
= 1.18 m Is , Lognormal distribution parameter (d",eo" Initial = 5 mm, (Jd = 0.2) 
Fig . 5-4 shows the evolution of moments obtained from QMOM with three 
quadrature points. The initial mean bubble size was set at 5 mm for Fig . 5-4A 
and 2.2 mm for Fig . 5-4B. The turbulence dissipation rate for both cases was 
set at 1.18 m2/s3. The third moment which is related to the total bubble volume 
appears to be perfectly conserved in both cases as it should be for breakage 
and coalescence only problems. In Fig. 5-4A, the first three moments which are 
related to total number of bubbles, total bubble diameter and total bubble 
surface area are increasing, because the large initial bubble size favours the 
break-up mechanism. The opposite can be observed in Fig . 5-4B where the 
initial bubble size is smaller, thus creating a condition favourable for 
coalescence. 
It is clear from these simulation exercises that th~ QMOM algorithm can predict 
the bubble Sauter mean diameter in good agreement with published 
correlations for the air-water system. The developed PBM algorithm is also 
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capable to respond well with various settings, representing either a coalescence 
or break-up dominating system. Therefore, the present algorithm is used as a 
basis for development of a mUlti-compartment population balance model and 
then a User Defined Function (UDF) for aerated stirred tanks. 
5.5 Multi-compartment Modelling 
The mUlti-compartment model is a trade-off between the ideal mixing 
assumption of section 5.4 and the coupled CFD-PBM of chapter 6. For a stirred 
tank, the vessel is divided into a number of homogeneous and well-mixed 
compartments . The non-homogeneous behaviour of the stirred tank is 
accounted by the different values of the turbu lent dissipation rate and inter-
compartment flow which can be obtained from either measurements or CFD 
simulations . The connectivity between each compartment is determined by the 
flow direction obtained from CFD simulation or experiment. The inter-
compartment flow eventually yields a different bubble size in each compartment 
due to the in and out flow of bubble from and to the neighbouring compartment 
beside the effect of the local turbulent dissipation rates and gas hold-up. The 
gas inflow to the compartment may have a different bubble size and hence 
affecting the local bubble size. The same applies to the gas outflow from the 
compartment which reduces the local bubble density thus affecting the local 
bubble size. Of course the multi-compartment models are not capable of 
providing as high resolution as CFD, however they require far less 
computational effort. Therefore, the mUlti-compartment model applies best to 
the cases where local conditions (i.e. local bubble size) in the tank are of 
interest at lower computational expense. 
Multi-compartmental models have been applied in many studies to investigate 
the local gas-liquid hydrodynamics in aerated stirred tanks (Vasconcelos et al. 
1995; Vn3bel et al. 2000; Vlaev et al. 2000; Zahradnik et al. 2001 ; Hristov et al. 
2001 ; Alves et al. 2002; Laakkonen et al., 2006a; 2007a). Most of the earlier 
studies (Vasconcelos et al. 1995; Vrabel et al. 2000; Vlaev et al. 2000; 
Zahradnik et al. 2001) employed a constant bubble size throughout the tanks. 
Alves et al. (2002) employed the population bubble density method for 
prediction of local bubble size, and they reported a good agreement with 
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experimentally measured bubble sizes. Recently, Laakkonen et al. (2006a; 
2007a) has implemented the population balance model (using the method of 
classes) in a multi-compartment model of a gas-liquid stirred tank. They 
reported good agreement for the local bubble size predicted by the multi-
compartment model, CFD-PBM and experimental measurement, but only by 
adjusting the constants in the breakage and coalescence kemels. Further 
discussion regarding the bubble size modelling in aerated stirred tank is 
outl ined in section 6.2. In this chapter, the local turbulence dissipation rate, the 
local gas hold-up and the inter-compartment fluxes were obtained from a gas-
liquid CFD simulation due to lack of detailed experimental data. 
5.5.1 Modelling of Gas-Liquid Stirred Tank 
An aerated stirred tank agitated by a Rushton turbine , with operating volumes of 
14L, as used by Laakkonen et al. (2007a), was considered for the multi-
compartment modelling in this chapter. Detailed dimensions of the case 
considered in this chapter are given in Table 5-4. The case considered in this 
chapter operates within the fully dispersed regime (N > Nco) which is relevant to 
a better gas dispersion. Gas was injected through a sparger ring at a flow rate 
of 0.7 VVMwhich is treated as a continuous source of gas (velocity inlet) in the 
CFD simulation. The two-phase CFD simulation was performed using an 
Eulerian-Eulerian approach for the multiphase modelling and the impeller 
movement was modelled using the multiple reference frame technique . The 
turbulence was modelled using the two-phase realizable k-E; model. Transient 
solvers with a second-order spatial interpolation scheme were also applied for 
the final simulation in order to minimise the amount of numerical diffusion. The 
transient solver is employed in this work because it is impossible to use the 
steady-state solver for gas-liquid stirred tanks when the Eulerian-Eulerian is 
used and moreover the PBM also needs the transient solver. The iteration 
residual was set to fall below 1 x 1 0-4 at each time step to achieve good 
convergence. The volume average of the gas void fraction in the rotating zone 
(impeller region) was used as a monitor variable to assess when the steady-
state had been obtained; the iterations in the transient simulation were only 
halted once a constant value was obtained. An example of the volume fraction 
evolution for a CFD simulation is shown in Fig. 5-5. 
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The CFD simulation was performed assuming a uniform bubble diameter of d32 
= 2 mm throughout the tank. As mentioned earlier in section 5.3 .1, the bubble 
size selection for CFD simulation was chosen based on Laakkonen et al. 
(2007a) and (2005b) work on the same tank. The interphase drag coefficient 
was estimated using the standard Schiller-Naumann drag model (Schiller and 
Naumann, 1935). Of course a better drag model which considers the distorted 
bubble may be implemented as user defined function within the CFD code (see 
section 6.3.1), but in this chapter the CFD simulation was solved using the 
default FLUENT model. A detailed four-way coupling simulation will be 
discussed further in chapter 6. Moreover, there is only a little difference 
between the drag coefficients for bubble less than 3 mm. The CFD and multi-
compartment model were solved separately (the local bubble size obtained from 
the mUlti-compartment model was not passed back to the CFD simulation), thus 
there is not much benefit of using the more comprehensive drag model. 
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Figure 5-5: Evolution of the average gas hold-up in the impeller region, each 
time step" 0.005 s 
The CFD simulation was performed using a half-tank domain consisting of 
about 225k hexahedral elements (structured mesh) shown in Fig. 5-6B. The 
structured mesh is less prone to the numerical diffusion errors and also reduces 
the memory size requirement compared to the unstructured tetrahedral 
elements (Tu et al., 2007). A finer mesh was employed around the impeller with 
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up to 11 nodes placed along the impeller blade height in order to resolve the 
trailing vortex core, which is vital for a correct prediction of turbulence in stirred 
tanks. According to Derksen et al. (1999) , a grid with eight or less nodes along 
the impeller blade height may not be able to resolve the vortex core structure 
correctly and hence can give errors in the predicted mean flow field . A grid 
refinement is also employed in the impeller discharge region because up to 
80% of the turbulence is dissipated within the impeller swept volume and the 
impeller outflow region (Derksen and van den Akker, 1999). For that reason, a 
grid sensitivity study must consider a refinement in these highly turbulent 
regions and should not be based on the total number of grid cells count. 
Figure 5-6: Computational grid showing tank wall and its internal for Laakkonen 
et al.'s geometry, A) coarse, B) intermediate, C) fine 
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Figure 5-7: Boundary condition of gas-liquid stirred tank simulation. Also shown 
is the instantaneous contour of gas hold-up 
149 
-- -----
L flUfNT (3d dp pbrrt 11111011<111 rko .. ""p~dyl r;lro l~ 
"e F.ult - i nUrlllr : 121: ' ''' 
rushtoll_ tIJrb I IIt _5 _ to _ , lul d 
con t lnuulI 
.><p.nd 
[OlI t ll1l1UII : 159 
i nt rri or - 31 
i lltf ri or- 33 
grto I. nterJnn . 
s h. l l conduction l onn , 
Don • • 
Rud lng "d :\fllo dIl5\rt 711 lliI l \J;lnfi\lrt- Il . 1f . - pb • . d. t·· ... 
Don •. 
phn.- 2 
"iSS rID. ht, (kg /5 ) 
rtn9_sp.rgtr_O 
t.nk_s~_try 
9 . 8 611 53' 2e - 15 
- f. 8 7_7 1113e - 1') 
Figure 5-8: Evaluation of the instantaneous gas fluxes leaving (from top 
surface) and entering (at sparger) the tanks for case 5.5 
The stirred tank grid was prepared with a headspace to accommodate the liquid 
expansion due to aeration. The liquid surface was modelled as a freely 
expandable liquid surface and the top of the headspace region was set as a 
pressure outlet (see Fig . 5-7). The mass balance between the gas outflow at the 
outlet boundary (above the headspace region) and the gas inflow at the sparger 
was satisfied ; Fig. 5-8 shows that the mass balance agreed to within 0.1 %. 
A grid sensitivity study was performed on Laakkonen's geometry prior to the 
final grid selection using three different meshes: coarse (165k) , intermediate 
(225k) and fine (335k) . The CFO setup (for models employed and boundary 
conditions) for grid sensitivity study was set exactly the same as the main 
simulation except the use of different grid densities. The grids employed for the 
sensitivity study are shown in Figs. 5-5A to 5-5C. The main differences between 
the three grids are the number of nodes placed at impeller blade height; 6 
nodes for the coarse grid , 11 nodes for the intermediate grid and 13 nodes for 
the fine grid. It was found that a domain consisting of 225k cells yielded a grid 
independent solution (see Fig. 5-9). Comparison was made using the tangential 
velocity, turbulent kinetic energy and the turbulent dissipation rate because they 
are the hardest to predict as observed from earlier study for the single phase 
stirred tank in chapter 3. Fig . 5-9 shows, that the coarser grid under-predicts the 
liquid and gas phase tangential velocities by around 30% (see Figs. 5-9A and 
5-98). An even greater under-prediction (up to 70%) can be observed for the 
turbulence quantities in Figs. 5-9C and 5-90. This is due to failure to resolve the 
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trailing vortex core by a coarser grid with just 6 nodes placed along the impeller 
blade height. Only a very little difference (less than 5%) between the gas and 
liquid phase tangential velocities was obtained using the intermediate and the 
fine grids. Predictions of the turbulence quantities also show less than 10% 
difference and thus confirming the suitability of the prepared grid to produce a 
relatively grid independent solution. 
Table 5-4 : Geometry of the stirred tanks employed for the model validation 
Reference 
T = H (m) 
D (m) 
Baffle (m) 
Tank type 
I mpeller type 
W(m) 
Lo (m) 
C (m) 
Sparger type 
Sparger diameter Os (m) 
Qg (m3/s) 
Pig 
Pr 
Re 
N (rpm) 
Nco (rpm) 
Flow regimes 
Grid 
d.l1 for CFD const. db (mm) 
Laakkonen et al. (2007a) 
0.26 
T/3 
T/10 
Flat bottomed 
Standard RDT 
0.2D 
0.250 
T/3 
Ring 
0.80 
1.6x 10" 
0.022 
1.19 
85856 
700 
548.7 
Fully dispersed 
225k 
Fig . 5-58 
2.0 
Predictions of the gas hold-up and turbulent dissipation rate from the CFD 
simulation are shown in Figs. 5-7 and 5-10. A fully dispersed flow pattern can 
be observed with the gas circulating around the lower circulation loop. There 
are regions of lower gas hold-up near the tank bottom. Experimental 
observations often made through the tank wall, indicate in this region bubbles to 
be fairly well dispersed (circulating near the tank bottom). This feature was 
expected considering N >NCD (estimated using eq.(2 .12)) and has been 
reproduced fairly successfully by the CFD simulation. The gassed power 
number may be estimated from the torque acting on the impeller and shaft (eq . 
3.31) from CFD simulation , whereas the single phase power number may be 
estimated following Bujalski et al. (1987) given by eq.(2 .3) described earlier in 
section 2.7. The relative power number, Pg/Po, from CFD simulation was 0.42 
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which is in close agreement to the value estimated using Smith (2006) 
correlations (eq .(2.5)) of 0.45 . Results from the two-way coupling CFD 
simu lations show that at least the general mean flow, gas hold-up and aerated 
power number were predicted reasonably well and thus the CFD results may be 
employed as a basis for the multi-compartment modelling . More extensive 
studies on the gas-liquid mean velocities, turbulence, power number and gas 
hold-up will be discussed in chapter 6. 
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Figure 5-9 : Result from grid analysis at z = 0 with respect to the impeller and 
rlR = 0.37 (N = 513 rpm and Qg = 0.7 VVM), A) liquid tangential velocity, 8) gas 
tangential velocity, C) Ei of the liquid phase, D) k of the liquid phase 
5.5.2 Implementation of the mUlti-compartment model 
The simulation result from the grid shown in Fig. 5-68 cannot be used directly 
for the multi-compartment study because the grid is not separated into a 
number of compartments. For the purpose of this study, a new mesh of the 
vessel consisting of 12 compartments was prepared based on the CFD 
predicted flow patterns. Then the result obtained using the grid shown in Fig . 
5-58 was interpolated into the new mesh for easier data interpretation. The 
compartments were prepared in a way that only one flow direction was allowed 
at each interface dividing the two compartments. Fig. 5-11 A shows the vector 
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map of the gas flow from CFD simulation which is taken as a basis to construct 
the compartments in Fig. 5-11 B. It can be seen that, the criteria of only one flow 
direction for each compartment interface was satisfied except for compartments 
2 and 3 but manual adjustment were made to satisfy the inter-compartment 
mass balance. The liquid turbulence dissipation rates and the inter 
compartment gas flow rates were obtained from averaging the detailed CFD 
results azimuthally over compartment volumes or areas, respective ly. The gas 
flows between the compartments are obtained by reporting the fluxes (mass 
flow rate) through each interface in the CFD simulation . The gas flow rates to 
and from each compartment do not exactly balance (with difference up to 10'6 
kg(s) possibly due to interpolation error and the fact that the CFD result is 
obtained from a transient simulation. Therefore, the inter-compartment flows 
were adjusted (balanced) manually in order to make the mUlti-compartment 
model satisfy the gas mass balance exactly. A multi-compartment simulation 
without balanced inter-compartment flow rates would result in a different 
distribution of third moments (related to gas hold-up by eq.(5.21)) to those from 
CFD simulation . It was made clear from the test performed for a single 
compartment in section 5A that the third moments should be preserved, unless 
there is a change to the local gas-hold up . 
Table 5-5: Parameter for the mUlti-compartment PBM 
Compartment Volume ag 6 Gas flow Gas fiow Gas flow Gas flow 
(cm' ) x 100 (m2/s' ) direction rate (cm'/s) direction rate (cm3/s) 
1 635.85 7.56 11 .35 q 111011 28.08 Q6to7 0.00 
2 1502.22 1.16 2.57 Q 9to/l 57.78 q '?t08 108.48 
3 552.35 1.56 0.40 qJOfoll 25.47 Q)lo9 46.36 
4 394.21 0.07 0.05 Q8to lO 41.23 Q8to9 67.25 
5 863.14 0.02 0.12 q 9tol/ 55.83 q llol] 6.21 
6 2425.29 0.00 0.05 q 210J 3,33 q l lol 154.84 
7 1043.64 1.53 0.06 q 410.? 3.33 q 71al 161.05 
8 1370.65 1.44 0.29 QJl04 2.92 q mll l l 92.07 
9 977.86 3.92 0.05 Q3105 0.41 q 01/11I 53.22 
10 1938.08 0.47 0.06 q 4107 0.00 q Oll/ lO 15.76 
11 1378.62 2.14 0.06 Q6104 0.41 q spr 161 .05 
12 2427.41 3.72 0.03 q 5106 0.41 
The number density of bubbles in each compartment was determined by the 
gas hold-up i.e. volume averaged gas hold-up for each compartment The initial 
bubble size distributions at each compartment were assumed to follow the 
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lognormal distribution with a geometric mean diameter of 2 mm and standard 
deviation of 0.2 mm. Calculation for the bubble number density in each 
compartment was performed following the method described earlier in section 
5.4 using the information of gas hold-up from CFD simulation. The turbulence 
dissipation rates and inter-compartment gas flow rates are given in Table 5-5 . 
The sparger is modelled as a constant source of bubbles (a nucleation term) 
with uniform diameter of 5.5 mm, following the experimental measurements by 
Laakkonen et al. (2007a) . The gas flow rate of 1.6 x 10" m3/s (0.7 VVM) was set 
to match Laakkonen's experiment. Table 5.6 shows the rate of the moments 
introduction in sparger (compartment no. 7) is calculated using the eq .(3.23). 
6 L'-3 q spr 
S spargcr.k = V 
1f 7 
(3.23) 
Table 5-6: Rate of moments introduction at sparger 
1771417.33 
9742.80 
53.59 
0.29 
Gas hold-up distribution Turbulent dissipation rate 
E: (m2/s3) 
1 500.0 
0.32 134.6 
0.1 36.23 
0.032 9.756 
0.01 2.627 
0.0032 0.707 
0.001 0.190 
000032 0.051 
0.0001 0.01 4 
3.2e-05 0.004 
1e-05 0.001 
Figure 5-10: Contour of ag and liquid E: (m2/s3) after interpolation to the 12 block 
mesh, the number at each block represent the compartment number 
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Gas outflow 
Sparger 
(8) 
Figure 5-11 : A) Gas velocity vector in between two baffles obtained from CFD 
simulation, 8) Compartment connectivity for half of the tank based on inter-
compartmental gas flow rate. Symmetry around the impeller axis is assumed. 
The gas flow leaving at the top of the tank is also taken into consideration in the 
multi-compartment model. The flow rate of gas leaving at top liquid surface from 
CFD simulation is 161 .1 cm3/s is also adjusted to match the gas inflow at the 
sparger. The multi-compartment model is developed based on the 
compartmental flow connectivity from CFD simulation shown in Table 5-5 and 
Fig. 5-11 . The mUlti-compartment moment equations are given as follows: 
01',., = I [q70,'1'7., ( + )1'1.,] + B _ D 
:;:)" Q lto2 Q lto l2 
u l r I a 7 a1 
01'", = I [q,,,,,,,,, 
at v, a, 
01' •. , = I [Q,,06I" ,' 
at v. a , 
q",.fi", ] + B - D 
a, 
(5.24) 
(5.25) 
(5.26) 
(5.27) 
(5.28) 
(5 .29) 
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aJ.11.k = I [q6'07 J.16.k + q"07 J.1' .k 
at V7 a6 a, 
Q7<o, J.17.k ] + B - D + S 
sparger,k 
a7 
aJ.18,k = I [Q,<o'J.12.k ( + ) J.1,.k ]+ B_D 
a v. q,.o' q,.o 'o t , a , a, 
aJ.1lO.k _ _ 1_[ q'<o'0 J.1,.k ( + ) Il ,o.k] + B _ D ~ - -v. Ql0toll q outlO 
01 10 a s a lo 
(5 .30) 
(5.31) 
(5.32) 
(5.33) 
(5.34 ) 
(5.35) 
where Band D are the birth and death due to breakage and coalescence, 
similar to those in single compartment model ; see eq .(5.6). The bubble 
breakage and coalescence terms were obtained from Prince and Blanch's 
(1990) model described earlier in section 5.3. The multi-compartment 
population balance was implemented using the PD-QMOM in MATLAB; the 
ODE integrations were conducted with absolute and relative tolerances set at 
10.8 for all solutions . The mUlti-compartment model represented by eqs . 5.24 to 
5.35 was solved using the ode113 solver in MATLAB. The simulations took 
about 5 minutes (wall clock) to complete on a GENIE workstation fitted with two 
dual-core 3.8 GHz Xeon processors and 3 GB RAM. 
5.5.3 Prediction of Local Bubble Size 
The local bubble Sauter diameter is an important variable as it affects the 
momentum exchange in the fluid hydrodynamics. The bubble Sauter mean 
diameter can be obtained from the population balance as the ratio of the third 
moment to the second moment (1 )/P2)' Results from the multi-compartment 
model are compared to the experimental measurements and CFD-PBM 
simulations of Laakkonen et al. (2007a). The bubble size evolution in each 
compartment is shown in Fig. 5-12. It shows the steady-state bubble size can 
be attained within 10 seconds. This is because only the inter-compartmental 
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moment balances are calculated for this simulation but not the inter-
compartmental mass balances, which were already fixed from the CFD 
simulation . As it was shown earlier for the single compartment study, the 
steady-state bubble sizes in each compartment can be achieved within a 
second. However, for the case of mUlti-compartment PBM, the moment 
evolution in the neighbouring compartments can affect the evolution of the 
moments in another compartment, which explains why the bubble size evolution 
took up to 5 second to achieve a steady-state bubble size for this case. 
Fig . 5-13 shows the prediction of the local steady-state bubble size via the 
mUlti-compartment population balance model. The results show some 
qualitative agreement to Laakkonen et a/.'s experimental data and CFD-PBM 
simulation . There are discrepancies on bubble size prediction in some 
compartments, e.g. no. 3, where dJ2 is slightly larger than the va lue measured 
by Laakkonen et al. (2007a). Predictions of the multi-compartment model in this 
work were also in fair agreement to the CFD-PBM predictions from Laakkonen 
et al. (2007a) . Mainly the discrepancy occurs in the lower circulation loop where 
d32 is over-predicted by the current model. This may be due to the small uniform 
bubble size (2 mm throughout the tank) employed for the initial CFD simulation 
which led to a higher gas hold-up around the lower circulation loop than would 
be obtained in reality . It can be observed from the Fig. 5-13 that the assumption 
of bubble size around 2 mm is only valid around the impeller and to some extent 
in the upper circulation loop but certainly not for lower circulation loop. It was 
found from the single compartment study in section 5.4 that higher gas hold-up 
led to a larger bubble size especially in regions of lower turbulence dissipation 
rate. Nevertheless the mUlti-compartment simulation has successfully 
reproduced the correct distribution of local bubble size inside the tank with the 
smallest bubble around the impeller region and the largest in the bulk flow of the 
upper circulation loop. The former is due to a higher turbulence disSipation rate 
around the impeller region (see Table 5-5). This finding is in agreement with the 
experimental measurements by Barigou and Greaves (1992) and Laakkonen et 
al. (2005b) who also observed a smaller bubble size around the impeller region . 
There is also a concern about the CFD simulation as it was performed using a 
constant bubble size assumption. Such an assumption is certainly not valid in a 
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stirred tank where the turbulence dissipation rate gradient is very high 
especially around the impeller region. The mean bubble size should be 
significantly smaller around the impeller region compared to the bulk region, as 
evidenced in the multi-compartment results . The bubble size can affect the 
prediction of turbulent flows, gas void fraction and the gas flow rate which is 
required for the mUlti-compartment modelling . Therefore , the error from the 
original CFD simulation can severely affect the results of the mUlti-compartment 
modelling . This issue will be addressed in the next chapter 6, where the 
population balance is implemented as a UDF in a CFD simulation, so that four-
way coupling can be achieved . The aim is to solve the CFD with PBM together, 
and thus the problem of an assumed uniform bubble size can be eliminated . 
Nevertheless, the multi-compartment model is capable of yielding a reasonably 
accurate prediction of the local bubble size, despite all its simplifications . 
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Figure 5-12: Evolution of the Sauter mean bubble size d)2 (m) at each 
compartment 
158 
3.3 
5.3 
6.9 6.0 
5.5 
3.1 
3.8 
3.5 
3.4 
2.0 
4.4 
2.4 
2.5 
2.6 
2.6 
2.2 
2.5 
Figure 5-13: Prediction of local bubble size (d)2) italic font (CFD-PBM MUSIG 
Laakkonen et al., 2007a), bold font (Laakkonen et al. (2007a) experiment), 
underlined font (this work) 
The gas hold-up is one of the important mass transfer parameters in gas-liquid 
stirred tanks. The gas hold-up in each compartment is related to the third 
moment and may be estimated using eq .(5.21). The gas hold-up obtained from 
multi-compartment PBM is compared to the result from CFD simulation in Table 
5-7. The prediction shows an excellent agreement between the multi-
compartment model and the CFD predictions which means that the third 
moment is perfectly conserved during the simulation, further confirming the 
correct implementation of the mUlti-compartment model. 
Table 5-7: Comparison between the gas hold-up from CFD simulation and the 
value obtained from mUlti-compartment simulation 
Compartment Multi-compartment CFD simulation 
ag = 1fp, f 6 x 100 a, x 100 
1 7.56 7.56 
2 1.16 1.16 
3 1.56 1.56 
4 0.D7 0.07 
5 0.02 0.02 
6 0.00 0.00 
7 1.53 1.53 
8 1.44 1.44 
9 3.92 3.92 
10 0.47 0.47 
11 2.14 2.14 
12 3.72 3.72 
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5.6 Summary 
A test using a single compartment model has demonstrated the capability of the 
PD-QMOM algorithm, with realistic breakage and coalescence kernels, to 
predict the bubble size evolution in a homogeneous gas-liquid flow. The 
prediction from the single compartment population balance model shows a 
reasonable agreement with the Sauter mean bubble sizes obtained from 
empirical correlations. The algorithm also responded well to changes in the 
turbulence dissipation rate and the initial bubble size distribution. The results 
suggest that the final bubble size is only affected by the turbulence dissipation 
rate and local gas hold-up, but is not affected by the initial bubble size . 
The single compartment population balance is used as a basis for the multi-
compartment model development. The local turbulence dissipation rate and gas 
flow rates were obtained from a two-phase CFD simulation due to lack of 
experimental data. Despite the uniform bubble size assumption for the CFD 
simulation , the mUlti-compartment population balance model still yielded a 
reasonable prediction of the local bubble size compared to the experimental 
measurement by Laakkonen et al. (2007a). However, there were some 
discrepancies in the bubble size prediction in some compartments which might 
have resulted from the uniform bubble size assumption in CFD simulation which 
affected prediction of the gas hold-up. Further refinement of the compartmental 
procedure may be necessary to obtain a better prediction of the local bubble 
sizes. The issue related to bubble-hydrodynamics coupling will be addressed in 
the next chapter, where the four-way coupling CFD-PBM is employed. 
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6 CFD AND POPULATION BALANCE MODELLING OF 
GAS-LIQUID STIRRED TANKS 
6.1 Overview 
A combined computational fluid dynamics and population balance model (PBM) 
approach has been applied to simulate gas-liquid stirred tanks agitated by a 
Rushton turbine and CO-6. The multi phase simulations were realised via an 
Eulerian-Eulerian two-fluid model and the drag coefficient of spherical and 
distorted bubbles was modelled using the Ishii-Zuber equations. The effect of 
the void fraction on the drag coefficient was modelled using the correlation by 
Behzadi et al. (2004). The local bubble size distribution was obtained by solving 
the PBM using the quadrature method of moments. The local volumetric mass 
transfer coefficient, kLa, was estimated using both the Higbie penetration theory 
and the surface renewal model. Results from the CFO-PBM simulation were 
compared against experimental measurements from the literature and also with 
the CFO simulations solved using a monodispersed bubble size. After 
validation, the model was then used to evaluate the effect of scale-up of the 
mass transfer rate in a gas-liquid stirred tank agitated either by a Rushton 
turbine or CO-6 impeller. 
6.2 Introduction 
There are many industrial processes that involve gas-liquid dispersion in stirred 
tanks, e.g. in fine-chemicals manufacturing , or in biochemical fermentations . For 
economic and safety reasons, reliable models are needed for the scale-up and 
design of such reactors. One of the most important problems in modelling gas-
liquid dispersions is the prediction of bubble size and volumetric mass transfer 
coefficient. Bubbles in gas-liquid stirred tanks may experience coalescence and 
breakage depending on the local turbulent dissipation rate (related to the 
agitation speed) and gas hold-up (related to the aeration rate). Equilibrium of 
these breakage and coalescence events determines the bubble sizes and thus 
the gas-liquid interfacial area. Therefore, poor predictions of the bubble sizes 
may result in a poor prediction of the mass transfer rate . As shown 
experimentally by many researchers (e.g. Montante et al., 2008; Barigou and 
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Greaves, 1992; Laakkonen et al. 2005b; 2007a) the distribution of bubble sizes 
varies inside the stirred tank depending on the spatial position. Generally, 
bubble sizes around the impeller discharge stream are the smallest, due to 
breakage caused by high local energy dissipation rates. Furthermore, 
knowledge of bubble sizes is necessary in a two-phase CFD model to calculate 
momentum exchange by, for example drag. Hence, the population balance, 
phase continuity and momentum equations are coupled and in principle should 
be solved simultaneously. In addition, loca l bubble sizes and the local gas 
volume fraction are required for the calculation of the interfacial area, which is 
an important variable in designing an aerated stirred tank to achieve a required 
rate of gas-liquid mass transfer. 
Many modelling studies on gas-liquid stirred tanks have been performed in 
recent years, mostly using a uniform, mono-dispersed bubble size throughout 
the tank (e.g . Khopkar and Ranade, 2006; Sun et aI. , 2005; Wang et al., 2006 ; 
Morud and Hjertager, 1996; Deen et al. , 2002; Scargiali et al., 2007). Generally, 
the CFD predictions of gas hold-up and mean velocities are in fair agreement 
with experimental data, except around the impeller discharge stream. Previous 
studies have applied a variety of methods to improve the predictions with 
uniform bubble sizes, such as grid refinement, different drag laws and various 
turbulence models , but without complete success. Deen et al. (2001) evaluated 
the effects of different drag laws and grid refinement and found good predictions 
of the mean radial ve locity, but poor predictions of the gas axial velocity. Others, 
such as Sun et al. (2005) and Wang et al. (2006), employed a k-li-Ap turbulence 
model without complete success in predicting the two-phase flow. The k- li-Ap 
model differs from the ordinary k-li model because it has an additional algebraic 
term for the gas turbulent viscosity from Hinze and Tchen (Hinze, 1956). 
Scargiali et al. (2007) studied the influence of the turbulent dispersion force, 
virtual mass, grid refinement and the prescribed bubble size on the hold up in a 
gas-liquid flow. They concluded that the grid size may significantly affect the 
prediction, but the effects of the turbulent dispersion force and virtual mass 
were not very significant in determining the distribution of gas holdup. Khopkar 
and Ranade (2006) studied a gas-liquid stirred tank operating in different flow 
regimes and obtained reasonable prediction of the gas hold-up and gassed 
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power number, but only by employing the turbulent drag correlations by Brucato 
et al. (1998): their work showed over-prediction of gas hold-ups around the 
lower and upper circulation loop, especially near the top liquid surface (see Fig. 
6-1). Further discussion regarding the effect of turbulent flow on the drag 
coefficient is given in the following section 5.3.1 . 
Whereas it is possible to predict correctly the mean flow field in a single phase 
stirred tank using any RANS based turbulence model (as was shown earlier in 
section 3.5.1), this performance has not yet been replicated for gas-liquid stirred 
tanks. The common practice of employing a uniform bubble size throughout the 
tanks is suspected to be the main reason for the poor prediction of two-phase 
flows in stirred tanks. Of course, other factors such as the drag model for 
distorted and dense bubbles, turbulent drag laws, lift and other forces also 
cannot be ruled out. However, their effects appear to be secondary compared to 
that of an assumed uniform bubble size, due to the predominant momentum 
exchange mechanism of inter-phase drag coefficient, which directly affects the 
prediction of the local mean velocities and gas hold-up. 
The simplest method of predicting the local bubble size was to implement a 
correlation, e.g. by Calderbank (1958) in eq .(2 .17), within the CFD code utilising 
the local turbulent dissipation rate and local gas hold-up. Recently, this method 
has been employed by Zhang et al. (2008) combined with LES. They did not 
show an excellent prediction of the liquid mean velocities and local gas hold-up 
despite employing a LES. In fact, such method is rather a crude way of 
predicting the local bubble size since the original correlation has been 
developed assuming tank-averaged quantities: i.e. the overall hold-up, mean d32 
and power per unit volume. The probability and rate of bubble-bubble and 
bubble-eddy collisions are also not considered in this method. 
Another method to predict the local bubble sizes was performed using the 
population bubble density model (BDM) and a one-way coupled approach , e.g. 
as in the model of Bakker and Van den Akker (1994a). In recent years, a 
coupled CFD-BDM has been employed to predict the local bubble size in gas-
liquid stirred tanks by Lane et al. (2002, 2005), Kerdouss et al. (2006) and 
Moilanen et al. (2008). In most cases, the BDM is reported to give a satisfactory 
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prediction of the local bubble size, but only by adjusting some of the empirical 
constants within the model. This practice is thought to be inappropriate because 
the model is unlikely to be fully predictive and hence cannot be applied to cases 
where experimental data are not available . Lane et al. (2005), for example, 
introduced a correction factor of up to 3.5 for the turbulence dissipation rate, 
whilst Kerdouss et al. (2006) adjusted constants in the breakage and 
coalescence term in order to get good agreement with measurements reported 
by Alves et al. (2002). Lane et al. (2005) argue correctly that the turbulence 
dissipation rate is not predicted well by the RANS k-e turbulence model. 
However, the correction factor that was applied is too large, considering the 
under-prediction of the turbulence dissipation rate by k-e model is only around 
30% (Ducoste and Clark, 1999). The k-e model was also shown to give a 
reasonable prediction of the turbulent dissipation rate in the immediate vicinity 
of the impeller blade in section 3.5.1 (see Fig . 3-8). The formulation of the BDM 
itself is also questionable, since proper bubble breakage and coalescence 
kernels are not included. Instead all equations related to the bubble size are 
lumped together as a function of the critical Weber number and energy 
dissipation rate, without considering the probability and rate of bubble-bubble 
and bubble-eddy collisions. As a consequence, the BDM is not thought to be a 
fully predictive model for simulation of gas-liquid dispersions in stirred vessels. 
A full PBM has been employed to predict the local bubble size in stirred tanks, 
mostly using a discretisation based on the method of classes (MOC). Venneker 
et al. (2001) performed a one-way coupled PBM via the MOC for a stirred tank 
bioreactor. Recently, a coupled CFD-PBM simulation using the MOC also has 
been performed by Montante et al. (2008), Moilanen et al. (2008) and Kerdouss 
et al. (2008). A comparison between the local bubble sizes predicted using the 
BDM and MOC by Moilanen et al. (2008) show a good agreement with their 
experimental measurements, but only by introducing some adjustable constants 
to the breakage and coalescence kernels. These authors generally show 
reasonable agreement for the predicted and measured local bubble size, but 
only by adjusting some of the model constants within the breakage and 
coalescence kernels. A fully predictive model should not require the tuning of 
model parameters for each case considered. A downside of the MOC is its 
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computational demand, since it often requires more than 30 classes to get a 
good level of accuracy in the prediction of the evolution of the moments of the 
bubble size distribution. 
The quadrature method of moments (QMOM) is based on solving equations for 
the moments of the bubble size distribution; the quadrature approximation 
overcomes the difficulties in obtaining a closed form solution for the population 
balance equations involving breakage and coalescence . Details of the QMOM 
were discussed previously in section 4.3. The QMOM requires considerably 
less computational effort than the MOC and also is capable of providing an 
accurate prediction of the moments with a relatively small number of quadrature 
points . Hence it is suitable for coupling with CFD simulations of the two-phase 
hydrodynamics. The QMOM has been applied previously to breakage and 
aggregation problems in a pseudo-homogeneous single phase flow (e.g. 
Marchisio et al., 2003). Recently, Petitti et al. (2007) have employed the QMOM 
to solve the bubble dynamics for a gas-liquid dispersion in a stirred tank. In their 
work, bubble coalescence is not considered and only a simple breakage kernel 
is employed, instead of one based on the physics of bubble breakup. No 
comparisons with experimental measurement were presented by Petitti et al. 
(2007). In the interest of reduced computational effort, the QMOM method was 
selected to solve the population balance equation for bubble dynamics in 
aerated stirred tanks in this work. 
This chapter focuses on the development of a modelling approach for gas-liquid 
stirred tanks. For an initial comparison, the CFD simulation was performed 
assuming a constant bubble size throughout the tank. A coupled CFD-PBM was 
then performed to account for the spatially non-uniform bubble sizes inside the 
tank. The CFD prediction of the two-phase flow field was compared to 
experiments by Deen (2001), whereas the results using the CFD-PBM 
approach were compared against measurements by Laakkonen et al. (2007a 
and b). Predictions of the local gas hold-up were compared to experimental 
measurements by Bombac et al. (1997). A discussion of the experimental 
measurements used by these workers was previously presented in section 2.5. 
Finally, the influence of scale-up to the mass transfer in gas-liquid stirred tank 
agitated by either a Rushton turbine or a CO-6 impeller is carried out. 
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6.3 Modelling Approach for Gas-Liquid Stirred Tanks 
6.3.1 CFD modelling of two-phase flow 
The gas-liquid stirred tank simulation is performed using the Eulerian-Eulerian 
approach described earlier in chapter 5. However. unlike the standard FLUENT 
model used for the previous chapter. modifications were made to the drag 
model . besides having the PBM implemented within FLUENT. thus enabling a 
four-way coupled simulation . 
The drag model employed has a significant effect on the flow field of the 
aerated flow. as it is related directly to the bubble terminal rise velocity. Bubbles 
have a tendency to form a non-spherical shape. especially those with a 
diameter> 3 mm. Therefore . the drag model of Ishii and Zuber (1979) was 
selected in this work. as it takes into account the drag of distorted bubbles: 
CD = max( ~:. (I + O . 15Re~687 ) . min(fFo.8/3)J (6.1) 
where the Re. = PlI,,,pd.1 J1 and Eo = g/'>.pd; la are the bubble Reynolds number 
and Eotvos number. respectively. The slip velocity. lI,Up. is given by: 
U' ''p =Iiig -ii/l (6.2) 
The drag for the ellipsoidal bubble regime is dependent on the bubble shape 
through the Eotvos number. which represents the ratio of gravitational to 
surface tension forces; for the spherical cap regime the drag coefficient is 
approximately 8/3. The cap regime may not be a significant issue in gas-liquid 
stirred tanks at lower aeration rates. operating under fully dispersed or loaded 
regimes. However. the Ishii and Zuber drag model was implemented without 
any changes; the cap-regime equation will not be activated unless the bubble 
size becomes larger than 10.9 mm in air-water system. The effect of the local 
bubble volume fraction on the drag coefficient was estimated using Behzadi et 
a/.'s (2003) correlation as follows: 
C = C ( 3.640 + aO .• 64 ) 
D,til.'nse D e (6 .3) 
where Co is the drag coefficient for an isolated bubble estimated using eq .(6.1). 
whereas C D.d'M' is for the dense dispersion of bubbles. The drag model 
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described above is not available as a standard option in FLUENT and hence it 
has been implemented via a user-defined subroutine. 
Turbulent flow is known to affect the drag of the particles in solid-liquid flow in 
stirred tanks, from the experimental observations by Schwartzberg and Treybal 
(1968), who measured the particle velocities in baffled stirred tanks using streak 
photography. They observed a reduction in particle settling velocity by 30 to 
50% compared to their observations made in a stagnant liqUid. A similar finding 
was also reported by Nienow and Sartlett (1974), who measured the settling 
velocities of 2.3 mm NaCI particles in a stirred vessel also via streak 
photography. Further work by Kuboi et al. (1974) using a high-speed cine-
photography technique, Nouri and Whitelaw (1992) using a LOA and Srucato et 
al. (1998) using a pair of photo-diodes and laser beams, also reported similar 
findings -- increases in drag coefficient for particles under turbulent flow. 
Unfortunately, there is no published work related to the influence of turbulence 
on the bubble drag in gas-liquid flows. 
Several authors e.g . Khopkar and Ranade (2006) and Lane et al. (2002) 
employed the drag correction model for particles moving through turbulent flow 
by Srucato et al. (1998) for gas-liquid stirred tank simulation . Brucato et al. 
(1998) proposed a drag correction for particles in turbulent flow as a function of 
the volume average value of the bubble size and the Kolmogorov microscale . 
Brucato et a/.'s (1998) correlation may not be applicable to gas-liquid stirred 
tanks; furthermore the Kolmogorov microscale in a stirred tank is not uniform in 
space, unlike the Taylor-Couette flow for which the correlation was originally 
derived. Moreover, Brucato et al. 's correlation was developed for a solid-liquid 
flow rather than a bubbly flow. Both Khopkar and Ranade (2006) and Lane et al. 
(2005) reported a fair prediction of the local gas hold-up despite a constant 
bubble size employed throughout the tank by Khopkar and Ranade (2006). It is 
not known if the Brucato et a/.'s correlation is responsible to the over-prediction 
(by 30 to 50%) of gas hold-ups around the upper circulation loops in Khopkar 
and Ranade's (2006) work (see Fig. 6-1). Lane et al. (2002) also concluded the 
pattern of predicted gas hold-up is not correct when Brucato et a/.'s correlation 
is employed; too high a gas hold-up is obtained within the lower circulation loop. 
Therefore, the drag correction due to turbulent flow has not been included in 
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this work, due to lack of reliable data and correlations available from the 
literature. 
6 
A) B) LL_-L:~§ 
Figure 6-1 : Distribution of the local gas hold-up (%) 12° behind the baffle, A) 
Experimental measurements by Bombac et al. (1997), B) Prediction by Khopkar 
and Ranade (2006) 
It is also important to consider the formation of the gas cavities behind the 
impeller blades. According to Lane et al. (2005), it is possible to model the gas 
cavity in the Eulerian-Eulerian framework, providing a certain modification is 
made to the interphase exchange coefficient: the drag coefficient is set to turn 
into that for isolated bubble when the void fraction is greater than 0.7, i.e. the 
cavity behind the blade behaves in a manner similar to an isolated bubble, 
rather than the dense bubble case. An attempt to implement the dense drag 
bubble model within the cavity region has been tested, resulting in the 
disappearance of the bubble cavity behind the blade (see Fig . 6-2) and an over-
prediction of the relative gassed power number by more than 20% from 0.45 
(from Smith's (2006) correlation) to 0.55 . Significant increases in the radial 
velocity were also observed (see Fig. 6-28). However, this issue has been 
successfully addressed by disabling the dense drag model around the cavity i.e. 
setting the model to calculate the drag for isolated bubble when the local 
volume fraction exceeded 0.7. 
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Figure 6-2: Effect of the cavity model , no cavity employed the dense drag law 
whereas with cavity used an isolated bubble drag model for a > 0.7, A) 
instantaneous gas hold-up at impeller level and at 30° mid way between two 
baffles, B) radial velocity at impeller level 
6.3.2 Modelling of turbulence 
The turbulence modelling uses the two-phase realizable k-E: model, in which 
both k and E: are allowed to have different values for each phase. The transport 
equations for the two-phase k-e model are given in the Fluent manual (2005) 
and the standard values (similar to the one in section 3.4.2) of the model 
parameters have been applied. The realizable k-e is considered to be a better 
model than the standard k-E for stirred tank flows (Fluent, 2005), as it better 
accounts for flow features such as strong streamline curvature, vortices and 
rotation. Detailed comparisons on the performance of the real izable k-E and the 
standard k-E: model in predicting the fluid flow in a stirred tank have been 
presented previously in section 3.5. Both the realizable k-E and the standard k-f: 
model predict the mean flow field excellently, but the realizable k-E gives a 
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slightly better prediction of the turbulence quantities than the standard k-e 
model. The realizable k-F; differs from the standard k-F; model in two important 
ways: first it has a new formulation of the turbulent viscosity and second it 
employs a new transport equation for the dissipation rate incorporating different 
model constants. Details about this model were given in section 3.4.2. 
6.3.3 Modelling of bubble breakage and coalescence 
The QMOM is employed to solve the PBM and predict the evolution of the 
moments of the bubble size distribution. Full details of the QMOM were 
elaborated earlier in section 4.3 whereas the breakage and coalescence is 
described in section 5.3.3. An earlier assessment in section 5.4 shows only a 
mere 0.6% relative difference between the result obtained using two and five 
quadrature points despite over 2000% increase in CPU time. Therefore , a 
QMOM based on two quadrature points was applied for the CFD-PBM 
simulations to minimise computational cost. 
The population balance model was solved using user-defined scalars to 
represent the moments, weights and abscissas and was implemented in 
FLUENT via a user-defined subroutine . The transport equation for a scalar, t/!, in 
multiphase flow is given by: 
8agPgt/!g .• V.( -'" _ r V'" ) - B -D S 81 + a g PgUgY'g,k a g g./.: 'f'g,k - g,/.: g,k + g./.: (6.4) 
where Bg.k and Dg.k are the birth and death terms for bubble breakage and 
coalescence . All the breakage and coalescence kernels (see section 5.3.3) 
were implemented without adjusting any of the model constants. The Se. k term 
accounts for a bubble source in the system, i.e. the sparger. Bg.k, De.' and Sg.k 
have units consistent with the moments. The sparger is treated as a constant 
source of fresh bubbles. In this work, the sparger is assumed to produce 
continuously bubbles of size of 2 mm by fixing the moments at the sparger 
boundary. The scalars are per unit mass of phase g (air) whereas moments are 
per unit volume of dispersion. Thus the scalars have to be multiplied with the air 
density and local gas hold-up in order to make the units consistent. Large 
difference in the order of magnitude between the zeroth (108 m-3) and the third 
(100 m3/m3) moments also cause a numerical difficulty within the FLUENT 
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solver, This problem has been overcame by making the scalars have almost 
similar order of magnitude (i.e, by multiplying by fixed number i.e, 10-3 for the /-lO 
and 104 for the /-l3) before they are passed into the FLUENT solver; the same 
correction is applied again (dividing the scalars with the similar value used 
earlier) before the scalars are passed into the product difference algorithm to 
cancel the earlier correction , The corrections are necessary because the 
product difference algorithm only works with the actual moments, The user-
defined subroutine was compiled within the commercial CFD code, FLUENT 6,3 
and was available as an add-on program after the compilation ; hence a fully 
coupled CFD-PBM simulation could be performed, 
6.3.4 Modelling of kLa and oxygen transfer rate 
Many empirical scale-up rules and correlations have been developed to 
calculate the volumetric mass transfer coefficient, kLa, in aerated stirred tanks, 
However, the vast majority of the existing correlations are only capable of 
calculating the average kLG value in the tank and not the local values, 
Information about the local kLG is important in the study of gas-liquid stirred 
tanks to identify the occurrence of 'dead zones', where very little mass transfer 
occurs , These dead zones are unwanted in aerobic bioreactors because the 
micro-organism needs dissolved oxygen for respiration and for production of the 
desired product. Lack of dissolved oxygen may reduce the yield of the desired 
product; for example yeast is more likely to produce vinegar under aerobic 
conditions, whilst producing alcohol in anaerobic condition, Ideally, achieving a 
uniform kLG and uniform driving force is desirable during scale-up of aerated 
stirred tanks , Whilst this maybe the case for laboratory scale stirred tanks, it is 
not always true for larger scale tanks, which can suffer from zones of oxygen 
depletion, particularly where there is an oxygen sink, e.g, through chemical 
reaction , 
Assuming a spherical bubble shape , the local interfacial area per unit volume 
may be calculated from 
(6,5) 
where L; is the bubble size and IV; is number of bubbles of size L; per unit 
volume of dispersion, The bubble sizes and numbers of bubble used in the 
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calculation of the interfacial area were obtained from the CFD-PBM simulation , 
directly from the weights and abscissas used in the QMOM. Bubbles with 
diameters greater than around 3 mm (for air-water) are ellipsoidal with an 
aspect ratio (ratio of the major to minor axis of an oblate spheroid) which may 
be calculated as a function of the Eotvos number from the correlation of Wellek 
et al. (1966) 
R = I + O.163E~·'" (6 .6) 
which was developed originally for liquid-liquid dispersions. Guet et aJ. (2005) 
compared eq.(6 .6) with their experimental measurements obtained using a four-
point optical fibre probe and reported that Wellek et a/.'s (1996) correlation is 
also applicable for bubbles . In this work the interfacial area for small bubble (L, 
$ 1 mm) was estimated from eq.(6.5), whilst bigger bubbles (L , > 1 mm) were 
assumed to be oblate spheroids and their surface area was ca lculated using R 
from eq.(6.6). Bubbles smaller than one millimetre were modelled as a sphere 
because they are more likely to form spherical shape (Montante et al., 2006). 
The bubble diameter, L" obtained from QMOM is assumed to be an equivalent 
diameter of an oblate spheroid with major and minor axis of 1', and "z, 
respectively. 
L, =2k" Y; (6.7) 
The surface volume of the oblate may be calculated from: 
, 1',' (l+e) S=2m,-+ Jr- In --
e l-e (6.8) 
where the e is the eccentricity of the oblate ca lculated from the following 
relations . 
n, 2 e = 1- 22 r I (6.9) 
Even larger bubbles (L, > 5 mm) may not form perfect oblate ellipsoids in 
turbulent flow, but nonetheless, eq .(6.6) is a step towards improved bubble 
shape prediction. 
Higbie's (1935) penetration theory results in an average mass transfer 
coefficient for each bubble size given by: 
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k 2 D,u,up 
L, I = .J;. ---z:- (6,10) 
where U,fip and are the bubble slip velocity and diffusion coefficient, respectively , 
Higbie's model assumes a constant contact time between fluid element and the 
bubble interface which is characterised by the L;iu,'(ip ' The slip velocity can be 
obtained from the difference in phase velocities from an Eulerian-Eulerian two-
fluid CFD simulation , Thus local values of kLQ were calculated from: 
(6,11 ) 
Danckwerts (1951) suggested a refinement of the penetration model by 
assuming that kL is related to the average surface renewal rate resulting from 
exposure of the bubble interface to turbulent eddies with a variable contact time, 
Danckwerts formulated the surface renewal model as follows: 
k - ~Ds L - I (6,12) 
where s is the fractional rate of surface-element replacement. Lamont and Scott 
(1970) assumed that the small scale turbulent motion, which extends from 
smallest viscous motion to inertial ones, affects the rate of mass transfer, 
Consequently, s can be calculated using Kolmogorov's 
turbulence, They suggested the eddy cell model as follows: 
( )
0.25 
k L = KD,o" ~; 
theory of isotropic 
(6 ,1 3) 
where ef is the turbulence dissipation rate in the liquid phase, VI is the liquid 
dynamic viscosity and K = 0.4 is the model constant. Combining kL and Q gives 
another equation for calculating the volumetric mass transfer coefficient: 
(6 ,14 ) 
The local oxygen transfer rate (per unit volume) can be estimated from the 
following relations once the local kLQ has been determined, 
(6,15) 
where C; is the oxygen solubility in the liquid phase , Co is the oxygen 
concentration in the liquid phase and 1'0 is the specific oxygen consumption rate, 
The transport equation for dissolved oxygen mass fraction was also solved as a 
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user-defined scalar implemented within a user-defined subroutine, with the sink 
terms given in the right hand side of eq .(6.15) above . The transport equation for 
oxygen transfer rate is given as follow: 
aa,p,'Pt + V. (a,p,l ,rP, - a,r ,V rP,) = a, (kLa(C; - p, rP' )- rJ 
at 
6.3.5 Tank Geometry and Modelling Strategy 
(6.16 ) 
Four scales of aerated stirred tanks containing a Rushton turbine , with 
operating volumes of 8.6L, 14L, 152L and 200L, studied by Deen (2001), 
Bombac et al. (1997), Laakkonen et al. (2007a) and Laakkonen et al. (2007b) 
were considered for the initial model validation . One of the cases considered in 
this chapter (case 6.2) is the same as the one used in the previous chapter 
(section 5.5.1), but a four-way coupling simulation is performed in this chapter 
instead of two-way coupling in the previous chapter. Tank with operating 
volumes up to 1500L were also evaluated for the scale-up studies. Apart from 
the Rushton turbine , simulation using a CD-6 impeller was also performed for 
three different tanks size i.e. 14L, 200L and 1500L mainly for the scale-up 
study. The CD-6 is a concave impeller produced commercially by Chemineer 
and has been extensively studied experimentally by many researchers e.g. 
Myers et al. (1999); Smith et al. (2001); Paglianti et al. (2008). A brief 
description about the CD-6 impeller is also given in chapter 2 (see section 2.4) . 
Detailed dimensions of each case considered in this chapter are given in Tables 
6-1 and 6-2. All cases considered in this chapter operate either in the fully 
dispersed regimes or loaded regimes (see Figs. 6-4 to 6-6). These two regimes 
are relevant to a better gas dispersion in gas-liquid stirred tanks and thus better 
mass transfer. Details about the flow regimes transition have been discussed 
earlier in section 2.7. Case 6.4 shown in Fig. 6-4 falls just below the fully 
dispersed regime line, but according to Bombac et al.'s (1997) experiment the 
vessel is indeed operating in the fully dispersed regime. This is due to the 
location and size of sparger employed by Bombac et al. (1997), which is very 
close to the impeller and has a diameter equal to the impeller. This arrangement 
is favourable for immediate gas dispersion by the impeller. Effects of the 
impeller dimension and position to the gas-liquid flow in stirred tank have been 
described earlier in section 2.3. 
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The boundary conditions were set similar the ones described earlier in section 
5.5.1 (see Fig . 5-6) . Following the grid analysis performed in the previous 
chapter, all grids prepared in this chapter were set to have around 225k to 267k 
for the smaller tanks (8.6L to 200L) and up to 311k for the bigger tanks (1500L). 
A minimum of 11 nodes were placed along the impeller blade height for 
Rushton turbine which is critical to resolve the highly turbulent region around 
the impeller. A much higher grid density was employed for the CD-6 impeller 
(up to 18 nodes at impeller blade height) due to the impeller surface curvature. 
All simulations were performed using a half-tank grid made of 100% hexahedral 
elements which is desired for a better prediction accuracy and minimum 
numerical diffusion. 
First, a two-phase CFD simulation was performed assuming a uniform bubble 
diameter throughout the tank. Barigou and Greaves (1992) performed a detailed 
measurement of the bubble size on a gas-liquid stirred tank agitated by a 
Rushton turbine operating at the aeration rate ranged from Fig = 0.015 to 0.06. 
Their experimental data indicate that the bubble size is not spatially uniform 
inside the tank, with around 1 mm at impeller vicinity and up to 4.5 mm in the 
bulk region . Therefore for the cases with unknown bubble size distribution a 
uniform bubble of 3.5 mm was applied for the initial simulation of the tanks up to 
200L, whereas for the bigger tanks (1500L) the initial simulation was performed 
using a 5 mm bubble. Bubble sizes for case 5.2 and 5.3 are known from 
Laakkonen et al. (2007a) experiment, which was then used for the initial 
simulation. Case 6.5 has the same tank size and similar operating conditions to 
case 5.2 except with a different impeller type; hence a similar bubble size was 
employed for the initial simulation of both cases. 
The interphase drag coefficient was estimated using the standard Schiller-
Naumann drag model (Schiller and Naumann, 1935). The impeller movement 
was modelled using the multiple reference frame technique and the Eulerian-
Eulerian approach was employed for the multi phase modelling . The turbulence 
was modelled using the two-phase realizable k-e model. Transient solvers with a 
second-order spatial interpolation scheme were also applied for the final 
simulation in order to minimise the amount of numerical diffusion. The transient 
solver was employed in this work because it was impossible to use the steady-
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state solver for a gas-liquid stirred tanks when the Eulerian-Eulerian model was 
used, moreover the PBM also needs a transient solver. The iteration residual 
was set to fall below 1x10-4 at each time step to achieve good convergence. 
The volume average of the gas void fraction at the rotating zone (impeller 
region) was also monitored and the iterations in the transient simulation were 
only halted once a constant value was observed . Some examples of the volume 
fraction and the Sauter mean diameter evolution for a CFD-PBM simulation are 
shown in Fig . 6-7 . At first, (from point a to b) the CFD simulation is solved 
alternately with the PBM, where either one of the solvers is turned-off at a 
particular period . The reason for doing this is to control the stability of the 
simulation . The effect of the PBM is to pass the bubble Sauter mean diameter 
to the CFD simulation , when the CFD solver is enabled. At a certain stage 
(point b), when the bubble size evolution had reached a stable point, a 
combined CFD-PBM was then performed until a pseudo-steady solution was 
achieved. Once the steady solution was achieved (at point c) a second-order 
discretisation was applied and further simulation was performed alternately until 
a pseudo-steady solution was achieved. For the second-order simulation , it was 
not possible to run the fully coupled CFD-PBM mode because the model was 
prone to diverge when the fully coupled simulation was enabled . Technically 
both the fully coupled CFD-PBM and the alternate CFD-PBM approach would 
converge to similar result in the end of the simulation , but the alternate 
approach would take much longer time to be completed compared to the fully 
coupled approach . 
The PBM was initialised using a set of moments with the d32 corresponding to a 
certain bubble size (1.9 mm for the 152L and 14L tanks, 3.6 mm for the 8.6L 
and 152L and 200L tanks and 5.1 mm for the 1500L tank) as shown in Tables 
6-1 and 6-2 . The initial bubble sizes were assumed to follow a lognormal 
distribution with a standard deviation of 0.1. The initial bubble size has no effect 
on the final bubble size (refer to section 5.4) because the bubble size will evolve 
according to the local gas hold-up and turbulent dissipation rate; a larger initial 
bubble size was employed for the larger tanks to speed up the computations. It 
has to be noted that the initial bubble size employed for the CFD simulation with 
constant bubble size throughout the tank need not be similar to the initial d32 
176 
from the initial moments. This is because , the PBM is not activated at first for 
the initial CFD simulation until a crude approximation of the local gas hold-up 
and turbulent dissipation rate distribution were available (estimated using the 
CFD with constant bubble size) . After the initial CFD simulation , the PBM can 
be activated and each scalar is initialised using the value shown in Tables 6-1 
and 6-2. The sparger is treated as a continuous source of bubble with size of 
3.1 mm which was determined by the corresponding scalars (given in Table 
6-3) . The rates of moments flowing from the sparger are determined by the gas 
inlet velocity. 
Figure 6-3: Computational grid showing tank wall and its internal, A) Deen's 
geometry, B) Bombac et a/.'s geometry, C) CD-6 (intermediate) , D) CD-6 (fine) 
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Table 6-1: Geometry of the stirred tanks employed for the model validation 
Case 6.1 6.2 6.3 6.4 
Reference Oeen et al. (2002) Laakkonen et al. (2007a) Laakkonen et al. (2007a) Bombac et al. (1997) 
T = H (m) 0.222 0.26 0 .63 0.44 
D (m) Tl3 T/3 TI3 TI3 
Baffle (m) TI10 Tl10 TI10 TI10 
Tank type 
Impeller type 
W(m) 
Lo(m) 
C (m) 
Sparger type 
Sparger diameter Ds (m) 
Qg (m3/s) 
FIg 
Fr 
Re 
N (rpm) 
Nco (rpm) 
Flow regimes 
Grid 
d;z for CFO cons!. db (mm) 
Initial sca lars 
(same everywhere inside 
the tank) 
Dished bottomed 
Generic ROT 
0.25D 
0.25D 
TI2 
Ring 
0.1BD 
7.2 x 10.5 
0.030 
0.27 
32692 
360 
538.7 
Loaded 
267k 
Fig. 5-3E 
3.5 
9g .0 = 35300977 
9 •. 1 = 123538.78 
9,.2 = 436.68 
9 •. ] = 1.56 
d" = 3.5 mm 
Flat bottomed 
Standard ROT 
0.2D 
0.25D 
TI3 
Ring 
O.BD 
1.6x10" 
0.022 
1.19 
85856 
700 
548.7 
Fully dispersed 
225k 
Fig . 5-3B 
2.0 
9 •. 0 = 216712661 
9 •. 1= 41419.97 
9 •. 2 = 799.58 
9,.] = 1.56 
d;z = 1.9 mm 
Flat bottomed Dished bo ttomed 
Standard ROT Standard ROT 
0 .2D 0.20 
0.25D 0.25D 
T13 TI4 
Ring Ring 
O.BD D 
2.3 x 10-3 5.6 x 10" 
0.03B 0.029 
0.90 0.59 
285221 134131 
390 376 
379.2 408.8 
Fully dispersed Fully dispersed 
225k 242k 
Fig . 5-3B Fig . 5-30 
3.0 3.5 
Same as case 6.1 Same as case 6.2 
6.5 
0.26 
TI3 
TI10 
Flat bottomed 
CO-6 
0.2D 
0.25D 
TI3 
Ring 
D 
1.6 x 10" 
0.021 
1.21 
89047 
698 
197.8 
Fully dispersed 
253k 
Fig. 5-3F 
2.0 
Same as case 6.2 
--- ------------------------------------------------------------------------------------
Table 6-2: Geometry of the stirred tanks employed for the scale-up study 
Case 6.6 6.7 6.8 6.9 6.10 6.11 6.12 6.13 
T ~ H(m) 0.63 0.63 0.63 1.24 0.63 0.63 0.63 1.24 
D (m) TI3 TI3 T/3 T/3 TI3 TI3 Tl3 TI3 
Baffle (m) TI10 TI10 TI10 TI10 T/10 TI10 TI10 TI10 
Tank type All cases considered for the scale-up studies uses flat bottomed tank. 
Impeller type ROT ROT ROT ROT CO-6 CO-6 CO-6 CO-6 
W{m) 0.2D 0.2D 0.2D 0.2D 0.2D O.2D O.2D 0.2D 
LD(m) 0.25D 0.25D 0.25D 0.25D 0.25D 0.25D 0.25D 0.25D 
C(m) TI3 TI3 TI3 T/3 TI3 TI3 T/3 TI3 
Sparger type Ring Ring Ring Ring Ring Ring Ring Ring 
Sparger 0.8D 0.8D 0.8D 0.8D 0.8D 0.8D 0.8D 0.8D 
diameter Ds (m) 
Qg (m3/s) 9.5 x 10.4 1.2x 10·3 2.3x10·3 1.8 X 10.2 9.5 X 10.4 1.3 X 10.3 2.3 X 10.3 1.8 x 10" 
Fig 0.0171 0.0217 0.0384 0.0598 0.0153 0.0205 0.0361 0.0581 
Ft" 0.76 0.80 0.89 0.72 0.87 0.89 0.91 0.72 
Re 261507 267521 282618 703276 287877 290555 294767 714857 
N (rpm) 357.6 365.8 386.4 248.2 378.5 382.0 387.6 246.4 
NCD (rpm) 317.7 334.6 379.2 289.2 100.3 116.8 156.1 133.8 
Flow regimes Fully dispersed Fully dispersed Fully dispersed Large cavities All CD-6 cases operates under fully dispersed regime 
Grid 267k 225k 225k 308k 253k 253k 253k 311k 
Fig. 5-38 Fig. 5-38 Fig. 5-38 Fig. 5-3C Fig.5-3F Fig.5-3F Fig.5-3F Fig. 5-3G 
d" for CFD 3.5 3.5 3.5 5.0 3.5 3.5 3.5 5.0 
cons!. db (mm) 
Initial scalars 9 •. 0 = 35300977 Same as case Same as case 9 0 = 12104021 Same as Same as Same as Same as 
(same 6.6 6.6 9::, = 60519.96 case 6.6 case 6.6 case 6.6 case 6.9 
everywhere 9 •. , = 123538.78 
inside the tank) 9 •. 2 = 436.68 9 •. 2 = 305.64 
9 •. 3 = 1.56 9 •. 3 = 1.56 
~ d" = 3.5 mm dj2 = 5.1 mm 
~ 
<n Both ROT and CO-6 refer to standard impeller. 
Figure 6-4: Flow map of the ROT used for the validation study 
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Figure 6-5: Flow map of the cases considered for ROT scale-up study 
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Figure 6-6: Flow map of the cases considered for CO-6 scale-up study 
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Table 6-3: Scalars at sparger for al l cases studied in this chapter 
Scalars at sparger 
S •. o = 56072916 
S •. I = 168182.54 
S •. 2 = 509.51 
S •. 3=1 .56 
d" = 3.1 mm 
CFD 
"''''' *t~FD_PBMC """" , ..,., 
"o00 
""'" 
Volumf' 
""'" weighted 
""'" 
Average PBM 
· 0000 
.""" 
.,"'" a 
. .,., 
"""" """ "'" 
'0000 
"""" """'" 
"000 
'''''''' 
Time Slep 
(A) Convergence histOry of a32 on cdlUo_thild (TIme:; 1 S81Se - 03) Det n. 2008 FLUENT 6 3 (ld, dP. pbns, {'ulerlan, st.:e, unsleady) 
00810 CFD ~ 
0 .0000 C 
""" 
"'" 
OM70 
Volume 
""'" Weighted 0.""" Average 
",,"" ~ 
0.""" b 
""0 PBM a 
0«.10 
"""" """ "" 
'0000 
"""" 
,.,., 
''''''' ''''' Time Step 
(B) 
Converoence history of Volume fra(tlon on eo6_IO_nuIO (Time: I S81 8e' DJ) Oet 23, 2008 
FLUENT 6 3 (3d, (lP. pbns, euterl;n. ske, unSlea~ 
Figure 6-7: Evolution of the volume averaged dJ2 (A) and gas hold-up (8) at the 
impeller region for case 6.11 . Time step for the CFD simulation is 0.005 sand 
0.001 s for both the P8M and CFD-P8M simulation . 
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6.4 Results and Discussions 
6.4.1 Prediction of the Gas-Liquid Hydrodynamics 
First, the CFD simulations were validated against experimental data using the 
two-phase PIV measurements reported by Deen (2001) for a stirred tank with 
Fig = 0.0296. Deen (2001) added 4 g of NaCI per litre to the water in their 
experiment in order to make a non-coalescing system. Details of the geometry 
and operating parameters of Deen's tank are given in Table 6-1 (case 6.1). The 
initial simulation using a constant bubble size is required before a coupled CFD-
PBM simulation can be performed. Therefore, a realistic initial bubble size of 3.5 
mm was employed throughout the tank for the initial simulation . It has to be 
noted that this initial bubble size does not really matter in the end of the CFD-
PBM simulation, as the final bubble size will be determined by the local gas 
hold-up and the local turbulent dissipation rate. The bubbles were assumed to 
be spherical and the Schiller and Naumann (1935) drag model was employed to 
estimate the drag coefficient. The CFD results were time-averaged over all 
blade angles and compared with Deen's (2001) PIV measurements. For easier 
comparison , the results for the mean velocities and turbulent kinetic energy 
were normalised using the V,;p and V,;~ , respectively. Despite the assumption of 
a constant bubble size and spherical bubbles, the predictions (marked as CFD 
constant) shown in Figs. 6-8 to 6-10 are reasonably close to the experimental 
data, except for the axial gas velocity. The differences can be explained by the 
neglect of bubble coalescence and break-up caused by the turbulent flow 
induced by the rotating impeller. These mechanisms are not considered in the 
case where a uniform bubble size is assumed throughout the tank. 
A simulation using a non-uniform bubble size was next performed to evaluate 
these effects on the CFD predictions. The local bubble sizes were estimated 
using the population balance model, which tracks the moments of the bubble 
size distribution. The local Sauter mean diameters, obtained from the ratio of 
the third and second moments, were then passed into the CFD simulation and 
used for the two-phase flow modelling . The CFD-PBM simulations were 
performed using two different drag models: (i) the hard sphere drag model of 
Schiller and Naumann (1935) (a default FLUENT model) marked as CFD-PBM-
SN and (ii) another that takes into account the drag of distorted bubbles (Ishii 
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and Zuber, 1979) and dense bubble effect (Behzadi et al., 2003) marked as 
CFD-PBM-IZ. Predictions of the CFD-PBM model were slightly better than the 
one with a constant bubble size. Although there is not much improvement when 
the CFD-PBM and spherical drag model (CFD-PBM-SN) is employed. There is 
a little improvement observed when the distorted bubble drag model is 
considered (CFD-PBM-IZ) however ultimate success was not achieved . 
Improvement of the CFD prediction is due to the fact that the effect of local 
bubble sizes on the two-phase flow is mainly via the inter-phase exchange 
coefficient, which depends on the drag model. The Schiller-Naumann model is 
suitable for spherical rigid bubbles, but in comparison, the Ishii-Zuber model 
predicts drag coefficients for the spherical, ellipse and cap bubble regime. 
Predictions of the mean axial and radial velocities in the liquid phase (Fig . 6-8) 
are much better than those of the gas phase (Fig . 6-10). The result suggest that 
the local bubble size plays only a small role in the prediction of liquid mean 
velocities, as it can be observed in Fig . 6-8 there is no significant difference 
between the prediction by CFD-PBM-SN and CFD with constant bubble size. 
There is some improvement especially for the mean axial liquid velocity when 
the distorted drag model is considered (see Fig . 6-10) however ultimate 
success was not achieved. 
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o Deen (2001) 
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2 . CFD·PBM IZ 
- CFO-PSM-IZ2 
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Figure 6-8: Prediction of liquid phase axial (11) and radial (v) velocity at 
normalised radial position (radial position, r over tank radius, R) rlR = 0.37. CFD 
constant (constant bubble size and Schiller-Naumann drag), CFD-PBM-SN 
(CFD-PBM with Schiller-Naumann drag) , CFD-PBM-IZ (CFD-PBM with Ishii-
Zuber drag), CFD-PBM-IZ2 (CFD-PBM with reduced coalescence rate and Ishii-
Zuber drag) . Data points adopted from Deen (2001) . 
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Figure 6-9: Comparison between the liquid phase axial (/I) and radial velocity (v) 
for single phase and gas-liquid stirred tank at r/R = 0.37 . Experimental data 
obtained from Deen (2001). 
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Figure 6-10: Prediction of gas phase axia l (/I) and rad ial velocity (v) at rlR = 
0.37. Experimental data is adopted from Deen (2001) . 
Predictions of the gas mean velocities (see Fig . 6-10) are not as good as the 
liquid velocities, as shown in Fig . 6-8 especially for the axia l velocities . Unlike 
the liquid phase radial velocity, the effect of the bubble size shows some 
influence on the prediction of the mean radia l gas velocity (see Fig . 6-10). 
Prediction of radial gas velocity is surprisingly much better by the CFD model 
with constant bubble size , although predictions of axial gas velocity prove 
otherwise. This phenomenon may be due to the 4 grams per litre NaCI added to 
the system in order to create the non-coalescing system by Deen (2001). 
Although a non-coalescing agent (NaCI) were added to the system by Deen 
(2001), it may not be possible to prevent the coalescence completely. The 
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breakage events induced by the impeller rotation will also contribute towards 
smaller bubbles. This problem has not been considered in the present model 
which is only valid for the bubbly flow where coalescence and breakage can 
take place together i.e. in tap water. It may be assumed that addition of NaCI 
will affect the coalescence kernel by reducing the collision efficiency by let say 
50%. For this case only, the collision efficiency was multiplied with a constant 
equal to 0.5 in order to evaluate the sensitivity of the PBM to the reduced 
coalescence rate and also as an attempt to mimic the reduced coalescing 
effects when NaCI was added to the system (results from this case are marked 
as CFD-PBM-IZ2). This study does not imply that the PBM kernels should be 
fitted in this way, but it represents a simple method to evaluate the effect of a 
lower coalescence rate in the PBM. Of course, a proper method of formulating 
the kernels should be carried out experimentally, such as is described by 
Martinez-Bazan et al. (1999). A NaCI addition may change the initial and final 
film thickness responsible for the bubble coalescence. As expected, the bubble 
size reduces when the coalescence efficiency is reduced by 50% (see Fig. 
6-11). The PBM simulation is not sensitive towards the collision efficiency, as it 
can be observed from Figs . 6-11B and 6-11C that reduction of collision 
efficiency by 50% only yielded a marginal change in the local bubble size . This 
small change in bubble size (3.8 mm to 3.3 mm around the impeller zone) does 
not seem to change the predictions of the mean velocities as is shown in Figs. 
6-8 and 6-10 (see CFD-PBM-IZ and CFD-PBM-IZ2). 
Previous work by Deen (2001) also shows a large over-prediction of the mean 
gas axial velocity. Deen (2001) considered drag for a distorted bubble, virtual 
mass and lift force in their work but a monodispersed bubble size distribution 
was employed throughout the tank. Montante et al. (2008) recently showed a 
reasonable prediction of the mean gas velocities in stirred tanks using a CFD-
PBM method. However, the d32 in their work was under predicted by as much as 
50%, which undoubtedly affected the gas axial velocity. Recently, Zhang et al. 
(2008) showed correct prediction of the gas mean velocities using a 
combination of LES and Brucato et al.'s (1998) correction for the particle drag 
coefficient in turbulence flow. However, Lane et al. (2002) has pointed out that 
Brucato et al.'s drag model led to a wrong prediction of gas hold-up distribution; 
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higher gas hold-up near the bottom of the tank. The local bubble size was 
predicted correctly by Lane et al. (2002) using a bubble density method. This 
issue may be addressed by taking into consideration the drag correction due to 
turbulent flow, which is not considered in this work due to lack of suitable 
correlations and experimental data available in the literature. The turbulent 
corrections may increase the drag coefficient by 20 to 30% which would 
decrease the axial gas velocities and move them closer to the experimental 
va lues. 
Fig. 6-9 shows the predicted mean liquid velocities of the single and two phase 
flow using a single phase simulation and the CFD-PBM-IZ. The CFD predictions 
of the radial velocity show a good agreement with Deen (2001). The reduced 
velocities during the aeration condition were also predicted correctly. 
Predictions of the mean axial velocity are not as good as the radial velocity, 
nevertheless the overall trend of the liquid axial ve locity with and without 
aeration were predicted correctly. 
The predicted gas hold-up distribution shown in Fig. 6-12 shows clearly the 
loaded regime pattem which is in agreement with the flow regime map (see 
case 6.1 in Fig. 6-4). There is some influence of the local bubble size on the 
predicted gas hold-up (compare Fig . 6-12A to Fig . 6-12B) but the effect is not as 
significant as the drag coefficient (compare Figs. 6-12A and 6-12B to Figs. 
6-12C and 6-12D). Difference between the gas hold-up distributions predicted 
by reduced coalescence rate (Fig. 6-12D) and the one with the default Prince 
and Blanch (1990) model (Fig. 6-12C) is not significant due to a minimal 
differences in the predicted bubble size (- 1 mm) as shown in Fig . 6-11 (B and 
C). More quantitative comparison between the predicted local gas hold-up will 
be discussed further in section 6.4.3. The effect of the drag coefficient on the 
local bubble size distribution is also visible in Figs . 6-11A and 6-11 B which 
show a larger bubble when drag for distorted bubbles is considered. This is due 
to a higher gas hold-up which will translate into higher numbers of bubble per 
unit volume and thus higher chance for coalescence to occur. 
Predictions of the axial gas velocity in Fig. 6-13 shows more influence induced 
by the drag coefficient than the local bubble size, as it shows little significant 
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difference between the case with constant bubble size (Fig. 6-13A) and the 
CFO-PBM-SN (Fig. 6-138). These two cases employed the same Schiller-
Naumann drag model. The gas axial velocities are much lower when the drag 
for distorted bubble is applied (Figs. 6-13C and 6-130) due to much higher drag 
force induced by the non-spherical bubbles . The liquid axial velocity is not 
significantly affected by either the bubble size or the drag coefficient except in 
the impeller vicinity (Fig . 6-14) which resulted from the higher gas axial velocity 
in that region . Prediction of the radial gas and liquid velocities are also affected 
significantly by the drag model applied as can be seen in Figs . 6-15 and 6-16. 
Very low radial gas velocities around the impeller vicinity can be seen in Fig . 
6-15 due to the fact that this is a gas cavity region which is shown to have 
almost 100% gas hold-up in Fig. 6-12. A similar conclusion was also suggested 
by Scargiali et al. (2007) who studied separately the effect of bubble size and 
drag coefficient in a gas-liquid stirred tank. Scargiali et al. (2007) concluded that 
the drag force is the most dominant interfacial force in gas-liquid stirred tanks. 
Oeen (2001) performed a measurement of the rms velocities fluctuations for the 
single phase and gas-liquid flow via 20 PIV. They performed a PIV 
measurement for the gas-liquid flow using two cameras, i.e. one for the liquid 
velocities and another one for the gas velocities (bubble). A pseudo-isotropic 
assumption (Zhou and Kresta , 1996) may be employed to estimate the turbulent 
kinetic energy in the case when only two velocities components are available. 
k 4 (" " ) = - u +v 
3 
(6.17) 
Although eq .(6.17) assumed a pseudo-isotropic turbulence flow, they do not 
imply the turbulent to be isotropic because the u' and v' can vary quite 
significantly (Khan et al., 2005). Previous work by e.g. Khan et al. (2005) and 
Zhou and Kresta (1996) shows that eq.(6 .17) can give a good estimate of the 
turbulent kinetic energy. Khan et al. (2005) for instance shows a good 
reproduction of the distribution and magnitude of the turbulent kinetic energy 
measured by 3D PIV using eq .(6.17) and 20 PIV data. 
Fig. 6-17 shows the predicted random turbulent kinetic energy for the single 
phase and multiphase flow. Equations related to definition of k,"n and ktol were 
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described earlier in section 3.5.1. For the single phase flow the kmn was 
predicted reasonably well although the double peak trend was not reproduced 
correctly. This is due to the isotropic assumption of turbulent viscosity in the 
RANS model (Rk-c). A similar finding was also observed from a single phase 
study in chapter 3 earlier. However, it is not possible to compare the prediction 
of k
'OI because the impeller position for the multiple reference frame model is 
fixed at a particular position during the simulation. The k,o' calculation requires a 
full tank simulation and sliding mesh method (discussed in section 3.5.1) which 
is not performed in this chapter due to its computational demand, especially 
when the two-phase model and population balance modelling is used . However, 
it is thought that the turbulent kinetic energy has been predicted reasonably well 
in this work, considering a reasonable prediction of k"", . 
Previous work by Lu and Ju (1987) and Deen (2001) showed a reduction in the 
velocities fluctuations magnitude (corresponding to reduced turbulent kinetic 
energy) under aerated conditions . The reason behind this phenomenon is that 
some energy is absorbed by the secondary phase. The reductions of k,n" in 
stirred tank under aeration also have been reproduced correctly in this work 
(see Fig . 6-17 A) . Unfortunately, further comparison cannot be made for the 
liquid phase km" in Fig . 6-17A because the measurements of the angle-
resolved liquid phase velocity fluctuation were not presented by Deen (2001). 
However, comparisons of the gas phase km" in Fig. 6-178 shows a fair 
agreement to Deen (2001) . The effect of the bubble size and drag coefficient on 
the predicted turbulent kinetic energy is not significant (see Fig . 6-178). It is 
also interesting to note that the km" for gas and liquid phase is essentially 
similar despite the separate turbulent viscosities for both phases in the two-
phase Rk-Ii model (see Fig. 6-17A). Recently, Montante et al. (2008) also 
reported a similar finding from their PIV measurements in aerated stirred tank at 
low gas loading (0.2 VVM). Montante et al. concluded that liquid phase 
turbulence flow (velocities fluctuation) may be used as a benchmark for gas-
liquid modelling . Some discrepancies in the predictions may also be due to the 
inherent issue in Rk-c model which assume an isotropic turbulent viscosity. 
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Limitations of the Eulerian-Eulerian model which utilises the d32 instead of the 
real bubble size distribution may also affect the predictions. In reality the bubble 
sizes at any given point inside the tank cannot be represented by a single 
bubble size because the local bubble size changes with time and these different 
bubble sizes have a different magnitude of forces acting to them. The local 
bubble size distribution at any given time inside the tank is better appreciated by 
looking at the experimental measurement e.g. by Laakkonen et al. (2005b). The 
effect of the various bubble sizes has not been taken into account in Eulerian-
Eulerian model , nevertheless the CFD-PBM predictions are reasonable despite 
this simplification . 
Fig . 6-18 shows a reduction in the predicted turbulent dissipation rate by about 
a quarter during aeration, compared to its value for single phase flow. This trend 
is similar to the predicted mean velocities and turbulent kinetic energy shown 
earlier in Figs . 6-9 and 6-17. Reduction in the mean velocities under gassing 
condition translates into lower velocity fluctuations which mean lower turbulent 
kinetic energy and turbulent dissipation rate. Under gassing conditions some 
energy from the liquid phase is used to disperse the secondary phase 
especially to overcome the interfacial force i.e . the drag force . Prediction of the 
turbulent dissipation rate is not affected significantly by the drag model 
employed, as can be observed from Fig. 6-18: the predictions of CFD-PBM-SN 
are quite similar to those of CFD-PBM-IZ. However, the local bubble sizes seem 
to affect the location of the peak turbulent dissipation rate as they are shifted up 
when a constant bubble size is employed. The local bubble size near the 
impeller discharge is slightly smaller than the one employed for a constant 
bubble size (3.5 mm) simulation and thus more inclined to produce higher radial 
flow at impeller level (see Fig . 6-15 and 6-16), because smaller bubbles tend to 
follow the liquid flow. Therefore a peak turbulent dissipation rate closer to the 
impeller level is more likely to be observed when the CFD-PBM model is 
employed. The estimated value of & is much lower than those from the CFD 
predictions because of the assumptions that the length scale A = WIZ which is 
not necessarily valid for a stirred tank. For instance, experimental 
measurements by Khan et al. (2004) shows the length scales vary from 0.3W to 
1.1 W throughout the tank. 
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The two-phase mean velocities and turbulent kinetic energy have been 
predicted fairly well despite the simplification i.e . by employing a half-tank MRF 
model, RANS Rk-E: and Eulerian-Eulerian model. Any CFD-PBM simulations 
employed in the remainder of this chapter refer to the CFD-PBM-IZ due to its 
better prediction than the CFD-PBM-SN. 
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Figure 6-11 : Prediction of local bubble size (d32, m) for case 6.1, A) CFD-PBM-
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Figure 6-12: Prediction of gas hold-up distribution for case 6.1, A) Constant 
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Figure 6-14: Prediction of axial liquid velocities (mfs) for case 6.1, A) Constant 
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from Deen (2001). 
4~----
-, 
-4 1 
o Deen (2001) single phase 
- - CFD single phase 
--- CFD constant (gas-liq) 
-- CFD-P8M-SN (gas-liq) 
• CFD-PBM4Z (gas-Hq) 
_ CFD-PBM-IZ2 (gas-Hq) 
~ ~!-----------~~~!~~~~ 
o 2 4 6 
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6.4.2 Prediction of the Aerated Power Number 
Prediction of the gassed power input by integrating the dissipation rate over the 
tank volume is known to provide an underestimate of the power input. Pg may 
also be estimated from the moment acting on the shaft and impeller or baffles 
and tank wall combined with eq.(3.31). In this work Pg was calculated using the 
moment acting on the impeller and shaft, because it was shown previously in 
section 3.6 to produce a more reliable prediction than the moment acting on 
baffle and wall. However, the Pg estimated using the E: integrations are also 
presented for further discussion related to the effect of the under-prediction of E: 
on the mass transfer prediction. 
Many correlations are available for calculating the gassed and ungassed power 
number of stirred tanks agitated by a Rushton turbine and some of them are 
discussed earlier within section 2.7. Myers et al. (1999) performed extensive 
experiments in single phase and aerated stirred tanks fitted with either a 
Rushton type impeller, a CD-6 impeller or a BT-6 impeller; they reported the 
PglPo of a Rushton turbine drops significantly compared to that of a CD-6 or BT-
6 impeller on gassing. In this study the CFD predictions were compared with 
measured PglPo obtained by Myers et al. (1999) for the CD-6 impeller, and using 
eq .(2.5) for the standard Rushton turbine, together with eq .(2.3) described 
earlier in section 2.7 . Deen (2001) employed a Rushton type impeller with the 
blade width equal to its length (see Table 6-1). From experimental 
measurement, Deen (2001) observed the N,,rj = 6.0 and the N pg = 3.8, 
respectively. Thus Smith's (2006) correlation is not employed for Deen's 
geometry (case 6.1) due to the non-standard impeller dimension; instead the 
CFD prediction is compared directly to Deen (2001) measurement. 
Effect of the uniform bubble size on the prediction of the power number is 
assessed by comparing the Pg/Po from the CFD simulation with a uniform 
bubble size and the one with CFD-PBM. Unless otherwise mentioned, the CFD 
simulation with the uniform bubble size throughout the tank was solved with the 
Schiller-Naumann drag model without a dense bubble effect (default FLUENT 
model). The Pg/Po ratio is shown to be predicted reasonably well using the 
assumption of a constant bubble sizes throughout the tank (see Table 6-4). 
There is a small improvement in the prediction of Pg/Po when a non-uniform 
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bubble size is employed using the CFD-PBM method as can be seen for cases 
6.1 to 6.5. This is due to the changes in the distribution of gas hold-up, mean 
velocities and turbulent dissipation rates when the CFD-PBM-IZ is employed. 
The effect of the drag model and local bubble sizes on the two-phase mean 
velocities and turbulence flow have been discussed earlier in section 5.4.1. 
There is some discrepancy between the predicted relative power number from 
the CFD simulations and Smith's correlation for case 6.4 (see Table 6-4). In 
fact, Smith 's (2006) correlation is only shown to have a good prediction of the 
relative power number in the range from 0.3 to 0.6 (Smith 2006), whilst some 
discrepancy is shown when it applied outside this range. This finding is also 
supported by Cui et al. (1996) who proposed two different correlations for a 
different flow regime arguing that the Fig alone is not sufficient to describe the 
value of Pg/Po. Although Smith (2006) has considered an other dimensionless 
number, Fr, in his correlations at eq .(2 .5), it still seems to have a limitation . 
Previous work by Khopkar and Ranade (2006) on the same case (Khopkar and 
Ranade (2006) performed a CFD simulation of Bombac et al.'s (1997) geometry 
and operating conditions) give the value of Pg/Po = 0.66 from their CFD 
simulation employing a monodisperse bubble size. The effect of the uniform 
bubble size is not evaluated for the cases employed for scale-up studies (cases 
6.6 to 6.13) because it is thought that the model had been validated enough 
using cases 6.1 to 6.5. An initial simulation using a constant bubble size is not 
needed for the scale-up study; instead they are initialised using the result from 
an earlier simulation rather than starting from zero initialisation. This approach 
also helps to speed up the computation by starting from an almost correct gas 
hold-up and bubble size distribution. Moreover, there is a little motivation of 
running the uniform bubble simulation for the scale-up study because a proper 
calculation of the mass transfer can only be performed via a CFD-PBM 
simulation. 
Prediction of the Pg/Po for the other cases (case 6.6 to 6.13 were set for scale-
up study) were also reasonably close to the values obtained from Smith (2006) 
correlations for the Rushton turbine and Myers et al. (1999) measurement for 
the CD-6 impeller. Overall, the results suggest that the Pg/Po can be predicted 
reasonably well using the uniform bubble size assumption with bubble size 
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close to the experimental mean values. However, the CFD-PBM method is a 
more suitable approach for predicting the relative power number in cases when 
the mean bubble size is not known beforehand. 
6.4.3 Prediction of Local Gas Hold-up 
Bombac et al. (1997) has carried out detailed measurements of gas hold-up in a 
stirred tank agitated by a Rushton turbine using a resistivity probe. They carried 
out the gas hold-up measurements at an azimuthal position 12° behind the 
baffle in 190 different point nodes. The local gas hold-up distributions from 
Bombac et al.'s (1997) measurement are depicted in Fig . 6-19A showing a fully 
dispersed regime with gas circulating over the lower and upper circulation 
loops. Recently, Scargiali et al. (2007) and Khopkar and Ranade (2006) have 
performed CFD simulations for this case using a constant bubble size of 3 mm 
throughout the tank. The main difference between the two works is that Khopkar 
and Ranade (2006) considered the effect of turbulence on the bubble drag 
using Brucato et al.'s (1998) correlation , whereas Scargiali et al. (2007) neglect 
this term citing a lack of reliable data and correlations in the literature for a 
bubbly flow. Predictions by Khopkar and Ranade (2006) in Fig. 6-19B were 
reasonably good in the lower circulation loop, but unable to predict accurately 
the gas hold-up distribution above the impeller especially closer to the liquid 
surface. Meanwhile Scargiali et al. (2007) were unable to predict correctly the 
gas hold-up distribution in the lower and upper circulation loops, as well as near 
the liquid surface (see Fig. 6-19C) . The poor prediction of gas hold-up 
distribution by both Khopkar and Ranade (2006) and Scargiali et al. (2007) may 
be due to the application of a constant bubble size throughout the tank in their 
work. As discussed previously in section 5.3.1, Khopkar and Ranade's (2006) 
prediction may also be affected by the turbulent correction for drag coefficient 
they employed which consider an average value of the Kolmogorov microscale 
over for the whole tank. 
Comparison between Bombac et a/.'s (1997) measurements and the CFD 
simulation is shown in Fig . 6-19. The CFD-PBM-IZ prediction (Fig. 6-19E) 
shows a better agreement with the measured local hold-up than those from a 
CFD simulation with a monodispersed bubble size (dJ] = 3.5 mm) as shown in 
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Table 6-4: Prediction of the relative power number 
Case Q, 'P,/v V Fig VVM Vg N Relative power number (P "IP, ) 
(m3) (W/m3) (m3) (cm/s) (rpm) Smith (2006) 8 integral CFD Torque 
Myers et al. (1999) CFD-PBM-IZ const. db CFD-PBM-IZ 
Deen (2001) 
6.1 7.2 x 10.5 210.4 0.0086 0.030 0.50 0.19 360 0.63 0.31 0.52 0.59 
6.2 1 .6x 1 0~ 1174.7 0.014 0.022 0.70 0.30 700 0.45 0.28 0.41 0.45 
6.3 2.3 x 10'3 1205.8 0.2 0.038 0.70 0.74 390 0.42 0.29 0.38 0.43 
6.4" 5.6 x 1 0~ 660.8 0.071 0.026 0.48 0.35 376 0.49 0.49 0.58 0.68 
6.5 1.6x 10-4 1174.7 0.014 0.021 0.7 0.30 698 0.71 0.29 0.75 0.69 
6.6 9.5 x 10~ 1174.7 0.2 0.017 0.29 0.30 357.6 0.53 0.29 0.50 
6.7 1.2 x 10.3 1174.7 0.2 0.022 0.37 0.39 365.8 0.49 0.30 0.47 
6.8 2.3 x 10.3 1174.7 0.2 0.038 0.70 0.74 386.4 0.42 0.25 0.43 
6.9 1.8 x 10.2 1174.7 1.5 0.060 0.70 1.45 248.2 0.39 0.17 0.39 
6.10 9.5 x 10-4 1174.7 0.2 0.015 0.29 0.30 378.5 0.73 0.31 0.68 
6.11 1.3 x 10.3 1174.7 0.2 0.021 0.39 0.39 382.0 0.71 0.31 0.68 
6.12 2.3 x 10.3 1174.7 0.2 0.036 0.70 0.74 387.6 0.68 0.28 0.62 
6.13 1.8 x 10.2 1174.7 1.5 0.058 0.70 1.45 246.4 0.71 0.28 0.64 
* The PglV is estimated using the value at column no 9 which is either taken from Smith (2006) corre lations, Myers et at. (1999) or 
Deen (2001). 
** The monodisperse bubble size simulation is performed with consideration of a dense bubble function in eq .(5.5) for a fair 
comparison between the predicted local gas hold-up with those modelled using the CFD-PBM-IZ. 
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Figure 6-19: Prediction of gas hold-up (%), A) Bombac et al. (1997), B) 
Constant bubble size d 32 = 3 mm by Khopkar and Ranade (2006), C) Constant 
bubble size d32 = 3 mm by Scargiali et al. (2007), D) Constant bubble size d 32 = 
3.5 mm (this work), E) CFD-PBM (this work) 
Fig . 6-190 . The higher gas hold-ups in the impeller discharge are also predicted 
pretty well , compared to those obtained experimentally. Gas is present around 
the lower circulation loop, which indicates a complete dispersion regime has 
been correctly reproduced by the CFD-PBM-IZ simulation , however the local 
hold-up is under-predicted compared to Bombac et al.'s (1997) measurement. 
Omission of the effect of turbulence on the drag coefficient is thought to be the 
main reason for this under-prediction. Similar conclusions were also drawn by 
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Lane et ai, (2002) who studied the gas-liquid stirred tank using a combined CFO 
and the bubble density method, Lane et ai, (2002) found a significant change in 
their result when the drag correction due to turbulent by Brucato et a/. (1998) 
was employed , However, Brucato et a/.'s drag correction cause a wrong 
distribution of the gas hold-up; higher gas hold-up in the lower circulation loop 
compared to the measured value, As mentioned in section 5,3,1 , Brucato et 
a/. 's model is formulated for solid-liquid system and thus may not be suitable for 
bubbly flow, Prediction of the CFO-PBM model in this work may be improved if 
the effect of turbulence on the drag coefficient is taken into account. However 
there is no drag correction due to turbulent available for bubbles available from 
the literature at present. 
The pattern of the gas hold-up above the impeller region is not predicted 
correctly, but nevertheless the predictions are closer to Bombac et a/.'s 
measurements, Gas hold-up near the top surface is also predicted well by the 
CFD-PBM method which shows values of around 2%, similar to those from 
Bombac et a/.'s measurements, A slightly higher gas hold-up (3%) is shown in 
Fig , 6-190 for the case with constant bubble size, due to the fact that bubble 
size should be much bigger near the liquid surface due to coalescence process 
(see Fig, 6-20), Essentially, the bubble size stays almost the same above the 
impeller near the liquid surface, but is not affected by the liquid upper circulation 
loop as much as the flow just above the impeller (see Fig , 6-21), The gas and 
liquid phase velocity vectors shown in Fig, 6-21 demonstrate this effect clearly, 
A weak gas recirculation can be observed just above the impeller (Fig, 6-21A) 
where a strong liquid recirculation occurs (Fig , 6-21 B), whereas no gas 
circulation occurs near the top liquid surface due to reduced (or no) liquid 
circulation in that region, Consequently, the bubble rise velocity near the top 
surface is greater than those just above the impeller (see Fig, 6-21A), Scargiali 
et ai, (2007) also over-predicted the gas hold-up near the top surface by up to 
50% (3% compared to 2% from Bombac et a/.'s measurement) in their work 
which also employed a monodisperse bubble size throughout the tank (Fig , 
6-19C), 
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Figure 6-21 : Vector plot for case 6.4 the background is contour of axial velocity, 
A) gas phase vector and axial gas velocity, B) liquid phase vector and axial 
liquid velocity 
There are notable differences between the gas hold-up distributions obtained 
using CFD simulations with a monodispersed bubble size by Khopkar and 
Ranade (2006), Scargiali et al. (2007) and the one from this work (Figs. 6-19B, 
6-19C and 6-19C) due to the different model used to calculate the interfacial 
force. Khopkar and Ranade (2006) for instance employed the drag correction 
due to turbulent by Brucato et aJ. (1998). It is not explicitly clear which drag 
model is employed by Scargiali et al_ (2007) however they employed a 
Reynolds averaged two-phase model which tend to have a different treatment 
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for the interfacial force modelling. The present work employed a Favre 
averaged two-phase model (standard FLUENT two-phase model). A brief 
description regarding to this different averaging method was outlined earlier in 
section 5.3.1. The differences arises from the two averaging technique relate 
mostly to modelling of turbulent dispersion and interphase forces and thus may 
affect significantly prediction of gas hold-up distribution (Lane et al. , 2002). 
There are still some discrepancies in the predicted gas hold-up using the CFD-
PBM method because of many other issues such as the limitations of 
turbulence model and the inherent problem in Eulerian-Eulerian method which 
utilise the Sauter mean diameter instead of the real bubble size distribution. The 
bubble sizes at any given point inside the tank cannot be represented by a 
single bubble size because the local bubble size changes with time and these 
different bubble sizes have a different magnitude of forces acting to them. The 
local bubble size distribution at any given time inside the tank is better 
appreciated by looking at the experimental measurement by e.g. by Barigou 
and Greaves (1991), Lu and Wu (2001), Alves et al. (2004) and Laakkonen et 
al. (2005b). The value obtained from experiment is in fact a combination of 
effect of the different bubble size from the overall distribution and these may not 
be captured correctly by the Eulerian-Eulerian model employed in this work. 
Nevertheless prediction of the local gas hold-up is reasonably accurate despite 
the simplification . Moreover, the CFD-PBM result is better than those obtained 
using a constant bubble size by Scargiali et al. (2007) shown in Fig . 6-19C. The 
gas hold-up distribution in the upper region of the tank also shows a better 
agreement with Bombac et al.'s (1997) measurement in Fig. 6-19A; and an 
improvement compared to those from Khopkar and Ranade (2006) in Fig. 
6-19B. As discussed earlier in chapter 5, the influence of the virtual mass and 
lift force to the gas hold-up prediction may not be significant (Scargiali et al., 
2007), despite adding convergence difficulties and increasing the computational 
demand. Further improvement to the prediction accuracy may also be obtained 
if the drag correction due to turbulence is considered. However, the model in 
this current form is more accessible computationally and hence more practical 
as a design tool. 
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6.4.4 Prediction of Local Bubble Size 
CFO-PBM simulations were performed using a user-defined subroutine 
compiled within FLUENT. The Prince and Blanch (1990) breakage and 
coalescence kernels were employed to predict the bubble dynamics throughout 
the tank. The vo lume-average Sauter mean diameter, d32 , in the impeller region 
was used as a convergence indicator in these simulations (see Fig . 6-7). For 
each case (with grid consisting of around 250k cells), the overall simulation 
process takes at least three weeks of iterations to complete using a Genie 
workstation fitted with two dual-core Xeon 3.8 GHz processors and 3 gigabyte 
of RAM. 
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Figures 6.22 and 6.23 show that the local bubble sizes predicted by the CFD-
PBM simulation for both the smaller and the larger tanks are in good agreement 
with the experiments by Laakkonen et al. (2007a). The smallest bubbles can be 
observed around the impeller, where the dissipation rates are a maximum, 
whereas the largest bubbles are found below the impeller, just above the 
sparger, due to the combination of a high void fraction and low dissipation rates. 
Some discrepancies in the local bubble size predictions can be observed in the 
bulk region for the bigger tank, possibly due to the well-known under-prediction 
of the energy disSipation rates by the k-E: model combined with under-prediction 
of local gas hold-up around the lower circulation loop. It was known from single 
compartment study in section 5.4 that the evolution of the bubble size depends 
mainly on the dissipation rates and the gas void fraction . However, the effect of 
5 on the local d)2 predictions is thought to be minimal since the kinetics of the 
breakage and coalescence depend on 5 ' , where Icl is small (0.25 or 0.33). Thus 
a 30% error in 5 gives rise to <10% error in the kinetic rate. The predictions of 
the gas hold-up may also be compromised by the omission of drag correction 
due to turbulent flow in the previous section 6.4 .3, and thus may affect the 
prediction of local bubble sizes. 
Fig. 6-24 shows distributions of the breakage kernel, the turbulent dissipation 
rate in the liquid phase, the smaller OMOM abscissa , the coalescence kernel, 
first weight of OMOM and the gas volume fraction distribution. It is clear frorn 
Fig. 6-24A that bubble breakage mainly occurs around the impeller discharge 
stream, where the turbulent dissipation rate is suffiCiently high (see Fig . 6-24B), 
whereas in the bulk region the breakage kernel is closer to zero indicating 
minimal (or no) breakage events. The Prince and Blanch (1990) breakage 
kernel given by eq.(5.13) assumes that only eddies with size larger than 0.2L; 
are effective for breakage. This assumption may be reasonable for gas-liquid 
stirred tank because the smaller bubble size is well below 1 mm (- L; = 0.28 
mm) as shown in Fig. 6-24C. The sub-millimetre bubble is more stable and less 
likely to be affected by breakage events. The distribution of the breakage kernel 
shown in Fig. 6-24A also shows the expected distribution i.e . higher breakage 
around the impeller discharge stream. Thus, it may be concluded that Prince 
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and Blanch's (1990) assumption of only eddies with size larger than 0.2L, is 
effective for breakage may be acceptable for gas-liquid stirred tank. 
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Figure 6-24 Result from CFO-PBM-IZ simulation for case 6.2. A) Breakage 
kernel , B) Turbulent dissipation rate of liquid phase, C) The smaller QMOM 
abscissa , 0) Coalescence kernel , E) weight of QMOM, F) Gas volume fraction 
The coalescence kernel resu lts (see Fig . 6-240) need much complicated 
explanation since they are affected by combination of local bubble size and 
local gas hold-up. The bubble collision frequency in eq .(5.8) is proportional to 
the L~ which means larger bubbles have more tendency to coalesce. The 
moments equation for coalescence event also had a proportional relation to the 
square of the gas hold-up characterised by lV;' (number of bubbles per unit 
volume). Relations between the local gas hold-up and the QMOM weight is 
much better understood by looking at Figs. 6-24E and 6-24F which show much 
high value of W; at locations of high gas hold-ups. Distribution of the QMOM 
weight is not exactly similar to the gas hold-up because the calculation of weight 
is also depending on the local abscissa (bubble size) ; nevertheless the weight 
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has approximately similar distribution to the gas hold-up. A higher value of the 
coalescence kernel is spotted at locations with a higher value for both Li and Wi , 
such as below the impeller (above the sparger) and within the upper and lower 
circulation loops. 
The CFD-PBM approach is also capable of responding to changes in operating 
conditions. For instance, case 6.1, which considers a lower impeller speed , 
produces larger bubbles compared to case 6.2, where the impeller speed is 
much higher (see Table 6-1) . However, the va lue reported in Table 6-5 is a bit 
misleading since the volume averaged bubble size also considered the region 
that has no bubble thus resulting in a smaller bubble size for the case 6.1 than it 
should be; case 6.1 operates in the loaded regime. Comparison might be fair for 
cases operating in similar flow regimes because in that way the proportion of 
the tank with zero gas fraction remains at about the same level. A systematic 
comparison cannot be made between cases 6.1 and 6.4 with cases 6.2 and 6.3 
because of several reasons. Firstly, case 6.1 operates under the loaded regime 
and has a different sparger size and impeller dimension compared to cases 6.2 
and 6.3. Secondly, case 6.4 uses large sparger placed immediately below the 
impeller and such an arrangement will not cause air accumulation below the 
impeller disk as in cases 6.2 and 6.3. The air accumulations below the impeller 
disk cause formation of larger bubbles. A fair comparison may be obtained by 
comparing results from cases 6.2, 6.3, 6.5 , 6.6 and 6.7. According to 
Calderbank's (1958) correlations, eq.(2.17), the d32 is proportional to 
(Pg / V) -O ' a O.s. Laakkonen et al. (2005a) obtained a fair agreement between 
Calderbank's (1958) correlations and their experimental measurement for air-
water stirred tank. The volume averaged d32 plotted against (Pg/V)-OA a O.s in Fig. 
6-25 shows a good correlation between the bubble size and (Pg / V) -O" aO.s for an 
aerated stirred tank agitated with a Rushton turbine. The constant obtained from 
this correlation is not similar to those from Calderbank's correlation in eq.(2.17) 
because Calderbank (1958) generated the fit using a non-metric unit while all 
units employed for this study were SI. Nevertheless, this finding has further 
confirmed the result from CFD-PBM approach. The correlation is also not 
dependent on the impeller type, as is shown in Fig . 6-26 where the correlation is 
essentially similar for Rushton turbine and the CD-6. The best fit line for the CD-
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6 impeller is much closer to the case 5.13 in Fig. 6-26 than the case 5.9 in Fig . 
6-25 for the Rushton turbine, which eventually led to the difference in the line 
slope . Theoretically the bubble size should remain the same irrespective of the 
impeller type if [; (related to Pg/ V) and a remain constant as was shown earlier in 
section 5.4. Findings from this work in Figs . 6-25 and 6-26 also suggest a 
similar conclusion. 
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6.4.5 Prediction of Mass Transfer Coefficient 
Having obtained the local bubble size from the CFD-PBM simulation , the local 
kLo can be estimated using Higbie's penetration theory or the surface renewal 
model of Danckwerts. For the smaller tank (14L) the penetration theory gave a 
significantly higher value of kLo (see Fig. 6-27 A) due to its sensitivity towards the 
smaller bubble sizes. In contrast, for the bigger tanks (200L and 1500L), the 
Danckwerts model gave slightly higher kLo values around the impeller region . 
Similar trends were also found for the evolution of the oxygen transfer rate in 
Fig. 6-28 and the (kLo) values in Table 6-5 (compare cases 6.5, 6.8 and 6.9). In 
eq.(6 .11) for Higbie's model the kLo oc L:' whereas for Danckwerts model in 
eq .(6 .14) the kLo oc L;. So for a small bubble, say a 1 mm bubble , the difference 
in kL 0 caused by the bubble size alone for Higbie's model is about 30 times 
(0.001 1.5/0.001 2) larger than the Danckwerts model. However, the kLo 
estimated from both models did not differ by a magnitude of 30 because of the 
different assumptions for calculating the contact time . The contact time is 
assumed constant for Higbie's model which is characterised by d, /lI,,,1' ' whilst 
Danckwerts' model assumes a variable contact time depending upon the rate of 
eddy renewal at surface of the bubble expressed as (C, / V, )05 . The differences 
between the kL 0 estimated by these two different methods appear to be 
minimal and both can be employed to predict the mass transfer in gas-liquid 
stirred tanks with reasonable accuracy. 
The maximum local kLo values for the larger tank (Figs. 6-27B and 6-27C) were 
significantly smaller (roughly 40% less) than for the smaller tank (Fig. 6-27 A), 
due to the bigger mean bubble size (see Table 6-5), which consequently 
reduced the interfacial area. However, the volume averaged kLo shown in Table 
6-5 for a constant Pg/V and VVM indicates a much higher value due to a much 
higher aeration number for the bigger tanks compared to the smaller tank when 
VVM is kept constant. The local kLo contour map also revealed a large dead 
zone in the bottom region of the tank due to the poor gas dispersion produced 
by the Rushton turbine. All cases considered in this chapter are operating at 
impeller speed higher than the critical speed for full dispersion, Nco, except for 
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case 6.1 (see Tables 6-1 and 6-2) . However, the model at present cannot 
predict the gas hold-up in the lower ci rculation loop accurately, as discussed in 
section 6.4.3. It is not possible to discuss further the effect of gas hold-up on the 
predicted mass transfer coefficient at this stage due to lack of experimental data 
for comparison but further explanation will be elaborated when comparing the 
predicted and measured (k,a) . 
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By analogy with experimental measurements, which often assume a well-mixed 
liquid phase, a representative of global value, (kLa) was estimated by 
monitoring the oxygen concentration at any position inside the tank throughout 
the Simulation , from 
(6.18) 
where C; and CQ{!) are the oxygen solubility in water and the oxygen 
concentration in a specific location at any time I , respectively . This is not to say 
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that the oxygen concentration in the vessel is well-mixed ; the method simply 
allows a comparison with experimental data which have been analysed in the 
similar way. According to Grenville and Nienow (2004), a correlation for mixing 
time to reach the 95% homogeneity for all impellers at all the scales may be 
estimated as follow: 
f) - ~!.... ( )' ,,- N ' 13 N D 
p 
(6. 19) 
where ~" N, D and T is the power number, impeller speed, impeller diameter 
and tank diameter, respectively. This correlation gives mixing time values 
ranging from 3.2 s to 9.1 s for case 6.2 and 6.9. The lj(kLa) values for case 6.2 
and 6.9 are 43.5 and 37 s respectively, which is about one order of magnitude 
greater, confirming the perfect mixing assumption employed in this work. It has 
to be noted that eq .(6.18) is only valid for a poorly soluble gas such as oxygen 
in water, where the liquid-phase mass transfer resistance is dominant over the 
gas-phase mass transfer. Values of (kLa) were obtained from the slopes of the 
graphs obtained by plotting the left hand side of eq.(6.18) against time. Fig . 
6-29 shows the evolution of the dissolved oxygen concentration , Co(t), 
calculated using the Higbie and Danckwerts methods, respectively. The Co(t) 
were obtained from a point placed at impeller discharge. The predicted Co(t) 
profile is in fair agreement with the experimental measurement from Laakkonen 
et al. (2007b) especially when an oblate spheroid shape is considered for the 
bigger bubbles . As expected , the discrepancy is much bigger when bubbles 
assumed to have a spherical shape throughout the tank which may not be 
correct for diameters > 1 mm. As mentioned by Montante et al. (2006), no 
bubble appeared completely in a spherical shape from their photographic 
observations in stirred tanks, except for the bubbles smaller than 1 mm. Due to 
its better prediction of the Co(t) evolution, the combined spherical and oblate 
spheroid model is applied for the remainder of this work. 
The discrepancy of the Co(t) prediction may be introduced by the under-
prediction of gas hold-up mentioned earlier in section 6.4.3. Under-prediction of 
gas hold-up yielded a smaller bubble size because it reduces the probability of 
bubble-bubble collisions which often led to bubble coalescence . The predicted 
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loca l bubble sizes in the impeller discharge stream where most of the mass 
transfer occur are slightly smaller (see Figs. 6-22 and 6-23) than those 
observed experimentally by Laakkonen et al. (2007a) . However, these slight 
under-prediction of local bubble sizes may not result in over-prediction of the 
mass transfer coefficient because the mass transfer coefficient is affected by 
both the gas hold-up and bubble size. Thus, the effect of the smaller bubble on 
the mass transfer coefficient is balanced by the lower gas hold-up. 
Nevertheless, predictions of mass transfer by the CFD-PBM model are 
reasonable despite it being compromised by under-prediction of the gas hold-
up. 
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Higbie's method is found to have a slightly faster oxygen transfer rate than the 
Danckwerts's method for a smaller vessel (see Fig . 6-28A), where the mean 
number bubble size (d10) is less than 1.5 mm, but the opposite happens for the 
larger vessels (see Figs . 6-28B and 6-28B) when the dlO is larger than 2 mm. 
This is also reflected in the calculated values of the (kLG) shown in Table 6-5, 
for cases 6.2, 6.8 and 6.9. As explained earlier both models have a different 
sensitivity towards a different bubble size with the Higbie's model more 
sensitive to the smaller bubbles (- 1 mm). 
The Co(t) evolution was recorded at three different locations inside the tank 
namely the dead zone below the sparger, the impeller region and bulk region 
above the impeller. Only a small amount of variation was found between the 
(kL G) values estimated using these Co(t ) evolutions (see Fig . 6-30), hence the 
remaining discussion focuses only on the data recorded at impeller discharge, 
where the majority of experimental measurements are usually made. In 
eq.(6 .18), and often in experimental measurements of the mass transfer 
coefficient, it is assumed that the dissolved oxygen concentration, Co(t) is 
uniform. Results from the CFD-PBM simulations suggests that this assumption 
is applicable for the lab and pi lot scale gas-liquid vessels shown in Figs. 6-31 
and 6.32, without the presence of an oxygen sink (i.e. a reaction or micro-
organism respiration) . There is a little difference between the evolution of 
oxygen concentrations for 14L and 1500L tanks except there is a vis ibly lower 
(kLG) 5-' (kLG) 5-' (kLa) 5-' 
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Figure 6-30 : Comparison between the (kLG) estimated using the Co(t) evolution 
obtained at different position inside the tank at constant Pg/V and VVM, A) Case, 
B) case 6.8, C) case 6.9. Higbie's method (bold font), Danckwerts's method 
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oxygen concentration below the sparger for the bigger tanks (200L and 1500L) 
at 1 second . However, there is little difference in the oxygen concentration 
contour after 5 second . The region below the sparger is also known for its poor 
mixing and was indicated as a dead region (see Fig. 6-27) which is due to 
absence of gas circulation in this region (see Figs. 6-24F). Assumption of a 
uniform Co(/) may not be valid in a gas-liquid bioreactor, even at small scale, 
depending on the local rate of consumption of dissolved oxygen . In such a 
case, the Co(t) may fall towards zero within dead regions leading to a severe 
mass transfer limitation. The well-mixed assumption is also less likely to be 
correct with increasing scale of operations (Schuetze and Hengstler, 2006) , 
especially when dealing with industrially sized vessels. Thus in practice , the 
Co(r) may be non-uniform, being almost saturated in some locations where there 
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is a high local kLa, and having a low Co(l) in regions with poor gas dispersion. It 
may be concluded that simple volume averages of kLa from CFO simulations, 
without knowledge of their correlation with local driving forces , are of little 
practical use; they would tend to be larger than the (k,.a) values obtained by 
experiment, or from eq .(6.18). However, a CFO calculation which solves the 
oxygen transport equation, coupled with local values of kl.a takes this effect into 
account, and can serve as a more correct framework for the design and scale-
up of aerated stirred tanks than methods that use eq .(6.18) with volume 
averaged quantities . 
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Figure 6-32: Evolution of oxygen concentration in aerated stirred tank agitated 
with a ROT operating at the same PglV and VVM. The mass transfer coefficient 
estimated using Oanckwerts's model. A) 14 Lease 6.2, B) 200L case 6.8, C) 
1500L case 6.9 
Volumetric mass transfer coefficients, (k,.a) , for air-water stirred tanks might be 
estimated from a correlation as a function of P I V and superficial velocity such 
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as the one given in chapter 2 (see eq. 2.20) . One of those correlations 
suggested by van't Riet was said to be applicable for a vessel of volume 
ranging from 2 to 2600 L and for PglV ranging from 500 to 10000 W/m 3 with an 
accuracy of approximately 20-40% (van't Riet, 1979). Comparison between the 
(kLa) estimated using eq.(2.20) and the CFD-PBM model evaluated in this work 
(using the Co(t) evolution at the impeller region) is presented in Table 6-5. The 
relative error from the (kLa) value obtained from eq.(2.20) and the CFD 
simulations ranged from 3% to 56%, with a larger error for the bigger vessel i.e . 
cases 6.9 and 6.13. Correlations such as eq.(2.20) are known to be problematic 
when applied to tanks of different size from that of the original experiments. For 
instance, Garcia-Cortes et al. (2004) reported a deviation up to 18% from their 
experimental measurements in a 5 L tank; earlier Zhu et al. (2001 ) reported 
about a 20% discrepancy for a 120 L tank. There is also a concern about the 
CFD prediction knowing the poor prediction of E: by the k-E: turbulence model , as 
is indicated by the prediction of the gassed power number from the E: integration 
in Table 6-4. However, as was discussed previously in section 6.4.4, the effect 
of E: on the bubble size is thought to be minimal since the kinetics of the 
breakage and coalescence depend on li ' , where Icl is small. Although li may 
not be predicted accurately in some regions inside the tank, the k-6' model 
appears to predict li satisfactorily around the impeller region, as shown in Fig. 
3-8 for the single phase stirred tank. Application of a uniform scaling factor for 
local values of E:, e.g. as used by Lane et al. (2005), may then lead to an 
overestimate of li in regions of high breakage rate and hence was not 
considered appropriate in the current work. 
The (kLa) obtained from eq.(6.18) is also consistently shown to be somewhat 
smaller than the volume averaged ha (see Table 6-5). These two quantities are 
in fact a different measure of the mass transfer coefficient. As stated earlier 
(see description of eq .(6.18)) (kLa) takes into account the effect of the driving 
force on the overall mass transfer rate , whereas the volume-averaged kLa value 
does not. 
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6.4.6 Comparison of the Mass Transfer Rates in Aerated Stirred 
Tanks Agitated by a Rushton Turbine and a CD-6 Impeller 
Comparison between the gas dispersion performances of the CD-6 impeller and 
the Rushton turbine have been evaluated experimentally by many researchers 
e.g. Bakker and Benz (1996); Myers et al. (1999); Zhu et al. (2001); Smith et al. 
(2001); Paglianti et al. (2008). Most of the previous experimental work deals 
with gassed power drop and the volumetric mass transfer coefficient. Much 
earlier works on concave impellers, e.g. by Warmoeskerken and Smith (1989) 
also exist but the impellers used in their work showed only limited similarity to 
the CD-6 design. Generally, the CD-6 impeller is known to maintain a high value 
of Pg/Po but has a slightly lower mass transfer coefficient compared to the 
Rushton turbine at the same Pg/ V. 
CFD studies of concave type impellers are quite rare in the literature. Bakker 
and Benz (1996) presented a study of gas-liquid stirred tank agitated with 
multiple CD-6 impellers, but no comparisons were made to experimental 
measurements. Vlaev et al. (2004) performed a CFD simulation on a single 
phase stirred tank agitated with either a Rushton turbine , a shallow and a deep 
concave blade design. Their study shows higher pressure difference at the 
surface of impeller blade for Rushton turbine than the concave impeller which 
explains the higher power number for the Rushton turbine compared to the 
concave impeller. No comparison was made to experimental measurements in 
Vlaev et al.'s work. Khopkar et al. (2004) performed CFD simulation of a single 
phase and an aerated stirred tank agitated by a Scaba (concave type) impeller. 
They presented a fair prediction of the single phase mean velocities and 
turbulent kinetic energy compared to their PIV measurement. Khopkar et al. 
(2004) also made a limited comparison for the gas-liquid prediction by 
comparing qualitatively the measured mean velocity vectors to the CFD 
prediction. They also compared the vorticity magnitude behind the impeller 
blade for a Rushton turbine and a Scaba impeller, but no comparisons were 
made for the size of gas cavity. Recently, Min et al. (2008) performed a CFD-
PBM study of aerated stirred tank agitated by a combination of two axial 
impellers and a BT-6 impeller (concave type). They employed the method of 
classes available within the CFX code (MUSIG) to solve the population balance 
equation in their work. They managed to obtain a good prediction of the axial 
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gas hold-up profile compared to their experimental measurement. From this 
brief review it is clear that no comprehensive CFD study has been performed to 
compare the performance of both the Rushton turbine (conventional impeller) 
and the CO-6 impeller (advanced gas-liquid impeller). It is of great interest to 
evaluate the predicting capability of the CFD-PBM model for an advanced 
impeller such as the CO-6. Thus a detail comparisons was performed in this 
work for a CD-6 impeller and a Rushton turbine operating at similar PglV, Vg and 
VVM (cases 6.2 and 6.5). 
Fig. 6-33 shows the predicted gas hOld-up for aerated stirred tanks agitated by 
a Rushton turbine and a CD-6 impeller. The CFD-PBM result managed to 
reproduce correctly the experimentally observed smaller gas cavity for the CD-6 
impeller compared to the Rushton turbine which is responsible for the smaller 
reduction in aerated power number for the CD-6 impeller. Predictions of aerated 
power number have been discussed previously in section 6.4.2. The CFD result 
also shows a slightly higher gas fraction for the CO-6 impeller especially in the 
bulk region above the impeller. 
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Figure 6-33: Comparison between the predicted local gas hold-up for aerated 
stirred tank agitated with ROT (case 6.2) and CD-6 (case 6.5). both operating at 
the same PglV, Vg and VVM 
The CO-6 impeller shows much lower turbulent kinetic energy than the Rushton 
turbine (see Fig. 6-34) due to a higher reduction in power number and formation 
of much larger gas cavity by the Rushton turbine. The CFO-PBM predictions in 
this study are in agreement with Kovac et a/.'s (2001) who found a lower 
turbulent kinetic energy for the Scaba impeller (comparable to CD-6) compared 
to the Rushton turbine from experimental measurement. For a single phase ftow 
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the CO-6 has a turbulent power number around 3 whilst the Rushton turbine 
has around 5. During aeration the power number for CO-6 reduces by about 
30% whereas up to 70% reduction is observed for the Rushton turbine due to 
formation of gas cavity discussed earlier. This gas cavity which is moving along 
the trailing vortices behind the impeller blade tends to have a more random fiow 
and hence much higher turbulent kinetic energy. Similar distributions are also 
shown for the turbulence dissipation rate in Fig . 6-35 which shows much lower 
Cmax values for the CO-6 compared to the Rushton turbine. 
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Figure 6-34: Comparison between the predicted liquid phase local turbulent 
kinetic energy for aerated stirred tank agitated with ROT (case 6.2) and CO-6 
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Figure 6-35: Comparison between the predicted liquid phase local turbulent 
dissipation rate for aerated stirred tank agitated with ROT (case 6.2) and CO-6 
(case 6.5), both operating at the same PglV, Vg and VVM 
Fig . 6-36 shows the contour map of local bubble size for the tank with a 
Rushton turbine and a CO-6 impeller. Both the mean number bubble size and 
the Sauter mean diameter for the tank agitated by CO-6 impeller are shown to 
be much larger than in the case of the Rushton turbine due to the combination 
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of higher gas hold-up and lower turbulence dissipation rate for the CD-6 
impeller. Higher gas hold-ups favour bubble coalescence events because they 
increase the chances of bubble-bubble collision. On the other hand, lower 
turbulence dissipation rates reduce the breakage rate; the equilibrium between 
these higher coalescence rates and the lower break-up rates for the CD-6 
impeller result in bigger bubbles. 
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Figure 6-36: Comparison between the predicted local bubble size for aerated 
stirred tank agitated with RDT (case 6.2) and CD-6 (case 6.8) both operating at 
the same PglV, Vg and VVM, A) Sauter mean diameter, 8) Mean number 
diameter 
Consequently, these bigger bubble sizes yielded a much lower value of local ha 
as shown in Fig. 6-37 compared to the values for the Rushton turbine in Fig. 
6-27. This is due to the lower interfacial area resulting from the bigger bubbles. 
Reduction of the local kLa is also reflected in the lower values of the predicted 
(k,.a) for CD-6 impeller in Table 6-5 and the oxygen transfer rate in Figs. 6-38 
and 6-39. In addition to the comparison for the small tank (14L), the results 
obtained from 200L and 1500L tanks are also presented in Figs. 6-38 and 6-39. 
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Figure 6-37 : Prediction of local k LG with a CD-6 . A) 14 L tank (case 6 .5) , B) 200 
L tank (case 6.12), C) 1500 L tank (case 6.13) 
Results for the bigger tanks also follow the trend of the smaller tanks except the 
difference between the CD-6 and the Rushton turbine is much smaller for the 
1500L tank. This phenomenon can be explained by calculating the effect of the 
mean bubble size (d,o in Table 6-5) on the local k LG. For Danckwerts' model , the 
k,a oc L;, which means for the smaller tank (cases 6.2 and 6.5), where the 
mean bubble size is 1.3 mm and 2.0 mm respectively , the difference caused by 
the bubble size alone is around 60%. Whereas for the bigger tank (cases 6.9 
and 6.13) , where the mean bubble size is 3.5 mm and 4.2 mm respectively , the 
differences caused by the bubble size is just around 30%. Similar trends were 
observed for Higbie's model where the k,a oc L~" , which translate to about 50% 
difference in k LG for the smaller tank and around 20% difference for the bigger 
tank, considering effect of bubble size alone. Of course the bubble size is not 
the only factor affecting the local k LG, as these value are affected by the local 
gas hold-up as well , which is why the difference in the predicted (k,a ) is not as 
much as 10%. 
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Figure 6-39: Comparison between the oxygen transfer rate calculated using 
Oanckwerts's method for aerated sti rred tank agitated with ROT and C06 
operating at the same Pg/ V and VVM, A) cases 6.2 and 6.5, B) cases 6.8 and 
6.12, C) cases 6.9 and 6.13 
6.4.7 Assessment of the Influence of Scale-up on the Mass Transfer 
Rate in Aerated Stirred Tanks 
This section focuses on the scale-up study of gas-liquid stirred tanks, especia lly 
from the perspective of the mass transfer rate. Correct prediction of the (kLa) is 
a crucia l step in the design, operation and scale-up of bioreactors (Ochoa and 
Gomez, 2009). Scale-up is a part of the commercialisation process which 
involves a change in production capacity from a laboratory scale study to a pilot 
or production scale. The main aim for gas-liquid stirred tanks i.e . bioreactor 
scale-up is to achieve a similar performance such as the growth rate and 
product yield , for both the production and laboratory scales. Theoretically, the 
performance of the bigger tank could match the smaller one (lab scale vessel) if 
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the production rate can be maintained in the bigger vessel. However, in most 
cases the production rate in aerated bioreactors is hampered by poor mass 
transfer, mainly the oxygen transfer from gas to the liquid phase. It has been 
proven experimentally for aerobic fermentation that the production rate in the 
bigger vessel can match those in a smaller vessel if the mass transfer rate can 
be maintained (e.g . Flores et al., 1997; Shukla et al. , 2001 ; Bandaiphet and 
Prasertsan , 2006; Islam et al., 2008). However, details about the operating 
variables such as the PI V, Fig, VVM and Vg needed to achieve a repeatable 
successful scale-up are not described in the above-mentioned work. Thus the 
scale-up study without information about its operating variable is of little 
practical use because they cannot be used for design purpose. 
Oldshue (1966) performed a scale-up of gas-liquid stirred tank from 2L to 20L. 
Oldshue (1966) studied the effect of conserving a single variable such as PI V, 
impeller Reynolds number, impeller speed and impeller tip speed to the (kLG) 
for a gas-liquid stirred tank of 2L and 20L. Oldshue's findings suggest that it is 
impossible to maintain all the parameters in the same ratio to one another for a 
successful scale-up. Figueiredo and Calderbank (1979) studied geometrically 
similar tanks with operating volumes of 43L and 600L and their findings suggest 
a successful scale-up may not be achieved by keeping the combination of PI V 
and Vg or Pg/V and VVM constant. Their findings suggest that the (kLG) 
decreases with increasing tank size when constant PI V and Vg are applied ; 
whereas the (kLa) increases with increasing tank size when constant PgIV and 
VVM are employed. Their study implies that the constant PI Vand VVM criterion 
is a more conservative scale-up approach. Garcia-Ochoa and Gomez (2009) 
provided a detail review on the scale-up of gas-liquid bioreactors from the 
oxygen transfer rate perspective. Their reviews cover both the measurement 
techniques for oxygen transfer rate and volumetric mass transfer coefficient. 
They also provide a brief review about previous scale-up studies on aerated 
stirred tank. They concluded none of the available scale-up approaches i.e. 
constant P I V, oxygen transfer rate, kLa and shear rate can be used as a sole 
general method because their success depends on the process conditions. 
They concluded the constant oxygen transfer rate method is the most suitable 
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scale-up approach for aerobic fermentation based on the results reported in the 
literature e.g . Flores et al. , 1997; Shukla et al., 2001; Bandaiphet and 
Prasertsan, 2006; Islam et al. , 2008. Most of the previous scale-up studies deal 
with conventional gas dispersion impellers such as the Rushton turbine . It is of 
great interest to evaluate the scale-up approach for the advanced gas 
dispersion impeller such as the CD-6 which is capable of handling higher gas 
loading and has lower gassed power drop compared to Rushton turbine . 
Recently, CFD-PBM has been employed to predict the mass transfer in gas-
liquid bioreactors by several authors (e.g . Dhanashekaran et al., 2005; 
Laakkonen et al., 2006a). Dhanashekaran employed a CFD-PBM simulation to 
predict the mass transfer coefficient in an airlift reactor, where the solution of 
the population balance equation was provided by method of classes. They 
reported a fair agreement compared to the experimental measurements from 
Kawase and Hashimoto (1996) despite using a standard drag model (Schiller-
Naumann, 1935). Laakkonen et al. (2006a) performed a simulation and 
experimental study on xanthan fermentation in aerated stirred tank bioreactor. 
They employed a population balance modelling solved via method of classes for 
the bubble dynamics modelling . The two-phase modelling was realised with an 
Eulerian-Eulerian model, the k-durbulence model and a drag model suitable for 
spherical and distorted bubble was also considered . The reaction kinetics for 
xanthan fermentation were modelled according to Garcia-Ochoa et al. (2000) 
and the mass transfer modelling was via Higbie's (1935) model. Laakkonen et 
al. (2006a) managed to obtain a good prediction of the bubble size, mass 
transfer coefficient and gassed power number for the two different tank size 
(194L and 640L) considered in their work. Thus CFD-PBM was employed in this 
work following the previous work by Dhanashekaran et al. (2005) and 
Laakkonen et al. (2006a). However, solution for the population balance 
equation in this work is provided by the QMOM described previously in sections 
4.3 and 5.3.3 instead of the method of classes. 
The effect of scale-up on the mass transfer rate in gas liquid stirred tanks with 
the operating volume ranging from 14L to 1500L was evaluated. It is impossible 
to keep all quantities constant at different scales, but it is feasible to maintain a 
couple of variables i.e. a combination of PglV and either Fig, VVM or Vg. It is 
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generally accepted that constant P I V should be maintained , since it directly 
affects the local energy dissipation rate, which is the key hydrodynamic variable 
in the breakage and coalescence kernels . Three combinations of scale-up 
approaches were applied going from the 14L to the 1500L vessels, namely 
constant P I V and either Fig, VVM or Vg . Table 6-5 shows that for all three cases 
(6.2 , 6.6, 6.7, 6.8 and 6.9) for RDT and (6.5, 6.10, 6.11 , 6.12 and 6.13) for CD-6 
impeller, approximately the same values of the global (kLG) were obtained from 
the CFD-PBM calculation which is also reflected in the Co(t) evolution shown in 
Figs. 6-40 and 6-41. None of the scale-up approaches considered in this work 
could maintain the (kLG) perfectly. If Higbie's model is employed for the 
evaluation purpose, a similar (kr.G) level is more likely to be achieved by 
keeping the PI V and VVM constant for RDT, i.e. this rule provides a more 
conservative design. If the Danckwerts model is used , fixing the P/ V and Fig 
constant may be able to yield a similar (kLG) level. Maintaining constant Vg gave 
a slight reduction in (kLG/ whereas constant VVM led to slight increase . This 
finding is in agreement with experimental observations by Figueiredo and 
Calderbank (1979) who studied geometrically similar tanks of 43L and 600L 
agitated by a Rushton turbine. At constant P i V, the bubble sizes and number 
per unit volume (L ; and W; from QMOM) only depend on the local gas hold-up. 
Considering only the effect of bubble size and gas hold-up in eq .(6.11) for 
Higbie model the kLa oc L:"w; whereas for Danckwerts model in eq .(6.14) the 
kLa oc L;w;. Using a simple analogy taking the L; as d10 and W; as a from Table 
6-5, it is clear that the effect of gas hold-up outweighs the effect of smaller 
bubble in the case of constant Vg by about 1.5 times for constant Fig and 3.6 
times higher for constant VVM if the Higbie model is considered . Even the larger 
effect of a is observed when Danckwerts model eq .(6 .14) is employed with up 
to 2.4 times higher (kLG/ for constant Fig compared to constant Vg and 17.4% 
higher {kLa/ for constant VVM A similar conclusion may also drawn from the 
tank agitated by CD-6 impeller as shown in Fig . 6-41 and Table 6-5 (compare 
cases 6.5, 6.10, 6.11, 6.12 and 6.13). In all cases studied for the scale-up 
studies, there is a good chance of obtaining a similar (kLa/ level by fixing the 
222 
Ps/Vand Fig but even higher (k,a ) may be achieved by keeping the ps/V and 
VVM constant. The CFD predictions shown here give around a 3-56% lower 
(k,a) va lue for Higbie and Danckwerts models compared to correlations by van 
Riet (1979) , but this is within the likely experimental error of the empirica l 
corre lations. 
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Table 6-5: Evaluation of the scale-up effect to the mass transfer coefficient in aerated stirred tanks 
Case Impeller Scale-up V (L) P,IP. a d12 (kL a) Van't Volume averaged (kLa) eq.(5.32) (l is) 
parameter kL a (l is) d,. Riet (1979) 
Smith (2006) CFD- (mm) (mm) (l i s) Higbie Danckwerts Higbie Oanckwerts 
Myers et al. (1999) PBM 
6.2 ROT Base case 14 0.45 0.45 1.68 2.5 0.024 0.031 0.026 0.023 0.018 
1.3 
6.6 ROT PI V and Vg 200 0.53 0.50 1.63 3.5 0.024 0.022 0.019 0.018 0.015 
1.6 
6.7 ROT PI V and Fig 200 0.49 0.47 2.26 4 .1 0.028 0.026 0.025 0.022 0.021 
1.7 
6.8 ROT PI V and VVM 200 0.42 0.43 3.95 5.3 0.038 0.033 0.038 0.027 0.031 
2.1 
6.9 ROT P,IV and VVM 1500 0.39 0.39 5.86 8.6 0.053 0.035 0.044 0.027 0.033 
3.5 
6.5 CO-6 Base case 14 0.71 0.69 2.25 3.4 0.024 0.021 0.016 0.019 0.015 
2.0 
6.10 CO-6 p,IV and Vg 200 0.73 0.68 2.11 4.5 0.024 0.016 0.Q15 0.016 0.013 
2.1 
6.11 CO-6 P,IV and Fig 200 0.71 0.68 2.97 5.2 0.028 0.019 0.019 0.018 0.Q17 
2.4 
6.12 CO-6 P,IVand VVM 200 0.68 0.62 4 .32 6.0 0.038 0.024 0.026 0.021 0.023 
2.8 
6.13 CO-6 P,IVand VVM 1500 0.71 0.64 6.46 9.1 0.053 0.027 0.035 0.023 0.029 
4 .2 
I\) 
I\) 
.p. 
6.5 Summary 
A comprehensive method via CFD-PBM for modelling aerated stirred tanks has 
been developed. The CFD-PBM method with a drag model suitable for spherical 
and distorted bubbles is shown to be a better approach for modelling the gas-
liquid flows in stirred tanks , than simply assuming a uniform bubble size. The 
power number, local bubble sizes, gas hold-up, dissolved oxygen concentration 
and the mean velocities of the two-phase flow have been predicted satisfactorily 
in correspondence with experimental data taken from the literature. The CFD-
PBM models are also able to reproduce correctly the reduction in the mean 
velocities magnitude during aeration. The predicted bubble size shows good 
correlation to (P I vro, cP which is in agreement with the earlier study by 
Calderbank (1958). The mass transfer ca lcu lation considering an oblate 
spheroid bubble shape is also shown to be a much better approach than an 
assumption of a spherical bubble. There is no significant difference between the 
(kLo) estimated using the Co(t) evolution at the impeller region, compared to 
those obtained at other spatial positions, for the sizes of tank studied in this work 
(up to 1500L). Higbie's model gave a higher (kLo) value than the Danckwerts 
model for the smaller tank due to its sensitivity towards the smaller bubbles, but 
the oPPosite happens for the bigger tanks. The (k,.o) predicted using the 
correlation, such as eq .(2.20), which suggest a dependence on PI V and Vg must 
be used with care because they may not be applicable for vessels of a different 
size to those from which the original correlation was derived. 
The CFD-PBM model also managed to reproduce correctly the trend of lower 
(kLo) and gassed power number for the CD-6 impeller compared to Rushton 
turbine . Detail mechanisms behind this phenomenon are also elucidated by 
comparing the prediction from CFO-PBM simulation on the gas hold-up, bubble 
sizes and the turbulence quantity. At constant P I V and VVM, the difference 
between the (kLo) for the tank agitated by ROT and CO-6 is quite significant for 
the smaller tank (14L), but the difference become less Significant for the bigger 
tanks (1500L). This event can be explained by the smaller contribution of the 
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bubble size to kLD for larger tanks when the mean number bubble size becomes 
greater than 3 mm. 
The scale-up of gas-liquid stirred tanks remains a very challenging task. For the 
small scale-up factor used here (linear scaling by x2.4, or volume scaling by 
x14), all three rules gave approximately similar (kL D) values. The most 
conservative approach was to keep both the P,/V and VVM constant, which in the 
CFO-PBM computations discussed here led to a slightly larger va lue of (kLD) at 
larger scale; in contrast, constant P,/Vand Vg led to a slight reduction in the rate 
of mass transfer at larger scale which is in agreement with the findings by 
Figueiredo and Calderbank (1979) from experimental measurement. Results 
from studies of even larger tanks (1500 L linear scaling by x4.8 , or volume 
scaling by x107) further confirm the higher (kLD) value when the P,/V and VVM is 
fixed . Results from the CFO-PBM simulation also suggest a similar scale-up rule 
may be applicable for advanced gas dispersion impellers such as the CO-6, 
which yielded a similar scale-up trend to those of Rushton turbine. 
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7 CONCLUSIONS AND RECOMMENDATIONS 
7.1 Conclusions 
In this study, computational methods have been applied to investigate the fluid 
mechanics of single phase and gas-liquid stirred tanks. Most of the work deals 
with CFD simulations; however, development and implementation of a 
population balance model are also studied. The aim of this study is to produce a 
modelling method with improved capabilities, which may be used in designing, 
troubleshooting and scaling-up of gas-liquid stirred tanks. This chapter 
summarises the main findings and considers the extent to which the original aim 
has been achieved. 
Results from the single phase CFD study showed that any of the tested 
turbulence models can predict correctly the time-averaged mean velocities , but 
only a few models (i.e. DES, k- B and Rk-B) can predict the turbulence quantities 
reasonably well . However, none of the RANS models can predict accurately the 
angle-resolved mean velocities, especially just before the centroid of the trailing 
vortex core. The RANS models also fail to predict the angle-resolved turbulence 
quantities correctly. The DES model shows much better predictions of the angle-
resolved mean velocities and turbulence quantities, compared to any of the 
RANS models . However, the DES model employed in this work cannot predict 
the turbulence dissipation rate correctly (under-predicted by up to 75%) and thus 
may require further refinement i.e. by having a variable turbulent viscosity 
parameter (CD" ), in a way similar to Lily's (1992) model for LES, which evolved 
according to the · information provided by the resolved velocity field, instead of 
constant CDes in the present model. Apart from that the DES also required more 
than 10 times longer computational time than the RANS model and thus may not 
be a practical choice for deSign, scale-up and troubleshooting tools, especially 
for multi phase systems. Due to the above-mentioned reasons the Rk-B was 
employed for the gas-liquid stirred tank simulations instead of DES. 
Nevertheless, this study has revealed a great potential of DES for predicting the 
turbulence quantities in stirred tanks and its ability to work with a standard wall 
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functions means a significant reduction of computational demand compared to 
LES. 
Radial and axial positions of the lower and upper trailing vortex cores for 
Rushton turbine have been successfully reproduced numerically using RSM and 
DES models. Both trailing vortices were also predicted moving in the upward 
axial direction, in good agreement with the presented measurements from the 
literature. The accuracy of the power number predictions is not strongly affected 
by the choice of turbulence models . Instead, they were reasonably well 
predicted by any of the RANS or DES models used in this work, as long as the 
moment method was used. Volume integration of the dissipation rate under-
predicted the power number by more than 20%. 
With the aim of developing a fully coupled CFD and population balance model 
(PBM) for gas-liquid stirred tanks, various PBM solutions methods were 
investigated. The quadrature method of moment (QMOM) was found to be a 
computationally efficient solution approach for PBMs. A new numerical solution 
for the QMOM via a simultaneous solution of the differential equations resulting 
from the moment transformation and the system of nonlinear equations obtained 
from the quadrature approximation has been proposed using a differential-
algebraic equation (DAE) formulation, based on exiting DAEsolvers. Simulations 
have demonstrated that the proposed DAE_QMOM method is more robust and 
accurate than the product-difference (PO) algorithm in most cases, especially for 
growth only problems. The DAE-QMOM has a mathematically simpler 
formulation eliminating the additional complexity related to the product difference 
algorithm, providing a more robust solution framework. The only downside of the 
DAE-QMOM at present is the lack of an automatic Jacobian generator in the 
DAE solver. At present, the Jacobian elements are computed symbolically in 
MATLAB and then included manually within the DAE-QMOM algorithm. 
However, the use of DAE solvers with automatic differentiation would make the 
DAE-QMOM much simpler to implement than the PD-QMOM. However, 
currently it is impossible to implement the DAE-QMOM within FLUENT due to 
the lack of suitable DAE solver in the CFD code, and thus the PD-QMOM was 
implemented instead, since it has a similar prediction accuracy as DAE-QMOM 
for breakage and coalescence problems. 
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A test using a single compartment model with realistic breakage and 
coalescence kernels has demonstrated the capability of the PD-QMOM 
algorithm, , to predict the bubble size evolution in a homogeneous gas-liquid 
flow. The prediction from the single compartment population balance model 
showed a reasonable agreement with the Sauter mean bubble sizes obtained 
from empirical correlations. The algorithm also responded well to changes in the 
turbulence dissipation rate and the initial bubble size distribution . The results 
suggest that the final bubble size is only affected by the turbulence dissipation 
rate and local gas hold-up, but is not affected by the initial bubble size. 
A three-way coupling method which combines both two-way coupling CFD 
simulation and the population balance modelling could provide a satisfactory 
prediction of local bubble sizes in aerated stirred tanks provided a reasonable 
bubble size is employed for the initial CFD simulation . However, prediction of 
this method is strongly affected by the choice of bubble size in the CFD 
simulation and hence may not be the best method for predicting the bubble size 
for aerated stirred tanks. 
A comprehensive method via CFD-PBM for modelling aerated stirred tanks 
considering the drag model for spherical and distorted bubbles together with a 
correction for dense gas dispersions has been developed. Predictions from the 
developed model are shown to be better for modelling the gas-liquid flows in 
stirred tanks, than simply assuming a uniform bubble size. The power number, 
local bubble sizes, gas hold-up, dissolved oxygen concentration and the mean 
velocities of the two-phase flow have been predicted satisfactorily in 
correspondence with experimental data taken from the literature. The CFD-PBM 
models are also capable to reproduce correctly the reduction in the mean 
velocities magnitude following aeration. 
The mass transfer calculation considering an oblate spheroid bubble shape for 
bubbles bigger than 1 mm is also shown to be a much better approach than the 
ones with a spherical bubble. There is no Significant difference between the 
mean mass transfer coefficient (kLa) estimated using the dissolved oxygen 
(Co(/)) evolution at the impeller region, compared to those obtained at other 
spatial positions, for the sizes of tank studied in this work (up to 1S00L). Higbie's 
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model gave a higher (kLa) value than the Danckwerts model for the smaller 
tank, due to its sensitivity towards the smaller bubble, but the opposite occurs for 
the bigger tanks. The (kLa) predicted using a correlation , such as by van 't Riet 
(1979), which suggest a dependence on PI V and Vg must be used with care 
because they may not be applicable for vessels of a different size to those from 
which the original correlation was derived. 
The CFD-PBM model also reproduced correctly the trend of lower (kLa) and 
smaller gassed power drop for the CO-6 impeller compared to Rushton turbine. 
Detailed mechanisms behind this phenomenon are also elucidated by 
comparing the prediction from the CFD-PBM simulations for the gas hold-up, 
bubble sizes and the turbulence quantities. At constant PI V and VVM, the 
difference between the (k,a) for the tank agitated by ROT and CD-6 is quite 
significant for the smaller tank (14L) but it becomes less pronounced for the 
larger scale tanks (1500L) due to a much smaller difference between the bubble 
interfacial area for bigger bubbles. 
Three scale-up rules, namely a constant PI V combined with either constant Fig, 
Vg and VVM were studied numerically using the CFO-PBM method developed in 
this work. The results suggest that a successful scale-up may be achieved by 
keeping the PI V and VVM constant. This method can lead to a slightly higher 
(kLa) with increasing scale representing the most conservative approach. In 
contrast, constant P I V and Vg led to a slight reduction in the rate of mass transfer 
at larger scale, which is in agreement to the findings by Figueiredo and 
Calderbank (1979) from their experimental measurements. Results from a study 
of even larger tanks (1500 L linear scaling by x4.8 , or volume scaling by x107) 
further confirmed the higher (kLa) value when the PI V and VVM are fixed during 
scale-up . Results from the CFD-PBM simulation also suggest a similar scale-up 
rule may be applicable for advanced gas dispersion impeller such as CO-6 
which yielded a similar scale-up trend to those of the Rushton turbine . 
However, the volumetric mass transfer coefficient still assumes that C - Co (/) is 
uniform in space. This assumption becomes less likely at industrial scale 
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(Schutze and Hengstler, 2006) and hence the whole concept of calculating the 
overall mass transfer rate from a single point Colt) evolution becomes 
questionable. The real strength of the CFD-PBM is that it can take into account 
varying driving forces and varying kLa values inside the tank, which is critical for 
its design, scale-up and troubleshooting. 
7.2 Recommendations 
The model developed from this work needs further refinement, especially on the 
interfacial force modelling which is at present does not include the effect of 
turbulence on the drag coefficient, virtual mass and lift forces . Of the many 
simplifications employed in this work, omission of turbulent drag coefficient due 
to lack of data and correlations available in the literature is potentially the most 
important issue because drag coefficient is known to increase with up to 50% for 
particles in the condition of intense turbulence (Schwartzberg and Treybal, 
1968). An alternative solution may be provided by employing a drag model for 
solid particles subject to background turbulence. Such a model may not be able 
to give an accurate prediction, but it may be a better solution than not 
considering them at all. The virtual mass and lift forces are not thought to affect 
the model prediction significantly. 
A better turbulence model such as DES, LES or even DNS combined with 
sliding mesh method could be a positive development for the current model. A 
multiple-size Eulerian-Eulerian model may also be required because at present 
only single mean bubble size (d32 ) is permitted at a particular spatial position in 
the two-phase model. However, all these changes would make the model much 
less tractable to solution on a personal computer, and hence less practical as a 
design tool. 
The model in this work may be employed with little changes to other gas-liquid 
flows, such as an airlift bioreactor, bubble column, bubbly flow in pipe and stirred 
tank bioreactor. At present, the model does not include any reaction or 
bioreaction process, but the model can be extended further to accommodate 
such a need e.g. by adding an oxygen sink term into the dissolved oxygen 
transport equation and by adding further transport equations for substrate 
concentration and cell mass. Since the population balance model and drag 
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model framework are already available in the current implementation, the model 
may also be modified with little effort to describe the solid-liquid or liquid-liquid 
flows encountered e.g. in crystallisation, agglomeration, precipitation, emulsions 
and any two-phase flow involving dynamics of a dispersed flow, such as oil-
water dispersions in pipe among others. The only changes required are (i) in the 
kernels which are dependent on the process physics and (ii) the drag model. 
The drag model currently implemented in the model may be suitable for liquid-
liquid dispersion without needing further modification, whereas the drag models 
for particles are already available as a default option in commercial CFD codes 
such as FLUENT. 
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Appendix 
Derivation of analytical solution for power-law growth 
PBE for growth only problem is given by: 
an+a(Gn)=o 
at aL 
an +G an +n aG =0 
at aL aL 
The growth law is give by: 
G=bLP 
After differentiation, the growth law: 
dG =b LP-I 
dL P 
Replacing equation AA into equation A2: 
an G an _ b LP-I 
-+ ---n 'P 
at aL 
(A1 ) 
(A.2) 
(A3) 
(A.4) 
(A5) 
From method of characteristic, the characteristic line in which the PDE reduces 
to ODEs can be represented as follows: 
n(L,t) = n(L(s ),t(s)) 
Applying the chain rule: 
an dL an dt an 
-=--+--
as ds aL ds aL 
Comparing equation A.7 to A5: 
dt = 1 
ds 
dL=G 
ds 
dn _ b LP_' 
---n 'P 
ds 
(A6) 
(A7) 
(AS) 
Since t - to = s - So assuming to = So = 0, thus t = s. The equations AS become: 
dL =bL' 
dt 
dn _ b LP-I 
---n 'P 
dt 
(A9) 
(A.10) 
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Integrating equation A.9 with respect to Land t: 
LdL t 
J-p=b fdt 
L L 0 o 
, 
Lo = (L'-p -(1- p )htP-
Integrating equation A.1 0: 
J~ =-bp IF-'dt 
"0 0 
After rearranging: 
p 
(
( ,1_ -..£..p )c:..:...bt)p", 
n=no 1+-, L"P o 
Replace La with equation A.13: 
(A.11 ) 
(A.12) 
(A.13) 
(A.14) 
(A.15) 
(A.16) 
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{ 
(1- p)bt )P~I 
n = no (Lo 1 + 1- ( )b £P-l-p t 
p 
= n (L f LI-p - (1- p )bt + (1- p )bt Jp-I 
o 0\ LI P -(1- p)bt 
P 
{
Il-P - (1- p )btJI-P 
-n (L 
- 0 0 L1-p 
P 
( { (1- p )bt)l-p = no Lo,\ 1- L1-p 
The normal distribution is given by: 
pdf= ~exp(-(L-;)'J 
0' 2" 20' 
The final distribution at any time t is given by: 
(A.17) 
(A.18) 
P (1- p )bt)l-p 
L1-p (A.19) 
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