The introduction of high-pressure injection systems in D.I. diesel engines has highlighted already known drawbacks of in-cylinder turbulence modeling. In particular, the well known equilibrium hypothesis is far from being valid even during the compression stroke and moreover during the spray injection and combustion processes when turbulence energy transfer between scales occurs under non-equilibrium conditions. The present paper focuses on modeling in-cylinder engine turbulent flows. Turbulence is accounted for by using the RNG k-ε model which is based on equilibrium turbulence assumptions.
INTRODUCTION
Complying with automotive emission standards is a very complicated task since a reduction of NO x and soot engine-out levels is continuously required to limit air pollution. Engine performance and emissions are controlled by a great number of parameters related to the injection system, combustion chamber geometry, boost pressure and EGR percentage. Due to the expense of experimental investigations on engines, the development process must be supported by CFD simulations in order to reduce the cost and time required to bring a new engine into the market. In order to be useful in engine design, CFD has to be reliable. Models must describe correctly the in-cylinder processes and they must require very limited tuning of the empirical model constants. Despite the fact the many efforts have been spent in order to provide reliable predictions over a wide range of engine operating conditions, spray combustion simulations have often followed experimental development of engine combustion chambers and injection systems due to shortcomings in the models used and the limited accuracy of experimental data used as input parameters [1] .
As it is well known, good NOx and soot engineout level predictions are strictly linked not only to the models themselves but also to the accuracy in determining local equivalence ratio and turbulence distribution. The available models for NOx and soot have proved to be able to capture at least the trade-off if local conditions are correctly predicted [2, 3] . Unfortunately, as pointed out earlier, in almost all practical cases a proper tuning of the empirical constants is needed to match experimental curves when operating conditions or engine characteristics are varied over a wide range. This results in reducing the confidence of engineers in CFD.
Recent works [4] [5] [6] [7] [8] have indicated that strong causes of disagreements between experiments and numerical predictions are determined by inaccuracies in turbulence modeling and coupling between the liquid and gas phase.
In this paper attention is focused on the prediction of the eddy turnover time for the fuel conversion rate calculation. In particular, this research aims to investigate the effect of two-equation eddyviscosity turbulence models (EVM) on spray-combustion simulations when a characteristic-time combustion model is used [28] . EVM are widely used in engine simulations because of their simplicity and reasonable accuracy in reproducing the main turbulence features [9] [10] [11] [12] . Advances in engine technology are pushing those models, in their standard form, toward the borderline of applicability. Current eddy viscosity models reveal limits in capturing the real features of in-cylinder turbulence because their transport equations for turbulent kinetic energy k and its dissipation rate ε are valid under the "equilibrium" hypothesis, which is far from being verified in engines. Since the in-cylinder flow is highly transient because of spray injection, combustion and piston motion, it departs from equilibrium. Hence, EVM turbulence models can not describe the turbulence energy cascade and the scaling of turbulence length scales with engine dimensions and operating conditions. Han et al. [4] , Tanner et al. [5, 7] and Bianchi et al. [6, 8] showed manifestations of the inadequacy of the standard eddy viscosity models (i.e, RNG and standard k-ε linear model) in spray combustion. In a previous study focused on large bore diesel engines, Tanner [5] has revealed the need to adjust the combustion model constant, which is used to correct the eddy turnover time scale, to compensate for these shortcomings. Also Bianchi et al. [8] have highlighted the need to drastically change the constant of the characteristic-time combustion model in HSDI applications at full load at high injection pressure with respect to the standard value used in many applications by Reitz and his co-workers in heavy-duty diesel engines [13] [14] [15] . Bianchi et al. [8] also pointed out that at full load the agreement with experimental heat release gets worse increasing engine speed.
CONTRIBUTION OF THE PRESENT WORK
This paper aims to demonstrate that the engine turbulence energy cascade undergoes "non-equilibrium" conditions due to the highly varying mean flow strain rate, especially during the injection and combustion processes. Therefore, proper corrections have to be applied in evaluating the eddy turnover time used for combustion calculations. Three corrections are applied to the simulation of a recent generation HSDI Diesel engine over a very wide range of operating conditions. The latter are very demanding because of the variety of engine speed, load and injection pressure considered. In particular, the three cases at partial load are representative of the European automotive emission test cycle and, therefore, of interest for engine manufacturers.
The final goal is to show the improvement of the quality of the HSDI diesel engine performance predictions by taking into account turbulence nonequilibrium effects.
EXPERIMENTAL ENGINE AND INJECTION SYSTEM
The engine simulated is the VM MOTORI 2516 Turbocharged 4 Valve D.I. diesel engine for passenger cars equipped with a Common Rain injection system. Its main specifications are listed in Table 1 . Figure 1 shows a front section of the piston and axisymmetric bowl shape. 
OPERATING CONDITIONS
Six different engine operating conditions were simulated, as listed in Table 2 . Three are at full load and almost maximum injection pressure. Three are representative of the EUDC Test Cycle. This very wide range of injection pressure, engine speeds and load is considered to represent a good test case for assessment of model accuracy.
NUMERICAL METHODOLOGY
The optimization of the piston bowl shape has been performed by using a numerical methodology based on a customized version of the Kiva 3 code [16] . Fuel injection profiles were calculated by accounting for the delay between electrical signal and actual fuel delivery duration according to the methodology described in [8] .
NUMERICAL GRID -The axisymmetric nature of the problem was used to save computational time and a 72 deg. sector grid was adopted, as shown in Figure 2 . The mesh includes 35x20 nodes in the radial and azimuthal directions respectively, and a peak size of 38 cell layers in the axial direction. In order to not change the squish height, a volume was added at the periphery of the piston to account for the crevice volumes and, hence, to match the actual compression ratio. Since the grid refinement is critical in spray modeling, as demonstrated by Gonzales et al. [17] , Abraham [18] , Beard et al. [19] , near the injector a cell size of about 1 mm was adopted in order to solve the spray dynamics in the best possible way with the numerical approach used.
INITIAL CONDITIONS -The cylinder pressure, species densities, turbulent kinetic energy and turbulence length scale were assumed to be uniform at the beginning of the computation at intake valve closure. A specified velocity profile was used to assign an initial swirl vortex with the same swirl ratio RS as that given by experiments (i.e, RS=1.8). The swirl ratio is defined as the ratio of the equivalent solid-body angular velocity ω s of the fluid, rotating around the cylinder axis, to the crank shaft angular rotational speed ω (RS= ω s / ω).
NUMERICAL MODELS -The Kiva 3 code used in this research includes improvements in the spray, turbulence, ignition, high-temperature combustion, NO x and soot submodels.
Atomization and breakup submodel -The atomization and the droplet breakup due to shear flow is described by the hybrid model proposed and validated by Bianchi and Pelloni [20] [21] [22] . In this model the fuel injection is simulated by using the 'blob' injection method of Reitz and Diwakar [23] , modified according to Han et al. [15] in order to take into account the effective nozzle area. The blob injection velocity (i.e, liquid jet velocity at nozzle exit) and the flow discharge coefficients are evaluated following the methodology described in [8] . The hybrid breakup model considers both the atomization of the liquid jet and the droplet breakup (secondary breakup). All injected blobs are treated by the atomization model, which assumes that liquid jet breakup is the result of the simultaneous effects of liquid jet cavitation and turbulence and aerodynamic interaction with the surrounding gas. To account for the effects of the liquid jet turbulence on atomization, the model of Huh and Gosman [24] is used. The time scale of atomization is assumed to be a linear function of two time scales, τ T and τ w,T
where τ T is the turbulent time scale for the spontaneous growth time τ spn,T and τ w,T is the wave growth time for the exponential growth time τ exp,T . The time scale τ w,T is derived from the Kelvin-Helmholtz instability theory on an infinite plane for an inviscid liquid. The length scale of the turbulence L T is assumed to be the dominant length scale of the atomization process: hence, the atomization length scale L A,T and the wavelength of surface perturbations L W,C are expressed as function of L T .
Assuming that half a surface wave is detached as secondary drop from the jet, L A,T and L W,T are related by
The cavitation-induced atomization submodel is based on a modified version of that proposed by Arcoumanis et al. [25] and tries to give an estimation of the cavitationinduced atomization characteristic time. The latter is supposed to be the sum of two terms:
In order to simulate the disintegration of the liquid jet, it is necessary to determine which is the driving process. Based on the experimental results of Fath et al. [26] , we assume that, within a distance of 400 µm from the nozzle exit, cavitation and turbulence are competing and atomization is driven by the process that presents the lower atomization characteristic time scale. Beyond that distance, the atomization is assumed to be controlled by turbulence only. Hence, the atomization time scale is given by:
Owing to the jet breakup, the diameter of the blob injected is assumed to decrease continuously with time according to the following law:
where the atomization length scale is equal to L A,T or L A,C depending on which process is controlling the atomization. To conserve mass, the number of drops N in the computational parcel of radius r after the breakup event is adjusted with time according to N o r o 3 =Nr 3 (N o is the number of parent drops of radius r o in the computational parcel). The spray cone angle ϑ is calculated as:
where U is the relative velocity between the liquid jet and the surrounding gas. Since particle shedding is now considered, the constants are different from these of [8] :
In a manner similar to that proposed by Reitz [15] , droplet detachment from liquid jet is simulated by postulating that new drops with radius r c are created from a parent (or injected blob) droplet with radius r according to:
where C o is a constant taken equal to 0.42. The reduction in size of the parent drop is assumed to follow Equation (6) . During the primary breakup events driven by Kelvin-Helmholtz instabilities, shedding-off of small droplets from the injected parent blobs occurs and new computational parcels are formed.
SECONDARY BREAKUP -The breakup of child droplets formed after the shedding process is evaluated by using the TAB model with constant C k set equal to 1.0, as in the original hybrid model [20] [21] [22] .
Ignition and combustion models -The ignition delay is predicted using the Shell model in the implementation by Kong et al. [27] . Once the cell temperature reaches 1100 K, the combustion is assumed to start. The characteristic-time combustion model developed by Abraham et al. [28] is used to model the combustion process. In this model the rate of change of the partial density ρ of the chemical species i is given by:
where * i ρ is the local and instantaneous equilibrium value of the partial density and τ c is the characteristic time to achieve such a equilibrium. It is assumed that this time is the same for all species and is equal to the that of fuel. The characteristic time is given by the sum of the laminar chemical-kinetics conversion time τ l and the turbulent mixing time τ t :
where the progress available f is used to charcterize the influence of turbulent mixing [16] . The turbulent mixing time can be expressed as:
where C m is a constant which is usually varied among engines and operating conditions. This paper addresses the range of variation of C m and the reasons why it assumes values over a very wide range (i.e., from 0.1 to 2.0) [5, 7, 8, [13] [14] [15] .
Turbulence Model -The RNG k-ε linear model as implemented by Han and Reitz [4] is used in conjunction with wall functions. This model has been preferred to the standard k-ε model. Since the focus of the work is the coupling between turbulence and characteristic-time combustion models in ICE spray-combustion, a discussion on the turbulence model is given below.
Emission models -Soot formation and oxidation have been modeled by using the Hiroyasu soot formation and the Nagle and Strickland-Constable (NSC) oxidation models, respectively. For NO, the extended Zeldovich mechanism has been used. As proposed by Reitz et al. [15] , a correction factor of 1.5 multiplies the NO predictions to allow NO x estimation. Further details about these well known models can be found in [15] .
EQULIBRIUM TURBULENCE MODELING OF ICE SPRAY-COMBUSTION
Applications of two-equation eddy viscosity models such as the k-ε and k-ε RNG models to incylinder ICE simulations have revealed several limitations. In particular, the isotropy and equilibrium assumptions as well as their insensitive to flow curvature make the use of the linear eddy viscosity models quite questionable in engine calculations [6] . Their reliability drops when they are applied in very highly transient flows with spray combustion, where the isotropy and equilibrium hypothesis are far from being verified [4, 5] . On the other hand, their simplicity, their low computational cost and their capability in predicting the main turbulence features have favored their application. Alternative to EVM models are the non-linear k-ε models, obtained from quadratic and cubic expansions, which overcome some of EVM drawbacks at a much lower computational cost than Reynolds Stress Models do. However, at this moment their application to engine flows is very rare and further investigations on their capability are needed [29] [30] [31] . Moreover, the non-linear k-ε models also are based on the equilibrium hypothesis. The latter assumption has been criticized by Han et al. [4] , Bianchi et al. [6] , Tanner et al. [5, 7] . EVM were developed under the assumption of turbulence "equilibrium", i.e., the dissipation of turbulence energy occurs at the same rate at different length and time scales. Therefore, it follows that just one length scale, or time scale, is necessary to describe turbulence dissipation. Can this hypothesis be applied in spray combustion calculations? Is the calculated "equilibrium" eddy-turnover time the correct time scale to be used in representing the influence of turbulence on combustion process?
Using the same characteristic time combustion model of this research, Tanner [5, 7] in heavy-duty diesel engines simulations demonstrated that the empirical constant C m of Eq. (11), which multiplies the eddy turnover time, depends on turbulent characteristics of the engine and appears to scale among different engines. Bianchi et al. [8] , using the same combustion model, showed that in HSDI diesel engines a good agreement with data couldn't be achieved at full load conditions at engine speeds above 2200 rpm. In that research C m was set equal to 0.6.
In this research, the investigation of the effect of turbulence equilibrium hypothesis was extended to the simulation of a HSDI diesel engine over the set of six operating points previously mentioned. A value of C m (i.e., 0.08) has been chosen as the best compromise and kept fixed. Comparisons between calculations and measurements in terms of mean in-cylinder pressure and heat release are presented in Figures 3 to 8 for the operating points OP1 to OP6, respectively. Analysis shows clearly that good agreement with measured data is not achieved. Satisfying results are obtained at full load for OP4 ( Figure 6 ) and OP5 (Figure 7) , only. In all other cases, at partial load and at full load at high engine speeds, the diffusion burning is generally underestimated, as one can see in Figures 3 to 5 and in Figure 8 . The heat release rate drops down always earlier than in the actual engine. Better results are not achieved by changing the value of C m among the cases of interest.
The analysis of the present calculations suggests that in the spray combustion simulations of HSDI diesel engines three main issues must be addressed: (a) why the constant C m has to be varied among different engines (i.e., from Heavy Duty to Small Bore diesel engines)? (b) Why in the same engine a fixed C m value is not enough to provide good numerical predictions at different operating conditions? (c) Is the calculated eddy turnover time the right time scale to represent the turbulence effect on the fuel conversion rate? Analysis of the evolution of the main turbulence parameters can help in answering these questions. Figures 9 and 10 show the predicted evolution of the turbulent kinetic energy k and the "equilibrium" eddy turnover time τ=k/ε. Comparison between cases OP1, OP2, OP3, and OP6 has been carried out only, because they represent the operating points where the largest disagreement was detected.
Looking at Figure 9 one can note that spray injection and the consequent combustion determines the turbulence characteristics. At roughly the same engine speed, (i.e., roughly the same initial turbulent kinetic energy at IVC, 128 C.A. deg. BTDC), a change in load and injection pressure results in different production of turbulence, as it is seen by comparing OP2 and OP6. It must be noted that in all cases the production of k is much greater than its dissipation and it occurs in a very short time. Figure 10 helps to explain the sudden drop of the heat release rate previously detected in all operating points and above all in cases OP1, OP2, OP3, and OP6. A short window is shown around the injection and combustion periods where the largest strain rates occur. Also in this case it is possible to note the effect of spray injection, engine speed and combustion process on the turbulence time scale. The lower the engine speed and the injection pressure (i.e., OP1) the higher is the eddy turnover time. What is interesting to note, is the sudden response of the eddy turnover time to changes in the turbulence production. As turbulence is produced, the eddy turnover time reduces, while the opposite behavior occurs as the turbulence is dissipated. This depends on the constitutive relation that makes the Reynolds stresses react simultaneously to changes in the mean flow characteristics. The consequence appears to be an underestimation of the actual turbulence dissipation time in the first phase of the combustion processes and a overestimation in the second part.
The previous analysis seems to indicate that assuming equilibrium, one can not describe the incylinder turbulence accurately. Equilibrium hypothesis means that all turbulence length scales adjust to flow changes at the same rates and therefore remain linearly proportional to each other. Hence, just one length scale, the macro length scale(L ε =c µ 0.75 k 3/2 /ε), is enough to describe the turbulence structure and turbulence energy cascade. In the standard and RNG high Reynolds k-ε model, ε-equation is a balance for ε T , with assumed equilibrium ε≈ε T , where ε T is the rate of energy transfer between large scales and smaller scales and ε is the energy dissipation rate into heat at the smaller scales. According to Durbin and Speziale [32] , the equilibrium hypothesis can not be applied when the turbulent characteristic time scale k/ε is much greater than the mean flow characteristic time scale S -1 . The differences between ε and ε T are greater as Sk/ε increases. Figure 10 : Influence of operating conditions on mass averaged "equilibrium" eddy turnover time
These differences in the energy transfer rate at the different scales have been shown also by Borgnakke and Xiao [33] who took into account the recommendation of El-Tahry [34] to include the influence molecular viscosity at the smaller scale in the dissipation rate. Using their analysis, one can write the variation of ε for flows undergoing spherical rapid compression as:
and the rate of transfer of k from larger scales to smaller scale as:
Equations (12) and (13) immediately show that the net transfer rate of energy from the largest scale into heat is not in equilibrium when large variations in molecular viscosity ν occur since ε T does not depend on ν. This approach could be used for explaining in-cylinder turbulence dynamics. In the HSDI Diesel engine considered in this research is evident that equilibrium conditions are not verified, as one can see by looking at Figures 11 and 12 . In Figure 11 the evolution of the mass averaged turbulent time scale to mass averaged mean strain rate ratio (i.e, Sk/ε, where ij ij S S S = ) versus crank angle is depicted for OP6. In Figure 12 the mass averaged term(1/ν)dν/dt is plotted versus crank angle and compared to the production term of ε-equation (1/(ρε)P ε . for OP6. In HSDI diesel engines equilibrium is not achieved since 1 / >> ε Sk , as one can note in Figure   11 . The decrease of Sk/ε around TDC is explained by the fact that the above constraint (i.e., 1 / >> ε Sk ) depends on both the strain rate and the turbulent dissipation time scales. As ε / k decreases, (i.e, Re T increases), the strain rate required to satisfy the constraint has to increase too. In the operating conditions considered, it seems that the increase of Re T during injection and above all during combustion is greater than the corresponding increase of the strain rate. Figure 12 shows that under non-equilibrium conditions the variation of molecular viscosity assumes the same order of magnitude as the production term of the ε-transport equation. From Equations (12) and (13) it is clear that turbulence dissipation at the smallest scales occurs at different rates compared to the largest scales. This difference becomes stronger once spray injection and combustion begin because of the large and rapidly varying strain rates induced by these two processes. It must be remembered that (1/(ρε)P ε is indeed a measure of the mean strain rate. It is interesting to note, that despite the smoothing due to averaging over all the domain, the complex strain rate history is captured. Same conclusions can be drawn at the other operating points.
Which are the implications of non-equilibrium turbulence conditions? Under non-equilibrium conditions engine turbulence is dissipated at different scales and rates. Han et al. [4] carried out a combined experimental and numerical investigation on a motored Diesel engine. They showed that the computed macro length scale L ε cannot be directly compared to the turbulence integral length scale which is measured and "seen" by the engine processes. By using integral length scale measurements, Han et al. [4] In particular, without considering the correction, the behaviour of the computed and measured turbulence length scales was extremely different approaching TDC and in the early phase of expansion. While L I tends to remain quite constant, L ε increases sharply around TDC. From the latter finding, inconsistency of the equilibrium hypothesis in the present calculations can be revealed indirectly also by looking at the sharp increase of the calculated eddy turnover time (Figure 10 ) just after TDC, compared to what one would expect. On the other hand it is clear how the normalised Re T scales with the operating conditions of the engine (Figure 13 ).
To summarise, the equilibrium hypothesis seems not to be verified in rapidly transient flows such as those encountered in engine applications, where the turbulence energy spectrum is subjected to rapidly varying mean velocity gradients induced by the piston motion, high-pressure liquid jet injection and combustion processes.
NON-EQULIBRIUM TURBULENCE MODELING OF ICE SPRAY COMBUSTION
Previous considerations explain some difficulties in the prediction of the combustion rate during piston expansion and highlight the limitations of the k-ε equation model family. Different corrections have been proposed to account for non-equilibrium effects, and many of them were applied to heavy duty Diesel engines only. In this work we want to apply all these corrections to a HSDI Diesel engine. Among these, two different approaches exist: the first one is to compute the turbulence under the equilibrium assumption and then to correct the calculated time scale used in the combustion model via the turbulent Reynolds number; the second one is to modify the dissipation term of both k-and ε−transport equations, making the model able to describe directly nonequilibrium effects. The standard RNG linear k-ε model will be referred as CASE A.
MODIFICATION 1 (CASE B):
The first modification corrects the calculated eddy turn-over time obtained under the equilibrium hypothesis via the turbulent Reynolds number. The analysis starts from the previous consideration that the turbulence energy cascade occurs at different rates and therefore at different length scales. It seems also physically reasonable to assume that the length scale adjusts according to the unsteadiness of the strain rate and that only the largest eddies react simultaneously to changes of size of the flow domain and local strain rate. Since in ICE flows the characteristic turbulence time scale is much larger than the mean flow characteristic time scale [35] , one can assume that in highly transient turbulent flow the shape of the energy spectrum does not change [36] and therefore the integral length scale remains proportional to the Taylor microscale, λ. As previously mentioned, Han et al. [4] derived that in non-equilibrium flows:
where M is a constant of proportionality determined from the initial conditions. Bianchi et al. [5] derived the same result theoretically, following the rapid distortion theory and developing the study of Coleman and Mansour [36] . Tanner and Reitz [5] and Tanner et al. [7] extended the non-equilibrium considerations of Han et al. [4] to chemically reactive flows deriving a local linear relation between the "equilibrium" eddy turnover time τ=k/ε and the real or physical "non-equilibrium " dissipation time scale τ neq .
If isotropic and homogeneous turbulence is assumed, the Taylor relation is used to express the general dissipation:
Note that in relation (15) the molecular viscosity ν is present. Taking into account that L I ∝λ, Eq. (15) becomes:
Under the equilibrium condition
where L ε ∝ L I . Comparing Eqs. (16) and (17) (20) where C o = (L Ι 2 /( τ ε ν)) t=to must be evaluated at the beginning of the computation. Speaking in terms of average (or global) quantities, the mass averaged dissipation time can be related to the mass averaged eddy turnover time, evaluated by the model: <τ neq >=K <τ eq > where
The constant K represents a "global approximation to the local constant C o " [5] and gives a useful insight to turbulence behavior among different engines.
Simulations carried out by Tanner and Reitz [5] on largebore diesel engines, demonstrated that the constant K, which can be used for expressing "non-equilibrium behavior", varies among different engines and operating conditions. If "non-equilibrium" is assumed, a new expression for the turbulent Reynolds number under nonequilibrium conditions can be derived as [7] υ ν / Re t T ∝
where ν t is the turbulence viscosity. It must be note that the definition of Equation (22) is different from that proposed under equilibrium turbulence conditions, υ ν / Re t T ∝ .
MODIFICATION 2 (CASE C):
In CASE B the constant C o was assumed to depend on initial conditions only. In CASE C a new expression of that constant is proposed: the new constant C' depends on the ratio between the mass averaged turbulence time scale, evaluated under non-equilibrium, to the mass averaged eddy turnover time, evaluated under equilibrium:
where the exponent n is an empirical coefficient whose best fit value has been found to be 3.
MODIFICATION 3 (CASE D):
The third correction refers to the approach proposed by Tanner et al. [7] . They postulated that "the nature of the dissipation cascade is not immediately changed by a rapid distortion since only the integral scales react simultaneously to change in mean flow. The other scales adjust in time changing the energy spectrum up to the smallest scales where turbulent energy is converted into heat". Following these considerations they proposed a new model of the dissipation term of the equilibrium k-ε transport equations by writing Eq. (18) as
where
and C is a proportionality constant defined by the initial conditions. The dissipation term redefined as mentioned is a non-equilibrium term that accounts for the delay in the response of the turbulence cascade to changes in the mean flow. Introducing that term, the RNG k-ε model assumes the form shown in Table 3 [7] .
NUMERICAL ASSESSMENT OF NON-EQULIBRIUM CORRECTIONS
In order to verify the performance and the limitations of the modifications examined to include turbulence non-equilibrium influence, a comparison between experiments and measurements has been performed at the six operating points previously mentioned. Operating conditions OP1 and OP6 will be used for detailed discussion since they represent "boundary conditions" (i.e., high load and high engine speed for OP6; low load and low engine speed for OP1). Figures 14 and 18 show the effect of the modifications on k for cases OP1 and OP6, respectively. The turbulence kinetic energy is normalized by its initial value. Figures 15 and 19 show the effect of the modifications on the turbulent characteristic time used to calculate the fuel conversion rate for cases OP1 and OP6, respectively. Based on this, for CASE B and CASE C the non-equilibrium τ neq eddy turnover time is plotted; for CASE D the time scale k/ε is plotted, since the correction is included in the transport equations. In Figures 16 and 17 the influence of the corrections on the mean in-cylinder pressure and heat release are depicted for case OP1 and compared versus measurements. CASE A and CASE B are plotted in Figure 16 , CASE C and CASE D in Figure 17 . Figures 20 and 21 show the influence of the corrections on pressure and heat release for OP6 and a comparison versus measurements. CASE A and B are plotted in Figure 20 , CASE C and CASE D in Figure 21 . Table 3 : Corrected RNG k-ε model At both operating points, and in particular at full load at high engine speeds (i.e., OP6), the improvement obtained in CASE B and CASE C is evident. In case OP6, the heat release rate is well predicted during the entire combustion process with significant improvements with respect to the standard case (CASE A) (Figures 20  and 21) . The same good agreement has been achieved for case OP1, as it is seen in Figures 16 and 17 .
The reasons for the improved behavior are seen in the analysis of the turbulence parameters. Dealing with the turbulence kinetic energy, CASE D, which introduces a modification in the ε-equation, leads to substantially different behavior of k compared to the standard approach. For OP1 CASE D predicts much higher levels of k compared to the standard case, while the opposite occurs at OP6. The trend revealed in case OP6 (Figure 18) is similar to what was detected by Tanner et al. [7] in large-bore diesel engines at lower engine speed and injection pressure (i.e, 90 MPa). In this research the effect of the modification is larger than in the cases examined by Tanner. This may be due to the effect of the much larger strain rate that characterizes the present case. This seems to be confirmed looking at case OP1 (Figure 14) , where the levels of k are lower than the standard case, but they are of the same order of magnitude. It must be pointed out that case OP1 is characterized by a lower injection pressure and load, which implies that a lower strain rate is induced by the injection and combustion. CASE B and CASE C predict lower turbulence levels than the standard case and higher turbulence levels that CASE D. It must point out that CASE B and CASE C affect the turbulent kinetic energy not directly but through their influence on the turbulent time scale used to calculate the fuel conversion rate. In particular, the differences become large when the spray is injected and the shear stress increases.
It is interesting to observe the effects of the corrections on the turbulence dissipation time in Figures  15 and 19 . Two main considerations can be drawn. The first one is that at both points, OP1 and OP6, both equilibrium and non-equilibrium eddy turnover time scales present the same qualitative trend, decreasing sharply approaching TDC, due to the increase in turbulence levels and the simultaneous decrease of eddy size. When quantitative values are concerned, corrections B and C at both operating points predict larger turbulence dissipation time scales up to 20 deg. ATDC than CASE A. At -20 c.a. deg. ATDC, CASE B and CASE C predict an eddy turnover time scale that is about 2.5 times larger than that predicted by CASE A for both OP1 and OP6, as it is seen in Figures 15 and 19 , respectively. Accordingly to the evolution of k, CASE D predicts larger turbulent dissipation time scales compared to the standard case for OP1, while the opposite behavior occurs for OP6.
The second issue is the different behavior of the eddy turnover time induced by the modifications when strain the rates are maximum during the injection phase and the combustion processes. CASE A predicts that the equilibrium eddy turn-over time reaches a minimum and then it increases rapidly. This minimum occurs just before TDC for case OP1 (Figure 15 ) and around 10 C.A. deg. ATDC for case OP6 (Figure 19 ), depending on the operating conditions. What is relevant in the analysis is that at both points no relaxation effect is present the in turbulence decay. The eddy turnover time for CASE A seems to react simultaneously to the turbulence production. In other words turbulence is produced and dissipated at the same time. CASE B and CASE C predict almost a flat evolution of the non-equilibrium time scale from the moment when the equilibrium time scale begins to raise (Figures 15 and 19 ). This behavior reflects the time required for turbulence to relax and balance the energy cascade among scales. CASE D predicts a flatter behavior of the turbulence time scale compared to the standard case and CASE B and C. Generally it has been found that CASE D predicts a lower eddy turnover time later in the expansion stroke.
It is finally important to note that modifications B and C allow one to highlight the complex variation of the turbulence time scale approaching TDC when the injection and combustion processes induce very highly transient turbulence. As one can note, this variation is strictly dependent on the operating conditions and it seems to be smoothed in CASE A, where equilibrium is considered.
An overview of the influence of the modifications on the other operating points is presented in Figures 22  to 26 . At partial load cases, OP2 and OP3, the effect of all modifications is presented (Figures 22-25 ). For OP 4 and OP5 the result achieved by applying correction C only is shown, since these operating points are usually less demanding in simulations [8] . When the predictions of pressure and heat release are concerned, one might conclude that modifications B and C give better results over the whole range of operating conditions considered. The improvement with respect to the standard case is significant, in particular at partial load and at 2600 rpm, full load conditions. The results indicated that for small bore diesel engines, modification D is too sensitive to the strain rate and the variation in turbulent Reynolds number. Since the same modification was applied with more success in large bore engines, one can conclude that maybe a third transport equation should be added to the model in order to simulate a second dissipation rate that occurs at the smallest scales.
The more relevant conclusion of the research is that by introducing non-equilibrium corrections, a better prediction of the heat release rate is achieved with the same tuning of the constant C m , set equal to 0.08, over a wide range of operating conditions including partial loads, which are of interest in engine design. The value of 0.08 is very close to that used by Reitz [13] [14] [15] , demonstrating that changes in in-cylinder gas conditions are captured by the correction proposed. As one can note, the agreement is better at full load than at partial load. With the new correction it is not necessary to vary C m in order to compensate the turbulence dynamics according to different spray-and combustioninduced flow characteristics.
At partial load, additional work is still needed, especially at high engine speed, as expected. It must be pointed out that some uncertainties in predicting heat release remain at full load and at high engine speeds. The reasons lie in the numerical modeling of mass and momentum exchange between the droplets and the gas: improvements in combustion calculations were obtained at high engine speeds by Beard et al. [19] by using a new numerical approach in coupling the liquid and gas phases.
Finally, the effects of the modifications on calculated engine-out levels of NO x and soot for partial loads are presented in Figure 27 , where are compared versus measurements. CASE C performs better than CASE B. The standard turbulence (i.e., CASE A) model gives predictions that quantitatively and qualitatively are quite far from measured data. CASE D behaves in a qualitatively similar manner but it exhibits an opposite trend in terms of quantitative values, accordingly to the heat release rate history.
SUMMARY AND CONCLUSIONS
The present paper was focused on modeling spray combustion in Diesel engines. A recent generation HSDI Diesel engine has been simulated over a very wide range of operating conditions that is very demanding for calculations.
The numerical results showed that:
1. The two-equation linear eddy viscosity models fail in predicting the influence of turbulence on the fuel conversion rate.
2. Analysis of the variation of the molecular viscosity and turbulence eddy turnover time to mean-flow time scale ratio indicated that engine flows during compression and, above all during spray injection and combustion, undergo non-equilibrium conditions. Three approaches have been applied in order to account for non-equilibrium turbulence. Two of them relate the non-equilibrium time scale to the equilibrium time scale calculated by model via the turbulent Reynolds number (CASE B and C). The third one modifies the transport equations of the turbulence model.
The simulations reveal that:
1. The proposed corrections, and in particular CASE B and C, allow improved predictions of the physical behavior of the combustion model by a self scaling of the eddy-turnover time depending on engine operating conditions.
2. The overall result is an extension of the combustion model reliability over a wider range of operating conditions and in particular, over the European emission test cycle conditions. 3. CASE D does not bring the expected improvements, but this modification may be improved by adding a third transport equation to account for the non-equilibrium turbulence energy cascade.
