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Abstract Latent class analysis is used to perform model
based clustering for multivariate categorical responses.
Selection of the variables most relevant for clustering is
an important task which can affect the quality of clus-
tering considerably. This work considers a Bayesian ap-
proach for selecting the number of clusters and the best
clustering variables. The main idea is to reformulate the
problem of group and variable selection as a probabilis-
tically driven search over a large discrete space using
Markov chain Monte Carlo (MCMC) methods. Both
selection tasks are carried out simultaneously using an
MCMC approach based on a collapsed Gibbs sampling
method, whereby several model parameters are inte-
grated from the model, substantially improving compu-
tational performance. Post-hoc procedures for param-
eter and uncertainty estimation are outlined. The ap-
proach is tested on simulated and real data.
1 Introduction
Latent class analysis (LCA) models (Goodman 1974)
are used to discover affinities and groupings in multi-
variate categorical data. An example of data for which
This work is supported by Science Foundation Ireland under
the Clique Strategic Research Cluster (SFI/08/SRC/I1407)
and the Insight Research Centre (SFI/12/RC/2289).
Arthur White · Jason Wyse
School of Computer Science and Statistics, O’Reilly In-
stitute, Trinity College, Dublin 2, Ireland.
E-mail: arwhite@tcd.ie, wyseja@tcd.ie
Thomas Brendan Murphy
School of Mathematical Sciences, Complex & Adaptive
Systems Laboratory and Insight Research Centre, University
College Dublin, Dublin 4, Ireland.
a LCA model may be appropriate would be records for
N items on M different variables where each of the vari-
ables observed is categorical, more precisely, binary or
nominal. There may be a varying number of categories
over the M different variables. In using a LCA model
one expects the items to segment into groups within
which items are similar in nature. These groupings are
captured by allowing the variables’ multinomial proba-
bilities to vary by group.
LCA models have been widely studied and applied
(Aitkin et al 1981; Garrett and Zeger 2000; Walsh 2006).
They can be viewed as a special case of model-based
clustering (McLachlan and Peel 2002; Fraley and Raftery
2007), in which each item is assumed to arise from one
of a number of groups, each group having its own data
probability distribution. As with other applications of
clustering, two of the main difficulties when formulat-
ing a LCA model are identifying a suitable number of
different groups or clusters in the data, and choosing
the variables which are most informative for groupings
in the data.
Dean and Raftery (2010) have demonstrated that
both of these aspects of model selection can have a con-
siderable effect on the resulting clustering of the data,
and that these questions are important in the formu-
lation and application of LCA models. Their approach
learns from the data using a headlong search algorithm
to choose the optimal clustering variables and number
of groups, with steps in the algorithm determined us-
ing the Bayesian Information criterion (BIC) (Schwarz
1978; Kass and Raftery 1995).
In this paper, a Bayesian approach for the analy-
sis of LCA models is proposed. It is shown how sim-
ple marginalization of the parameters in a LCA model
leads to a form of the model for which Markov chain
Monte Carlo (MCMC) sampling algorithms can be used
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to quantify precisely the uncertainty in the number of
groups in the data, as well as which variables give the
best clustering. This is similar to work carried out by
Nobile and Fearnside (2007) in the analysis of Gaus-
sian finite mixtures, Wyse and Friel (2012) in a block
clustering application, McDaid et al (2013) in the clus-
tering of social network data, and Tadesse et al (2005)
in the context of clustering variable selection for Gaus-
sian distributed data.
The advantage of such an approach is that it allows
us to see which of the variables hold information on the
clustering of the data. This gives more information than
would be available from the headlong search algorithm
in Dean and Raftery (2010) which gives a point esti-
mate of the variables which optimally determine the
clustering, but does not include any quantification of
the uncertainty around these particular choices.
The rest of this paper is organised as follows. Sec-
tion 2 outlines model specification for LCA in detail
and gives a brief overview of other approaches for anal-
ysis that have been proposed in the literature. The five
datasets which the method is applied to are then in-
troduced and described. Section 3 presents the adopted
marginalization approach and gives details of the MCMC
algorithm used to estimate the models. Section 4 dis-
cusses estimation of posterior quantities from the model,
including parameter estimation, how model comparison
may be performed by computing approximate posterior
model probabilities, as well as a description of how label
switching is accounted for. Section 5 applies the sam-
pling algorithm to simulated and real data, concluding
with a discussion in Section 6.
2 The classic LCA model
Denote the data by an N×M matrix X where each row
is a record of responses for M categorical variables for
one item. Row n of X is Xn = (Xn1, Xn2, . . . , XnM ).
The entry Xnm takes a value from one of the categories
{1, 2, . . . , Cm} for variable m. The LCA model assumes
that the Xn arise independently from a finite mixture
model with G components or classes,
p(Xn|τ ,θ, G) =
G∑
g=1
τgp(Xn|θg).
The τg are mixture weights, with
∑G
g=1 τg = 1 and
τg > 0, for all g. Each component has its own set of
parameters θg which embody the differences between
groups; this holds the multinomial probabilities for all
variables for class g. The parameter θgmc corresponds
to the probability that an item takes category c for vari-
able m within class g. For the component data likeli-
hood, a local independence assumption is made. This as-
sumes that, conditional on an observation’s group mem-
bership, all variables are independent of each other, so
that
p(Xn|θg) =
M∏
m=1
Cm∏
c=1
θI(Xnm=c)gmc ,
where
I(Xnm = c) =
{
1 if Xnm = c
0 otherwise.
It is convenient to work with the completed data,
that is, data augmented with class labels for each item.
Denote these by Z, where
Zng =
{
1 if observation n belongs to group g
0 otherwise.
The completed data likelihood for an observation may
then be written
p(Xn,Zn|θ, τ , G) =
G∏
g=1
{
τg
M∏
m=1
Cm∏
c=1
θI(Xnm=c)gmc
}Zng
.
2.1 Approaches for analysis
When the number of groups and variables is assumed
fixed, several techniques for performing LCA are avail-
able. When attempting to identify the number of groups
in the data, models are fitted over a range of groups,
with the best fit often determined with the use of an
information criterion.
In a frequentist paradigm, an expectation-maximisation
(EM) algorithm (Dempster et al 1977) can be employed.
The BIC or Akaike’s information criterion (AIC) (Akaike
1973) can then be used to identify an optimal model.
Goodness-of-fit statistics such as the likelihood ratio
test (Goodman 1974) can also be employed, but may
prove difficult to apply to sparse data with a large num-
ber of variables (Aitkin et al 1981).
In a Bayesian paradigm, for a fixed model, a Gibbs
sampling (Geman and Geman 1984; Garrett and Zeger
2000) technique can be used. When several compet-
ing models are possible, additional inference methods
must also be used to take account of this additional
model uncertainty. Garrett and Zeger (2000) propose
graphical tools to aid model selection, and detect weak
identifiability. If the difference between these distribu-
tions is judged to be small, this then suggests that
too large a number of groups has been fitted to the
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data. Fru¨hwirth-Schnatter (2006, Chapter 5) contains
an excellent overview of many of the following methods,
which take a more principled approach.
Monte Carlo based integration of the marginal like-
lihood can be used to inform model selection (Bens-
mail et al 1997). Fru¨hwirth-Schnatter (2004) demon-
strates this approach for mixture models using impor-
tance sampling (Geweke 1989) or the more general bridge
sampling methods (Meng and Wong 1996), while Chopin
and Robert (2010) use a nested sampling approach. Us-
ing a harmonic mean estimator (Newton and Raftery
1994), Raftery et al (2007), propose the information cri-
teria AIC or BIC Monte Carlo (AICM or BICM). An
alternative information criterion, the deviance informa-
tion criterion (Spiegelhalter et al 2002), has also been
proposed, although this approach has been criticized
for its somewhat opaque specification; this can lead to
different results depending on its interpretation when
used in a mixture model setting (Celeux et al 2006).
Another approach for Bayesian model selection is
to use trans-dimensional MCMC techniques such as
reversible jump MCMC (RJMCMC) methods (Green
1995) or Markov birth-death processes (Stephens 2000a;
Cappe´ et al 2003). While RJMCMC has previously been
extended to univariate and multivariate finite Gaussian
mixture models(Richardson and Green 1997; Dellapor-
tas and Papageorgiou 2006), only recently has it been
applied to latent class analysis (Pan and Huang 2013;
Pandolfi et al 2014); however, these approaches do not
consider variable selection. Tadesse et al (2005) make
use of the RJMCMC method to also perform variable
selection, with some parameters integrated from the
model. We base our approach on an alternative method,
a fully collapsed sampler first proposed by Nobile and
Fearnside (2007).
Technical issues can also occur when fitting LCA,
such as underestimation of standard errors when us-
ing the EM algorithm (Bartholomew and Knott 1999;
Walsh 2006), and label-switching for Gibbs sampling
(Marin et al 2005). The latter issues, and the methods
used to avoid them, are discussed in Section 4.
2.2 Datasets to be analysed
We provide a description of the five datasets which are
analysed in Section 5. The first examples are simulated
data, while two of the three real datasets have been
previously analysed using the LCA methods described
in Section 2.1. The last dataset we examine has not
been analysed using LCA before now. We examine both
binary and non-binary examples. Four of our examples
are binary, so that Cm = 2, and Xnm ∈ {1, 2} for all
possible values of n and m. One of the examples is non-
binary, and has Cm varying from 2 up to 5 over the
different variables.
Dean and Raftery simulated datasets
We first test our approach on simulated datasets as
specified by Dean and Raftery (2010). The first is a
binary two class model of N = 500 observations with 4
informative variables (1-4) and 9 noise variables (5-13),
with class weights set to τ1 = 0.6 and τ2 = 0.4. The
specified parameter values for θ are given in Table 1.
The second simulated dataset is a non-binary three
class model with N = 1000 observations. Again there
are 4 informative variables (1-4) and 6 noise variables
(5-10). The class weights are τ1 = 0.3, τ2 = 0.4 and
τ3 = 0.3. The values for θ for the informative variables
are given in Table 2 and those for the non-informative
variables are given in Table 3.
Table 1 Multinomial probabilities θ in the Dean and Raftery
simulated dataset.
Variable Class 1 Class 2
1 0.6 0.2
2 0.8 0.5
3 0.7 0.4
4 0.6 0.9
5 0.5 0.5
6 0.4 0.4
7 0.3 0.3
8 0.2 0.2
9 0.9 0.9
10 0.6 0.6
11 0.7 0.7
12 0.8 0.8
13 0.1 0.1
Table 2 Specified parameter values for θ in the non-binary
Dean and Raftery simulated dataset for the discriminating
variables.
Variable Category Class 1 Class 2 Class 3
1 1 0.1 0.3 0.6
2 0.1 0.5 0.2
3 0.8 0.2 0.2
2 1 0.5 0.1 0.7
2 0.5 0.9 0.3
3 1 0.2 0.7 0.2
2 0.2 0.1 0.6
3 0.3 0.1 0.1
4 0.3 0.1 0.1
4 1 0.1 0.6 0.4
2 0.5 0.1 0.4
3 0.4 0.3 0.2
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Table 3 Specified parameter values for θ in the non-
binary Dean and Raftery simulated dataset for the non-
discriminating variables.
Variable Category All classes
5 1 0.4
2 0.5
3 0.1
6 1 0.2
2 0.4
3 0.1
4 0.3
7 1 0.2
2 0.3
3 0.3
4 0.1
5 0.1
8 1 0.2
2 0.8
9 1 0.7
2 0.1
3 0.2
10 1 0.1
2 0.2
3 0.1
4 0.6
Alzheimer dataset
This dataset of patient symptoms was recorded in the
Mercer Institute of St. James’ Hospital in Dublin, Ire-
land (Moran et al 2004; Walsh 2006). The data consist
of a record of the presence or absence of M = 6 symp-
toms displayed by N = 240 patients diagnosed with
early onset Alzheimer’s disease, and are available in the
R(R Core Team 2013) package BayesLCA(White and
Murphy 2013). Previous studies had difficulty in deter-
mining whether two or three groups are more suitable
for the data, where fitting a three group model also
created difficulties when performing inference (Walsh
2006).
Teaching styles dataset
This dataset was collected in an attempt to ascertain
the different types of teaching style being employed in
schools in the United Kingdom in the mid 1970s, and
was discussed at length by Aitkin et al (1981) after an
initial analysis by Bennet (1976). The dataset records
which of M = 39 teaching methods are employed by
the N = 467 schools. Computational limitations at the
time meant that only a two or three group clustering
of the data were seriously considered, with dimension
reduction in a previous study performed using principal
component analysis. Further, use of information based
criteria such as the BIC had not been developed at
that time, so that no automatic comparison of the clus-
terings could be made, with a decision on the optimal
clustering being based on careful consideration of the
different properties of the clusterings.
Physiotherapy dataset
We also apply our methods to a physiotherapy dataset
based on a survey recently conducted by Keith Smart in
St. Vincent’s University Hospital, Dublin (Smart et al
2011). The aim of this study was to identify which
symptoms distinguish between three types of back pain
which patients suffer from. The dataset consists of N =
425 observations and M = 36 variables. While the dif-
ferent types of back pain were considered reasonably
distinct, different subgroups of pain sufferers within
these pain classes are also possible, which motivates an
examination of the data in an unsupervised setting.
3 Bayesian latent class model and
marginalization approach
In this section, a variable inclusion indicator variable is
introduced, and a fully Bayesian specification for LCA
is provided. A collapsed sampling scheme for inference
is then described.
3.1 Clustering variable selection
The marginalization approach addresses exploring un-
certainty in variable selection for clustering the items
as well as uncertainty in the number of classes, G. To
this end, let νcl be a vector containing the indexes of
the set of variables used for clustering the data and νn
contain the remaining indexes of variables not used for
clustering the data. To make this clearer, we formulate
the data model by using two parts. For brevity, we use
ν to denote (νcl,νn). The variables in νcl follow an
LCA model with G classes. This gives the likelihood
pcl(X,Z|θ,ν, τ , G) =
N∏
n=1
G∏
g=1
{
τg
∏
m∈νcl
×
Cm∏
c=1
θI(Xnm=c)gmc
}Zng
.
The second part of the model concerns νn. The vari-
ables in this index vector can still be seen to follow an
LCA model, independent of that above. However, this
time, the LCA model has just one class. This is since
these variables do not hold information on the cluster-
ing. This gives the likelihood
pn(X|ρ,ν) =
N∏
n=1
∏
m∈νn
Cm∏
c=1
ρI(Xnm=c)mc ,
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where ρmc is the probability of variable m having cat-
egory c.
3.2 Prior assumptions and joint posteriors
Prior assumptions for all sets of multinomial probabili-
ties as well as the component weights τ are independent
Dirichlet distributions. For example, for the clustering
variables m ∈ νcl
p(θgm|β) = Γ (Cmβ)
Γ (β)
Cm
Cm∏
c=1
θβ−1gmc .
The hyperparameters β are chosen to be 1 for all g,m
combinations. A Dirichlet prior is also assumed for those
variables m ∈ νn, where the hyperparameters β are
again chosen to be 1 in all cases:
p(ρm|β) =
Γ (Cmβ)
Γ (β)
Cm
Cm∏
c=1
ρβ−1mc .
For the component weights the prior assumed is
p(τ |α,G) = Γ (Gα)
Γ (α)
G
G∏
g=1
τα−1g
where α is taken to be 0.5, for all possible values of g;
this is the marginal Jeffreys for the multinomial model,
and is partly chosen to discourage overfitting (Rousseau
and Mengersen 2011).
It is assumed that the prior probability of any vari-
able being a clustering variable is pi, giving a joint prior
for ν of
p(ν|pi) =
∏
m∈νcl
pi
∏
m∈νn
(1− pi).
This prior is independent of the priors on θ,ρ and τ .
Ley and Steel (2009) give a detailed discussion of this
prior on variable inclusion. They conclude that further
assuming a Beta(a0, b0) hyperprior on pi can be much
more sensible than using a fixed value of pi. We inves-
tigate the use of such a hyperprior in analyzing the
Alzheimer data in Section 5.2. When a hyperprior is
not used, a value of pi = 0.5 is assumed for the applica-
tions in this paper.
The complete data likelihood for all variables is
pfull(X,Z|θ,ρ,ν, τ , G) = pcl(X,Z|θ,ν, τ , G)pn(X|ρ,ν)
and the joint posterior for the unknowns (except the
number of classes) is
p(Z,θ,ρ,ν, τ |X, G, α, pi, β) ∝ pfull(X,Z|θ,ρ,ν, τ , G)
× p(τ |α,G)p(ν|pi)
×
∏
m∈νn
p(ρm|β)
×
G∏
g=1
∏
m∈νcl
p(θgm|β).
Under the model being considered there is also un-
certainty in the number of classes. This is accounted
for by taking a prior on G, which we assume to be
Poisson(1), truncated to {1, . . . , Gmax}, with Gmax the
maximum number of classes considered feasible. We
choose this prior for G following its justification by No-
bile (2005) in the analysis of Bayesian finite mixtures.
The full posterior is then
p(G,Z,θ,ρ,ν, τ |X, α, pi, β)
∝ p(Z,θ,ρ,ν, τ |X, G, α, pi, β)p(G).
Note that this derivation of the posterior assumes that
pi is a fixed value. If we include the hyperprior on pi
discussed above, the right hand side of this proportion-
ality relation has an extra multiplicative term p(pi) =
be(pi; a0, b0), where be(·; a0, b0) is the beta density with
shape parameters a0 and b0.
3.3 Marginalization approach
The marginalization approach proceeds by observing
that all of the multinomial probabilities, as well as the
component weights can be marginalized analytically out
of the model by using the normalizing constant of the
Dirichlet distribution. This leaves a joint distribution
for G, ν and Z:
p(G,Z,ν|X, α, pi, β)
∝ p(G)
∫
p(Z,θ,ρ,ν, τ |X, G, α, pi, β) dθ dρ dτ .
Carrying out this marginalization gives
p(G,Z,ν|X, α, pi, β)
∝ p(G)p(ν|pi)Γ (Gα)
Γ (α)
G
∏G
g=1 Γ (Ng + α)
Γ (N +Gα)
×
∏
m∈νn
Γ (Cmβ)
Γ (β)
Cm
∏Cm
c=1 Γ (Nmc + β)
Γ (N + Cmβ)
×
G∏
g=1
∏
m∈νcl
Γ (Cmβ)
Γ (β)
Cm
∏Cm
c=1 Γ (Ngmc + β)
Γ (Ng + Cmβ)
(1)
where Ng is the number of observations clustered to
group g, Nmc is the number of times variable m takes
6 Arthur White et al.
category c, and Ngmc is the number of items in group g
that have category c for variable m. Of note here is that
this posterior makes sampling the number of groups G
and the clustering variables νcl possible using standard
MCMC techniques as outlined in the following section.
3.4 Sampling algorithm
The sampling algorithm comprises three main opera-
tions. The first samples the class membership of obser-
vations, the second samples the number of classes and
the third step samples the variables useful for cluster-
ing.
3.4.1 Class memberships
Class memberships are sampled using a Gibbs sampling
step which exploits the full conditional distribution of
the class label for observation n, n = 1, . . . , N . Given
the current configuration of labels, groups and cluster-
ing variables, and supposing that the current Zng = 1,
we can find the full conditional probability of item n
belonging to any class h 6= g, by taking it out of class
g and putting in this class in (1). The full conditional
of remaining in class g is just (1). The values for h 6= g
can be normalized by the case where the class remains
the same, so that up to a normalizing constant, the full
conditional distribution of Zn is found by:
(a) evaluating Equation (1) G times, at the current val-
ues of {G,Z\Zn, ν};
(b) setting Zng to be proportional to its corresponding
value, for g = 1 . . . , G;
(c) normalizing the resulting values, so that∑G
g=1 Zng = 1.
Memberships are updated for each observation at
each iteration. If we let C =
∑M
m=1 Cm, we can see by
inspection from this, that the computational effort re-
quired to sample the class memberships in one sweep of
the algorithm is in the worst case O(2NMCG). There
are various scenarios when this can become prohibitive
for long runs of the sampler. For example, we may al-
ways expect C to not have too large a magnitude, as
possibly with G in some cases. If we have reason to
believe only a fraction of the M possible variables are
relevant for clustering, the main cost comes from the
number of samples N .
3.4.2 Number of classes
The number of classes may be sampled using the ap-
proach introduced by Nobile and Fearnside (2007) for
Gaussian mixtures. We outline this approach here. Given
that there are currently G components, two Metroplis-
Hastings moves may be proposed: either the observa-
tions assigned to a component are randomly divided
into two groups, so that a new component is “ejected”
from an existing one, and the number of groups is in-
creased to G + 1, or the observations in two distinct
groups are merged together, so that a component is “ab-
sorbed”, and the number of groups decreases to G− 1.
A component is added or removed with probability
pG = 0.5 or 1 − pG = 0.5, except at the endpoints
G ∈ {1, Gmax}, where they are modified appropriately.
A component k is chosen at random to “eject” a new
component from. To eject the new component, a draw
u ∼ Beta(a, a) is made, and each element of the ejecting
component k is assigned to the new component G +
1 with probability u, otherwise it remains in k. The
choice of shape parameter a can have a strong effect on
sampler performance, and is most effective when close
to empty components are proposed often. This choice
is determined by the size of the ejecting component,
and a suitable value may be obtained by, for example,
numerical programming. We refer to Appendix A3 in
Nobile and Fearnside (2007) for further details.
If the proposed components’ quantities are denoted
by a ·˜, then the acceptance probability of an eject is
min(1, A) where
A =
p(G+ 1, Z˜,ν|X, α, pi, β)
p(G,Z,ν|X, α, pi, β) ×
1− pG+1
pG
× Γ (a)
2
Γ (2a)
× Γ (2a+Nk)
Γ (a+ N˜k)Γ (a+ N˜G+1)
.
If the move is accepted, an additional label swap be-
tween the ejected component and another of the com-
ponents selected at random is carried out. This is to
improve the mixing properties of the sampler. For the
reverse absorption move, one chooses two components
k and k′ at random, and places all items from k into k′,
computing the acceptance probability as min(1, A−1).
If accepted, the number of components decreases from
G+ 1 to G.
3.4.3 Clustering variables
To sample the clustering variables an index j is chosen
randomly from {1, . . . ,M}. If j ∈ νn it is proposed to
move it to νcl. Alternatively, if j ∈ νcl, it is proposed
to move it to νn.
Bayesian variable selection for latent class analysis using a collapsed Gibbs sampler 7
If the chosen j ∈ νn, the acceptance probability of
the proposal to move it to νcl is min(1, R) with
R =
p(G,Z, ν˜|X, α, pi, β)
p(G,Z,ν|X, α, pi, β)
=
(
Γ (Cjβ)
Γ (β)
Cj
)G−1 G∏
g=1
∏Cj
c=1 Γ (Ngjc + β)
Γ (Ng + Cmβ)
×
(∏Cj
c=1 Γ (Njc + β)
Γ (N + Cjβ)
)−1
×
(
pi
1− pi
)
.
In this expression ν˜ is the proposed new allocation of
clustering and non-discriminating variables. A similar
calculation can be carried out to compute the accep-
tance probability when the chosen j ∈ νcl.
3.4.4 Sampling pi with a Beta(a0, b0) hyperprior
Taking a Beta(a0, b0) hyperprior on pi as in Ley and
Steel (2009), it can be shown that the full conditional
of pi given everything else is Beta(|νcl|+ a0, |νn|+ b0),
where |e| means the number of elements in e. This can
be sampled in each sweep using a draw from the beta
distribution.
3.4.5 Sampling scheme summary
Each sweep of the algorithm thus takes the following
three steps:
(a) Update the class membership of observations using
a Gibbs sampling step.
(b) Propose to add a component with probability pG,
otherwise propose to absorb (remove) a component.
(c) Choose one variable at random. If it is not included
to cluster variables, propose to do so. If currently
included as a clustering variable, propose to exclude
it.
The iterations used for posterior inference are taken af-
ter an initial burn-in phase. In addition to the moves
above, if one has assumed a hyperprior on pi, a “(d)”
step involves sampling from the full conditional in Sec-
tion 3.4.4. In the applications described in Section 5,
diagnostic tools in the R package coda (Plummer et al
2006) were applied to the log posterior to help deter-
mine whether a sufficient number of samples have been
run for burn-in to occur, and whether thinning of the
resulting samples is required. Visually, trace plots of the
log posterior, number of groups and number of variables
included can also be used to assess the effectiveness of
the sampler.
4 Post-hoc procedures for inference
The MCMC output from running the algorithm de-
scribed in Section 3.4 can be post-processed in order
to perform inference on the clustering of observations,
as well as item probability and weight parameter esti-
mation. The first step is to correct the output samples
of class labels for label switching. How this is done is
outlined in the following. Note that no label switching
is required in order to evaluate the number of groups
which underly the data, or which variables are useful
for clustering. After this, other post-hoc procedures for
inference are discussed.
4.1 Label switching
Label switching can occur in the algorithm of Section 3.4.
The reason is that
p(G,Z,ν|X, α, pi, β) = p(G,Z·δ,ν|X, α, pi, β)
where Z·δ denotes the indicator matrix obtained by ap-
plying any permutation δ of 1, . . . , G to the columns in
Z. This invariance to permutations of the labels makes
posterior inference of the clusterings fruitless unless some
post-processing procedure is employed to try to “undo”
the label switching first (Stephens 2000b; Celeux et al
2000; Marin et al 2005). Here, the procedure used is the
same as that proposed by Nobile and Fearnside (2007)
and discussed in detail in Wyse and Friel (2012). We
provide a brief outline in the following.
The method re-labels samples by minimising a cost
function of the group membership vectors Z. Let Z(T )
denote the value of the group membership indicator
matrix Z stored at iteration T during the sample run.
Then a G×G cost matrix C can be created with entries
Cgh =
T−1∑
t=1
N∑
n=1
(1− Z(t)ng )Z(T )nh .
A cost function for C can then be constructed which is
minimised by the permutation δ of Z
(T )
n , n = 1, . . . , N,
which minimises the trace of C. This is found using the
square assignment algorithm of Carpaneto and Toth
(1980).
4.2 Post-hoc parameter estimation
Although we integrate out the mixture weight and item
probability parameters τ and θ from the model, it is
still possible to estimate a posteriori summaries of the
parameters. Here we demonstrate how it is possible to
obtain parameter expectation and variance estimates,
8 Arthur White et al.
conditional on a given number of groups, from a post-
hoc calculation, by making use of the following formu-
lae:
E[A] = E[E[A|B]]
Var[A] = E[Var[A|B]] + Var[E[A|B]],
for any random variables A and B. Clearly, in providing
these posterior estimates, we condition on a given set
of variables in the model for all iterations. These calcu-
lations can thus be performed using an auxiliary run of
the sampler which keeps only the clustering variables
in the model (i.e. no variable search).
Define the following summary statistics, for t ∈ 1, . . . , T
iterations:
N (t)g :=
N∑
n=1
Z(t)ng
S(t)gmc :=
N∑
n=1
Z(t)ng I(Xnm = c).
Then we can estimate the expected values
E[θgmc|X, β] = E[E[θgmc|X,Z, β]]
≈ 1
T
T∑
t=1
E[θgmc|X,Z(t), β],
and since p(θgm|X,Z(t), β) follows a Dirichlet distribu-
tion,
E[θgmc|X, β] ≈ 1
T
T∑
t=1
S
(t)
gmc + β
N
(t)
g + Cmβ
.
It is easy to show based on a similar calculation that
E[τg|α] ≈ 1
T
T∑
t=1
N
(t)
g + α
N +Gα
.
To calculate the variances:
Var[θgmc|X, β]
= E[Var[θgmc|X,Z, β]] + Var[E[θgmc|X,Z, β]]
≈ 1
T
T∑
t=1
(S
(t)
gmc + β)(N
(t)
g + (Cm − 1)β − S(t)gmc)
(N
(t)
g + Cmβ)2(N
(t)
g + Cmβ + 1)
+
1
T
T∑
t=1
(
S
(t)
gmc + β
N
(t)
g + Cmβ
− 1
T
T∑
t=1
S
(t)
gmc + β
N
(t)
g + Cmβ
)2
,
where we have again made use of the fact that
p(θgm|X,Z(t), β) follows a Dirichlet distribution to cal-
culate the variance Var[θgmc|X,Z(t), β].
Similarly,
Var[τg|α] ≈ 1
T
T∑
t=1
(N
(t)
g + α)(N −N (t)g + (G− 1)α)
(N +Gα)2(N +Gα+ 1)
+
1
T
T∑
t=1
(
N
(t)
g + α
N +Gα
− 1
T
T∑
t=1
N
(t)
g + α
N +Gα
)2
.
4.3 Summaries of the sampler output
The sampler deals with model selection on two lev-
els within LCA. Selection of the number of groups, G,
and selection of the clustering variables. We now sug-
gest some useful summaries of the output which will
aid in choosing an optimal model resulting from the
search conducted through the algorithms proposed in
Section 3.4.
The first summary centres around examination of
the approximate posterior for G as represented by the
sampler output. Let G be a Gmax×T indicator matrix,
where T denotes the total number of iterations which
the sampler runs for. We define an entry of G to be:
Gkt =
{
1 if the chain has k groups at iteration t;
0 otherwise.
Then, approximately, the posterior probability of k groups
is given by pk =
∑T
t=1 Gkt/T. These quantities can
be examined to quantify the posterior support for G
groups.
The second summary aims to simultaneously sum-
marize the joint uncertainty in the number of groups
and variable inclusion. We construct an Gmax×M coin-
cidence matrix C where each entry indicates the amount
of time which the sampler spent in a certain number of
groups and including a certain variable. It is calculated
as follows. Use V to denote an M ×T indicator matrix,
where
Vmt =
{
1 if m ∈ ν(t)cl ;
0 otherwise.
Then each entry of C is given by
Ckm =
∑T
t=1 VmtGkt∑T
t=1 Gkt
where we have normalised the entry Ckm so that it de-
notes the proportion, rather than the total amount of
time the sampler spent in a particular model space. In
words, the approximate probability of inclusion of vari-
able m as a clustering variable, conditional on k groups,
is Ckm. This coincidence matrix can be visualised as in
the plots in Section 5 with each coloured rectangle giv-
ing a heat colour to represent Ckm. The closer the colour
is to red (as opposed to blue), the closer Ckm is to 1,
that is, the more likely m is a posteriori to be a good
clustering variable for a k group LCA model.
While in theory the matrix summarises the behaviour
of the sampler for the entire model space, in practice
some regions will not be visited by the sampler, with the
corresponding entries being omitted in what follows.
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Fig. 1 Diagnostic plots of the collapsed sampler applied to the simulated binary Dean and Raftery dataset, and on the right,
a coincidence matrix for the sampler. The model correctly identifies 2 groups as optimal, and frequently excludes the noise
variables 5 – 13.
5 Data Applications
In this section the sampler is applied to the datasets
described in Section 2.2. In all cases, a pilot run was first
performed, before a better individually tuned sampler
was then run on each dataset, based on the sampler’s
initial performance. Multiple runs of the sampler were
also performed, to ensure consistency of results.
5.1 Dean and Raftery data
The algorithms described in Sections 3 and 4 were im-
plemented in C and applied to the datasets in the R
environment (R Core Team 2013). Total run time var-
ied depending on the size and particularly the number
of variables of the dataset in question. For example,
the total time taken to fit a model to the Alzheimer
dataset, including post hoc parameter estimation, was
about three and a half minutes. Fitting a finely tuned
collapsed sampler to the larger Teaching dataset, with-
out performing post hoc parameter estimation, took
about 25 minutes, or about seven and a half times as
long. Nevertheless, this should still be viewed as being
reasonably efficient, as model and variable selection, as
well as clustering, is simultaneously taking place.
A sampler was run on the binary simulated data for
50,000 iterations after 1,000 iterations burn-in, with 1
in 10 samples retained by subsampling. The coincidence
matrix is shown on the left hand side of Figure 1. This
clearly identifies a two group model with variables 1-4
as being optimal for clustering. In particular, variables
5-13 are included less than half the time, whereas vari-
ables 1-4 are included with high probability. The choice
of two groups is decisively confirmed in Table 4, with a
posterior probability of 0.4814. The sampler correctly
classifies 381 of the 500 observations, only seven less
than would be found using the true parameter values.
These results are comparable to those found by Dean
and Raftery (2010).
Table 4 Posterior probability for number of groups in the
binary Dean and Raftery data. A two group model is correctly
identified as being optimal.
p1 p2 p3 p4 p5
0.0510 0.4814 0.2840 0.1358 0.0396
p6 p7
0.0062 0.0020
The sampler was run for 100,000 iterations after
10,000 burn-in for the non-binary data. The output was
thinned and every 1 in 10 samples retained to construct
the coincidence matrix shown in Figure 2. Four classes
is most likely a posteriori with p3 = 0.2986, p4 = 0.4113
and p5 = 0.2146. The four informative variables (1-4)
are the only ones which the sampler indicates are worth
retaining.
Table 5 Posterior probability for number of groups in the
non-binary Dean and Raftery data.
p2 p3 p4 p5 p6
0.0243 0.2986 0.4113 0.2146 0.0512
To investigate the effect of sample size on the sam-
pler’s performance we further simulated ten datasets
each with N = 1000, 2500, 5000, 10000 from the non-
binary model. Table 6 shows the relative runtime (rel-
ative to N = 1000), on a machine with 4 Gb RAM
and 2.4GHz Intel i5 processor. The Rand index, based
on how many would have been correctly predicted us-
ing the true parameter values, is also shown. It can be
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Fig. 2 Summary of the spaces most commonly visited by the
sampler over a run on the non-binary simulated data.
Table 6 Runtimes and Rand indices for different simulated
binary Dean and Raftery datasets of size N .
N Relative runtime Rand index
1000 1 0.898 (0.045)
2500 2.552 0.928 (0.023)
5000 5.043 0.947 (0.032)
10000 9.767 0.960 (0.017)
seen that the runtime increases roughly linearly with N
following the rough analysis in Section 3.4.1.
5.2 Alzheimer Data
Initially, the sampler was run on the Alzheimer data for
20,000 iterations after 1,000 iterations burn-in. While
a visual inspection of the log posterior suggested that
good mixing was occurring, the log posterior samples
were found to have high autocorrelation, and diagnos-
tic tools suggested that a longer sampling run was re-
quired. The sampler was then run for 100,000 itera-
tions, and thinned by subsampling every twentieth it-
erate. While this substantially reduced the amount of
autocorrelation between samples, the results of the clus-
tering remained relatively unaffected. Diagnostic plots
of the sampling run are shown in Figure 3.
The coincidence matrix of the sampling run is shown
in the rightmost plot of Figure 3. The sampler excluded
variable 1, Hallucination, a majority of the time, and
identified 2 or 3 groups as optimal for the data, spend-
ing a majority of time in the 2 group space. The ap-
proximate posterior probability of a 2 group model is
0.6284, while that for a 3 group model is 0.2996 suggest-
ing little evidence for a model with more than 2 groups.
The approximate posterior of G is given in Table 7.
Table 7 Posterior probability for number of groups in
Alzheimer data, firstly setting pi = 0.5, and secondly using
a Beta(1,1.5) hyperprior on pi.
Setting for pi p2 p3 p4 p5 p6
pi = 0.5 0.6284 0.2996 0.0622 0.0096 0.0002
pi∼Beta(1,1.5) 0.6600 0.2724 0.0584 0.0092 0
Additionally, we ran the sampler using a hyperprior
on pi as outlined in Section 3.2 choosing hyperparame-
ters a0 = 1 and b0 = M/4 = 1.5 as outlined in Ley and
Steel (2009). The posterior for the number of classes
is shown in the second row of Table 7. Hallucination
(variable 1) was again excluded most of the time with
a 2 class model being most preferred.
We also compare parameter maximum a posteriori
and posterior standard deviation estimates for the item
probability parameters of a 2 group model fitted to this
dataset using the collapsed sampler to those obtained
using a full Gibbs sampler in the BayesLCA package.
See Garrett and Zeger (2000) and Walsh (2006) for de-
scriptions of a full model Gibbs sampler method for
LCA.
Estimates from the full Gibbs sampler were obtained
from 50,000 iterations after 1,000 iterations burn-in and,
with every tenth sample retained. Estimates from the
two methods are nearly identical. These are given in Ta-
ble 8. This suggests that while the most obvious uses of
the collapsed sampler are to perform model and vari-
able selection, as well as cluster the data, it can also be
used as an effective tool for parameter estimation.
5.3 Teaching Styles Data
A collapsed sampler was run on the Teaching Styles
data for 200,000 iterations after 5,000 iterations burn-
in, with 1 in 20 samples retained by subsampling. Di-
agnostic tools suggest that the sampler behaves satis-
factorily on the data. Diagnostic plots of the sampler
are shown in Figure 4.
The coincidence matrix for the sampler is also shown
as the rightmost plot in Figure 4. While several vari-
ables are decisively dropped by the sampler, a certain
amount of uncertainty exists when it comes to select-
ing an optimal number of groups. Posterior probabil-
ities for the number of groups are given in Table 9.
These suggest most evidence for a 7 group model, with
lesser (but fair) support for 6, 8 and even 9 groups. In-
spection of the clusterings shows that both the 7 and 8
group models cluster some observations into quite small
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Fig. 3 Diagnostic plots of the collapsed sampler applied to the Alzheimer dataset, and on the right, a coincidence matrix for
the sampler. The model appears to identify 2 groups as optimal, and frequently excluded variable 1 (Hallucination) during the
run.
Table 8 MAP item probability estimates (posterior standard deviations in parentheses) for the Alzheimer data obtained from
post-hoc estimates from the collapsed Gibbs sampler and from a full model Gibbs sampler run.
Collapsed Gibbs sampler post-hoc estimates
Hallucination Activity Aggression Agitation Diurnal Affective
Group 1 0.08 (0.03) 0.54 (0.06) 0.10 (0.04) 0.14 (0.06) 0.13 (0.05) 0.59 (0.08)
Group 2 0.10 (0.04) 0.80 (0.06) 0.40 (0.08) 0.64 (0.12) 0.39 (0.07) 0.94 (0.04)
Full model Gibbs sampler estimates
Hallucination Activity Aggression Agitation Diurnal Affective
Group 1 0.08 (0.03) 0.54 (0.06) 0.11 (0.05) 0.14 (0.06) 0.14 (0.05) 0.59 (0.08)
Group 2 0.10 (0.04) 0.79 (0.07) 0.39 (0.08) 0.64 (0.12) 0.38 (0.07) 0.93 (0.07)
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Fig. 4 Diagnostic plots of the collapsed sampler applied to the Teaching Styles dataset, and on the right, a coincidence matrix
for the sampler.
groups; one group in the 7 group model has only 10 ob-
servations, while the two smallest groups in the 8 group
model contain only 2 and 15 observations respectively.
A cross-classification table comparison of the 6 and
7 group models is shown in Table 10. This demonstrates
that the main difference between the two models from
a clustering perspective is the introduction of an extra
group - Group 6 in the 7 group model - which contains
observations clustered to Groups 1 and 3 with high un-
certainty in the 6 group model. This suggests that the
additional groups in the model may improve model fit
without necessarily introducing additional distinct clus-
ters to the data.
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Table 10 Comparison of mapped clusterings for the 6 and 7 group models fitted to the Teaching Styles dataset. For convenience
some rows in the table have been re-arranged to illustrate the agreement in the clusterings.
Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Group 1 40 0 3 0 0 0
Group 2 0 59 0 0 0 0
Group 3 0 0 105 0 0 0
Group 4 1 0 6 141 0 0
Group 5 0 0 3 0 51 0
Group 6 6 0 4 0 0 0
Group 7 0 0 1 0 0 47
Table 9 Posterior probability for number of groups in Teach-
ing Styles data.
p6 p7 p8 p9 p10 p11
0.2071 0.3894 0.2627 0.1120 0.0257 0.0031
Figure 5 compares the dropped variables to those
retained by the sampler. This shows heatmap plots of
the item probability parameters for the 7 group model,
firstly for the included and then the excluded variables.
(Note that due to space restrictions, only every second
variable index is included for the left plot.) Parameter
estimates are highly similar for the excluded variables,
while the behaviour of the parameters is much more
varied for the included variables. While the estimates
of parameters in Group 3 appear different from other
groups for the excluded parameters, this is the smallest
group in the clustering, and as a result standard error
estimates for this group’s item probability parameters
are extremely high, ranging between 35% and 43%.
5.4 Physiotherapy Data
A collapsed sampler was run on the Physiotherapy data
for 20,000 iterations after 5,000 iterations burn-in, with
every second iteration retained. Auto correlation of the
sampler was deemed satisfactory after these measures
were taken. Diagnostic plots of the sampler are shown
in Figure 6.
When applied to the full dataset, the sampler set-
tles on 7 groups. (While a certain amount of evidence
exists for an 8 group model, when compared, the two
groupings have 98% agreement.) This is shown in Ta-
ble 11. These 7 groups correspond well with the three
pain types. A confusion matrix comparing the grouped
observations with their reported pain types is shown in
Table 12. Overall there is high agreement between the
two sets of groupings, with a Rand index of about 92%.
Note that some groups have extremely small mapped
membership levels. Almost all variables proved useful
in this clustering, with only one variable being dropped
by the sampler. This is perhaps unsurprising, since the
variables were identified for the study by expert recom-
mendation.
Table 11 Posterior probability for number of groups in Phys-
iotherapy data.
p7 p8 p9 p10 p11 p12
0.5577 0.3879 0.0491 0.0046 0.0006 0.0001
Table 12 Confusion matrix comparing clustered observa-
tions to reported pain types in the Physiotherapy data. (CN
= Central Neuropathic, N=Nociceptive, and PN = Periph-
eral Neuropathic.) For convenience some rows in the table
have been re-arranged to illustrate the agreement in the clus-
terings.
Pain Type
CN N PN
Group 1 3 0 1
Group 5 52 0 0
Group 7 30 3 0
Group 3 6 96 1
Group 6 0 120 1
Group 2 1 16 79
Group 4 3 0 13
A further study was then made to see which vari-
ables proved useful for clustering within each pain type.
Samplers of length 75,000, 20,000 and 75,000 were run
after 5,000 iterations of burn-in for observations report-
ing central neuropathic, nociceptive and peripheral neu-
ropathic pain types respectively. For the samplers run
on the central neuropathic and peripheral neuropathic
datasets, the chains were thinned in a highly conserva-
tive manner, with 1 in 15 samples retained by succes-
sive subsampling. Every second iteration was retained
for the nociceptive data.
In all cases, a high number of variables were deci-
sively dropped by the samplers: 9, 15, and 18 variables
were dropped for the respective datasets, with strong
evidence that 21, 17 and 12 of the variables were in-
formative to the clustering. No variables were excluded
by all three models. The samplers identify 5, 4 and 3
group models as suitable for the data subsets, although
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and excluded variables. Parameter estimates are highly similar for the excluded variables, while varied behaviour is apparent
for included variables.
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Fig. 6 Diagnostic plots of the collapsed sampler applied to the Physiotherapy dataset, and on the right, a coincidence matrix
for the sampler.
again, several of the groups are quite small, particularly
for the model fitted to the nociceptive data.
Comparing the clusterings of the models fitted to
the data subsets to the clustering of the relevant obser-
vations from the model fitted to the full dataset, shows
a high level of agreement, with Rand indices of 82%,
90% and 93% respectively. In particular, it is worth not-
ing that when analyzing only the central neuropathic
and nociceptive subsets, the number of groups chosen
is the same as the number of groups used for observa-
tions on the respective pain type when analyzing the
full dataset.
For the peripheral neuropathic subset, only two ob-
servations with this pain type are not placed into one
of three groups, the number of groups chosen by the
model fitted to the data subset.
The main difference between the clusterings is that
the groups in models fitted to the data subsets are of a
more equal size in comparison with the relevant subsets
obtained from clustering the full dataset; this makes
sense, as excluding the variables which are not mean-
ingful for the subset in question make it easier to dis-
tinguish between different types of behaviour. A com-
parison of the clusterings for the nociceptive dataset is
shown in Table 13.
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Table 13 Confusion matrix comparing clustered observa-
tions based on the model fitted to the nociceptive subset to
the clustering of the relevant observations obtained from the
7 group model applied to the full Physiotherapy dataset.
Full dataset
Nociceptive subset
Group 6 Group 3 Group 2 Group 7
Group 2 107 2 0 0
Group 4 0 81 0 1
Group 1 13 4 15 0
Group 3 0 9 1 2
6 Discussion
In this paper we have introduced a model to perform
LCA, including group and variable selection, in a Bayesian
setting. Directly sampling the number of groups and
the inclusion of variables allows for a suitable model
to be chosen in a highly principled manner. While es-
timates of the posterior distribution of model parame-
ters are not directly available, as they would be using
a full model sampler, posterior means and standard de-
viations are nevertheless straightforward to calculate.
Furthermore, in a Bayesian setting, the probabilisti-
cally driven search of the collapsed sampler over the
discrete model space is a more computationally efficient
approach than exhaustively computing information cri-
teria.
Marginalisation of the posterior can lead to a more
computationally efficient algorithm, especially when clus-
tering and model selection are the main aims of ana-
lyst. Firstly, the fact that parameter samples are not
required reduces the computational burden. Secondly,
the omission of parameter sampling can lead to more ef-
ficient mixing, particularly for transdimensional moves,
which in the case of variable selection, may require
jumping between spaces of large dimension. We inves-
tigate this further in Appendix A.
In the latter two applications described in Section 5,
some groups in the selected model contained only a
small number of observations. These observations might
potentially be viewed as outliers, or as being poorly
described by the larger groups found by the model,
rather than as distinct clusters. This is a particularly
pragmatic approach to take when clustering in a model
based setting, where the resultant high posterior stan-
dard deviations of model parameters for these small
groups make interpretation of the group behaviour es-
sentially meaningless.
We note that the outlined model for variable selec-
tion is somewhat limited by the conditional indepen-
dence assumption of the LCA model. In other words,
when a variable is proposed to be included or excluded
by the sampling scheme, we are asking the question
“does the proposed variable contain information about
the clustering?”, rather than “does the proposed vari-
able contain additional information about the cluster-
ing?” Thus, while non-informative variables are removed
satisfactorily, for example, two informative but highly
correlated variables would both be included with high
probability, when perhaps the inclusion of just one would
provide clustering results of similar quality. Raftery and
Dean (2006) propose such a model for variable selection
when clustering continuous data; the covariance param-
eter of a multivariate normal distribution being a nat-
ural way to model the conditional dependence between
variables for this type of data.
Latent trait analysis models (see Bartholomew and
Knott 1999, for example) allow dependency between
multivariate categorical data, and Gollini and Murphy
(2013) have recently proposed a mixture of latent trait
analyzers model which does not make the conditional
independence assumption of LCA. Potentially this model
could prove useful for variable selection in a clustering
setting. On the other hand, implementing the model for
this purpose may be more difficult than for LCA, as the
likelihood is not available in closed form.
Finally, in Section 5.4 we applied the collapsed sam-
pler to subsets of the dataset, based on additionally la-
belled information. In a general clustering setting, it
may be of interest to determine which variables are
most helpful for identifying particular groups in the
data. This is a sort of unsupervised discriminant anal-
ysis which may be of future interest to further reduce
the dimensionality of a dataset.
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A Comparison with Reversible Jump MCMC
In this section we investigate how the performance of a col-
lapsed Gibbs sampler compares with an RJMCMC based on
using all model parameters. We divide this investigation into
two tasks: selecting a) the number of classes, and b) which
variables to include. We implement the approach of Pan and
Huang (2013) using already available software to investigate
the efficacy of RJMCMC for the former task, and outline our
own approach to perform the latter for the case where the
observed data is binary only. We find that the approach per-
forms reasonably well when selecting the number of classes,
although its performance is somewhat slower than that of
the collapsed sampler. The implemented approach performs
poorly when performing variable selection.
A.1 Number of Classes
To identify the number of groups in a dataset using RJMCMC
methods, we apply software1 implementing the approach of
Pan and Huang (2013). We applied the software to the binary
and non-binary Dean and Raftery datasets described in Sec-
tion 2.2, running the sampler for 100,000 iterations in both
cases. All prior settings were set by default. In both cases, the
non-informative variables were removed, since the sole task
was to identify the correct number of classes.
As the software for this approach was implemented as a
C++ programme, it can be thought of as broadly to our own
collapsed sampler, which is implemented in C; for the binary
and non-binary datasets, the software took roughly 25 and
90 minutes to run respectively, based on the same hardware
specifications described previously. In both cases, this was
markedly longer than the collapsed sampler took, despite the
fact that the model was exploring the group space only, and
the dimension of the data had been reduced.
The results from the samplers are shown in Table 14. In
the case of the binary data, the correct number of groups is
chosen as the most likely candidate, although, with a lower
posterior probability in comparison to the collapsed sampler.
In the case of the non-binary data, G = 2 is incorrectly is
chosen as the most likely candidate, with some level of un-
certainty surrounding which model is the most suitable.
Table 14 Posterior probability for number of groups in the
binary and non-binary Dean and Raftery datasets using the
reversible jump approach of (Pan and Huang 2013).
p1 p2 p3 p4 p5 p≥6
Binary 0.12 0.39 0.27 0.22 0 0
Non-binary 0.09 0.23 0.14 0.15 0.13 0.26
1 http://ghuang.stat.nctu.edu.tw/software/download.htm
A.2 Variable Selection
Recall that for the variable inclusion/exclusion step, a vari-
able m∗ is selected at random from 1, . . . ,M. An inclusion
or exclusion move is then proposed, based on the current
status of the variable. In what follows, we assume that the
state space has G groups, and that the data is binary, so that
Xnm ∈ {0, 1}, for all n = 1, . . . , N and m = 1, . . . ,M.
Inclusion Step
Suppose we select a variable m∗, which is currently excluded
from the model. For the inclusion step, dropping the variable
index, we propose the following move:
1. Generate u1, . . . , uG−1 ∼ Uniform(−, ), and set
uG = −
∑G−1
i=1 ui.
2. Set
log
(
θ1
1− θ1
)
= log
(
β
1− β
)
+ u1,
which is equivalent to setting
θ1 =
βeu1
1 + β(eu1 − 1) .
Similarly, for g = 2, . . . , G, set:
θg =
βeug
1 + β(eug − 1) .
Then the proposed move is accepted with probability α, where
α = min
(
1,
pcl(X,Z|θ˜, ν˜, τ , G)
pcl(X,Z|θ,ν, τ , G)
pn(X|ρ˜, ν˜)
pn(X|ρ,ν)
×
∏
m∈ν˜n p(ρ˜m|β)∏
m∈νn p(ρm|β)
∏G
g=1
∏
m∈ν˜cl p(θ˜gm|β)∏G
g=1
∏
m∈νcl p(θgm|β)
×
∏G
g=1
∏
m∈ν˜cl p(θ˜gm|β)∏G
g=1
∏
m∈νcl p(θgm|β)
|J | × p(ξ → ξ∗)
)
,
where
pcl(X,Z|θ˜, ν˜, τ , G)
pcl(X,Z|θ,ν, τ , G)
=
G∏
g=1
θ
Sgm∗
gm (1− θgm∗)S
C
gm∗ ,
pn(X|ρ˜, ν˜)
pn(X|ρ,ν)
=
1
ρ
Nm∗
m∗ (1− ρm∗)N−Nm∗
,∏
m∈ν˜n p(ρ˜m|β)∏
m∈νn p(ρm|β)
=
Γ (β)2
Γ (2β)
× 1
ρβ−1m∗ (1− ρβ−1m∗ )
,
∏G
g=1
∏
m∈ν˜cl p(θ˜gm|β)∏G
g=1
∏
m∈νcl p(θgm|β)
= G
Γ (2β)
Γ (β)2
G∏
g=1
θβ−1gm∗(1− θgm∗)β−1,
and we define Sgm∗ =
∑N
n=1Xnm∗Zng , S
C
gm∗ =
∑N
n=1(1 −
Xnm∗)Zng , and Nm∗ =
∑N
n=1Xnm∗ . Here we use p(ξ → ξ∗) =
1/M to denote the probability of the proposed move. Finally,
the Jacobian J is defined as J1g = ∂θgm∗∂ρm∗ , and Jkg =
∂θgm∗
∂uk−1
,
for g = 1, . . . , G and k = 2, . . . , G.
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Exclusion Step
If the variable m∗, is currently included in the model, we
propose the exclusion step,
ρ =
(∏G
g=1 θg
)1/G
(∏G
g=1 θg
)1/G
+
(∏G
g=1(1− θg)
)1/G ,
where again we have dropped the variable index. Using this
expression, we then obtain
ug =
(
1− 1
G
)
log
(
θg
1− θg
)
− 1
G
∑
j 6=g
log
(
θj
1− θj
)
,
for g = 1, . . . , G− 1, demonstrating the required bijection be-
tween θm∗ and (ρm∗ ,u). The proposed move is again accepted
with probability α, where
α = min
(
1,
pcl(X,Z|θ˜, ν˜, τ , G)
pcl(X,Z|θ,ν, τ , G)
pn(X|ρ˜, ν˜)
pn(X|ρ,ν)
×
∏
m∈ν˜n p(ρ˜m|β)∏
m∈νn p(ρm|β)
∏G
g=1
∏
m∈ν˜cl p(θ˜gm|β)∏G
g=1
∏
m∈νcl p(θgm|β)
× Γ (β)
2
GΓ (2β)
× 1∏G
g=1 θ
β−1
gm∗(1− θgm∗)β−1
|J | × p(ξ → ξ∗)
)
where the calculations are inverted, so that
pcl(X,Z|θ˜, ν˜, τ , G)
pcl(X,Z|θ,ν, τ , G)
=
1∏G
g=1 θ
Sgm∗
gm (1− θgm∗)S
C
gm∗
,
pn(X|ρ˜, ν˜)
pn(X|ρ,ν)
= ρ
Nm∗
m∗ (1− ρm∗)N−Nm∗ ,∏
m∈ν˜n p(ρ˜m|β)∏
m∈νn p(ρm|β)
=
Γ (2β)
Γ (β)2
ρβ−1m∗ (1− ρβ−1m∗ ),∏G
g=1
∏
m∈ν˜cl p(θ˜gm|β)∏G
g=1
∏
m∈νcl p(θgm|β)
=
Γ (β)2
GΓ (2β)
× 1∏G
g=1 θ
β−1
gm∗(1− θgm∗)β−1
.
The probability of the proposed move remains, p(ξ → ξ∗) =
1/M .
Dean and Raftery Data Application
We apply this approach to the binary Dean and Raftery
dataset described previously in Section 2.2. Here, we fix the
number of groups to the true value G = 2, so that the model
search is based on variable selection only. The sampler was
run for 50,000 iterations, with  = 1, which resulted in an
acceptance probability for the inclusion/exclusion move of
α ≈ 0.12.
The posterior probability for variable inclusion from the
sampler are shown in Table 15. None of the informative vari-
ables are selected as frequently as for the collapsed sampler,
with the model only finding weak evidence for variable 1, and
failing to distinguish between the other variables.
Table 15 Posterior probability for variable inclusion in the
binary Dean and Raftery data using RJMCMC.
P(Inclusion)
Variable 1 0.62
Variable 2 0.51
Variable 3 0.53
Variable 4 0.55
Variable 5 0.48
Variable 6 0.53
Variable 7 0.51
Variable 8 0.46
Variable 9 0.48
Variable 10 0.52
Variable 11 0.52
Variable 12 0.50
Variable 13 0.49
