Predictive performance in shrinkage regression suffers from two major difficulties: (i) the amount of relative shrinkage is monotone in the singular values of the design matrix and (ii) the amount of shrinkage does not depend on the response variables. Both of these factors can translate to a poor prediction performance, the risk of which can be estimated unbiasedly using Stein's approach. We show that using a component-specific local shrinkage term that can be learned from the data under a suitable heavy-tailed prior, in combination with a global term providing shrinkage towards zero, can alleviate both these difficulties and consequently, can result in an improved risk for prediction. Demonstrations of improved prediction performance over competing approaches in a simulation study and in a pharmacogenomics data set confirm our theoretical findings.
Introduction
Prediction using shrinkage regression techniques such as ridge regression (Hoerl and Kennard, 1970 ) and principal components regression or PCR (Jolliffe, 1982) remain popular in high-dimensional problems. Shrinkage methods enjoy a number of advantages over selection-based methods such as the lasso (Tibshirani, 1996) and comfortably outperform them in predictive performance in certain situations. Prominent among these is when the predictors are correlated and the resulting lasso estimate is unstable, but ridge or PCR estimates are not (see, e.g, the discussion in Chapter 3 of Hastie et al., 2009 ). Polson and Scott (2012a) showed, following a representation originally devised by Frank and Friedman (1993) , that many commonly used high-dimensional shrinkage regression estimates, such as the estimates of ridge regression, regression with g-prior (Zellner, 1986) and PCR, can be viewed as posterior means under a unified framework of "global" shrinkage prior on the regression coefficients that are suitably orthogonalized. They went on to demonstrate these global shrinkage regression models suffer from two major difficulties: (i) the amount of relative shrinkage is monotone in the singular values of the design matrix and (ii) the amount of shrinkage does not depend on the response variables. Both of these factors can contribute to poor out of sample prediction performance, which they demonstrated numerically. Polson and Scott (2012a) further provided numerical evidence that both of these difficulties mentioned above can be resolved by allowing a "local," component-specific shrinkage term that can be learned from the data, in conjunction with a global shrinkage parameter as used in ridge or PCR, giving rise to the so-called "global-local" shrinkage regression models. Specifically, Polson and Scott (2012a) demonstrated by simulations that using the horseshoe prior of Carvalho et al. (2010) on the regression coefficients performed well over a variety of competitors in terms of predictive performance, including the lasso, ridge, PCR and sparse partial least squares (Chun and Keles, 2010) . However, a theoretical investigation of the conditions required for the horseshoe regression model to outperform a global shrinkage regression model such as ridge or PCR in terms of predictive performance has been lacking. The goal of the current work is to bridge this methodological and theoretical gap by developing formal tools for comparing the predictive performances of shrinkage regression methods.
Developing a formal measure to compare predictive performance of competing regression methods is important in both frequentist and Bayesian settings. This is because the frequentist tuning parameter or the Bayesian hyper-parameters can then be chosen to minimize the estimated prediction risk, if prediction of future observations is the main modeling goal. A measure of quadratic risk for prediction in regression models can be obtained either through model-based covariance penalties or through nonparametric approaches. Examples of covariance penalties include Mallow's C p (Mallows, 1973 ), Akaike's information criterion (Akaike, 1974) , risk inflation criterion (Foster and George, 1994 ) and Stein's unbiased risk estimate or SURE (Stein, 1981) . Nonparametric penalties include the generalized cross validation of Craven and Wahba (1978) , which has the advantage of being model free but usually produces a prediction error estimate with high variance (Efron, 1983) . The relationship between the covariance penalties and nonparametric approaches were further explored by Efron (2004) , who showed the covariance penalties to be a Rao-Blackwellized version of the nonparametric penalties. Thus, Efron (2004) concluded that model-based penalties such as SURE or Mallow's C p (the two coincide for models where the fit is linear in the response variable) offer substantially lower variance in estimating the prediction error, assuming of course the model is true. From a computational perspective, calculating SURE, when it is explicitly available, is substantially less burdensome than performing cross validation, which usually requires several Monte Carlo replications. Furthermore, SURE, which is a measure of quadratic risk in prediction, also has connections with the Kullback-Leiber risk for the predictive density (George et al., 2006) . Given these advantages enjoyed by SURE, we devise a general, explicit and numerically stable technique for computing SURE for regression models that can be employed to compare the performances of global as well as horseshoe regressions. The key technique to our innovation is an orthogonalized representation first employed by Frank and Friedman (1993) , which results in particularly simple and numerically stable formulas for SURE. Using the developed tools for SURE, we demonstrate that the suitable conditions for success of the horseshoe regression model over global regression models in prediction arise when a certain sparse-robust structure is present in the orthogonalized regression coefficients. Specifically, our major finding is that when a certain principal component corresponding to a low singular value of the design matrix is a strong predictor of the outcomes, global shrinkage methods necessarily shrink these components too much, whereas the horseshoe does not. This results in a substantially increased risk for global regression over the horseshoe regression, explaining why global-local shrinkage such as the horseshoe can overcome the two major difficulties encountered by global shrinkage regression methods.
The rest of the article is organized as follows. In Section 2, we demonstrate how several standard shrinkage regression estimates can be reinterpreted as posterior means in an orthogonalized representation of the design matrix. Using this representation, we derive explicit expressions for SURE for global shrinkage and horseshoe regressions in Sections 3 and 4 respectively. Section 5 compares the actual prediction risk (as opposed to data-dependent estimates of the risk, such as SURE) of global and horseshoe regressions and explicitly identifies some situations where the horseshoe regression can outperform global shrinkage methods. A simulation study is presented in 6 and prediction performance of several competing approaches are assessed in a pharmacogenomics data set in Section 7. We conclude by pointing out some possible extensions of the current work in Section 8.
Shrinkage regression estimates as posterior means
Consider the high-dimensional regression model
where y ∈ R n , X ∈ R n×p , β ∈ R p and ∼ N (0, σ 2 I n ) with p > n. Let X = UDW T be the singular value decomposition of the design matrix. Let
Then the regression problem can be reformulated as:
The ordinary least squared (OLS) estimate of α isα = (Z T Z) −1 Z T y = D −1 U T y. Following the original results by Frank and Friedman (1993) , several authors have used the well-known orthogonalization technique (Clyde et al., 1996; Denison and George, 2012; Polson and Scott, 2012a) to demonstrate that the estimates of many shrinkage regression methods can be expressed in terms of the posterior mean of the "orthogonalized" regression coefficients α under the following hierarchical model:
with σ 2 , τ 2 > 0. The global term τ controls the amount of shrinkage and the fixed λ 2 i terms depend on the method at hand. Given λ i and τ, the estimate for β under the global shrinkage prior, denoted byβ, can be expressed in terms of the posterior mean estimate for α as follows:
; w i is a p × 1 vector and is the ith column of the p × n matrix W and the term τ 2 λ 2 i d 2
is the shrinkage factor. The expression from Equation (5) makes it clear that it is the orthogonalized OLS estimatesα i s that are shrunk. We shall show that this orthogonalized representation is also particularly suitable for calculating the prediction risk estimate. The reason is tied to the independence assumption that is now feasible in Equations (3) and (4). To give a few concrete examples, we note below that several popular shrinkage regression models fall under the framework of Equations (3-4):
1. For ridge regression, λ 2 i = 1, ∀i, and we
2. For K component PCR, λ 2 i is infinite for the first K components and then 0. Thus,α i =α i for i = 1, . . . , K andα i = 0 for i = K + 1, . . . , n.
3. For regression with g-prior,
This shows the amount of relative shrinkageα i /α i is constant in d i for PCR and g-prior and is monotone in d i for ridge regression. In none of these cases it depends on the OLS estimateα i (consequently, on y). In the next section we quantify the effect of this behavior on the prediction risk estimate.
Stein's unbiased risk estimate for global shrinkage regression
Define the fitỹ = Xβ = Zα, whereα is the posterior mean of α. As noted by Stein (1981) , the fitted risk is an underestimation of the prediction risk, and SURE for prediction is defined as:
where the ∑ n i=1 (∂ỹ i /∂y i ) term is also known as the "degrees of freedom" (Efron, 2004) . By Tweedie's formula (Masreliez, 1975; Pericchi and Smith, 1992) that relates the posterior mean with the marginals; we have for a Gaussian model of Equations (3-4) that:α =α + σ 2 D −2 ∇α log m(α), where m(α) is the marginal forα. Noting y = Zα yieldsỹ = y + σ 2 UD −1 ∇α log m(α). Using the independence of α i s, the formula for SURE becomes
Thus, the prediction risk estimate for shrinkage regression can be quantified in terms of the first two derivatives of the log marginal forα. Integrating out α i from Equations (3-4) yields in all these cases,
responding to a smaller d i are necessarily shrunk more (in a relative amount). This is only sensible in the case where one has reasons to believe the low variance eigen-directions (i.e., principal components) of the design matrix are not important predictors of the response variables, an assumption that can be violated in real data (Polson and Scott, 2012a ).
In the light of these two problems, we proceed to demonstrate that putting a heavy-tailed prior on λ i s, in combination with a suitably small value of τ to enable global-local shrinkage can resolve both these issues. The intuition behind this is that a small value of a global parameter τ enables shrinkage towards zero for all the components while the heavy tails of the local or componentspecific λ i terms ensure the components with large values ofα i d i are not shrunk too much, and allow the λ i terms to be learned from the data. Simultaneously ensuring both of these factors helps in controlling the prediction risk for both the noise as well as the signal terms.
Stein's unbiased risk estimate for the horseshoe regression
The global-local horseshoe shrinkage regression of Polson and Scott (2012a) extends the global shrinkage regression models of the previous section by putting a local (component-specific), heavytailed half-Cauchy prior on the λ i terms that allow these terms to be learned from the data, in addition to a global τ. The model equations become:
with σ 2 , τ 2 > 0 and C + (0, 1) denotes a standard half-Cauchy random variable with density p(λ i ) = (2/π)(1 + λ 2 i ) −1 . The marginal prior on α i s that is obtained as a normal scale mixture by integrating out λ i s from Equations (10) and (11) is called the horseshoe prior (Carvalho et al., 2010) . Improved mean square error over competing approaches in regression has been empirically observed by Polson and Scott (2012a) with horseshoe prior on α i s. The intuitive explanation for this improved performance is that a heavy tailed prior of λ i leaves the large α i terms of Equation (10) un-shrunk in the posterior, whereas the global τ term provides shrinkage towards zero for all components (see, for example, the discussion by Bhadra et al., 2016b; Carvalho et al., 2010; Polson and Scott, 2012b , and the references therein). However, no explicit formulation of the prediction risk under horseshoe shrinkage is available so far and we demonstrate below the heavy-tailed priors on λ i terms, in addition to a global τ, can be beneficial in controlling the overall prediction risk.
Under the model of Equations (9-11), after integrating out α i from the first two equations, we have,
. Thus, the marginal ofα, denoted by m(α), is given up to a constant of proportionality by
This integral involves the normalizing constant of a compound confluent hypergeometric distribution that can be computed using a result of Gordy (1998) .
PROPOSITION 4.1. (Gordy, 1998) . The compound confluent hypergeometric (CCH) density is given by
for 0 < x < 1/ν, where the parameters satisfy p > 0, q > 0, r ∈ R, s ∈ R, 0 ≤ ν ≤ 1 and θ > 0. Here B(p, q) is the beta function and the function H(·) is given by
where Φ 1 is the confluent hypergeometric function of two variables, given by
where (a) k denotes the rising factorial with (a) 0 = 1, (a) 1 = a and (a) k = (a + k − 1)(a) k−1 .
We present our first result in the following theorem and show that the marginal m(α) and all its derivatives lend themselves to a series representation in terms of the first and second moments of a random variable that follows a CCH distribution. Consequently, we quantify SURE for the horseshoe regression. A. SURE for the horseshoe shrinkage regression model defined by Equations (9-11) is given by SURE = ∑ n i=1 SURE i , where the component-wise contribution SURE i is given by
B. Under independent standard half-Cauchy prior on λ i s, for the second and third terms in Equation (14) we have:
A proof is given in Appendix A.1. Theorem 4.1 provides a computationally tractable mechanism for calculating SURE for the horseshoe shrinkage regression in terms of the moments of CCH random variables. Gordy (1998) provides a simple formula for all integer moments of CCH random variables. Specifically, he shows if X ∼ CCH(x; p, q, r, s, ν, θ) then
for integers k ≥ 1. Moreover, as demonstrated by Gordy (1998) , these moments can be numerically evaluated quite easily over a range of parameter values and calculations remain very stable. A consequence of this explicit formula for SURE is that the global shrinkage parameter τ can now be chosen to minimize SURE by performing a one-dimensional numerical optimization. Another consequence is that an application of Theorem 3 of Carvalho et al. (2010) shows
with high probability, where m(α i ) is the marginal under the horseshoe prior. Recall that the posterior meanα i and the OLS estimateα i are related by Tweedie's formula asα 
we have for the horseshoe regression of Equations (9-11) that
A proof is given in Appendix A.2. Our result is non-asymptotic, i.e., it is valid for any s i ≥ 1. However, an easy consequence is that SURE i → 2σ 2 , almost surely, as s i → ∞, provided
i . An intuitive explanation of this result is that component-specific shrinkage is feasible in the horseshoe regression model due to the heavy-tailed λ i terms, which prevents the signal terms from getting shrunk too much and consequently, making a large contribution to SURE due to a large bias. With just a global parameter τ, this component-specific shrinkage is not possible. A comparison of SURE i resulting from Theorem 4.2 with that from Equation (8) demonstrates using global-local horseshoe shrinkage, we can rectify a major shortcoming of global shrinkage regression, in that the terms with large s i do not make a large contribution to the prediction risk. Moreover, the main consequence of Theorem 4.2, that is SURE i → 2σ 2 , almost surely, as s i → ∞, holds for a larger class of "global-local" priors, of which the horseshoe is a special case. THEOREM 4.3. Consider the hierarchy of Equations (9-10) and suppose the prior on λ i in Equation (11) 
A proof is given in Appendix A.3. Densities that satisfy p(
as λ 2 i → ∞ are sometimes called regularly varying or heavy-tailed. Clearly, the horseshoe prior is a special case, since for the standard half-Cauchy we have p(
is seen to be slowly-varying. Other priors that fall in this framework are the horseshoe+ prior of Bhadra et al. (2016b) , for which p(
. Ghosh et al. (2016) show that the generalized double Pareto prior (Armagan et al., 2013) and the three parameter beta prior (Armagan et al., 2011 ) also fall in this framework. Thus, Theorem 4.3 generalizes the main consequence of Theorem 4.2 to a broader class of priors in the asymptotic sense as s i → ∞.
Next, for the case when |α i | is small, we have the following result for estimating the prediction risk of the horseshoe regression. C. When s i = 1, we have that SURE i is bounded in the interval (0, 1.93σ 2 ], almost surely, when
A proof is given in Appendix A.4. This theorem establishes that: (i) the terms with smaller s i in the interval [0, 1] contribute less to SURE, with the minimum achieved at s i = 0 (these terms can be thought of as the noise terms) and (ii) if τ is chosen to be sufficiently small, the terms for which s i = 0, has an upper bound on SURE at 2σ 2 /3. Note that the OLS estimator has risk 2σ 2 for these terms. At s i = 0, the PCR risk is either 0 or 2σ 2 , depending on whether the term is or is not included. A commonly used technique for shrinkage regressions is to choose the global τ to minimize a data-dependent estimate of the risk, such as C L or SURE (Mallows, 1973) . The ridge regression SURE at s i = 0 is an increasing function of τ and thus, it might make sense to choose a small τ if all s i terms were small. However, in the presence of some s i terms that are large, ridge regression cannot choose a very small τ, since the large s i terms will then be heavily shrunk and contribute too much to SURE. This is not the case with global-local shrinkage regression methods such as the horseshoe, which can still choose a small τ to mitigate the contribution from the noise terms and rely on the heavy-tailed λ i terms to ensure large signals are not shrunk too much. Consequently, the ridge regression risk estimate is usually larger than the global-local regression risk estimate even for very small s i terms, when some terms with large s i are present along with mostly noise terms. At this point, the results concern the risk estimate (i.e., SURE) rather than risk itself, the discussion of which is deferred until Section 5.
To summarize the theoretical findings, Theorem 4.2 together with Theorem 4.4 establishes that the horseshoe regression is effective in handling both very large and very small values ofα 2 i d 2 i . Specifically, Theorem 4.4 asserts that a small enough τ shrinks the noise terms towards zero, minimizing their contribution to SURE. Whereas, according to Theorem 4.2, the heavy tails of the Cauchy priors for the λ i terms ensure the large signals are not shrunk too much and ensures a SURE of 2σ 2 for these terms, which is an improvement over purely global methods of shrinkage.
Prediction risk for the global and horseshoe regressions
In this section we compare the theoretical prediction risks of global and global-local horseshoe shrinkage regressions. While SURE is a data-dependent estimate of the theoretical risk, these two quantities are equal in expectation. We use a concentration argument to derive conditions under which the horseshoe regression will outperform global shrinkage regression, e.g., ridge regression, in terms of predictive risk. While the analysis seems difficult for an arbitrary design matrix X, we are able to treat the case of ridge regression for orthogonal design, i.e., X T X = I. Clearly, if the SVD of X is written as X = UDV T , then we have D = I and for ridge regression λ i = 1 for all i.
Thus, for orthogonal design, Equations (3) and (4) become
where τ is the global shrinkage parameter. Since the fit in this model is linear inα i , SURE is equivalent to Mallow's C L . Equation (14) of Mallows (1973) shows that if τ is chosen to minimize C L , then the optimal ridge estimate is given in closed form by
Alternatively, the solution can be directly obtained from Equation (8) by taking d i = λ i = 1 for all i and by setting τ = argmin τ ∑ n i=1 SURE i . It is perhaps interesting to note that this "optimal" ridge estimate, where the tuning parameter is allowed to depend on the data, is no longer linear inα. In fact, the optimal solution α can be seen to be closely related to the James-Stein estimate of α and its risk can therefore be quantified using the risk bounds on the James-Stein estimate. As expected due to the global nature of ridge regression, the relative shrinkage α i /α i of the optimal solution only depends on |α| 2 = ∑ n i=1α 2 i but not on the individual components ofα. Theorem 1 of Casella and Hwang (1982) shows that
Consequently, if |α| 2 /n → c as n → ∞ then the James-Stein estimate satisfies
Thus, α offers large benefits over the least squares estimateα for small c but it is practically equivalent to the least squares estimate for large c. The prediction risk of the least squares estimate for p > n is simply 2nσ 2 , or an average component-specific risk of 2σ 2 . We show that when true α i = 0, the component-specific risk bound of the horseshoe shrinkage regression is less than 2σ 2 . We have the following result.
THEOREM 5.1. Let D = I and let the global shrinkage parameter in the horseshoe regression be τ 2 = 1. When true α i = 0, an upper bound of the component-wise risk of the horseshoe regression is 1.75σ 2 < 2σ 2 .
A proof can be found in Appendix A.5. The proof uses the fact that the actual risk can be obtained by computing the expectation of SURE. We split the domains of integration into three distinct regions and use the bounds on SURE from Theorems 4.2 and 4.4, as appropriate.
When true α i is large enough, a consequence of Theorem 4.2 is that the component-specific risk for global-local shrinkage regression is 2σ 2 . This is because SURE in this case is almost surely equal to 2σ 2 andα i is concentrated around true α i . Therefore, it is established that if only a few components of true α are large and the rest are zero in such a way that |α| 2 /n is large, then the global-local horseshoe regression outperforms ridge regression in terms of predictive risk. The benefit arises from a lower risk for the α i = 0 terms. On the other hand, if all components of true α are zero or all are large, the horseshoe regression need not outperform ridge regression.
Numerical examples
We simulate data where n = 100, and consider the cases p = 100, 200, 300, 400, 500. Let B be a p × k factor loading matrix, with all entries equal to 1. Let F i be k × 1 matrix of factor values, with all entries drawn independently from N (0, 1). The ith row of the n × p design matrix X is generated by a factor model, with number of factors k = 8, as follows:
Thus, the columns of X are correlated. Let X = UDW T denote the singular value decomposition of X. The observations y are generated from Equation (2) with σ 2 = 1, where for the true orthogonalized regression coefficients α 0 , the 6, 30, 57, 67, and 96th components are randomly selected as signals, and the remaining 95 components are noise terms. Coefficients of the signals are generated by a N (10, 0.5) distribution, and coefficients of the noise terms are generated by a N (0, 0.5) distribution. For the case n = 100 and p = 500, some of the true orthogonalized regression coefficients α 0 , their ordinary least squared estimatesα, and the corresponding singular values d of the design matrix, are shown in Table 1 . Table 2 lists the SURE for prediction and actual out of sample sum of squared prediction error (SSE) for the ridge, lasso, PCR and horseshoe regressions. Out of sample prediction error of Table 2 : SURE and average out of sample prediction SSE (standard deviation of SSE) on one training set and 200 testing sets for the competing methods for n = 100, for ridge regression (RR), the lasso regression (LASSO), the adaptive lasso (A LASSO), principal components regression (PCR) and the horseshoe regression (HS). The lowest SURE in each row is in italics and the lowest average prediction SSE is in bold. A formula for SURE is unavailable for the adaptive lasso. the adaptive lasso is also included in the comparisons, although we are unaware of a formula for computing the SURE for the adaptive lasso. SURE for ridge and PCR can be computed by an application of Equation (8) and SURE for the horseshoe regression is given by Theorem 4.1. SURE for the lasso is calculated using the result given by Tibshirani and Taylor (2012) . In each case, the model is trained on 100 samples. We report the SSE on 100 testing samples, averaged over 200 testing data sets, and their standard deviations. For ridge, lasso, PCR and horseshoe regression, the global shrinkage parameters were chosen to minimize SURE for prediction. In adaptive lasso, the shrinkage parameters were chosen by cross validation due to SURE being unavailable. It can be seen that SURE in most cases are within one standard deviation of the actual out of sample prediction SSE, suggesting SURE is an accurate method for evaluating actual out of sample prediction performance. When p = 100, 200, 300, 400, horseshoe regression has the lowest prediction SSE. When p = 500, SSE of the lasso and horseshoe regression are close, and the lasso performs marginally better. The horseshoe regression also has the lowest SURE in all but one cases. Generally, SURE increases with p for all methods. The SURE for ridge regression approaches the OLS risk, which is 2nσ 2 = 200 in these situations. SURE for PCR is larger than the OLS risk and PCR happens to be the poorest performer in most settings. Performance of the adaptive lasso also degrades compared to the lasso and the horseshoe, which remain the two best performers. Finally, the horseshoe regression outperforms the lasso in four out of the five settings we considered. Figure 1 shows contribution to SURE by each component for n = 100 and p = 500, for ridge, PCR, lasso and horseshoe regressions. The components are ordered left to right on the x-axis by decreasing magnitude of d i , and SURE for prediction on each component are shown on the yaxis. Note from Table 1 that the 6, 30, 57, 67 and 96th components are the signals, meaning these terms correspond to a large α 0 . The PCR risk on the 96th component is 203.22, which is out of range for the y-axis in the plot. For this data set, PCR selects 81 components, and therefore SURE for the first 81 components equal to 2σ 2 = 2 and the SURE is equal toα 2 i d 2 i for i = 82, . . . , 100. Figure 2: SURE for ridge (blue), PCR (gray), lasso (cyan) and horseshoe regression (red), versuŝ αd, whereα is the OLS estimate of the orthogonalized regression coefficient, and d is the singular value, for n = 100 and p = 500. Dashed horizontal lines are at 2σ 2 = 2 and 2σ 2 /3 = 0.67.
Component-wise SURE for ridge regression are large on the signal components, and is decreasing as the singular values d decrease on the other components. But due to the large global shrinkage parameter τ ridge must select in presence of both large signals and noise terms, the magnitude of improvement over the OLS risk 2σ 2 is small for the noise terms. On the other hand, the horseshoe estimator does not shrink the components with largeα i d i heavily and therefore the horseshoe SURE on the signal components are almost equal to 2σ 2 (according to Theorem 4.2). SURE for the horseshoe is also much smaller than 2σ 2 on many of the noise components. Lasso also appears to be quite effective for the noise terms, but its performance for the signal components is generally not as effective as the horseshoe. Figure 2 takes a fresh look at the same results and shows component-wise SURE plotted against
The signal components as well as the first component in Table 1 haveα i d i > 10. Horseshoe SURE converges to 2σ 2 for largeα i d i , as expected from Theorem 4.2. For these components, the SURE for both ridge and lasso are larger than 2σ 2 , due to the bias introduced in estimating large signals by these methods (see also Theorem 1 of Carvalho et al., 2010) . Whenα i 2 d 2 i ≈ 0, risks for lasso and horseshoe are comparable, with lasso being slightly better. This is because an estimate can be exactly zero for the lasso, but not for the horseshoe, which is a shrinkage method (as opposed to a selection method). Nevertheless, the upper bound on SURE for the horseshoe regression at 2σ 2 /3 whenα i 2 d 2 i ≈ 0 and provided τ is chosen to be small enough so that τ 2 ≤ d Additional simulation results are presented in Supplementary Section S.1, where we (i) treat a higher dimensional case (p = 1000), (i) perform comparisons with non-convex MCP (Zhang, 2010) and SCAD (Fan and Li, 2001 ) regressions, (iii) explore different choices of X and (iv) explore the effect of the choice of α. The main finding is that the horseshoe regression is often the best performer when α has a sparse-robust structure as in Table 1 , that is most elements are very small while a few are large so that |α| 2 is large. This is consistent with the theoretical results of Section 5.
Assessing out of sample prediction in a pharmacogenomics data set
We compare the out of sample prediction error of the horseshoe regression with ridge regression, PCR, the lasso, the adaptive lasso, MCP and SCAD on a pharmacogenomics data set. The data were originally described by Szakács et al. (2004) , in which the authors studied 60 cancer cell lines in the publicly available NCI-60 database (https://dtp.cancer.gov/discovery development/nci-60/). The goal here is to predict the expression of the human ABC transporter genes (responses) using some compounds or drugs (predictors) at which 50% inhibition of cellular growth for the cell lines are induced. The NCI-60 database includes the concentration level of 1429 such compounds, out of which we use 853, which did not have any missing values, as predictors. We investigate the expression levels of transporter genes A1 to A12 (except for A11, which we omit due to missing values), and B1. Thus, in our study X is a n × p matrix of predictors with n = 60, p = 853 and Y is a n-dimensional response vector for each of the 12 candidate transporter genes under consideration.
To test the performance of the methods, we split each data set into training and testing sets, with 75% (45 out of 60) of the observations in the training sets. We standardize each response by subtracting the mean and dividing by the standard deviation. We fit the model on the training data, and then calculate mean squared prediction error (prediction MSE) on the testing data. This is repeated for 20 random splits of the data into training and testing sets. The tuning parameters in ridge regression, the lasso, the adaptive lasso, SCAD and MCP are chosen by five-fold cross validation on the training data. Similarly, the number of components in PCR and the global shrinkage parameter τ for horseshoe regression are chosen by cross validation as well. It is possible to use SURE to select the tuning parameters or the number of components, but one needs an estimate of the standard deviation of the errors in high-dimensional regressions. This is a problem of recent interest, as the OLS estimate of σ 2 is not well-defined in the p > n case. Unfortunately, some of the existing methods we tried, such as the method of moments estimator of Dicker (2014) , often resulted in unreasonable estimates for σ 2 , such as negative numbers. Thus, we stick to cross validation here, as it is not necessary to estimate the residual standard deviation in that case.
The average prediction MSE over 20 random training-testing splits for the competing methods is reported in Table 3 . Average prediction MSE for responses A1, A8 and A10 are around or larger than 1 for all of the methods. Since the responses are standardized before analysis, we might conclude that none of the methods performed well for these cases. Among the remaining nine cases, the horseshoe regression substantially outperforms the other methods for A3, A4, A9, A12 and B1. It is comparable to PCR for A5 and A7, and is comparable to the adaptive lasso for A6, which are the best performers in the respective cases. Overall, the horseshoe regression performed the best in 5 among the total 12 cases we considered.
Concluding remarks
We outlined some situations where the horseshoe regression is expected to perform better compared to some other commonly used "global" shrinkage or selection alternatives for high-dimensional regression. Specifically, we demonstrated that the global term helps in mitigating the prediction risk arising from the noise terms, and an appropriate choice for the tails of the local terms is crucial for controlling the risk due to the signal terms. For this article we have used the horseshoe prior as our choice for the global-local prior. However, in recent years, several other priors have been developed that fall in this class. This includes the horseshoe+ (Bhadra et al., 2016a,b) , the threeparameter beta (Armagan et al., 2011) , the normal-exponential-gamma (Griffin and Brown, 2010) , the generalized double Pareto (Armagan et al., 2013) , the generalized shrinkage prior (Denison and George, 2012) and the Dirichlet-Laplace prior (Bhattacharya et al., 2015) . Empirical Bayes approaches have also appeared (Martin and Walker, 2014) and the spike and slab priors have made a resurgence due to recently developed efficient computational approaches (Ročková and George, 2016; Ročková and George, 2014) . Especially in the light of Theorem 4.3, we expect the results developed in this article for the horseshoe to foreshadow similar results when many of these alternatives are deployed. A particular advantage of using the horseshoe prior seems to be the tractable expression for SURE, as developed in Theorem 4.1. Whether this advantage translates to some of the other global-local priors mentioned above is an open question. Following the approach of Stein (1981) , our risk results are developed in a non-asymptotic setting (finite n, finite p > n). However, global-local priors such as the horseshoe and horseshoe+ are known to be minimax in estimation in the Gaussian sequence model (van der Pas et al., 2014 (van der Pas et al., , 2016 . For linear regression, frequentist minimax risk results are discussed by Raskutti et al. (2011); and Castillo et al. (2015) have shown that spike and slab priors achieve minimax prediction risk in regression. Whether the prediction risk for the horseshoe regression is optimal in an asymptotic sense is an important question to investigate and recent asymptotic prediction risk results for ridge regression (Dobriban and Wager, 2015) should prove helpful for comparing with global shrinkage methods. Another possible direction for future investigation might be to explore the implications of our Table 3 : Average out of sample mean squared prediction error computed on 20 random trainingtesting splits (number of splits out of 20 with lowest prediction MSE), for each of the 12 human ABC transporter genes (A1-A10, A12, B1) in the pharmacogenomics example. Methods under consideration are ridge regression (RR), principal components regression (PCR) , the lasso, the adaptive lasso (A LASSO), the minimax concave penalty (MCP), the smoothly clipped absolute deviation (SCAD) penalty, and the horseshoe regression (HS). Lowest prediction MSE and largest number of splits with the lowest prediction MSE for each response in bold.
Response RR PCR LASSO A LASSO MCP SCAD HS A1 
A Proofs

A.1 Proof of Theorem 4.1
Part A follows from Equation (6) with standard algebraic manipulations. To prove part B, define
From the definition of the compound confluent hypergeometric (CCH) density in Gordy (1998) , the result of the integral is proportional to the normalizing constant of the CCH density and we have from Proposition 4.1 that,
In addition, the random variable (Z i |α i , σ, τ) follows a CCH(1, 1/2, 1,
This yields after some algebra that,
The correctness of the assertion
can then be verified using Equation (15), completing the proof.
A.2 Proof of Theorem 4.2
To find bounds on SURE, we need upper bounds on E(Z 2 i ) and E(Z i ). Clearly, θ
An upper bound to the numerator of E(Z 2 i ) can be found as follows. (1
Thus, combining the upper bound on the numerator and the lower bound on the denominator
Thus,
An upper bound to the numerator of E(Z i ) can be found as follows.
The lower bound on the denominator is the same as before. Thus,
Thus, combining Equations (A.2) and (A.3) we get
A.3 Proof of Theorem 4.3
Our proof is similar to the proof of Theorem 1 of Polson and Scott (2011) . Note from Equations (9-10) that integrating out α i we havê
Then, as in Theorem 1 of Polson and Scott (2011) , we have
The marginal ofα i is then given by
An application of Theorem 6.1 of Barndorff-Nielsen et al. (1982) shows that
Clearly, the first term in Equation (A.4) goes to zero as |α i | → ∞. For the second term, we need to invoke the celebrated representation theorem by Karamata. A proof can be found in Bingham et al. (1989) .
RESULT A.1. (Karamata's representation theorem). A function L is slowly varying if and only if there
exists B > 0 such that for all x ≥ B the function can be written in the form
where η(x) is a bounded measurable function of a real variable converging to a finite number as x goes to infinity ε(x) is a bounded measurable function of a real variable converging to zero as x goes to infinity.
Thus, using the properties of η(x) and ε(x) from the result above
Using this in Equation (A.4) shows ∂ log m(α i )/∂α i → 0 as |α i | → ∞. By similar calculations,
Thus, SURE i → 2σ 2 , almost surely, as |α i | → ∞.
A.4 Proof of Theorem 4.4
The proof of Theorem 4.4 makes use of technical lemmas in Appendix A.6. Recall from Appendix A.1 that if we define
Then SURE is given by SURE = ∑ n i=1 SURE i with
where s i =α 2 i d 2 i /2σ 2 . Thus,
Now, as a corollary to Lemma A.1, (∂/∂s i )E(
The strict inequality follows from the fact that Z i is not almost surely a constant for any
Now, clearly, the first term,
Putting the terms together gives II ≥ 0. Finally, consider III. Denote E(Z i ) = µ i . Then,
s. and 0 ≤ s i ≤ 1 and thus, III ≥ 0. Using I, II and III in Equation (A.7) yields SURE i is an increasing function of s i when 0 ≤ s i ≤ 1, completing the proof of Part A.
To prove Part B, we need to derive an upper bound on SURE when s i = 0. First, consider s i = 0 and 0 < θ i ≤ 1. we have from Equation (A.6) that SURE i = 2σ 2 (1 − EZ i ). By Lemma A.3, (∂/∂θ i )E(Z i ) > 0 and SURE i is a monotone decreasing function of θ i , where θ i = (τ 2 d 2 i ) −1 . Next consider the case where s i = 0 and θ i ∈ (1, ∞). DefineZ i = 1 − Z i ∈ (0, 1) when Z i ∈ (0, 1). Then, by Equation (A.11) and a formula on Page 9 of Gordy (1998), we have thatZ i also follows a CCH distribution. Specifically,
and we have SURE i = 2σ 2 E(Z i ).
Therefore, SURE i is a monotone increasing function ofθ i on 0 <θ i < 1, or equivalently a monotone decreasing function of θ i on θ i ∈ (1, ∞).
Thus, combining the two cases above, we get that SURE at s i = 0 is a monotone decreasing function of θ i for any θ i ∈ (0, ∞), or equivalently, an increasing function of τ 2 d 2 i . Since 0 ≤Z i ≤ 1 almost surely, a natural upper bound on SURE i is 2σ 2 . However, it is possible to do better provided τ is chosen sufficiently small. Assume that τ 2 ≤ d −2
i . Then, since SURE i is monotone increasing in θ i , the upper bound on SURE is achieved when θ i = (τ 2 d 2 i ) −1 = 1. In this case, E(Z i ) has a particularly simple expression, given by
Thus, sup SURE i = 2σ 2 (1 − EZ i ) = 2σ 2 /3, completing the proof of Part B.
To prove Part C, we first note that when s i = 1 we have
where E(Z i ) and E(Z 2 i ) are evaluated at s i = 1. Recall that when θ i ≥ 1 and z i ∈ (0, 1) we have θ (A.9) and
When θ i = 1, it can be seen that SURE i ≤ 1.93σ 2 .
A.5 Proof of Theorem 5.1
The proof of Theorem 5.1 makes use of technical lemmas in Appendix A.6. Recall from Appendix A.1 that if we define
where s i =α 2 i d 2 i /2σ 2 and θ i = (τ 2 d 2 i ) −1 . Consider the case where d i = 1 for all i and τ 2 = 1, i.e., θ i = 1 for all i. From Equation (A.6), the risk estimate is SURE = ∑ n i=1 SURE i with
We begin by showing that the upper
where the last inequality follows by Lemma A.4. Thus, sinceŘ i is convex, it lies entirely below the straight line joining the two end points for s i ∈ (0, 1).
by Equations (A.9) and (A.10).Thus, by convexity
We remark here that our simulations suggest SURE i itself is convex, not just the upper bounď R i , although a proof seems elusive. Nevertheless, as we shall see below, the convexity ofŘ i is sufficient for our purposes. Next, consider the interval s i ∈ (1, 3). Noting that both E(Z i ) and E(Z 2 i ) are monotone decreasing functions of s i we have
But, 
Combining Equations (A.12), (A.13) and (A.14) we have
A.6 Technical lemmas
A.6.1 Proof of Lemma A.1
Let, Z ∼ CCH (p, q, r, s, ν, θ) . Then for any integer k
S.1 Additional simulations
We provide additional simulation results, complementing the results in Table 2 . For each simulation setting, we report SURE when a formula is available. We also report the average out of sample prediction SSE (standard deviation of SSE) computed based on one training set and 200 testing sets. For each setting, n = 100. The methods under consideration are ridge regression (RR), principal components regression (PCR), the lasso, the adaptive lasso (A LASSO), the minimax concave penalty (MCP), the smoothly clipped absolute deviation (SCAD) penalty and the proposed horseshoe regression (HS). The method with the lowest SSE is in bold and that with lowest SURE is in italics for each setting. The features of these additional simulations include the following. 
