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Abstract 
Alonso, L., Uniform generation of a Motzkin word, Theoretical Computer Science 134 (1994) 
529-536. 
We present a simple and efficient algorithm which builds randomly and uniformly a Motzkin word 
of size n. The average complexity of this algorithm is O(n). The basic idea is to choose a slightly 
enlarged probability space where uniformity can be achieved and then to filter out the desired words 
without destorying uniformity. 
1. Introduction 
Some linear algorithms are known for the random and uniform generation of 
a Dyck word of size n (see [9]), and for generating a Motzkin word having 1 letters 
x out of n letters (see [I]), Unfortunately, we do not know of any linear algorithm 
which generates randomly and uniformly a Motzkin word of size n. 
Such algorithms have important applications in image synthesis (Motzkin words 
are in one-one correspondence with unary-binary trees) and percolation theory (left 
factors of Motzkin words are in one-one correspondence with combinatorial objects 
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called directed animals [S] which have been widely used for modelling the physical 
phenomenon of percolation [lo]). Barcucci et al. [2] have proposed an algorithm to 
randomly generate a directed animal whose average complexity is linear and max- 
imum complexity infinite. We present an algorithm which builds a random Motzkin 
word of size n, this algorithm is simple, easy to code and has an average complexity in 
O(n), and a maximum complexity which is infinite. 
The algorithm has two main parts. In the first part, we choose the number k of 
letters x. In the second part, we build a random Motzkin word which has k letters 
x out of n letters: this construction can be done in linear time using some 
classical tools (an algorithm can be found in [l] for instance). Therefore, we 
focus only on the first part. It is straightforward to write an algorithm to generate 
the number of letters x in a random Motzkin word of length n using O(n) arithmetic 
operations, unfortunately these algorithms need large preprocessing time to 
compute some coefficients and they manipulate integers of great size so their 
real complexity in bit operations is large. Our algorithm is simple, it has an 
average complexity in O(n) which remains in O(nlog(n)) when we count bit 
operations. 
In Section 2, we define the numbers M,, 1 and N,, 1. The numbers M,, 1 enumerate the 
Motzkin words having I- 1 letters x of n letters, and the N,,, are certain numbers 
satisfying: 
We end that section making some remarks about the numbers M,,I and N,,I. 
In Section 3, we present our algorithm. The principles of this algorithm are 
very simple: The basic idea is to choose a slightly enlarged probability space 
where uniformity can be achieved and then to filter out the desired words without 
destroying uniformity. More precisely, in order to generate a Motzkin word of 
size n, we take r(2n + 2)/3 ]+ 1 ballot-boxes, and for IE [0, r2n/3 11 we put N,, I words 
in the Ith ballot-box: the M,,I Motzkin words which have 1- 1 letters x out of 
n letters and (N,,,- M,,,) other words. Then we choose a random ballot-box k with 
probability: 
we choose a random word in the kth ballot-box and see if this word is a Motzkin word 
or not. If it is, the first part of the algorithm finishes, we can draw a Motzkin word 
which has k- 1 letters x out of 11 letters. Otherwise, we apply again the first part of the 
algorithm. 
We will see that this algorithm can be easily implemented with the definition of 
N,,l given below and that the average complexity of the algorithm is O(n). 
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2. Definitions and basic facts 
As the notion of Motzkin word is not necessarily well known, we recall the 
definition of this object. 
Definition 1. Let w be a word written with the three letters x, y, a. Then we will say 
that w is a Motzkin word 
l if w is the empty word, 
l or if w=av where v is a Motzkin word, 
l or if w = xuyv where u and v are Motzkin words. 
This means that the language of Motzkin words M can be defined by 
M=e+aM+xMyM. 
LetM,,l+l denote the number of Motzkin words with I letters x out of n letters. It is 
well known (see [4,5] for instance) that the following proposition holds. 
Proposition 1. (a) For all 1, 1~ l<Ln/2 J+ 1, we have 
1 
M,,,=- 
( 
n+l 
n+l > /,I--l,n-21+2 ’ 
(b) for all I,[<0 or l>j_n/2J+l, we have M,,,=O, 
(c) and as n goes to injinity 
n 
LrJ+l 
c M,I-2$;;2. 
I=1 
We define now numbers N,,, by 
Remark. In the above and further formulas, we use the fact that n-in/3 J=r 2n/3 7 
Then we have the following proposition which allows us to compare the values of 
M,,[ and N,,, and motivates the choice of the numbers N,,I: 
Proposition 2. For all 1, 1~ 1 <L n/2 J + 1, we have: 
a, 
0 cn M&l= 
N “, 1 0 b, 
G# 
with 
0 if lGL(n+ 1)/3j, a,=L(n+1)/31, b,=n-21+2, c,=L(n+1)/3J--l+l, 
0 if l>L(n+ 1)/3J a,=~(2n+2)/3J-1,b,=l-1,c,=l-L(n+1)/3j-1. 
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Proof. Using the values of M,,I and N,,l, we find: 
MK n! ~FJ!l!(rv 1-l)q_~J! (rv1-l)! _- 
N “,I I!(I-l)!(n-21+2)! 
,, 
(1-l)! (n-21+2)! ’ 
This gives, when l<L(n+ 1)/3], 
( 
LW 
> 
~=(g.i$ 
When l>L(n+ 1)/3 J, the proof is similar. 0 
This proposition implies the following interesting corollary. 
Corollary 1. For all 1, l<I<Ln/2J+l, we have M,,ldN,,I. 
Proof. We need only to prove that when 
l I<L(n+1)/3] then L(n+1)/3J<n+2-21, 
l I=L(n+1)/3J+l then M,,I=N,,I, 
l !.>L(n+1)/3J+l then L(2n+2)/3]-1<1-1, 
which is straightforward. El 
Finally, we have a proposition which compares the sum of the M,,I’~ with the sum 
of the N,.I’s: 
Proposition 3. 
~r=~‘M, I 1 
+? ,v,;, - 3 
I 0 
Proof. Using Proposition 1, we have: 
The result follows from the asymptotic value of n!. 0 
3. The algorithm 
3.1. Principles of this algorithm 
We review in this subsection the principles of the algorithm. First, we take 
r(2n + 2)/31+ 1 ballot-boxes labelled 0, 1, . . . ,[(2n + 2)/3-j. Then we put in each 
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ballot-box 1 N,,r words: the M,,l Motzkin words which have 
n letters and (N,,,- M,,,) other words (recall that M,,ld N,,,). 
Then we choose randomly a ballot-box k with probability 
N n.k 
Finally, we accept or reject this 
accept this choice with probability 
M n,k 
N . n,k 
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l- 1 letters x out of 
choice k, depending on a random outcome. We 
If this test fails, we go back to the beginning. But if this test succeeds, we draw 
a random Motzkin word with k- 1 letters x’out of n letters, this can be done easily in 
time O(n) using some well-known methods (see [l] for instance). 
We have the following result which proves the uniformly of the algorithm. 
Theorem 1. This algorithm builds each Motzkin word of size n with probability 
Proof. First, suppose that if the test of k’s correctness fails, the algorithm stops. Then 
this new algorithm will return no result with probability 
c(,= 1 _x:_?‘M,.k 
c’;%iN, , 
, 0 
and will build a Motzkin word m with probability 
where k - 1 is the number of letters x of m. (Indeed, we have chosen the ballot-box 
k with probability Nn,k/C [yl N n,I, a Motzkin word in this ballot-box with probabil- 
ity M,,k/Nn,k, and the MA&kin word m in the set of all Motzkin words with n letters 
and k- 1 letters x with probability l/Mn,k). 
So, when the algorithm succeeds, it builds a Motzkin word of size n with uniform 
probability. 
Now, if we study the real algorithm which goes back to the beginning when the test 
of k’s correctness fails, the probability that we choose a Motzkin word m of size n, 
becomes 
1 
=Q$l ~,,=Cijl M,,, q 
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3.2. An implementation 
L. Alonso 
Using the values of N,,[ of the first section, the implementation becomes straight- 
forward. 
In order to generate a random Motzkin word of size n: 
we need first to choose a ballot-box k with probability: 
This can be done by generating L(2n + 2)/3] random bits (0 or 1) and by calling k the 
number of 1 bits which have been generated. 
Then we need to choose a word in the kth ballot-box and test if this word is or is not 
a Motzkin word. Using Proposition 2 and Corollary 1, the probability that the 
chosen word is a Motzkin word, is equal to 
a 0 Mn,k= ’ 
N n,k b 
0 C 
where a, b, c are some integers which satisfy b 2 a >, c. This probability is equal to the 
probability that a placement of c objects in b positions corresponds to a placement 
of c objects in the a first positions. 
So, we compute first the values of a, b and c using Proposition 2, then we draw 
a random placement of c objects in b positions and we check for the c objects in the 
first a positions. If the answer is positive, we generate a Motzkin in word which has 
k - 1 letters x out of n letters. If the answer is negative, we go back to the beginning. 
This gives us the following algorithm written in a “pseudo-C” language: 
d0 
/Jchoice of the kth ballot-box 
generate r-1 bits and put in k the number of 1 bits 
ljvalidation of this choice 
ifk<LqJ, 
a=LF!, b=n-2k+2, c=LF]-k+l 
else 
a=rql-k, b=k-1, e&+$+1 
jag = true 
if k=O or k>L;j+ 1 
Jag =false 
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else 
while c>O 
N = random (b)//a random number in [ 1, b] 
if N>a 
jag = false 
break 
else 
c=c-1 
a=a-1 
b=b-1 
while jag =faEse 
generate a random Motzkin word with k- 1 letters x out of n letters. 
3.3. The complexity 
The aim of the section is to prove the following theorem. 
Theorem 2. The auerage complexity of the algorithm is in O(n). 
Proof. First, we need to remark that the worst-case complexity C, of the choice of 
k and the validation of this choice is in O(n). 
Then let CI, be the probability that the choice of k is not valid when we try to 
generate a Motzkin work of size n. We get: 
Therefore, using Proposition 3, we have an n goes to infinity 
The proof ends by noting that the average complexity of the algorithm is 
To obtain the first expression above, note that we must first choose an initial value for 
k and test if this value is correct, which takes time in O(C,); the choice of k and its 
validation are done an (E + 1)st time with probability a:, 1= 1,2, . . . . Finally, we always 
build a Motzkin word which has k- 1 letters x out of n letters, and the complexity of 
this step is O(n). 0 
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4. Conclusion 
We have presented a simple and efficient algorithm which builds randomly and 
uniformly a Motzkin word of size II. The average complexity of this algorithm is in 
O(n), and the maximum complexity is infinite. 
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