Abstract. In this paper we study the derived equivalences between surface algebras, introduced by . Each surface algebra arises from a cut of an ideal triangulation of an unpunctured marked Riemann surface with boundary. A cut can be regarded as a grading on the Jacobian algebra of the quiver with potential (Q, W ) associated with the triangulation.
Introduction
In this paper we study derived equivalence for the class of algebras called surface algebras. Surface algebras were introduced by David-Roesler and Schiffler in [12] .
Let S be an oriented Riemann surface with non empty boundary, and M be a set of marked points on the boundary of S. A quiver with potential (Q ∆ , W ∆ ) is associated to each ideal triangulation ∆ of (S, M) in [5] . The potential consists of the sum of the oriented three cycles in the quiver which correspond to internal triangles of the triangulation. The Jacobian algebra of (Q ∆ , W ∆ ), denoted Jac(Q ∆ , W ∆ ) is a finite dimensional gentle algebra [5] .
A surface algebra is constructed from an ideal triangulation by introducing cuts in the internal triangles [12] . This yields a grading on Jac(Q ∆ , W ∆ ), and the surface algebra Λ = (∆, d) associated with the grading is the subalgebra of degree zero of Jac(Q ∆ , W ∆ ). By [12] , surface algebras are finite dimensional, gentle and have global dimension ≤ 2.
A cluster category C (Q,W ) was associated to an arbitrary Jacobi-fintie quiver with potential in [3] . For a surface (S, M) the category C (Q ∆ ,W ∆ ) does not depend on the ideal triangulation ∆ [19, 18] . The cluster category of a marked surface without punctures has been studied in [8] , where the Auslander-Reiten structure of C (S,M ) was described using a geometric model.
In [3] a cluster category is also associated to any finite dimensional algebra of global dimension 2 satisfying a certain homological property (τ 2 -finiteness). We show in section 3.2 that when Λ = (S, M, ∆, d) is a surface algebra then Λ is τ 2 -finite and the cluster category of Λ is equivalent to the cluster category of (Q ∆ , W ∆ ). Thus any two surface algebras coming from the same surface are cluster equivalent, in the sense of [2] .
Let g be the genus of S, and b the number of boundary components of S. We associate a weight w ǫ (d) in Z 2g+b to each cut d and set ǫ of generators of π 1 (S). Then using results in [2] we are able to prove our main theorem;
Theorem. Let (S, M) be a surface and let Λ and Λ ′ be the surface algebras associated with (∆, d) and (∆ ′ , d ′ ), respectively. Then the following statements are equivalent;
There exists an orientation preserving homeomorphism Φ : S → S with
Our result generalizes a result in [11] , in which the author studies the case where ∆ = ∆ ′ and the genus of S is zero. As mentioned above surface algebras are gentle, see [12] . Avella-Alaminos and Geiss (abbreviated AG) introduced a derived invariant for gentle algebras in [6] . The invariant determines derived equivalence for gentle algebras with at most one cycle in the quiver. This invariant is calculated combinatorially using the quiver and relations of the algebra. In [12] the AG-invariant of any surface algebra is computed using the ideal triangulation of the surface and the cut. Using this description, we show that the AG-invariant is determined by the weight of the corresponding cut. Our theorem then implies that in the genus zero case, the AG invariant determines the derived equivalence class of the surface algebra. In particular, it is easy to find derived equivalent surface algebras with more than one cycle in the quiver. Thus our result expands the class of algebras where the AG-invariant determines derived equivalence.
The paper is organized as follows; In section 2 we give the topological background and define the weight of a grading. In section 3 we give the relevant background on graded Jacobian algebras and generalized cluster categories before we state and prove our main theorem in subsection 3.4. In section 4 we examine the genus 0 case and give examples. Finally, in section 5 we study the relationship between the weight and the AG-invariant.
Surfaces without punctures and quivers
In this section we first recall how to find a quiver from an ideal triangulation in section 2.1. We give the definition of weight in section 2.2, and in section 2.3 we look at how mutation affects the weight.
Ideal triangulations.
We recall here some definitions of [14] .
Let (S, M) be a connected oriented marked surface of genus g with non-empty boundary, which is not a disc. The boundary ∂S = B 1 ∪ B 2 ∪ . . . B b is the disjoint union of b components B i each of which is homeomorphic to S 1 . We assume that the set of marked points M is a subset of ∂S and that ♯(M ∩ B i ) = p i ≥ 1, and we write p = i p i = ♯M.
An arc γ in (S, M) is a simple curve in S (=without self intersection) with endpoints in M which does not cut out a monogon or a digon. Such an arc is considered up to isotopy inside the class of such curves. If an arc γ cuts out an n-gon with n ≥ 3 we say that the arc is homotopic to the boundary.
Two arcs are compatible if there exist curves in their isotopy classes which do not intersect. An ideal triangulation is a maximal collection of compatible arcs. The arcs of an ideal triangulation cut the surface S into triangles. Two of the three vertices of a triangle may coincide. But since the marked points are on the boundary, the three sides are distinct from each other. Since the surface is oriented, each triangle inherits an orientation. An angle of the triangulation is an oriented angle between two arcs that are sides of the same triangle, the orientation being induced by the orientation of the triangle. For such an oriented angle α we denote by s(α) and t(α) the arcs adjacent to that angle so that α = (s(α), t(α)).
All ideal triangulations of (S, M) have the same number of arcs n = 6g − 6 + 3b + p, and the same number of triangles 4g − 4 + 2b + p. We call a triangle internal if it has three sides which are arcs (and not boundary segments). We distinguish 3 classes of triangles:
• the class of triangles homotopic to the boundary, that is triangles with the three sides homotopic to the boundary.
• the triangles based on the boundary, that is triangles with exactly one side homotopic to the boundary.
• the uncontractible triangles which have three sides not homotopic to the boundary. (This third class is a subset of the internal triangles). Note that if a triangle has two sides homotopic to the boundary, then its third side also is. Proof. Let ∆ be a triangulation of (S, M). Contract each boundary component to a puncture. Then each triangle homotopic to the boundary is contracted into the point B i . Each triangle based on the boundary is contracted into an arc. And each uncontractible triangle remains a triangle. This way we obtain an ideal triangulation of a surface of genus g without boundary and with b punctures. Remark 2.2. Note that here we use the fact that S is not a disc. In case of a disc, the number of uncontractible triangle is cleary 0 = 4g − 4 + 2 = −2.
2.2.
Quivers and simplicial complexes. For a referance on simplicial homology used in this subsection we refer the reader to see [7] .
To an ideal triangulation ∆ of (S, M) we associate a quiver Q = Q ∆ as follows: • the set Q 0 of vertices is the set of arcs in ∆.
• the set of arrows Q 1 is the set of angles: to an oriented angle α we associate the arrow α : s(α) → t(α).
• we also associate a set Q 2 of faces which is the set of 3-cycles of Q associated to each internal triangle τ of ∆. We define the following boundary complex:
Proof. Fix an arbitrary orientation of each arc of the triangulation ∆. We define sets X 0 , X 1 and X 2 as follows. For each oriented arc i of ∆ we let S i and E i be two points on i so that i goes from S i to E i . We define
The map ∂ 0 : ZY 1 → ZY 0 is clearly surjective, hence H 0 (Y ) vanishes. Moreover if α = (i, j) is an angle opposite to a boundary side, then we have α
, the sign depending on the orientation of i and j. So for any γ ∈ ZY 1 there exists a Γ ∈ ZY 2 so that γ − ∂ 1 (Γ) = i λ i [S i , E i ]. Since the points E i and S i are isolated, then γ ∈ Ker∂ 0 if and only if γ ∈ Im∂ 1 , that is H 1 (Y • ) vanishes, and
Proposition 2.4. Let ∆ and ∆ ′ be ideal triangulations of (S, M). Then the following are equivalent;
(1) ⇒ (2). If we assume S to be a disc with 4 marked points, then the assertion is trivial.
Assume S is different from a disc with 4 marked points. Let ϕ : C(∆) ≃ C(∆ ′ ) be an isomorphism. It induces a bijection of quivers Q ∆ ≃ Q ∆ ′ . This can be viewed as a bijection ϕ : {arcs of ∆} → {arcs of ∆ ′ } which respects angles, that is, (i, j) is an oriented angle in ∆ if and only if (ϕ(i), ϕ(j)) is an oriented angle in ∆ ′ . Therefore, ϕ induces a bijection between the set of points in M incident with at least two arcs of ∆ and the set of points in M incident with at least two arcs of ∆ ′ . Moreover (i, j, k) is an (oriented) internal triangle of ∆ if and only if (ϕ(i), ϕ(j), ϕ(k)) is an (oriented) internal triangle in ∆ ′ . If (i, j, s) is an oriented triangle of ∆ with exactly one side s being a boundary segment of ∆, then (ϕ(i), ϕ(j)) is an oriented angle of ∆ ′ , and this angle does not belong to an internal triangle of ∆ ′ , so there exists a boundary segment s ′ in S such that (ϕ(i), ϕ(j), s ′ ) is an oriented triangle in ∆ ′ . Let (i, s, t) be an oriented triangle of ∆ with s and t being boundary segments of S. Let τ be the other triangle of ∆ containing i, then τ has at least two internal sides since S is not a disc with 4 marked points. Hence ϕ(i) belongs to exactly one triangle of ∆ ′ with at least one internal side. Thus ϕ(i) belongs to one triangle of ∆ ′ with two boundary sides. Therefore ϕ induces a bijection between the points of M and a bijection between the (oriented) boundary segments of S which are compatible. Finally, for any internal triangle τ = (i, j, k) of ∆, there exists an orientation preserving homeomorphism Φ τ : τ ≃ ϕ(τ ) which sends i to ϕ(i), j to ϕ(j) and k to ϕ(k). Since the gluing data of ∆ and ∆ ′ are the same, there exists an orientation preserving homeomorphism Φ : S → S such that Φ |τ = Φ τ for any triangle τ of ∆. Therefore Φ is compatible with ϕ.
Let γ be an oriented simple closed curve in S. Then in the isotopy class of γ there exists a curve that intersects each arc of ∆ transversally, and that does not intersect the same arc twice in succession. This implies that, locally on each triangle of ∆, we can assume γ to be as follows:
Then we can associate to γ an elementγ in ZQ 1 which is uniquely defined on the isotopy class of γ. More precisely, let τ be a triangle in ∆ and α ∈ Q 1 be in τ , denote by (γ ∩ α)
+ the set of segments of γ ∩ τ parallel to α and in the same direction, and by (γ ∩ α)
− the set of segments γ ∩ τ parallel to α and in the opposite direction. Then we haveγ =
. . , c b ) be a system of simple curves generating fundamental group π 1 (S) of S such that π 1 (S) is the free group on ǫ modulo the relation
Lemma 2.6. Let ∆ be an ideal triangulation of (S, M), Φ : S → S be an orientation preserving homeomorphism of S with Φ(M) = M and ǫ = (a 1 , . . . , c b ) be a set of generators of π 1 (S). Then for any 1-degree map d ∈ ZQ 1 we have
Proof. Denote by Q := Q ∆ the quiver corresponding to ∆ and by Q ′ := Q ∆ ′ the quiver corresponding to ∆ ′ = Φ(∆). For a simple closed curve γ we denote byγ ∈ ZQ 1 its representative in ZQ 1 and byγ ′ the corresponding representative in ZQ
Now since Φ preserves the orientation of S, the curve γ intersects the angle α ′ in the same direction (resp. in the opposite direction) if and only if the curve Φ −1 (γ) intersect the angle Φ −1 (α ′ ) ∈ Q 1 in the same direction (resp. in the opposite direction). So we get
Hence we get the result.
. Denote by
Then we also have
An admissible cut on Q is a 1-degree map such that Im(d) ⊂ {0, 1} and for any α ∈ Q 1 , d(α) = 1 if and only if there exists τ ∈ Q 2 with α ∈ τ . 
Remark 2.10. Note that in the case of a disc, c 1 is contractible, and we still have d(c 1 ) = 0 = ♯{uncontractible triangles}.
The next result immediately follows from Remark 2.7 and Proposition 2.9.
Corollary 2.11. Let d and d ′ be 1-degree map on Q, then the following are equivalent
3. Flips and mutations. Let ∆ be an ideal triangulation of (S, M), and i ∈ ∆ be an arc of ∆. Then there exists a unique (up to homotopy) arc i of (S, M) which is not homotopic to i and such that µ i (∆) := (∆ − {i}) ∪ {i} is an ideal triangulation of (S, M). Such operation is called the flip at i of the triangulation ∆. The corresponding operation on the quiver Q ∆ is called the mutation. For i ∈ Q 0 the mutated quiver µ i (Q) is constructed from Q as follows:
(1) Replace each arrow a of Q 1 incident to i by an arrow a * in the opposite direction in µ i (Q) 1 ;
Proposition 2.12. Let ∆ be an ideal triangulation and Q be the corresponding quiver.
′ which is the identity on Q 0 and which induces an isomorphism
Proof. The first assertion is shown in [14] . Let us show the second one. Definition 2.13. Let ∆ be an ideal triangulation, and d be a 1-degree map on Q = Q ∆ . Then for any arc i of ∆ we define the left graded mutation µ
is defined as follows:
It is straightforward to check that d ′ is again a 1-degree map on µ i (Q). One can also define the right graded mutation by
Lemma 2.14. Let ∆ be an ideal triangulation, and
Proof. Let γ be any (oriented) simple closed curve on S. Denote by τ 1 = (i, j 1 , k 1 ) and τ 2 = (i, j 2 , k 2 ) the two triangles containing i (Note that some of the arcs j 1 , j 2 , k 1 , k 2 may coincide). If γ does not intersect the rhombus (j 1 , k 1 , j 2 , k 2 ) then the assertion clearly holds. If γ intersects the rhombus, without loss of generality we may assume that γ first intersects j 1 . Then locally there are only one of these three possibilities forγ:
c, −b − f or − b + g with the following notations
A Derived Invariant for Surface algebras
In this section we prove our main theorem in section 3.4. In the next subsections we give the necessary background about graded Jacobian algebras in section 3.1, generalized cluster categories in section 3.2 and results of [2] about graded equivalent and cluster equivalent algebras in section 3.3.
Note that by k we denote in this section and throughout the paper an algebraically closed field.
3.1. Graded Jacobian algebras. In this subsection we recall the definition of a graded Jacobian algebra, and we state and prove Proposition 3.5, which plays an important role in the proof of the main Theorem 3.13.
Let Q be a finite quiver. A potential on Q is a linear combination of cycles in Q.
A graded quiver with potential (graded QP) (Q, W, d) is the data of a finite quiver Q, of a potential W on Q and of a degree map d : Q 1 → Z such that W is homogeneous of degree 1.
For each arrow a in Q 1 the cyclic derivative ∂ a with respect to a is the unique linear map ∂ a : kQ → kQ which sends a path ρ to the sum ρ=uav vu taken over all decompositions of the path ρ. The associated Jacobian algebra is
where kQ is the completed path algebra, that is the completion of kQ with respect to the ideal generated by the arrows, and I(W ) := ∂ a W ; a ∈ Q 1 is the closure of the ideal generated by ∂ a W for a ∈ Q 1 , see [13] . Since W is homogeneous of degree 1, any relation in the jacobian ideal is homogeneous, so the degree map d induces a grading on the algebra Jac(Q, W ). We denote by Jac(Q, W, d) the corresponding Z-graded algebra.
Let (S, M) be a connected oriented marked surface of genus g with non-empty boundary, and let Q = Q ∆ be the quiver associated to the ideal triangulation ∆ of (S, M), cf. section 1.2. Then W = τ ∈Q 2 τ is a potential on Q and we associate to the triangulation the algebra
) is naturally a Z-graded algebra. [2] for the graded version)
) is the mutation of the graded QP defined in [13] (and in [2] for the graded version).
For a graded algebra Λ := ⊕ p∈Z Λ p we denote by grΛ the category of finitely generated graded modules over Λ. If M = ⊕ p∈Z M p is a graded module, we denote by M q the graded module 
where P i is the indecomposable projective A-module associated with i ∈ Q 0 . Note that this isomorphism implies that A and A ′ are isomorphic algebras. When A ′ = A and when the above isomorphism induces the identity morphism on A, we say that the gradings d and d
′ are equivalent via the identity.
The next result is then an easy consequence of this definition and corollary 2.11.
Lemma 3.4. Let (S, M) be a connected oriented marked surface, let ∆ be an ideal triangulation of (S, M), and let d and
graded equivalent via the identity if and only if
Proof. By corollary 2.11 we have w
Hence a path from i to j in Q has d ′ -degree p if and only if it has d-degree p + r(j) − r(i). That is we have Hom grA ′ (P i , P j p ) = Hom grA (P i , P j p + r(j) − r(i) ), which is the definition of d and d ′ being equivalent via the identity.
The next proposition is crucial in the proof of the main theorem, it relates graded equivalence between jacobian algebras and weight. (1) There exists an orientation preserving homeomorphism Φ : S → S with
Proof. First note that the equality w
(1) ⇒ (2) By Proposition 2.4 the first part of statement (1) is equivalent to the following; there is an isomorphism of Z-complexes Φ :
. Assuming statement (1), there is then a quiver isomorphism Φ : Q → Q ′ and a bijection Φ :
Hence Φ induces an isomorphism of Z-graded algebras
Moreover by Lemma 3.4
means that the algebras Jac(Q, W, d) and Jac(Q, W, d ′ • Φ) are graded equivalent via the identity. So we get (2). (2) ⇒ (1) Now assume that there is a graded equivalence
This graded equivalence means that there exists a map r : Q 0 → Z and an isomorphism of Z-graded algebras
We We would like to construct an isomorphism of quiver Φ :
, so Φ = Φ 0 satisfies the conditions. If n 0 < |Q 2 |, then we construct a morphism of graded quivers Φ 1 : (Q, δ) → (Q ′ , d ′ ) with n 1 > n 0 , and conclude by induction. So let τ = αβγ ∈ Q 2 with Φ 0 (αβγ)
and with γ ′ = γ ′′ by assumption. The arrows γ ′ and γ ′′ have the same source and target. So we define Φ 1 :
where τ γ ′ ,γ ′′ is the automorphism of Q ′ exchanging γ ′ and γ ′′ . Since d is a 1-degree map so is δ = d + ∂ * 0 (r), hence we have
Furthermore since d ′ is a 1-degree map and since
We now proceed to show that n 1 > n 0 . For any 3-cycle τ = abc ∈ Q 2 we consider the image Φ 0 (abc) and whether it is in Q ′ 2 or not. Since Φ 1 = τ γ ′ ,γ ′′ • Φ 0 it is easy to consider if also Φ 1 (abc) is in Q ′ 2 . There are three cases to consider;
Since any arrow can only be part of one 3-cycle in Q 2 and c = γ we have that a = α and b = β. For Φ 0 (c) = γ 
), the last equality holding by corollary 2.11.
Generalized Cluster Categories.
In this section we define surface algebras and prove that the cluster category of such an algebra is equivalent to the cluster category of the surface. We start by briefly recalling some results about cluster categories.
The cluster category of a surface.
The cluster category of a quiver with potential C (Q,W ) is defined in [3] . Let (S, M) be a surface with marked points on the boundary. Then for any triangulation ∆ we can associate a cluster category C (Q ∆ ,W ∆ ) . This category is in fact independent of the triangulation by [18, 19] , and we hence denote it by C (S,M ) . It is a 2-Calabi-Yau triangulated category with cluster-tilting objects (see [3] for more details and for definitions). Moreover it is shown in [8] that the set of cluster-tilting objects in C (S,M ) are in natural bijection with ideal triangulations of (S, M). . We say that Λ is τ 2 -finite if the functor H 0 (S 2 ) : mod Λ → D b (Λ) → mod Λ is nilpotent. For Λ τ 2 -finite, a cluster category C Λ is defined in [3] . It is the triangulated hull (in the sense of [16] ) of the orbit category D b (Λ)/S 2 , so it comes naturally with a triangle functor.
The cluster category of an algebra of global dimension
Moreover the object π(Λ) is a cluster-tilting object. Furthermore two τ 2 -finite algebras are called cluster-equivalent algebras if there exists a triangle exists a triangle equivalence between their cluster categories.
The cluster category of a surface algebra.
We start by giving the definition of a surface algebra. Definition 3.6. Let (S, M) be a surface with marked points on the boundary, ∆ an ideal triangulation and d an admissible cut (cf section 2). The surface algebra associated to (∆, d) is the degree zero part of the graded jacobian algebra Jac(Q ∆ , W ∆ , d) defined in the previous subsection.
The following proposition gives some important properties of surface algebras. The next theorem gives the relation between the cluster category of a surface algebra and the cluster category of the surface.
Theorem 3.8. Let Λ be the surface algebra associated to (∆, d). Then Λ is a finite dimensional algebra of global dimension 2 and there is a triangle equivalence
Proof. From Proposition 3.1 and 3.7 we have that Λ is finite dimensional and has global dimension at most 2. Furthermore, the quiver Q ∆ is obtained from the quiver of Λ by adding an arrow γ : i → j for each zero relation αβ : j →→ j in Λ and the potential W ∆ is the sum of all αβγ where αβ is a zero relation in Λ and where γ is the arrow corresponding to αβ (see [12, Thm 3.5 
(c)]). Therefore the tensor algebra
, so is finite dimensional. Hence Λ is τ 2 -finite. Finally applying [17, Theorem 6.11 a)] we obtain a triangle equivalence C Λ → C (Q ∆ ,W ∆ ) sending π(Λ) to the canonical cluster-tilting object T (Q ∆ ,W ∆ ) , that is, we obtain a triangle equivalence C Λ → C (S,M ) sending π(Λ) to ∆.
3.3.
Graded mutation and derived equivalence. In this subsection we recall some definitions and results from [2] that are needed in the proof of the main theorem.
Definition 3.9.
[2] Let Λ be a τ 2 -finite algebra of global dimension ≤ 2 and let
. We have the following connection between left mutation in the derived category and the notion of left graded mutation defined in section 2.3 
(Λ). Then there is an isomorphism of Z-graded algebras
The next result shows that there is a close connection between graded equivalence and derived equivalence. 
Then the following two statements are equivalent:
Proof of the main theorem. In this subsection we state and prove our main result. (
. This equivalence induces a triangle equivalence C Λ ≃ C Λ ′ . Furthermore from Theorem 3.8 we have that C Λ ≃ C ≃ C Λ ′ where C = C (S,M ) is the cluster category associated to the surface (S, M). So we have the following commutative diagram:
′ is the canonical cluster-tilting object in C Λ ′ . By [9, Cor. 1.7] the cluster-tilting objects of C are in bijection with the ideal triangulations of (S, M), so one can pass from any cluster-tilting object to another by a sequence of mutations. Let s be a sequence of mutations such that µ s (πΛ
So we have the following isomorphism of algebras End C (π ′ T ) = End C (f πΛ) ≃ End C (πΛ) since f is an equivalence. Furthermore, by Theorem 3.12 there is an S 2 -equivalence between the subcategories π
, which exactly means that the following algebra isomorphism
Furthermore, from Theorem 3.10 we have the following isomorphisms of Z-graded algebras
and
′′ ) the corresponding graded QP. Then by Proposition 3.5 there is a homeomorphism of the surface Φ : S → S such that Φ(∆) = ∆ ′′ and w
by Lemma 2.14. 
so we have an algebra isomorphism between their degree zero parts Λ ′′ ≃ Λ ′ . Let s be a sequence of mutations such that µ s (
for some degree map δ, so we get
So d and δ are equivalent gradings by Lemma 3.4. By Theorem 3.11 it follows that Λ and Λ ′′ ≃ Λ ′ are derived equivalent.
Remark 3.14. We always assume that S is not a disc. In case of a disc, then the fundamental group is trivial, and the curve c 1 is contractible. In that case, any surface algebra is derived equivalent to the path algebra of an acyclic quiver of type A p where p is the number of marked points on the boundary of the disc [4, Cor. 3.16].
Genus zero case
In this section we focus on the case where the surface S has genus zero. In this case it is quite straightforward to apply Theorem 3.13 as the action of a homeomorphism on the fundamental group is easy to understand . More precisely we have the following result. Proof. The curve c i cuts the surface S into two connected components, one being an annulus with one boundary component with p i marked points. The simple closed curve Φ(c i ) should satisfy the same properties, so it is isotopic to some c j with
Combining this lemma together with Theorem 3.13 we get the following. Example 4.4. We now look at a surface of genus 0 with three boundary components B 1 , B 2 and B 3 , where B 1 and B 2 has one marked point each and B 3 has two marked points. Let ∆ and ∆ ′ be the triangulations shown in Figure 1 and 2, respectively. Denote by (Q, W ), and (Q ′ , W ′ ) their respective quiver with potential. For the quiver Q we have that W = α 23 α 62 α 36 + α 51 α 75 α 17 . Consider the following admissible cuts on Jac(Q, W ):
If we consider ǫ = (c 1 , c 2 , c 3 ) where c i is a simple closed curve surrounding B i following the orientation of S, we get
Hence one immediately checks
In this example we denote the surface algebra associated with (
. By Corollary 4.2 Λ 0 is derived equivalent to Λ 3 since there is a homeomorphism of S exchanging the roles of B 1 and B 2 . Neither of these algebras are derived equivalent to Λ 1 , since there is no such homeomorphism as B 3 has 2 marked points while B 1 and B 2 has only one marked point each.
Furthermore, for Q ′ we have that W ′ = α 17 α 51 α 75 +α 37 α 63 α 76 +α 43 α 54 α 35 . Consider the following 1-degree maps on Jac(Q ′ , W ′ ): 
The AG-invariant for surface algebras
In [6] the authors introduced a derived invariant (called AG invariant) for gentle algebras. Moreover, a surface algebra is gentle (see [12, Proposition 2.8] ). In this section we relate the AG-invariant of a surface algebra to its weight, and deduce some consequences of this relation.
5.1. AG invariant and weight. The AG-invariant, [6] , is a combinatorial derived invariant for gentle algebras. The invariant is calculated by an algorithm producing ordered pairs of natural numbers. The input of the algorithm is a maximal directed path in Q with no zero relations. The second step is to go from the ending vertex of the input backwards along a path of zero relations as long as possible. This procedure is repeated until the input path appears again after n steps of the algorithm. We then obtain the ordered pair (n, m) where m is the sum of the number of arrows which appeared in zero relations in the n steps of the algorithm. The algorithm is to be repeated until all maximal directed paths without zero relations have appeared in a step of the algorithm. The AG-invariant for an algebra Λ is the function AG(Λ) : N 2 → N which counts how often each pair (n, m) occurs.
We have the following result from [6] . 
where ℓ i is the number of local cuts of (∆, d) on B i .
Note that in our setting all internal triangles are cut, and thus there are no ordered pairs (0, m).
The relation between the AG-invariant and the weight defined in Section 2 is given by the following result. Proof. The proof is done in several steps. We start with some notation. Let q i be the number of isolated marked points on B i , i.e. the marked points on B i not incident with any arc of ∆. We denote by χ i the number of internal triangles with at least one side homotopic to a segment of B i .
Step 1: We prove that n i = p i − q i + ℓ i and m i = p i − 2q i + 2ℓ i . By definition, we have n(∆, B i ) = p i − q i , so we get the first equality by Theorem 5.2. Two isolated points cannot be neighbours, and thus each isolated point is incident with exactly two boundary segments. Since there are p i segments on B i we get m(∆, B i ) = p i − 2q i and the second equality by Theorem 5.2.
Step 2 Step 3 is a technical lemma. Proof. The proof is done by induction on p. For p = 4 it is clear. Assume the result for some p ≥ 4 and let ∆ ′ be an ideal triangulation of the disc with p + 1 marked points. There is at least one marked point A which is isolated. Then the two neighbours of A are linked by an arc γ of ∆ ′ . If we remove A and γ, we obtain an ideal triangulation ∆ ′′ of the disc with p marked points. If γ was not a side of an internal triangle, then exactly one neighbour of A is isolated in ∆ ′′ , so we get I(∆ ′ ) = I(∆ ′′ ) and q(∆ ′ ) = q(∆ ′′ ). If γ is the side of an internal triangle in ∆ then we have I(∆ ′ ) = I(∆ ′′ ) + 1 and q(∆ ′ ) = q(∆ ′′ ) + 1. We conclude by the induction hypothesis.
Step 4: We prove q i = χ i . Let τ be a triangle based on B i . Denote by q(τ ) the number of isolated points which are in the segment homotopic to the base of τ . This segment is unique since S is not a disc. The base of τ cuts out a disc of the surface S. This disc has at least three marked points: the endpoints of the base of τ which has to be distinct, and at least one point in the segment of B i . This disc together with τ is again a disc with at least 4 marked points. Denote by ∆ τ the triangulation ∆ restricted to that disc. Since the vertex of τ opposite to the base is isolated in ∆ τ , the number of isolated points of ∆ τ is q(τ ) + 1. Therefore by Lemma 5.4 we have
Taking the sum over the set of the internal triangles based on B i we obtain:
We then have to check that each isolated point on B i appears exactly once on the left hand side of this equality, and that each internal triangle homotopic to B i appears exactly once on the right hand side of the equality.
Let τ 0 be a triangle which is homotopic to B i . We construct a unique triangle τ based on B i such that τ 0 is a triangle in ∆ τ . Since S is not a disc, each side of τ 0 cuts the surface S into a disc and a surface which is not a disc. Let γ 0 be the unique side of τ 0 such that τ 0 is in the disc cut out by γ 0 . Let τ 1 be the other triangle containing γ 0 . If τ 1 is based on B i then τ = τ 1 satisfies τ 0 ∈ ∆ τ . If not, τ 1 is a triangle homotopic to B i . Let γ 1 be the side of τ 1 such that τ 1 is in the disc cut out by γ 1 . The arc γ 1 is different from γ 0 , since τ 1 is not in the disc cut out by γ 0 . So by induction on the number of triangles, there exists n ≥ 1 such that τ = τ n is based on B i , and we have τ 0 ∈ ∆ τ . Note that by this construction the triangle τ is uniquely determined. So we have τ I(∆ τ ) = ♯{internal triangles homotopic to B i } and the right hand side of 5.1 equals χ i . Now let A be an isolated point. Then A is the vertex of one triangle τ 0 homotopic to B i . By the previous construction, there exists a unique τ based on B i such that τ 0 ∈ ∆ τ . So A is an isolated point of ∆ τ . Hence the right hand side of 5.1 is the number of isolated points on B i , that is q i .
Combining the steps together we get the proposition.
Remark 5.5. If S is a disc, then for any (∆, d) the quiver of the surface algebra is a tree. In that case, by [6, Section 7 (1)] the surface algebra is derived equivalent to A n and the AG-invariant is (n − 1, n + 1). There is no weight since the fundamental group of S is trivial so the above property does not hold. One direction of this result has been already proved by [10] .
Remark 5.8. When g ≥ 1 there are possibly surface algebras with the same AGinvariant which are not derived equivalent (see [1] ).
5.2.
Auslander-Reiten quiver of the derived category of a surface algebra. In [6] the authors give an interpretation of the AG-invariant of a gentle algebra Λ in terms of the Auslander-Reiten quiver of the category modΛ whereΛ is the repetitive algebra of Λ (see [15] for definition). Roughly speaking AG(Λ) describe the characteristic components of the AR-quiver, that is, the connected components which are tubes (coming from string modules) and of type ZA ∞ . More precisely they prove the following result. [4] does not use the AG-invariant but the fact that the cluster category of (S, M) is equivalent to the acyclic cluster category of type A.
From Corollary 5.10 we deduce some information on the characteristic components of the AR-quiver of the cluster category C (S,M ) . In particular we obtain another proof of a Theorem due to Brüstle and Zhang in [9] . 
M.
Hence τ p i M and M have the same image in the orbit category D b (Λ)/S 2 . So π(C) is a tube of rank p i . We conclude by using the fact that the orbit category D b (Λ)/S 2 is a full subcategory of C (S,M ) .
If w i = 0 the proof is similar.
