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Abstract
In this note, given a regular Courant algebroid, we compute its group
of automorphisms relative to a dissection. We also propose an infinitesimal
version and recover examples of the literature.
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Introduction
Since the work of Courant on the integrability of Dirac structures [Cou90], and
the work of Liu, Weinstein and Xu on Lie bialgebroids [LWX97], Courant alge-
broids have become important objects in Differential Geometry and Theoretical
Physics (see [KS13] for an historical survey). Courant algebroids are objects
in differential geometry that generalize both Lie algebroids and quadratic Lie
algebras in some sense. They are a particular case of left Leibniz algebroids, in
which skew-symmetry of the bracket is controlled by an inner product. Courant
algebroids that are exact are of particular interest, and play a fundamental role
in generalized complex geometry. In this new geometry, in addition to diffeo-
morphisms of the underlying manifold, new symmetries appear, the so called
1
B-fields which are 2-forms on the manifold. Such a result is obtained through the
use of a particular splitting of the short exact sequence defining exact Courant
algebroids. In an important article of Chen, Stiénon and Xu (see [CSX13]), a
generalization of such a splitting is described for regular Courant algebroids,
and is called a dissection. We will review dissections in section 2.1. Using a
dissection of a regular Courant algebroid, we can describe explicitly both global
and infinitesimal automorphisms of such an algebroid. This will be done in
sections 2.2 and 2.3. New symmetries appear, the so-called A-fields, which are
1-forms taking values in some quadratic Lie algebra bundle naturally related to
the algebroid (see theorems 2.37 and 2.45); these new symmetries are of interest
in both Mathematics and Theoretical Physics. This result encompasses previous
ones from the literature on Dn-geometry, Bn-geometry and heterotic Courant
algebroids (see for instance [Hu09a], [HU09b], [Rub13] and [GFRT15]).
1 Algebroids
All manifolds that we consider are smooth in the sense of [Lee13, chapter 1],
and all vector bundles are real and of constant rank (see [Hus94, definition
1.1, chapter 3]). The usual interior product, De Rham differential, and Lie
derivative, operating on differential forms of a manifold, will be typed in bold
type (ιX , d and LX , where X ∈ X(M) is a vector field on the manifold M),
as well as De Rham cohomology groups. Sections of a Whitney sum of vector
bundles E ⊕F →M will be denoted by u⊕ v instead of (u, v) or u+ v, for any
u ∈ Γ(E) and v ∈ Γ(F ).
1.1 Lie algebroids
Lie algebroids are objects in differential geometry that generalize both Lie al-
gebras and tangent bundles to manifolds (see the definition 1.2), and that ap-
pear in many situations, ranging from classical geometric classification problems
(see [FS08] for instance) to Poisson geometry (see [Mar08]) and foliations (see
[MM03]), but not exclusively. In this subsection, we give the material necessary
to study automorphisms of regular Courant algebroids in the second section of
this note. We work exclusively with the usual differential geometry framework;
for the definition of Lie algebroid in terms of graded differential geometry, see
[Vai97].
Definition 1.1: Let M be a manifold. An anchor on a vector bundle A→M
is vector bundle morphism a : A→ TM covering the identity, where TM →M
denotes the tangent bundle of M .
Definition 1.2 ([Mac05, definition 3.3.1]): Let M be a manifold. A Lie alge-
broid A is a triple (A→M, a, [·, ·]), where A→M is a vector bundle onM , a is
an anchor on A→M , and [·, ·] is a R-bilinear operation on the C∞(M)-module
Γ(A) of sections of A → M called the bracket, such that (Γ(A), [·, ·]) is a Lie
algebra and a right Leibniz rule is satisfied:
[u, fv] = f [u, v] + (a(u) · f)v, (1.1)
for all u, v ∈ Γ(A) and f ∈ C∞(M).
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Remark 1.3: From the definition above, a left Leibniz rule can be obtained
using the skew-symmetry of the bracket [·, ·], that is,
[fu, v] = f [u, v]− (a(v) · f)u, (1.2)
for all u, v ∈ Γ(A) and f ∈ C∞(M).
Proposition 1.4 ([KSM90, section 6.1]): Let A = (A → M, a, [·, ·]) be a Lie
algebroid. The anchor a induces a morphism of Lie algebras Γ(A) → X(M),
still denoted by a, where X(M) is equipped with the Lie bracket of vector fields
on the manifold M .
Definition 1.5: Let A = (A → M, a, [·, ·]) be a Lie algebroid. A is regular if
and only if a : A → M is a vector bundle map of constant rank. Note that in
this case, the kernel and the image of a : A→M are vector bundles of constant
rank (see [Hus94, theorem 8.3, chapter 3]).
We now give some examples of Lie algebroids.
Example 1.6: Lie algebras are in correspondence with Lie algebroids over a
point.
Example 1.7: Let M be a manifold and A → M be a Lie algebra bundle.
Then A → M can be equipped with a Lie algebroid structure as follows. Let
(g, [·, ·]g) be a typical fiber of A → M , that is, a Lie algebra. Then, the Lie
algebra bracket [·, ·]g induces a bracket on the space of sections Γ(A), defined
by [u, v]x = [ux, vx]g for all u, v ∈ Γ(A) and x ∈ M . This bracket is C∞(M)-
bilinear since
[fu, v]x =
[
f(x)ux, vx
]
g
= f(x)[ux, vx]g =
(
f [u, v]
)
x
,
for all u, v ∈ Γ(A), f ∈ C∞(M) and x ∈M . Therefore, the null anchor and the
bracket we just defined turn A → M into a Lie algebroid. Lie algebra bundles
are studied in detail in [Mac05, section 3.3] and [Gü10].
Example 1.8: Let M be a manifold. On the tangent bundle TM → M of
M , there is a natural Lie algebroid structure given as follows. The anchor is
taken to be the identity vector bundle morphism TM → TM , and the bracket
on Γ(TM) = X(M) is the Lie bracket of vector fields on M (see [Lee13, chapter
8]). This Lie algebroid will be called the canonical Lie algebroid on M , and will
be denoted by TM .
Example 1.9: Let M be a manifold and A→M an involutive distribution of
TM →M (see [Lee13, chapter 19]). Note that according to the global Frobenius
theorem [Lee13, theorem 19.21], this distribution comes from a foliation F of
M . The vector bundle A → M is equipped with a Lie algebroid structure as
follows. The anchor is the inclusion map A →֒ TM and the bracket is the Lie
bracket of vector fields on M restricted to Γ(F ), which is well-defined thanks
to the involutivity of the distribution. We will denote this Lie algebroid by F
again.
Example 1.10: Let M be a manifold and π ∈ Γ(Λ2TM) a bivector field such
that [π, π]SN = 0 for the Schouten-Nijenhuis bracket [LGPV13, section 3.3].
Then (M,π) is a Poisson manifold [LGPV13, section 1.3.2] and the cotangent
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bundle T ∗M → M of M can be given a Lie algebroid structure as follows (see
[Mar08, section 6.2]). The anchor a is defined by
a(α) · f = π(α,df),
for all α ∈ Ω1(M) = Γ(T ∗M) and f ∈ C∞(M). Writing π♯ : Ω1(M) → X(M)
for the map defined by π♯(α)(β) = π(α, β), we get a = π♯. The bracket is
defined by
[α, β] = Lπ♯(α)β −Lπ♯(β)α− d
(
π(α, β)
)
, (1.3)
for all α, β ∈ Ω1(M). The Jacobi identity for this bracket holds thanks to the
identity [π, π]SN = 0. We will denote by PM [π] this Lie algebroid.
Example 1.11: Let M be a manifold and let (g, [·, ·]g) be a Lie algebra acting
(infinitesimally) on M through a Lie algebra homomorphism ρ : g → X(M).
The trivial vector bundle M × g can be equipped with a Lie algebroid structure
(called an action Lie algebroid, see [Mac05, example 3.3.7]). The anchor is
defined by a((x, ξ)) = ρ(ξ)x, for any x ∈ M and ξ ∈ g. The bracket is defined
on sections u, v ∈ Γ(M × g) ∼= C∞(M, g) by
[u, v]x = [ux, vx]g +
[
ρ(ux) · v
]
x
−
[
ρ(vx) · u
]
x
,
where the dot · in the right hand side denotes the component-wise action of a
vector field.
Example 1.12: Let G be a Lie group and π : P →M be a principal G-bundle.
Let g denote the Lie algebra of G. According to [Mac05, proposition 3.2.3],
there is an exact sequence of vector bundles over M
0 −→ P ×Ad g −→ TP/G
dπ
−−→ TM −→ 0,
where P ×Ad g is the adjoint bundle of P →M (see [Nee08, proposition 5.1.6]),
which is a vector bundle associated to P →M by means of the adjoint action of
G on g. The sections of the quotient vector bundle can be identified with vector
fields on P that are G-invariant [Mac05, proposition 3.1.4]. With the anchor
dπ and the Lie bracket of vector fields on P , the vector bundle TP/G→M is
a Lie algebroid known as the Atiyah Lie algebroid of π : P → M (see [Ati57],
[Mac05, section 3.2]).
A whole class of examples has been omitted, we briefly describe it here-
after. Similarly to Lie algebras that can be obtained by differentiation from a
Lie group, starting with a Lie groupoid [Mac05, section 1.1], one can obtain
a Lie algebroid by differentiation [Mac05, section 3.5]. Nevertheless, there are
obstructions to integrate a given Lie algebroid into a Lie groupoid [CF03]. The
next to last example is actually the Lie algebroid of a Lie groupoid, the so-called
action Lie groupoid [Mac05, example 1.1.9], which gives the corresponding ac-
tion Lie algebroid in the case the infinitesimal action comes from a global one
(see [Mac05, example 3.5.14]). The last example is also a Lie algebroid of a
Lie groupoid, it comes by differentiation from the Ehresmann gauge groupoid
associated to the principal G-bundle (see [Kub89] and the references within).
We will need an enriched version of a Lie algebroid which is called a quadratic
Lie algebroid, and that we present below.
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Definition 1.13: Let (g, [·, ·]) be a Lie algebra equipped with a non-degenerate
symmetric bilinear form 〈·, ·〉, invariant for the adjoint action, namely satisfying
the property 〈
[x, y], z
〉
+
〈
y, [x, z]
〉
= 0, (1.4)
for all x, y and z ∈ g.
Example 1.14: According to Cartan’s criterion (see [Ser06, theorem 2.1, part
A]), any semisimple Lie algebra g equipped with its Killing form, defined by
〈x, y〉 = Tr(adx ◦ ady) for all x and y ∈ g, is a quadratic Lie algebra.
Definition 1.15: Let A = (A → M, a, [·, ·]) be a regular Lie algebroid (see
definition 1.5). A is a quadratic Lie algebroid, if and only if the vector subbundle
Ker a → M of A → M is equipped with a non-degenerate symmetric bilinear
form 〈·, ·〉 such that
a(u) · 〈a, b〉 =
〈
[u, a], b
〉
+
〈
a, [u, b]
〉
,
for all u ∈ Γ(A) and a, b ∈ Γ(Ker a). In such a case, Ker a→ M is a quadratic
Lie algebra bundle.
Example 1.16: A bundle of quadratic Lie algebras is a quadratic Lie algebroid,
with null anchor.
Example 1.17: Let G be a Lie group and π : P → M be a principal G-
bundle, let g denote the Lie algebra of G, and consider the associated Atiyah
Lie algebroid (example 1.12). Suppose further that g is quadratic (definition
1.13), and denote by 〈·, ·〉g the associated bilinear form. In that case the Atiyah
Lie algebroid of π : P → M is quadratic. Indeed, recalling that (see, for
instance, [Nee08, proposition 1.6.3]) Γ(P ×Ad g) ∼= C∞(P, g)G, we obtain that
Γ(P ×Ad g) is equipped with a non-degenerate symmetric bilinear form 〈·, ·〉
defined by 〈u, v〉x = 〈ux, vx〉g for all u, v ∈ C∞(P, g)G and x ∈ P . For any
X ∈ Γ(TP/G) and Y , Z ∈ Γ(P ×Ad g) we have
X · 〈Y, Z〉 = 〈X · Y, Z〉+ 〈Y,X · Z〉 =
〈
[X,Y ], Z
〉
+
〈
Y, [X,Z]
〉
,
where in the last step we used [Nee08, lemma 5.1.7]. Thus under the assumption
that g is quadratic, the Atiyah Lie algebroid of π : P → M is quadratic (see
[BH13, section 3.1]).
We finish this section with a brief description of the Gerstenhaber algebra
structure ([Xu99, section 1]) on Γ(Λ•A), where A → M is a vector bundle
equipped with a Lie algebroid structure, and that in a certain sense, extends
the bracket of the Lie algebroid to the exterior algebra bundle. This notion
will be exclusively used to describe doubles of Lie bialgebroids as examples of
Courant algebroids in section 1.4.
Definition 1.18 ([Mar08, section 5.4], [Car09, section 2.6]): Let A = (A →
M, a, [·, ·]) be a Lie algebroid. The Schouten-Nijenhuis bracket [·, ·] : Γ(ΛpA)×
Γ(ΛqA)→ Γ(Λp+q−1A) on A is defined by
[u1 ∧ · · · ∧ up, v1 ∧ · · · ∧ vq] =∑
1≤i≤p
1≤j≤q
(−1)i+j [ui, vj ] ∧ u1 ∧ · · · ∧ ûi ∧ · · · ∧ up ∧ v1 ∧ · · · ∧ v̂j ∧ · · · ∧ vq,
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for any u1, . . . , up, v1, . . . , vq ∈ Γ(A). On functions f ∈ C∞(M), the Schouten-
Nijenhuis bracket is defined by [f, u1 ∧ · · · ∧ up] = −(u1 ∧ · · · ∧ up)(df, ·), for all
u1, . . . , up ∈ Γ(A).
1.2 Differential forms on Lie algebroids
Definition 1.19: Let A = (A → M, a, [·, ·]) be a Lie algebroid. We will de-
note by Ω•(A) the Z-graded commutative R-algebra (Γ(Λ•A∗),∧). Elements of
Ω•(A) will be called differential forms on A.
Before introducing the exterior derivative of a Lie algebroid, we introduce
an interior product and a Lie derivative. These two operators will be used later
in this note. Together with the exterior derivative, they define a what we will
informally call a Cartan triple for the Lie algebroid (see theorem 1.24).
Definition 1.20: Let A = (A → M, a, [·, ·]) be a Lie algebroid. For u ∈ Γ(A),
the interior product ofA with respect to u is the operator ιu : Ωp(A)→ Ωp−1(A)
defined by
ιuα(u2, . . . , up) = α(u, u2, . . . , up),
for all u, u2, . . . , up ∈ Γ(A) and α ∈ Ωp(A). On functions f ∈ C∞(M) it is
defined by ιuf = 0, for all u ∈ Γ(A).
Definition 1.21 ([Mar08, section 5.1]): Let A = (A → M, a, [·, ·]) be a Lie
algebroid. For u ∈ Γ(A), the Lie derivative of A with respect to u is the
operator Lu : Ωp(A)→ Ωp(A) defined by
Luα(v1, . . . , vp) = a(u) · α(v1, . . . , vp)−
p∑
i=1
α
(
v1, . . . , [u, vi], . . . , vp
)
,
for any u, v1, . . . , vp ∈ Γ(A) and α ∈ Ωp(A). On functions f ∈ C∞(M), it is
defined by Luf = a(u) · f , for all u ∈ Γ(A).
Definition 1.22 ([ELW99, section 2], [Mar08, section 5.2]): Let A = (A →
M, a, [·, ·]) be a Lie algebroid. The exterior derivative of A is the operator
d : Ωp(A)→ Ωp+1(A) defined by
dα(u0, . . . , up) =
p∑
i=0
(−1)ia(ui) · α(u0, . . . , ûi, . . . , up)
+
∑
0≤i<j≤p
(−1)i+jα
(
[ui, uj ], u0, . . . , ûi, . . . , ûj, . . . , up
)
, (1.5)
for all u0, . . . , up ∈ Γ(A) and any α ∈ Ωp(A); where a(ui) · α(u0, . . . , ûi, . . . , up)
denotes the action of the vector field a(ui) on the function α(u0, . . . , ûi, . . . , up).
On functions f ∈ C∞(M), d is defined by (df)(u) = a(u) · f , for any u ∈ Γ(A).
The following proposition is a particular case of [Mar08, proposition 5.2.3,
point 2].
Proposition 1.23 ([Mar08, proposition 5.2.3]): Let A = (A → M, a, [·, ·]) be
a Lie algebroid. The exterior derivative d of A is a derivation of degree 1 of
Ω•(A) that squares to zero, that is, d is a differential and Ω•(A) endowed with
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this differential becomes a differential graded commutative algebra (see [FHT01,
part 1, chapter 3] for the definition).
Theorem 1.24 ([Mar08, section 5]): Let A = (A → M, aA, [·, ·]A) be a Lie al-
gebroid, and let u ∈ Γ(A). The interior product with respect to u is a derivation
of degree −1 of Ω•(A) and the Lie derivative with respect to u is a derivation
of degree 0 of Ω•(A). These derivations satisfy[
Lu,Lv
]
= L[u,v]A ,
[
Lu, ιv
]
= ι[u,v]A ,
[
ιu, d
]
= Lu,[
Lu, d
]
= 0,
[
d, d
]
= 0,
[
ιu, ιv
]
= 0,
where on the left-hand sides [·, ·] denotes the graded commutator on DerΩ•(A).
In view of these identities, the triple of operators (ιu,Lu, d) is called a Cartan
triple for A.
We now review the notion of representation of a Lie algebroid, which allows
to consider coefficients in Lie algebroid cohomology.
Definition 1.25: Let A = (A → M, a, [·, ·]) be a Lie algebroid and V → M
be a vector bundle. We will denote by Ω•(A, V ) the Z-graded R-vector space
Γ(Λ•A∗ ⊗ V ). Elements of Ω•(A, V ) will be called differential forms on A with
values in V →M . In degree 0, we recover sections of V →M .
The following result is immediate.
Proposition 1.26: Let A be a Lie algebroid on a manifold M , and V → M
be a vector bundle. Ω•(A, V ) is a graded Ω•(A)-module for the multiplication
defined by α ∧ (β ⊗ s) = (α ∧ β)⊗ s, for any α, β ∈ Ω•(A) and s ∈ Γ(V ).
Definition 1.27 ([DZ11, definition 8.4.7], [Fer02, section 0], [ELW99, section
2]): Let A = (A → M, a, [·, ·]) be a Lie algebroid, and let V → M be a vector
bundle. An A-connection on V →M is a R-linear map ∇ : Γ(V )→ Γ(A∗⊗V ),
satisfying the relations
∇u(fs) = f∇us+ (a(u) · f)s,
∇fus = f∇us,
for any function f ∈ C∞(M) and sections u ∈ Γ(A), s ∈ Γ(V ), where∇u denotes
the map Γ(V )→ Γ(V ), s 7→ (∇s)(u), for any u ∈ Γ(A).
Similarly to the covariant exterior derivative of a manifold equipped with a
(linear) connection (see [Lee09, theorem 12.57]), there is a similar operator for
Lie algebroids equipped with a representation, whose existence is guaranteed by
the following proposition.
Proposition 1.28 ([Mar08, section 5.2]): Let A = (A → M, a, [·, ·]) be a Lie
algebroid, and let ∇ be an A-connection on a vector bundle V → M . There
exists a unique operator d∇ : Ωp(A, V ) → Ωp+1(A, V ) called the covariant
exterior derivative of A, defined by d∇s = ∇s for all s ∈ Γ(V ), and
d∇(α⊗ s) = dα⊗ s+ (−1)
pα ∧∇s,
for any α ∈ Ωp(A) and s ∈ Γ(V ); it is then extended to the whole Ω•(A, V ) by
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the rules
d∇(α ∧ ω) = dα ∧ ω + (−1)
pα ∧ d∇ω, (1.6)
d∇(ω ∧ α) = d∇ω ∧ α+ (−1)
qω ∧ dα, (1.7)
for all α ∈ Ωp(A) and ω ∈ Ωq(A, V ).
Remark 1.29 ([MX94, definition 7.1.1]): The operator d∇ introduced in the
previous proposition admits an intrinsic formula given by
d∇ω(u0, . . . , up) =
p∑
i=0
(−1)i∇uiω(u0, . . . , ûi, . . . , up)
+
∑
0≤i<j≤p
(−1)i+jω
(
[ui, uj], u0, . . . , ûi, . . . , ûj , . . . , up
)
,
for all ω ∈ Ωp(A, V ) and all u0, . . . , up ∈ Γ(A).
The following result comes from the definition of a Lie algebroid connection.
Lemma 1.30: Let A = (A→M, a, [·, ·]) be a Lie algebroid, and let ∇ be an A-
connection on a vector bundle V →M . The map Γ(A)×Γ(A)×Γ(V )→ Γ(V ),
(u, v, s) 7→ (∇u ◦∇v−∇v ◦∇u−∇[u,v])(s) is C∞(M)-trilinear. Thus there exists
a 2-differential form on A with values in EndV , F∇ ∈ Ω2(A,EndV ), such that
F∇(u, v) = ∇u ◦ ∇v −∇v ◦ ∇u −∇[u,v], for all u, v ∈ Γ(A).
Definition 1.31: Let A be a Lie algebroid on a manifoldM , and let∇ be an A-
connection on a vector bundle V → M . The 2-differential form F∇ introduced
in the previous lemma will be called the curvature of the A-connection ∇, and
we will say that ∇ is flat if F∇ = 0.
The following lemma is immediate.
Lemma 1.32: Let A be a Lie algebroid on a manifold M , and let V → M be
a vector bundle. Ω•(A,EndV ) is a Z-graded R-algebra for the multiplication
defined by
(α⊗ Φ) ∧ (β ⊗Ψ) = (α ∧ β)⊗ (Φ ◦Ψ),
for any α, β ∈ Ω•(A) and Φ, Ψ ∈ Γ(EndV ). Moreover, Ω•(A, V ) is a left
Ω•(A,EndV )-module for the multiplication defined by
(α⊗ Φ) ∧ (β ⊗ s) = (α ∧ β)⊗ Φ(s),
for any α, β ∈ Ω•(A), Φ ∈ Γ(EndV ) and s ∈ Γ(V ).
Proposition 1.33: Let A = (A→M, a, [·, ·]) be a Lie algebroid, and let ∇ be
an A-connection on a vector bundle V →M . We have the formula
d2∇α = F∇ ∧ α,
for all α ∈ Ω•(A, V ). Therefore, if ∇ is flat, d∇ is a differential on Ω•(A, V ).
Proof: To begin with, we have for any ω ∈ Ω1(A, V ) that
(d∇ω)(u, v) = ∇uω(v)−∇vω(u)− ω([u, v]),
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for all u, v ∈ Γ(A). Then, let s ∈ Γ(V ), the above formula for ω = ∇s ∈
Ω1(A, V ) yields(
d2∇s
)
(u, v) = ∇u∇vs−∇v∇us−∇[u,v]s = F∇(u, v)s = (F∇ ∧ s)(u, v),
for all u, v ∈ Γ(A). Now we prove the formula for any simple tensor α ⊗ s ∈
Ωp(A, V ). According to (1.6), we have
d2∇(α⊗ s) = d
2
∇(α ∧ s)
= d∇
(
dα ∧ s+ (−1)pα ∧ d∇s
)
= d2α ∧ s+ (−1)p+1dα ∧ d∇s+ (−1)
pdα ∧ d∇s+ α ∧ d
2
∇s
= α ∧ (F∇ ∧ s)
= F∇ ∧ (α ⊗ s),
where in the last step we used the fact that F∇ is a 2-differential form on A. The
general formula holds for any element of Ω•(A, V ) using R-linear combinations
of simple tensors.
Definition 1.34 ([DZ11, section 8.4], [ELW99, section 1]): Let A be a Lie
algebroid on a manifold M . A representation of A (or a A-module) is a vector
bundle V → M equipped with a flat A-connection ∇. Such a representation
will be denoted by (V →M,∇).
Definition 1.35: Let A be a Lie algebroid on a manifold M and (V →M,∇)
be a A-module. We define H•(A;V,∇) as the cohomology of the differential
graded vector space (Ω•(A, V ), d∇). We will call H•(A;V,∇) the cohomology
of A with coefficients in (V →M,∇).
Recall that the cohomology H•(A) of a Lie algebroid A is defined as the
cohomology of the differential graded commutative algebra (Ω•(A), d).
Lemma 1.36: Let A be a Lie algebroid on a manifold M and (V →M,∇) be
a A-module. Then H•(A;V,∇) is a graded H•(A)-module.
Proof: The multiplication is directly induced by the one defined in the propo-
sition 1.26: [α]∧ [ω] = [α∧ω], for any α ∈ Ωp(A) and ω ∈ Ωq(A, V ). According
to (1.6), it is clear that α ∧ ω is again d∇-closed. Also, the multiplication is
well-defined, since, using (1.6) again, we have
(α+ dβ) ∧ (ω + d∇η) = α ∧ ω + d∇
(
β ∧ ω + (−1)pα ∧ η + β ∧ d∇η
)
,
for any β ∈ Ω•(A) and η ∈ Ω•(A, V ).
Example 1.37: Let A = (A → M, a, [·, ·]) be a Lie algebroid. The trivial
representation of A is given by the trivial vector bundle V = M × R → M of
rank 1, together with the connection defined by ∇uλ = a(u)·λ, for any u ∈ Γ(A)
and λ ∈ Γ(V ) ∼= C∞(M). In this case, H•(A;V,∇) ∼= H•(A).
Example 1.38: LetA be a Lie algebroid over a pointM , that is, a Lie algebra g
(see example 1.6), that we will assume to be of finite dimension. Let (V →M,∇)
be a A-module. Since M is a point, V →M is actually a vector space that we
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will denote again by V . Then, the A-connection ∇ is a linear map V → g∗⊗V .
Using the linear isomorphisms
Hom(V, g∗ ⊗ V ) ∼= Hom(V,Hom(g, V )) ∼= Hom(g⊗ V, V ) ∼= Hom(g,End(V )),
we deduce that, to consider a linear map V → g∗ ⊗ V is equivalent to con-
sider a linear map ρ : g → V . Moreover, this map ρ is also a Lie algebra
homomorphism thanks to lemma 1.30. Therefore, in this case, a A-module
(V → M,∇) corresponds to a g-module (V, ρ). The covariant exterior deriva-
tive is the Chevalley-Eilenberg differential on g associated to the g-module V
(see [CE48, section 23]) and H•(A;V,∇) is the Chevalley-Eilenberg cohomology
H•
CE
(g, V ) of g with coefficients in the g-module V .
Example 1.39: Let M be a manifold and let TM denote the canonical Lie
algebroid associated to M (see example 1.8). A representation of TM is a vector
bundle V → M together with a flat linear connection ∇ on V → M . The
covariant exterior derivative is the differential d∇ associated to ∇ (see [Lee09,
theorem 12.57] and [GHV73, chapter 7, section 4]), and H•(TM ;V,∇) is the
cohomology of the chain complex (Γ(Λ•T ∗M ⊗ V ),d∇).
Example 1.40: Let (M,π) be a Poisson manifold and let PM [π] be the associ-
ated Lie algebroid (see example 1.10). A PM [π]-connection on a vector bundle
V →M corresponds to the notion of a contravariant connection on (M,π) (see
[Fer00, proposition 2.1.2]). However, it seems that there is no mention of the
associated cohomology in the literature.
Example 1.41: Let A be the action Lie algebroid of example 1.11. We have
a representation of A given by the trivial vector bundle M × R → R of rank
1, together with the connection ∇ : C∞(M) → C∞(M, g∗) ⊗ C∞(M) defined
by ∇ξλ = ρ(ξ) · λ, for any ξ ∈ g and λ ∈ C∞(M). Note that this connection
is flat because ρ : g → Γ(TM) is a Lie algebra homomorphism. We have
Ω•(A,M × R) ∼= C∞(M,Λ•g∗), and we also have an isomorphism of chain
complexes
Λkg∗ ⊗ C∞(M) Λk+1g∗ ⊗ C∞(M)
C∞(M,Λkg∗) C∞(M,Λk+1g∗)
Φk
dCE
Φk+1
d
,
where dCE denotes the Chevalley-Eilenberg differential [CE48, section 23], and
where Φk denotes the natural map Λkg∗⊗C∞(M)→ C∞(M,Λkg∗), ω⊗f 7→ fω.
This map induces an isomorphism of graded modules between the cohomol-
ogy H•(A;M × R,∇) on one side, and the Chevalley-Eilenberg cohomology
H•
CE
(g, C∞(M)) of g with coefficients in the g-module (C∞(M), ρ) on the other
side.
1.3 Left Leibniz algebroids
Informally, Leibniz algebroids are obtained by replacing the structure of Lie
algebra that equips the space of sections of a Lie algebroid by a structure of
Leibniz algebra. We first recall the definition of (left) Leibniz algebras, which
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are also known as (left) Loday algebras and give some examples. As for Lie alge-
broids, we work with the usual differential geometry framework; for definitions
in terms of graded differential geometry, see [GKP13].
Definition 1.42 ([Lod93, section 1]): A left Leibniz algebra is a (real) vector
space l equipped with a bilinear map [·, ·] : l × l → l called the bracket and
satisfying the left Leibniz identity[
u, [v, w]
]
=
[
[u, v], w
]
+
[
v, [u,w]
]
, (1.8)
for all u, v and w ∈ l.
Example 1.43: Lie algebras are particular examples of (left) Leibniz algebras,
for which the bracket is skew-symmetric.
Example 1.44: Let l be a vector space of dimension 2, and let (u, v) be a basis
of l. We define a bracket on l by setting [u, u] = v, [u, v] = v, [v, u] = 0, [v, v] = 0
and extending linearly. Then (l, [·, ·]) is a left Leibniz algebra.
Example 1.45: Let (g, [·, ·]g, d) be a differential Lie algebra, that is d : g →
g is a derivation whose square is zero. Then define a new bracket on g by
[ξ, η] = [dξ, η]g, for all ξ, η ∈ g; (g, [·, ·]) is a left Leibniz algebra (see [Lod93,
example 2.2]). This example can indeed be considered as a non-graded version
of a derived bracket (see [KS96a, proposition 2.1]).
Definition 1.46 ([Lod93, section 1]): Let (l, [·, ·]l) and (m, ·, ·]m) be two left
Leibniz algebras. A morphism of left Leibniz algebras between l and m is a linear
map Φ : l→ m such that for all ξ, η ∈ l, we have Φ([u, v]l) = [Φ(ξ),Φ(η)]m.
Example 1.47: Morphisms between Lie algebras are a particular case of mor-
phisms between (left) Leibniz algebras.
Definition 1.48: Let M be a manifold. A left Leibniz algebroid A is a triple
(A → M, a, [·, ·]), where A → M is a vector bundle on M , a is an anchor on
A → M , and [·, ·] is a R-bilinear operation on the C∞(M)-module Γ(A) of
sections of A → M called the bracket, such that (Γ(A), [·, ·]) is a left Leibniz
algebra and a right Leibniz rule is satisfied:
[u, fv] = f [u, v] + (a(u) · f)v, (1.9)
for all u, v ∈ Γ(A) and f ∈ C∞(M).
Proposition 1.49 ([KS10, lemma 2.5]): Let A = (A→M, a, [·, ·]) be a Leibniz
algebroid. The anchor a induces a morphism of (left) Leibniz algebras Γ(A)→
X(M), still denoted by a, where X(M) is equipped with the Lie bracket of vector
fields on the manifold M .
Example 1.50: A left Leibniz algebroid over a point is a left Leibniz algebra.
Example 1.51: Let M be a manifold and k ∈ N∗. The vector bundle TM ⊕
ΛkT ∗M →M is a left Leibniz algebroid for the anchor given by the projection
on the first factor and the bracket defined by
[X ⊕ ω, Y ⊕ η] = [X,Y ]⊕LXη − ιY dω,
for all vector fields X and Y ∈ X(M) and differential forms ω and η ∈ Ωk(M)
(see [BS11, section 2] and [Bar12, section 2.2]).
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1.4 Courant algebroids
Informally, a Courant algebroid is a left Leibniz algebroid for which the skew-
symmetry of the bracket is controlled by an inner product. As for Lie and
Leibniz algebroids, we work with the usual differential geometry framework; for
definitions in terms of graded differential geometry, see [Roy02].
Definition 1.52: Let M be a manifold and E →M be a vector bundle on M .
Let 〈·, ·〉 be a section of the second symmetric power of the dual vector bundle
E∗ →M , namely, a collection of symmetric bilinear forms 〈·, ·〉x : Ex×Ex → R
indexed by points x ∈ M , such that the map x 7→ 〈·, ·〉x is smooth. In this
case, the maps 〈·, ·〉x assemble into a R-bilinear map 〈·, ·〉 : E × E → R that
induces a C∞(M)-bilinear map 〈·, ·〉 : Γ(E) × Γ(E) → C∞(M). In the case
where 〈·, ·〉 : E×E → R is non-degenerate, which means that each form 〈·, ·〉x is
non-degenerate, 〈·, ·〉 is called an inner product on E →M (see [GHV72, section
4, chapter 2] or [Hus94, definition 9.2, chapter 3] for an equivalent definition).
Let 〈·, ·〉 be an inner product on a vector bundle E → M . We will make
use of the usual musical isomorphisms. Indeed, we will use a flat symbol in
exponent to denote the isomorphism Υ : E → E∗ induced by the inner product,
and a sharp symbol in exponent for the inverse isomorphism Υ−1 : E∗ → E. Let
〈·|·〉 : E∗ × E → C∞(M) be the duality bracket between E∗ →M and E →M
defined by 〈ϕ|u〉 = ϕ(u), for all u ∈ Γ(E) and ϕ ∈ Γ(E∗). According to our
notations we have 〈u, v〉 = 〈u♭|v〉 and 〈ϕ|u〉 = 〈ϕ♯, u〉, for all u, v ∈ Γ(E) and
ϕ ∈ Γ(E∗). Note that since 〈·, ·〉 is not required to be positive definite, given a
vector subbundle of E → M , there is no associated orthogonal decomposition
in general.
Definition 1.53: Let M be manifold. A Courant algebroid is a quadruple
E = (E → M, a, [·, ·], 〈·, ·〉), where E → M is a vector bundle on M , a is an
anchor on E →M , 〈·, ·〉 is an inner product on E →M , and [·, ·] is a R-bilinear
operation on the C∞(M)-module Γ(E) of sections of E →M called the bracket,
such that the following relations are satisfied:
a(u) · 〈v, w〉 =
〈
[u, v], w
〉
+
〈
v, [u,w]
〉
, (1.10)[
u, [v, w]
]
=
[
[u, v], w
]
+
[
v, [u,w]
]
, (1.11)
[u, v] + [v, u] = D〈u, v〉, (1.12)
for all u, v, and w ∈ Γ(E), where D : C∞(M)→ Γ(E) is the derivationΥ−1◦a∗◦d
and a∗ : T ∗M → E∗ is the dual map of a : E → TM defined by〈
a
∗(α)
∣∣u〉 = 〈α∣∣a(u)〉,
for all α ∈ Ω1(M) and u ∈ Γ(E).
Proposition 1.54: Let E = (E →M, a, [·, ·], 〈·, ·〉) be a Courant algebroid. For
any function f ∈ C∞(M) and any sections u, v ∈ Γ(E), we have the following
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properties:
〈Df, u〉 = a(u) · f, (1.13)
[u, fv] = f [u, v] + (a(u) · f)v, (1.14)
[fu, v] = 〈u, v〉Df − (a(v) · f)u+ f [u, v], (1.15)
[Df, u] = 0, (1.16)
[u,Df ] = D〈Df, u〉 = D
(
a(u) · f
)
, (1.17)
a([u, v]) = [a(u), a(v)], (1.18)
a ◦ D = 0, (1.19)
Γ((Ker a)⊥) is generated by ImD as a C∞(M)-module, (1.20)
(Ker a)⊥ ⊂ Ker a (1.21)
a ◦Υ−1 ◦ a∗ = 0. (1.22)
Proof: Let f ∈ C∞(M), u, v, and w ∈ Γ(E).
(1.13) We have successively
〈Df, u〉 =
〈
Df ♭
∣∣u〉 = 〈a∗(df)∣∣u〉 = 〈df ∣∣a(u)〉 = df(a(u)) = a(u) · f.
(1.14) According to (1.10) we have
a(u) · 〈fv, w〉 =
〈
[u, fv], w
〉
+ f
〈
v, [u,w]
〉
,
and since vector fields on M are derivations of C∞(M), we obtain that
a(u) ·
(
f〈v, w〉
)
= (a(u) · f)〈v, w〉 + fa(u) · 〈v, w〉
=
〈
(a(u) · f)v + f [u, v], w
〉
+ f
〈
v, [u,w]
〉
.
Combining both relations, we get the result.
(1.15) Using (1.14) and (1.12) we have
[fu, v] = D〈fu, v〉 − [v, fu]
= D
(
f〈u, v〉
)
− (a(v) · f)u− f [u, v]
= 〈u, v〉Df + fD〈u, v〉 − (a(v) · f)u− f [v, u]
= 〈u, v〉Df + f [u, v]− (a(v) · f)u.
(1.16) Define Lod(u, v, w) =
[
u, [v, w]
]
−
[
[u, v], w
]
−
[
v, [u,w]
]
. Then
Lod(u, v, w) + Lod(v, u, w) = −
[
[u, v] + [v, u], w
]
= −
[
D〈u, v〉, w
]
,
and the left-hand side is zero according to (1.11). But for any function f
we can write
f =
〈
ϕ,
f
〈ϕ, ϕ〉
ϕ
〉
, (1.23)
where ϕ is any non-zero section of E → M . Therefore, we obtain the
result for any function f ∈ C∞(M).
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(1.17) The relation (1.12) yields [u,Df ] + [Df, u] = D〈Df, u〉; then the result
holds thanks to (1.16).
(1.18) We have successively
a(u) · (a(v) · f) = a(u) · 〈Df, v〉
=
〈
[u,Df ], v
〉
+
〈
Df, [u, v]
〉
=
〈
[u,Df ], v
〉
+ a([u, v]) · f
=
〈
D(a(u) · f), v
〉
+ a([u, v]) · f
= a(v) · (a(u) · f) + a([u, v]) · f.
(1.19) Using (1.15) we have
a([fu, v]) = fa([u, v])− (a(v) · f)a(u) + 〈u, v〉a(Df),
then applying (1.18) on both sides we obtain
[fa(u), a(v)] = f [a(u), a(v)]− (a(v) · f)a(u) + 〈u, v〉a(Df).
But the left-hand side is equal to f [a(u), a(v)] − (a(v) · f)a(u), hence the
result.
(1.20) According to [Gre75, chapter 2, section 5, proposition 3] we have
(Ker a)⊥ ∼= Υ−1Ann(Ker a) ∼= Υ−1(Im a∗),
and Γ(T ∗M) is generated by Imd as a C∞(M)-module (since any 1-
differential form can be written locally as C∞(M)-linear combination of
dx1, . . . ,dxn, where (x1, . . . , xn) denote local coordinates on M).
(1.21) According to (1.20) and (1.13), we have that the vector bundle (Ker a)⊥ →
M is a vector subbundle of Ker a→M , that is, Ker a→M is coisotropic
with respect to the inner product 〈·, ·〉.
(1.22) For any α ∈ Γ(E∗) we have〈
Υ−1a∗(α),Df
〉
=
〈
α
∣∣ a(Df)〉 = 0,
so Υ−1a∗(α) ∈ (Ker a)⊥. But according to (1.13) and (1.19), we know
that (Ker a)⊥ ⊂ Ker a. Therefore a ◦Υ−1 ◦ a∗ = 0.
The proof of (1.18) has been given in [Uch02] for the first time. One can
find parts of the previous proposition in [Vai05, proposition 1.2], see also [KS13]
for a historical survey of the notion of Courant algebroid and the proof of the
properties above.
Remark 1.55: A Courant algebroid is a left Leibniz algebroid. Indeed, the
identity (1.11) means that Γ(E) is a left Leibniz algebra, we also have the right
Leibniz rule thanks to (1.14).
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Remark 1.56: We can also equivalently define a Courant algebroid by means of
a truly skew-symmetric bracket, see [RW98, definition 3.2] and [Vai05, definition
1.6]. However, we will only use the definition 1.53.
Remark 1.57: It is possible to adapt the example 1.45 to Courant algebroids,
in order to present the bracket as a derived bracket : see [AX07] for the definition
in the context of non-graded differential geometry, and [Roy02] for the definition
in the context of graded differential geometry.
We now review some examples of Courant algebroids.
Example 1.58: Quadratic Lie algebras are in correspondence with Courant
algebroids over a point.
Example 1.59: Let M be a manifold and E →M be a quadratic Lie algebra
bundle. Then E → M can be equipped with a Courant algebroid structure as
follows. Let (g, [·, ·]g, 〈·, ·〉g) be a typical fiber of E → M , that is, a quadratic
Lie algebra. Then, the Lie algebra bracket [·, ·]g induces a bracket on the space
of sections Γ(E), defined by [u, v]x = [ux, vx]g for all u, v ∈ Γ(E) and x ∈ M .
This bracket is C∞(M)-bilinear since
[fu, v]x =
[
f(x)ux, vx
]
g
= f(x)[ux, vx]g =
(
f [u, v]
)
x
,
for all u, v ∈ Γ(E), f ∈ C∞(M) and x ∈ M . The non-degenerate symmetric
bilinear form 〈·, ·〉g induces an inner product on the space of sections Γ(E),
defined by 〈u, v〉x = 〈ux, vx〉g for all u, v ∈ Γ(E) and x ∈ M . Since g is
quadratic, the relation (1.10) is satisfied. Therefore, the null anchor, the bracket
and the inner product we just defined turn E →M into a Courant algebroid.
Example 1.60 ([LBM09, example 2.14 and section 4]): Let g be a quadratic Lie
algebra acting on a manifold M through a Lie algebra morphism ξ ∈ g 7→ Xξ ∈
X(M). Assume that the stabilizing algebras
{
ξ ∈ g : LXξY = 0, for all Y ∈
X(M)
}
are coisotropic relatively to the inner product on g. Then the trivial
vector bundle M ×g→M can be equipped with a Courant algebroid structure.
Definition 1.61 ([Š00]): Let E = (E →M, a, [·, ·], 〈·, ·〉) be a Courant algebroid.
We will say that E is exact if and only if we have the short exact sequence of
vector bundles over M
0 −→ T ∗M
a
∗
−→ E∗ ∼= E
a
−→ TM −→ 0, (1.24)
where the isomorphism in the middle is the vector bundle map Υ−1 induced by
the inner product.
The structure of exact Courant algebroids has been studied in [Š00]. Below
we state a theorem that describes the structure of such Courant algebroids, the
main ingredient being the existence of a splitting of (1.24) with nice properties,
which is a particular case of a dissection of E as we will see in section 2.1.
Theorem 1.62 ([Š00]): Let E = (E → M, a, [·, ·], 〈·, ·〉) be an exact Courant
algebroid. There exists a splitting of (1.24) giving a vector bundle isomorphism
between E →M and TM ⊕ T ∗M →M , and a d-closed H ∈ Ω3(M) such that
the Courant algebroid structure on E →M is transported onto TM ⊕ T ∗M →
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M by the previous isomorphism into
a(X ⊕ α) = X,
〈X ⊕ α, Y ⊕ β〉 = α(Y ) + β(X),
[X ⊕ α, Y ⊕ β] = [X,Y ]⊕LXβ − ιY (dα) + ιY ιXH,
for all X ∈ X(M) and α ∈ Ω1(M); with D = 0 ⊕ d. We will call this Courant
algebroid the exact Courant algebroid on M associated to H and will denote it
by EM [H ].
In the previous theorem, the 3-differential form H depends explicitly on the
splitting. A change of splitting is equivalent to change H into H−dB, for some
B ∈ Ω2(M). Therefore, the De Rham cohomology class [H ] ∈ H3(M) does not
depend on the splitting, it is called the Ševera class of E (see [Š00]).
Example 1.63: Let A = (A → M, aA, [·, ·]A) be a Lie algebroid. There is a
Courant algebroid structure on the vector bundle A⊕A∗ →M given by
a(u⊕ α) = aA(u),
〈u⊕ α, v ⊕ β〉 = α(v) + β(u),
[u⊕ α, v ⊕ β] = [u, v]A ⊕ Luβ − ιv(dα),
for all u, v ∈ Γ(A) and α, β ∈ Ω1(A); with D = 0 ⊕ d. We can also twist this
bracket with a d-closed H ∈ Ω3(A), where d denotes the exterior derivative on
A (see 1.22). In this case the bracket reads
[u⊕ α, v ⊕ β] = [u, v]A ⊕ Luβ − ιv(dα) + ιvιuH.
In particular when A is the canonical Lie algebroid TM overM (example 1.8), we
recover the exact Courant algebroid onM associated to a d-closed H ∈ Ω3(M).
We now arrive at doubles of Lie bialgebroids, whose definition is first recalled.
Definition 1.64 ([LWX97, definition 2.4]): Let A = (A → M, aA, [·, ·]A) and
B = (B → M, aB, [·, ·]B) be Lie algebroids over the same manifold M , and
such that the vector bundles A → M and B → M are dual to each other
with respect to a non-degenerate bilinear form 〈〈·, ·〉〉 : Γ(A) × Γ(B)→ C∞(M).
Therefore we obtain two vector bundle isomorphisms that on sections are ΥA :
Γ(A) → Γ(B∗), u 7→ 〈〈u, ·〉〉 and ΥB : Γ(B) → Γ(A∗), v 7→ 〈〈·, v〉〉. Denote by
dA (respectively dB) the exterior derivative of A (respectively B) and δA =
Λ•Υ−1B ◦ dA ◦ Λ
•ΥB. The triple (A,B, 〈〈·, ·〉〉) is a Lie bialgebroid if and only if
δA[ξ, η]B =
[
δAξ, η
]
B
+ (−1)p−1
[
ξ, δAη
]
B
, (1.25)
for any ξ ∈ Γ(ΛpB) and η ∈ Γ(ΛqB), namely, δA is a derivation of the algebra
Ω•(B) relatively to the Schouten-Nijenhuis bracket (see the definition 1.18).
In the definition above, the condition (1.25) is symmetric: we could have
required the map δB = Λ•Υ−1A ◦ dB ◦ Λ
•ΥA to be a derivation of Ω•(A) (see
[MX94, theorem 3.10] and [KS95, proposition 3.3]).
Example 1.65 ([LWX97, theorem 2.5]): Let (A,B, 〈〈·, ·〉〉) be a Lie bialgebroid,
with A = (A→M, aA, [·, ·]A) and B = (B →M, aB, [·, ·]B) being the underlying
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Lie algebroids. The vector bundle A ⊕ B → M admits a Courant algebroid
structure given by
a(u⊕ α) = aA(u) + aB(α),
〈u⊕ α, v ⊕ β〉 = 〈〈α, v〉〉+ 〈〈β, u〉〉,
[u⊕ α, v ⊕ β] = [u, v]A + L
B
α v − ι
B
β (dBu)⊕ [α, β]B + L
A
u β − ι
A
v (dAα),
for all u, v ∈ Γ(A) and α, β ∈ Γ(B); with D = dA⊕dB. This Courant algebroid
is called the double of the Lie bialgebroid (A,B, 〈〈·, ·〉〉).
We now describe some examples of Courant algebroids that arise as doubles
of Lie bialgebroids.
Example 1.66: Let (g, [·, ·]g) be a Lie bialgebra (see [LGPV13, definition
11.17]). Therefore, g∗ is also a Lie algebra, with bracket denoted by [·, ·]g∗ .
The condition (1.25) is satisfied (see [LGPV13, relation 11.24]). The Courant
algebroid structure that we obtain on g ⊕ g∗ is nothing but the Manin triple
associated to g (see [LGPV13, proposition 11.28]). That is, g⊕g∗ is a quadratic
Lie algebra with bracket given by
[x⊕ ξ, y ⊕ η] = [x, y]g − ad
∗
ξ(y) + ad
∗
η(x) ⊕ [ξ, η]g∗ − ad
∗
x(η) + ad
∗
y(ξ),
and with inner product given by 〈x ⊕ ξ, y ⊕ η〉 = ξ(y) + η(x), for any x, y ∈ g
and ξ, η ∈ g∗. See also [Roy99, section 2.1].
Example 1.67: Let A = (A→M, a, [·, ·]) be a Lie algebroid, and consider the
dual vector bundle A∗ → M , endowed with the trivial Lie algebroid structure,
that is, with the null anchor and the null bracket. This pair of Lie algebroids
gives a Lie bialgebroid and example 1.65 yields example 1.63, with H = 0.
Example 1.68: Let (M,π) be a Poisson manifold and consider the associated
Lie algebroid PM [π] (see example 1.10). The vector bundles underlying the
Lie algebroid PM [π] and the canonical Lie algebroid TM (see example 1.8) are
in duality with respect to the bilinear form given by 〈〈ω,X〉〉 = ω(X) for all
ω ∈ Ω1(M) and X ∈ X(M). Moreover, the condition (1.25) is satisfied since
dπ[ξ, η]SN = −
[
π, [ξ, η]SN
]
SN
= −
[
[π, ξ]SN, η
]
SN
− (−1)p−1
[
ξ, [π, η]SN
]
SN
= [dπξ, η]SN + (−1)
p−1[ξ, dπη]SN,
for any ξ ∈ Ωp(M) and η ∈ Γ(Λ•TM). We obtain in this way a Courant
algebroid as the double of the above pair of Lie algebroids.
Example 1.69: To any Poisson-Nijenhuis manifold (see [KSM90, definition
4.1]) corresponds a Lie bialgebroid, which is described by [KS96b, proposition
3.2]. We can double this Lie bialgebroid to obtain a Courant algebroid, according
to the example 1.65.
Remark 1.70: There exists an obstruction for a given Courant algebroid for
being the double of some Lie bialgebroid. This obstruction is known as the
modular class of the Courant algebroid, which appeared in [SX08].
We finish this section by defining morphisms between Courant algebroids
over the same base manifold.
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Definition 1.71: Let E = (E → M, aE , [·, ·]E , 〈·, ·〉E) and F = (F → M, aF ,
[·, ·]F ) be two Courant algebroids, over the same base manifold. A morphism
between E and F is a vector bundle map Φ between E →M and F →M such
that for all u, v ∈ Γ(E)
1. aE = aF ◦ Φ,
2. 〈Φ(u),Φ(v)〉F = 〈u, v〉E ,
3. [Φ(u),Φ(v)]F = Φ([u, v]E).
In the case where Φ is an isomorphism of vector bundles (respectively auto-
morphism), we say that Φ : E → F is an isomorphism of Courant algebroids
(respectively an automorphism of Courant algebroids), over the same base man-
ifold M .
It is clear that the composition of two Courant algebroid morphisms over
a common base manifold yields a Courant algebroid morphism over the same
manifold again. Thus, given a fixed manifold M , we have a category, whose
objects are Courant algebroids over the manifold M , and whose morphisms
are morphisms of Courant algebroids over the manifold M , as in the previous
definition.
2 Automorphisms of regular Courant algebroids
Definition 2.1: Let E = (E → M, a, [·, ·], 〈·, ·〉) be a Courant algebroid. E is
regular if the anchor a : E → TM is a vector bundle morphism of constant rank
(see [Hus94, definition 8.1, chapter 3]).
The advantage of working with regular Courant algebroids is that we can
consider the kernel and the image of the anchor as vector bundles of constant
rank (see [Hus94, theorem 8.2, chapter 3]).
In [CSX13], Chen, Stiénon and Xu have introduced the appropriate gener-
alization for regular Courant algebroids of the splitting that made possible the
study of exact Courant algebroids (see theorem 1.62), called a dissection. After
recalling the notion of dissection, we use it to find an explicit description of both
the global and the infinitesimal automorphisms of a regular Courant algebroid.
2.1 Dissections
Definition 2.2: Let E = (E →M, a, [·, ·], 〈·, ·〉) be a regular Courant algebroid.
If the context is clear, we set F = Im a and Q = Ker a/(Ker a)⊥ without further
reference to E .
Given a regular Courant algebroid, the fiber bundles F → M and Q → M
defined above are more than just vector bundles, we detail their structures
below.
Proposition 2.3: Let E = (E → M, a, [·, ·], 〈·, ·〉) be a regular Courant alge-
broid. There is a canonical foliation associated to the vector bundle F →M . We
will denote by F both the foliation and the Lie algebroid structure on F →M
(see example 1.9) without further reference to E if the context is clear.
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Proof: From (1.18) the vector bundle F → M is an involutive distribution of
TM → M . Therefore, according to the global Frobenius theorem (see [Lee13,
theorem 19.21]), we obtain a foliation F associated to F →M .
The C∞(M)-module Γ(Λ•F ∗) is the C∞(M)-module of the so-called tangen-
tial differential forms ([MS88, chapter 3] and [BDD07, section 1.1.3]); therefore,
it will be denoted by Ω•(F), following definition 1.19. In what follows, given
X ∈ Γ(F ), we will write abusively ιX , LX , and d for the Cartan triple associ-
ated to F (see theorem 1.24), which is essentially a restriction to Ω•(F) of the
Cartan triple of De Rham. In order to avoid confusions with other brackets,
we will also denote by {·, ·} the Lie algebroid bracket of F , which is just the
restriction to Γ(F ) of the Lie bracket of vector fields of the underlying manifold.
Proposition 2.4: Let E = (E → M, a, [·, ·], 〈·, ·〉) be a regular Courant alge-
broid. The vector bundle Q → M is a quadratic Lie algebra bundle (which is
a particular case of a Courant algebroid), that we will denote by Q = (Q →
M, [·, ·]Q, 〈·, ·〉Q) without further reference to E if the context is clear.
Proof: On the vector bundle Q→M we have a R-bilinear map [·, ·]Q : Γ(Q)×
Γ(Q) → Γ(Q) defined by [a¯, b¯]Q = [a, b] for any a¯, b¯ ∈ Γ(Q). This bracket
is well-defined according to (1.16) and (1.17). Since the anchor of E induces
the zero map on Q → M , the Leibniz rules (1.14) and (1.15) imply together
that Q → M is a Lie algebra bundle. The inner product of E induces a well-
defined inner product 〈·, ·〉Q : Γ(Q) × Γ(Q) → C∞(M) thanks to (1.10). It is
non-degenerate, indeed, let a¯ ∈ Γ(Q) such that 〈a¯, b¯〉 = 0 for all b¯ ∈ Γ(Q),
then 〈a, b〉 = 0 for all b ∈ Γ(Ker a), which is generated by ImD as a C∞(M)-
module according to (1.20), hence a¯ = 0. Thanks to (1.10), this inner product
also satisfies the property (1.4). Therefore, Q → M is a quadratic Lie algebra
bundle.
Definition 2.5: Let E = (E → M, a, [·, ·], 〈·, ·〉) be a regular Courant alge-
broid. Elements of the C∞(M)-module Ω•(F , Q) = Γ(Λ•F ∗ ⊗Q) will be called
tangential differential forms on M with values in Q. On Ω•(F , Q) we define
〈· ∧ ·〉Q : Ω
p(F , Q)× Ωq(F , Q)→ Ωp+q(F),
[· ∧ ·]Q : Ω
p(F , Q)× Ωq(F , Q)→ Ωp+q(F , Q),
by the following formulas:
〈ω ∧ η〉Q(X1, . . . , Xp+q)
=
1
p!q!
∑
σ∈Sp+q
(−1)|σ|
〈
ω(Xσ(1), . . . , Xσ(p)), η(Xσ(p+1), . . . , Xσ(p+q))
〉
Q
,
[ω ∧ η]Q(X1, . . . , Xp+q)
=
1
p!q!
∑
σ∈Sp+q
(−1)|σ|
[
ω(Xσ(1), . . . , Xσ(p)), η(Xσ(p+1), . . . , Xσ(p+q))
]
Q
,
for all X1, . . . , Xp+q ∈ Γ(F ); or, on elementary tensors, by:〈
(α⊗ a¯) ∧ (β ⊗ b¯)
〉
Q
=
〈
a¯, b¯
〉
Q
α ∧ β,[
(α⊗ a¯) ∧ (β ⊗ b¯)
]
Q
= (α ∧ β)⊗
[
a¯, b¯
]
Q
,
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for all α, β ∈ Ω•(F) and a¯, b¯ ∈ Γ(Q).
Proposition 2.6: Let E = (E → M, a, [·, ·], 〈·, ·〉) be a regular Courant alge-
broid. We have
1. 〈ω ∧ η〉Q = (−1)pq〈η ∧ ω〉Q for all ω ∈ Ωp(F , Q) and η ∈ Ωq(F , Q),
2. [ω ∧ η]Q = −(−1)pq[η ∧ ω]Q for all ω ∈ Ωp(F , Q) and η ∈ Ωq(F , Q),
3. Equipped with the operation [· ∧ ·]Q, Ω•(F , Q) is a Z-graded Lie algebra
(see [Sch79, definition 1, section 1, chapter 1]).
Proof: The first property is clear from the definition. The second one too, for
we have [
(α⊗ a¯) ∧ (β ⊗ b¯)
]
Q
= (α ∧ β)⊗
[
a¯, b¯
]
Q
= −(−1)ij(β ∧ α)⊗
[
b¯, a¯
]
Q
= −(−1)ij
[
(β ⊗ b¯) ∧ (α⊗ a¯)
]
Q
,
for all α⊗ a¯ ∈ Ωi(F , Q) and β ⊗ b¯ ∈ Ωj(F , Q), so the bracket [· ∧ ·]Q is graded
skew-symmetric. It remains to show that the graded Jacobi identity holds, but
this follows directly from the non-graded Jacobi identity since
(−1)ik
[
α⊗ a¯ ∧
[
β ⊗ b¯ ∧ γ ⊗ c¯
]
Q
]
Q
+(−1)ij
[
β ⊗ b¯ ∧
[
γ ⊗ c¯ ∧ α⊗ a¯
]
Q
]
Q
+ (−1)jk
[
γ ⊗ c¯ ∧
[
α⊗ a¯ ∧ β ⊗ b¯
]
Q
]
Q
= (−1)ik(α ∧ β ∧ γ)⊗
([
a¯,
[
b¯, c¯
]
Q
]
Q
+
[
b¯, [c¯, a¯
]
Q
]
Q
+
[
c¯,
[
a¯, b¯
]
Q
]
Q
)
,
for any elementary tensors α ⊗ a¯ ∈ Ωi(F , Q), β ⊗ b¯ ∈ Ωj(F , Q) and γ ⊗ c¯ ∈
Ωk(F , Q).
The next lemma contains the results of computations that will be used ex-
tensively in the following.
Lemma 2.7: Let E = (E →M, a, [·, ·], 〈·, ·〉) be a regular Courant algebroid.
1. For any A1 and A2 ∈ Ω1(F , Q), we have
〈A1 ∧ A2〉Q(X,Y ) =
〈
A1(X), A2(Y )
〉
Q
−
〈
A1(Y ), A2(X)
〉
Q
,
for all X , Y ∈ Γ(F ).
2. For any A ∈ Ω1(F , Q) and R ∈ Ω2(F , Q), we have〈
A ∧R
〉
Q
(X,Y, Z)
=
〈
A(X), R(Y, Z)
〉
Q
−
〈
A(Y ), R(X,Z)
〉
Q
+
〈
A(Z), R(X,Y )
〉
Q
,
for all X , Y and Z ∈ Γ(F ).
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3. For any A ∈ Ω1(F , Q), we have
[A ∧ A]Q(X,Y ) = 2
[
A(X), A(Y )
]
Q
,
for all X , Y ∈ Γ(F ).
4. For any A ∈ Ω1(F , Q), we have〈
A ∧ [A,A]Q
〉
Q
(X,Y, Z) = 6
〈
A(X), [A(Y ), A(Z)]Q
〉
Q
,
for all X , Y and Z ∈ Γ(F ).
Definition 2.8: Let ω ∈ Ωk(F , Q). Define adω ∈ Γ(ΛkF ∗ ⊗ EndQ) by
adω(X1, . . . , Xk)(a¯) =
[
ω(X1, . . . , Xk), a¯
]
Q
,
for all X1, . . . , Xk ∈ Γ(F ) and a¯ ∈ Γ(Q).
Proposition 2.9 ([CSX13, lemma 1.2]): Let E = (E → M, a, [·, ·], 〈·, ·〉) be a
regular Courant algebroid. Consider the diagram
0
(Ker a)⊥ ∼= F ∗
0 Ker a E F 0
Q
0
π
a , (2.1)
where π is the projection Ker a→ Q. Then,
1. there exists a vector bundle morphism λ : F → E such that a ◦ λ = IdF
and Imλ is an isotropic vector subbundle of E →M relatively to 〈·, ·〉,
2. there exists a vector bundle morphism σ : Q→ Ker a such that π◦σ = IdQ
and Imσ is orthogonal to Imλ in E →M relatively to 〈·, ·〉.
Remark 2.10: In the above diagram, the inclusion on the right is given by
(1.19), the top one by (1.21) and the isomorphism is given by Υ−1 ◦ a∗ since
according to [Gre75, chapter 2, section 5, proposition 3] we have
Im(Υ−1 ◦ a∗) = Υ−1 Im(a∗) ∼= Υ−1(AnnKer a) ∼= (Ker a)∗.
Definition 2.11: Let E = (E → M, a, [·, ·], 〈·, ·〉) be a regular Courant alge-
broid. A pair of vector bundle morphisms (λ, σ) resulting from the previous
proposition will be called a dissection of E .
21
The following theorem, which appeared in [CSX13], is fundamental: using a
dissection of a regular Courant algebroid E , we can decompose the vector bundle
underlying E into a Whitney sum F ∗⊕Q⊕F →M and transport the Courant
algebroid structure on E onto this vector bundle, in a similar way to theorem
1.62.
Theorem 2.12 ([CSX13, section 2]): Let E = (E → M, aE, [·, ·]E , 〈·, ·〉E) be a
regular Courant algebroid. Let (λ, σ) be a dissection of E . Firstly, the dissection
determines a vector bundle isomorphism
∆ :
{
F ∗ ⊕Q⊕ F −→ E
α⊕ a¯⊕X 7−→ a∗E(α)
♯ + σ(a¯) + λ(X)
. (2.2)
Secondly, using the isomorphism ∆, we transport the Courant algebroid struc-
ture on E →M onto the vector bundle F ∗⊕Q⊕F →M , whose anchor a, inner
product 〈·, ·〉, and bracket [·, ·] are given for any α, β ∈ Γ(F ∗), a¯, b¯ ∈ Γ(Q) and
X , Y ∈ Γ(F ) by the following relations:
a(α⊕ a¯⊕X) = X,〈
α⊕ a¯⊕X, β ⊕ b¯ ⊕ Y
〉
= α(Y ) + β(X) + 〈a¯, b¯〉Q,
[X,Y ] = ιY ιXH ⊕ R(X,Y )⊕ {X,Y },
[X, a¯] = −[a¯, X ] = K(X, a¯)⊕∇X a¯,
[X,α] = LXα,
[α,X ] = −LXα+ dιXα = −ιXdα,
[a¯, b¯] = P (a¯, b¯)⊕ [a¯, b¯]Q,
[α, a¯] = [a¯, α] = [α, β] = 0,
where H ∈ Ω3(F), R ∈ Ω2(F , Q) and ∇ is a F -connection on Q → M , which
all explicitly depend on the dissection, and where the intermediary quantities
K : Γ(F )⊗ Γ(Q)→ Γ(F ∗) and P : Γ(Q)⊗ Γ(Q)→ Γ(F ∗) are defined by
K(X, a¯)(Y ) = −
〈
a¯, R(X,Y )
〉
Q
, P (a¯, b¯)(X) =
〈
b¯,∇X a¯
〉
Q
.
Moreover, writing d∇ for the covariant exterior derivative associated to the F -
module (Q→M,∇) (see definition 1.22), the Courant algebroid axioms for the
Courant algebroid structure just introduced on the vector bundle F ∗⊕Q⊕F →
M , require ∇, R and H to satisfy the following compatibility relations :
X ·
〈
a¯, b¯
〉
Q
=
〈
∇X a¯, b¯
〉
Q
+
〈
a¯,∇X b¯
〉
Q
, (2.3)
∇X [a¯, b¯]Q =
[
∇X a¯, b¯
]
Q
+
[
a¯,∇X b¯
]
Q
, (2.4)
d∇R = 0, (2.5)
d
2
∇ = adR, (2.6)
dH =
1
2
〈R ∧R〉Q, (2.7)
for all a¯, b¯ ∈ Γ(Q) and X , Y , Z ∈ Γ(F ).
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Remark 2.13: The bracket defined on the vector bundle F ∗ ⊕Q⊕ F →M in
the previous theorem can be written as
[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇, R, H
= LXβ − ιY dα+
〈
∇a¯, b¯
〉
Q
−
〈
b¯, ιXR
〉
Q
+
〈
a¯, ιYR
〉
Q
+ ιY ιXH ⊕ [a¯, b¯]Q +∇X b¯−∇Y a¯+R(X,Y )⊕ {X,Y }. (2.8)
The Courant algebroid structure that appears in the previous theorem can be
singled out, which is the content of the following proposition (see also [CSX13,
section 2]).
Proposition 2.14: Let M be a manifold. Let F → M be an involutive dis-
tribution of TM → M , associated to a foliation F of M , and Q = (Q →
M, [·, ·]Q, 〈·, ·〉Q) a quadratic Lie algebra bundle. Let ∇ be a F -connection on
Q → M , R ∈ Ω2(F , Q) and H ∈ Ω3(F) such that the compatibility rela-
tions (2.3), (2.4), (2.5), (2.6) and (2.7) are satisfied. Then, the vector bundle
F ∗ ⊕Q⊕ F →M is a Courant algebroid for the anchor, the inner product and
the bracket defined in the previous theorem. This regular Courant algebroid is
called standard and is denoted by SM [∇, R,H ]; the inclusions F →֒ F ∗⊕Q⊕F
and Q →֒ Q⊕ F constitute a dissection of SM [∇, R,H ].
Remark 2.15: Let E be a regular Courant algebroid. Given a dissection (λ, σ)
of E , we obtain by the previous theorem an isomorphism ∆, a F -connection ∇,
a tangential 2-differential form R with values in Q and a tangential 3-differential
form H . In what follows we will only work with these data, not the splittings
λ, σ. Therefore, we will refer to the dissection (λ, σ) by the data (∆,∇, R,H)
associated to the dissection by means of the previous theorem (historically, only
the isomorphism ∆ was called a dissection, see [CSX13, section 1.3]).
Now we would like to investigate the change of standard Courant alge-
broid structure caused by a change of dissection in a regular Courant alge-
broid. For that matter, consider a regular Courant algebroid E = (E →
M, aE , [·, ·]E , 〈·, ·〉E), and let (∆,∇, R,H) and (∆ˆ, ∇ˆ, Rˆ, Hˆ) be two dissections of
E (see remark 2.15). We will write a for the anchor, [·, ·] for the bracket, and 〈·, ·〉
for the inner product of both Courant algebroid structures on F ∗⊕Q⊕F →M
associated to these dissections. By definition of a dissection, we get two Courant
algebroid isomorphisms ∆−1 : E → SM [∇, R,H ] and ∆ˆ−1 : E → SM [∇ˆ, Rˆ, Hˆ ],
over the same manifold M . Therefore, we obtain a diagram of vector bundles
over M
E
F ∗ ⊕Q⊕ F F ∗ ⊕Q⊕ F
∆−1 ∆ˆ−1
δ=∆ˆ−1◦∆
,
and the change of dissection δ = ∆ˆ−1 ◦∆ : SM [∇, R,H ]→ SM [∇ˆ, Rˆ, Hˆ ] is also
an isomorphism of Courant algebroids over M (see also [CSX13, proposition
2.7]).
Definition 2.16: We will write O(Q) for the group of orthogonal automor-
phisms of the vector bundle Q → M equipped with its inner product 〈·, ·〉Q,
and Aut(Q) for the group of orthogonal automorphisms of the Lie algebroid
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Q, that is, elements of O(Q) that also preserve the bracket of Q. Furthermore,
writing τ ∈ O(Q) (respectively τ ∈ Aut(Q)) will mean that the bundle map
τ is assumed to cover the identity of the base manifold M , whereas writing
(ϕ, τ) ∈ O(Q) (respectively (ϕ, τ) ∈ Aut(Q)) will mean that the bundle map τ
is assumed to cover the diffeomorphism ϕ of the base manifold M .
Definition 2.17: Let A ∈ Ω1(F , Q). Recall that thanks to the inner product
on Q, Γ(Q∗) ∼= Γ(Q) as C∞(M)-modules. We will denote by A† : Γ(Q) →
Γ(F ∗) the dual map of A : Γ(F ) → Γ(Q), which is defined by
〈
A(X), a¯
〉
Q
=〈
X,A†(a¯)
〉
Q
for all X ∈ Γ(F ) and a¯ ∈ Γ(Q).
Definition 2.18: Let B ∈ Ω2(F). We define a map B♯ : Γ(F ) → Γ(F ∗) by
setting B♯(X)(Y ) = B(X,Y ) for any X and Y ∈ Γ(F ).
The following proposition will be used to get the general form of a change
of dissection in theorem 2.23.
Proposition 2.19 ([CSX13, section 2.4]): Any Courant algebroid isomorphism
Φ : SM [∇, R,H ]→ SM [∇ˆ, Rˆ, Hˆ ], covering the identity, is of the form
Φ(α⊕ a¯⊕X) = α+ ιXB −
1
2
A†
(
A(X)
)
−A†
(
τ(a¯)
)
⊕ τ(a¯) +A(X)⊕X, (2.9)
for some A ∈ Ω1(F , Q), B ∈ Ω2(F) and τ ∈ Aut(Q).
Proof: Let f ∈ C∞(M). Then for any u, v ∈ Γ(S), S = F ∗ ⊕Q ⊕ F , we have
Φ
(
[fu, v]
)
=
[
Φ(fu),Φ(v)
]
. We now expand both sides. Firstly,
Φ
(
[fu, v]
)
= Φ
(
f [u, v]− (a(v) · f)u+ 〈u, v〉Df
)
= fΦ
(
[u, v]
)
− (a(v) · f)Φ(u) + 〈u, v〉Φ(Df),
and secondly,[
Φ(fu),Φ(v)
]
=
[
fΦ(u),Φ(v)
]
= f
[
Φ(u),Φ(v)
]
−
(
a (Φ(v)) · f
)
Φ(u) +
〈
Φ(u),Φ(v)
〉
Df,
hence
−(a(v) ·f)Φ(u)+ 〈u, v〉Φ(Df) = − (a (Φ(v)) · f)Φ(u)+
〈
Φ(u),Φ(v)
〉
Df. (2.10)
Therefore, taking both u and v in Γ(F ), we obtain 〈u, v〉 = 0 and (2.10) becomes
(a(v) · f)Φ(u) = (a (Φ(v)) · f)Φ(u). Φ being an isomorphism and the relation
being valid for any f , we obtain that a (Φ(v)) = v for any v ∈ Γ(F ). Now, still
for v ∈ Γ(F ), (2.10) yields Φ(Df) = Df , and since by (1.20) (Ker a)⊥ ∼= F ∗ is
generated by ImD, we obtain Φ|F∗ = IdF∗ . We deduce from these observations
that for any a¯ ∈ Γ(Q) and α ∈ Γ(F ∗) we have
〈
Φ(a¯), α
〉
=
〈
Φ(a¯),Φ(α)
〉
=
〈a¯, α〉 = 0, so finally Φ can be written in matrix form as
Φ =

Id γ β0 τ A
0 0 Id

 ,
for some maps τ : Γ(Q) → Γ(Q), A : Γ(F ) → Γ(Q), β : Γ(F ) → Γ(F ∗) and
γ : Γ(Q) → Γ(F ∗). Φ has to preserve the inner product so
〈
Φ(X),Φ(X)
〉
= 0
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for any X ∈ Γ(F ), and then β(X) = − 12A
† ◦A(X). More generally, we can add
to β any element in Ω2(F) without breaking the orthogonality assumption for
Φ, so we can write
β = B♯ −
1
2
A† ◦A,
for some B ∈ Ω2(F). Now Φ being an orthogonal transformation, we have〈
Φ(a¯),Φ(X)
〉
= 〈a¯, X〉 = 0 for all X ∈ Γ(F ) and a¯ ∈ Γ(Q); hence
γ = −A† ◦ τ.
We also have that τ ∈ O(Q). Indeed,
〈a¯, b¯〉Q =
〈
Φ(a¯),Φ(b¯)
〉
=
〈
−A†(τ(a¯))⊕ τ(a¯),−A(τ(b¯))⊕ τ(b¯)
〉
=
〈
τ(a¯), τ(b¯)
〉
Q
,
and τ is invertible since Φ is. Moreover, since Φ is an isomorphism of Courant
algebroids, Φ
(
[a¯, b¯]∇, R,H
)
=
[
Φ(a¯),Φ(b¯)
]
∇ˆ, Rˆ, Hˆ
holds for all a¯, b¯ ∈ Γ(Q); ex-
panding this expression on both sides we obtain
〈∇a¯, b¯〉Q −A
†
(
τ([a¯, b¯]Q)
)
⊕ τ([a¯, b¯]Q) = 〈∇ˆτ(a¯), τ(b¯)〉Q ⊕ [τ(a¯), τ(b¯)]Q,
and projecting on Γ(Q) this relation implies that τ ∈ Aut(Q) eventually.
Using the fact that a Courant algebroid morphism has to preserve the brack-
ets (see definition 1.71) as well as the preceding lemma applied to the change of
dissection δ : SM [∇, R,H ] → SM [∇ˆ, Rˆ, Hˆ ], we are going to establish relations
between ∇, R and H on one side, and ∇ˆ, Rˆ and Hˆ on the other side. To this
end, we write the change of dissection δ as δ = Ψτ ◦ ΨA ◦ ΨB , where Ψτ , ΨA
and ΨB are the orthogonal automorphisms (as it is easy to check) of the vector
bundle F ∗ ⊕Q⊕ F →M respectively associated to A ∈ Ω1(F , Q), B ∈ Ω2(F),
τ ∈ Aut(Q), and defined by
Ψτ (α⊕ a¯⊕X) = α⊕ τ(a¯)⊕X, (2.11)
ΨA(α⊕ a¯⊕X) = α−
1
2
A†
(
A(X)
)
−A†(a¯)⊕ a¯+A(X)⊕X, (2.12)
ΨB(α⊕ a¯⊕X) = α+ ιXB ⊕ a¯⊕X, (2.13)
for all α ∈ Γ(F ∗), a¯ ∈ Γ(Q) and X ∈ Γ(F ). We can also write the maps Ψτ ,
ΨA and ΨB in matrix form as
Ψτ =

Id 0 00 τ 0
0 0 Id

 , ΨA =

Id −A† − 12A† ◦A0 Id A
0 0 Id

 , ΨB =

Id 0 B♯0 Id 0
0 0 Id

 .
Note that relatively to (2.9), we made the bijective change A 7→ τ ◦ A, with
τ ∈ Aut(Q).
Lemma 2.20: Let M be a manifold, F → M an involutive distribution of
TM →M , associated to a foliation F of M , and Q = (Q→M, [·, ·]Q, 〈·, ·〉Q) a
quadratic Lie algebra bundle. Let τ ∈ Aut(Q) and consider the vector bundle
endomorphism Ψτ : F ∗ ⊕ Q ⊕ F → F ∗ ⊕ Q ⊕ F as defined by (2.11). Let
SM [∇, R,H ] denote a standard Courant algebroid structure on the source vector
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bundle of Ψτ as described in 2.14. For any α, β ∈ Γ(F ∗), a¯, b¯ ∈ Γ(Q) and
X,Y ∈ Γ(F ), we have (see 2.13 for the notation)
Ψτ [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇, R, H =
[
Ψτ (α⊕ a¯⊕X),Ψτ(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ,H
,
where ∇ˆ and Rˆ are defined by
∇ˆ = τ ◦ ∇ ◦ τ−1, (2.14)
Rˆ = τ ◦R. (2.15)
In other words, Ψτ is a Courant algebroid morphism between SM [∇, R,H ] and
SM [∇ˆ, Rˆ,H ], covering the identity.
Proof: On one side we have
Ψτ [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇, R, H =
= LXβ − ιY dα+ 〈∇a¯, b¯〉Q + 〈a¯, ιY R〉Q − 〈b¯, ιXR〉Q
⊕ τ
(
[a¯, b¯]Q
)
+ τ(∇X b¯)− τ(∇Y a¯) + τ
(
R(X,Y )
)
⊕ {X,Y },
and on the other side[
Ψτ (α⊕ a¯⊕X),Ψτ (β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ
=
[
α⊕ τ(a¯)⊕X, β ⊕ τ(b¯)⊕ Y
]
= LXβ − ιY dα+
〈
∇ˆτ(a¯), τ(b¯)
〉
Q
+
〈
τ(a¯), ιY Rˆ
〉
Q
−
〈
τ(b¯), ιX Rˆ
〉
Q
⊕
[
τ(a¯), τ(b¯)
]
Q
+ ∇ˆXτ(b¯)− ∇ˆY τ(a¯) + Rˆ(X,Y )⊕ {X,Y }.
Projecting on Γ(Q), we obtain the result. Note that the relations (2.14) and
(2.15) assure in particular that after projecting on Γ(F ∗) all terms are equal,
using furthermore the fact that since τ is an orthogonal transformation, its
adjoint is τ−1, which yields the relations〈
τ(a¯), Rˆ(Y, Z)
〉
Q
=
〈
a¯, τ−1
(
Rˆ(Y, Z)
)〉
Q
,〈
∇ˆτ(a¯), τ(b¯)
〉
Q
=
〈
τ−1
(
∇ˆτ(a¯)
)
, b¯
〉
Q
.
Lemma 2.21: Let M be a manifold, F → M an involutive distribution of
TM → M , associated to a foliation F of M , and Q = (Q → M, [·, ·]Q, 〈·, ·〉Q)
a quadratic Lie algebra bundle. Let A ∈ Ω1(F , Q) and consider the vector
bundle endomorphism ΨA : F ∗ ⊕ Q ⊕ F → F ∗ ⊕ Q ⊕ F as defined by (2.12).
Let SM [∇, R,H ] denote a standard Courant algebroid structure on the source
vector bundle of ΨA as described in 2.14. For any α, β ∈ Γ(F ∗), a¯, b¯ ∈ Γ(Q)
and X,Y ∈ Γ(F ), we have (see 2.13 for the notation)
ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇, R,H =
[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ
,
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where ∇ˆ, Rˆ and Hˆ are defined by
∇ˆ = ∇− adA,
Rˆ = R− d∇ˆA−
1
2
[A ∧ A]Q,
Hˆ = H − 〈A ∧ Rˆ〉Q −
1
2
〈A ∧ d∇ˆA〉Q −
1
6
〈
A ∧ [A ∧ A]Q
〉
Q
.
In other words, ΨA is a Courant algebroid morphism between SM [∇, R,H ] and
SM [∇ˆ, Rˆ, Hˆ ], covering the identity.
Proof: We begin by computing [ΨA(α ⊕ a¯ ⊕ X),ΨA(β ⊕ b¯ ⊕ Y )
]
∇ˆ, Rˆ, Hˆ
. In
what follows, we will purposely omit the references to ∇ˆ, Rˆ, and Hˆ in bracket
subscripts to lighten the notations somewhat.[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
=
[
α−A†(a¯)−
1
2
A† ◦A(X)⊕ a¯+ ιXA⊕X,
β −A†(b¯)−
1
2
A† ◦A(Y )⊕ b¯+ ιY A⊕ Y
]
= [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]− [A†(a¯), Y ]−
1
2
[A† ◦A(X), Y ]
+ [a¯, A(Y )]− [X,A†(b¯)]−
1
2
[X,A† ◦A(Y )] + [X,A(Y )]
+ [A(X), A(Y )] + [A(X), b¯] + [A(X), Y ].
Then, expanding all the brackets except the first one, we obtain[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯ ⊕ Y )
]
= [α⊕ a¯⊕X, β ⊕ b¯ ⊕ Y ]
+LY A
†(a¯)− dιYA
†(a¯) +
1
2
LYA
†(A(X))−
1
2
dιY A
†(A(X))
+
〈
A(Y ), ∇ˆa¯
〉
Q
+
[
a¯, A(Y )
]
Q
−LXA
†(b¯)−
1
2
LXA
†(A(Y ))
−
〈
A(Y ), ιX Rˆ
〉
Q
+ ∇ˆXA(Y ) +
〈
A(Y ), ∇ˆA(X)
〉
Q
+
〈
b¯, ∇ˆA(X)
〉
Q
+
[
A(X), A(Y )
]
Q
+
[
A(X), b¯
]
Q
+
〈
A(X), ιY Rˆ
〉
Q
− ∇ˆY A(X).
(2.16)
In order to make the computations easier, let Z ∈ Γ(F ), we are going to evaluate[
ΨA(α ⊕ a¯ ⊕ X),ΨA(β ⊕ b¯ ⊕ Y )
]
∈ Γ(F ∗) ⊕ Γ(Q) ⊕ Γ(F ) on Z; thus we will
obtain an element of C∞(M)⊕Γ(Q)⊕Γ(F ). We compute separately the terms
ιZLY A
†(a¯)− ιZdιY A
†(a¯) +
1
2
ιZLY A
†(A(X))
−
1
2
ιZdιY A
†(A(X)) − ιZLXA
†(b¯)−
1
2
ιZLXA
†(A(Y ))
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extracted from the previous expression (2.16):
ιZLY A
†(a¯)− ιZdιY A
†(a¯) +
1
2
ιZLY A
†(A(X))
−
1
2
ιZdιYA
†(A(X))− ιZLXA
†(b¯)−
1
2
ιZLXA
†(A(Y )) =〈
∇ˆY A(Z), a¯
〉
Q
+
〈
A(Z), ∇ˆY a¯
〉
Q
−
〈
A({Y, Z}), a¯
〉
Q
−
〈
∇ˆZA(Y ), a¯
〉
Q
−
〈
A(Y ), ∇ˆZ a¯
〉
Q
+
1
2
〈
∇ˆY A(X), A(Z)
〉
Q
+
1
2
〈
A(X), ∇ˆY A(Z)
〉
Q
−
1
2
〈
∇ˆZA(X), A(Y )
〉
Q
−
1
2
〈
A(X), ∇ˆZA(Y )
〉
Q
−
1
2
〈
A({Y, Z}), A(X)
〉
Q
−
〈
∇ˆXA(Z), b¯
〉
Q
−
〈
A(Z), ∇ˆX b¯
〉
Q
+
〈
A({X,Z}), b¯
〉
Q
−
1
2
〈
∇ˆXA(Y ), A(Z)
〉
Q
−
1
2
〈
A(Y ), ∇ˆXA(Z)
〉
Q
+
1
2
〈
A({X,Z}), A(Y )
〉
Q
,
which yields, after plugging back the result into (2.16) and evaluating on Z:
ιZ
[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
= ιZ [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]
+
〈
∇ˆY A(Z), a¯
〉
Q
+
〈
A(Z), ∇ˆY a¯
〉
Q
−
〈
A({Y, Z}), a¯
〉
Q
−
〈
∇ˆZA(Y ), a¯
〉
Q
−
〈
A(Y ), ∇ˆZ a¯
〉
Q
+
1
2
〈
∇ˆYA(X), A(Z)
〉
Q
+
1
2
〈
A(X), ∇ˆYA(Z)
〉
Q
−
1
2
〈
∇ˆZA(X), A(Y )
〉
Q
−
1
2
〈
A(X), ∇ˆZA(Y )
〉
Q
−
1
2
〈
A({Y, Z}), A(X)
〉
Q
−
〈
∇ˆXA(Z), b¯
〉
Q
−
〈
A(Z), ∇ˆX b¯
〉
Q
+
〈
A({X,Z}), b¯
〉
Q
−
1
2
〈
∇ˆXA(Y ), A(Z)
〉
Q
−
1
2
〈
A(Y ), ∇ˆXA(Z)
〉
Q
+
1
2
〈
A({X,Z}), A(Y )
〉
Q
+
〈
A(Y ), ∇ˆZ a¯
〉
Q
+ [a¯, A(Y )]Q −
〈
A(Y ), Rˆ(X,Z)
〉
Q
+ ∇ˆXA(Y )
+
〈
A(Y ), ∇ˆZA(X)
〉
Q
+
〈
b¯, ∇ˆZA(X)
〉
Q
+
[
A(X), A(Y )
]
Q
+
[
A(X), b¯
]
Q
+
〈
A(X), Rˆ(Y, Z)
〉
Q
− ∇ˆYA(X).
(2.17)
Now we can also compute (the left-hand side bracket subscript being important
at this point):
ΨA[α⊕ a¯⊕X,β ⊕ b¯⊕ Y ]∇ˆ, Rˆ, Hˆ
= [α⊕ a¯⊕X, β ⊕ b¯ ⊕ Y ]
−A†
(
[a¯, b¯]Q
)
−A†
(
Rˆ(X,Y )
)
−A†
(
∇ˆX b¯
)
+A†
(
∇ˆY a¯
)
−
1
2
(A† ◦A)
(
{X,Y }
)
+A
(
{X,Y }
)
,
where the bracket on the right-and side still refers to the one on SM [∇ˆ, Rˆ, Hˆ ].
Therefore, substituting [α ⊕ a¯ ⊕ X, β ⊕ b¯ ⊕ Y ] from the above expression to
28
[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ] in (2.17), we obtain
ιZ
[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯ ⊕ Y )
]
∇ˆ, Rˆ, Hˆ
= ιZΨA[α⊕ a¯⊕X, β ⊕ b¯ ⊕ Y ]∇ˆ, Rˆ, Hˆ
+
〈
A(Z), [a¯, b¯]Q
〉
Q
+
〈
A(Z), Rˆ(X,Y )
〉
Q
+
〈
A(Z), ∇ˆX b¯
〉
Q
−
〈
A(Z), ∇ˆY a¯
〉
Q
+
1
2
〈
A(Z), A({X,Y })
〉
Q
−A
(
{X,Y }
)
+ the list of terms in (2.17) except the first one.
(2.18)
Now the goal is to identify the supplementary terms in (2.18). The terms〈
A(Z), ∇ˆY a¯
〉
Q
−
〈
A(Y ), ∇ˆZ a¯
〉
Q
−
〈
A(Z), ∇ˆX b¯
〉
Q
+
〈
A(Y ), ∇ˆZ a¯
〉
Q
−
〈
A(Z), ∇ˆY a¯
〉
Q
+
〈
A(Z), ∇ˆX b¯
〉
Q
cancel out. Then the terms
−
〈
A(Y ), Rˆ(X,Z)
〉
Q
+
〈
A(X), Rˆ(Y, Z)
〉
Q
+
〈
A(Z), Rˆ(X,Y )
〉
Q
are collected into the 3-differential form 〈A ∧ Rˆ〉Q that we can add to Hˆ , the
term
[
A(X), A(Y )
]
Q
is the Q-valued (tangential) 2-differential form 12 [A ∧A]Q
and the terms
∇ˆXA(Y )− ∇ˆY A(X)−A
(
{X,Y }
)
are collected into the Q-valued 2-differential form d∇ˆA (see lemma 2.7).
But if we add d∇ˆA to Rˆ and consider the associated bracket [·, ·]∇ˆ, Rˆ+d∇A, Hˆ ,
then we have to take into account supplementary terms coming from this addi-
tion. In other words:
ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ, Hˆ+〈A∧Rˆ〉Q
+ supplementary terms of (2.18)
= ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ+d
∇ˆ
A, Hˆ+〈A∧Rˆ〉Q
− terms in which
d∇ˆA appears in ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ+d
∇ˆ
A, Hˆ+〈A∧Rˆ〉Q
+ supplementary terms of (2.18).
Evaluating on Z ∈ Γ(F ) we obtain
ιZ
[
ΨA(α ⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ
= ιZΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ+d
∇ˆ
A, Hˆ+〈A∧Rˆ〉Q
+
〈
a¯,d∇ˆA(X,Z)
〉
A
−
〈
a¯,d∇ˆA(Y, Z)
〉
Q
+ ιZA
†
(
d∇ˆA(X,Y )
)
− d∇ˆA(X,Y ) + supplementary terms of (2.18).
The −d∇ˆA(X,Y ) term cancels out with the one found previously, and the terms〈
a¯,d∇ˆA(X,Z)
〉
Q
−
〈
a¯,d∇ˆA(Y, Z)
〉
Q
cancel out with the terms
〈
∇ˆYA(Z), a¯
〉
Q
−
〈
A({Y, Z}), a¯
〉
Q
−
〈
∇ˆZA(Y ), a¯
〉
Q
−
〈
∇ˆXA(Z), b¯
〉
Q
+
〈
A({X,Z}), b¯
〉
Q
+
〈
b¯, ∇ˆZA(X)
〉
Q
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coming from (2.17); and finally the term ιZA†
(
d∇ˆA(X,Y )
)
combined with the
terms
1
2
〈
∇ˆYA(X), A(Z)
〉
Q
+
1
2
〈
A(X), ∇ˆY A(Z)
〉
Q
+
1
2
〈
∇ˆZA(X), A(Y )
〉
Q
−
1
2
〈
A(X), ∇ˆZA(Y )
〉
Q
−
1
2
〈
A({Y, Z}), A(X)
〉
Q
−
1
2
〈
∇ˆXA(Y ), A(Z)
〉
Q
−
1
2
〈
A(Y ), ∇ˆXA(Z)
〉
Q
+
1
2
〈
A({X,Z}), A(Y )
〉
Q
+
1
2
〈
A(Z), A({X,Y })
〉
Q
coming from (2.17) and (2.18) are collected into the 3-differential form 12 〈A ∧
d∇ˆA〉Q that we will add further to Hˆ .
But what we have done for d∇ˆA, we need to repeat it for the term
1
2 [A∧A]Q
that we have found before. As supplementary terms we obtain〈
b¯, [A(X), A(Z)]Q
〉
Q
−
〈
a¯, [A(Y ), A(Z)]Q
〉
Q
+
〈
A(Z), [A(X), A(Y )]Q
〉
Q
.
The two first terms do not cancel out and the last one corresponds to the
3-differential form 16
〈
A ∧ [A ∧ A]Q
〉
Q
that will be added to Hˆ . Now the two
remaining terms in (2.17) correspond to adA added to ∇ˆ; however it is necessary
to remove the corresponding supplementary terms
−
〈
[A(Z), a¯]Q, b¯
〉
Q
+
〈
A(Z), [A(X), b¯]Q
〉
Q
−
〈
A(Z), [A(Y ), a¯]Q
〉
Q
,
which do not cancel out with other terms. Taking also into account the term〈
A(Z), [a¯, b¯]Q
〉
Q
remaining in (2.18), we obtain at last that[
ΨA(α⊕ a¯⊕X),ΨA(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ
= ΨA[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ+∇¯, Rˆ+R¯, Hˆ+H¯
+
〈
A(Z), [a¯, b¯]Q
〉
Q
+
〈
b¯, [A(X), A(Z)]Q
〉
Q
+
〈
a¯, [A(Y ), A(Z)]Q
〉
Q
−
〈
[A(Z), a¯]Q, b¯
〉
Q
+
〈
A(Z), [A(X), b¯]Q
〉
Q
−
〈
A(Z), [A(Y ), a¯]Q
〉
Q
,
where ∇¯, R¯ and H¯ are defined by
∇¯ = adA,
R¯ = d∇ˆA+
1
2
[A ∧ A]Q,
H¯ = 〈A ∧ Rˆ〉Q +
1
2
〈A ∧ d∇ˆA〉Q +
1
6
〈A ∧ [A ∧A]Q〉Q .
The six remaining terms all cancel out thanks to (1.10), which ends the proof.
Lemma 2.22: Let M be a manifold, F → M an involutive distribution of
TM →M , associated to a foliation F of M , and Q = (Q→M, [·, ·]Q, 〈·, ·〉Q) a
quadratic Lie algebra bundle. Let B ∈ Ω2(F) and consider the vector bundle
endomorphism ΨB : F ∗ ⊕ Q ⊕ F → F ∗ ⊕ Q ⊕ F as defined by (2.13). Let
SM [∇, R,H ] denote a standard Courant algebroid structure on the source vector
bundle of ΨB as described in 2.14. For any α, β ∈ Γ(F ∗), a¯, b¯ ∈ Γ(Q) and
X,Y ∈ Γ(F ), we have (see 2.13 for the notation)
ΨB[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇, R,H =
[
ΨB(α⊕ a¯⊕X),ΨB(β ⊕ b¯⊕ Y )
]
∇, R, Hˆ
,
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where Hˆ is defined by Hˆ = H−dB. In other words, ΨB is a Courant algebroid
morphism between SM [∇, R,H ] and SM [∇, R, Hˆ], covering the identity.
Proof: We begin by computing [ΨB(α ⊕ a¯ ⊕ X),ΨB(β ⊕ b¯ ⊕ Y )
]
∇ˆ, Rˆ, Hˆ
. In
what follows, we will purposely omit the references to ∇ˆ, Rˆ, and Hˆ in bracket
subscripts to lighten the notations somewhat.[
ΨB(α⊕ a¯⊕X),ΨB(β ⊕ b¯⊕ Y )
]
=
[
α+B(X)⊕ a¯⊕X, β +B(Y )⊕ b¯⊕ Y
]
= [α⊕ a¯⊕X, β ⊕ b¯⊕ Y ] + [B(X), Y ] + [X,B(Y )]
Using relations concerning the Cartan operations we obtain further
[B(X), Y ]+[X,B(Y )]
= −LY ιXB + dιY ιXB +LXιY B
= −dιY ιXB − ιY dιXB + dιY ιXB + ιXdιY B + dιXιY B
= −LY ιXB + ιXLYB − ιXιY dB
= ι{X,Y }B − ιXιY dB,
which yields[
ΨB(α ⊕ a¯⊕X),ΨB(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ
= ΨB[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ, Hˆ + ιY ιXdB
= ΨB[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇ˆ, Rˆ, Hˆ+dB,
from which the result is deduced.
The following theorem describes the effect of a change of dissection on a regu-
lar Courant algebroid. It is a direct consequence of the four previous statements.
Essentially this result is similar to the one obtained in [CSX13, proposition 2.7],
albeit written in another form.
Theorem 2.23: Let E = (E →M, a, [·, ·], 〈·, ·〉) be a regular Courant algebroid
and consider (∆,∇, R,H) and (∆ˆ, ∇ˆ, Rˆ, Hˆ) two dissections of E (see remark 2.15
for the notation). Then the change of dissection δ = ∆ˆ−1 ◦∆ : SM [∇, R,H ]→
SM [∇ˆ, Rˆ, Hˆ ] is a Courant algebroid isomorphism covering the identity of M of
the form
δ(α⊕ a¯⊕X) = α+ ιXB−
1
2
A†
(
A(X)
)
−A†(a¯)⊕ τ(a¯) + τ
(
A(X)
)
⊕X, (2.19)
for any α ∈ Γ(F ∗), a¯ ∈ Γ(Q) and X ∈ Γ(F ); and for some A ∈ Ω1(F , Q),
B ∈ Ω2(F) and τ ∈ Aut(Q). In matrix form we have
δ =

Id −A† B♯ − 12A† ◦A0 τ τ ◦A
0 0 Id

 . (2.20)
Moreover, we have the relations
∇ˆ = τ ◦ ∇ ◦ τ−1 − adτ◦A, (2.21)
Rˆ = τ ◦R− τ ◦ d∇A+
1
2
[τ ◦A ∧ τ ◦A]Q, (2.22)
Hˆ = H − dB − 〈A ∧R〉Q +
1
2
〈A ∧ d∇A〉Q −
1
6
〈
A ∧ [A ∧A]Q
〉
Q
. (2.23)
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Proof: The expression (2.19) is a direct application of proposition 2.19. The
relations (2.21), (2.22) and (2.23) are obtained from the successive application
of lemmas 2.22, 2.21 and 2.20, as well as the identities τ ◦ adA ◦τ−1 = adτ◦A
and d∇−adA = d∇A− [A ∧A]Q.
2.2 Global automorphisms
In this section we are interested in the study of the group of automorphisms of
a regular Courant algebroid by means of a dissection. What is interesting is the
appearance of automorphisms of a new kind, the so-calledA-fields, in addition to
the B-fields already known from generalized complex geometry, which is partly
based on the structure of exact Courant algebroids (see [Gua11]). These new
automorphisms made their appearance in [Rub13], [BH13] and [CMTW14] as
particular cases of Courant algebroids that we will recover in 2.4.
Definition 2.24: Let E = (E → M, a, [·, ·], 〈·, ·〉) be a Courant algebroid. An
automorphism of E is an automorphism (ϕ,Φ) : E → E of the vector bundle
E →M (the notation (ϕ,Φ) meaning that the map Φ covers the diffeomorphism
ϕ) satisfying the following relations for all u, v ∈ Γ(E):
dϕ ◦ a = a ◦ Φ, (2.24)
(ϕ−1)∗〈u, v〉 =
〈
Φ(u),Φ(v)
〉
, (2.25)
Φ
(
[u, v]
)
=
[
Φ(u),Φ(v)
]
, (2.26)
where in (2.25) (ϕ−1)∗ denotes the pullback of a smooth function by ϕ−1, and
in (2.26) Φ denotes the induced map on sections of the vector bundle E → M
defined by Φ(u)x = Φ(uϕ−1(x)) for any u ∈ Γ(E) and x ∈ M (this makes sense
because ϕ is a diffeomorphism of M).
The next proposition will show that the condition (2.24) is actually unneces-
sary and follows from both (2.25) and (2.26) together with the special relations
available in any Courant algebroid (see proposition 1.54). But first we remark
that given an automorphism (ϕ,Φ) : E → E of some vector bundle E → M ,
the induced map Φ : Γ(E) → Γ(E) is not C∞(M)-linear since Φ : E → E
does not cover the identity of M ; however we have a relation that replaces the
C∞(M)-linearity given by the following lemma.
Lemma 2.25: Let (ϕ,Φ) : E → E be an automorphism of a vector bundle
E → M on a manifold M . For all f ∈ C∞(M) and s ∈ Γ(E) we have the
relation Φ(fs) =
(
(ϕ−1)∗f
)
Φ(s).
Proof: For any point y ∈M we have successively
Φ(fs)y = Φ
(
(fs)ϕ−1(y)
)
= Φ
(
(f ◦ ϕ−1)(y)sϕ−1(y)
)
= (f ◦ ϕ−1)(y)Φ(sϕ−1(y))
=
(
(ϕ−1)∗f
)
(y)Φ(s)y.
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Hereafter is another lemma that we will need for the proposition. To this
end, we recall that givenM andN two manifolds and ϕ :M → N a smooth map,
X ∈ X(M) and Y ∈ X(N) are said to be ϕ-compatible if ϕ∗(X) = dϕ(X) =
ϕ∗(Y ) where ϕ∗ : X(N) → Γ(ϕ∗TM) (the target being the sections of TM
pullbacked along ϕ) is the map defined by ϕ∗(Y )x = Yϕ(x) for any x ∈ M (see
[Hus94, proposition 3.1, chapter 3] for more details).
Lemma 2.26: Let M and N be two manifolds and ϕ : M → N be a smooth
map. Let X ∈ X(M) and Y ∈ X(N) be two ϕ-compatible vector fields. For any
ω ∈ Ω•(N) we have
ιX(ϕ
∗ω) = ϕ∗ιY ω, LX(ϕ
∗ω) = ϕ∗LY ω.
Proof: Let ω ∈ Ωk(N) and X1, . . . , Xk−1 ∈ X(M). Then[
ιX(ϕ
∗ω)
]
(X1, . . . , Xk) = (ϕ
∗ω)(X,X1, . . . , Xk−1)
= ω(ϕ∗X,ϕ∗X1, . . . , ϕ∗Xk−1)
= (ιY ω)(ϕ∗X1, . . . , ϕ∗Xk−1)
=
[
ϕ∗(ιY ω)
]
(X1, . . . , Xk−1).
Now, the second formula results from the application of the first one, a Cartan’s
formula ([Lee13, theorem 14.35]), and the fact that the pullback operation ϕ∗
(on differential forms) commutes with the De Rham differential d (see [Lee13,
proposition 11.25]):
LX(ϕ
∗ω) = ιXdϕ
∗ω + dιXϕ
∗ω
= ιXϕ
∗
dω + dϕ∗ιY ω
= ϕ∗ιY dω + ϕ
∗
dιY ω
= ϕ∗LY ω.
Using both lemmas we can now prove the announced proposition.
Proposition 2.27: Let E = (E →M, a, [·, ·], 〈·, ·〉) be a Courant algebroid and
(ϕ,Φ) : E → E be an automorphism of a vector bundle E →M on a manifold
M , that satisfies both conditions (2.25) and (2.26). Then (ϕ,Φ) : E → E
satisfies (2.24) and is an automorphism of the Courant algebroid E .
Proof: Let f ∈ C∞(M). According to lemma 2.25 and relations 1.14 and 2.26,
we have on one side that[
Φ(u),Φ(fv)
]
= Φ
(
[u, fv]
)
= Φ
(
f [u, v] + (a(u) · f)v
)
= (ϕ−1)∗fΦ
(
[u, v]
)
+ (ϕ−1)∗
(
a(u) · f
)
Φ(v),
and on the other side we have[
Φ(u),Φ(fv)
]
=
[
Φ(u), (ϕ−1)∗fΦ(v)
]
= (ϕ−1)∗f
[
Φ(u),Φ(v)
]
+
(
a(Φ(u)) · (ϕ−1)∗f
)
Φ(v),
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which implies
(ϕ−1)∗
(
a(u) · f
)
= a(Φ(u)) · (ϕ−1)∗f.
According to lemma 2.26, it follows that
(ϕ−1)∗ιa(u)df = ιϕ∗a(u)(ϕ
−1)∗df
= ιϕ∗a(u)d(ϕ
−1)∗f
=
[
ϕ∗a(u)
]
·
[
(ϕ−1)∗f
]
,
which results in (2.24).
From now on we will consider a regular Courant algebroid E = (E →
M, a, [·, ·], 〈·, ·〉) and use the notations of the previous section. Let (∆,∇, R,H)
denote a dissection of E . The next proposition states that having chosen a dis-
section of E , to study the group of automorphisms of E is equivalent to study the
group of automorphisms of the standard Courant algebroid S = SM [∇, R,H ]
obtained from the dissection (see theorem 2.12).
Proposition 2.28: There is a group isomorphism Aut(E) ∼= Aut(S).
Proof: The group isomorphism Aut(E) → Aut(S) is defined by conjugation:
Φ 7→ ∆−1 ◦ Φ ◦∆. Note that ∆−1 ◦ Φ ◦∆ is actually an automorphism of S =
SM [∇, R,H ] because ∆ is by definition an isomorphism of Courant algebroids
covering the identity of M (see definition 1.71).
Definition 2.29: We will denote by O(S) the group of orthogonal automor-
phisms of the vector bundle S = F ∗ ⊕ Q ⊕ F → M , where the orthogonality
requirement is given by condition (2.25) and the inner product is 〈·, ·〉 of S given
by 〈
α⊕ a¯⊕X, β ⊕ b¯ ⊕ Y
〉
= α(Y ) + β(X) + 〈a¯, b¯〉Q,
as in (2.12), for any α, β ∈ F ∗, a¯, b¯ ∈ Γ(Q) and X,Y ∈ Γ(F ).
Although the condition (2.24) is unnecessary in the definition of an auto-
morphism of a Courant algebroid, it is still important for it ensures that given
(ϕ,Φ) : S → S an automorphism of S, the pushforward operation ϕ∗ = dϕ
maps Γ(F ) into itself. In other words ϕ is a foliated diffeomorphism of M (see
[BDD07, section 1.1.3]), that is, preserves leaves of the foliation F of M (see
proposition 2.3).
Definition 2.30: LetDifF (M) denote the group of foliated diffeomorphisms of
M (relatively to the foliation F and let ϕ ∈ DifF (M). We extend the pullback
operation ϕ∗ to Ω•(F , Q) by setting ϕ∗(α⊗ a¯) = (ϕ∗α)⊗ a¯ for any α ∈ Ωk(F)
and a¯ ∈ Γ(Q).
Definition 2.31: Let (ϕ, τ) ∈ O(Q) such that ϕ ∈ DifF(M). We will denote
by (ϕ, τ)♮ : S → S (or simply τ ♮) the bundle map covering ϕ and defined by
τ ♮ =

(ϕ−1)∗ 0 00 τ 0
0 0 ϕ∗

 .
We also set O♮F(Q) =
{
(ϕ, τ)♮ : ϕ ∈ DifF(M) and (ϕ, τ) ∈ O(Q)
}
.
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Proposition 2.32: O
♮
F (Q) is a subgroup of O(S).
Proof: First of all, the map τ ♮ maps S into S because ϕ is foliated, and is
invertible since ϕ is. Thus we obtain an automorphism of the vector bundle
S = F ∗ ⊕ Q ⊕ F → M . It is moreover orthogonal in the sense of (2.25) since
for all α, β ∈ Γ(F ∗), a¯, b¯ ∈ Γ(Q), X,Y ∈ Γ(F ), and x ∈M , we have〈
ϕ♮(α⊕ a¯⊕X), ϕ♮(β ⊕ b¯⊕ Y )
〉
x
=
〈[
(ϕ−1)∗α
]
x
∣∣(ϕ∗Y )x〉+ 〈[(ϕ−1)∗β]x ∣∣(ϕ∗X)x〉+ 〈τ(a¯)x, τ(b¯)x〉Q
= αϕ−1(x)dϕ−1(x)ϕ
−1
[
dϕ−1(x)ϕ(Yϕ−1(x))
]
+ βϕ−1(x)dϕ−1(x)ϕ
−1
[
dϕ−1(x)ϕ(Xϕ−1(x))
]
+
〈
τ(a¯ϕ−1(x)), τ(b¯ϕ−1(x))
〉
Q
= 〈α⊕ a¯⊕X, β ⊕ b¯⊕ Y 〉ϕ−1(x),
where we have used the fact that τ is orthogonal for 〈·, ·〉Q to obtain the last
line above. Therefore O♮F(Q) is a subset of O(S). It is actually a subgroup
of O(S), essentially because we have the properties (ϕ ◦ ψ)∗ = ϕ∗ ◦ ψ∗ and
(ϕ ◦ ψ)∗ = ψ∗ ◦ ϕ∗ (see [Lee13, propositions 3.6 and 12.25]).
Proposition 2.33: Let (ϕ, τ) ∈ Aut(Q) such that ϕ ∈ DifF (M). For any
α, β ∈ Γ(F ∗), a¯, b¯ ∈ Γ(Q) and X,Y ∈ Γ(F ), we have (see 2.13 and the previous
proposition for the notations)
τ ♮[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇, R,H =
[
τ ♮(α⊕ a¯⊕X), τ ♮(β ⊕ b¯⊕ Y )
]
∇ˆ, Rˆ, Hˆ
,
with ∇ˆ, Rˆ and Hˆ defined by
∇ˆ = (ϕ−1)∗(τ ◦ ∇ ◦ τ−1), Rˆ = (ϕ−1)∗(τ ◦R) and Hˆ = (ϕ−1)∗H.
Proof: According to (2.13), we have on one side that[
τ ♮(α⊕ a¯⊕X), τ ♮(β ⊕ b¯⊕ Y )
]
∇ˆ,Rˆ,Hˆ
=
[
(ϕ−1)∗α⊕ τ(a¯)⊕ ϕ∗X, (ϕ
−1)∗β ⊕ τ(b¯)⊕ ϕ∗Y
]
∇ˆ,Rˆ,Hˆ
= Lϕ∗X(ϕ
−1)∗β − ιϕ∗Y d(ϕ
−1)∗α+
〈
∇ˆτ(a¯), τ(b¯)
〉
Q
+
〈
τ(a¯), ιϕ∗Y Rˆ
〉
Q
−
〈
τ(b¯), ιϕ∗XRˆ
〉
Q
+ ιϕ∗Y ιϕ∗XHˆ
⊕ [τ(a¯), τ(b¯)]Q + ∇ˆϕ∗Xτ(b¯)− ∇ˆϕ∗Y τ(a¯)
+ Rˆ(ϕ∗X,ϕ∗Y )
⊕ {ϕ∗X,ϕ∗Y },
whereas on the other side we have
τ ♮[α⊕ a¯⊕X, β ⊕ b¯⊕ Y
]
∇,R,H
= (ϕ−1)∗LXβ − (ϕ
−1)∗ιY dα+ (ϕ
−1)∗〈∇a¯, b¯〉Q
+ (ϕ−1)∗〈a¯, ιYR〉Q − (ϕ
−1)∗〈b¯, ιXR〉Q + (ϕ
−1)∗ (ιY ιXH)
⊕ τ([a¯, b¯]Q) + τ(∇X b¯)− (τ∇Y a¯) + τ
(
R(X,Y )
)
⊕ ϕ∗{X,Y }.
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First of all, we remark that these computations make sense since ϕ is foliated:
ϕ∗ maps Γ(F ) into Γ(F ) so outputs of Lie derivatives and interior products are
still in Ω•(F , Q). Then, projecting on Γ(F ) does not yield any new relation since
we already know that ϕ∗ preserves the Lie bracket (in other words, ϕ∗ is a Lie
algebroid endomorphism of TM , see [Lee13, corollary 8.31]). Projecting on Γ(Q)
we obtain the first two conditions: Rˆ = (ϕ−1)∗(τ ◦R) and τ ◦∇ˆϕ∗X ◦τ
−1 = ∇X .
Finally, projecting on Γ(F ∗) and using lemma 2.26 as well as the first two
conditions, we do not obtain any new condition except relatively to H and Hˆ :
for all Z ∈ Γ(F ) we have on one side that
(ιϕ∗Y ιϕ∗XHˆ)(Z) = Hˆ(ϕ∗X,ϕ∗Y, Z) = (ϕ
∗Hˆ)(X,Y, ϕ−1∗ Z),
and on the other side[
(ϕ−1)∗ιY ιXH
]
(Z) = (ιY ιXH)(ϕ
−1
∗ Z) = H(X,Y, ϕ
−1
∗ Z),
hence the last condition, ϕ∗Hˆ = H .
Remark 2.34: In other words, under the assumptions stated in the proposition,
one can say that τ ♮ is a Courant algebroid isomorphism between SM [∇, R,H ]
and SM [∇ˆ, Rˆ, Hˆ ] (where ∇ˆ, Rˆ and Hˆ are defined in the above proposition),
covering ϕ. Although we did not define explicitly the notion of isomorphism be-
tween Courant algebroids covering a diffeomorphism, it is an easy adaption from
definition 2.24. In this particular case where both source and target Courant
algebroids are standard ones, only the relation (2.26) needs to be changed into
τ ♮
(
[α⊕ a¯⊕X, β ⊕ b¯⊕ Y ]∇,R,H
)
=
[
τ ♮(α ⊕ a¯⊕X), τ ♮(β ⊕ b¯⊕ Y )
]
∇ˆ,Rˆ,Hˆ
,
since anchors and inner products remain the same on both the source and the
target of τ ♮.
Lemma 2.35: Let B ∈ Ω2(F) and ϕ ∈ DifF (M). We have the formula
B♯ ◦ ϕ∗ = (ϕ
−1)∗
(
ϕ∗B
)♯
.
Proof: For all X , Y ∈ Γ(F ) we have successively
(B♯ ◦ ϕ∗)(X)(Y ) = B(ϕ∗X,Y )
= (ϕ∗B)(X,ϕ−1∗ Y )
=
(
ϕ∗B
)♯
(X)(ϕ−1∗ Y )
= (ϕ−1)∗
((
ϕ∗B
)♯
(X)
)
(Y ).
Definition 2.36: Let ϕ ∈ DifF (M). For any A ∈ Ω1(F , Q) we have A† :
Γ(Q) → Γ(F ∗) (see definition 2.17). We define ϕ∗A† by setting (ϕ∗A†)(a¯) =
ϕ∗
[
A†(a¯)
]
for all a¯ ∈ Γ(Q). Similarly, for any B ∈ Ω2(F) we have B♯ : Γ(F )→
Γ(F ∗) (see the discussion just before 2.20). We define ϕ∗B♯ by (ϕ∗B♯)(X) =
ϕ∗
[
B♯(X)
]
for all X ∈ Γ(F ).
The following theorem describes explicitly the group of automorphisms of a
standard Courant algebroid.
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Theorem 2.37: Let S = SM [∇, R,H ] denote a standard Courant algebroid.
Let (ϕ,Φ) ∈ Aut(S). There exists (ϕ, τ) ∈ Aut(Q), A ∈ Ω1(F , Q) and B ∈
Ω2(F) satisfying the conditions
∇− ϕ∗(τ−1 ◦ ∇ ◦ τ) = adA, (2.27)
R− ϕ∗(τ−1 ◦R) = d∇A−
1
2
[A ∧ A]Q, (2.28)
H − ϕ∗H = dB +
〈
A ∧R
〉
Q
−
1
2
〈d∇A ∧ A〉Q +
1
6
〈
A ∧ [A ∧A]Q
〉
Q
, (2.29)
and such that Φ = (ϕ, τ)♮ ◦ΨA ◦ΨB, that is,
Φ(α⊕ a¯⊕X) = (ϕ−1)∗α− (ϕ−1)∗A†(a¯) + (ϕ−1)∗B♯(X)−
1
2
(ϕ−1)∗A†(A(X))
⊕ τ(a¯) + τ(A(X)) ⊕ ϕ∗(X),
for all α ∈ Γ(F ∗), a¯ ∈ Γ(Q) and X ∈ Γ(F ). We will denote Φ by (ϕ, τ, A,B).
In matrix form we have
Φ =

(ϕ−1)∗ −(ϕ−1)∗A† (ϕ−1)∗B♯ − 12 (ϕ−1)∗A† ◦A0 τ τ ◦A
0 0 ϕ∗

 .
Moreover, the composition law of the group Aut(S) is given by
(ϕ, τ,A,B) ◦ (ψ, σ, C,D)
=
(
ϕ ◦ ψ, τ ◦ σ, ψ∗(σ−1 ◦A) + C,ψ∗B +D +
1
2
〈
ψ∗(σ−1 ◦A) ∧ C
〉
Q
)
,
(2.30)
the identity element is (IdM , IdQ, 0, 0) and the inversion is given by
(ϕ, τ, A,B)−1 =
(
ϕ−1, τ−1,−(ϕ−1)∗(τ ◦A),−(ϕ−1)∗B
)
. (2.31)
Proof: First of all, using a similar technique that the one used at the beginning
of the proof of 2.19, and also using lemma 2.25, we show that Φ(α) = (ϕ−1)∗α
for all α ∈ Γ(F ∗), but what is important is only the fact that Φ(F ∗) ⊂ F ∗. Using
this fact, we deduce, in a similar way to the end of the proof of 2.19, that Φ both
restricted and corestricted to Q is an automorphism of Q, that we will denote
by τ . Now define Ψ = (ϕ−1, τ−1)♮ ◦ Φ. Then Ψ is an isomorphism of standard
Courant algebroids covering the identity of M , and such that Ψ both restricted
and corestricted to Q is the identity map. Therefore, according to proposition
2.19, there exists A ∈ Ω1(F , Q) and B ∈ Ω2(F) such that Ψ = ΨA◦ΨB, and the
successive application of 2.33, 2.21 and 2.22 yields the conditions appearing in
the statement, taking into account that Φ is an automorphism of S, that is, ∇,
R and H must be used in both source and target standard Courant algebroids.
The composition law is found multiplying two automorphisms in matrix form,
and with the help of lemma 2.35 to identify the right terms.
Remark 2.38: Define a group AutF(Q) as the collection of elements (ϕ, τ) ∈
Aut(Q) such that ϕ ∈ DifF(M). Also, define another group Gau(S) =
Ω1(F , Q)× Ω2(F) for the (non abelian) composition law
(A,B) ◦ (C,D) =
(
A+ C,B +D +
1
2
〈A ∧ C〉Q
)
.
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We call this group the gauge group of S. Then from the previous theorem we can
say thatAut(S) is the subgroup of elements (ϕ, τ, A,B) ofAutF (Q)⋉θGau(S)
satisfying the relations (2.27), (2.28) and (2.29), where the action on the right
θ : AutF(Q)→ Aut [Gau(S)] is given by
θ
(
(ϕ, τ)
)
(A,B) =
(
ϕ∗(τ−1 ◦A), ϕ∗B
)
,
for all (ϕ, τ) ∈ AutF (Q), A ∈ Ω1(F , Q) and B ∈ Ω2(F).
2.3 Infinitesimal automorphisms
In this section we are interested in an infinitesimal version of the group of au-
tomorphisms of a regular Courant algebroid that we described in the previous
section. To begin with, we will define the notion of an infinitesimal automor-
phism without referring to a dissection. Once this task is done, we will use a
dissection to obtain an explicit description of these infinitesimal automorphisms.
In what follows, we will denote by Aut(E) the group of automorphisms of
a vector bundle E →M over a manifold M .
Definition 2.39: Let E → M be a vector bundle over a manifold M , and let
(ϕt,Φt)t∈R be a smooth one-parameter subgroup of Aut(E), that is, a group
homomorphism t ∈ R 7→ (ϕt,Φt) ∈ Aut(E) such that we can define
X · f =
d
dt
(ϕ−1t )
∗f
∣∣∣
t=0
and D(s) =
d
dt
Φt(s)
∣∣∣
t=0
for any f ∈ C∞(M) and s ∈ Γ(E), thus giving rise to a vector field X ∈ X(M)
and an endomorphism D ∈ EndΓ(E). We may also denote by XD the vector
field X as soon as D is given explicitly, and call the pair (X,D) the infinitesimal
generator of (ϕt,Φt)t∈R.
Proposition 2.40: Let E = (E →M, a, [·, ·], 〈·, ·〉) be a regular Courant al-
gebroid, and (ϕt,Φt)t∈R be a smooth one-parameter subgroup of Aut(E). In
particular, (ϕt,Φt)t∈R is a one-parameter subgroup of Aut(E) for which we
will denote by (X,D) the associated infinitesimal generator. Then X is F -
projectable (see [Ton97, chapter 1], and where F still denotes the natural fo-
liation associated to E , see proposition 2.3) and the following properties are
satisfied:
D(fu) = fD(u) + (X · f)u, (2.32)
X · 〈u, v〉 =
〈
D(u), v
〉
+
〈
u,D(v)
〉
, (2.33)
D
(
[u, v]
)
=
[
D(u), v
]
+
[
u,D(v)
]
, (2.34)
for any f ∈ C∞(M), and u, v ∈ Γ(E).
Proof: Each diffeomorphism ϕt is foliated, so for any V ∈ Γ(F ) we have
[X,V ] = LXV =
d
dt
(ϕ−1−t )∗(V )
∣∣∣
t=0
=
d
dt
(ϕt)∗(V )
∣∣∣
t=0
∈ Γ(F ),
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that is, X is F -projectable. Now according to lemma 2.25 we have
D(fu) =
d
dt
Φ(fu)
∣∣∣
t=0
=
d
dt
(
(ϕ−1t )
∗fΦt(u)
) ∣∣∣∣
t=0
=
[(
d
dt
(ϕ−1t )
∗f
)
Φt(u)
] ∣∣∣∣
t=0
+
[
(ϕ−1t )
∗f
(
d
dt
Φt(u)
)] ∣∣∣∣
t=0
= (X · f)u+D(u),
which gives the first property. The second property comes from the R-bilinearity
of the inner product 〈·, ·〉 (2.25), since by definition, we have on one side that
d
dt
(ϕ−1t )
∗〈u, v〉
∣∣∣
t=0
= X · 〈u, v〉,
and on the other side that
d
dt
〈
Φt(u),Φt(v)
〉∣∣∣
t=0
=
〈
d
dt
Φt(u)
∣∣∣
t=0
, v
〉
+
〈
u,
d
dt
Φt(v)
∣∣∣
t=0
〉
=
〈
D(u), v
〉
+
〈
u,D(v)
〉
.
The third property follows from the R-bilinearity of the bracket [·, ·] and (2.26)
since by definition, we have on one side that
d
dt
Φt
(
[u, v]
)∣∣∣
t=0
= D
(
[u, v]
)
,
and on the other side that
d
dt
Φt
(
[u, v]
)∣∣∣
t=0
=
d
dt
[
Φt(u),Φt(v)
]∣∣∣
t=0
=
[
d
dt
Φt(u)
∣∣∣
t=0
, v
]
+
[
u,
d
dt
Φt(v)
∣∣∣
t=0
]
=
[
D(u), v
]
+
[
u,D(v)
]
.
Definition 2.41: [Ton97, chapter 1] Let M be a manifold and F be a foliation
ofM . We will denote by XF(M) the Lie algebra of F -projectable vector fields of
M , that is, vector fields X ∈ X(M) such that for any V ∈ Γ(F ), [X,V ] ∈ Γ(F ),
where F →M is the vector bundle associated to foliation F .
Definition 2.42: Let E = (E →M, a, [·, ·], 〈·, ·〉) be a regular Courant alge-
broid. Any pair (X,D) ∈ XF(M)× EndΓ(E) such that relations (2.32), (2.34)
and (2.33) hold is called an infinitesimal automorphism of E . We will denote by
aut(E) the set of all infinitesimal automorphisms of E .
Proposition 2.43: Let E = (E →M, a, [·, ·], 〈·, ·〉) be a regular Courant alge-
broid. The set aut(E) is a Lie algebra for the bracket J·, ·K defined by
q
(X1,D1), (X2,D2)
y
=
(
{X1, X2}, [D1,D2]
)
,
with {·, ·} denoting the Lie bracket of vector fields and [·, ·] denoting the com-
mutator on EndΓ(E). In other words, X[D1,D2] = {X1, X2} for all (X1, D1),
(X2, D2) ∈ aut(E).
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Proof: We have to check that the bracket is well-defined. Using the Jacobi
identity for the Lie bracket of vector fields, we obtain that {X1, X2} is again a
F -projectable vector field. Then (2.34) tells that D1 and D2 are derivations of
(Γ(E), [·, ·]) so their commutator is a derivation again (see [Gre75, section 5.6])
and (2.34) holds for [D1,D2]. Concerning (2.32), we have for all f ∈ C∞(M)
and u ∈ Γ(E) that
(D1 ◦ D2 −D2 ◦ D1)(fu)
= D1
(
(X2 · f)u+ fD2(u)
)
−D2
(
(X1 · f)u+ fD1(u)
)
= (X ·X2 · f)u+ (X2 · f)D1(u) + fD1 ◦ D2(u) + (X1 · f)D2(u)
− fD2 ◦ D1(u)− (X2 · f)D1(u)− (X2 ·X1 · f)u− (X1 · f)D2(u)
= ({X1, X2} · f)u+ f [D1,D2](u).
Now concerning (2.33), we have for all u, v ∈ Γ(E) that
{X1, X2} · 〈u, v〉
= X1 ·X2 · 〈u, v〉 −X2 ·X1 · 〈u, v〉
= X1 ·
(〈
D2(u), v
〉
+
〈
u,D2(v)
〉)
−X2 ·
(〈
D1(u), v〉+ 〈u,D1(v)
〉)
=
〈
D1 ◦ D2(u), v
〉
+
〈
D2(u),D1(v)
〉
+
〈
D1(u),D2(v)
〉
+
〈
u,D1 ◦ D2(v)
〉
−
〈
D2 ◦ D1(u), v
〉
−
〈
D1(u),D2(v)
〉
−
〈
D2(u),D1(v)
〉
− 〈u,D2 ◦ D1(v)
〉
=
〈
(D1 ◦ D2 −D2 ◦ D1)(u), v
〉
+
〈
u, (D1 ◦ D2 −D2 ◦ D1)(v)
〉
=
〈
[D1,D2](u), v
〉
+
〈
u, [D1,D2](v)
〉
.
So
(
{X1, X2}, [D1,D2]
)
is an infinitesimal automorphism of E , and X[D1,D2] =
{X1, X2}. Finally, it is clear that J·, ·K defines a Lie bracket as its two compo-
nents are both skew-symmetric and satisfy the Jacobi identity.
From now on we will consider a regular Courant algebroid E = (E →
M, a, [·, ·], 〈·, ·〉) and the associated notations. Let (∆,∇, R,H) denote a dis-
section of E . The next proposition states that having chosen a dissection of E ,
to study the Lie algebra of infinitesimal automorphisms of E is equivalent to
study the Lie algebra of infinitesimal automorphisms of the standard Courant
algebroid S = SM [∇, R,H ] obtained from the dissection (see theorem 2.12).
Proposition 2.44: There is a Lie algebra isomorphism aut(E) ∼= aut(S).
Proof: The Lie algebra isomorphism aut(E)→ aut(S) is defined by conjugation:
(X,D) 7→ (X,∆−1◦D◦∆). Note that (X,∆−1◦D◦∆) is actually an infinitesimal
automorphism of S = SM [∇, R,H ] because ∆ is by definition an isomorphism
of Courant algebroids covering the identity of M (see definition 1.71).
Theorem 2.45: Let S = SM [∇, R,H ] denote a standard Courant algebroid.
Let (X,D) ∈ aut(S). Then there exists Θ ∈ EndΓ(Q), a ∈ Ω1(F , Q) and
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b ∈ Ω2(F) satisfying the conditions
Θ(f a¯) = fΘ(a¯) + (X · f)a¯, (2.35)
X · 〈a¯, b¯〉Q =
〈
Θ(a¯), b¯
〉
Q
+
〈
a¯,Θ(b¯)
〉
Q
, (2.36)
Θ
(
[a¯, b¯]Q
)
=
[
Θ(a¯), b¯
]
Q
+
[
a¯,Θ(b¯)
]
Q
, (2.37)
[Θ,∇U ]−∇{X,U} = ada(U), (2.38)
LX,ΘR = d∇a, (2.39)
LXH + db+ 〈a ∧R〉Q = 0, (2.40)
for all f ∈ C∞(M) and a¯, b¯ ∈ Γ(Q); and such that D acts on Γ(F ∗ ⊕Q⊕ F ) as
D(ξ ⊕ x¯⊕ U) = LXξ − a
†(x¯) + ιUb⊕Θ(x¯) + a(U)⊕LXU. (2.41)
We will denote (X,D) by (X,Θ, a, b). Moreover the Lie bracket on aut(S) is
given by
q
(X,Θ, a, b),(Y,Σ, c, d)
y
=
(
{X,Y }, [Θ,Σ],LX,Θ c−LY,Σ a,LXd−LY b+ 〈a ∧ c〉Q
)
,
where for any X ∈ Γ(F ) and Θ ∈ EndΓ(Q) the operation LX,Θ : Ωk(F , Q) →
Ωk(F , Q) is defined for any ω ∈ Ωk(F , Q) and X1, . . . , Xk ∈ Γ(F ) by
(LX,Θ ω)(X1, . . . , Xk) = Θ [ω(X1, . . . , Xk)]−
k∑
i=1
ω (X1, . . . , {X,Xi}, . . . , Xk) .
Proof: The proof is similar to the proof of 2.19. Let (X,D) ∈ aut(S). By
definition, (X,D) satisfies (2.34) so for any u, v ∈ Γ(S) we have D ([fu, v]) =
[D(fu), v] + [fu,D(v)]. After expanding on both sides, it remains:
−
(
{X, a(v)} · f
)
u+ 〈u, v〉D(Df) = 〈u, v〉D(X · f)−
(
a(D(v)) · f
)
u.
Taking both u and v ∈ Γ(F ), we obtain a(D(v)) = LXv. Now taking just
v ∈ Γ(F ), we obtain D(Df) = D(X · f) = D(LXf) = LX(Df), and since by
(1.20) (Ker a)⊥ ∼= F ∗ is generated by ImD, we obtain D(ξ) = LXξ for any
ξ ∈ Γ(F ∗). Therefore, in matrix form we have
D =

LX γ β0 Θ a
0 Z LX

 ,
for some maps γ : Γ(Q) → Γ(F ∗), Θ : Γ(Q) → Γ(Q), Z : Γ(Q) → Γ(F ),
β : Γ(F )→ Γ(F ∗) and a : Γ(F )→ Γ(Q). Since (X,D) satisfies (2.33), we have
for u = x¯ ∈ Γ(Q) and v = ξ ∈ Γ(F ∗) that 〈D(x¯), ξ〉 + 〈x¯,D(ξ)〉 = 0, which
yields ξ(Z(x¯)) = 0 so Z ≡ 0. Now, restricting (2.32), (2.34) and (2.33) to Γ(Q),
we get the relations (2.35), (2.36) and (2.37) relatively to Θ (one could say
that (X,Θ) is an infinitesimal automorphism of the quadratic Lie algebroid Q).
Next, using (2.33) restricted to Γ(F ), we obtain that β comes from a tangential
2-form, β = B♯ for some B ∈ Ω2(F); and using (2.33) again for u = a¯ ∈ Γ(Q)
and v ∈ Γ(F ) we obtain that γ = −a†. Finally, we obtain conditions (2.38),
(2.39) and (2.40) from (2.34) after a long but straightforward computation,
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using lemma 2.26 and the relations given in theorem 1.24. We now turn to the
Lie bracket of aut(S). By definition, for all ξ ∈ Γ(F ∗), x¯ ∈ Γ(Q) and U ∈ Γ(F )
we have
q
(X,Θ, a, b), (Y,Σ, c, d)
y
(ξ ⊕ x¯⊕ U)
= (X, a, b,Θ) ◦ (Y, c, d,Σ)(ξ ⊕ x¯⊕ U)− (Y, c, d,Σ) ◦ (X, a, b,Θ)(ξ ⊕ x¯⊕ U),
and after expanding the right hand side equals
L{X,Y }ξ −LXc
†(x¯) +LY a
†(x¯) +LXιUd−LY ιU b
− a†
(
Σ(x¯)
)
− a†
(
c(U)
)
+ c†
(
Θ(x¯)
)
+ c†
(
a(U)
)
+ ι{Y,U}b− ι{X,U}d
⊕ [Θ,Σ](x¯) + Θ
(
c(U)
)
− Σ
(
a(U)
)
+ ι{Y,U}a− ι{X,U}c
⊕L{X,Y }U.
The terms
LXιUd−LY ιUb− a
†
(
c(U)
)
+ c†
(
a(U)
)
+ ι{Y,U}b− ι{X,U}d
correspond to the Ω2(F) component of the bracket we want to compute, it reads
LXd−LY b + 〈a ∧ c〉Q. The other terms are easier to identify, for instance the
Ω1(F , Q) component of the bracket comes from the terms
Θ
(
c(U)
)
− Σ
(
a(U)
)
+ ι{Y,U}a− ι{X,U}c = (LX,Θ c)(U)− (LY,Σ a)(U),
so LX,Θ c−LY,Σ a is the Ω1(F , Q) component of the bracket.
Remark 2.46: Define a Lie algebra autF (Q) as the collection of pairs (X,Θ) ∈
aut(Q) (that is, infinitesimal generators (X,Θ) of Q → M satisfying (2.35),
(2.36) and (2.37)) such that X ∈ XF(M). Define also another Lie algebra
gau(S) = Ω1(F , Q)× Ω2(F) with bracket given by
q
(a, b), (c, d)
y
= (0, 〈a ∧ c〉Q).
Then from the previous theorem we can say that aut(S) is the sub-Lie algebra
of elements (X,Θ, a, b) of autF (Q) ⋉ϑ gau(S) (see [dG00, section 1.10] for the
definition of the semidirect sum of Lie algebras) (2.38), (2.39) and (2.40), where
the (infinitesimal) action on the right ϑ : autF(Q)→ Der [gau(S)] is given by
ϑ
(
(X,Θ)
)
(a, b) = (LX,Θ a,LXb),
for all (X,Θ) ∈ autF(Q), a ∈ Ω1(F , Q) and b ∈ Ω2(F).
2.4 Examples
In this last section we detail three examples to illustrate the results obtained in
the two previous sections. For an approach based on dg-manifolds, see [Uri13]
and [LCU14].
Example 2.47 (Courant algebroids of typeDn): Let E = (E →M, a, [·, ·], 〈·, ·〉)
be an exact Courant algebroid (see definition 1.61). Such a Courant algebroid is
also known as a Courant algebroid of type Dn, with n = dimM ([Rub13, section
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2]). These Courant algebroids are essential to generalized complex geometry as
well as many models found in theoretical Physics (see for instance [Gua11]).
In this case, the Lie algebroid F (proposition 2.3) is TM (see 1.8) and the
quadratic Lie algebra bundle Q is the null one. A dissection corresponds to an
isotropic splitting ε : TM → E of the short exact sequence of vector bundles
0 −→ T ∗M
a
∗
−→ E∗ ∼= E
a
−→ TM −→ 0,
and gives a vector bundle isomorphism ∆ : TM ⊕T ∗M → E as well as a 3-form
H on M , then a Courant algebroid isomorphism ∆ : EM [H ] → E . A change of
splitting corresponds to the transformation H 7→ H−dB for some B ∈ Ω2(M),
as stated in theorem 2.23. With respect to this dissection we have ∇ = 0 and
R = 0 (this comes from the proof of theorem 2.12).
The group DifF (M) is actually the group of diffeomorphisms Dif(M) of
M and the group Gau(EM [H ]) is the abelian group Ω2(M) (for the addition
of forms). The group of automorphisms of EM [H ] consists of pairs (ϕ,B) ∈
Dif(M)⋉θ Ω
2(M) satisfying the condition H − ϕ∗H = dB. Such an automor-
phism (ϕ,B) acts on X ⊕ ξ ∈ X(M)⊕ Ω1(M) as
(ϕ,B)(X ⊕ ξ) = ϕ∗(X)⊕ (ϕ
−1)∗
(
ξ + ιXB
)
,
and the composition law of the group is
(ϕ,B) ◦ (ψ,D) = (ϕ ◦ ψ, ψ∗B +D),
for all ϕ, ψ ∈ Dif(M) and B, D ∈ Ω2(M). This result has been obtained for the
first time in [Gua11]. We can also consider Aut(EM [H ]) as the group extension
0 −→ Ω2(M) −→ Aut(EM [H ]) −→ Dif [H](M) −→ 1,
for the natural injection and surjection, where Dif [H](M) denotes the group of
automorphisms ϕ of M that preserve the cohomology class [H ] ∈ H3(M), that
is ϕ∗[H ]− [H ] = 0 in H3(M).
On the infinitesimal side, aut(EM [H ]) consists of pairs (X, b) ∈ X(M) ⋉ϑ
Ω2(M) satisfying the condition LXH +db = 0. Such an infinitesimal automor-
phism (X, b) acts on U ⊕ ξ ∈ X(M)⊕ Ω1(M) as
(X, b)(U ⊕ ξ) = {X,U} ⊕LXξ + ιUb,
and the Lie bracket is given by
q
(X, b), (Y, c)
y
=
(
{X,Y },LXc−LY b
)
,
for all X , Y ∈ X(M) and b, c ∈ Ω2(M). This result has been obtained for the
first time in [Hu09a] and [HU09b, section 4]. We can also consider aut(EM [H ])
as a Lie algebra extension
0 −→ Ω2(M) −→ aut(EM [H ]) −→ X[H](M) −→ 0,
for the natural injection and surjection, where X[H](M) denotes the Lie algebra
of vector fields X on M that preserve the cohomology class [H ] ∈ H3(M), that
is LX [H ] = 0 in H3(M).
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Example 2.48 (Courant algebroids of type Bn): LetM be a manifold. We are
interested in a particular standard Courant algebroid onM (see 2.14). Consider
the vector bundle T ∗M ⊕ Q ⊕ TM → M , with Q = M × R → M the trivial
vector bundle of rank 1, equipped with the null bracket and with inner product
〈λ, µ〉Q = λµ for all λ, µ ∈ Γ(Q) ∼= C∞(M). Moreover, we consider for the
connection∇ onQ→M the trivial one (see 1.37), setR = 0 and letH ∈ H3(M)
be a d-closed 3-form on M . We will denote by RM [H ] the standard Courant
algebroid associated to these data and called it a Courant algebroid of type Bn,
with n = dimM . According to 2.13 its bracket reads
[α⊕ λ⊕X, β⊕µ⊕ Y ]
= LXβ − ιY dα+ µdλ+ ιY ιXH ⊕ ιXdµ− ιY dλ⊕ {X,Y },
for all α, β ∈ Ω1(M), λ, µ ∈ C∞(M) and X , Y ∈ X(M). This Courant
algebroid appeared for the first time in [Bar12] and [Rub13, section 2] (with
H = 0 though), where it was shown they are useful for the description of a
certain geometric structure on a orientable 3-manifold.
In this case the Lie algebroid F is TM and Q is the quadratic Lie algebra
bundle (Q → M, [·, ·]Q ≡ 0, 〈·, ·〉Q). We compute that Aut(Q) = O(Q) ∼= Z2.
Therefore, automorphisms of RM [H ] are elements (ϕ, ε, A,B) (with ε = ±1)
of Dif(M) ⋉θ (Z2 × Ω1(M) × Ω2(M)) such that dA = 0 and H − ϕ∗H = dB
(after computing that on sections of Q→M , elements of O(Q) act as ±(ϕ−1)∗,
the condition (2.27) is automatically satisfied thanks to lemma 2.26). Such
automorphisms act on Ω1(M)⊕ C∞(M)⊕ X(M) as
(ϕ, ε, A,B)(ξ ⊕ λ⊕X) = (ϕ−1)∗
(
ξ − λA + ιXB
)
⊕ εϕ∗(λ+A(X))⊕ ϕ∗(X),
and the composition law is given by
(ϕ, ε, A,B) ◦ (ψ, ς, C,D) =
(
ϕ ◦ ψ, ες, ςψ∗A+ C,ψ∗B + C +
ς
2
ψ∗A ∧ C
)
,
for all ϕ, ψ ∈ Dif(M), ε, ς ∈ Z2, A, C ∈ Ω1(M) and B, D ∈ Ω2(M). We can
also consider Aut(RM [H ]) as the group extension
0 −→ Z2 × Z
1(M)× Ω2(M) −→ Aut(RM [H ]) −→ Dif [H](M) −→ 1,
for the natural injection and surjection, where Z1(M) denotes d-closed 1-forms
on M . Therefore, we recover the result of [Rub13, proposition 2.2] as soon as
H = 0. However, note that in [Rub13], we always have ε = +1 because SO(Q)
is considered instead of O(Q).
On the infinitesimal side, conditions (2.35) and (2.36) are equivalent and
show that Θ = X as a derivation of C∞(M), so autF(Q) is reduced to X(M)
and LX,Θ = LX : Ωk(M) → Ωk(M). Then aut(RM [H ]) is the sub-Lie algebra
of X(M)⋉ϑ(Ω1(M)×Ω2(M)) of elements (X, a, b) satisfying the relations da = 0
and LXH + db = 0 (the condition (2.38) is automatically satisfied thanks to
the Jacobi identity for vector fields). Such infinitesimal automorphisms act on
Ω1(M)⊕ C∞(M)⊕ X(M) as
(X, a, b)(ξ ⊕ λ⊕ U) = LXξ − λa+ ιUb⊕LXλ+ ιUa⊕ {X,U},
and the Lie bracket is given by
q
(X, a, b), (Y, c, d)
y
=
(
{X,Y },LXc−LY a,LXd−LY b+ a ∧ c
)
,
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for all X , Y ∈ X(M), a, c ∈ Ω1(M) and b, d ∈ Ω2(M). We can also consider
aut(RM [H ]) as the Lie algebra extension
0 −→ Z1(M)× Ω2(M) −→ aut(RM [H ]) −→ X[H](M) −→ 0,
for the natural injection and surjection. Therefore, we recover the result of
[Rub13, section 2] as soon as H = 0.
Example 2.49 (Heterotic Courant algebroids): Let H = (E →M, a, [·, ·], 〈·, ·〉)
be a transitive Courant algebroid, that is the anchor a is assumed to be sur-
jective. We will say that H is heterotic if its associated Lie algebroid H =
(E/(Ker a)⊥ → M, a, [·, ·]) is isomorphic to the Atiyah Lie algebroid of some
G-principal bundle (see example 1.12). Such Courant algebroids appeared for
the first time in [BH13, section 3.3]. Note that E/(Ker a)⊥ ∼= E/T ∗M .
Let G be a semisimple Lie group with Lie algebra (g, [·, ·]g), equipped with
its Killing form 〈·, ·〉g (see example 1.14). Let π : P → M be a G-principal
bundle and denote by AdP = P ×Ad g → M the adjoint bundle of P → M
(see [Nee08, proposition 5.1.6]). The fibers of AdP → M are isomorphic to g
and we can extend [·, ·]g to the whole Γ(AdP ) by setting [u, v]g
∣∣
x
= [ux, vx]g
for all u, v ∈ Γ(AdP ) and x ∈ M , promoting in this way AdP → M to a Lie
algebra bundle. Also, the Lie algebra g being quadratic, we can extend 〈·, ·〉g to
the whole Γ(AdP ) by setting 〈u, v〉g
∣∣
x
= 〈ux, vx〉g for all u, v ∈ Γ(AdP ) and
x ∈ M , promoting in this way AdP → M to a quadratic Lie algebra bundle.
We also note that Γ(AdP ) ∼= C∞(P, g)G (see for instance [Nee08, proposition
1.6.3]).
Let ω ∈ Ω1(M, g) be a (principal) connection on P → M , with curvature
R = dω + 12 [ω ∧ ω]g ∈ Ω
2(M,AdP ) (see [Nee08, sections 5.4 and 6.1]). De-
note by ∇ the (linear) connection on AdP → M associated to ω (see [KN96,
chapter 3, section 1]). Moreover suppose that there exists a H ∈ Ω3(M) such
that dH = 12 〈R ∧ R〉g. With these notations, we consider the vector bundle
T ∗M⊕Q⊕TM →M where Q = AdP (equipped with the bracket [·, ·]g and the
inner product 〈·, ·〉g), the connection ∇, the curvature 2-form R and the 3-form
H . According to [BH13, proposition 3.2] the standard Courant algebroid asso-
ciated to these data is heterotic for the Atiyah Lie algebroid of π : P →M , and
conversely any heterotic Courant algebroid is of this form after a choice of dissec-
tion has been made. We will denote this standard Courant algebroid simply by
H. In this case F = TM and Q is (Q→M, a = 0, [·, ·]Q = [·, ·]g, 〈·, ·〉Q = 〈·, ·〉g);
Ω•(F) ∼= Ω•(M), and according to [Nee08, proposition 5.3.4] we have an iso-
morphism of C∞(M)-modules Ω(F , Q) ∼= Ω•(P, g)bas where the second C∞(M)-
module corresponds to the module of differential forms on P taking values in
g which are basic, that is, those which are both zero on Ker(dπ) (horizontal
vector fields) and G-invariant.
The results of the two previous sections can be applied to this example, the
formulas are essentially the same so we will not repeat them here. In particular,
concerning the group Aut(H), we recover the result obtained in [GFRT15,
proposition 4.7].
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