Modelling multivariate tail dependence is one of the key challenges in extreme-value theory. The max-linear model is a parametric tail dependence model which is dense in the class of multivariate extreme-value models. Being non-differentiable, it cannot be estimated using likelihood-based methods, so that minimum distance estimation forms a valuable alternative. Currently, estimation is limited to the set-up where the number of factors and/or the structure of the model is defined a priori, because answering these questions necessitates estimation and testing at the boundary of the parameter space. The main goal of this paper is to propose hypothesis tests for tail dependence parameters that, under the null hypothesis, are on the boundary of the alternative hypothesis. We give the asymptotic distribution of the weighted least squares estimator proposed in Einmahl, Kiriliouk and Segers (2017, to be published in Extremes) when the true parameter is on the boundary of the parameter space, and we propose two test statistics whose asymptotic distribution is easily computable. An extensive simulation study evaluates the performance of the test statistics, which are then applied to the stock market prices of two NYSE companies.
Introduction
Extreme-value theory is the branch of statistics concerned with the characterization of extreme events. These occur in a large variety of fields, such as hydrology, meteorology, finance and insurance, but also in settings like air pollution or athletic records. The focus can be on either block maxima (for instance, the yearly maximal log-returns on a financial stock) or on threshold exceedances (eg, all coastal water heights exceeding some high level). In the univariate case, the limiting distribution of suitably normalized maxima and threshold exceedances can be characterized entirely using the generalized extreme-value (Fisher and Tippett, 1928; Gnedenko, 1943) and the generalized Pareto distribution (Balkema and De Haan, 1974; Pickands III, 1975) respectively. However, many extreme events are inherently multivariate, and an important challenge is to model the tail dependence between two or more random variables of interest. This can be done conveniently using the stable tail dependence function (Huang, 1992; Drees and Huang, 1998) , or, equivalently, the exponent measure function (de Haan and Resnick, 1977; Coles and Tawn, 1991) . Contrary to the univariate setting, the family of limiting distributions for multivariate maxima or threshold exceedances is infinite-dimensional.
Multivariate extremes are usually characterized using parametric models, because the curse of dimensionality makes nonparametric inference unwieldly in high dimensions. These parametric tail dependence models, Gumbel (1960) ; Smith (1990) ; Tawn (1990) ; Coles and Tawn (1991) ; Kabluchko et al. (2009) among others, can be estimated using likelihood-based methods (Davison et al., 2012; Huser and Genton, 2016) or minimum distance estimation (Einmahl et al., 2012 (Einmahl et al., , 2016 (Einmahl et al., , 2017 .
Max-linear models form a conceptually simple but useful class of models, since they are dense in the class of multivariate extreme-value models. A max-linear model is constructed using a set of independent factors and a parameter vector representing the impact of each factor. Every component can be interpreted as the maximum shock among a set of factors. Recent work on max-linear models is numerous. In Wang and Stoev (2011) , an algorithm is prposed for conditional sampling from max-linear models with the aim of doing prediction. In Gissibl and Klüppelberg (2015) and Gissibl et al. (2017) , a recursive max-linear model defined on a directed acyclic graph is considered. Models handling asymptotic independence, based on bivariate max-linear structures, are proposed in Kereszturi and Tawn (2017) . An application where max-linear models are used to model a latent factor structure for financial returns can be found in Cui and Zhang (2016) . In Falk et al. (2015) , a generalized maxlinear process is proposed whose factor variables do not need to be independent, meant to do (spatial) prediction by interpolation. Finally, the Marshall-Olkin copula (Embrechts et al., 2003; Segers, 2012) and the Tawn-Molchanov model (Yuen and Stoev, 2014; Strokorb et al., 2015) are both special cases of the max-linear model.
Because of their non-differentiability, max-linear models cannot be estimated by standard likelihood methods. Estimation has been considered in Einmahl et al. (2012) , Yuen and Stoev (2014) and Einmahl et al. (2017) . Currently, it is limited to the set-up where one decides on the number of factors a priori. However, it is of interest to be able to test how many factors are necessary to model a dataset, or to test if a more specific model (eg, Marshall-Olkin) is sufficient. Although a hypothesis testing framework is described in Einmahl et al. (2016) , these results are only valid in the interior of the parameter space, whereas we are interested in testing whether one or more factor loadings are equal to zero.
The main goal of this paper is to propose hypothesis tests for tail dependence parameters that, under the null hypothesis, are on the boundary of the alternative hypothesis. After having introduced the basics of extreme-value theory and the weighted least squares estimator of Einmahl et al. (2017) in Section 2, Section 3 establishes asymptotic normality for the weighted least squares estimator when the true parameter vector lies on the boundary of the parameter space. Next, we describe in which cases the asymptotic distribution can be simplified and we propose a deviance-and a Wald-type test statistic whose asymptotic distributions are easily computable when the dimension of the parameter on the boundary is not too large. These results are obtained as a special case of more general results in Andrews (1999) , Andrews (2001) and Andrews (2002) , where much higher-level assumptions are made. In Section 4, we introduce the generalized max-linear model that was proposed in Falk et al. (2015) and perform extensive simulations to evaluate the performance of the test statistics. Finally, Section 5 illustrates our methods on the stock market prices of two NYSE companies and Section 6 discusses the limitations and prospects of the testing procedure. Technical definitions and proofs are deferred to the appendix. 
Background

Multivariate extreme-value theory
The margins, G 1 , . . . , G d , of G are univariate extreme-value distributions and the function G is determined by
where
Existence of the limit in (2.2) is a necessary, but not sufficient, condition for F to be in the max-domain of attraction of a d-variate generalized extreme value distribution G. The function is convex, homogeneous of order one, and satisfies max( (Molchanov, 2008; Ressel, 2013) . Because the class of stable tail dependence functions is infinite-dimensional, one usually considers parametric models for . The following model construction tool is proposed in Falk et al. (2010, Chapter 4) and Segers (2012) , among others.
Let R be a unit Fréchet random variable, i.e., P[R ≤ r] = exp(−1/r) for r > 0 and
and we say that X is generated by V . Here, G has unit Fréchet margins if E[V j ] = 1 for j ∈ {1, . . . , d}. The corresponding stable tail dependence function is
We will often drop the subscript of when it is clear which variable is of interest. For more background on multivariate extreme value theory, see Beirlant et al. (2004), de Haan and Ferreira (2006) or Falk et al. (2010) .
Nonparametric estimation of the stable tail dependence function
Let k = k n ∈ (0, n] be an intermediate sequence, that is,
A straightforward estimator of is obtained by replacing P and F 1 , . . . , F d in (2.2) by the (modified) empirical distribution functions and replacing t by k/n, yielding
This estimator, the empirical stable tail dependence function, was introduced in slightly different form for d = 2 in Huang (1992) and studied further in Drees and Huang (1998) . Using n + 1/2 rather than n allows for better finite-sample properties (Einmahl et al., 2012) . Another nonparametric estimator is the beta stable tail dependence function, which was very recently proposed in Kiriliouk et al. (2017) . Contrary to the empirical stable tail dependence function, the beta tail dependence function is a smooth estimator which leads to some improvement in its finite-sample behavior. Its name stems from the fact that it is based on the empirical beta copula . We define
and for r ∈ {1, . . . , n}, F n,r (u) = r s=1 n s u s (1 − u) n−s is the cumulative distribution function of a Beta(r, n + 1 − r) random variable.
A drawback of n,k or β n,k might be their possibly growing bias as k increases. Recently, two bias-corrected estimators have been proposed (Beirlant et al., 2016; Fougères et al., 2015) . One of these has already been used in Einmahl et al. (2017) as the initial estimator in the weighted least squares procedure.
Weighted least squares estimator
Henceforth we assume that belongs to a parametric family { (· ; θ) : θ ∈ Θ} with Θ ⊂ R p . A semi-parametric estimation method for θ 0 , the true parameter vector, has been proposed in Einmahl et al. (2017) .
Let n,k denote an initial estimator of based on X 1 , . . . , X n ; an obvious candidate is one of the nonparametric estimators introduced in Section 2.2. Let c 1 , . . . , c q ∈ [0, ∞) d , with c m = (c m1 , . . . , c md ) for m = 1, . . . , q, be q points in which we will evaluate and n,k . Consider for θ ∈ Θ the q × 1 column vectors
The points c 1 , . . . , c q need to be chosen in such a way that the map L : Θ → R q is one-to-one, i.e., θ is identifiable from (c 1 ; θ), . . . , (c q ; θ). In particular, we will need to assume that q ≥ p, where p is the dimension of the parameter space Θ. For θ ∈ Θ, let Ω(θ) be a symmetric, positive definite q × q matrix and define
The continuous updating weighted least squares estimator for θ 0 is defined as
In Section 4.2, we will study the performance of this estimator for Ω(θ) = I q , the q ×q identity matrix. Expression (2.4) then simplifies to Einmahl et al. (2017) show the consistency and asymptotic normality of θ n,k under the assumption that θ 0 is in the interior of Θ. In Section 3 we give the asymptotic distribution of θ n,k without this restriction.
3 Inference on tail dependence parameters on the boundary of the parameter space
The asymptotic results presented in this section are a special case of Andrews (1999) , where the asymptotic distribution of a general extremum estimator is established when one or more parameters lie on the boundary of the parameter space. The methodology to obtain the asymptotic distribution of √ k( θ n,k − θ 0 ) can be summarized as follows: first, one shows that as n → ∞, the criterion function f n,k (θ) is equal to a quadratic function q n,k ( √ k(θ − θ 0 )) plus a term that does not depend on θ. If θ n,k is consistent, then its asymptotic distribution is only affected by the part of Θ close to θ 0 ; equivalently, we are only concerned with Θ − θ 0 near the origin. If Θ − θ 0 can be approximated near the origin by a convex cone Λ, one can show that minimizing f n,k (θ) over θ ∈ Θ is asymptotically equivalent to minimizing q n,k (λ) over λ ∈ Λ. Finally, √ k( θ n,k − θ 0 ) converges in distribution to the argument minimizing the limit of q n,k (λ) as n → ∞.
We set up some notations that will be needed in this section. Let B ε (θ) denote an open ball centered at θ with radius ε and let C ε (θ) denote an open cube centered at θ with sides of length 2ε. Let cl(Θ) denote the closure of Θ. A set Γ ⊂ R p is said to be locally equal to a set
Estimation, consistency and asymptotic normality
When θ 0 is on the boundary of Θ, the map L is not defined and thus not differentiable on a neighbourhood of θ 0 . We will need the following assumption.
(A1) Θ includes a set Θ + such that Θ + − θ 0 equals the intersection of a union of orthants and an open cube C ε (0) for some ε > 0 and
If Θ−θ 0 happens to be locally equal to a union of orthants, we can set Θ + = Θ∩C ε (θ 0 ). This is the case for the models considered in Section 4. We will assume existence of the so-called left/right (l/r) partial derivatives on Θ + ; a formal definition is given in the appendix. The shape of Θ + is such that these can always be defined. WriteL := (∂/∂θ)L(θ) ∈ R q×p for θ ∈ Θ + , whereL denotes the matrix of l/r partial derivatives. Let λ 1 (θ) > 0 denote the smallest eigenvalue of Ω(θ). 
Theorem 3.1 (Existence, uniqueness and consistency
Then with probability tending to one, the minimizer θ n,k in (2.4) exists and is unique. Moreover,
We omit the proof of this theorem since it is directly obtained by replacing B ε (θ 0 ) by Θ + in the proof of Einmahl et al. (2017, Theorem 1) .
When f n,k is not defined on a neighbourhood of θ 0 , but there exists a set Θ + which satisfies (A1), a Taylor expansion of f n,k (θ) around f n,k (θ 0 ) holds (Andrews, 1999, Theorem 6) . For each θ ∈ Θ + , we have
where Df n,k and D 2 f n,k are based on l/r partial derivatives and R n,k (θ) is the remainder term. We suppress dependence of Ω,L and D n,k on θ 0 for ease of notation. 
so the quadratic expansion above is equal to
Then expression (3.1) can be written as
We see that f n,k (θ) is equal to a quadratic function plus a term that does not depend on θ plus R n,k (θ). In Andrews (2002, Lemma 3) , it is shown that under the assumptions of Theorem 3.1 and (A3) below, the remainder term R n,k (θ) is sufficiently small so that minimizing the quadratic approximation to
for some cone Λ. Finally, assume that
Assumption (A3) holds for the nonparametric estimators presented in Section 2.2 under some general regularity conditions. The matrix Σ can be expressed in terms of and its first-order partial derivatives. We have
Theorem 3.2 (Asymptotic normality). If all of the above assumptions hold, then
Here λ can be interpreted as the projection of Y on Λ with respect to the norm y J := y T Jy. This theorem is a special case of Andrews (1999, Theorem 3) . In the appendix, we verify that our assumptions are sufficient. Note that if Θ includes a neighbourhood of θ 0 , then Λ = R p and we find the same distribution as in Einmahl et al. (2017, Theorem 2) since λ = Y .
Simplifying the asymptotic distribution
The goal of this section is to simplify the asymptotic distribution of √ k( θ n,k − θ 0 ) and to give conditions under which (part of) λ has a closed-form expression. We start by partitioning the vector θ 0 ∈ R p into two subvectors, β 0 ∈ R c and δ 0 ∈ R p−c for c ∈ {1, . . . , p}, where δ 0 consists of all parameters that are not on the boundary of the parameter space. Let G :=L T ΩD, i.e., Y = J −1 G. We partition θ, Y , J, G and λ accordingly:
Let I c denote the c × c identity matrix. For H := I c : 0 ∈ R c×p , define
Suppose that (A4) The cone Λ of assumption (A2) is equal to the product set Λ β × R p−c , where Λ β ⊂ R c is a cone.
Corollary 3.3. If all of the above assumptions hold, then
When Λ β is defined by equality and/or inequality constrains, a closed-form expression for λ β can be computed; we give some examples that will be used in Section 4. For a more formal solution, see Andrews (1999, Theorem 5) . 
If β 0 = (0, 0), β 0 = (0, 1) or β 0 = (1, 0), similar expressions can be obtained by reversing the first and/or the second inequalities in each of the indicator functions above.
Hypothesis testing for tail dependence parameters on the boundary of the parameter space
We are interested in constructing hypothesis tests for parameter values that, under the null hypothesis, are on the boundary of the alternative hypothesis. We propose two test statistics, whose asymptotic distribution follows from the results in Andrews (2001) . Assume that there are no nuisance parameters on the boundary, i.e., all components of θ 0 that lie on the boundary are part of the null hypothesis. We are interested in testing
Assume that (A5) For all θ ∈ Θ 0 , Θ is a product set with respect to (β, δ) local to θ. That is, for all
A deviance test statistic can be defined as
Corollary 3.4. Suppose θ 0 ∈ Θ 0 and all previous assumptions hold. Then
Recall that G =L T ΩD and let J denote its covariance matrix, i.e., G ∼ N p (0, J ) with J =L T ΩΣΩL ∈ R p×p . Note that J = J if and only if Ω = Σ −1 . If Λ β = R c (no parameters on the boundary) and J = J, then
where χ 2 c denotes a chi-squared random variable with c degrees of freedom. A Wald-type test statistic can be based on the quadratic form in β − β * . Let V −1 n := (HJ −1 n H T ) −1 ∈ R c×c denote a weight matrix where
Corollary 3.5. Suppose θ 0 ∈ Θ 0 and all of the above assumptions hold. Then 
See also Falk et al. (2015, Lemma 2.1) . This means that we can choose any existing stable tail dependence function Z and plug it into (4.2) to get Y . If we require Y to have unit Fréchet margins, the last column of B is defined by the first (r − 1) columns and by α. The (generalized) max-linear model is identifiable when the constants c 1 , . . . , c q are well-chosen; see Einmahl et al. (2017, Appendix B) . For β ⊂ θ, we are interested in testing H 0 : β = β * for β * ∈ {0, 1} c .
Simulation studies
Testing the strucutre of a max-linear model
We consider models with r = 2 factors in dimension d = 3, i.e., with θ = (b 1 , b 2 , b 3 , α) and parameter matrix
The following four scenarios are considered: We start by assessing the quality of our estimator in these four scenarios. To this end, we simulate 500 samples of size n = 5000 from these four models and we estimate the parameters for k ∈ {25, 50, . . . , 300}. We use the empirical and the beta stable tail dependence function as initial estimators. The points c 1 , . . . , c q are chosen such that c m ∈ {0, 0.1, . . . , 1} p , so that q = 1300. We take Ω = I q , the q × q identity matrix for the weight matrix; we do not consider an optimal weight matrix here because inverting Σ is often hindered by numerical problems and the influence on the quality of estimation is negligible; see Einmahl et al. (2017) . Figure 1 shows the root mean squared error (RMSE) of the parameter estimates in the four max-linear models based on the empirical stable tail dependence function (solid lines) and the beta stable tail dependence function (dashed lines). We see that the empirical and beta stable tail dependence functions behave similarly, although the beta estimator performs slightly better (the empirical estimator outperforms the beta estimator for model 4, α = 1 only). The gap between the two estimators increases as the sample size n decreases, especially for low values of k (plots not shown).
Next, we study the performance of the two test statistics introduced in Section 3.3. n,k for k ∈ {25, 50} based on the empirical and the beta stable tail dependence function, using a significance level of 0.05. On average, the empirical level of the test is lower when using the beta stable tail dependence function. When testing H 0 : b 1 = 1 in model 3, we see that using the test statistic T (1) n,k we never reject the null hypothesis. This illustrates a major drawback of the deviance test statistic, namely the fact that it allows for compensation: when b 1 is far from one, the values of f n,k ( θ (0) n,k ) and f n,k ( θ n,k ) can still be close to each other by changing the value of α. Moreover, T
(1) n,k is numerically slower when there are many parameters, because one has to calculate θ (0) n,k . To assess the power of the two test statistics, we consider the following models, similar to those used above: Figure 1 : RMSE for models 1-4 based on the empirical stable tail dependence function (solid lines), and the beta stable tail dependence function (dashed lines); 500 samples of size n = 5000. 
n,k and T
n,k for models 1-4 (M1-M4) for n = 5000 based on the empirical and the beta stable tail dependence function for a significance level of 0.05. 
n,k calculated using the empirical and the beta stable tail dependence function. The empirical power of the test is usually higher when using the beta stable tail dependence function, except for model 7. We see again that T (1) n,k does not perform well when compensation between parameter values is possible: the power of the tests for model 3 are near zero.
Testing the number of factors in a max-linear model
Consider a d-dimensional regular max-linear model with r factors. We would like to study the capability of our test statistics to correctly retrieve the true number of factors, i.e., for s ∈ {1, . . . , r}, we wish to test the hypothesis H 0 : (b 1s , . . . , b js ) = 0. However, the max-linear model is only defined for parameter values with d j=1 b js > 0 for all s ∈ {1, . . . , d}; when this condition is not met, there are zeroes on the diagonal of Σ(θ 0 ) and thus zeroes on the diagonal of M (θ 0 ), making computation of λ β impossible. We solve this problem by computing the asymptotic distribution of the test statistics using θ n,k rather than θ 0 .
Consider a two-dimensional model with parameter vector θ 0 = (b 11 , b 21 , b 12 , b 22 ) = (0, 0, 0.825, 0.625), i.e., the first column of B is zero and the model has effectively two factors. We estimate a model with three factors and we test whether a two-factor model suffices, i.e., H 0 : (b 11 , b 21 ) = (0, 0). We simulate 500 samples of size n = 5000 from this model and we estimate the parameters for k ∈ {25, 50, 75, 100, 125} using the empirical stable tail dependence function as the initial estimator. The beta stable tail dependence function is not suited for this type of problem because of its smoothness: it tends to include more factors than necessary. We de not consider the deviance test statistic because of the compensation discussed for n = 5000 based on the empirical stable tail dependence function for a significance level of 0.05.
Application to stock market data
Consider two large industrial goods companies, Honeywell International and 3M, both listed at the New York Stock Exchange. We take the weekly negative log-returns of the stock prices of these two companies from https://finance.yahoo.com for the period January 1970 to August 2017, leading to a sample of size n = 2482. Figure 2 shows the time series plots of log-returns and the dependence structure for the returns standardized to unit Pareto margins, plotted on the exponential scale. The time series plots look approximately stationary except for a few outliers for Honeywell. Before fitting a max-linear model, we needs to decide how many factors we will use. Table 4 shows the result of fitting a four-factor model to our data based on the empirical stable tail dependence function. Values of k ∈ {25, 30, . . . , 70, 75} were considered: we chose k = 60 because parameter estimates are stable around this value. Standard errors were calculated using the asymptotic variance matrix M .
The results in Table 4 suggest to test H 0 : (b 14 , b 24 ) = (0, 0); the value of the test statistic T (2) n,k is 1.76. Comapring with a critical value of 2.37 based on a significance level of 0.05, we find that we cannot reject the null hypothesis and thus we consider a model with r = 3 factors. The parameter estimates in Table 5 ( 
Discussion
We proposed two test statistics for parameters that, under the null hypothesis, are on the boundary of the alternative hypothesis. These test were applied to the (generalized) maxlinear model, but the results are generic and could be applied to any multivariate extremevalue model where submodels appear at boundary values: for instance, the Smith model is a special case of the Brown-Resnick process when the shape parameter of the latter is on the boundary. The test statistics are convenient because their asymptotic distribution has an explicit expression. In practice however, this distribution becomes cumbersome when testing for a higher dimensional (c > 4) parameter vector. A possible solution might be to consider a multiple testing procedure with a Bonferroni-type of correction.
A potential application of the theory in this paper can be found in recursive maxlinear models, which are max-linear models defined on a directed acyclic graph (Gissibl and Klüppelberg, 2015) . In Gissibl et al. (2017) , a procedure to reconstruct the graph structure of a dataset is outlined. This procedure is based on testing which pairwise tail dependence coefficients are zero, i.e., it is based on testing whether uv (1, 1) = 2 for all pairs u, v ∈ {1, . . . , d}. This is equivalent to testing whether B is equal to a 2 × 2 identity matrix for each pair of variables, and could hence be done using our methodology.
Proof of Theorem 3.2. This theorem is a special case of Andrews (1999, Theorem 3b) . A closely related work is Andrews (2002) , where the focus is on generalized method of moment estimators. This setting is closer to ours but uses a convergence rate of √ n, whereas Andrews (1999) allows for more generality.
The quantities T , B T and R T in Andrews (1999) correspond to −(k/2)f n,k , √ kI p and −(k/2)R n,k respectively in this paper. Theorem 3b in Andrews (1999) holds under the assumptions 1, 2 * , 3 * , 5 * , and 6 of that paper. We show that these are implied by ours:
Assumption 1
The assumptions made in Theorem 3.1 imply assumption 1.
Assumption 2 * Assumption GMM2 in Andrews (2002) implies Assumption 2 * ; this is proven in Andrews (2002, Lemma 3) . We show that our assumption imply GMM2: assumption GMM2(a) holds because because D n,k (θ) converges in probability to L(θ 0 ) − L(θ). Assumption GMM2(b) holds if assumption GMM2 2 * (b) holds, which in turn is implied by the assumptions of Theorem 3.1 and (A1). Assumption GMM2(c) holds since D(θ 0 ) = 0. Assumption GMM2(d) holds since D n,k (θ) − D(θ) − D n,k (θ 0 ) = 0. Finally, Assumption GMM2(e) holds automatically since our weight matrix isn't random.
Assumption 3 * Assumption 3 * holds because of (A3) and because J is non-random, symmetric and non-singular.
Assumption 5 * Assumption 5 * holds because of (A2) and because B T = √ kI p and √ k → ∞ as n → ∞.
Assumption 6 Assumption (A2) implies assumption 6.
Proof of Corollary 3.3. This corollary is a special case of Andrews (1999, Corollary 1b) , where no parameter ψ appears. Assumptions 1, 2 * , 3 * ,5 * and 6-8 in that paper are needed: in the proof of Theorem 3.2, we've already shown that our assumptions imply 1, 2 * , 3 * ,5 * and 6; assumptions 7 and 8 hold by our assumption (A4).
Proof of Lemma 4.1. The vector Z is generated by some V = (V 1 , . . . , V r ) ∈ [0, ∞) r with E[V s ] = 1 for s ∈ {1, . . . , r}, so that Z = RV and 
