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Abstract
We improve earlier work on the title equation (where p and q are primes and c is a positive integer)
by allowing x and y to be zero as well as positive. Earlier work on the title equation showed that, with
listed exceptions, there are at most two solutions in positive integers x and y, using elementary methods.
Here we show that, with listed exceptions, there are at most two solutions in nonnegative integers x
and y, but the proofs are dependent on nonelementary work of Mignotte, Bennett, Luca, and Szalay. In
order to provide some of our results with purely elementary proofs, we give short elementary proofs of
the results of Luca, made possible by an elementary lemma which also has an application to the familiar
equation x2 + C = yn. We also give shorter simpler proofs of Szalay’s results. A summary of results on
the number of solutions to the generalized Pillai equation (−1)urax + (−1)vsby = c is also given.
MSCN: 11D61
1 Introduction
Earlier work ([3], [12], [19], [20], [21]) has treated the equation
(−1)uax + (−1)vby = c
for integers a > 1, b > 1, c > 0, with solutions (x, y, u, v) where u, v ∈ {0, 1} and x and y are positive
integers. Recently, in treating the more general Pillai equation
(−1)urax + (−1)vsby = c (P)
(where r and s are positive integers), the authors noticed that it is in a sense a more natural approach to
allow x and y to be zero as well as positive; this is because analyzing (P) is greatly clarified by the use of
what the authors in [23] call basic forms, which require exponents equal to zero (see Lemma 1 of [23] for a
definition of basic form).
So in this paper we improve earlier results (Theorems 3 and 5 of [19] and Theorem 7 of [20]) by allowing
the variables x and y in (−1)uax + (−1)vby = c to be zero as well as positive, which significantly alters the
nature of the proofs: while the proofs in [19] and [20] are elementary, the proofs of Theorems 1, 2, and 3
below depend on non-elementary work of Luca [14] and Szalay [27], and the proof of Theorem 3 depends also
on non-elementary results of Mignotte [15] and Bennett [3]. We have not been able to remove dependence
on these non-elementary results, but we have been able to replace the proofs in [14] and some of the proofs
in [27] by short elementary proofs, thus making Theorems 1 and 2 elementary. (For this reason we state
Theorem 2 and the nonelementary Theorem 3 separately even though Theorem 3 includes Theorem 2 except
for the trivial case p = q.) For the most part, we restrict the bases a and b to prime values, noting that
it seems likely that the list of exceptional cases in Theorem 3 would remain unchanged even if composite
values were allowed (see the discussion in Section 2). We prove the following results:
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Theorem 1. For integers b > 1 and c > 0 and positive prime a, the equation
ax − by = c (1)
has at most two solutions in nonnegative integers (x, y), except for (a, b, c) = (2, 5, 3), which has solutions
(x, y) = (2, 0), (3, 1), (7, 3).
There are an infinite number of (a, b, c) for which (1) has two solutions.
Theorem 2. For positive primes p and q and positive integer c, the equation
|px − qy| = c (2)
has at most two solutions in nonnegative integers x and y, except when (p, q, c) or (q, p, c) = (3, 5, 2), (2, 3, 5),
(2, 3, 7), (2, 11, 7), or (2, F, F − 2) where F is a Fermat prime.
Theorem 3. For distinct positive primes p and q and positive integer c there are at most two solutions to
the equation
(−1)upx + (−1)vqy = c (3)
in nonnegative integers x and y and integers u, v ∈ {0, 1}, except when (p, q, c) or (q, p, c) is one of the
following: (2, 3, 1), (2, 3, 5), (2, 3, 7), (2, 3, 11), (2, 3, 13), (2, 3, 17), (2, 5, 3), (2, 5, 7), (2, 5, 9), (2, 11, 7),
(3, 5, 2), (3, 5, 4), (3, 13, 10), (2, F, F − 2), (2, F, 2F − 1), (2,M,M + 2), (2,M, 2M + 1), (3, 3n + (−1)δ2, 2),
(2, 2t + (−1)δ3, 3) where F > 5 is a Fermat prime, M > 3 is a Mersenne prime, δ ∈ {0, 1}, n > 1 is a
positive integer such that (n, δ) 6= (3, 1), and t > 1 is a positive integer such that (t, δ) 6= (2, 1), (3, 1), or
(7, 1).
The solutions in these cases are as follows:
2− 1 = −2 + 3 = 22 − 3 = −23 + 32 = 1
22 + 1 = 2 + 3 = 23 − 3 = −22 + 32 = 25 − 33 = 5
23 − 1 = 22 + 3 = −2 + 32 = 24 − 32 = 7
23 + 3 = 2 + 32 = −24 + 33 = 11
22 + 32 = 24 − 3 = 28 − 35 = 13
24 + 1 = 23 + 32 = −26 + 34 = 17
2 + 1 = 22 − 1 = −2 + 5 = 23 − 5 = 27 − 53 = 3
23 − 1 = 2 + 5 = 25 − 52 = 7
23 + 1 = 22 + 5 = −24 + 52 = 9
23 − 1 = −22 + 11 = 27 − 112 = 7
1 + 1 = 3− 1 = −3 + 5 = 33 − 52 = 2
3 + 1 = −1 + 5 = 32 − 5 = 4
32 + 1 = −3 + 13 = −37 + 133 = 10
(F − 1)− 1 = −2 + F = (2F − 2)− F = F − 2
(2F − 2) + 1 = (F − 1) + F = −(F − 1)2 + F 2 = 2F − 1
(M + 1) + 1 = 2 +M = (2M + 2)−M = M + 2
(2M + 2)− 1 = (M + 1) +M = (M + 1)2 −M2 = 2M + 1
1 + 1 = 3− 1 = −(−1)δ3n + (−1)δ(3n + (−1)δ2) = 2
2 + 1 = 22 − 1 = −(−1)δ2t + (−1)δ(2t + (−1)δ3) = 3
We give the new elementary proofs of the results in [14] and [27] in Section 3. The key to making
these elementary proofs possible is the elementary proof of Lemma 2 in Section 3, which also has a further
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application which we give in Section 6: we establish a bound on n in the familiar equation x2 + C = yn,
when x and y are primes or prime powers and 2 | C. The bound depends only on the primes dividing C and
the result is elementary. Beukers [7] established a bound on n for more general x when y = 2, and Bauer and
Bennett [1] greatly improved this bound as well as allowing y to take on many specific values. The bounds
of [7] and [1] depend on the value of y and the specific value of C. See also earlier results of Nagell [16] and
Ljunggren [13].
Before proceeding, we give a brief discussion of these changes in the proofs in [14] and [27], which deal
with the equation
pr ± ps + 1 = z2,
where p is a prime and z, r, and s are positive integers. Luca [14] handles the case p > 2 using lower
bounds on linear forms in logarithms (see [14, pp. 7–11]) and the well known recent work of Bilu, Hanrot,
and Voutier [8] (see [14, pp. 12–14]). In Section 3 we obtain short and elementary proofs of Luca’s results,
without interfering with the clever use of continued fractions in [14, equation (18)], by using two elementary
lemmas which replace the use of linear forms in logarithms and [8] (see Lemmas 1 and 2 in Section 3).
Further, in proving Lemma 4 of this paper, we have removed Luca’s use of work of Carmichael [9]. Gary
Walsh pointed out to the first author that [9] is not needed for proving an auxiliary lemma used by Luca to
prove Lemma 5 of this paper; although this auxiliary lemma is not used in our proof of Lemma 5, Walsh’s
comment led to our new proof of Lemma 4.
Szalay [27] handles the equation 2r− 2s+1 = z2 using a non-elementary bound of Beukers [7]. However,
an earlier result of Beukers, the elementary Theorem 4 of [6], can be used instead, making Szalay’s result
elementary, so we will not need to give a new proof in this case. Szalay [27] also handles the case 2r+2s+1 = z2
using a nonelementary result in [7]. In this case we have not obtained a strictly elementary proof; however,
we do give a shorter proof of Szalay’s result for the case 2r +2s +1 = z2 by replacing the older bound in [7]
with the recent sharp result of Bauer and Bennett [1], not available to Szalay. Szalay’s proof can be further
shortened by observing that the methods of his Lemma 8 alone suffice to give the desired contradiction to
Beukers’ (or Bauer and Bennett’s) results; the remaining auxiliary results in [27], including the mapping of
one set of solutions onto another, are of independent interest. An outline of a proof of this result was also
given by Mignotte; see the comments at the end of Section D10 of [10].
We are grateful to Michael Bennett for proving y3 = 1 in equations (85) and (86) below by pointing out
references [4] and [5].
2 Context of the Problem
Before proceeding to the proofs, we view the results of this paper in the context of the following more general
problem: for given integers a > 1, b > 1, c > 0, r > 0, and s > 0, we consider N , the number of solutions
(x, y, u, v) to the generalized Pillai equation
(−1)urax + (−1)vsby = c (P)
in nonnegative integers x, y and integers u, v ∈ {0, 1}. Note that the choice of x and y uniquely determines
the choice of u and v, so we will usually refer to a solution (x, y).
The Case (ra, sb) = 1
There are only a finite number of cases with N > 3 solutions to Equation (P) [23]. There are at least five
infinite families of cases with N = 3 solutions to (P), as well as a number of anomalous cases with N = 3 (by
‘anomalous case’ we mean a case not a member of a known infinite family). Some of these anomalous cases
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are quite high, e.g., (a, b, c, r, s) = (56744, 1477, 83810889, 1478, 56743), [23]. We have not been able to give
a complete finite list of such anomalous solutions, so the question arises: what additional restrictions on the
variables would make possible a proof which gives a complete list of anomalous solutions, thus improving the
result to N = 2 except for completely designated exceptions? This question has been essentially answered
with the additional restriction x > 0 and y > 0 (see [22], in which the problem is reduced to a finite search).
But even if only one of the exponents (x1, x2, . . . , xN , y1, y2, . . . , yN ) is equal to zero, the problem becomes
more difficult: even with the further restriction rs = 1 the methods of [3] and [21] do not suffice without
additional heavy restrictions such as placing an upper bound on one of b, c, or min(x1, x2, . . . , xN ) (when
min(y1, y2, . . . , yN ) = 0). But if one adds the yet further restriction that a and b be prime, it is possible
to give a complete list of infinite families and a complete list of anomalous solutions, thus obtaining N = 2
with completely designated exceptions (Theorem 3 of this paper). The restriction that a and b be prime is
perhaps not as artificial as it may seem: computer searches in [3] and [21] (supplemented with calculations
on the second author’s website) suggest that the list of exceptions in Theorem 3 would remain unchanged
even if p and q were allowed to be any relatively prime integers (here of course we would be redefining F
and M to allow composite Fermat and Mersenne numbers).
The General Case
In what follows we will refer to a set of solutions to (P) which we will write as
(a, b, c, r, s : x1, y1;x2, y2; . . . ;xN , yN )
and by which we mean the (unordered) set of ordered pairs {(x1, y1), (x2, y2), . . . , (xN , yN)} where each pair
(xi, yi) gives a solution (x, y) to (P) for given integers a, b, c, r, and s. We say that two sets of solutions
(a, b, c, r, s : x1, y1;x2, y2; . . . ;xN , yN ) and (A,B,C,R, S : X1, Y1;X2, Y2; . . . ;XN , YN ) belong to the same
family if a and A are both powers of the same integer, b and B are both powers of the same integer, there
exists a positive rational number k such that kc = C, and for every i there exists a j such that kraxi = RAXj
and ksbyi = SBYj , 1 ≤ i, j ≤ N .
If (ra, sb) = 1, then k = 1 and there are only a finite number of sets of solutions in each family; therefore,
when (ra, sb) = 1, we often dispense with the notion of family and deal simply with sets of solutions.
Equation (P) has been treated by many authors, usually under at least one of the following additional
restrictions:
(A.) min(x, y) ≥ 1,
(B.) min(x, y) ≥ 2,
(C.) (u, v) = (0, 1),
(D.) (u, v) 6= (0, 0)
(E.) gcd(ra, sb) = 1,
(F.) r = s = 1,
(G.) a is prime,
(H.) a and b are both prime,
(I.) a and b are both greater than a fixed real number,
(J.) terms on the left side of (P) are large relative to c
For any combination of such restrictions, we consider the problem of finding a number N0 such that there
are an infinite number of (families of) sets of solutions for which N = n for every n less than or equal to N0
but only a finite number of (families of) sets of solutions for which N > N0. We also consider the problem of
finding a number M such that no sets of solutions have N > M , while sets of solutions exist with N = M .
The following table summarizes some known results, giving, for a given set of restrictions, results on N0 and
M along with citations of sources. In the column headed “Restrictions” we use the letters given in the list
above, also writing “K” to mean “no restrictions except those given in (P).”
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Restrictions Results Sources
A C J M ≤ 9 [25]
B C E I M ≤ 3 [12]
B C E F I M ≤ 2 [12]
A C F G M = 2 [19]
A D F H N0 ≤ 2, M = 3 [19]
A F H N0 ≤ 2, M = 4 [20]
A C F M = 2 [3]
A F N0 ≤ 2, M = 4 [21]
B C E I M ≤ 2 [11]
A C E M ≤ 3 [11]
C N0 = 3, M = 3 [22]
A E N0 = 2, M ≥ 4 [22]
K N0 = 3, M = 5 [23], [24]
Lower bounds on linear forms in logarithms are used for the proofs of all the results cited in the table
above except for those in [19] and [20], which are strictly elementary. In this paper, we show that strictly
elementary methods suffice to improve the results in [19] by eliminating the restriction (A.) and by obtaining
a definite value for N0 in the case with the set of restrictions C, F, G. We can also eliminate the restriction
(A.) in improving the result from [20], although here our methods are not strictly elementary.
Yet stronger restrictions can give N0 = 1: see for example [3, Theorems 1.3, 1.4, 1.5, and Proposition
2.1], [20, Theorems 2 and 6], [21, Theorems 6 and 7], and [28, Theorem 3].
3 Preliminary Lemmas
Lemma 1. Let D be any squarefree integer, let u be a positive integer, and let S be the set of all numbers
of the form r + s
√
D, where r and s are nonzero rational integers, (r, sD) = 1, and u|s. Let p be any odd
prime number, and let t be the least positive integer such that ±pt is expressible as the norm of a number in
S, if such t exists. Then, if ±pn is also so expressible, we must have t|n. (Note the ± signs in the statement
of this lemma are independent.)
Comment: We will use this lemma when D > 0 to bypass the problem of units.
Proof. Assume that for some p and S, there exists t as defined in the statement of the lemma. Then p splits
in Q(
√
D); let [p] = PP ′. For each positive integer k there exists an α in S such that P kt = [α]. Now
suppose ±pkt+g equals the norm of γ in S where k and g are positive integers with g < t. Since P kt+g must
be principal, P g = [β] for some irrational integer β ∈ Q(√D). Therefore, for some unit ǫ, either γ = ǫαβ or
γ¯ = ǫαβ. ǫαβ has integer coefficients and the norm of α is odd, so ǫβ has integer coefficients. Now α ∈ S
and ǫαβ ∈ S, so that one can see that ǫβ ∈ S, which is impossible by the definitions of t and g.
Lemma 2. The equation
(1 +
√−D)r = m±√−D (4)
has no solutions with integer r > 1 when D is a positive integer congruent to 2 mod 4 and m is any integer,
except for D = 2, r = 3.
Further, when D congruent to 0 modulo 4 is a positive integer such that 1+D is prime or a prime power,
(4) has no solutions with integer r > 1 except for D = 4, r = 3.
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Proof. Assume (4) has a solution with r > 1 for some m and D. From Theorem 13 of [2], we see that r is a
prime congruent to 3 mod 4 and there is at most one such r for a given D. Thus we obtain
(−1)D+22 = r −
(
r
3
)
D +
(
r
5
)
D2 − · · · −D r−12 (5)
If r = 3, (5) shows that |D − 3| = 1, giving the two exceptional cases of the Lemma. So from here on we
assume 3 6 | r.
We will use two congruences:
Congruence 1 : (−1)D+22 ≡
( r
3
)
2r−1 mod D − 3
Congruence 2 : (−1)D+22 ≡ 2r−1 mod D + 1
Congruences 1 and 2 correspond to congruences (9e) and (9f) of Lemma 7 of [2] and can be derived by
considering the expansions of (1 +
√−3)r and (1 + 1)r respectively. Noting that r − 1 ≡ 2 mod 4, from
Congruence 1 we see that D − 3 cannot be divisible both by a prime 3 mod 4 and a prime 5 mod 8. So
D ≡ 2 mod 4 implies D 6≡ 3 mod 5. Now let D + 1 = y. If D ≡ 1 mod 5, yr ≡ 3 mod 5; since m2 +D = yr,
m2 ≡ 2 mod 5, impossible. If D ≡ 2 mod 5, yr ≡ 2 mod 5, so that 5 divides m. But then we see from (4)
that 5|m implies 3|r, which we have excluded. Now yr is congruent to −y modulo y2 + 1 so that m2 is
congruent −2y + 1 modulo y2 + 1. So, using the Jacobi symbol, we must have
1 =
( −2y + 1
(y2 + 1)/2
)
=
(
2y2 + 2
2y − 1
)
=
(
y + 2
2y − 1
)
=
( −5
y + 2
)
.
If D ≡ 2 mod 4, then y ≡ 3 mod 4 and the last Jacobi symbol in this sequence equals (y+25 ) = (D+35 ), which
has the value −1 when D is congruent to 0 or 4 modulo 5. Thus, when D ≡ 2 mod 4 and r 6= 3, we have
shown that there are no values of D modulo 5 that are possible.
So we assume hereafter that D ≡ 0 mod 4. Write D + 1 = pn where p is prime, and let g be the least
number such that 2g ≡ −1 mod p, noting Congruence 2. We see that g|r − 1 and also g|p− 1|pn − 1 = D.
Now (5) gives −1 ≡ 1 mod g so that g ≤ 2. Assume first that n is odd. Since 4|D, p ≡ 1 mod 4. In this
case, we must have g = 2, p = 5. If n is even, since we have 1 +D = pn and m2 +D = prn, we must have
2prn/2 − 1 ≤ D = pn − 1, giving r < 2, impossible. So we have n odd, p = 5.
Since n is odd, D ≡ 4 mod 8, and, since (r3) is odd, (5) gives r ≡ 3 mod 8. Now assume r ≡ 2 mod 3 and
let y = 5n = 1 +D. Then yr ≡ y2 mod y3 − 1, so that m2 ≡ y2 − y + 1 mod y2 + y + 1, so that
1 =
(
y2 − y + 1
y2 + y + 1
)
=
( −2y
y2 + y + 1
)
=
( −2
y2 + y + 1
)
which is false since y2 + y + 1 ≡ 7 mod 8. Thus we have r ≡ 19 mod 24 so that yr ≡ −y7 mod y12 + 1, so
that m2 ≡ −y7 − y + 1 mod y12+12 . Thus we have
1 =
(−y7 − y + 1
(y12 + 1)/2
)
=
(
y7 + y − 1
(y12 + 1)/2
)
=
(
2(y12 + 1)
y7 + y − 1
)
=
(
y12 + 1
y7 + y − 1
)
=
(
y6 − y5 − 1
y7 + y − 1
)
=
(
y7 + y − 1
y6 − y5 − 1
)
6
=(
y5 + 2y
y6 − y5 − 1
)
=
(
y4 + 2
y6 − y5 − 1
)
= −
(
y6 − y5 − 1
y4 + 2
)
=
(
2y2 − 2y + 1
y4 + 2
)
=
(
y4 + 2
2y2 − 2y + 1
)
=
(
7
2y2 − 2y + 1
)
=
(
2y2 − 2y + 1
7
)
which is possible only when y is congruent to 1, 4, or 0 modulo 7. This is impossible since y is an odd power
of 5. This completes the proof of the lemma.
An almost immediate consequence of Lemma 2 is the following:
Lemma 3. ([14]) The only solutions to the equation
pr − ps + 1 = z2
in positive integers (z, p, r, s) with r > s and p an odd prime are (z, p, r, s) = (5, 3, 3, 1), (11, 5, 3, 1).
Proof. As in [14], we write ps − 1 = Du2, D and u positive integers and D squarefree. Clearly, p splits in
Q(
√−D), and we can let [p] = π1π2 be its factorization into ideals. We can take
π1
s = [1 + u
√−D], π1r = [z ± u
√−D].
At this point we diverge from [14]: clearly s is the least possible value of n such that pn = h2 + k2u2D for
some relatively prime nonzero integers h and k, so we can apply Lemma 1 to obtain s|r. Thus,
(1 + u
√−D)r/s = (z ± u√−D)ǫ
where ǫ is a unit in Q(
√−D). If D = 1 or 3, we note 2|u and 2 6 | z, so that we must have ǫ = ±1. Now
Lemma 3 follows from Lemma 2.
Lemma 3 is the only result from [14] which we will need to prove Theorems 1 and 2. However, for
Theorem 3 we will also need Lemmas 4 and 5 below, for which we again give short elementary proofs:
Lemma 4. ([14]) The equation
z2 = wr + ε1w
s + ε2, ε1, ε2 ∈ {1,−1}, (6)
has no positive integer solutions (z, w, r, s) with r > s, r even, and w > 2.
Proof. First we consider the case s even. We establish some notation as in [14]. Letting X = z, Y = ws/2,
and D = wr−s + ε1, we rewrite (6) as
X2 −DY 2 = ε2. (7)
The least solution of U2 −DV 2 = ±1 is (U, V ) = (w(r−s)/2, 1). Write Xn + Yn
√
D = (w(r−s)/2 +
√
D)n for
any integer n. For some j > 1, (X,Y ) = (Xj , Yj). As in [14], it is easily seen that 2|j. At this point we
diverge from [14] and apply Lemmas 1–3 of [19] to see that, if j > 2, there exists a prime q such that q|w,
q|(Yj/Y2), Y2q|Yj , and Y2q/(qY2) is an integer prime to w. But since Y2q/(qY2) is greater than 1 and divides
Yj , we have a contradiction. So j = 2 and we must have
ws/2 = Y = Y2 = 2w
(r−s)/2. (8)
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Now we consider the case s odd and again establish notation as in [14]. Letting X = z, Y = w(s−1)/2,
and D = w(wr−s + ε1), we rewrite (6) as (7). At this point we diverge from [14] and apply an old theorem
of Sto¨rmer [26]: his Theorem 1 says if every prime divisor of Y divides D in (7), then (X,Y ) = (X1, Y1), the
least solution of (7). Theorem 1 of [26] also applies to show that (2wr−s+ε1, 2w
(r−s−1)/2) is the least solution
(U1, V1) of U
2 −DV 2 = 1. If ε2 = −1, then 2X1Y1 = 2w(r−s−1)/2, which is impossible since (X1, w) = 1,
and w > 2 implies z = X1 > 1. Thus we must have ε2 = 1, so that
w(s−1)/2 = Y = Y1 = V1 = 2w
(r−s−1)/2. (9)
At this point we return to [14] where it is pointed out that (8) and (9) require w = 2 which is not under
consideration.
We note that Theorem 1 of [26] has a short elementary proof.
Lemma 5. ([14]) There are no solutions to the equation
pr + ps + 1 = z2 (10)
in positive integers (z, p, r, s) with p an odd prime.
Proof. We first establish some notation by paraphrasing [14, Section 3]: Looking at (10), we see that the only
case in which solutions might exist is when p ≡ 3 mod 4 and r− s is odd; choose r odd and let ps+1 = Du2,
with D square-free and u > 0 an integer. At this point we diverge from [14] and note that if S is the set of
all integers of the form h+ k
√
D with nonzero rational integers h and k, (h, kD) = 1 and u|k, then pr and
−ps are both expressible as the norms of numbers in S. Therefore Lemma 1 shows that ±pd is expressible
as the norm of a number in S, where d divides both r and s. From this point on, we return to the method
of proof of [14]: r is odd and s is even, so we have d ≤ s/2. For some coprime positive integers X and Y
such that (X, ps + 1) = 1, we must have
X2 − Y 2(ps + 1) = ±pd. (11)
(11) corresponds to (17) in [14]. Since |pd| < √ps + 1, X/Y must be a convergent of the continued fraction
for
√
ps + 1. But then, since ps + 1 is of the form m2 + 1, we must have pd = ±1, impossible.
It has already been pointed out in the Introduction that the following lemma can be made elementary
simply by replacing the result from [7] used in Szalay’s proof by the elementary result [6, Theorem 4].
Lemma 6. ([27]) The equation
2r − 2s + 1 = z2
has no solutions in positive integers (r, s, z) with r > s except for the following cases:
(r, s, z) = (2t, t+ 1, 2t − 1) for positive integer t > 1
(r, s, z) = (5, 3, 5)
(r, s, z) = (7, 3, 11)
(r, s, z) = (15, 3, 181)
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Lemma 6 is the only result from [27] which we will need for Theorems 1 and 2. For Theorem 3 we will
use a further result from [27] for which we have not found a purely elementary proof. However, we do give
a shorter simpler proof:
Lemma 7. ([27]) The equation
2r + 2s + 1 = z2 (12)
has no solutions in positive integers (r, s, z) with r ≥ s except for the following cases:
(r, s, z) = (2t, t+ 1, 2t + 1) for positive integer t (13)
(r, s, z) = (5, 4, 7) (14)
(r, s, z) = (9, 4, 23) (15)
Proof. Assume (12) has a solution that is not one of (13), (14), or (15). It is an easy elementary result that
the only solution to (12) with r = s is given by Case (13) with t = 1, so we can assume hereafter r > s.
Considering (12) modulo 8, we get s > 2. If s = 3, then 2r = z2 − 23 − 1 = (z + 3)(z − 3), giving z = 5,
which is Case (13) with t = 2, so we can assume hereafter s > 3.
Write z = 2tk ± 1 for k odd and the sign chosen to maximize t > 1. In what follows, we will always take
the upper sign when z ≡ 1 mod 4 and the lower sign when z ≡ 3 mod 4.
We have
2r + 2s + 1 = 22tk2 ± (k ∓ 1)2t+1 + 2t+1 + 1. (16)
From this we see s = t+ 1 so that t ≥ 3. Now (16) yields r ≥ 2t− 1 with equality only when t = 3, k = 1,
and z ≡ 3 mod 4, which is Case (14), already excluded. So r ≥ 2t, hence r > 2t since Case (13) has been
excluded. So now
k ∓ 1 = 2t−1g for some odd g > 0.
We have
2r−2t = k2 ± g = 22t−2g2 ± 2tg + 1± g. (17)
(17) yields r−2t ≥ 2t−3 with equality only when t = 3, g = 1, and z ≡ 3 mod 4, which is Case (15), already
excluded. So now g ± 1 = 2th for some odd h > 0. So we must have g ≥ 2t ∓ 1. Assume z ≡ 3 mod 4. Then
from (17) we derive
2r−2t > g2(22t−2 − 1) > 22t22t−3 = 24t−3. (18)
Now assume z ≡ 1 mod 4. Then
2r−2t > 22t−2g2 ≥ 22t−2(22t − 2t+1 + 1) > 22t−222t−1 = 24t−3.
In both cases we have
r ≥ 6t− 2 = 6s− 8. (19)
Now we can use Corollary 1.7 in Bauer and Bennett [1]:
r <
2
2− 1.48
log(2s + 1)
log(2)
.
Thus,
r <
1
0.26
log(2s + 1)
log(2s)
s <
1
0.26
log(17)
log(16)
s < 4s.
Combining this with (19) we obtain s < 4 which is impossible since s > 3.
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4 Proofs of Theorems 1 and 2
Write va(b) to mean the highest power of a dividing b for positive prime a and nonzero integer b; thus,
ava(b)||b.
Proof of Theorem 1: If a | b, then, in any solution of (1), va(by) = va(c), so that (1) cannot have two
solutions (x, y). So we assume from here on that (a, b) = 1.
Clearly (1) has at most one solution with y = 0. Applying Theorem 3 of [19] and noting that none of the
five exceptional cases of Theorem 3 of [19] has a further solution with 2 | y > 0 (see, for example, the proof of
Theorem 5 of [19]), we see that, if (1) has more than two solutions in nonnegative integers x and y, we must
have exactly one solution with y = 0 and exactly two further solutions. If these two further solutions are
among the exceptional cases of Theorem 3 of [19], a solution with y = 0 occurs only when (a, b, c) = (2, 5, 3).
So from here on we exclude the five exceptional cases of Theorem 3 of [19] and assume that we have three
solutions (x1, y1), (x2, y2), (x3, y3) with y1 = 0 and 2 6 | y2− y3. Without loss of generality, assume 2 | y2 = 2t
for some integer t. Then we have a solution to the equation
b2t + c = ax2 , (20)
as well as a solution to the equation
1 + c = ax1 . (21)
Applying Theorem 4 of [19] to the solutions (x2, y2) and (x3, y3) and noting that all the cases listed in
(22) of [19] have already been excluded, we see that a must be odd. Combining (20) and (21), we get
ax2 − ax1 + 1 = b2t,
contradicting Lemma 3 unless (a, b, c) = (3, 5, 2) or (5, 11, 4). Considering each of these two cases modulo 3,
we see that neither case allows a solution to (1) with y odd, so by Theorem 3 of [19] neither case has a third
solution.
It remains to show that there are an infinite number of (a, b, c) for which (1) has two solutions by noting
that, for a given choice of a, x1, x2, we simply let b = a
x2 − ax1 + 1 and c = ax1 − 1.
Proof of Theorem 2: Clearly three solutions are impossible if p = q, so we can assume p and q are distinct
primes. Excluding the exceptions listed in the theorem, assume we have more than two solutions to (2).
Clearly there is at most one solution for which min(x, y) = 0. Noting that the exceptional cases of Theorem
5 of [19] have been excluded, we can assume we have exactly one solution in which min(x, y) = 0 and exactly
two further solutions. After Theorem 1 above, we see that, without loss of generality, it suffices to consider
just two cases.
Case 1: Assume (2) has exactly three solutions in the following form:
qy1 + c = px1 , (22)
px2 + c = qy2 , (23)
1 + c = px3 , (24)
where xi > 0 and yj > 0 for 1 ≤ i ≤ 3, 1 ≤ j ≤ 2.
Consideration modulo 2 gives q > 2. Assume first also p > 2. Substituting (24) into (22) and (23) we
get qy1 ≡ 1 mod p and qy2 ≡ −1 mod p, so 2 | y1 = 2k for some positive integer k. But then
q2k = px1 − c = px1 − px3 + 1,
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contradicting Lemma 3 unless (p, q, c) = (3, 5, 2) or (5, 11, 4). The case (3, 5, 2) has been excluded and the
case (5, 11, 4) makes (23) impossible modulo 11.
So we can assume p = 2. If x3 = 1, then c = 1, and it is a familiar elementary result that we must have
q = 3, giving an excluded case. So we can assume x3 ≥ 2 and also x1 ≥ 3.
If x2 ≥ 2, then, substituting (24) into (22) and (23) we get qy1 ≡ 1 mod 4 and qy2 ≡ 3 mod 4, so that
2 | y1, violating Lemma 6 unless qy1/2 = 2x3−1 − 1 for x3 > 3, or c = 7 with q = 3, 5, 11, or 181. Since
we have q ≡ 3 mod 4 and have excluded the cases (p, q, c) = (2, 3, 7) and (2, 11, 7), we are left with x3 > 3,
y1 = 2, and q = 2
x3−1−1 (noting qy1/2 cannot be a perfect power). In this case,
(
c
q
)
=
(
2q+1
q
)
= 1, making
(23) impossible since also
(
2
q
)
= 1 and q ≡ 3 mod 4.
It remains to consider x2 = 1, in which case q
y2 = 2x3+1. y2 > 1 requires q
y2 = 9, giving (p, q, c) = (2, 3, 7)
which has already been excluded. So qy2 = q = F , a Fermat prime, giving the final exceptional case in the
formulation of Theorem 2 (note the case x3 = 1 has already been dealt with). This completes the proof of
Case 1.
Case 2: Assume (2) has exactly three solutions in the following form:
px1 + c = qy1 , (25)
px2 + c = qy2 , (26)
1 + c = px3 , (27)
where xi > 0 and yj > 0 for 1 ≤ i ≤ 3, 1 ≤ j ≤ 2.
By Theorem 3 of [19] we have 2 6 | x1 − x2, noting that the exceptional cases of Theorem 3 of [19] for
which c ≤ 5 have been excluded, while the exceptional cases of Theorem 3 of [19] for which c > 5 do not
allow a solution with min(x, y) = 0. Consideration modulo 2 gives q > 2.
Assume first p > 2. Substituting (27) into (25) and (26) we find qy1 ≡ qy2 ≡ −1 mod p, so that
v2(y1) = v2(y2). So v2(q
y1 − 1) = v2(qy2 − 1). Now rewrite (25) and (26) as
(px1 − 1) + c = (qy1 − 1), (28)
(px2 − 1) + c = (qy2 − 1). (29)
If v2(c) = v2(q
y1 −1) = v2(qy2 −1), then v2(px1 −1) > v2(c) and v2(px2 −1) > v2(c). But then, since at least
one of x1 and x2 is odd, we get v2(p−1) > v2(c), contradicting (27). On the other hand, if v2(c) 6= v2(qy1−1),
then we must have v2(p
x1 − 1) = v2(px2 − 1), violating 2 6 | x1 − x2.
So we must have p = 2. Recalling 2 6 | x1 − x2, take 2 6 | x1, 2 | x2. Consideration modulo 3 gives
q ≡ 2 mod 3, 2 6 | y1, 2 | y2. Now (26) give c ≡ 1 mod 4, so that (27) gives c = 1, and it is a familiar
elementary result that we must have q = 3, giving an excluded case.
5 Proof of Theorem 3
We will use the following lemma based on a result of Mignotte [15] as used by Bennett [3].
Lemma 8. Let a > 1, b > 1, c > 1, x > 0, and y > 0 be integers such that (a, b) = 1 and
ax − by = c.
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Let G = y/ log(a). Then either
G < 2409.08 (30)
or
G <
2 log(c)
log(a) log(b)
+ 22.997(log(G) + 2.405)2. (31)
Also when G = x/ log(b) we have (30) or (31).
Proof. When G = x/ log(b) the lemma can be derived in essentially the same way as Equation (11) of [21].
Now assume both (30) and (31) fail to hold for G = y/ log(a), so that (30) fails to hold for G = x/ log(b).
But if (31) fails to hold for G = y/ log(a) ≥ 2409.08, it must also fail to hold for any G > y/ log(a), so that
(31) fails to hold for G = x/ log(b), a contradiction since we have shown at least one of (30) or (31) must
hold for G = x/ log(b).
Proof of Theorem 3: We will first show that the exceptional (p, q, c) listed in the formulation of Theorem 3
are the only (p, q, c) which could have three or more solutions to (3); then, at the end of the proof, we will
find all solutions (x, y) for these (p, q, c).
The exceptional cases of Theorems 3 and 4 of [19], Theorem 7 of [20], and Theorem 2 of the present
paper are all included in the list of exceptions of the formulation of Theorem 3 above. So in what follows
we will use all these results without explicitly dealing with the exceptional (p, q, c).
Note that (3) can have at most two solutions with min(x, y) = 0.
We first handle the cases (p, q) = (2, 3), (3, 2), (2, 5), and (5, 2). If one of these cases gives three solutions
to (3), then c is odd and there is at most one solution with min(x, y) = 0, unless c = 3 which gives the
excluded case (p, q, c) = (2, 5, 3) listed in the formulation of the theorem. So when (3) has more than two
solutions with min(p, q) = 2 and max(p, q) ∈ {3, 5}, we can assume we have at least two solutions for
which min(x, y) > 0. Now Theorem 4 of [19] and Pillai’s results in [18] suffice to give all (p, q, c) such that
(p, q) = (2, 3) or (3, 2) and (3) has at least two solutions for which min(x, y) > 0, and it is easily determined
which of these (p, q, c) give more than two solutions to (3) in nonnegative integers x and y; we list such
(p, q, c) in the formulation of Theorem 3. The methods of Pillai [18] can be used in just the same way to
handle the case (p, q) = (2, 5) or (5, 2), so that, again using also Theorem 4 of [19], we can list all (p, q, c)
such that (p, q) = (2, 5) or (5, 2) and (3) has more than two solutions. So from here on we will assume
p = 2 =⇒ q > 5, q = 2 =⇒ p > 5. (32)
Also, in the following search for (p, q, c) allowing three or more solutions to (3), we will exclude all the
exceptional cases listed in Theorem 3 from consideration.
After Theorem 7 of [20] and Theorem 2 of the present paper it suffices to consider only cases in which
(3) has three solutions at least one of which has min(x, y) = 0 and at least one of which has (u, v) = (0, 0).
We divide the proof into thirteen such cases which can be seen to include all possibilities. In each of these
cases, p ≥ 2 and q ≥ 2 are distinct primes unless otherwise indicated (in the first three cases we specify
min(p, q) > 2). In the first nine cases, we assume exactly one of the exponents {x1, x2, x3, y1, y2, y3} is zero
and the rest are positive. In the final four cases, more than one of the exponents is zero.
Note: in all thirteen cases the explicitly written exponents xi and yj are assumed to be greater than zero
(1 ≤ i ≤ 3, 1 ≤ j ≤ 3). Terms with exponent zero are written simply as “1”.
Case 1
1 + c = qy1 (33)
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px2 + qy2 = c (34)
qy3 + c = px3 (35)
where p and q are odd primes. Substituting (33) into (34) and (35), we find q | px2 + 1 and q | px3 + 1, so
that v2(x2) = v2(x3), giving p
x2 ≡ px3 mod 4. So
qy3 = px3 − c ≡ px2 − c = −qy2 mod 4,
so
q ≡ 3 mod 4, 2 6 | y3 − y2. (36)
From (33) we have
(
c
q
)
= −1, so that, from (34) and (35),
(
p
q
)
= −1. (37)
If p ≡ 3 mod 4, then (37) requires
(
q
p
)
= 1 so (35) requires
(
c
p
)
= −1 while (34) requires
(
c
p
)
= 1, a
contradiction. If p ≡ 1 mod 4, then (37) requires
(
q
p
)
= −1, while (34) and (35) require
(
c
p
)
=
(
qy2
p
)
=(
qy3
p
)
, so that 2 | y3 − y2, contradicting (36).
Case 2
1 + qy1 = c (38)
px2 + qy2 = c (39)
qy3 + c = px3 (40)
where p and q are odd primes. Substituting (38) into (39) and (40), we find that, by Lemma 3, x2 is odd
unless (p, q, c) = (5, 3, 28) or (11, 5, 126), and, by Lemma 5, x3 is odd, making (p, q, c) = (5, 3, 28) impossible
modulo 3; also (40) is impossible modulo 11 if (p, q, c) = (11, 5, 126). So we can assume x2 and x3 are both
odd. Rewrite (39) and (40) as
(px2 − 1) + (qy2 + 1) = c (41)
and
(qy3 − 1) + c = px3 − 1. (42)
Since x2 and x3 are both odd, v2(p
x2 − 1) = v2(px3 − 1). Suppose v2(px2 − 1) < v2(c). Then we must have,
from (41) and (42), v2(q
y2 +1) = v2(p
x2 − 1) = v2(px3 − 1) = v2(qy3 − 1); this is possible only if q ≡ 3 mod 4
and v2(q
y2 + 1) = v2(q
y3 − 1) = 1 so we must have v2(px2 − 1) = v2(px3 − 1) = 1. So now write equations
(39) and (40) as
(px2 + 1) + (qy2 − 1) = c (43)
and
(qy3 + 1) + c = px3 + 1. (44)
Note that in both (43) and (44) all three terms have valuation base 2 greater than 1 when v2(p
x2−1) < v2(c).
Therefore, y1 and y3 are both odd so that v2(c) = v2(q
y3+1). Therefore, from (44), we have v2(p
x3+1) > v2(c)
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and since v2(p
x3 +1) = v2(p
x2 +1), we have v2(p
x2 +1) > v2(c). But we must also have y2 even and y1 odd
so that v2(q
y2 − 1) > v2(c). Thus (43) becomes impossible, eliminating the possibility v2(px2 − 1) < v2(c).
Now suppose v2(c) < v2(p
x2−1) = v2(px3−1). Now from (41) and (42) we see that v2(c) = v2(qy2 +1) =
v2(q
y3 − 1) = 1. Now write (39) and (40) as
(px2 − 1) + (qy2 − 1) = (c− 2) (45)
and
(qy3 + 1) + (c− 2) = px3 − 1. (46)
Note that in both (45) and (46) all three terms have a valuation base 2 greater than 1. We must have
q ≡ 3 mod 4 with v2(qy3+1) < v2(qy1−1) = v2(c−2), so that, from (46), v2(c−2) > v2(px3−1) = v2(px2−1),
so that v2(q
y3+1) = v2(p
x3−1) = v2(px2−1) = v2(qy2−1), which is impossible. This eliminates the possibility
v2(c) < v2(p
x2 − 1).
So we are left with v2(c) = v2(p
x2−1) = v2(px3−1). In this case from (41) we see that v2(qy2 +1) > v2(c)
so that q ≡ 3 mod 4 and v2(c) = v2(qy1 + 1) = 1. From (42) we see that v2(qy3 − 1) > 1. So we have
2 | y1, 2 6 | y2, 2 | y3, 2 6 | x2, 2 6 | x3. (47)
Recalling (38) and using (40) we see that consideration modulo 8 gives p ≡ 3 mod 8 so that (39) gives
q ≡ 7 mod 8, so that q 6= 3. Now consideration modulo 3 gives (recalling (38) and using (40)) p = 3; also
(recalling (39)) q ≡ 2 mod 3. To handle this case we make the following substitutions into Lemma 8 (noting
c > 1): a = 3, b = q, x = x3, y = y3. We get either
y3
log(3)
< 2409.08 (48)
or
y3
log(3)
<
2 log(c)
log(3) log(q)
+ 22.997(log(y3)− log log(3) + 2.405)2. (49)
From (38) and (39) we have y1 > y2. From (39) and (40) we have x3 > x2. By Lemma 12 of [23] we must
have
y2 < y1 < y3, (50)
noting that none of the exceptional cases of Lemma 12 of [23] fits Case 2.
Combining (39) and (40) we obtain
3x2(3x3−x2 − 1) = qy2(qy3−y2 + 1). (51)
If q ≡ ±1 mod 9 then (47), (38), and (40) give 3x3 ≡ 3 mod 9 which is impossible. So we can apply Lemma
1 of [21] to (51) to see that
3x2−1 | y3 − y2. (52)
Now if 3x2 < c/2, then qy2 > c/2 > qy1/2, contradicting (50), so we can assume
3x2 > c/2. (53)
So now, using (52) and (53) and letting k ≥ 1 be some real number, (49) becomes
k
3x2−1
log(3)
<
2(log(2) + x2 log(3))
log(3) log(q)
+ 22.997(log(k) + (x2 − 1) log(3)− log log(3) + 2.405)2. (54)
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If (54) holds for some fixed x2, then it also holds for that x2 taking k = 1. So (54), combined with (48),
gives x2 ≤ 7 (recalling x2 odd). Now
q2 − q ≤ qy1 − qy2 = 3x2 − 1 ≤ 2186, (55)
so that q ≤ 47. We have already shown q ≡ 7 mod 8 and q ≡ 2 mod 3. So q = 23 or 47, both of which make
(55) impossible.
Case 3
px1 + (−1)v = c (56)
px2 + qy2 = c (57)
qy3 + c = px3 , (58)
where v ∈ {0, 1} and p and q are odd primes. Consider first v = 1. Substituting (56) into (57) and (58)
we find qy2 ≡ −1 mod p and qy3 ≡ 1 mod p so that 2 | y3 which, by Lemma 3, is possible only when
(p, q, c) = (3, 5, 2) or (5, 11, 4), both of which cases are impossible since c ≤ 4 makes (57) impossible.
Now consider v = 0. Substituting (56) into (57) and (58) we get qy2 ≡ 1 mod p and qy3 ≡ −1 mod p so
that 2 | y2, which, by Lemma 3, is possible only when (p, q, c) = (3, 5, 28) or (5, 11, 126). (p, q, c) = (3, 5, 28)
makes (58) modulo 8 incompatible with (58) modulo 5, while (p, q, c) = (5, 11, 126) makes (58) modulo 8
incompatible with (58) modulo 3.
Case 4
2y1 + (−1)u = c (59)
px2 + 2y2 = c (60)
2y3 + c = px3 , (61)
where u ∈ {0, 1}. From (59) and (60) we see that y1 ≥ 3 unless (p, q, c) = (3, 2, 5), an excluded case. Clearly
y1 > y2 and x3 > x2, so that Lemma 12 of [23] gives
y2 < y1 < y3, (62)
noting that the relevant exceptional cases of Lemma 12 of [23] have already been excluded.
Consider first u = 1. Substituting (59) into (60) and (61) and using (62), we find
v2(p
x2 + 1) = y2 < y1 = v2(p
x3 + 1), (63)
so that p ≡ 3 mod 4, x3 is odd, and x2 is even. But this makes (60) impossible modulo 8 since c ≡ 7 mod 8
(recall y1 ≥ 3).
Now consider u = 0. Substituting (59) into (60) and (61) and using (62), we find that
v2(p
x2 − 1) = y2 < y1 = v2(px3 − 1)
so that 2 | x3 which is impossible by Lemma 7 unless (p, q, c) = (7, 2, 17), (23, 2, 17), or (2t + 1, 2, 2t+1 + 1)
where t ≥ 3 (recall (32)). The first two of these three cases make (60) impossible, while the third case is the
already excluded (p, q, c) = (F, 2, 2F − 1).
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Case 5
2x1 + (−1)v = c (64)
2x2 + qy2 = c (65)
qy3 + c = 2x3 , (66)
where v ∈ {0, 1}. We see that x2 < x1 < x3. Also, x1 ≥ 3, otherwise (65) is impossible except when
(p, q, c) = (2, 3, 5), which has been excluded. Assume first v = 1. Then from (64) we get c ≡ 7 mod 8. If y3
is odd, then, from (66) we get q ≡ 1 mod 8 so that (65) becomes impossible modulo 8. So 2 | y3 so that,
using Lemma 6 and recalling (32), we see from (66) that we must have (p, q, c) = (2, 11, 7), (2, 181, 7), or
(2, 2t − 1, 2t+1 − 1) where t ≥ 3. The first two of these possibilities have c = 7, making (65) impossible, and
the third possibility corresponds to the exceptional case (2,M, 2M + 1) which we have already excluded.
So now assume v = 0. Substituting (64) into (65) and (66) we find that
v2(q
y2 − 1) = x2 < x1 = v2(qy3 + 1),
which is possible only when x2 = 1, so that q = 2
x1 − 1 and c = 2x1 + 1, giving the exceptional case
(2,M,M + 2), which has been excluded.
Case 6
px1 + 1 = c (67)
qy2 + c = px2 (68)
qy3 + c = px3 (69)
By Theorem 4 of [19], p > 2. Substituting (67) into (68) and (69) we find qy2 ≡ qy3 ≡ −1 mod p, so that
2 | y2 − y3, contradicting Theorem 3 of [19].
Case 7
qy1 + 1 = c (70)
qy2 + c = px2 (71)
qy3 + c = px3 (72)
By Theorems 3 and 4 of [19], p > 2 and 2 6 | y2−y3. If 2 | x2−x3, then px2 ≡ px3 mod 3 and px2 ≡ px3 mod 4,
so that
qy2 = px2 − c ≡ px3 − c = qy3 mod 12,
so that q ≡ 1 mod 12, c ≡ 2 mod 12, and (71) gives p = 3, contradicting Corollary 1.7 of [3].
So we must have 2 6 | x2 − x3. Without loss of generality take x2 even and x3 odd. Assume first q > 2.
Then from (71) we see that qy2 + qy1 + 1 is a square, impossible by Lemma 5. So q = 2, and we can use
equations (2), (4), and (6a) of [20] to see that 2y2 || p− 1. Now rewrite (71) as
2y2 + (c− 1) = (px2 − 1)
to see that we must have y1 = y2, making the left side of (71) less than 2p, which is impossible.
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Case 8
px1 + 1 = c (73)
qy2 + c = px2 (74)
px3 + c = qy3 (75)
Assume first p > 2. Substituting (73) into (74) and (75) we find qy2 ≡ −1 mod p and qy3 ≡ 1 mod p, so that
2 | y3, contradicting Lemma 5.
So p = 2. Assume first x1 = 1 so that c = 3. Then q
y2 ≡ 5 mod 8, so that considering (75) modulo 8
we get 2 6 | y3, x3 = 1, (p, q, c) = (2, 5, 3), an excluded case. Assume next x1 = 2 so that c = 5. If q = 3, we
have the excluded case (p, q, c) = (2, 3, 5), so we can assume q > 3. Considering (74) and (75) modulo 3 we
get qy2 ≡ 2, qy3 ≡ 1 mod 3, 2 | y3, qy3 ≡ 1 mod 8, x3 = 2, q = 3, a contradiction. So x1 > 2. (74) requires
q ≡ 7 mod 8 with
(
c
q
)
= 1; but then (75) gives
(
c
q
)
= −1, a contradiction.
Case 9
px1 + (−1)w = c (76)
px2 + qy2 = c (77)
px3 + qy3 = c, (78)
where w ∈ {0, 1}. This case can be handled using essentially the same method as used to handle the case
(31) in Theorem 7 of [20].
Case 10
1 + 1 = 2 (79)
qy2 + 2 = px2 (80)
qy3 + 2 = px3 (81)
By Theorem 6 of [20] we cannot have both (80) and (81).
Case 11
1 + 1 = 2 (82)
qy2 + 2 = px2 (83)
px3 + 2 = qy3 (84)
First suppose p ≡ q ≡ 7 mod 8. Then (83) and (84) give
(
q
p
)
=
(
p
q
)
= −1, impossible when p ≡ q ≡ 3 mod 4.
Now consideration modulo 8 with consideration modulo 3 shows that one of (83) or (84) must be of the
form x2 + 2 = 3n for some integers x > 1 and n > 1; by Lemma 2 the only possibility is (p, q, c) = (3, 5, 2)
or (5, 3, 2) which has been excluded.
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Now we consider cases of three or more solutions to (3) with at least two solutions in which min(x, y) = 0.
Clearly there are at most two solutions with min(x, y) = 0. Take δ ∈ {0, 1}. If min(p, q) = 2, then c is odd
so that the only possibility allowing two solutions with min(x, y) = 0 is c = 3, and we have
2 + 1 = 3, 22 − 1 = 3,−2x3 + qy3 = (−1)δ3. (85)
If c = 2 we have the possibility of the following three solutions:
1 + 1 = 2, 3− 1 = 2,−3x3 + qy3 = (−1)δ2. (86)
If δ = 0 in either (85) or (86) then y3 = 1, by Lemma 2 of [20].
Now assume δ = 1. In (85) x3 > 2 and consideration modulo 8 gives y3 odd. So taking w = z = 1, we
have
(−q)y3 + 2x3wy3 = 3z2,
from which we find that y3 has no prime factor greater than or equal to 7 by Theorem 1.2 of [4]. Assume
y3 > 1 and recall y3 odd in (85). Then taking g ∈ {3, 5}, we are left with the Thue equations
xg − 2kyg = −3,
where 0 < k < g is chosen so that x3 ≡ k mod g (the case k = 0 is clearly impossible); the solutions to these
Thue equations can be found using the PARI/GP command thue (see [17]), yielding only the single relevant
case (p, q, c) = (2, 5, 3), which has been excluded.
If y3 > 1 in (86), then again δ = 1 and Lemma 2 of this paper shows that y3 is odd (recall (32)), so that,
taking w = z = 1 we have
(−q)y3 + 3x3wy3 = 2z3,
from which we find that y3 has no prime factor greater than 3 by Theorem 1.5 of [5]. So 3 | y3, so that,
considering (86) modulo 9, we get x3 = 1, impossible.
So y3 = 1 in both (85) and (86), and we obtain the last two exceptions in the formulation of Theorem 3.
Assume neither (85) nor (86) holds. Then, in considering cases of three or more solutions to (3) with at
least two solutions in which min(x, y) = 0, we can assume that min(p, q) > 2 and also that no solution has
x = y = 0. Thus it remains to consider
px1 = c+ (−1)w
qy2 = c− (−1)w
(−1)upx3 + (−1)vqy3 = c
where min(x1, y2, x3, y3) > 0, u, v, w ∈ {0, 1}, and min(p, q) > 2. If (u, v) = (0, 0), then
c+ (−1)w
p
+
c− (−1)w
q
= px1−1 + qy2−1 ≥ px3 + qy3 = c,
impossible when min(p, q) > 2. So it suffices to consider only the two cases given below by (87), (88), (89),
and (93), (94), (95).
Case 12
px1 + 1 = c (87)
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1 + c = qy2 (88)
qy3 + c = px3 (89)
where p and q are odd primes.
From (87) and (88) we have (
c
p
)
= 1 (90)
and (
c
q
)
=
(−1
q
)
. (91)
From (87) and (88) we see that p and q cannot both be congruent to 1 mod 4. Considering the remaining
possibilities for p and q modulo 4, we see that (90) and (91) are incompatible with (89) when 2 6 | x3y3. And
substituting (87) into (89) and applying Lemma 4, we see that x3 and y3 cannot both be even. So 2 6 | x3−y3.
Assume 2 | y3. Then combining (90) and (89) we see that p ≡ 1 mod 4, so that (87) gives c ≡ 2 mod 4 while
(89) gives c ≡ 0 mod 4. So we are left with 2 | x3 and 2 6 | y3. From (91) and (89) we now obtain q ≡ 1 mod 4,
so that c ≡ 0 mod 4 and, from (87), p ≡ 3 mod 4 with x1 odd. If 2 | y2, then, since 2 6 | x1, 2 | x3, and 2 6 | y3,
we have
v2(c) = v2(q
y2 − 1) > v2(qy3 − 1) = v2(px3 − 1) > v2(px1 + 1) = v2(c),
a contradiction. So we have
2 6 | x1, 2 6 | y2, 2 | x3, 2 6 | y3. (92)
If 3 6 | pq, then 3 | c and p ≡ 2 mod 3. So now we have p ≡ 11 mod 12 so that
p− 1
2
≡ 5 mod 6
and there must be an odd prime r dividing p − 1 such that r ≡ 2 mod 3. We have px1 ≡ px3 ≡ 1 mod r,
c ≡ 2 mod r, qy2 ≡ 3 mod r, qy3 ≡ −1 mod r. But since 2 | y3 − y2, we must have
(
3
r
)
=
(−1
r
)
,
which is impossible when r ≡ 2 mod 3.
So 3 | pq and, recalling q ≡ 1 mod 4, we are left with p = 3. We recall (92) and consider (87), (88), and
(89) modulo 5. px1 ≡ ±2 mod 5. If px1 ≡ 3 mod 5 then, using (87) and (88), we get 3x1 + 2 = 5y2 so that
Theorem 3 of [19] gives x1 = y2 = 1, c = 4, which has been excluded. So p
x1 ≡ 2 mod 5, c ≡ 3 mod 5,
qy2 ≡ qy3 ≡ 4 mod 5, so that (89) requires px3 ≡ 2 mod 5, contradicting 2 | x3 as in (92).
Case 13
1 + c = px1 (93)
qy2 + 1 = c (94)
qy3 + c = px3 (95)
where p and q are odd primes.
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Substituting (93) into (95) and applying Lemma 3 we find that we can assume y3 is odd, since the
exceptional cases of Lemma 3 make (94) impossible since c ≤ 4 and q ≥ 5. Substituting (94) into (95) and
applying Lemma 5, we find that we can assume x3 is odd. So
2 6 | x3, 2 6 | y3. (96)
We have (
c
q
)
= 1 (97)
and (
c
p
)
=
(−1
p
)
. (98)
If 2 | x1, we have 4 | c, q ≡ 3 mod 4, and, from (95) and (96), p ≡ 3 mod 4. Combining (97) with (95) we
get
(
p
q
)
= 1, while combining (98) with (95) we get
(
q
p
)
= 1, which is impossible when p ≡ q ≡ 3 mod 4.
So 2 6 | x1.
Therefore, if 3 | c, (93) gives p ≡ 1 mod 3. But (94) gives q ≡ 2 mod 3, and, from (95) and (96), we have
a contradiction. So 3 6 | c.
So 3 | pq. If q = 3 then, from (94), we get c ≡ 1 mod 3, and, from (93) we get p ≡ 2 mod 3. But then
(95) requires 2 | x3, contradicting (96). So p = 3.
To handle the case p = 3, we use Lemma 8 with the following substitutions: a = 3, b = q, x = x3, y = y3.
Then by Lemma 8 (noting c > 1) we must have either (48) or (49). Combining (93) and (95) we get
3x1(3x3−x1 − 1) = qy3 − 1
so that
3x1 | qy3 − 1. (99)
From (93) and (94) we get x1 > 1, so that q
y2 ≡ 7 mod 9, q 6≡ ±1 mod 9. Applying Lemma 1 of [21] to (99),
we have
3x1−1 | y3. (100)
Using (100) and (93) and noting that if (31) holds for G = G1 > G0 > 1 it holds for G = G0, we see that
(48) and (49) can be replaced by
3x1−1
log(3)
< 2409.08 (101)
and
3x1−1
log(3)
<
2x1
log(q)
+ 22.997((x1 − 1) log 3− log log 3 + 2.405)2, (102)
giving x1 ≤ 8. Using (93), (94), (95), and (96) we have
3x1 − 2 = qy2 , 3x3 ≡ 1 mod q, 2 6 | x3. (103)
We easily check that (103) is impossible for x1 = 3, 5, or 7 (recall 2 6 | x1 > 1).
We have now shown that the list of exceptional cases in Theorem 3 includes all (p, q, c) allowing at least
three solutions to (3). It remains to show that for each such (p, q, c) the list of solutions (x, y) is complete.
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Consider first (p, q, c) = (2, 2t + (−1)δ3, 3) which gives the three solutions
2 + 1 = 22 − 1 = −(−1)δ2x3 + (−1)δqy3 = 3,
where y3 = 1 and x3 = t > 1. If q = 2
t + 3, then we cannot have qy4 + 3 = 2x4 since q ≡ 3 mod 4. So
any further solution (x4, y4) must be of the form 2
x4 + 3 = qy4 with y4 odd so that q
y4 ≡ qy3 mod 3, giving
2 | x3 − x4, contradicting Theorem 3 of [19], so that there exactly three solutions in this case. Similarly, the
case q = 2t − 3 gives exactly three solutions (note that t is defined so that q 6= 5).
Now consider (p, q, c) = (3, 3n + (−1)δ2, 2) which gives the three solutions
1 + 1 = 3− 1 = −(−1)δ3x3 + (−1)δqy3 = 2.
By the results given in Cases 10 and 11, this case also has exactly three solutions (except for the excluded
case (3, 5, 2)).
The remaining cases can be handled either by Theorem 2 of [19] or by Observation 8 of [21].
The proof of Theorem 3 is elementary except for the use of Lemma 8 (to handle the case p = 3 in Cases
2 and 13), Corollary 1.7 of [3] (to handle the case p = 3 in Case 7), Lemma 7 (Case 4), Lemma 12 of [23]
(Cases 2 and 4), Observation 8 of [21] (at the end of the proof of Theorem 3), and, finally, Theorem 1.2 of [4],
Theorem 1.5 of [5], and Pari (to obtain y3 = 1 in (85) and (86)). The following Lemma 9 allows us to replace
Observation 8 by an elementary result, and the Corollary to Lemma 9 shows that Lemma 12 of [23] can be
given an elementary proof; also the somewhat longer alternate proof of Case 4 of Theorem 3 given below
removes the dependence on Lemma 7, thus removing the dependence on [1]. Finally, rewriting the last two
exceptional (p, q, c) in the formulation of Theorem 3 as (3, (3n + (−1)δ2)1/m, 2) and (2, (2t + (−1)δ3)1/m, 3)
where m ≥ 1 is an integer, we can remove the need for Theorem 1.2 of [4], Theorem 1.5 of [5], and Pari. With
these changes the proof of Theorem 3 is lengthened but becomes elementary except for three applications
(all with min(p, q) = 3) of lower bounds on linear forms in logarithms (note that Corollary 1.7 of [3] and
Lemma 8 both use a theorem of Mignotte [15] as used in [3]).
Lemma 9. If (p, q, c) = (2,M,M +2) where M = 2t− 1 > 3 is a Mersenne prime, the only solutions to (3)
are
2t + 1 = c, (104)
2 +M = c, (105)
2t+1 −M = c. (106)
If (p, q, c) = (2,M, 2M + 1) where M = 2t − 1 > 3 is a Mersenne prime, the only solutions to (3) are
2t+1 − 1 = c (107)
2t +M = c (108)
22t −M2 = c (109)
If (p, q, c) = (2, F, F − 2) where F = 2t + 1 > 5 is a Fermat prime, the only solutions to (3) are
2t − 1 = c (110)
− 2 + F = c (111)
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2t+1 − F = c (112)
If (p, q, c) = (2, F, 2F − 1) where F = 2t + 1 > 5 is a Fermat prime, the only solutions to (3) are
2t+1 + 1 = c (113)
2t + F = c (114)
− 22t + F 2 = c (115)
Proof. Let M = 2t − 1 > 3 be a Mersenne prime and let c be either 2t + 1 or 2t+1 − 1. Then ( cM ) = 1 and
the equation 2x + c = My is impossible. Considering the equation My + c = 2x modulo 8, we see that the
parity of y is determined, so, by Theorem 3 of [19], the only solutions to this equation with y > 0 are given
by (106) and (109) respectively. Further, it is easily seen that the only cases of solutions to the equation
2x + My = c with y > 0 are given by (105) and (108) respectively. And clearly the only solutions with
min(x, y) = 0 are given by (104) and (107) respectively.
Now let (p, q, c) = (2, F, F − 2) where F = 2t + 1 > 5 is a Fermat prime. Consideration modulo 8 shows
that the equation 2x + c = F y requires x = 1 giving (111). Consideration modulo 2t+1 shows that the
equation F y + c = 2x requires y odd when y > 0, so, by Theorem 3 of [19], we must have (112). Clearly
there can be no solutions to the equation 2x + F y = c with y > 0. Finally, the only solution for this (p, q, c)
with min(x, y) = 0 is given by (110).
Now let (p, q, c) = (2, F, 2F − 1) where F = 2t+1 > 5 is a Fermat prime. Consideration modulo 3 shows
that the equation 2x + c = F y requires 2 | x − y; when x and y are odd, consideration modulo 2t+1 shows
that we must have x = t, which is impossible since F < 2t + c < F 2, and, if x and y are even, the only
solution is given by (115) by Theorem 3 of [19]. Consideration modulo 8 shows that the equation F y+c = 2x
is impossible. Clearly the only solution to the equation 2x + F y = c with y > 0 is given by (114). And it is
also clear the only possible solution with min(x, y) = 0 is given by (113).
Corollary to Lemma 9. Lemma 12 of [23] has an elementary proof.
Proof. The proof of Lemma 12 of [23] depends only on the lemmas preceding it in that paper, which in turn
are elementary except for use of Theorems 1 and 7 of [21]. But in every case the use of Theorems 1 and 7
of [21] can be replaced by the use of either Theorem 2 of [19] or Lemma 9 above.
The following eliminates the dependence of Case 4 of Theorem 3 on Lemma 7.
Alternate Proof of Case 4 of Theorem 3. It suffices to treat only the case u = 0, noting y1 ≥ 3 and recalling
2 | x3. If p ≡ 7 mod 8 then (60) requires
(
c
p
)
= 1 while (61) requires
(
c
p
)
= −1, so
p 6≡ 7 mod 8. (116)
If y2 = 1 then p
x2 = 2y1 − 1 ≡ 7 mod 8, impossible by (116), so px2 ≡ 1 mod 4. If 2 | x2 then, using
Lemma 6 with (32) and (116), we must have (p, c) = (11, 129) or (181, 32769), so considering (61) modulo 5
we find 2 6 | y3, while considering (61) modulo 3 we find 2 | y3 since 2 | x3. So
2 6 | x2, (117)
and
p ≡ 1 mod 4. (118)
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Assume now 4 | x3 and recall (32). Then, since
2y3 + 2y1 + 1 = px3 , (119)
consideration modulo 5 gives 2y3 + 2y1 ≡ 0 mod 5, so that 2 | y3 − y1. But consideration of (119) modulo 3
gives 2 6 | y3 − y1, a contradiction. So
2 || x3. (120)
Let k = v2(p− 1). Then, using (117) and (120), we have
v2(p
x2 − 1) = v2(px3/2 − 1) = k. (121)
From (121) and (118) we have v2(p
x3 − 1) = k + 1, so from (119) and (62) we have y1 = k + 1, so from
(60) and (121) we have y2 = k, p = 2
k + 1 (note x2 = 1 by (32)), giving the already excluded case
(p, q, c) = (F, 2, 2F − 1).
6 Further Related Results
In this section we show how Lemma 2 can be used in a different direction, treating an old problem which
has already received much attention (see Introduction).
Theorem 4. Let C be an even positive integer, and let PQ be the largest squarefree divisor of C, where P
is chosen so that (C/P )1/2 is an integer. If the equation
x2 + C = yn (122)
has a solution (x, y, n) with x and y nonzero integers divisible by at most one prime, (x, y) = 1, n a positive
integer, and (x, y, n) 6= (7, 3, 4) or (401, 11, 5), then we must have either n = 3 or
n|N = 2 · 3uh(−P )〈q1 −
(−P
q1
)
, . . . , qn −
(−P
qn
)
〉
Here u = 1 or 0 according as 3 < P ≡ 3 mod 8 or not, h(−P ) is the lowest h such that ah is principal
for every ideal a in Q(
√−P ), 〈a1, a2, . . . , an〉 is the least common multiple of the members of the set S =
{a1, a2, . . . , an} when S 6= ∅, 〈a1, a2, . . . , an〉 = 1 when S = ∅, q1q2 . . . qn = Q is the prime factorization of
Q, and
(
a
q
)
is the familiar Legendre symbol unless q = 2 in which case
(
a
2
)
= 0.
Proof. It suffices to prove the theorem for the case in which y is a positive prime. Assume there exists a
solution to (122). Let pp¯ be the prime ideal factorization of y in Q(
√−P ). Let k be the smallest number
such that pk = [α] is principal with a generator α having integer coefficients. When P = 1, we choose α so
that the coefficient of its imaginary term is even. When P = 3 we can take k = 1. Then
αn/k = ±x±√−C
where the ± signs are independent. Note that when P = 3 and αn/kǫ = x ± √−C for some unit ǫ, we
must have ǫ = ±1. Let j be the least number such that αj = u + vQ√−P for some integers u and v. By
elementary properties of the coefficients of powers of integers in a quadratic field, jk|N/2. Also, jk|n = jkr
for some r. So we have
(u + vQ
√−P )r = ±x±√−C
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If r = 1 or r = 2, Theorem 4 holds, so assume r ≥ 3.
If r is even, then any prime dividing umust divide C, since ±x±√−C must be divisible by (u+vQ√−P )2.
Since (u,C) = 1, we must have u = ±1 when r is even.
If r is odd, then u divides x. x = ±1 implies u = ±1. Assume |x| > 1. Let x = ±gs where g is a positive
prime and s > 0. Then, when r is odd, u = ±gt for some t ≥ 0. Also, every prime dividing v divides C.
Thus, if t > 0, then by Theorem 1 of [19], r = 1 which we already excluded. (Note that the only relevant
exceptional case in Theorem 1 of [19] is (x, y, C) = (3, 13, 10), in which case n = 1 or 3.)
So u = ±1 regardless of the value of x or the parity of r. Letting D = v2Q2P , we have
(1 +
√−D)r = ±x± w√−D
for some positive integer w. If w = 1, we see from Lemma 2 that r = 3 and j = k = 1, so that n = 3 and
the theorem holds.
So w > 1, and w is divisible only by primes dividing C. In what follows, we apply Lemmas 1–3 of [19].
We must have at least one prime r1 dividing C which also divides r. We have, for any such r1,
(1 +
√−D)r1 = ±x1 ± w1
√−D (123)
where w1|w. If r1 is odd, we have
± w1 = r1 −
(
r1
3
)
D +
(
r1
5
)
D2 − · · · ±D r1−12 . (124)
r1|w1, and, if r1 > 3, then r21 6 | w1. Also, when r1 > 3, (w1/r1, C) = 1, so that w1 = ±r1.
If r1 = 3, we must have w1 = ±3z for some z > 0 so that D = 3z + 3. Now 1 +D is the norm of αj
which equals yjk. But 1 +D = 3z + 4 cannot be a perfect power of y by Lemma 2 of [20]. So j = k = 1.
Now |x1| = 3D − 1 > 1. Also, (x1, C) = 1 so 2 6 | rr1 . Thus, x1 must be a power of the prime dividing x (this
follows from the same kind of elementary reasoning used for Lemmas 1–3 of [19]). By Theorem 1 of [19],
r = r1, n = 3jk = 3, and the theorem holds.
If r1 = 5 then (124) shows that ±5 = 5 − 10D + D2. Since 5|D, this implies D = 10, yjk = 11 which
gives (x1, y, r1, j, k) = (401, 11, 5, 1, 1). If r > r1, we must have 2 6 | r and 401|x, so Theorem 1 of [19] shows
r = r1. This leads to the case (x, y, n) = (401, 11, 5).
If r1 ≥ 7, (124) is impossible for w1 = ±r1.
Finally, it remains to consider r = 2h, h > 1. Then we have (123) with r1 = 2, |x1| = D − 1. If D > 2,
then, since D − 1 > 1, we have 2 6 | rr1 , contradicting h > 1. So D = 2, so that yjk = 1 + D = 3, and
n = r = 2h. n = 4 gives the exceptional case (x, y, n) = (7, 3, 4); and n > 4 gives 7 | w, impossible.
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