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Abstract
Robots must complete their tasks in spite of unreliable actuators and limited, noisy sensing. In this
paper, we consider the information requirements of such tasks. What sensing and actuation abilities are
needed to complete a given task? Are some robot systems provably “more powerful,” in terms of the
tasks they can complete, than others? Can we find meaningful equivalence classes of robot systems?
This line of research is inspired by the theory of computation, which has produced similar results for
abstract computing machines. The basic idea is a dominance relation over robot systems that formalizes
the idea that some robots are stronger than others. This comparison, which is based on the how the
robots progress through their information spaces, induces a partial order over the set of robot systems.
We prove some basic properties of this partial order and show that it is directly related to the robots’
ability to complete tasks. We give examples to demonstrate the theory, including a detailed analysis of
a limited-sensing global localization problem.
1 Introduction
Suppose we want a robot to complete some task, such as navigating to a goal, manipulating an object,
or localizing itself within its environment. Many different combinations of sensing and motion modalities
can be (and have been) used to complete each of these tasks. Indeed, much of the robotics literature is
concerned with finding sufficient conditions on the sensing and actuation capabilities needed to complete
such tasks. In this paper we take a different approach. For a given task, we are interested in determining
the necessary conditions: What sensors and actuators are needed? What are the information requirements
of robotic tasks? The long-term goal of this research is to develop a theory of robots and sensing that
helps in answering such questions. Answers to these questions are important because we expect that a deep
understanding of the difficulty of tasks in terms of their information requirements will lead to simpler and
less expensive robot designs.
This work is inspired in part by the theory of computation, which begins with precisely defined models
of abstract machines, such as finite automata, Turing machines, and so on [39]. In this context, a problem
is usually a language of strings; to solve the problem is to accept strings in this language and reject all
others. The theory of computation gives answers several kinds of basic questions about these machines and
problems.
1. Solvability : Can a given machine can solve a given problem?
2. Complexity : If the machine can solve the problem, how efficiently (in terms of time or space, for
example) can it do so?
3. Comparison: Are some machines strictly more powerful, in terms of the problems they can solve, than
others? It is known, for example, that pushdown automata can accept a strictly larger set of languages
than can finite automata. Likewise, Turing machines are more powerful than pushdown automata.
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4. Equivalence: Are there apparently dissimilar machines that can solve the same set of problems? For
example, it is a standard result that a Turing machine with multiple tapes is functionally equivalent
to an ordinary single-tape Turing machine. Less obviously, Turing machines and recursive functions
have been shown to have equivalent computation power.
These ideas are well understood. In the sense that they form the formal foundation of the discipline, they
are part of the core of computer science. Current robotic science lacks a comparable foundation; the field
needs a unified theory in which meaningful statements can be made about the complexity of robotic tasks
and the robot systems we build to complete these tasks.
Can we adapt standard models of computation to the robotics context? Unfortunately, these models
are fundamentally ill-suited for studying robotics problems, because they assume that all of the relevant
information is supplied ahead of time on the machine’s tape. Sensing and uncertainty are central defining
issues in robotics; this structure is destroyed by an a priori encoding of the problem on a machine’s tape.
Traditional models of online computation (see, for example, [18, 44, 73]) are also inadequate, because they
assume that some fixed encoding of the problem is revealed incrementally. In contrast, robotics problems are
generally interactive, in the sense that the robot’s decisions influence the information that becomes available
in the future. Others study robotics problems using similar tools [33, 67], but do not explicitly consider the
effects of varying sensing and motion capabilities.
The aim of this paper is to develop a “sensor-centered” theory for analyzing and comparing robot systems.
Our approach to doing so is based on two main ideas.
1. Information spaces: Traditional planning methods focus on the robot’s progression through a space of
states. What happens when the state is hidden and sensing thereby becomes relevant? One approach
is to use state estimation, in which the robot uses the information available to it to make an “educated
guess” about its state. The robot can treat this estimated state as its true state and ignore the
uncertainty. In some extremely limited contexts this is provably optimal (see for example, Section 6.1
of [14]). We, however, are interested in a broader class of tasks for which accurate state estimation is
impossible.
The relevant space for such problems is the robot’s information space. This space fully describes the
information available to the robot, including its initial condition, the history of actions it has applied,
and the history of sensor observations it has received. The robot’s “state” in this space is always fully
known. Information spaces originated in game theory [47], but have been used in robotics for some
time [11,28,37,50,51].
2. Tradeoffs expressed as partial orders: We present a partial order defining the dominance of one robot
system over another. The definition is based in turn on another partial order, an information preference
relation over information space, that indicates which information states are “more informed” than
others. Although these relations admit the possibility that no meaningful comparisons can be made,
we find this desirable: physical tasks and robot systems exhibit complex relationships and tradeoffs
that can potentially defy meaningful linear ordering.
The central idea we present in this paper is a notion of dominance of one robot model over another. In
informal terms:
A robot R2 dominates another robot R1 if R2 can “simulate” R1, collecting at
least as much information as R1.
We make three primary contributions in developing this idea. First, we present the idea of robotic primitives
for modeling robot systems as collections of independent components. A single robotic primitive represents
a self-contained “instruction set” for the robot that may involve sensing, motion, or both. A robot model
is defined by a set of primitives that the robot can use to complete its task. By selecting a “catalog” of
primitives from which complete robot systems are constructed, we effectively determine a set of robot systems
to consider. For clarity, we define these models in an idealized setting in which time is modelled as a series of
discrete stages and the robot has perfect knowledge of its environment, perfect control and perfect sensing.
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Second, we give a definition for dominance of one robot system over another that formalizes the imprecise
definition above. This definition is based on comparing reachability in a derived information space [50].
By mapping sensor-action histories from a variety of robots into the same derived information space, we
can compare the abilities of these robots in a concrete, formal way. We prove some basic properties of
this dominance relation and give some examples, including a detailed investigation of the global localization
problem. Third, we demonstrate the generality of our ideas by showing how to remove several of the
simplifying assumptions we make in the initial presentation.
The remainder of this paper is organized as follows. Section 2 reviews related research. Section 3 lays
a foundation of basic definitions for robotic planning problems. Section 4 introduces the concept of robotic
primitives and defines the set of robots induced by a catalog of primitives. In Section 5 we describe the
information preference relation, a partial ordering over derived information space that formalizes the idea
that some information states are better than others. The definition of dominance and some basic properties
thereof appear in Section 6. In Section 7, we apply the results from Sections 4-6 to the global localization
task. In Section 8 we present several generalizations our basic results to account for environment uncertainty,
imperfect control and sensing, and continuous time. Section 9 contains discussion and conclusions.
Preliminary versions of this work appear in [62] and [63].
2 Related work
Our approach can be viewed as minimalist in the sense that we are interested in solutions that use sensing
sparingly. The minimalist approach in robotics has a long history, dating perhaps to Whitney [79]. Minimalist
approaches have been used in manufacturing contexts for part orientation [4, 5, 30, 36, 37, 57, 77, 80] and in
mobile robotics for navigation and exploration [3, 21,42,48,54,59,76].
Our goals are similar to those of Donald [25]. The reductions in that work are similar to our dominance
relation; Donald’s notion of calibration is related to our idea of initial conditions. The most fundamental
difference is that our analysis is rooted in the information space. We claim that for robotic problems for
which sensing is a crucial issue, the information space is the space in which the problem can most naturally
be posed. The work of Erdmann [29] is grounded in the preimage planning ideas due to Lozano-Perez,
Mason, and Taylor [53]. In Erdmann’s work, sensors are modeled by giving a partition of state space. The
problem of sensor design is to choose a partition so that from each region in the partition, the robot knows
what action to select in order to make progress toward its goal. Others in artificial intelligence [19] and
control theory [1, 27,34] have addressed related issues.
Although the examples in this paper use nondeterministic uncertainty, which is based on set membership,
the basic structure of our analysis is compatible with probabilistic uncertainty models like those of [75]. Many
probabilistic methods (for example, [7,52]) can be characterized as operating in an information space whose
members are probability distributions over state space. Our methods can be viewed as axiomatic because
they can be applied in any situation that satisfies the definitions of Sections 3-5. In this sense, the model of
uncertainty used is orthogonal to the questions addressed in this work.
3 Basic definitions
This section presents basic definitions for robotic planning problems. In order to keep the presentation as
clear as possible, we make several simplifying assumptions here and show in Section 8 how to relax them.
3.1 States, actions, and observations
We allow a robot to move in a state space X. Many of the examples in this paper are for a point robot
with orientation in the plane. In these examples, we use X = E × S1, in which E ⊂ R2 is the robot’s
environment and S1 = [0, 2π]/∼, where ∼ is an equivalence relation identifying 0 and 2π, represents the
robot’s orientation. In general, however, we allow arbitrary state spaces, including configuration spaces and
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Figure 1: A robot in a planar environment E. Its state space is X = E × S1.
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Figure 2: The robot interacts with its environment by executing actions and receiving observations.
phase spaces of physical systems. Section 8.1 considers the particular case that arises when a robot moves
amidst unknown obstacles.
Time proceeds in variable-length stages, indexed by consecutive integers starting with 1. In each stage,
the robot selects an action u from its action space U and moves to a new state according a state transition
function f : X ×U → X. At the conclusion of each stage, the robot’s sensors provide an observation y from
an observation space Y , according to h : X × U → Y . Call h the robot’s observation function. Let xk, uk,
and yk denote respectively the state, action, and observation at stage k. These sequences are related to each
other by f and h:
xk+1 = f(xk, uk) (1)
yk = h(xk, yk). (2)
Although we are assuming in this section that both state transitions and observations are deterministic, we
acknowledge that in realistic contexts, managing unpredictability in motion and sensing is a crucial issue.
We omit such uncertainty here because of the additional complications it would introduce. The extensions
needed to relax this assumption are introduced in Section 8.
For convenience, we also define an iterated version of f that applies k actions in succession:
fk(x, u1, . . . , uk) = f(· · · f(f(x, u1), u2) · · · ), uk). (3)
The robot’s capabilities are modeled in the action and observation sets U and Y and in the maps f and h
that interpret these sets. See Fig. 2. A robot model is a 5-tuple (X,U, Y, f, h) giving values to each of these
elements.
3.2 Information spaces
Although the robot does not know its state, it does have access to the history of actions it has selected
and observations it has made. The space of such histories is the robot’s history information space (history
I-space), denoted Ihist:
Ihist =
∞⋃
i=0
(U × Y )i. (4)
After k stages, the robot’s history information state (history I-state) is a sequence of length 2k: η =
(u1, y1, . . . , uk, yk). We occasionally abuse notation by writing (η, uk+1, yk+1) for the history I-state formed
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by appending uk+1 and yk+1 to η. How is the state space related to the robot’s history I-space? One
connection is by way to the notion of states consistent with an I-state:
Definition 1 A state x ∈ X is consistent with a history I-state η = (u1, y1, . . . , uk, yk) if there exists some
x1 ∈ X such that x = f
k(x1, u1, . . . , uk) and yj = h(f
j−1(x1, u1, . . . , uj−1), uj) for each j = 1, . . . , k. ◦
The intuition is that a state x is consistent with an I-state η if a robot having I-state η might possibly be at
state x.
We may define a policy π : Ihist → U over history I-space. As a shorthand, we recursively define a
function F that applies a policy several times in succession, starting with some state x:
F 0(η, π, x) = η (5)
F k(η, π, x) = (ηk−1, π(F
k−1(η, π, x)), h(x, π(F k−1(η, π, x)))), (6)
Note that F k(η, π, x) depends on the true state x (which is unknown to the robot) because x influences the
observation sequence that the robot receives.
The history I-space is not particularly useful by itself. For pairs of robots whose action or observation
spaces differ, the history I-spaces also differ, making the history I-space unhelpful for comparing robots. For
these reasons, we select a derived information space (derived I-space) I and an information mapping (I-map)
κ : Ihist → I. Informally, an I-map computes a “compression” or “interpretation” of the history I-state.
If the history I-spaces of several robot models are mapped to the same derived I-space I, then the robots
can be compared by examining their progression through I. In principle, we may select I and κ arbitrarily.
The usefulness of a derived I-space lies in its ability to fully capture the information relevant to the task of
interest.
Example 1 We define the nondeterministic I-space Indet, in which derived I-states are nonempty subsets
of X. The interpretation is that the robot’s derived I-state is the minimal set guaranteed to contain the true
state. For any history I-state η, the nondeterministic derived I-state κndet(η) is the set of states consistent
with η. Equivalently, the I-map κndet : Ihist → Indet can be defined recursively:
κndet( ) = X (7)
κndet(η, u, y) = {f(x, u) | x ∈ κndet(η), y = h(x, u)} (8)
Note that in Equation 7, we assume the robot initially has no information about its state. ⋄
An important special case is the value of κ for an empty history, that is, κ( ). This value gives an initial
condition for the robot, reflecting any knowledge the robot may have before its execution begins.
A task for the robot is a goal region IG ⊆ I in information space that the robot must reach. This notion
is a generalization of the traditional idea of a goal state or goal region in state space. A solution is a policy
π under which, for any x ∈ X, there exists l such that F l(η1, π, x) ∈ IG.
4 Defining a set of robot systems
In this section we discuss how a set of robots can be defined in terms of a set of independent components.
4.1 Robotic primitives
At the most concrete level, a robot is a collection of motors and sensors connected to some sort of computer.
Between these components there may be interactions via open- or closed-loop controls. We abstract this
complexity by defining the notion of a robotic primitive. Each robotic primitive defines a “mode of operation”
for the robot. When primitives are implemented, they may draw on one or more of the robot’s physical
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Figure 3: Sample executions of the primitives of Examples 2 and 3. [top] PA allows the robot rotate relative
to its current orientation. [bottom] PC allows the robot to rotate relative to a globally defined “north”
direction.
sensors or actuators. Every kind of motion or sensing available to the robot must be modeled as a robotic
primitive. Robotic primitives correspond to the oracles that occur in the theory of computation [72], in
the sense that they provide the ability to make certain transitions and collect certain observations, without
specifying how these abilities are implemented.
Formally, we define robotic primitives in terms of the action and observation abilities they provide.
Definition 2 A robotic primitive (or simply a primitive) is a 4-tuple
(Ui, Yi, fi, hi) (9)
giving an action set Ui, an observation set Yi, a state transition function fi : X×Ui → X, and an observation
function hi : X × Ui → Yi. ◦
We now give several examples to illustrate the idea. Examples 3-7 apply to a point robot with orientation
in the plane, soX = R2×S1. Illustrations of these primitives appear in Figures 3-5. We revisit these examples
in Sections 6 and 7.
Example 2 Let PA = (S
1, {0}, fA, hA). Let fA compute relative rotations, so that from a state x =
(x1, x2, θ), we have fA(x, u) = (x1, x2, θ + u). Since YA = {0} contains only a dummy element, hA is
a trivial function always returning 0. This primitive can be implemented with an angular odometer on a
mobile robot capable of rotating in place. ⋄
Example 3 Let PC = (S
1 ⊔ {0}, S1, fC , hC). The ⊔ notation indicates a disjoint union operation, under
which identical elements from different source sets remain distinct. Define fC(x, u) to set the rotation
coordinate of x to equal u if u ∈ S1 or to leave x unchanged if u ∈ {0}. The observation function hC returns
the robot’s final orientation. This primitive amounts to allowing the robot to orient itself with respect to a
global reference frame, or to sense its current orientation without rotating. This primitive can be implemented
using a compass on a robot that can rotate in place. ⋄
Example 4 Let PT = ({0}, {0}, fT , hT ). Define fT to compute a forward translation to the obstacle bound-
ary. This primitive can be implemented with a contact sensor on a mobile robot that can reliably move
forward. ⋄
Example 5 Let PL = ([0,∞), [0,∞), fL, hL). For x ∈ X and u ∈ U , define fL(x, u) to compute a forward
translation of distance at most u, stopping short only if the robot reaches an obstacle first. The observation
hL(x, u) is the actual distance traveled. This primitive can be implemented with a linear odometer. Depending
on implementation issues, a contact sensor may be needed as well. ⋄
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Figure 4: Sample executions of the primitives of Examples 4-6. [top] PT allows the robot to translate forward
until it reaches an obstacle. [middle] PL allows a robot to specify a distance to translate. [bottom] PR allows
the robot to measure the distance forward to the nearest obstacle, but does not change the robot’s state.
(x,
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Figure 5: A sample execution of the primitive of Example 7. The robot senses its position, but its state does
not change.
Example 6 Let PR = ({0}, [0,∞), fR, hR). Again, f(x, u) = x for all x and u. The observation h(x, u) is
the distance to the nearest obstacle directly in front of the robot. This primitive models the capabilities of a
forward-facing unidirectional range sensor. ⋄
Example 7 Let PG = ({0},R
2, fG, hG). For all x ∈ X, fG(x, 0) = x, so that this primitive never changes
the robot’s state. For a state x = (x1, x2, θ), let h(x, 0) = (x1, x2). This primitive roughly corresponds to a
GPS device that the robot can periodically poll to determine its location in the plane. ⋄
Other possibilities for primitives include landmark detectors, wall followers, visibility sensors, and so on.
A more complete listing of sensors suitable for adaptation into robotic primitives appears in Section 11.5.1
of [50].
We claim that there are several benefits to modeling robot systems as collections of primitives. First,
we claim that robotic primitives represent the right level of abstraction at which planning problems are
interesting but manageable. If we consider sensors at too fine a level of detail, the problem takes on the
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character of a closed-loop control system. If the primitives are too sophisticated, we risk trivializing the
planning problem while creating an unbearable modeling burden. Second, by dividing time into stages,
we avoid the technical difficulties of describing the robot’s progression through I in continuous time. This
consideration is increasingly important if we allow noise to affect state transitions or observations. We
address issues related to the modeling of time more completely in Section 8.3.
Let RP = {PA, . . . , PN} denote a catalog of primitives. We may form a robot model by selecting
nonempty subset of RP. A robot defined by the primitive set R = {Pi1 , . . . , Pim} ⊆ RP has action set
UR = Ui1⊔· · ·⊔Uim and observation set YR = Yi1⊔· · ·⊔Yim . The state transition function fR : X×UR → X,
and observation function hR : X × UR → YR, are formed by unioning the f and h maps from the relevant
primitives. When it can be done without ambiguity, we sometimes the use phrase robot model to refer
directly to the set of primitives, rather than to the 5-tuple (X,U, Y, f, h) formed by these primitives. With
this usage, it is meaningful to apply set operations such as union or intersection directly to robots.
5 The information preference relation
Our goal is a dominance relation under which we can declare one robot “better than” another. To do so,
we need a formal notion of one I-state being “more informed” than another. To that end, choose a derived
I-space I and an I-map κ into I. Equip I with a partial order, which we call an information preference
relation. Write κ(η1)  κ(η2) to indicate that κ(η2) is a refinement of κ(η1). We require that for any
η1, η2 ∈ Ihist, and for any u ∈ U and y ∈ Y ,
κ(η1)  κ(η2) =⇒ κ(η1, u, y)  κ(η2, u, y). (10)
This is a consistency property requiring preference for one I-state over another to be preserved across tran-
sitions in I-space.
Example 8 Regardless of I or κ, it is well-defined (but perhaps unhelpful) to use a trivial relation under
which κ(η1)  κ(η2) if and only if κ(η1) = κ(η2). ⋄
Example 9 Under nondeterministic uncertainty, we can define κndet(η1)  κndet(η2) if and only if κndet(η2) ⊆
κndet(η1). To show that (10) is satisfied, suppose κndet(η1)  κndet(η2). Let x ∈ κndet(η2, u, y). The defini-
tion of κndet ensures that there exists some x
′ ∈ κndet(η2) such that f(x
′, u) = x and h(x′, u) = y. However,
because κndet(η2) ⊆ κndet(η1), we have x
′ ∈ κndet(η1). It follows that x ∈ κndet(η1, u, y). ⋄
The information preference relation we choose affects the goal regions that are sensible to consider. We
should select a region in which, for every I-state in the region, we also include any I-states preferable to it.
Definition 3 codifies this idea of a sensible goal region.
Definition 3 Consider a set I ⊂ I of derived I-states. If, for any η1 ∈ I and η2 ∈ I with η1  η2, we have
η2 ∈ I, then I is preference closed. ◦
Alternatively, we can view preference closure as a constraint on . Fixing a space G of potential goal
regions, we admit a partial order  only if every region in G is preference closed under . The trivial
definition of  in Example 8 always passes this test, regardless of G.
6 A dominance relation over robot systems
Now we turn our attention to a definition of dominance of one robot system over another. This dominance
relation induces a partial order over robot systems according to their sensing and actuation abilities. The
intuition is that dominance is based on one robot’s ability to “simulate” another.
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κ(1)(η1)  κ
(2)(η2)
pi2
κ(1)(η1, u1, h
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Figure 6: An illustration of Definition 4. If R2 can always reach an I-state better than the one reached by
R1, then R1 ER2.
Definition 4 [Robot dominance] Consider two robots R(1) = (X(1), U (1), Y (1), f (1), h(1)) and
R(2) = (X(2), U (2), Y (2), f (2), h(2)). Choose a derived I-space I and I-maps κ(1) : X(1) → I and κ(2) : X(2) →
I. If, for all
• η1 ∈ I
(1)
hist,
• η2 ∈ I
(2)
hist for which κ
(1)(η1)  κ
(2)(η2), and all
• u1 ∈ U
(1),
there exists a policy π2 : I
(2)
hist → U
(2) such that for all x1 ∈ X
(1) consistent with η1 and all x2 ∈ X
(2)
consistent with η2, there exists and a positive integer l such that
κ(1)(η1, u1, h
(1)(x1, u1))  κ(F
l(η2, π2, x2)), (11)
then R2 dominates R1 under I and κ, denoted R1 E R2. If R1 E R2 and R2 E R1, then R1 and R2 are
equivalent, denoted R1 ≡ R2. If R1 6E R2 and R2 6E R1 then R1 and R2 are incomparable, denoted R1EDR2.
◦
Informally, Definition 4 means that, for any transition made by R1, there exists some strategy for R2 to
reach an information state at least as good, in the sense of information preference, as that reached by R1.
This is what we mean when we describe the statement R1 E R2 as meaning that R2 can simulate R1. See
Fig. 6.
6.1 Dominance examples
Several examples will clarify the definition.
Example 10 Let R1 = {PR} and R2 = {PA, PL}. Recall the definitions of these primitives from Examples 3,
5, and 6. We argue under nondeterministic uncertainty that R1 E R2 by showing that R2 can simulate R1
in the precise sense of Definition 4. Let η1 ∈ I
(1)
hist and η2 ∈ I
(2)
hist with κ(η1)  κ(η2). Since U1 = {0}, there
is only one choice for u1. Let l = 4 and define π2 so that R2, starting from η2, executes these actions in
succession:
(1) Use PL with a very large input to move forward to the nearest obstacle. Let d = h(x, u) denote the
distance moved.
(2) Use PA with u = 180° to perform a half turn.
(3) Use PL with u = d to return the robot to its initial position.
9
d d
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Figure 7: An illustration of Example 10. The robot R2 = {PA, PL} dominates the robot R1 = {PR} because
the former can simulate the latter. [left] A distance measurement made directly by R1. [right] Distance is
measured indirectly by R2 using its linear odometer.
(4) Use PA with u = 180° to perform a half turn, returning the robot to its original orientation.
This policy is illustrated in Figure 7. It is easy to verify that from any x ∈ X, we have
κ(η1, u1, h(x, u1))  κ(F
4(η2, π2, x)),
and therefore R1ER2. Since R1, which is completely immobile, cannot simulate the translations or rotations
of R2, we have R2 6E R1.
Note that these relationships are based on the robots’ ability to move through Indet, and do not consider
any notion of the cost of motion or sensing. The introduction of such a cost function would likely lead to
Pareto optima that express tradeoffs between the complexity of sensing built into the robot and the execution
costs of particular plans executed by the robot. We do not consider such tradeoffs here. ⋄
Example 11 Let R1 = {PT } and R2 = {PL}. We show under nondeterministic uncertainty that R1 ER2.
Let η1 ∈ I
(1)
hist and η2 ∈ I
(2)
hist with η1  η2. There is only one choice for u1. Choose l = 1 and define π2 to
choose an input for PL larger than the diameter of the environment. This causes the motions of R1 and R2
to be identical. The resulting derived I-states η′1 and η
′
2 for R1 and R2 are the same, except that R2 receives
a meaningful sensor reading that may cause one or more candidates to be pruned. This sensor information
only makes η′2 smaller, so the preference η
′
1  η
′
2 is preserved. Conclude that R1 ER2. ⋄
It bears emphasis that the relation induced by Definition 4 depends on the I-maps used. The next two
examples illustrate this.
Example 12 Let R1 = {PA} and R2 = {PC}. We argue that R1 E R2 under the usual nondeterministic
I-map with the initial condition of total uncertainty. Let η1 ∈ I
(1)
hist and η2 ∈ I
(2)
hist with η1  η2. Let
u1 ∈ U1 = S
1. Choose l = 2 and define π2 to select the following two actions:
(1) Use PC with u = 0 to sense the robot’s orientation without changing the state. Let θ denote this
orientation.
(2) Use PC to rotate the robot to orientation θ + u in the global frame.
As in Example 11, the resulting states for R1 and R2 are identical but, since R2 knows its orientation,
it may be able to eliminate some candidates that R1 cannot. This establishes that R1 E R2. Are R1 and
R2 equivalent under this I-map? No, because R2 can, with a single action, sense its orientation, but this
information can never be gathered by R1. Therefore R2 6E R1 and R1 6≡ R2. ⋄
Example 13 Consider a situation identical to that of Example 12, but modify κ for a different initial
condition κ( ) = R2 × {π/2}. That is, the robot begins its execution knowing its initial orientation. At every
step, R1 knows its orientation in the global frame, and can simulate R2 using angle addition. Therefore we
have R2 ER1. But using the same reasoning as in Example 12, we know R1 ER2. Therefore, for this κ, we
have R1 ≡ R2. ⋄
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6.2 Properties of the dominance relation
We conclude this section with some basic properties that follow from Definition 4.
Lemma 1 The dominance relation E is partial order. Likewise ≡ is indeed an equivalence relation.
Lemma 2 For any three robots R1, R2 and R3 for which R1 ER2:
(a) R1 ER1 ∪R3 (Adding primitives never hurts)
(b) R2 ≡ R2 ∪R1 (Redundancy doesn’t help)
(c) R1 ∪R3 ER2 ∪R3 (No unexpected interactions)
Proof: (a) Let η1 ∈ I
(1)
hist, η13 ∈ I
(13)
hist , and u1 ∈ U1. Assume κ(η1)  κ(η13). Choose l = 1 and π13(η) = u1
for all η. We have κ(η1, u1, h(x, u1))  κ(η13, u1, h(x, u1)) = κ(F
l(η13, π13, x)), completing the proof.
(b) Since R2∪R2 = R2, it follows from part (a) that R2ER1∪R2. It remains to show that R2∪R1ER2.
Let η2 ∈ I
(2)
hist, η12 ∈ I
(12)
hist , and u2 ∈ U2. Assume κ(η2)  κ(η12). Choose l = 1 and π12(η) = u2 for all η.
We have κ(ηB, uB , h(x, uB))  κ(η12, uB , h(x, uB)) = κ(F
l(η12, π12, x)), completing the proof.
(c) Let η13 ∈ I
(13)
hist , η23 ∈ I
(23)
hist , and u13 ∈ U1⊔U3. Assume κ(η13)  κ(η23). Either u13 ∈ U1 or u13 ∈ U3.
If u13 ∈ U1, then because R1 E R2 there exist π3 and l satisfying the definition for R1 ∪ R3 E R2 ∪ R3.
If u13 ∈ U3, then choose l = 1 and π23(η) = u13 for all η. For all x, we have κ(η13, u13, h(x, u13)) 
κ(η23, u13, h(x, u13)) = κ(F
l(η23, π23, x)), completing the proof. 
Corollary 3 If R1 ≡ R2, then R1 ∪R3 ≡ R2 ∪R3.
Proof: Apply Lemma 2c twice. 
Lemma 2c might be misleading. Certainly, hardware components can be made to interact in interesting
ways. For example, a control system might combine information from linear and angular odometers to
execute circular arc motions. This apparent contradiction results from the definition of robotic primitives,
which execute serially, rather than in parallel. In this sense, robotic primitives model complete “packages”
of sensing and actuation strategies, rather than the individual sensors or motors themselves.
Lastly, we connect the idea of dominance to the ability of robots to complete tasks.
Lemma 4 (Solution by imitation) Consider two robots R1 and R2 with R1ER2 and a preference-closed
goal region IG. If R1 can reach IG then R2 can reach IG.
Proof: Use the policy π2 implied by Definition 4 to complete the task with R2. 
7 Extended example: Global localization
In this section we present a detailed example using the definitions of Sections 5 and 6. We consider a global
localization task, in which the robot has an accurate map of its environment but has no knowledge of its
position within that environment. Many forms of the localization problem with varying sensing modalities
have been studied in great detail. Some methods [8,12,22–24,38,49,74,78] passively observe the motions of
the robot in order to draw conclusions about the robot’s state. Others [26,45,46,60,61,68,69] actively drive
the robot to reduce uncertainty. The purpose of this example is to show how the results of Section 6 can
be used to discover the information requirements of this particular problem in robotics. An analogy can be
made to the classification of languages in the theory of computation. It has been shown, for example, that
to accept the language of palindromes requires a machine with computation abilities at least as powerful as
a pushdown automaton. In this section, we derive similar results regarding the sensing and motion abilities
needed to complete the active global localization task.
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Figure 8: Fifteen robot models grouped into their eight equivalence classes.
7.1 Task definition
Let E ⊆ R2 denote a planar environment in which a point robot moves. Assume that E is polygonal,
bounded, closed, and simply-connected and that the rotational symmetry group of E is trivial. The robot’s
state space is X = E × S1, accounting for its position within E and its orientation. We consider a catalog
RP = {PA, PC , PT , PL} of four primitives from Examples 2-4. From these primitives we can form 15 distinct
robots. For brevity, we use concatenation to indicate the primitives with which a robot is equipped, so that
CT refers to a robot with primitive set {PC , PT }; similar names apply to the other 14 robot models.
Select I = pow(X)−∅. For κ, use the nondeterministic map defined in Example 1. The initial condition
is total uncertainty, so κ( ) = X. For the information preference relation, use the definition from Example 9,
in which information preference is defined by subset containment. The goal region for the localization task
is
IG = {η ∈ I | |η| = 1}. (12)
That is, we want to command the robot so that only a single final state is consistent with its history I-state.
If the robot can complete the task for any E consistent with the assumptions above, we say that the robot
can localize itself.
7.2 Equivalences and dominances
Although RP generates 15 robot models, we can use the results of Section 6 to group them into equivalence
classes.
Lemma 5 The following equivalences hold:
(a) CA ≡ C
(b) CTA ≡ CT
(c) TL ≡ L
(d) TAL ≡ AL
(e) CAL ≡ CTL ≡ CTAL ≡ CL
The three remaining robot models, A, T, and AT, are in singleton equivalence classes.
Proof: (a) Combine Example 12 and Lemma 2b. (b) Combine Example 12, Lemma 2b, and Corollary 3. (c)
Combine Example 11 and Lemma 2b. (d) Combine Example 11, Lemma 2b, and Corollary 3. (e) Combine
Examples 11 and 12, Lemma 2b, and Corollary 3. 
These equivalences are illustrated in Figure 8. From each, select the unique robot with the fewest
primitives and discard the remaining 7 robots. We can state a number of dominances between these classes.
Lemma 6 Between representatives of the equivalence classes from Lemma 5, the following dominances
hold:
(a) CE CTE CL
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Figure 9: Classification of robot models under which the localization task can be completed. Shaded models
do not admit a solution. Arrows indicate dominances.
(b) AEATEALE CL
(c) LEALE CL
(d) TEATE CTE CL
Proof: Combine Examples 11 and 12 with Lemma 2a. 
7.3 Completing the localization task
Which equivalence classes contain robots that can complete the localization task? First, notice that several
robot models are so absurdly simple that we can rule them out immediately.
Lemma 7 None of C, A, L, and T can localize themselves.
Proof: For C and A, notice that no action changes the robot’s position and no observation is influenced
by position. Therefore neither robot can ever gather information about its position. For L and T, notice
that the robot can never change its orientation. Information available to the robot is limited to the ray
extending from its initial state to the nearest obstacle forward. Since E may contain continua of starting
states consistent with this information, neither robot can localize itself. 
Prior results are helpful for the remaining cases.
Lemma 8 ([64]) AL and CT can localize themselves but AT cannot.
Finally, we can finish the classification. The results of Lemmas 7-9 are summarized in Figure 9.
Lemma 9 CT can localize itself.
Proof: Combine Lemma 4 with Lemma 8. 
The result is a complete description of the power of the primitives in RP, in terms of dominance and
equivalence, and a complete classification of the solvability of the localization problem over this hierarchy.
8 Extensions and generalizations
This section contains a series of extensions and generalizations to the techniques presented in Sections 3-6.
Our intention is to illustrate that, although the preceding results are for a class of highly idealized systems,
the general structure of our analysis is useful for a wider variety of problems with greater degrees of realism
and generality. We propose methods for dealing with unknown environments (Section 8.1), with sensing and
control uncertainty (Section 8.2), and with continuous time (Section 8.3). Although we present each method
separately, the extensions are orthogonal in the sense that it its straightforward to apply all of them at once.
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Figure 10: Three states for an example system containing a mobile robot in the plane with environment
uncertainty. When the environment is uncertain, the identity of the environment becomes part of the state
of the system.
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Figure 11: As the robot interacts with its environment, an artificial decision maker nature generates distur-
bances.
8.1 Unknown environments
In the preceding analysis, we tacitly assumed that the robot moves in a fixed, known environment. What
happens when the robot begins with limited or no knowledge about its environment, in the sense that
positions and geometry of obstacles, map topology, navigability of terrain, and so on are unknown? Imperfect
knowledge about the environment is a more drastic instance of the general issue of state uncertainty. If the
state is defined to include a description of the environment in addition to the robot’s configuration, then
uncertainty in the environment can be represented as an additional dimension of state uncertainty.
Concretely, choose an environment space E of which each element E ∈ E is a potential environment
for the robot. Possibilities for E with varying degrees of realism, interest, practicality, and amenability to
analysis, include:
1. the set of bounded planar grids with occupancy maps,
2. the set of simple polygons in the plane, and
3. the set of compact regions in R2 or R3 with connected interiors and piecewise analytic boundaries.
4. the set of terrain maps from R2 to R, giving the elevation or navigability at each point in the plane.
The state space is formed by combining the robot’s configuration space C with E , so that X = C × E . In the
complete model, the true environment E ∈ E affects the robot by influencing the state transitions that the
robot makes and the observations that the robot receives. Since the only change is to use a more complicated
state space, Definition 4 need not change, and the results of Section 6 still hold.
8.2 Imperfect sensing and control
We have assumed so far that the robot can execute all of its actions with perfect precision and complete reli-
ability. The motions of real robots are imprecise and unpredictable. Moreover, although we have accounted
for the importance of sensing by assuming that the robot is uncertain of its current state and must rely
on sensing, we have assumed that sensor readings are uncorrupted by noise. A more realistic sensor model
would allow information from sensors to be subject to error.
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Figure 12: [left] The robot in Example 14 gives displacement inputs that determine a nominal trajectory.
[right] Nature interferes with this motion, but error bounds ensure that the final state is contained in a circle
of radius kθmax.
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Figure 13: [left] The robot in Example 15 has a sensor that reports a noisy estimate of the distance to
the origin. [right] Accounting for noise bounded by ψmax, the observation confines the robot’s state to an
annulus of width 2ψmax.
We propose to follow the approach used in game theory [15, 66] and represent this uncertainty by en-
visioning an abstract external decision maker called “nature.” The current state, the action chosen by the
robot, and the choices made by nature combine to determine how the state changes; given this information,
the state trajectory is fully determined. Formally, define a nature action space Θ and augment the state
transition function f to depend on nature’s choice of θ ∈ Θ, so that f : X ×U ×Θ→ X. Nature affects the
robot’s observations in a similar way. Define a nature observation action space Ψ and redefine the observation
function h : X × U ×Ψ→ Y .
Example 14 Consider a point robot that can move freely in the plane by issuing displacement commands,
but whose motion is subject to noise. Let umax denote a bound on the magnitude of the displacement in
each stage, and let θmax denote a bound on magnitude of the error in this displacement. Let X = R
2,
U = {u ∈ R2 | ||u|| ≤ umax}, Θ = {θ ∈ R
2 | ||θ|| ≤ θmax}, and f(x, u, θ) = x+ u+ θ. At stage k, the robot
can be certain that its state lies within a closed ball of radius kθmax, centered at the nominal (error free)
final point. See Figure 12. ⋄
Example 15 Suppose a mobile robot has a sensor that detects the distance to some landmark. Let X = R2
and Y = R. Without loss of generality, position the landmark at the origin. Assume that the sensor has
bounded additive error, so that Ψ = [−ψmax, ψmax] and h(x, ψ) = ||x|| + ψ. See Figure 13. At each stage,
the robot knows that its state is within an annulus of width 2ψmax centered at the origin. ⋄
In the presence of interference from nature, there are at least two relevant solution concepts.
1. A strategy π : Ihist → U is a possible solution if there exists some stage k and choices of θ1, . . . , θk and
ψ1, . . . , ψk for which the robot reaches an information state ηk ∈ IG. The robot may reach IG, but it
is also possible that control or sensing errors will prevent it from achieving this goal.
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2. A strategy π : Ihist → U is a guaranteed solution if there exists some stage k such that for all choices
of θ1, . . . , θk and ψ1, . . . , ψk, the robot reaches an information state ηk ∈ IG. The robot can always
reach its goal, regardless of any interference by nature.
Other solution concepts, such as those based on performance bounds or on probabilistic guarantees of reaching
the goal, are possible but we do not consider them here. In this context, Definition 4 must be generalized to
include universal quantifiers over nature’s actions.
Definition 5 [Robot dominance with sensing and control error] Consider two robot systems R(1) = (X(1), U (1),
Y (1),Θ(1),Ψ(1), f (1), h(1)) and R(2) = (X(2), U (2), Y (2),Θ(2),Ψ(2), f (2), h(2)). Choose a derived I-space I and
I-maps κ(1) : X(1) → I and κ(2) : X(2) → I. If, for all
• η1 ∈ I
(1)
hist,
• η2 ∈ I
(2)
hist for which κ
(1)(η1)  κ
(2)(η2), and all
• u1 ∈ U
(1),
there exists a policy π2 : I
(2)
hist → U
(2) such that for all x1 ∈ X
(1) consistent with η1 and all x2 ∈ X
(2)
consistent with η2, there exists a positive integer l such that for all
• θ1 ∈ Θ
(1),
• ψ1 ∈ Ψ
(1),
• θ2,1, . . . , θ2,l ∈ Θ
(2),
• ψ2,1, . . . , ψ2,l ∈ ψ
(2),
we have
κ(1)(η1, u1, h
(1)(x1, u1))  κ(F
l(η2, π2, x2)) (13)
then R2 dominates R1 under I and κ, denoted R1 E R2. If R1 E R2 and R2 E R1, then R1 and R2 are
equivalent, denoted R1 ≡ R2. ◦
The next example demonstrates that Definition 5 behaves reasonably.
Example 16 (Varying error bounds) Recall the incompletely specified models in Examples 14 and 15.
Consider two robot systems R1 and R2 with state transitions as in Example 14 and observations as in
Example 15; R1 and R2 differ only in the error bounds θ
(1)
max, ψ
(1)
max, θ
(2)
max, and ψ
(2)
max. We compare these
robots under κndet. Comparing θ
(1)
max to θ
(2)
max, and ψ
(1)
max to ψ
(2)
max, there are four cases:
1. If θ
(1)
max = θ
(2)
max and ψ
(1)
max = ψ
(2)
max, then R1 ≡ R2.
2. If θ
(1)
max ≤ θ
(2)
max and ψ
(1)
max ≤ ψ
(2)
max, then R2 ER1.
3. If θ
(2)
max ≤ θ
(1)
max and ψ
(2)
max ≤ ψ
(1)
max, then R1 ER2.
4. Otherwise, R2 EDR1.
These results follow in a straightforward manner from Definition 5. The intuition is that one robot system
dominates the other if and only if its error bounds are smaller. ⋄
8.3 Continuous time
The models presented to this point manage time in discrete stages, in which the robot makes a single decision
at each stage. This discretization of time may be unsatisfactory for many kinds of systems, especially those
that require complicated control strategies. Continuous-time models have a more direct correspondence with
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reality. To make the appropriate generalizations, we must replace the discrete sequences of states, actions,
and observations with functions of a continuous time parameter t.
The state space X, action space U , and observation space Y remain unchanged from the discrete stage
formulation. At each instant t, the robot chooses some u(t) ∈ U . Let U˜t denote the space of all functions
from [0, t) into U , and let U˜ =
⋃
t∈[0,∞) U˜t. For simplicity of notation, adopt the convention that [0, 0) = ∅.
Define u˜ : [0,∞)→ U as the robot’s complete action history, and let u˜t ∈ U˜ denote the robot’s action history
up to (but exclusive of) time t. We include a special termination action uT ∈ U . The robot selects uT to
indicate that it has finished its task and intends to terminate execution. We require that if u(t) = uT , then
u(t′) = uT for all t
′ > t. We describe changes in the state with a state transition function
Φ : X ×
⋃
t∈[0,∞)
U˜t → X. (14)
The intuition is that, given a starting state x(0), and an action history u˜t, the state transition function
computes the resulting state
x(t) = Φ(x(0), u˜t). (15)
This notation of a “black box” state transition function follows notation employed in control theory, for
example by Chen [20].
Example 17 A familiar special case of (15) occurs if u˜ is a smooth function and there exists a function f
such that
Φ(x(0), u˜t) = x(0) +
∫ t
0
f(x(s), u(s))ds. (16)
In this case, the system dynamics can be described by the differential equation x˙ = f(x, u). ⋄
As time passes, the robot’s sensors provide feedback in the form of observations drawn from an observation
space Y . Let Y˜t denote the space of functions mapping [0, t] into Y and let Y˜ =
⋃
t∈[0,∞) Y˜t. The robot’s
complete observation history is y˜ : [0,∞) → Y . The observation history up to t (inclusive) is y˜t ∈ Y˜t. The
observations received by the robot are governed by the observation function1 h : X → Y . The history I-state
becomes
Ihist =
⋃
t∈[0,∞)
U˜t × Y˜t, (17)
and the history I-state at time t is η(t) = (u˜t, y˜t) ∈ Ihist. A state x is consistent with an I-state η(t) = (u˜t, y˜t)
if and only if there exists some starting state x(0) such that Φ(x(0), u˜t) = x and h(x(t
′)) = y(t′) for t′ < t.
Strategies for the robot are given as feedback plans over Ihist. We describe the robot’s strategy as a
feedback strategy π : Ihist → U that specifies an action for history I-state. The next two examples illustrate
that feedback over a derived I-space can be a natural way to express familiar kinds of strategies.
Example 18 (Open loop strategy) Let Itime = [0,∞) and consider the I-map κtime(η(t)) = t. In this
case, the derived I-state is simply the time elapsed. If the robot has an intended open loop action trajectory
ω : [0, tf )→ U , a strategy to execute γ is π(η(t)) = ω(κtime(η(t)) if t < tf and π(η(t)) = uT otherwise. ⋄
1In our discrete-stage formulation, we used a slightly different observation model, in which h : X ×U → Y . In a continuous-
time adaptation, the time period over which observations are available is the half-open interval [0, t); eyt would be undefined at
t itself. As a result, the closest we could come to a memoryless strategy is to use the left-hand limit of eyt at t, κobs(η(t)) =
lim
t′→t−
y(t′), provided the limit exists. (Compare to Example 19.) This technicality is part of the motivation for preventing
y from depending directly on u, as we have done in this section. A more complete treatment of these kinds of sensor models
appears in Section 11.1.1 of [50].
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Example 19 (Memoryless strategy) Another possibility is that it is enough to know the “most recent”
observation, so Iobs = Y and κobs(η(t)) = y(t). Given a memoryless plan γ : Y → U , the composed function
κobs ◦ γ : Ihist → U is a memoryless information feedback strategy. ⋄
We assume that a given strategy is executed until it selects uT . The time when this occurs, the resulting
final state, and the observations received along the way are all affected by the strategy π itself and the
starting state x(0). Assuming that the robot executes π, the termination time is
T (π, x(0)) = inf{t ∈ [0,∞) | π(η(t)) = uT }, (18)
and the final state is F (π, x(0)) = Φ(x(0), u˜T (π,x(0))).
Example 20 (Concatenating strategies) Given two strategies π1 and π2, a new strategy that concate-
nates them (that is, executes them in sequence) is expressed by π(η(t)) = π1(η(t)) if π1(η(t)) 6= uT and
π(η(t)) = π2(η(t)) otherwise. By nesting this construction, arbitrarily many strategies can be chained to-
gether. ⋄
Definition 4 generalizes in a natural way.
Definition 6 [Robot dominance in continuous time] Consider two continuous-time robot systems R1 =
(X(1), U (1), Y (1),Φ(1), h(1)), and R2 = (X
(2), U (2), Y (2),Φ(2), h(2)). If, for all
 η(1)(t1) ∈ I
(1)
hist,
 η(2)(t2) ∈ I
(2)
hist for which κ
(1)(η(1)(t1))  κ
(2)(η(2)(t2)),
 t′1 ∈ [0,∞), and all
 u˜
(1)
t′
1
∈ U˜
(1)
t′
1
,
there exists an information feedback strategy π2 : I
(2)
hist → U
(2), such that for all x(1) ∈ X(1) consistent with
η(1)(t1) and x
(2) ∈ X(2) consistent with η(2)(t2), there exists t
′
2 ∈ [0,∞) such that if R1 executes u˜
(1)
t′
1
from
time t1 to t
′
1 and R2 executes π
(2) from time t2 to t
′
2, we have
κ(1)(η(1)(t′1))  κ
(2)(η(2)(t′2)) (19)
then R2 dominates R1, denoted R1 ER2. ◦
See Figure 14. The next two examples illustrate the implications of Definition 6.
Example 21 (Omniscient sensing and perfect control) Consider a degenerate case with Y = X, and
h(x) = x. This situation gives the robot complete information about its state. Choose κ(η(t)) = y(t) = x(t).
Let η1  η2 if and only if η1 = η2. In this context, Definition 4 becomes a statement about the regions of
state space reachable by different control systems.
Suppose three such systems R1, R2, and R3 differ only in their action spaces U
(1), U (2), and U (3). Let
Z(A) denote the subset of state space reachable by a robot with action space A. Suppose R1 E R2. R3 need
not be comparable to either R1 or R2. Note that additional robot models can be constructed from unions of
U (1), U (2), and U (3). We have the following results:
Z(U (1)) ⊆ Z(U (2) ∪ U (3)) (20)
Z(U (1)) = Z(U (1) ∪ U (2)) (21)
Z(U (1) ∪ U (3)) ⊆ Z(U (2) ∪ U (3)) (22)
These results are analogous to Lemma 2. Note that in combining action spaces in this way, we allow the
robot to choose sequentially the action set from which to choose its action. The results fail if the robot is
somehow allowed to choose actions from each constituent set in parallel. ⋄
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Figure 14: An illustration of Definition 6. Compare to figure 6.
Figure 15: The lost cow of Example 22 searching for a gate.
Example 22 (A Lost Cow) A well-known problem in online algorithms is the lost cow problem [10,43] in
which a near-sighted cow moves along a fence searching for a gate, as illustrated in Figure 15. The difficulty
under the standard sensing model is that the cow must systematically search in both directions from its initial
position without any information about the distance or direction to the gate. The interest in this problem
derives from potential applications in (or at least the potential for better understanding of) exploration in
unbounded environments.
We formulate the lost cow problem and consider how the sensing model affects the cow’s searching ability.
Let X = R, in which x(t) is the position of the gate relative to the cow at time t. Let the action space be
U = [−1, 1] with Φ(x(0), u˜t) = x(0) +
∫ t
0
u(s)ds. We compare three distinct models C1, C2, and C3 under
κndet.
1. C1: Let Y
(1) = R and h(1)(x) = x. Here the cow can determine both the direction and distance to the
gate.
2. C2: Let Y
(2) = {−1, 0, 1} and h(x) = sign(x). This allows the cow to determine the direction it must
move to reach the gate, but not the distance.
3. C3: Let Y
(3) = {0, 1} and h(2)(x) = 1 if x = 0 and h(2)(x) = 1 otherwise. This is the standard lost
cow sensing model, in which the cow cannot see the gate from a distance, but can detect the gate when
it arrives.
Perhaps surprisingly, these three models are equivalent in the sense of Definition 6. This is because each can
eventually determine its state (by finding the gate) and after the state is known, state uncertainty cannot
recur. To simulate C1 with C3, first execute the algorithm of [10], then move to the state occupied by C1. ⋄
We conclude our discussion of continuous-time models by showing how a discrete stage model in the
form of Section 3 can be constructed from a continuous-time model in the form presented above. Consider a
division of time into variable length stages, in which, in each stage, the robot executes a single information
feedback strategy to completion. We require of each of these strategies the following special property:
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Definition 7 [History invariance] If, for all η(t) ∈ Ihist, all x ∈ X consistent with η(t), and all y(0) ∈ Y ,
we have F (π, x, η(t)) = F (π, x, η(0)), then π is a history-invariant strategy. ◦
The intuition of the definition is that the robot executing π is free to use the observation and action history
generated during its own execution, but it cannot peer into the past before its execution began in order to
make decisions. Given a continuous-time robot system R = (X,U, Y,Φ, h) (as defined in this section) and a
set Π of history-invariant information feedback strategies, construct a discrete-stage system (as in Section 3)
R = (X,U, Y , f , h) as follows:
1. The state space X is the same.
2. The action space is U = Π.
3. The observation space is Y = Y˜ .
4. The state transition function is f : X × U → X, with f(x, π) = F (π, x, η(0)).
5. The observation function is h : X × U → Y .
The system starts at some (unknown) initial state x1 ∈ X. Let xk ∈ X, uk ∈ U , and yk ∈ Y , denote the
appropriate values at stage k. These sequences are related to each other by xk+1 = f(xk, uk) and yk =
h(xk, uk). The history I-state consists of the action and observation histories: ηk = (u1, y1, . . . , uK−1, yK−1).
This construction gives a discrete-stage system faithful to the dynamics in both state space and I-space of
the underlying continuous time system.
Lemma 10 Any action sequence u1, . . . , uK executed by R reaches the same final state x and the analogous
final history I-state as does R.
Note, however, that in making this transformation, we must choose a set Π of strategies and may therefore
restrict the space of plans that the robot can execute. If Π does not contain a sufficiently rich selection
of information feedback strategies, there may be regions of I-space that are no longer reachable under the
discretized model. In this way, Π is analogous to the catalog of robotic primitivesRP introduced in Section 4.
9 Discussion
The results of this paper are intended to lay a foundation for a sensor-centered theory for comparing robotic
problems and systems. Great potential exists to build on this foundation, particularly by pushing the analogy
to the theory of computation even further.
The most obvious avenue for future work is to study a broader collection of problems. Although this
paper considers an active global localization problem in detail, other fundamental robotics problems warrant
similar analysis of their information requirements. For example, results exist for limited-sensing versions
of navigation [42, 42, 54, 55, 67], exploration [2, 21, 59, 76], and manipulation [4–6, 30, 36] tasks. Using the
techniques we have presented, it should be possible to unify and extend these results to develop a more
complete understanding of the sensing and motion abilities needed to solve these problems. Other problems
and more complex sensing systems could also be investigated.
One of the most powerful ideas in the theory of computation that we have not explored here is the idea
of reductions, which hold promise for comparing robotic problems themselves. The resulting statements
would have the form “Problem A is at least as hard as Problem B.” To make things more concrete, we
might consider decision problems, in which the robot must determine if its environment E ∈ E has a certain
property. Such problems can be expressed naturally as planning problems in I-space. To decide if E has a
property Ξ : E → {0, 1}, the robot must reach the goal region
IG,Ξ = {η ∈ Ihist | ∀(q, E) ∈ κndet(η),Ξ(E) = 1} ∪ {η ∈ Ihist | ∀(q, E) ∈ κndet(η),Ξ(E) = 0}. (23)
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Figure 16: A sample decision problem. What sensing is required to decide if a planar environment is simply
connected? What robots can distinguish the annulus environment on the left from the helix on the right?
An example is in Figure 16.
Another direction is to study the computational complexity of robotics problems. We expect that there
exist rich tradeoffs between computation time, memory usage, sensing requirements, and solution quality.
Some research has been done on computation requirements for certain tasks, for example [13, 17, 41], but
very little is known in general. These computational issues must be approached with care, especially if those
computations involve real numbers [16]. One way of approaching such issues is to study sufficient I-maps [50],
which are I-maps for which transitions can be computed directly in the derived I-space, allowing the history
to be discarded. For example, if a problem can be solved under a given robot model using a sufficient I-map
into a finite derived I-space of cardinality n, the memory required to solve the problem is O(log n). The
results of Blum and Kozen [17], for example, can be characterized as showing how a discrete exploration
problem can be solved in a derived I-space with cardinality linear in the height of the area to be explored,
meaning that only logarithmic memory is required. Similarly, the complexity of computing transitions in a
derived I-space gives an indication of the computation time required to solve a given problem.
In spite of these possibilities, there are important limitations to the the idealized models we presented.
Of the many issues remaining to be addressed, we mention a few here.
Probabilistic uncertainty We have focused our attention on nondeterministic uncertainty, but a large
subset of contemporary work in robotics uses probabilistic models of uncertainty [7, 31, 40, 70, 71, 75]. Our
results also apply, at least in principle, to probabilistic uncertainty. In this context, the relevant derived I-
space is a space of probability distributions over X. It is not immediately clear what the “right” information
preference relation over such a space would be. Depending on the models used, it may also be necessary
to relax Definition 4 to require only that R2 can simulate R1 with sufficiently high probability. More
generally, the differences between nondeterministic and probabilistic uncertainty models warrant further
exploration. For example, nondeterministic uncertainty has the property that sensing can only help –
actions from primitives like PR (Example 6) or PG (Example 7) that do not change the state always lead to
a derived I-state at least as good as the current one. Under probabilistic uncertainty, this property does not
hold; sensing can sometimes increase uncertainty.
Selecting the catalog of primitives Although we believe that our robotic primitives provide a useful
abstraction, any results derived using our methods are meaningful only if RP is diverse enough to faithful
represent the underlying system. It remains an open problem to systematically find small (or at least
succinctly described) sets of robotic primitives that are complete (or nearly complete) in the sense of not
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eliminating any reachable regions in I-space. There is, however, active interest in related problems for control
systems [32,35,56,58].
What happens if RP is not a finite set? For example, we may extend PL (from Example 5) to a family
{PL,ǫ = (S
1, {0}, fLǫ , hLǫ) | ǫ ≥ 0} of primitives, each using a noisy linear odometer whose error is bounded
by ǫ. If RP contains many such families of primitives, and we assume each robot has at most one primitive
from each family, then the space of robot models is a cube in Rn. The problem of identifying the region in
which a given task can be solved is correspondingly more difficult.
Parameterization of time In Section 8.3, we parameterized the robot’s observations by time. In doing
so, we implicitly assumed that the robot has an accurate clock. Although such an assumption is generally not
technologically impractical, it requires care in abstract models to ensure that the robot cannot acquire extra
information “for free.” A robot might, for example, use this implicit clock to parlay an accurate velocity
sensor into a perfect odometer. One solution is to express u˜ and y˜ as functions of some other abstract
parameter p. Then, to recover the original functions of time, the robot must determine a hidden mapping
from R to R under which p maps to t.
Cooperation and coordination In this work we consider only a single independent robot. We might
also consider the performance of teams of cooperative robots on the same tasks. Such work would require
an investigation of the joint I-spaces that would arise from the interaction of multiple agents, each having
only limited information. In particular, limited and possibly noisy communication between robots must be
modeled. Many of the relevant issues are worked out in the game theory literature [9, 65].
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