Time-of-Flight Investigation of Charge Carrier Mobilities in Oligoacene Single Crystals by Lidberg, Russell
  
Time-of-Flight Investigation of Charge Carrier Mobilities 
in Oligoacene Single Crystals 
 
    
 
A DISSERTATION 
SUBMITTED TO THE FACULTY OF THE GRADUATE SCHOOL 
OF THE UNIVERSITY OF MINNESOTA 
BY 
 
 
 
Russell L. Lidberg 
 
 
 
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 
FOR THE DEGREE OF 
DOCTOR OF PHILOSOPHY 
 
 
C. Daniel Frisbie, Advisor 
 
August 2017 
  
 Russell L. Lidberg 2017 
 
ALL RIGHTS RESERVED
  
i 
 
Acknowledgements 
 
 I would like to take this opportunity to thank everyone that has helped me along 
the way over the many years.  I have interacted with many fine individuals in my career 
and to list them all here would be overwhelming.  So, everyone, please accept my sincere 
thank you. 
 The work presented here was done while I was with St. Cloud State University.  
Over that time, I have interacted with a number of faculty and staff, and I would like to 
thank them all.  During my time at St. Cloud State I was fortunate to work with a number 
of undergraduate students providing them with research activities that hopefully will 
help them along their career paths.  Several students were involved in different ways in 
this work and I would like to acknowledge them.  The following list of students (in 
alphabetical order) spent time in the lab working on this project:  Andrew Davies, 
Matthew L. Gesmundo, Joseph Harter, Neale Haugen, Lucas Jedlicka, Luke Johnstone, 
Desiree Lee, Justin Paulsen, Tom Pundsack, Aaron Schulzetenberg and Brandon Smith.  
If I have overlooked anyone please accept my apologies. 
 I would like to also thank my advisor, C. Daniel Frisbie, for his patience and 
support as we put this project together and have seen it to this point. 
  
ii 
 
 Finally, I would thank my wife, Faye, and my children, Bradley and Jessica, who 
have put up with me over the years as I sometimes became distracted from family life 
when my thoughts would drift into research. 
  
iii 
 
Abstract 
  
 Organic semiconductors remain an active area of research due to their unique 
mechanical and opto-electronic properties.   The charge transport properties of organic 
semiconductors are dependent on their molecular packing structures.  A fundamental 
understanding of the charge transport and device physics on a microscopic scale remains 
a central focus of discussion.  Models and theories have been based on the understanding 
derived from inorganic systems, but these tend not to hold for organic semiconductors.  
Single crystals of small conjugated oligoacenes, with high chemical purity and 
molecular structural order, can be model systems in the study of the relationship between 
molecular packing and carrier charge transport.  The ability to probe intrinsic charge 
transport, not influenced by environmental factors or measurement techniques, plays a 
fundamental role in gaining a deeper understanding of the factors affecting charge 
transport.  Time of flight (TOF) is an experimental technique used for charge carrier 
mobility studies that minimizes the external factors affecting charge transport.  TOF also 
has the potential to study both bulk (vertical) and surface (lateral) charge carrier 
transport in organic semiconductors. 
 This work reports the charge carrier mobility in single crystals of tetracene and 
rubrene using vertical and lateral field TOF (LFTOF).  TOF instrumentation was 
designed and constructed.   Room temperature vertical TOF hole mobility results in the 
c-direction for tetracene single crystals were acquired as a function of electric field (µc 
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≈ 1.3 cm2/Vs at 296 K).  Bulk TOF hole charge carrier in rubrene single crystal as a 
function of temperature and electric field were acquired with an average value of 0.29 
cm2/Vs at 296 K increasing to 0.70 cm2/Vs at 180 K and demonstrated an inverse power 
law temperature dependence, ‘band-like’ transport, in the c-axis direction.  The use of 
LFTOF to study transport on the surface of single crystal organic semiconductors was 
demonstrated.  LFTOF hole mobilities of 0.8 cm2/Vs at 296 K were in the range of 
reported field effect transistor mobility results.  An overview of organic semiconductors 
and traditional transport models along with emerging transport models for organic 
semiconductors is presented. 
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Chapter 1  
 
 
Introduction 
 
1.1 Motivation of the Thesis 
 
 Electronic and electrooptical materials based on organic molecules are 
undergoing intensive study ranging from basic materials science to possible 
technological applications.1-3  This interest has in part stemmed from the desire to 
provide a new class of materials that can afford properties that are not realizable in 
traditional Si-based devices.  Properties such as lower cost, simpler processing 
techniques, sustainability (synthesized instead of mined, recyclable and potentially 
biodegradable), flexible device designs, biocompatibility and energy efficiency have 
opened new doors for these materials.4-9  The lower cost of material synthesis and device 
manufacturing has the potential to provide advanced technology to remote and 
impoverished portions of the globe.  Due to processing and mechanical advantages and 
the ability to chemically tune their electronic and optical properties, the use of organic 
materials in future devices has the potential to replace or complement their inorganic 
counterparts.  Design of organic materials with electrical properties that rival or surpass 
those of inorganics, is ushering in a new generation of electronic and optical devices.   
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 The areas of use are endless and include communications, sensing, biomedical 
and energy production.  These molecular organic semiconductor materials have found a 
wide range of device applications with the major focus of research being in the 
development of organic field-effect transistors (OFETs),10-14 organic photovoltaic 
devices (OPVs)15-18 and organic light emitting diodes (OLEDS)19-21.   
 There is a strong interest to obtain a more complete understanding of charge 
carrier transport in organic semiconductor materials.  Single crystals of small 
oligoacenes (tetracene, rubrene) make a perfect testbed to study these transport 
properties due to their highly ordered structure and purity.22-24  The technique used in 
measuring the mobility is also an issue in the examination of mobility to study carrier 
transport properties.  It is preferred to look at intrinsic (not affected by external 
conditions) mobility.  Time of Flight (TOF) is a technique that allows for the study of 
these materials with minimal perturbation of the intrinsic transport properties of the 
material.25  The main goals of this thesis deal with investigating the charge carrier 
mobilities in single crystal oligoacenes using TOF techniques.  Specific goals of this 
work include: 
1) Design, construct and demonstrate instrumentation capable of vertical (crystal 
bulk) TOF and lateral (crystal surface) TOF charge carrier mobility measurements 
including low temperature bulk mobilities. 
2) Investigate low temperature TOF mobilities in oligoacene single crystals to help 
advance the understanding of transport theory in single crystal semiconductor materials.  
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Study the bulk (c-axis) mobility of rubrene single crystals as a function of temperature, 
below room temperature, using TOF. 
3) Examine the use of lateral field TOF in determining the intrinsic charge carrier 
mobilities on the surface of oligoacene single crystals to compare with field effect 
techniques. 
 
1.2 Synopsis of Thesis 
 
 Chapter 2 introduces the principles of the electronic properties of conjugated 
organic semiconductors and the basic concepts of charge carrier motion in these 
materials. 
 Chapter 3 provides a theoretical overview of classical charge transport including 
a discussion of new thoughts on charge transport in ordered organic semiconductor 
materials.  
 Chapter 4 reviews experimental methods used for determining charge carrier 
mobilities that are relevant to this work. 
 Chapter 5 covers experimental techniques used in this work along with the 
design and construction of the TOF instrumentation. 
 Chapter 6 presents experimental results for vertical and lateral TOF 
measurements.  Portions of Chapter 6 were published as: Pundsack, T.J.; Haugen, N.O.; 
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Johnstone, L.R.; Frisbie, C.D.; Lidberg, R.L. Temperature Dependent c-Axis Mobilities 
in Rubrene Single Crystals Determined by Time-of-Flight. Appl. Phys. Lett. 2015, 106, 
113301. 
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Chapter 2 
 
 
Organic Semiconductors 
 
 This chapter introduces the principles of the electronic properties of conjugated 
organic semiconductors and the basic concepts of charge carrier motion in these 
materials. 
 
2.1 Organic Electronic Materials – Introduction 
 
Organic π-conjugated materials have taken a major role in the study of organic 
semiconductors due to the fact that the properties of these materials such as band gap, 
redox potentials and charge transport properties can be tuned to control device 
performance.26-28  The design and implementation of these organic materials requires a 
basic understanding of their physical properties.  The transport of the charge carriers 
(electrons or holes) is important to device performance.   For instance, the carrier 
transport can affect the switching speed and the operational frequency in transistors.  In 
solar cells, the carrier transport can affect the recombination lifetime of charge carriers 
thus significantly influencing the efficiency of the device.  In addition, these materials 
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can be processed by simple solvent processing techniques and therefore, provide for 
light weight, potentially low cost, thin film, large-area and flexible device fabrication.  
With all the promise of these materials, there are issues that need to be addressed to 
increase their performance and integration into daily use devices.  Some of these issues 
include low charge carrier mobility, electronic and optical stability and incompatibility 
with classical semiconductor processing techniques. 
 To address underlying issues associated with organic semiconductor materials 
and improve device performance a deeper understanding of the fundamental properties 
of these materials is needed.  This task is complicated by the large assortment of 
representative molecular organic semiconductor materials available as well as the 
structural packing in the solid state, amorphous vs crystalline.  One of the most basic 
issues is to gain a better understanding of the factors governing charge carrier transport.  
Several intrinsic factors are involved in defining transport including crystal packing, 
chemical impurities, structural defects, and thermal disorder.29-30  The ability to control 
these factors allows for the understanding and thus design of materials and devices with 
improved performance.  The use of single crystals materials with high purity and 
structural ordering, provides an avenue to control and minimize these factors.  Single 
crystals have become an important tool in the development of organic semiconductor 
materials. 
 
 
  
7 
 
2.2 Electronic Properties of Organic Semiconductors 
 
While there are a wide range of organic based molecular systems that are being 
studied for the use in organic electronic and electrooptic devices, much work has 
focused on small conjugated molecules and conjugated polymers.2, 13, 31-34  Single 
crystals of small molecular species such as the oligoacenes (tetracene, pentacene, and 
rubrene) have been studied (Figure 2.1).35-40  These studies have looked at the 
fundamental physical parameters that govern charge transport as well as their potential 
use in devices.  One overlapping characteristic of these molecules is the presence of a 
conjugated electron system.  Below we discuss the origin and properties of conjugation 
in organic molecules. 
 
Figure 2.1: Structures of organic semiconducting oligoacenes: (a) tetracene, (b) 
pentacene, (c) rubrene. 
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2.2.1 Conduction in Conjugated Molecules  
 
 Conjugated π- electron molecular systems define the dominant feature of organic 
semiconductors and are the main materials of interest and are the focus of this study.  
Conjugated systems in organic molecules are a result of covalently bonded carbon 
atoms, with alternating single and double bonds.41-42  In a bonded carbon atom, the 
electronic configuration is 1s22s2p3.  Carbon-carbon double bonds are a result of sp2 
hybridization of the carbon orbitals creating 3 degenerate σ bonds with strongly 
localized electron density.  The 3 σ bonds are formed in the plane of the molecule from 
the 2s and two 2p orbitals.  The sp2 hybridized atomic orbitals form from the overlap of 
atomic orbitals of adjacent carbon atoms resulting in strong σ-bonds.  The remaining 
unhybridized pz orbital is perpendicular to the plane of the σ bonds.  The pz orbitals of 
adjacent carbon atoms overlap and form a π bond which is a weaker bond than the σ 
bonds.  The electron density of the π bond is delocalized and extends above and below 
the plane of the bond between the carbon atoms (Figure 2.2).  
 
    
Figure 2.2:  Sigma and pi bonding in ethene.43 
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In a multi conjugated system, such as benzene, these delocalized π electrons are free to 
move through the entire molecule. 
This π bond formation results in π bonding orbitals known as the highest 
occupied molecular orbital (HOMO) and π* antibonding orbitals known as lowest 
unoccupied molecular orbital (LUMO) (Figure 2.3).44-45 
 
 
Figure 2.3:  Illustration of the bonding–antibonding interactions between the 
HOMO/LUMO levels of two ethylene molecules in a cofacial configuration.  Right side:  
valence (lower band) and conduction (upper band) bands formed when a large number 
of stacked molecules interact.44  Reprinted with permission.  Copyright 2002 National 
Academy of Sciences, U.S.A.  
 
  When the molecule is in the ground state the bonding orbitals are filled by two 
electrons of opposite spin up to the energy level of the HOMO while the antibonding 
orbitals at and above the energy level of the LUMO are empty.   It is the separation 
energy of the HOMO and LUMO that defines the energy bandgap of the molecular 
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semiconductor.  An electron can be excited from the HOMO to the LUMO level by the 
absorption of light with energy equal to or greater than the energy separation of the two 
levels.  This excitation results in a neutral excited state in the molecule.      
As two isolated conjugated molecules are brought together, the π orbital overlap 
and the energy levels split into two different levels.  As N molecules are brought together 
in the solid state the levels split into N different levels which form two continuous bands, 
the conduction band CB and the valence band VB separated by the bandgap,46 as seen 
on the right side of Figure 2.3.  The width of the bandgap can be controlled by tuning 
the molecules planarity, aromaticity, bond length pattern and the attached electron 
withdrawing or donating groups.47  As the interaction between π-orbitals increases, 
typically when the inter-atomic distance d, decreases, the splitting and the thus the 
bandwidth (splitting) increases as shown in Figure 2.4.  This orbital (wavefunction) 
overlap is a central feature in charge carrier transport providing a path for the 
delocalization of the carrier throughout the material.  As the bandwidth increases the 
carrier mobility tends to increase.  The overlap can be quantized as the transfer integral 
(which can be noted as t or J in the literature) which is related, using a tight binding 
model, to the bandwidth (BW)48 as   
 𝐵𝑊 = 4𝑡. (2.1) 
The transfer integral is a leading parameter in describing the carrier mobility.  
The degree of splitting of the HOMO (LUMO) and thus the transfer integral related to 
each orbital plays a major role in defining the magnitude of the hole (electron) mobility.  
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It can then be implied that anything that could affect the position of a molecular orbital 
in relation a neighboring orbital, (e.g., temperature, vibrational motion), would affect 
the magnitude of the transfer integral.29 
 
 
Figure 2.4:  Evolution of the electronic splitting of the HOMO and LUMO levels in a 
cofacial dimer of two sexithienyl molecules as a function of the intermolecular 
separation.  Calculated using the INDO - Intermediate Neglect of Differential Overlap 
- method.44  Reprinted with permission.  Copyright 2002 National Academy of Sciences, 
U.S.A. (BredasPNAS2002) 
 
2.2.2 Classical Carrier Motion 
 
Charge carrier motion in a material can be affected by thermal motion, carrier 
diffusion and carrier drift.49-50  If a free carrier is available in thermal equilibrium with 
no applied electric field, carriers are in motion undergoing collisions with the vibrating 
molecular structure with random Brownian motion.  The carriers may interact with 
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phonon scattering events and possibly electrostatically with ionized impurities or with 
each other.  These events can be characterized from this thermal motion by a mean free 
time between collisions, τm (s).  In between collisions, carriers can acquire a thermal 
velocity, vth (cm/s).  They have a characteristic length of motion referred to as the mean 
free path, λ, where λ = vthτm.   Since this thermal movement is random and is not affected 
by an external field, the tendency is for the carrier distribution to remain constant, they 
essentially go nowhere.   
The movement of charge carriers in a semiconductor material can be defined as 
either a diffusion process or a drift process.  In a diffusion process, charge carriers tend 
to move from areas of higher concentration to areas of lower concentration. This 
movement is in response to the concentration gradient and tends to move towards a 
concentration equilibrium.  In semiconductors, this movement of carriers from a region 
of higher concentration to lower concentration results in a diffusion current.   
This diffusion process can be defined by the diffusion relationship given by 
Fick’s first law where the diffusion flux, F, is proportional to the carrier concentration 
gradient, dn/dx.  The flux is the number of particles crossing a unit area per unit time 
(cm-2 · s-1).  The carrier flux, in one dimension, can be written as 
 
𝐹 = −𝐷
𝑑𝑛
𝑑𝑥
 (2.2) 
D is the carrier (electron or hole) diffusion constant with units of (cm2/s) and measures 
the ease of carrier diffusion in response to a concentration gradient.  The diffusion 
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coefficient is affected by molecular motion, grain boundaries and trap states.  The 
resulting diffusion current, Jdiff, can be expressed as the charge times the flux: 
 
𝐽𝑑𝑖𝑓𝑓 = ±𝑞𝐷
𝑑𝑛
𝑑𝑥
 (2.3) 
where q is the elementary charge (1.6 x 10-19 Coulomb) and +q or –q refers to the charge 
on the hole or electron, respectively. 
Drift transport occurs when an electric field, E(V/cm), is applied to a 
semiconductor resulting in a net force, F = ±qE, on the carriers.  Between collisions, the 
carriers accelerate in the direction of the applied field with a velocity of v(t) = 
(−qτm/m
*)E, for electrons and v(t) = (qτm/m
*
p)E, for holes, where m
*
n and m
*
p are the 
effective masses (discussed below) of the electron and hole, respectively.  Taking into 
account the scattering of the carrier and the mean free time, τm, the average drift velocity 
in the direction of the field, with units of cm/s is given by 
 
𝑣𝑑𝑟𝑖𝑓𝑡 = (±
𝑞𝜏𝑚
𝑚𝑛,𝑝∗
)𝐸. (2.4) 
 The mobility, µ, can be considered as a measure of the ease of carrier drift and is defined 
as the average velocity gained per unit field, vdrift/E = (q/m
*)τm:  
 
𝜇𝑛,𝑝 = 𝑞
𝜏𝑚
𝑚𝑛,𝑝∗
   (
𝑐𝑚2
𝑉𝑠
) (2.5) 
and the drift velocities vdriftn = −µnE for electrons and vdriftp = µpE for holes.  The drift 
current, Jdrift can then be written as  
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 𝐽𝑑𝑟𝑖𝑓𝑡 = 𝑞𝑁𝑣𝑑𝑟𝑖𝑓𝑡 = 𝑞𝑁𝜇𝐸. (2.6) 
 The drift and diffusion of the carriers can be related to each other through the 
Einstein relation.  The total current, Jtot can be written as a sum of the drift and diffusion 
components. 
 
𝐽𝑡𝑜𝑡 = 𝑞𝑁𝜇𝐸 = 𝑞𝐷
𝑑𝑛
𝑑𝑥
 (2.7) 
Under equilibrium conditions, where the drift and diffusion currents cancel each other, 
Jtot = 0, it can be shown that  
 
𝐷 =  
𝑘𝑇
𝑞
𝜇 (2.8) 
This is the Einstein relation that is widely used in carrier transport in semiconductors 
at low carrier concentrations.  The drift mobility, µ, from charge hopping is then 
evaluated from the Einstein relation, leading to the bulk (isotropic) mobility of the 
material. 
 𝜇 = (
𝑞
𝑘𝐵𝑇
)𝐷. (2.9) 
 
2.2.3 Factors Affecting Mobility  
 
A characteristic feature of organic semiconductor crystals is the anisotropic 
molecular packing in the crystals three-dimensional structure.  This anisotropic packing 
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results in different degrees of electronic coupling in different directions in the crystal.51  
Figure 2.5 shows the packing of pentacene and rubrene crystals and varying transfer 
integrals. 
 
Figure 2.5:  Crystal structure and largest transfer integrals for a) pentacene and b) 
rubrene single crystals.  The t directions represent nonequivalent transfer integrals.52  
Reprinted with permission.  Copyright 2012 American Chemical Society. 
  
  In addition, the anisotropic molecular packing results in different degrees of 
thermal expansion in different crystal directions. Due to the weak van der Waals 
interactions in the crystal the resulting forces holding the crystal together are different 
along different crystal axes.  This anisotropic crystal expansion with a change in 
temperature has been shown to occur in a rubrene single crystal.  The single crystal x-
ray diffraction results showed a 2.157% volume thermal expansion of the crystal from 
100 K to 300 K. The results also showed the thermal expansion was anisotropic for the 
three crystallographic directions (Δa = 0.410%, Δb = 0.320%, Δc = 1.562%) with the 
largest change occurring along the weakest bonding c-axis as shown in Figure 2.6.53    
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Figure 2.6:  Lattice parameters a, b and c, and unit cell volume V versus temperature 
for rubrene single crystals. The lines are guides for the eyes.53  Reproduced with 
permission of the International Union of Crystallography.  
 
This variability and anisotropic coupling results in nonequivalent band structure 
in different crystal directions and as will be shown below, this changing band structure 
results in changes in the effective mass of the carrier and thus the carrier mobility. 
The transport of carriers in a semiconductor crystal is a result of the applied field 
but is also affected by the crystal potential due to the lattice atoms (nucleus and core 
electrons).  In a one-dimensional crystal the crystal potential, V(x), varies due to the 
position of the lattice atoms (molecules).  For a crystal that has a constant repeating 
lattice, the periodicity in the crystal potential can be written as  
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 𝑉(𝑥) = 𝑉(𝑥 + 𝑎) (2.10) 
where, a, represents the lattice constant in the x-direction.  The behavior of the carrier 
in a crystal can be observed by solving the Schrodinger equation (1D in this case) 
 
[−
ℏ2
2𝑚
𝑑2
𝑑𝑥2
+ 𝑉(𝑥)]Ψ(𝑥) = 𝐸Ψ(𝑥) (2.11) 
where, Ψ(x), is the state function and, E, is the energy of the carrier.  The Bloch theorem 
states that the solution of the Schrodinger equation for a periodic potential can be given 
by the Bloch function 
 Ψ𝑘(𝑥) =  𝑢𝑘(x) exp(ikx) (2.12) 
where 
 𝑢𝑘(𝑥) =  𝑢𝑘(𝑥 + 𝑎) (2.13) 
is the periodic condition.  The movement of the carrier can be defined by the wave 
vector, k, with a deBroglie wavelength of λ = 2π/k.  It can be related to the carrier’s 
momentum, p, by the deBroglie relation, λ = h/p as p = ћk and is also referred to as the 
crystal momentum.54-55 
 We can solve for the energy of the carrier as a function of the wave vector.  By 
substituting the Bloch function (Equation 2.12) into the Schrodinger equation and 
applying the periodic boundary conditions (Equation 2.13) we can solve for the energy 
eigenvalue, E(k) and the eigenfunction, uk. Since this is an eigenvalue equation it can 
yield a number of solutions each giving discrete energies as a function of k which can 
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be labeled as a discrete range of energies, E1k, E2k ….  These energies vary as k varies, 
over a given range and leads to specific energy bands.  Figure 2.7 shows a range of 
allowed energy bands separated by bandgaps, forbidden energies that cannot be 
occupied by the carriers.  Since k is a vector quantity, the plots of the energy bands are 
specific for given direction in space.  A plot of E(k) in a different direction would 
possibly yield an energy band with a different shape possibly due to the difference in 
crystal potential in that direction.  
 
Figure 2.7:  Relationship of energy vs k resulting in allowed energy bands and 
forbidden bandgaps.56  
  
 It has been shown that the charge carrier mobility is related to the effective mass 
of the carrier.  A carrier in a periodic potential is accelerated relative to the lattice in an 
applied electric field as if the mass of the electron were equal to an effective mass. The 
complete set of energy levels of a crystal can be described in terms of the wave vector, 
k.  The energy levels of a carrier in a periodic potential is then described in terms of a 
  
19 
 
set of wave functions, E(k), the dispersion relation, energy as a function of wave vector. 
These wave functions define the band structure of the solid.  If we take a simple 
parabolic band expression for the energy where  
 
𝐸(𝑘) =
ℏ2𝑘2
2𝑚∗
. (2.14) 
   
According to the approach known for the parabolic bands in inorganic semiconductors 
the effective mass, m*, depends on the inverse of the band dispersion.  Taking the 
second derivative, we get 
 1
𝑚∗
=
1
ℏ2
𝑑2𝐸
𝑑𝑘2
 (2.15) 
   
which gives the effective mass in terms of the curvature of the energy bands.  The charge 
carrier mobility is inversely proportional to the effective mass.   An energy band with a 
large curvature/large bandwidth, results in a small effective mass, and the carriers are 
easier to accelerate, whereas for small curvature/little dispersion the effective mass is 
higher, the carriers are harder to accelerate.55, 57  Figure 2.8 shows the band structure 
calculations for rubrene in different crystallographic directions showing different 
electronic coupling throughout the crystal structure which leads to variations in mobility 
in different crystal directions.52  Figure 2.8 also demonstrates the changes in the band 
structure as a function of temperature.  The valence bandwidth in the Γ→Y direction 
narrows from 493 meV (100 K) to 445 meV (296 K).  This difference in mobilities for 
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different crystal direction was observed in FET mobility measurements in the a and b 
crystal directions in rubrene with higher mobility observed in the b direction as shown 
in Figure 2.9.58  The relationship between temperature and FET mobility along the a and 
b directions is shown in Figure 2.10. 
 Of interest in this discussion, is the increase in mobility with decreasing 
temperature when the crystal is cooled from 296 K to 175 K.   This is a signature of 
bandlike transport which implies the charge carrier is delocalized over several molecular 
sites.  This observation of bandlike transport in organic semiconductors along with the 
additional observation of thermally activated hopping transport has lead researchers to 
look at carrier transport in terms of traditional transport models based on inorganic 
materials.  As will be discussed in Chapter 3, these models do not fully explain transport 
in single crystal material and alternative approaches are now coming to the forefront.  
 
Figure 2.8:  Band structure and density of states (DOS) for a rubrene crystal at 100K 
and 296K. Coupling in the b direction of the unit cell is represented by the Γ to Y=1/4 
(a*, b*) direction in the Brillouin zone of the primitive cell.52  Reprinted with 
permission.  Copyright 2012 American Chemical Society. 
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Figure 2.9:   Measured effective rubrene single crystal field-effect mobility as a function 
of source–drain orientation in the a-axis (vertical 0-90 degrees direction) and b-axis 
(horizontal 90 to 270 direction).58  Reprinted with permission.  Copyright 2007 Elsevier. 
 
 
Figure 2.10: The temperature dependence of the field-effect mobility measured along 
the a and b axes of rubrene crystals.59 Reprinted with permission.  Copyright 2006 
American Physical Society.  
  
22 
 
 
2.3 Crystals Examined in this Work 
 
 Single crystals of tetracene and rubrene were the focus of this work.  Their 
crystal structures and crystallographic parameters are given below.  Both tetracene and 
rubrene single crystals grown by physical vapor transport (discussed in Chapter 5), grow 
as flat platelets with the large facet corresponding to the a-b surface plane and the c-
axis perpendicular to the crystal surface. 
 
2.3.1 Tetracene 
 
 Tetracene crystalizes in a herringbone arrangement in the triclinic packing motif 
(P1 spacegroup).  The lattice parameters are: a = 6.075 Å, b = 7.93 Å, c = 13.46 Å.  The 
crystal structure of tetracene is shown in Figure 2.11. 
2.3.2 Rubrene 
 
 Rubrene single crystals grown by physical vapor transport has a orthorhombic 
packing motif (Cmca space group).  The lattice parameters are a = 7.18 Å, b = 14.43 Å 
and c = 26.90 Å.  The crystal structure of rubrene is shown in Figure 2.12. 
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Figure 2.11: Crystal structure of tetracene. The tetracene crystal structure seen from (a) 
the a-axis and (b) the c-axis. The in-plane transfer paths are indicated with arrows.60 
Reprinted by permission.  Copyright 2014 Macmillan Publishers Ltd.   
 
 
 
Figure 2.12: Crystal structure of rubrene (a) Molecular structure of rubrene (1); black 
arrow indicates molecular long-axis, and gray arrow indicates molecular short-axis of 
the tetracene backbone (core). (b) Crystal structure in the b–c plane; green arrows 
indicate direction of π-stacks between tetracene backbones. (c) Crystal structure in the 
a–c plane; blue arrows indicate direction of layers (interlayer distance). Hydrogen atoms 
omitted for clarity.28 Reprinted with permission.  Copyright 2013 American Chemical 
Society.  
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Chapter 3 
 
 
 Charge Transport in Organic 
Semiconductors 
 
 
   The mechanism of charge transport in single crystal organic semiconductors has     
been evolving since the early efforts to explain intrinsic charge transport in molecular 
crystals.  Attempts at understanding this transport initially used established models 
developed for wide band inorganic semiconductor materials.  Models such as the 
semiclassical Boltzmann theory61, Marcus hopping theory62-63 and Holstein small 
polaron theory64-65, developed by way of inorganic semiconductors, have been used to 
try to describe transport in organic semiconductors.  These discussions have been 
bounded by traditional delocalized band-like transport at low temperatures, similar to 
the behavior in inorganic semiconductors and hopping transport defined by localized 
states at higher temperatures, similar to disordered materials.  Band-like transport at low 
temperatures in ordered molecular systems, is a result of the strong electronic coupling 
between adjacent molecules with the charge carrier wavefunction becoming delocalized 
over adjacent molecules.  The carrier mobility thus increases with decreasing 
temperature as a result of fewer phonon scattering events, similar to inorganic 
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semiconductors.66-67  Hopping transport occurs when there is an increase in spatial or 
energetic disorder and the charge carrier wavefunction becomes localized on a single 
molecule, the basis for small polaron transport.  Carrier hopping can be thermally 
activated and the carrier can move from site to site if there is enough energy to overcome 
the reaction coordinate barrier.   The carrier mobility then increases with increasing 
temperature.29, 68 
The charge transport mechanism for molecular crystals at around room 
temperature is less defined due to a crossover region from band-like Bloch states to 
hopping transport.69-70  As a result, the traditional approaches applied did not completely 
explain charge transport in ordered organic systems and new approaches have been 
proposed.  An approach that has recently been gaining favor is one of charge localization 
as a result of dynamic disorder in the crystal.67, 71-72  This molecular disorder is a result 
of thermal molecular motion that disrupts the molecular lattice resulting in large 
fluctuations around the equilibrium structure which in turn cause fluctuations in the 
electronic coupling between molecules disrupting the ‘band-like’ transport.  These large 
thermal molecular motions can be explained due to the weak intermolecular van der 
Waals forces that hold organic solids together.  These molecular fluctuations are 
characterized by slow low frequency modes resulting from weak restoring forces and 
the large molecular masses of the crystal.  This dynamic disorder holds in directions of 
high electronic coupling such as in the ab plane of rubrene.  In directions which low or 
non-existent coupling, the c-direction in rubrene, the dynamic disorder explanation is 
minimized and a model based on incoherent hooping has been proposed.73 
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The following discussion will cover the basic microscopic parameters that 
influence carrier transport in ordered organic molecular crystals.  The models associated 
with the varying transport regimes will be briefly covered and limitations of such 
discussed.  The merits of the transient localization approach will then be covered.    
 
3.1 Traditional Approach to Charge Transport 
 
 The charge transport in organic semiconductors can be described by a number 
of microscopic parameters which involve electronic and phononic states along with 
electron-phonon coupling processes.  Most models start with a 1-D minimalistic 
approach and assume only bulk conductance with no static disorder.  Interactions 
between charge carriers and the applied electric field are routinely not included in charge 
transport models.  Carrier-carrier and carrier-field interactions are ignored.  The 
Hamiltonian relating the electrons, phonons and coupling can be written as:74-75 
 
 𝐻 = 𝐻𝑒𝑙
0 + 𝑉𝑒𝑙 + 𝐻𝑝ℎ
0 + 𝑉𝑒𝑙−𝑝ℎ
𝑙𝑜𝑐𝑎𝑙 + 𝑉𝑒𝑙−𝑝ℎ
𝑛𝑜𝑛𝑙𝑜𝑐𝑎𝑙
 (3.1) 
where: 
 
𝐻𝑒𝑙
0 + 𝑉𝑒𝑙 = ∑𝜀𝑗𝑎𝑗
+
𝑗
𝑎𝑗 + ∑𝐽𝑖𝑗𝑎𝑖
+
𝑖𝑗
𝑎𝑗  (3.2) 
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𝐻𝑝ℎ
0 = ∑ℏ𝜔?⃗? 𝑠(
?⃗? 𝑠
𝑏?⃗? 𝑠
+ 𝑏?⃗? 𝑠 +
1
2
 ) (3.3) 
 
𝑉𝑒𝑙−𝑝ℎ
𝑙𝑜𝑐𝑎𝑙 = ∑∑ℏ𝜔?⃗? 𝑠
𝑗
𝑔𝑗𝑗,?⃗? 𝑠
?⃗? 𝑠
(𝑏?⃗? 𝑠
+ + 𝑏−?⃗? 𝑠)𝑎𝑗
+𝑎𝑗 (3.4) 
 
𝑉𝑒𝑙−𝑝ℎ
𝑛𝑜𝑛𝑙𝑜𝑐𝑎𝑙 = ∑∑ℏ𝜔?⃗? 𝑠
𝑖≠𝑗
𝑔𝑖𝑗,?⃗? 𝑠
?⃗? 𝑠
(𝑏?⃗? 𝑠
+ + 𝑏−?⃗? 𝑠)𝑎𝑖
+
 
(3.5) 
 
H0el and H
0
ph define the electronic and nuclear Hamiltonians of the non-interacting 
molecules, respectively.  εj is the electronic site energy.  a
+
j and aj are the creation and 
annihilation operators for a charge carrier on site j and 𝑏?⃗? 𝑠
+
 and 𝑏?⃗? 𝑠 are the creation and 
annihilation operators for a phonon with a wavevector 𝑞 , polarization index s and a 
frequency 𝜔?⃗? 𝑠.  Vel is the electronic coupling term and represents the interaction of each 
localized state with its neighbors where J is the electronic coupling or overlap integral 
between states localized on adjacent molecules.  Vlocalel-ph   is the local electron-phonon 
coupling (Holstein type model64-65) and accounts for the modulation of the site energy, 
εj, due to internal or intramolecular vibrations.  V
nonlocal
el-ph   is the nonlocal electron 
phonon coupling (Peierls type model76) and affects the electronic coupling integral 
which is defined by the orientation and distance between adjacent molecules.  𝑔𝑖𝑗,?⃗? 𝑠 and 
𝑔𝑗𝑗,?⃗? 𝑠 are the nonlocal and local electron-phonon coupling constants, respectively.  
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These coupling constants measure the interaction between the intermolecular and 
intramolecular vibrations and the electrons.   
 
3.1.1 Site Energy  
 
 
 The site energy, εj, is the energy associated with a charge (electron or hole) 
localized on a given molecular crystal site and is the difference between the energy of 
the neutral site and the energy of the charged site.77  The energy of the charged site is 
determined by the electron affinity for an electron and the ionization potential for a hole 
of the crystal.  These changes in site energy can be separated into an intermolecular 
component and an intramolecular component.  The intermolecular component is defined 
as the polarization energy and results from the interaction of the localized charge with 
the permanent and induce multipole moments of the surrounding crystal environment.  
The intramolecular component is the electron affinity or ionization potential of an 
isolated gas phase molecule.  The site energy can be modulated by lattice vibrations and 
interaction with the surrounding environment.  The coupling of the site energy with 
vibration modes is referred to as local (Holstein-type) electron-phonon coupling.  
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3.1.2 Electronic Coupling – Transfer Integral 
 
The transfer integral, which represent the electronic coupling between adjacent 
molecules, is the dominant feature controlling charge transport in ordered organic 
semiconductor crystals and provides a measure of the delocalization of the carrier in the 
crystal.29  The transfer integral, J, can be given by  
 𝐽𝑖𝑗 = ⟨𝜓𝑖|𝐻𝑒𝑙|𝜓𝑗⟩ (3.6) 
where Hel is the effective one-electron Hamiltonian of the crystal and ψi and ψj are the 
HOMO and LUMO orbitals, of the isolated molecules, for hole and electron transport, 
respectively.  Since the coupling is directional it plays a major role in the crystals charge 
carrier anisotropic nature.  In a system with disorder, static or dynamic, the carrier states 
of the crystal could be treated as Bloch waves, similar to crystalline inorganic 
semiconductors, and the Bloch states would be calculated from the molecular orbitals 
of the isolated molecules.74  With the introduction of disorder or fluctuations in the 
molecular positions the perfect periodic array of molecules would be disrupted and the 
changes in the magnitude of the transfer integral would occur.  This change in transfer 
integral as a result of the change in the vertical (intermolecular separation) and 
horizontal (translation) displacement of the molecules can be seen in Figure 3.1 
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Figure 3.1:  Left: Evolution of the INDO-calculated electronic splittings of the HOMO 
and LUMO levels in a cofacial dimer made of two sexithienyl molecules as a function 
of the intermolecular separation.  Right: Evolution of the INDO-calculated electronic 
splittings of the HOMO and LUMO levels in a dimer formed by two sexithienyl 
molecules separated by 4.0 Å as a function of the degree of translation of one molecule 
along its main chain axis.44  Reprinted with permission.  Copyright 2002 National 
Academy of Sciences, U.S.A.  
 
 A common approach to calculating the transfer integral is the energy splitting in 
dimer (ESD) model. The ESD model uses two identical molecules in a cofacial 
arrangement and considers the splitting of the HOMO (LUMO) orbitals in the dimer 
with respect to an isolated molecule.29  The transfer integral is calculated from the 
splitting of the HOMO (LUMO), ΔE = E1 – E2, where: 
 
𝐽 =  
∆𝐸
2
 (3.7) 
This approach provides a good first approximation but is invalid for molecular 
orientations that are not cofacial or when the molecules are not equivalent.44 
 
  
31 
 
3.1.3 Electron Phonon Coupling 
 
 In a perfect world with no static or dynamic disorder, carriers would be freely 
delocalized and Bloch state band transport would dominate.  But this ideal case is not 
possible due to intra-molecular and inter-molecular vibrations which tend to disrupt the 
delocalized carriers.  These molecular vibrations can interact strongly with the charge 
carriers and these processes are referred to as electron-phonon coupling.  Charge 
transport is affected by the motion of the atoms and molecules through the electron-
phonon coupling modes, both local electron phonon and nonlocal electron phonon 
coupling.29 
 
3.1.4 Local Electron-Phonon Coupling  
 
 Local electron-phonon coupling mechanism is defined from the Holstein model 
resulting from modulation by phonon modes of the site energies.  The reorganizational 
energy, λ, associated with local electron-phonon coupling results from the charge 
transfer from one molecule to another molecule and is defined in the Marcus electron-
transfer theory.  The reorganizational energy has an intramolecular (internal), λi, and 
intermolecular (external) component, λe. The internal component represents a change of 
energy due to the modification of the equilibrium geometry of an individual molecule 
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going form a neutral state to an ionized state.  The external component of the 
reorganizational energy results from the change in energy as a result of polarization and 
positions of molecules in the adjacent crystal lattice.78  The external reorganizational 
energy for crystalline polyacenes is typically much less than that of the internal 
reorganizational energies with the external energies typically less than 10 meV and the 
internal reorganizational energies in the range of 100 – 200 meV.79-80  Thus, external 
reorganizational energies are often neglected when considering the contribution of 
reorganizational energies on charge transport. 
 In the work by Holstein64 it was shown that in the absence of electronic coupling 
between adjacent molecules (transfer intergral = 0) the charge would be localized on a 
single site by local electron-phonon coupling.  The energy of the charge on that site that 
results from the change in molecular surroundings is stabilized by the polaron binding 
energy, Ep.  The intramolecular reorganizational energy, λi, is calculated from the 
contributions from both molecules involved in the charge transfer.  It takes in to account 
the relaxations energies of the molecule the charge is transferred to as well as from the 
molecule it is transferred from and is thus about twice the polaron binding energy 
(relaxation energy), Ep = λi/2.
80  This energy then plays a role in charge transport 
properties in the transport regime where the reorganizational energy is larger than the 
transfer integral.  
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3.1.5 Nonlocal Electron-Phonon Coupling  
 
 Nonlocal electron-phonon coupling arises from lattice phonons (inter-molecular 
vibrations) and the rotational and translational movement of molecules from their 
equilibrium sites in the crystal.29, 69, 72   This intermolecular coupling is generally referred 
to as Peierls type76 or Su-Schrieffer-Heeger type81 interactions.  At room temperature, 
the molecular movements are dominated by large low-frequency thermal motion.  This 
movement is due to weak van der Waals interactions between molecules and the 
relatively large molecular masses common of materials found in crystalline organic 
semiconductors.  These weak interaction and large masses result in weak restoring 
forces between the molecules and thus result in large amplitude and low frequency 
vibrational modes.  These thermally activated intermolecular vibrations affect the 
orientation and distance of the wavefunctions between adjacent molecules and 
introduces modulation of the electronic coupling integral over time.82  
 
3.1.6 Band Transport 
 
 Band transport is typically associated with inorganic semiconductors such as 
silicon and germanium.55  Using a tight-binding model, when a number of interacting 
atoms are brought together, their energy levels split and become closely spaced forming 
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valence and conduction energy bands separated by a forbidden band gap. The coupling 
(transfer integral) between atoms can provide a measure of the width of the energy 
bands.  Small coupling results in a narrow bandwidth with large effective carrier masses.  
Large coupling results in wider bandwidths and lighter effective carrier masses.  Lighter 
carrier masses are easier to accelerate than heavier carrier masses.  In crystals with long-
range order and strong coupling between atoms the electronic states (charge carriers) 
become delocalized.  These delocalized carriers can be thought of as delocalized 
wavepackets that are spread over a number of lattice sites.  For band transport, the 
apparent mean-free-path, l, of the carrier is much greater than the lattice constant.  In 
the case where the local electron-phonon coupling is negligible the delocalized 
wavepackets can be described semiclassically by the Boltzmann transport theory.  The 
wavepackets can be scattered by phonons and impurities with the mobility of these 
carriers given by  
 
𝜇 =  
𝑒𝑡𝑠
𝑚∗
 (3.8) 
 
where e is the elemental charge, ts is the scattering rate and m* is the effective mass.
54 
The mobility decreases with increasing temperature as a result of an increased 
probability of phonon scattering.  This dependence of mobility with temperature is taken 
to be a sign of band transport and follows a power law as   
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 𝜇 ~ 𝑇−𝑛, where n = 1-3.42 (3.9) 
 
3.2 The Role of the Polaron in the Development of Transport 
Theory 
  
 The observation of band-like behavior in organic semiconductors has led 
researchers to think about the transport in terms of traditional band transport where the 
carrier is highly delocalized with a large mean free path.  But this analogy tends not to 
tell the entire story.  A polaron based model where the carrier can be localized over a 
number of molecules and can be influenced by electron-phonon coupling has helped 
explain some of these experimental results. 
 As charges become localized on a molecular site due either to electron-phonon 
coupling or static disorder the charge can polarize the surrounding environment.  This 
is especially relevant in conjugated materials where holes may be the dominant carrier 
type. The positive charge of the carrier will tend to polarize the electron rich π-orbitals 
in the conjugated systems effectively creating a polarized cloud around the charge 
creating a charge species referred to as a polaron.83  Polarons can be classified as either 
small or large polarons depending on the electronic band width and the degree of 
electron phonon coupling. They can be viewed as being localized on a single molecular 
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site with a size smaller than the lattice constant (small polaron) or delocalized over 
several molecules with a size larger than the lattice constant (large polaron).84   
 
3.2.1 Polaronic Band Transport 
 
 Large polarons result when the electronic coupling increases, as a result of wide 
electronic bands, and/or the electron-phonon coupling decreases.  The wavefunction 
tends to become less localized and spreads over a number of lattice sites.  At low 
temperatures, the carrier wavefunction is delocalized (wide bandwidth) and the polaron 
can be described as a large polaron with the associated lattice deformations spread out 
throughout the surrounding lattice.67,85  The transport in crystalline organic 
semiconductors can be described using bandlike transport and the mobility is closely 
related to that given in Equation 3.9.  As the temperature increases a decrease in the 
effective transfer integral occurs and the wavefunction is localized, the polaron band 
becomes smaller.  An increase in temperature increases electron-phonon coupling 
increasing the carrier effective mass thus causes a reduction in the carrier mobility.52, 86 
3.2.2 Small Polaron – Holstein Theory 
 
 Small polarons are a result of narrow electronic bands, low electronic coupling, 
and larger electron-phonon coupling.  This leads to a localization of the wavefunction 
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on the molecular site with a size smaller than the lattice constant.  Holstein64-65 provide 
the initial work describing small polarons taking into account local electron-phonon 
coupling in carrier transport. This work focused on conditions where the local electron-
phonon coupling was large with small electronic bandwidths localizing the charge.  This 
scenario introduces a large energy barrier between neighboring sites restricting charge 
transfer.  Charge transfer can occur by thermally assisted hopping or by a quantum 
mechanical tunneling process.  For most conjugated materials, the Holstein model is 
applicable when the electronic coupling much smaller that the polaron binding energy 
(J << Ep).  For the condition where J << λ and ћw0 << kBT the hopping rate can be given 
by  
 
𝑘ℎ𝑜𝑝 =
𝐽2
ℏ
(
𝜋
𝑘𝐵𝑇𝜆
)
1
2
𝑒
−𝜆
4𝑘𝐵𝑇. (3.10) 
 
The carrier transport of a small polaron is thermal activated, and the mobility can be 
given by  
 𝜇 ~ 𝐿2𝑘ℎ𝑜𝑝 (3.11) 
 
where L is the distance between hopping sites.67 
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3.3 Deviation from Traditional Models  
 
 The polaronic band model and the small polaron model provide the extremes of 
the delocalized and localized carrier regimes, respectfully.  Ranging from the perfect 
Bloch-Boltzmann state type transport defining an ideal delocalized system with band 
like transport to a system with charge localization and transport occurring through a 
small polaron Marcus theory hopping transport model.  In this picture, it can be reasoned 
that two main factors are then involved in the limits of carrier transport, the 
intermolecular coupling, J, and the relaxation energy, Ep.  In the polaronic band model 
the intermolecular coupling, would then dominate and the relaxation energy, would be 
negligible.  The opposite can then be stated for the small polaron model with the 
relaxation energy dominating and the intermolecular coupling being minimal.  Neither 
of these limits are reached in high mobility organic semiconductors under normal 
operating conditions.  This is due in part to the similar size of the energies of the transfer 
integral and the relaxation energy.  Values for the transfer integrals are in the usually 
around, J ≈ 10 – 100 meV48, 87 with relaxation energies around Ep ≈ 50 – 200meV.88  
This similarity in energies between the two competing models exempts either from 
playing a dominating role in the transport.  Other factors that muddy the distinction of 
traditional transport models are the values of the intermolecular vibrational modes (≈ 10 
meV)89, intramolecular vibrational modes (≈ 100 – 200 meV)48, 90-91  and the thermal 
energy at normal operating conditions (kBT ≈ 25 meV).  This overlap in energies 
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between the different contributing components makes it difficult to distinguish the 
underlying dominant feature controlling transport.   
 The validity of band transport can be questioned when one examines the 
apparent mean-free-path of the charge carrier in high purity organic semiconductor 
crystals.  In Bloch-Boltzmann transport theory, the mean free path, l, of the carrier is 
much larger than the intermolecular spacing, a, with l >> a.  Under this condition the 
wavefunction of the charge carrier is delocalized over a number of molecules.  The Mott-
Ioffe-Regel (MIR) limit (l = a) defines the lower bounds for the use of band theory in 
semiconductors.92  With l < a, one would encounter short mean free paths suggestive of 
a localized carrier.  The mean free path and the carrier mobility, to a first approximation, 
are proportional to the average time between scattering events, τ, where we can then 
infer:  l ~ μ ~ τ.  In materials with a large number of scattering events, this results in a 
shorter mean free path and lower mobilities.  For band transport, where l is larger, we 
would expect a larger mobility.  For band theory to hold, the experimentally determined 
mobility, μ, would then need to be higher than the mobility imposed by the MIR 
condition, μMIR, μ > μMIR.  This is not the case with typical high mobility organic 
semiconductors.  It has been shown, from band calculations, that for naphthalene, band 
transport is only valid for temperatures below 150 K and that the free path approaches 
1 angstrom as T approaches 300 K (Figure 3.2).51  Another example can be seen in the 
experimental results obtained from rubrene.  The highest room temperature FET 
mobility values are generally in the range of 10 – 20 cm2V-1s-1.  Calculated mobility 
measurements imposing the MIR condition gives a mobility of 23 cm2V-1s-1.71  These 
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results thus put some doubt on the treatment of band transport for organic semiconductor 
materials. 
 
Figure 3.2:  Temperature dependence of calculated hole mean free path for a 
naphthalene crystal along crystal a and b directions.51 Reprinted with permission.  
Copyright 2003 AIP Publishing. 
 
 On the other extreme is small polaron transport, where the carrier is localized on 
a molecular site and transport occurs by thermally assisted hopping, also does not 
describe charge transport in organic semiconductors.  In this case the relaxation energy, 
Ep, would be the dominate energy of the system, larger than the intermolecular coupling 
term, J, where Ep > J.  This would localize the carrier on a molecular site.  There are 
two facts that can be argued against the small polaron model.  First, the calculated 
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relaxation energies are too small for small polarons to form and be stable.  The relaxation 
energy measures the strength of the interaction of the charge carrier and intramolecular 
phonons.  This energy is related to the electronic and geometric structure of the molecule 
and the other dynamic factors that affect transport. Is has been shown that the calculated 
relaxation energies decrease with increasing number of atoms in the conjugated 
molecule.  Theoretical relaxation energies of 68 meV, 56 meV and 48 meV for 
anthracene, tetracene and pentacene have been reported.88  Figure 3.3 shows this inverse 
relationship for hole and electron-vibrational coupling.  Larger molecules such as 
rubrene would then be expected to exhibit small relaxation energies.  With relaxation 
energies on the order of the intermolecular coupling energies there is a lower probability 
of small polaron formation.  It would be expected that intermolecular vibrations would 
tend to disrupt small polaron formation at these levels of relaxation energies.  A second 
feature that would tend to discredit small polaron creation is the fact that most organic 
semiconductors exhibit bandlike mobilities.  In bandlike transport the mobility increases 
with decreasing temperature.  This contradicts the underlying premise of thermally 
activated hopping transport, increasing mobility with increasing temperature, associated 
with Marcus theory and Holstein small polarons.    
 
  
42 
 
 
Figure 3.3:  Hole-vibrational coupling [◆-Experimental, ○-Theoretical] and electron-
vibrational coupling [□-Theoretical] vs the inverse of the number of carbon atoms in 
anthracene, tetracene, and pentacene.88  Reprinted with permission.  Copyright 2002 
American Physical Society.  
 
3.3.1 Transient Localization: Nonlocal Electron-Phonon Coupling 
Revisited 
 
  Since neither band or small polaron hopping transport provide a comprehensive 
picture of the charge carrier dynamics of crystalline organic semiconductors at ambient 
operating conditions, an alternative approach to understanding the transport mechanism 
is needed.  Carrier coupling to low-frequency intermolecular vibrations has come to the 
forefront in this discussion.  This type of interaction has been discussed previously93-94 
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and has recently been revisited as playing a dominant role to explain experimental 
transport results.67, 74, 95-98  As described earlier, the large molecular motions are due to 
the weak van der Waals forces that are present between molecules in these crystal 
systems.  The weak restoring forces result in large amplitude low-frequency modes.  The 
molecular displacements create fluctuations in the transfer integrals over time and the 
charge dynamics then fluctuate between areas of high overlap and charge delocalization 
and areas of low overlap and charge localization.  These fluctuations in the transfer 
integral with molecular displacement can be seen in Figure 3.1, which illustrates the 
electronic splitting of the HOMO/LUMO which can be related to the fluctuations of the 
transfer integrals.  This dynamic disorder results in what has been termed transient 
localization where the carrier is ‘momentarily’ localized on a molecule before reaching 
a stage where delocalization and transport can occur.   
 A simple Hamiltonian, using a tight-binding approximation, can be written to 
describe the low frequency modes along a 1D chain71    
 𝐻 = −𝐽∑[1 − 𝛼(𝜇𝑖 − 𝜇𝑖+1)](𝑐𝑖
+
𝑖
𝑐𝑖+1 + 𝑐𝑖+1
+ 𝑐𝑖) + 𝐻𝑣𝑖𝑏 (3.12) 
where 
 
𝐻𝑣𝑖𝑏 = ∑
𝑀𝜔0
2
2
𝑢𝑖
2
𝑖
+ ∑
𝑝𝑖
2
2𝑀
𝑖
. (3.13) 
 
The coordinates for the translational or rotational displacement of the individual 
molecules are given by  𝜇𝑖 − 𝜇𝑖+1, Figure 3.4.  It is this displacement that modulates the 
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amplitude of the transfer integral, J, as Ji,i+1 = J [1 – α(µi - µi+1)] where α is the electron-
phonon coupling constant.  The hopping between orbitals on neighboring molecules is 
given by the creation (annihilation) operators, 𝑐𝑖
+(𝑐𝑖).  The vibrational term, Hvib, 
represents the movement of the molecules around their equilibrium positions.  Typical 
molecular semiconductors have relatively big masses and with weak restoring forces, 
this results in small intermolecular vibrational frequencies of ħω0 ≤ 10 meV. 
 
Figure 3.4:  1D molecular chain showing modulation of transfer integral, J, by 
molecular displacement, µi - µi+1.   a is the lattice parameter. α is electron-phonon 
coupling constant.71-72  Reprinted with permission.  Copyright 2006 American Physical 
Society.  
 
 In this picture, where the transport is a function of the intermolecular coupling 
and small polaron formation, and where each is perturbed by the large amplitude low-
frequency modes, the mobility can be characterized by how far the charge can delocalize 
in a given time period and how long it is localized on a molecular site.  These dynamics 
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can be defined as the transient localization length, lloc, and the propagation rate, ω.  The 
time a charge is localized on a molecular site can be represented as ω-1 and the 
localization length, lloc, the distance the charge can delocalize in that time period.  The 
mobility can then be calculated using 
 𝜇 =  
𝑒
𝑘𝐵𝑇
 𝑙𝑙𝑜𝑐
2 𝜔. (3.14) 
 
As temperature decreases, dynamic disorder decreases (intermolecular coupling 
increases) which would allow lloc to increase resulting in a larger mobility.  This 
relationship could explain the band-like transport observed in crystalline organic 
semiconductors. 
 
3.3.2 Transport in Rubrene – ab plane – Transient Localization 
 
   The highest carrier mobilities in rubrene occur within the ab plane with 
calculated electronic couplings of 21 and 140 meV in the a and b directions, 
respectively.73  Transport in the ab plane of rubrene exhibits bandlike temperature 
dependence but does not fulfill band transport due to the fact that the localization length 
is shorter than the unit cell.   There is still a need to validate the concepts of transient 
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localization as applied to crystalline organic semiconductors.  Recent results 
investigating this idea in rubrene crystals demonstrate the potential of this treatment.     
 The modulation of the intermolecular transfer integral for a rubrene crystal at 
different temperatures was calculated by molecular dynamic simulations and quantum 
chemistry computational methods.99  The probability distribution of the transfer integral 
between HOMOs for two different electronic coupling directions were calculated for 
three different temperatures is shown in Figure 3.5.  The results indicate the distributions 
for the two separate transfer integrals for the A and B direction are gaussian in nature 
and widen with increasing temperature.  This increase in energy distribution with 
increasing temperature helps confirm the dynamic disorder model. 
 
Figure 3.5: Probability density distribution as a function of energy of the transfer 
integrals in two directions, A and B, in rubrene crystal.99  Reprinted with permission. 
Copyright 2007 John Wiley & Sons, Inc. 
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 Experimental evidence for transient localization was recently demonstrated 
using 13C-rubrene in a FET configuration.95  The substitution of the 13C isotope in 
rubrene would increase the molecular mass which would decrease the intermolecular 
vibrational frequency.  The decrease in vibrational frequency would tend to increase the 
time the carrier stays localized thus decreasing the mobility as per Equation 3.14.  These 
results showed a 13% decrease in the mobility for the 13C rubrene compared to 
unsubstituted rubrene.  The authors reported single crystal rubrene FET mobilities at 
room temperature of 12.6 ± 0.7 cm2 V-1s-1 for 13C-rubrene and 14.6 ± 0.7 cm2 V-1s-1 for 
unsubstituted rubrene.  This provides solid evidence for the dynamic disorder model as 
applied to the ab plane in rubrene. 
 
3.3.3 Transport in Rubrene – c direction – Incoherent Hopping 
 
 Transport in the c-axis direction in crystalline rubrene has been reported to be 
around 0.3 cm2V-1s-1, two orders of magnitude lower than in the ab-plane.  The 
calculated electronic coupling in the c-direction has been reported to be around -2.7 
meV.73  The transport between the ab plane and c-direction is not coupled, with the 
transport in the ab-plane occurring at a greater rate than the transport in the c-direction.  
It has been proposed that the transport in the c-direction in rubrene occurs by incoherent 
hopping between a delocalized wavefunction on a ab-layer to an adjacent ab-layer.73  
The mobility observed by these hopping events can be derived from Fermi’s golden rule 
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and is given in Equation 3.14.  This incoherent hopping between ab planes can be seen 
in Figure 3.6. 
 
 
Figure 3.6:  Charge hopping in the c-direction of rubrene.73  Reprinted with permission.  
Copyright 2016 American Physical Society.  
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Chapter 4 
 
 
Methods for Determining Single Crystal 
Carrier Mobilities  
 
 A number of experimental techniques have been used to measure carrier 
mobilities.  These techniques include time-of-flight (TOF), field effect transistors (FET) 
and surface acoustic wave (SAW).  Other methods such as xerographic discharge, Hall 
Effect, and cyclotron resonance have also been used but these tend to provide less 
reliable data.  A number of authors provide a more detailed discussion of these 
techniques.25, 66, 100-102  This chapter will review the TOF technique to examine vertical 
(bulk) and lateral (surface) carrier mobilities.  Although TOF is the measurement 
technique used in this study to examine charge carrier mobilities, a discussion of the 
field effect transistor technique will be given to allow a comparison with the Lateral 
Field (surface) TOF measurements. 
4.1 Time-of-Flight (TOF) – General Considerations 
 
 TOF is used to measure the transient response of the drift of photoinjected 
carriers in both crystalline and amorphous materials and is useful for materials that 
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display high resistivity and low carrier mobilities.  Time-of-flight (TOF) was first 
demonstrated as a technique for determining the carrier mobility in selenium by 
Spear,103-104 Kepler105 and LeBlanc106 then applied it to organic semiconductor materials 
to investigate electron and hole mobilities in anthracene crystals.  Karl et al., performed 
seminal TOF experiments examining the low temperature and anisotropic mobilities in 
organic single crystals.107-109  
 
4.1.1 Vertical (Bulk) TOF 
 
In vertical (bulk) TOF, carrier mobility is measured through the thickness of the 
material.  The crystal or thin film of thickness L is placed between two electrodes with 
one of the electrodes being transparent to an applied excitation source.  A voltage source, 
V, is attached to the sample across the electrodes with the polarity of the voltage source 
determined by the carrier to be measured, electron or hole.   The measuring circuit is 
completed by the addition of a load resistor, R, attached to an oscilloscope to measure 
the resulting current pulse.   Electron-hole pairs are photo-excited near the surface of 
the material by a short pulse of radiation, typically a laser pulse, and transported through 
the sample by the applied electric field.  The current created by the transported charge 
carrier is determined by measuring the voltage drop across an external resistor using an 
oscilloscope. A typical TOF experimental setup is shown in Figure 4.1. 
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                                   (a)                        (b)                                                
      
                                   (c)                                                                 (d) 
Figure 4.1: Typical TOF sample geometry. a) Initial conditions with applied voltage, V 
and laser pulse shown in blue creating charge carriers.  b) Intermediate conditions after 
laser pulse showing carriers drifting through the sample to the opposite electrode. c) 
Complete circuit.  Current (I) is measured as a voltage drop across resistor, R.  L = 
sample thickness.  E = electric field. d) TOF voltage pulse showing transit time, ttr.
35  
Reprinted with permission.  Copyright 2015 AIP Publishing. 
 
A typical transient current pulse is shown in Figure 4.1d.  The charge carrier 
mobility is calculated from the transit time, ttr, of the current pulse (the time it takes the 
carriers to reach the collecting electrode).  The mobility of the charge carrier is given by 
 
𝜇 =
𝐿2
𝑡𝑡𝑟𝑉
 (4.1) 
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where L is the thickness of the sample and V is the applied potential across the sample.  
 Since the charge carriers are created in the sample and not injected into the 
sample through an electrode, TOF mobility measurements are not influenced by 
electrode preparation and charge injection effects.  The anisotropic nature of the crystal 
can also be examined using TOF.  The direction of the applied bias can be oriented in 
any crystallographic orientation.  Also, since either a negative or positive bias can be 
applied across the sample, both electron and hole carrier mobilities can be measured on 
the same sample.  One limitation is that the sample must be photoconductive, which is 
generally the case with organic materials.  If the material is not photoconductive a photo-
injecting electrode may be used.110  
There are several factors in the experimental design that must be met to ensure 
a proper measurement.  The absorption depth, δ, of the laser pulse in the material should 
be much less than the thickness, L, of the sample.  A shallow absorption depth will allow 
for the carrier that is not transported across the sample to be quickly collected on the top 
electrode thus minimizing any effect on the internal electric field.   The excitation laser 
pulse width, tx, should be much less than the transit time, ttr, the time it takes the carriers 
to cross the sample.111-112   A short excitation time will also create a carrier packet with 
a narrow width, w, much less than the sample thickness.  One must also ensure that the 
number of charge carriers produced, N, by the excitation source be such that the space 
charge created in the sample by the charge separation is small as to not affect the 
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externally applied electric field.  The effects of these experimental limitations can be 
seen by examining the internal electric field in the presence of the drifting sheet of 
charge carriers as shown in Figure 4.2.   
 
Figure 4.2:  Electric fields in a highly resistive sample in the presence of a drifting sheet 
of charge carriers. 
 
 
𝐸1(𝑥
′) = 𝐸0 −
𝑒𝑁
𝜀
(1 −
𝑥′
𝐿
) (4.2) 
 
 
𝐸2(𝑥
′) = 𝐸0 +
𝑒𝑁𝑥′
𝜀𝐿
 (4.3) 
 
   
where E0 = V0/L is the applied electric field, ε is the dielectric permittivity of the sample 
and N is the concentration of charge carriers, holes in this example.  From these 
  
54 
 
equations, it can be seen that the internal electric field can be affected by the drifting 
charge carriers. If the number of charge carriers, N, is kept small so the field induced by 
the carriers is much less than the applied field, eN/ε << E0, the internal electric field can 
be considered constant throughout the sample and equal to V0/L. 
 The photocurrent can be used to measure the drift mobility of the carriers when 
the created charge, Q0, is much less than the charge on the electrodes, V0C, where C is 
the sample capacitance which includes the sample, leads and scope input capacitance.  
The condition where Q0 << V0C satisfies the small signal condition and leads to a 
uniform internal electric field where E0 = E1 = E2 = V0/L and the carrier packet drift 
velocity can be assumed to be constant.   The analysis of the TOF signal becomes more 
complicated when the small signal condition is not met and the space charge effect 
caused by excess carriers must be considered. 
 The RC time constant of the experimental setup can also affect the transient 
current and must be considered.  The RC time constant is calculated from the external 
resistor and the capacitance of the sample.113  There are two methods for determine the 
transit time in TOF measurements.  They are identified by the magnitude of the RC time 
constant of the circuit in relation to the transit time.  They can be defined as: 1) the 
charge integration method where RC >> ttr and 2) the current pulse method where RC 
<< ttr.
111 
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 In the integration method, the charge is integrated over time due to the rise time 
of the circuit being much longer as compared to the transit time. The charge on the 
contacts are re-distributed due to the changing internal fields of E1 and E2.  The changing 
charge on the bottom contact can be given from the change in E2 as   
 
∆𝑞(𝑡) =  
𝑁𝑒𝑥′
𝐿
 (4.4) 
 
From Δq(t) = CΔV(t), this results in a changing potential across R for 0 < t < ttr given 
by 
 
∆𝑉(𝑡) =
𝑁𝑒
𝐶𝐿
𝑣𝑑𝑡 (4.5) 
 
where vd is the drift velocity, vd = L/ttr.  For times larger than the transit time, t ≥ ttr, ΔV 
= Ne/C and remains constant.  This linear increase in q up to ttr with a plateau in q after 
ttr can be seen in Figure 4.3a.  Figure 4.3a represents an ideal case with no carrier 
trapping. 
 In the current pulse method, the size of R is decreased and the rise time of the 
circuit is rapid due to the much smaller RC time constant.  Using the relations q = it and 
v = x/t, Equation 4.4 becomes 
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𝑖 =
𝑁𝑒𝑣𝑑
𝐿
 (4.6) 
and for 0 < t < ttr, the voltage drop across R becomes  
 
∆𝑉 = 𝑅
𝑁𝑒
𝐿
𝑣𝑑  (4.7) 
For times large than the transit time, t ≥ ttr, ΔV = 0.  The current pulse, which for a 
nontrapping situation, resembles a square wave, is shown in Figure 4.3b.   
 
Figure 4.3:  Typical pulse shapes observed in drift mobility experiments when the 
carriers are generated close to the top electrode, δ << L, (a) integrated signal CR >> ttr 
(b) current pulse, CR << ttr. In both (a) and (b) deep trapping is absent. (c) and (d) show 
corresponding pulse shapes when the drifting carriers interact with deep centers.111  
Reprinted with permission.  Copyright 1969 Elsevier. 
 
  The shape of an ideal initial charge packet at time = 0, can be viewed as a delta 
function, δ(t=0).   The spreading of the pulse can be modeled as a Gaussian-type 
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broadening as a result of trap and release times of the carriers.114  The shape of the 
current pulse can provide information on the trap sites in the material.  Shallow traps 
are those with trap release times that are much less than the transit time and deep traps 
are those with trap release times greater than the transit time.  Figure 4.4 shows a 
representation of the trap depths relative to HOMO and LUMO bands in a rubrene single 
crystal OFET. 
 
Figure 4.4:  Schematic diagram of the energy distribution of localized electronic states 
in the energy gap between HOMO and LUMO bands in rubrene single-crystal OFETs.59  
Reprinted with permission.  Copyright 2006 American Physical Society. 
 
While both types of traps have an influence on transit time, shallow traps tend 
to decrease the carrier mobility (increase the transit time) due to the trap and release 
process by broadening of the charge packet.  In shallow trapping charge carriers are 
typically trapped and subsequently thermally released on a time scale less than the 
overall transit time.  The effective transit time, as a result of shallow trapping, is the sum 
of the transit time with no trapping and the average trap time   
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 𝑡𝑒𝑓𝑓 = 𝑡0 + 𝑁𝑡𝑡𝑝 (4.8) 
where teff is the effective transit time, t0 is the trap free transit time, N is the number of 
trap incidents and ttp is the average trap time.
115    The mobility of the carrier can then 
be calculated from Equation 4.1 using teff.  In situations where the trap times are much 
less than the mean transit time the carrier packet reaches equilibrium and the drift 
velocity of the packet is constant.   This type of carrier transport is generally referred to 
as nondispersive transport and is consistent with a rectangular shaped current pulse, 
Figure 4.3b.116 
 Deeper trapping on the other hand, can result in carriers being held for times 
longer than the transit time.  These deeper trap centers may or may not release the 
carriers during the time frame of the experiment.  Deep trap carriers with time frames 
slightly longer than the transit time (those released during the experiment) can be 
gradually released.  These released carriers cross the crystal with transit times longer 
than the average transit time resulting in tailing of the current pulse (Figure 4.3d).   This 
is a result of a nonequilibrium condition being establish for the movement of the carrier 
packet due to longer hopping times of the carriers.  This type of transport is referred to 
as dispersive transport and can be described by the Continuous-Time-Random-Walk 
model.112 
These models are applicable for simple systems where there may be a single trap 
state with a constant depth.  As the system becomes more complex, such as multiple 
trap states with varying trap depths, these models must be expanded.  Other issues such 
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as non-ideal charge carrier generation, space charge effects, carrier concentration 
gradients, inhomogeneous applied fields, nonuniform sample thickness and carrier 
diffusion processes can lead to variations in the shape of the current pulse. 
The density and the energy of shallow trap states can be determined from the 
measurement of carrier mobilities.  The relationship between the trapping lifetimes, the 
density of states of the conduction bands and trap bands and the effective mobilities was 
first derived by Schockley and Read.117  At low temperatures, this relationship becomes 
simply 
 
𝜇𝑒𝑓𝑓 = 𝜇0
𝑁𝑐
𝑁𝑡
exp (−
𝐸𝑡
𝑘𝑇
) (4.9) 
 
where μeff is the effective mobility, μ0 is the trap free mobility, Nc is the density of states 
in the conduction band, Nt is the density of trap states and Et is the energy of the trap 
state.114  A plot of μ vs 1/T will yield the activation energy of the trap site. 
 
 
4.1.2 Lateral (Surface) TOF 
 
 The applications of organic molecular semiconductors as active elements in 
photovoltaics and field effect transistors depend on efficient charge transport. These 
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devices share a property, namely that the charge transport occurs primarily on or near 
the surface of the semiconductor material. The applications of organic molecular 
semiconductors as active elements in photovoltaics and field effect transistors (FETs) 
depend on efficient charge transport on and within a few molecular layers of the 
surface.118  Studying surface charge carrier mobility of organic semiconducting 
materials is important in technological advancements for faster, cheaper, lighter, and 
more flexible organic electronics.  Nano-scale structure and charge transport 
characteristics are often very different at the surface, as opposed to the bulk of a material. 
The manner by which charge carriers actually travel across the surface is not completely 
understood.  Factors that have been known to affect the rate carriers travel include 
molecular packing, structural defects, potential energy trap sites including surface 
oxidation sites. 
 Lateral field-time of flight (LFTOF) provides an avenue for probing carrier 
mobility at or near a materials surface.  The LFTOF method has the potential to study 
surface charge carrier mobility, in a similar manner as the FET method, while avoiding 
charge injection effects and gate composition-dependent measurements commonly 
associated with the FET technique.  LFTOF has seen limited use but has been 
demonstrated on single crystalline diamond films119-120 organic films,121-122 and recently 
on perylene single crystals123. 
  LFTOF is a technique resulting from the charge carrier separation by means of 
a photoinduced laser pulse on the materials surface.  Electron-hole pairs are photo-
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excited on the semiconductor surface. The generated charge carriers travel across the 
material by means of an applied external field towards a collection electrode for 
measurement as shown in Figure 4.5.  The carriers are moved from the photogeneration 
point to the opposite electrode through a distance by an applied voltage. The carriers 
create a current pulse which is characterized by a transit time and the charge carrier 
mobility can then be calculated as in bulk TOF. This provides an intrinsic measure of 
the transport properties on or near the surface of the material. By measuring the resulting 
current, the transport, recombination and trapping of charge carriers can also be 
studied.119  
 
 
Figure 4.5:  LFTOF charge carrier creation and transport. 
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4.2 Organic Field Effect Transistor (OFET)  
 
The organic field-effect transistor has become a widely used technique for the 
electrical characterization, including carrier mobility, of organic semiconductor 
materials.  It is also useful in realizing the potential of these materials for applications 
in integrated circuits and a wide range of electrooptic devices.   
The structure of an OFET consists of source, drain and gate electrodes along 
with an active layer comprised of the organic semiconductor and a dielectric material 
between the active layer and the gate electrode.  A number of device structures are 
possible for the orientation of the electrodes and active and dielectric layers depending 
on the materials used and processing conditions as shown in Figure 4.6.   
 The movement of the carriers through an OFET is controlled by a voltage 
applied to the gate electrode, which affects the dielectric material, and the bias between 
the source and drain.  Charge carrier transport takes place in the organic semiconductor 
from the source to the drain.  The current path between these two terminals is called the 
channel.  Organic semiconductors are effectively electrical insulators so for a current to 
flow, carriers are supplied by injection into the organic semiconductor from the source 
electrode.  The semiconductor layer may be made of either a p-type or an n-type 
semiconductor material.  The gate dielectric materials can be either an inorganic 
material such as SiO2, an insulating organic polymer or air.   
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Figure 4.6:  Different OFET geometries determined by the order of stacks and relative 
positions of contact electrodes. G: gate. S: source. D: drain.124  Reprinted with 
permission.  Copyright 2014 IEEE. 
 
Following a more detailed analysis, the operation of the OFET is controlled by 
the application of a voltage to the gate electrode (Vg) and to the drain electrode (Vd) with 
the source electrode usually held at ground (Vs = 0).  When a voltage is applied to the 
gate, the gate voltage will create a channel of charges of opposite polarity than Vg along 
the dielectric/organic semiconductor interface as seen in Figure 4.7b.  For a material 
where the major carrier is the hole, a p-type OFET, a negative voltage is applied to the 
gate and holes in the organic semiconductor layer accumulate at the dielectric interface.  
The width of the channel and the number of carriers at the interface is dependent on the 
capacitance of the dielectric, C, and Vg.  The magnitude of the current through the device 
is controlled by the applied gate voltage.  The OFET is considered to be in the off-state 
when no voltage is applied to the gate although there may be a small leakage current 
flowing between the source and drain.   The application of a voltage between the drain 
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and source, Vds, will then produce a current between the source and drain, which for a 
p-type material consist of a hole carrier.  Due to disorder at the semiconductor/dielectric 
interface trap states will be present at the interface.  Charges that accumulate at the 
interface will fill these deep trap states will not be mobile.  An additional gate voltage 
to is needed to create free carriers.  This additional voltage is referred to as the threshold 
voltage, Vth, resulting in an effective gate voltage, Vg - Vth.   
When a small Vds is applied, where Vds << Vg - Vth, the current flowing through 
the channel, Id, is linear in respect to Vds as shown in Figure 4.7b and is referred to as 
the linear region.  As Vds is increased to the effective gate voltage, Vg - Vth, free carriers 
are depleted in the area near the drain.  This is a result of an increase voltage near the 
drain, V(x), and that the difference between Vg and V(x) is less than Vth so no free carriers 
can accumulate resulting in the channel being pinched off as seen in Figure 4.7c.  Due 
to the high field that develops between the pinch-off point and the drain, a saturation 
current, Isat, can flow from the remaining channel to the drain.  As Vds increases the 
channel shortens as the depletion region increases but the current, Id, does not 
appreciable increase.  This can be seen in Figure 4.7d and is referred to as the saturation 
region. The on/off current ratio of the device is the ratio of the saturation current to the 
leakage current. 
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Figure 4.7:  (a) Schematic structure of a field-effect transistor and applied voltages:  L 
= channel length; W = channel width; Vd = drain voltage; Vg = gate voltage; VTh = 
threshold voltage; Id = drain current. (b−d) Illustrations of operating regimes of field-
effect transistors: (b) linear regime; (c) start of saturation regime at pinch-off; (d) 
saturation regime and corresponding current−voltage characteristics.125  Reprinted with 
permission.  Copyright 2007 American Chemical Society. 
 
The current flowing through the channel can be controlled by the gate voltage 
and the source-drain voltage.  For a given gate voltage, the current through the channel 
from the source to drain electrode is linear with an increasing applied source-drain 
voltage and slowly saturates as shown in Figure 4.8.  The relationship between these 
variables is what defines the performance of the device.  The main device characteristics 
derived from the operation of an OFET are the charge carrier mobility, the on/off current 
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ratio and the threshold voltage.   Device characterization utilizes two different sets of 
measurements.  One set of measurements is referred to as the output curves and is 
obtained from varying the gate voltage and measuring the source-drain current at 
different source-drain voltages as shown for rubrene single crystals in the lower panel 
in Figure 4.8.  The second set of measurements, shown in the top panel of Figure 4.8 
consists of measuring source-drain current at different gate voltages and is referred to 
as the transfer curve.   
 
Figure 4.8:  Characteristics of rubrene single-crystal OFETs: transconductance/transfer 
curves, ISD(VG) (upper panel) and output curves, ISD(VSD) (lower panel).  Upper panel 
also shows mobility in the a and b crystal directions.59  Reprinted with permission.  
Copyright 2006 American Physical Society. 
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The current and carrier mobility for OFETs can be calculated from the applied 
voltages and the device parameters using relationships of the drain current derived from 
the traditional inorganic MOSFET model.2  The current in the linear range is given by  
 
𝐼𝑆𝐷
𝑙𝑖𝑛 = 𝜇𝑙𝑖𝑛
𝑊
𝐿
𝐶(𝑉𝐺 − 𝑉𝑡ℎ)𝑉𝑆𝐷 (4.10) 
and in the saturated range is given by  
 𝐼𝑆𝐷
𝑠𝑎𝑡 = 𝜇𝑠𝑎𝑡
𝑊
2𝐿
𝐶(𝑉𝐺 − 𝑉𝑡ℎ)
2 (4.11) 
The carrier field-effect mobility can be calculated from the slope of the linear region, 
the transconductance, which is defined as the change of ISD with VG at a small VSD, of 
the transfer curve and by solving, 𝐼𝑆𝐷
𝑙𝑖𝑛 for µlin : 
 𝜇𝑙𝑖𝑛 = (
𝐿
𝑊𝐶𝑉𝑆𝐷
) (
𝜕𝐼𝑆𝐷
𝜕𝑉𝐺
) (4.12) 
The mobility in the saturated region can be derived from the slope of the square root of  
𝐼𝑆𝐷
𝑠𝑎𝑡as a function of the gate voltage: 
 𝜇𝑠𝑎𝑡 = (
2𝐿
𝑊𝐶
)(
𝜕√𝐼𝑆𝐷
𝜕𝑉𝐺
)
2
 (4.13) 
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4.3 TOF vs FET 
 
 The techniques used to measure carrier mobilities can mask the intrinsic 
electronic properties of the material.  As can be seen from this brief discussion of 
OFETs, there are a number of variables involved that can affect the determination of the 
carrier mobility using the FET technique.  To get a clearer understanding of the intrinsic 
mobility due to just the chemical structure and solid-state packing of the molecules one 
needs to eliminate any extrinsic factors that may cloud the true parameters controlling 
charge transport.  With this said, determining the intrinsic factors is just part of the 
overall effort to implement these materials in useful devices.  Issues such as contact 
injection barriers and dielectric effects need to be understood to optimize device 
performance.  There is also an issue with the potential differences in device 
characteristics reported from different research labs due to different methods of device 
fabrication and characterization.  There is an effort to standardizing fabrication and 
characterization OFETs to provide a measure of consistence between different 
groups.126   
Some issues that may arise when interpreting mobilities determined using field 
effect techniques include: 
 The potential for high carrier density in the FET device.  When carrier density 
becomes very high the distance between carriers may approach the size of a small 
polaron in the material resulting in interactions between the carriers. 
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 The polarization of the gate dielectric may affect the motion of the carrier in the 
conduction channel. 
 Surface states on the crystal may affect mobilities due to different surface packing 
than in the bulk and the possibility of oxidized or contaminated surface states. 
 In OFET measurements, charges are injected into the device.  This leads to concerns 
of contact effects and injection barriers at the contact interface.  
The use of Time-of-Flight (TOF) photoconductivity techniques to measure 
mobilities can circumvent these issues and provide a clearer picture of the intrinsic 
mechanisms involved in carrier transport.  Advantages of using TOF to determine 
carrier mobilities include: 
 There are no injection or contact effects since the carriers are photogenerated in the 
material and not injected. 
 The charge density can be controlled by regulating the excitation flux, which allows 
the carrier density to be kept at a level where the interaction between polarons is not 
a factor.   
 Both electron and hole mobilities can be independently measured on the same 
sample by changing the polarity of the applied electric field. 
Taking these issues into consideration, Lateral-Field TOF, with its inherent 
advantages over field effect techniques, may be a useful technique to measure the 
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intrinsic mobility on the surface of the crystal for comparison with field effect mobility 
measurements.    
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Chapter 5 
 
 
Experimental Methods and Instrumentation 
 
 
 This chapter deals with crystal growth, crystal selection and crystal sample 
preparation as well as instrumentation design for the vertical and lateral TOF.  
Experimental results for vertical TOF and lateral TOF measurements are given in 
Chapter 6. 
 
5.1 Growth and Characterization of Single Crystals 
 
5.1.1 Crystal Growth-Physical Vapor Transport 
 
 Growth of single crystals with high purity, long range order and with dimensions 
large enough to be characterized by TOF are essential for this project.  It is desirable for 
TOF measurements to have crystals that grow with a platelet motif and to have thick 
crystals with parallel surfaces. Thicker crystals provide a large transport distance 
allowing the width of the current pulse to sufficiently broaden during the movement 
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across the crystal.  This allows for the observation in the variation of drift velocities 
through the crystal providing a representative view of the intrinsic factors controlling 
transport within the crystal.  It also provides a better statistical measurement of the 
transit time.  Typical crystal thicknesses grown in this study are in the range of 100 μm.  
Crystals with defect free surfaces are also desirable for lateral field TOF. 
The discussion below focuses on crystal growth by horizontal physical vapor 
transport (PVT).127  The crystal growth efforts for this project focused on this technique 
because this method has been shown to yield high purity and highly ordered single 
crystals.128  In the PVT growth technique, the starting material is sublimed in a closed 
quartz tube in a flow of high purity carrier gas, namely high purity argon in this work.  
A schematic of the PVT crystal growth process is shown in Figure 5.1.  The actual 
growth setup is shown in Figure 5.2.  The basic setup consists of, from outer shell to 
inner: 1) an outer glass insulation tube that acts as the system support structure, 2) an 
inner insulation tube that supports the heating rope for the hot zone, 3) a gas flow tube, 
that supports the heating wire, is sealed at the ends by ground-glass joints with tubing 
connectors to allow the transport of the carrier gas, 4) a crystal growth tube where the 
crystal growth occurs and 5) a source tube that holds the starting material.  The starting 
material is loaded in the source tube which is placed in the hot zone in the region of the 
heating rope and the temperature is adjusted to cause the starting material to sublime.  
The carrier gas transports the sublimed material down the growth through a temperature 
gradient as shown in Figure 5.1. The temperature gradient is created using resistive 
heating by adjusting the current through the heating rope (Omega, part # FGR-060) 
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located in the area of the hot zone and the current through the resistance heating wire 
(Omega Engineering, part # NI80-032-50) which is wrapped the entire length of the 
inner gas flow tube.  The temperature gradient is adjusted to realize a temperature zone 
where the pure material grows in single crystals near the middle of the growth tube.  
Heavier molecular weight impurities, which sublime at higher temperatures, remain in 
the high temperature region and lighter molecular weight impurities, which recrystallize 
at lower temperatures, deposit in the low temperature region.  High purity single crystals 
then deposit in the optimized crystal growth zone.   
 
 
Figure 5.1:  Upper: General schematic of the horizontal physical vapor transport crystal 
growth setup.  Lower: Temperature gradient typical for growth of rubrene single 
crystals.23  Reprinted with permission.  Copyright 2007 Elsevier. 
 
 Single crystals of tetracene and rubrene were grown for this work.  The source 
material for the crystal growth was 98% pure tetracene and 98% pure rubrene which 
were purchased from Sigma-Aldrich.  About 400-500 mg of starting material was 
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typically loaded in the high temperature end of the crystal growth setup.  A sublimation 
temperature of 175º C was used for tetracene and 285º C for rubrene.  Three 
thermocouples (K-type, Omega Engineering, part # 5SC-GG-K-30-36) were used to 
monitor the temperature along the growth tube and were placed in the hot zone (under 
the heating rope), in the middle of the growth tube and towards the low temperature end.  
The temperature gradient was kept as steep as possible along the growth tube to keep 
the growth deposition zone in a narrow range to grow larger crystals.  High purity argon 
was used as a carrier gas and was bubbled through mineral oil after passing through the 
growth setup.  The argon gas flow rate was typically 60 bubbles per minute 
(approximately 2.6 mL/min). 
 
 
 
Figure 5.2:  Upper: PVT crystal growth apparatus assembled.  Lower: Growth tube with 
tetracene crystals located in the center region. Gas flow from right to left in both images. 
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The progress of the crystal growth was monitored throughout the growth process.  
Growth times varied, but were sometimes longer than four weeks if good quality crystals 
were observed growing.  Figure 5.2 shows a typical growth tube after crystal growth.  
Note the grouping of crystals in the middle of the tube.  Figure 5.3 shows typical 
tetracene and rubrene crystal growths after they were harvested. 
 
 
 
 
Figure 5.3:  Single crystals gown by PVT.  Tetracene: left images.  Rubrene: right 
images. 
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5.1.2 Evaluation of Single Crystals  
 
 After crystal growth, the crystals were carefully harvested.  The crystals were 
inspected under an optical microscope to check for any obvious signs of cracking, stress 
or other imperfections.  The selected crystals were then checked for twinning using an 
optical microscope using crossed polarizers.  Crystals of conjugated molecules are 
typically birefringent and individual crystals will have a strong color contrast when 
oriented in different directions under crossed polarizers.129  This allows the selection of 
crystals with a single crystalline structure.  Figure 5.4 shows a rubrene crystal analyzed 
through crossed polarizers. 
 
 
 
Figure 5.4:  Rubrene crystals examined using cross polarized light microscope (4x). a) 
Unpolarized light. b) Under cross polarized light showing crystal twinning. c) Under 
cross polarized light showing a single crystal with a small imperfection. 
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5.1.3 Single Crystal Sample Preparation 
 
After crystal selection, metal contacts were deposited on opposing planar 
surfaces (for vertical TOF) and on the same surface (for lateral TOF).  Ag metal contacts 
were deposited using a Denton Desk IV sputter coater.  Contact size and spacing was 
controlled using a shadow mask.  The thickness of the contact for vertical TOF was such 
that it was transparent to the excitation source used to create the electron hole pair but 
thick enough to show good conductivity.  Contact thicknesses for Ag contacts in the 
range of 20 nm provided these conditions.  Crystal thicknesses were measured after the 
vertical TOF measurement by cleaving the crystal perpendicular to the surface through 
the contact area and measuring the crystal thickness using a calibrated optical 
microscope or a scanning electron microscope.   
 
5.2 Instrumentation Design - Vertical TOF 
 
 For vertical (bulk) TOF measurements, crystals were mounted on a copper plate 
that serves as a support electrode.  A small amount of Ag paste was applied between the 
sputtered portion on the bottom of the crystal and the copper support plate to ensure 
good electrical contact.  This assembly was then mounted on the bottom electrode using 
silver paste which was attached to the cold head of the cryostat as discussed in more 
detail below and shown in Figure 5.5.  The top electrical contact was made by applying 
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a small amount of Ag paste to the tip of a copper wire (30 AWG) which was then 
attached to the sputter contact of the crystal.  The copper wire was then attached to the 
upper contact which was connected to the TOF remaining circuit.   
 The sample stage for the vertical TOF analysis was a home-made stage built on 
the cold head of a RMC-Cryosystems closed cycle He cryostat as shown in Figure 5.5.  
A 2 mm thick piece of borosilicate glass was cut to fit on the top of the copper cold head 
to provide electrical insulation.  The glass was mounted to the cold head using Apiezon 
N grease.  Apiezon N grease provided crack free structural stability well below the 
temperatures we investigated and also provided good thermal transport at low 
temperatures.  The electrodes where constructed of copper sheet approximately 1mm 
thick.  The lower contact was bent in an L shape to allow electrical lead attachment to 
an attached screw that provided contact to the remaining circuit.  The upper contact was 
a small piece of copper plate with two crews to allow lead attachment.  Both copper 
electrodes were pasted to the glass for stability using Stycast 2850T epoxy (Lake Shore 
Cryotonics).  Electrical leads from the contacts to the cryostats electrical feedthroughs 
were made with coaxial cable (Part # CC-SC-25, Lake Shore Cryotonics).  The 
temperature of the sample mount was monitored using a Si diode sensor (Model DT-
670C-SD and DT-471-CO, Lakeshore Cryotronics) mounted on the glass substrate 
using Apiezon N. 
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Figure 5.5:  Sample mount on cryostat cold head for vertical TOF analysis.  Tetracene 
crystal shown.  Description of sample mount in text. 
 
 A Photon Technology International GL-3300 nitrogen laser (337 nm, pulse 
width of 800 ps) with random polarization was used to create charge carriers in the 
sample. The crystals were excited at normal incidence to the a-b crystal facet for both 
vertical and lateral TOF. The intensity of the laser pulse was adjusted using neutral 
density filters to ensure no internal space charge effects were encountered due to 
excessive charge carrier density.  Tetracene and rubrene crystals have a high optical 
absorbance with an absorption coefficient greater than 1x104cm-1 at 337 nm resulting in 
an absorption length of less than 1 μm.130  DC voltage was applied to the crystal using 
a Keithly 2410 Sourcemeter. The TOF photocurrent transient was measured as a voltage 
drop across a 1 kΩ resistor using a Tektronix DPO7104 1 GHz oscilloscope (Figure 
5.6).  Crystals were examined as a function of applied voltage at constant temperature 
(296 K) or as a function of temperature (140–296 K) at constant voltage. 
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Figure 5.6:  Instrumentation used in vertical and lateral TOF. 
 
5.3 Instrumentation Design - Lateral Field TOF 
 
 In an attempt to characterize charge transport properties that take place on or 
near the crystal surface, Lateral Field Time of Flight (LFTOF) was investigated.  The 
approach utilized a microscope objective design and was constructed similar to the setup 
used by Isberg.119  A schematic of the general LFTOF circuit that is used is shown in 
Figure 5.7.    
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Figure 5.7:  Schematic of a LFTOF circuit. 
 
 Samples were prepared for LFTOF, by mounting crystals on a glass slide using 
double sided tape.  Two contacts were sputtered on the upper crystal surface as shown 
in Figure 5.8 using a shadow mask as described earlier.  The distance between contacts 
were measured using an optical microscope.  The glass slide was then mounted to a x,y,z 
translation stage.  Electrical contact was made to each sputtered contact using silver 
paste.   
 
Figure 5.8:  Surface of a tetracene single crystal with sputtered contacts for LFTOF. 
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 A pulsed nitrogen laser was used as an excitation source and was guided into the 
experimental setup and focused onto the sample with a UV objective (15X/.28NA HP 
Reflx, Infinite conjugated, Edmund Scientific).  The objective has a resolution of about 
0.73 µm at the laser’s wavelength (using resolution = 0.61λ/NA).  A cylindrical lens 
was used before the objective to focus the beam to a line.  Electron-hole pairs were 
generated on or near the sample surface upon illumination. By adjusting the intensity of 
the laser using neutral density filters, the depth and number of carriers generated can be 
adjusted. 
 The nitrogen laser was passed through the optical setup and focused on the 
sample by the objective, Figures 5.9 and 5.10.  The sample surface was imaged by the 
objective. The beam-splitter redirects the image horizontally where it was imaged by 
the CCD camera. The laser spot size was adjusted to around 10 microns. This laser spot 
could be moved to different locations between the sputtered contacts to change the 
distance traveled by the generated carriers.  
 
  
83 
 
 
 
Figure 5.9:  3-D and 2-D Schematic of optical path LFTOF system. 
 
 
 
 
 
 
Figure 5.10:  Lateral field time-of-flight system.  Left image shows optical path with 
CCD camera to the right and sample stage to the left.  Right image shows focusing optics 
and sample stage with mounted crystal. See Figure 5.9 for components. 
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Chapter 6 
 
 
TOF Experimental Results 
 
Portions of this chapter are adapted with permission from Applied Physics Letters, 
106(11):113301.  Copyright 2015 AIP Publishing LLC. 
 
 
 In this chapter, experimental results of TOF investigations of the charge carrier 
hole mobilities in the bulk of tetracene and rubrene single crystals and on the surface of 
tetracene single crystals are presented.  Room temperature mobilities, low temperature 
mobilities, as well as mobility as a function of voltage are examined.  The chapter starts 
with the initial vertical TOF work on tetracene single crystals to establish the techniques 
and instrumentation employed and to gain experience with the experimental process.  
This is followed by more extensive vertical TOF work on rubrene single crystals which 
includes low temperature measurements.  The chapter concludes with a discussion of 
initial work on tetracene lateral field TOF measurements.  Experimental details and 
instrumentation descriptions are discussed in the previous chapter. 
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6.1 Tetracene – Vertical TOF 
 
 This work involved establishing a laboratory capable of doing TOF 
measurements at St Cloud State University (and in collaboration with the University of 
Minnesota).   In doing so, it was desirable to start with a material that had been studied 
previously to demonstrate the ability to perform these measurements.  Tetracene was 
chosen as an initial material because single crystals of tetracene are relatively easy to 
grow using the PVT technique and TOF hole mobility results have been previously 
reported.131-133 
 TOF results as a function of voltage at room temperature for a single crystal of 
tetracene in the c-direction are shown in Figure 6.1a.  Results are given for voltages 
ranging from 500V – 800V.  Below 500V the signal had too much noise to be able to 
determine a reasonable transit time.  Above 900V the signal narrowed to a point that a 
distinct plateau in the log-log plot could not be realized. This narrowing effect can be 
seen in the TOF signal at 800V in Figure 6.1a.  Figure 6.1b shows the log-log plot of 
the signals from Figure 6.1a.  A clearer picture of the transit time can be given by 
drawing asymptote lines through the plateau and the slope of the shoulder as shown in 
Figure 6.3b.  The log-log plots of Figure 6.1b show a steady decrease in the transit times 
with increasing voltage as would be expected.  Transit times and calculated hole 
mobilities for each voltage are given in Table 6.1 and show good consistency.  Figure 
6.2 shows the plot of the inverse transit times vs electric field and demonstrates the 
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linear relationship between the two for the given voltages.  The slope of this line can be 
used to calculate the mobility. 
 The calculated TOF hole mobility for the tetracene crystal from Figure 6.2 was 
1.3 ± 0.05 cm2/Vs.  This value is in line with previous reported TOF hole mobilities in 
the c-direction for sublimation grown tetracene crystals at room temperature.  Niemax 
et al.131 reported an average value of 1 cm2/Vs, de Boer et al.132 reported values from 
0.5 – 0.8 cm2/Vs for three crystals and Berrehar et al.133 reported an average value of 
0.85 cm2/Vs.  Variations in the reported values between labs could be in part explained 
in the growth quality and preparation of the crystal.  Handling of the crystal could result 
in residual strains throughout the crystal that may not be detected using polarized light 
or XRD.134  Even though our reported data are somewhat higher and represents only one 
crystal, they demonstrated that our experimental techniques and instrumentation design 
were sound. 
 Low temperature measurements (< 300K) were also performed on tetracene 
single crystals but resulted in a very dispersive signal that did not allow for the 
determination of the transit time.  This observation was also reported by de Boer et al.132 
for temperatures below room temperature, where they observed a ‘blurring of the TOF 
pulse’.  Additional work is planned to investigate possible techniques to allow for 
acquisition of TOF signals below room temperature for tetracene. 
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Figure 6.1:  TOF hole signal obtained from tetracene crystal (c-direction) (a) as a 
function of voltage.  (b) log V vs. log t TOF pulses from tetracene crystal in Figure 6.1a.  
L=100 µm, 296 K.  Transit times: 500 V, ttr = 0.147 µs; 600 V, ttr = 0.129 µs; 700 V, ttr 
= 0.114 µs; 800 V, ttr = 0.099 µs. 
 
Voltage 
 (V) 
Transit time 
 (µs) 
Hole 
Mobility 
(cm2/Vs) 
500 0.147 1.36 
600 0.129 1.29 
700 0.114 1.26 
800 0.099 1.26 
Table 6.1:  Calculated hole mobilities from tetracene crystal of Figure 6.1. 
 
 
Figure 6.2:  Room temperature inverse transit times vs electric field for tetracene 
crystal.   L = 100 µm, V = 500-800 V, E = 50-80 kV/cm.  Slope = µ/L = 128 cm/Vs.  
Calculated mobility from the slope, µ = 1.3 cm2/Vs. 
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6.2 Rubrene – Vertical TOF 
 
 A major portion of this work involved the characterization of the hole mobilities 
in the c-direction in rubrene by vertical TOF.  The crystal structure of rubrene is given 
in Chapter 2.  This includes measurements as a function of electric field (43–79 kV/cm) 
and as a function of temperature (140–300 K).  Rubrene (5,6,11,12- 
tetraphenyltetracene) has been well characterized by field effect measurements in the a 
and b crystal directions28, 38, 135  and has shown the highest measured room temperature 
field effect hole mobilities of oligoacene single crystals studied to date with a reported 
hole mobility of 20 cm2/Vs at 300 K in the b-axis direction.38  Very little work has been 
reported on the determination of hole mobilities in the c-axis direction for rubrene.  In 
much older work, Williams136 reported TOF results for rubrene single crystals in the c-
axis direction of 0.5 cm2/Vs at room temperature with mobilities increasing to 2 cm2/Vs 
at 473 K.  Subsequent to the work described here, Blülle et al.73 reported low 
temperature hole mobility measurements in rubrene single crystals, using high-
frequency admittance spectroscopy, of 0.2 cm2/Vs at 300 K increasing to around 0.8 
cm2/Vs at 175 K. 
 Field effect mobility measurements have demonstrated the anisotropic nature of 
charge transport in the a-b surface plane of rubrene with reported hole mobilities in the 
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b-axis direction being three times larger than in the a-axis direction.  These field effect 
measurements also showed band-like hole transport in both the a and b directions upon 
cooling from 300 K to 150 K with a sudden decrease in mobility occurring at 150 K.  
 
6.2.1 Room Temperature and Voltage Dependent Measurements  
 
 In this study, we report vertical TOF hole drift mobility measurements in the c-
axis direction obtained from five different rubrene single crystals as a function of 
temperature and electric field.  Mobility measurements were conducted at room 
temperature under atmospheric conditions and at low temperature in a He cryostat at a 
vacuum of 50 mTorr.  Table 6.2 shows the observed room temperature hole mobility 
values for the five individual rubrene crystals for the given conditions.   
Crystal Source Mobility (cm2/Vs) 
1 Atmospheric (Fig. 6.3) 0.37 
2 Voltage bias data (Fig. 6.4) 0.24 
3 Cryostat (50 mTorr) 0.27 
4 Cryostat (50 mTorr) 0.27 
5 Cryostat (50mTorr) 0.31 
 
Table 6.2:  Rubrene room temperature TOF mobilities (296 K) from five different 
rubrene crystals under different conditions.35  Reprinted with permission.  Copyright 
2015 AIP Publishing. 
 
A typical TOF hole pulse for a rubrene crystal (crystal 1) at room temperature and 
atmospheric conditions is shown in Figure 6.3a. The location of the transit time, ttr, is 
  
90 
 
noted.  Figure 6.3b gives the resulting log V – log t plot with asymptotes drawn from 
the plateau and the tail.  The intersection of the asymptotes is taken to be the transit time.  
The room temperature mobility from this crystal was calculated to be 0.37 cm2/Vs. 
 
 
Figure 6.3:  (a) TOF hole signal obtained from rubrene crystal 1. T = 296 K, L = 145 
µm, V = 800 V, E = 55 kV/cm, ttr  =  0.71 µs, µ = 0.37 cm
2/Vs. Transit time noted as ttr. 
(b) Log V versus log t plot of Figure 6.3a. Intercept of asymptotes represents ttr.
35  
Reprinted with permission.  Copyright 2015 AIP Publishing.  
 
 The voltage dependence of the hole mobility in crystal 2 was examined with the 
applied voltage being varied from 600-1100 V and resulting electric fields (E) of 43-79 
kV/cm.  The plot of the linear relationship between the inverse transit time vs the electric 
field is given in Figure 6.4.  This linear relationship allows the mobility to be determined 
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using the slope of the plot and the crystal thickness.  The room temperature mobility for 
crystal 2 was calculated from this data to be 0.24 cm2/Vs.   
 
 
Figure 6.4:  Voltage dependence of transit time from rubrene crystal 2. L = 140 µm, V 
= 600–1100 V, E = 43–79 kV/cm. Slope = 17 cm/Vs. Calculated hole mobility, µ = 0.24 
cm2 /Vs.35  Reprinted with permission.  Copyright 2015 AIP Publishing. 
 
 
6.2.2 Low Temperature Measurements 
 
 Of particular interest in this study was the low temperature-mobility relationship.  
The mobility of three different rubrene crystals were measured as a function of 
temperature.  Figure 6.5 shows a TOF hole pulse at three different temperatures for 
crystal 5.  The voltage scale has been offset to better visualize the decrease in transit 
time with decreasing temperature.  Figure 6.5 also shows the log V - log t plot as a 
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function of temperature which demonstrates the decreasing transit time with decreasing 
temperature.  For crystal 5, the mobility increased with decreasing temperature, 
increasing from 0.31 cm2/Vs at 296 K to 0.84 cm2/Vs at 180 K.  Crystals 3 and 4 were 
also studied as a function of temperature and their mobilities as a function of temperature 
are shown in Figure 6.6a.  Crystals 3 and 4 showed a similar trend with increasing 
mobility with decreasing temperature.  Crystals 3 and 4 also showed a decrease in 
mobility below 180 K similar to that observed for low temperature FET measurements 
in the a and b axis of rubrene.38  Crystal 5 cracked during measurements at around 180 
K and thus no data was collected below 180 K.  The mobilities for all three crystals 
studied at low temperature are in good agreement with an average mobility at 180 K of 
0.70 ± 0.12 cm2/Vs. 
 The three crystals measured at low temperature exhibited an inverse power law 
dependence, µ = µ0T 
-n, where n = 1-3, in the range of 296 – 180 K.  This relationship 
can be seen in 6.6b with an average value of n = 1.8 ± 0.2 for the three crystals.  This 
value of n compares nicely with a result of n = 2 which was determined over the same 
temperature range in the conduction channel of a rubrene single crystal FET using Hall 
effect measurements.59  It also is in close agreement with computational results of n = 
2.1 reported by Troisi99 for a rubrene crystal over the same temperature range. 
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Figure 6.5:  Left: TOF hole signals as a function of temperature for rubrene crystal 5.  
Voltages are offset.  Right: Temperature dependent log V vs. log t TOF pulses from 
Crystal 5.  L = 105 µm, V = 400 V, E = 38 kV/cm. 298 K; ttr = 0.88 µs, µ = 0.31 cm
2/Vs. 
240 K; ttr = 0.52 µs, µ = 0.53 cm
2/Vs. 180 K; ttr = 0.33 µs, µ = 0.84 cm
2/Vs.35  Reprinted 
with permission.  Copyright 2015 AIP Publishing. 
 
Figure 6.6:  (a) Temperature dependence of bulk TOF hole mobilities for rubrene 
crystals 3, 4, and 5. V = 400 V.  (b) Log-log plot of the mobility data in the inverse 
power law transport region (T = 180-296 K).  Dashed lines show linear fits to the log-
log data: log(µ) = log(µ0) – nlog(T).
35  Reprinted with permission.  Copyright 2015 AIP 
Publishing. 
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6.2.3 Rubrene TOF Discussion 
 
 The hole mobility data collected helps confirm the anisotropic charge transport 
in rubrene single crystals showing an almost hundredfold difference between the TOF 
mobility measurements in the c-axis direction (~ 0.3 cm2/Vs) and the FET 
measurements in the b-axis direction (~ 20 cm2/Vs).  This anisotropic nature is expected 
from quantum mechanical calculations that indicate that the transfer integrals are much 
weaker in the c-axis direction.48 
 These measurements also showed low temperature power law dependence with 
an increase of mobility with decreasing temperature.  This power law dependence is 
taken to be a sign of “band-like’ transport.  It should be noted, that Karl also reported 
“band-like” transport for TOF mobilities along the c-axis of anthracene.109  But as was 
discussed in Chapter 3, band-like transport is not a valid explanation for charge transport 
mechanisms in these organic single crystal semiconductor materials which seem to be 
dominated by dynamic disorder due to large crystal thermal molecular motion that 
disrupts the molecular lattice.  In the new train of thought for charge transport 
mechanisms, band-like transport has been supplanted by the concept of transient 
localization.  However, this does not explain the transport observed in the c-axis 
direction.  As proposed by Blulle et al.73, the transport in the ab crystal plane is 
decoupled from the transport in the c-axis direction.  This decoupling can be explained 
by looking at the timescale of the transport in the c-axis direction as compared to the 
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timescale of the transport in the ab crystal plane.  Transport in the ab plane can be 
thought of as being coherent transport but modulated by low frequency molecular 
motion with the resulting fluctuations in the transfer integral being on the timescale of  
~ 1ps.  The mobility in the c-axis direction is much slower and can be considered to 
follow an incoherent hopping transport model.  The room temperature hopping time can 
be estimated using Einstein’s relation.  Given a hole mobility in the c-axis direction of 
µ ~ 0.2 cm2/Vs and an ab interlayer distance of 13.5 Å, the calculated room temperature 
hopping time between layers in the c-axis direction is ~ 3 ps.73  Even though we can 
describe the transport between the c-axis direction and the ab plane as being decoupled, 
they can be thought to be related through the amount of charge carrier delocalization in 
the ab plane.  As a carrier becomes more delocalized, the more loosely held it can be 
considered to be, and thus there is a higher probability of incoherent hopping between 
the ab crystal planes representing the transport in the c-axis direction.  This was 
discussed in more detail in Chapter 3 and the results of our measurements in the c-axis 
direction tend to follow this proposed model.  
 
6.3 Lateral Field TOF  
 
 This section contains preliminary, proof of concept, results of LFTOF 
measurements that were collected to demonstrate the potential effectiveness of its use 
in the characterization of charge transport properties on the surface of single crystals of 
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oligoacene semiconductor materials.  This is not a complete data set but provides a 
starting point for future work.   
 These initial measurements were made on the surface of a tetracene single crystal 
and the experimental design was discussed in the previous chapter.  The crystal surface 
orientation was not taken in to account in this study.  Previous FET measurements 
showed anisotropic mobility behavior along the surface on tetracene crystals.36  Two 
experimental parameters were investigated to determine if the observed LFTOF results  
followed expected or intuitive outcomes.  The first area investigated was the amount of 
laser flux on the surface of the crystal and the potential for oversaturation and/or creation 
of excess charge carriers.  The second area investigated was the effect of the applied 
voltage on the carrier transit time.  
 
6.3.1 LFTOF - Excitation Energy Dependence 
 
 Lateral field TOF data was collected as a function of transmission (%T) of the 
laser flux to examine the effect of the excitation energy on the resulting TOF signal. 
Neutral density filters were used to decrease the laser flux on the crystal surface.  The 
nitrogen laser used has an output energy of 1.69 mJ per pulse at 3 Hz.  The output power 
was not measured at the sample.  Five different optical flux densities were examined.  
Three with high transmission, 100 %T (no filter), 91 %T and 79 %T and two with low 
transmission, 10 %T and 0.1 %T.  LFTOF hole signals obtained from the surface of a 
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tetracene single crystal for the five different %T are shown in Figure 6.7.  Transit times, 
signal voltages measured at 0.25 µs and calculated hole mobilities for the 5 signals are 
given in Table 6.3 with an average value of 0.78 cm2/Vs.. 
 The measured signal voltages, which can be related to the photocurrent, showed 
an approximate linear relationship, Figure 6.8, while taking into account the noise levels 
of the signals.  These results follow previous studies that found the generated 
photocurrent in tetracene, j, is proportional to the intensity of the excitation light, I0, 
where 𝑗   𝐼0
𝑛 , with n ≈ 1 at excitation wavelengths around 337 nm and high electric 
fields.137-138   
 
Figure 6.7:  LFTOF hole signal obtained from surface of a tetracene single crystal as a 
function of laser flux controlled using optical filters (%T).  V = 1000 V. L = 150 µm. 
296 K. 
 The LFTOF voltage signals showed a slight dispersive character with a higher 
baseline after the signal pulse with increasing laser flux.  This could indicate an 
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increased number of charge carriers being created in the vertical direction deeper into 
the crystal.  One could expect that the carriers would see a different molecular structure 
including the density of trap states from the surface to a distance below the surface of 
the crystal.   This would result in different carrier dynamics that could spread the range 
of transit times observed. 
Filter (%T) V at 0.25 µs (mV) Transit Time 
(µs) 
Hole Mobility (cm2/Vs) 
100 (no filter) 0.78 0.326 0.86 
91 0.54 0.369 0.76 
79 0.37 0.366 0.77 
10 0.18 0.394 0.71 
0.1 0 N/A N/A 
 
 
Table 6.3:  LFTOF data from Figure 6.7.  Signal voltage for different %T signals 
measured at 0.25 µs.  Signal pulse transit times and calculated hole mobility.  V = 
1000V. L = 150 µm. 296 K. 
 
 
Figure 6.8:  LFTOF signal voltage versus transmission (%) from signals in Figure 6.7 
and data in Table 6.3.  Trend line is for the eye only. 
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6.3.2 LFTOF - Voltage Dependence 
 
 The voltage dependence of the hole mobility was examined with the applied 
voltage being varied from 800-1100 V and resulting electric fields (E) of 53-73 kV/cm.  
LFTOF hole voltage plots for 800 V and 1100 V are shown in Figure 6.9 with the 
corresponding log V: log t plot shown in 6.10.  The results showed a decrease in transit 
time with increasing voltage as would be expected as noted in Table 6.4.  This 
demonstrates a linear relationship between the electric field and the applied voltage, E 
= V/L, where L in the carrier transport distance across the crystal surface.  The plot of 
the inverse transit times vs electric fields is shown in Figure 6.11.  The hole mobility 
calculated from the slope of this plot is 0.81 cm2/Vs.   
 
 
Figure 6.9:  LFTOF hole signal from tetracene single crystal surface.  Left: V = 800V.  
Right: V = 1100V. T = 296K.  L = 150 µm.  100 %T.  Transit times and mobility are 
listed in Table 6.4. 
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Figure 6.10:  Normalized log V versus log t of LFTOF signals from Figure 6.9 showing 
a decrease in transit times. 
 
Voltage (V) Transit Time 
(µs) 
Hole Mobility 
(cm2/Vs) 
800 0.337 0.83 
900 0.295 0.85 
1000 0.271 0.83 
1100 0.271 0.76 
 
Table 6.4:  Voltage, transit times and hole mobility from tetracene single crystal surface. 
L = 296K.  L = 0.015 cm. 
 
Figure 6.11:  Electric field dependence of transit time from LFTOF of tetracene crystal 
data from Table 6.4.  L = 150 µm, V = 800 – 1100 V, E = 53 -73 kV/cm.  Slope = /L 
=54 cm/Vs.  Calculated mobility, µ = 0.81 cm2/Vs. 
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6.3.3 LFTOF Discussion 
 
   Laser flux experiments resulted in a linear relationship between the TOF signal 
voltage and the laser intensity.  This demonstrated that charge carrier creation on the 
surface is possible without saturation of the signal at the wavelength and power levels 
used.  Voltage dependent measurements showed a decrease in transit time with 
increasing voltage giving consistent mobilities throughout the voltage range as would 
be expected in a typical TOF experiment.  The experimental LFTOF parameters 
investigated produced positive results indicating the instrumental design put forward 
can provide reliable carrier mobility measurements.   
 The LFTOF data reported above yielded hole mobility values of around 0.8 
cm2/Vs. These compare with reported FET mobilities in the range of 0.4 – 1.6 cm2/Vs 
36, 39, 139 which represents a small sampling of published FET results.  The LFTOF values 
are within the range of the FET measurements conducted with tetracene single crystals 
which provides a reasonable evaluation of the validity of the proposed method.  This 
creates a good foundation for further investigation of the LFTOF technique for 
determination of charge carrier mobilities on the surface of single crystal organic 
semiconductors.   
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