Let A denote the class of functions f (z) with
Introduction, definitions and preliminaries
which are analytic in U. A function f (z) ∈ A is said to be starlike of order β in U if it satisfies the following inequality:
for some β (β < 1). We denote this class by S * (β). A function f (z) ∈ A is said to be prestarlike of order β (β < 1) in U if z (1 − z) 2(1−β) * f (z) ∈ S * (β). (1.4) We denote this class by R(β). Next we define the Ruscheweyh derivative operator D λ by D λ f (z) := z (1 − z) λ+1 * f (z) (f ∈ A; λ > −1).
(1.5)
In particular, for λ = n n ∈ N 0 := N ∪ {0}; N := {1, 2, 3, . . .} , we easily find from the definition (1.5) that D n f (z) = z z n−1 f (z) (n) n! (n ∈ N 0 ). (1.6) Let f (z) and g(z) be analytic in U. We say that the function f (z) is subordinate to g(z) in U, and we write f (z) ≺ g(z), if there exists an analytic function w(z) in U such that w(z) |z| and f (z) = g w(z) (z ∈ U).
If g(z) is univalent in U, then the following equivalence relationship holds true:
Throughout our present investigation, we assume that α 0, λ>−1 and h(z) is analytic and convex univalent in U with h(0) = 1.
In this paper we introduce and investigate the following subclass of A.
Definition. A function f (z) ∈ A is said to be in the class T (α, λ; h) if it satisfies the following subordination:
The class T (α, λ; h) generalizes a number of function classes studied earlier by several authors (see, e.g., MacGregor [4] , Chichra [2] , Singh and Singh [8] , Zhang and Owa [9] , Silverman [7] , and Ahuja and Jahangiri [1] ).
We need the following lemmas in order to derive our main results for the function class T (α, λ; h).
where co(F (U)) stands for the closed convex hull of F (U).
Lemma 2.
Let the function p(z) = 1 + p n z n + p n+1 z n+1 + · · · (n ∈ N) be analytic in U. If
Lemma 1 is due to Ruscheweyh [6] and Lemma 2 was proved by Miller and Mocanu in [5] (see also Hallenbeck and Ruscheweyh [3] ).
Inclusion relations for the function class T (α, λ; h)
Then the following inclusion relation holds true:
Proof. Define
(2.1)
It follows from (2.1) that
By using (2.1), we easily have
and
Therefore
and h(z) is convex univalent in U, from (2.2) to (2.4), and Lemma 1, we deduce that
5)
then f (z) ∈ T (0, λ; h). The bound β α is sharp when
where β α is given by (2.5) and r 0 is the root in (0, 1) of the following equation:
The bound r 0 is sharp when
Then, by applying Lemma 2 with
we obtain
where β α is given by (2.5), then (2.8) leads to
According to the Herglotz theorem, we thus have
where μ(x) is a probability measure on the unit circle |x| = 1, that is,
Hence it follows from (2.7) that
we have
which implies that f (z) / ∈ T (0, λ; h). Thus the bound β α is the best possible when
(ii) If β > β α , then the equation q(r) = 0 given by (2.6) has exactly one real root r 0 in (0, 1), and it follows from (2.8) that
Hence
From (2.10) and (2.7), we see that
If h(z) = 1 1 − z and f (z) ∈ A is given by (2.9), then, for r ∈ (r 0 , 1), we find that
The proof of Theorem 2 is thus completed. 2
Proof. Suppose that f (z) ∈ T (α 2 , λ; h). Then it is easily observed that
11)
where we have used Part (i) of Theorem 2 with β = 1 (< β α 2 ). Since and thus f (z) is close-to-convex of order β and univalent in U.
Convolution properties associated with the function class T (α, λ; h)
Theorem 4. Let
.
Proof. We first suppose that
By a little manipulation, we then get
2)
By applying the Herglotz representation for φ(z), it follows from (3.2) that
where we have made use of the fact that F (z) is subordinate to the convex univalent function h(z) in U. This evidently proves the assertion (3.1) of Theorem 4. 2 Remark 2. It is well known that and it follows from (3.4) that R g n (r n z)
Therefore, an application of Theorem 4 leads to 1 r n s n (r n z) = f (z) * g n (r n z) r n ∈ T (α, λ; h) n ∈ N \ {1} . 2 Remark 3. For r n given by (3.4) , it is clear that r 2 = 1 2 . Also, for n = 3 and z = re iθ , we have 
Thus we have
MacGregor [4, Theorem 4] proved that, if f (z) ∈ A, given by (1.2), satisfies the following inequality:
then the function s n (z) of Corollary 1 is univalent in |z| < 1 2 . But this result is not sharp when n ∈ N \ {1, 2}. In fact, by taking
in Corollary 1, we arrive at Corollary 2 below.
Corollary 2. Let f (z) ∈ A be given by (1.2) . Also let the function s n (z) be defined as in Corollary 1. If
where r n is given by (3.4 ). Furthermore, s n (z) is close-to-convex of order β and univalent in |z| < r n . The bound r n is sharp for each n ∈ N \ {1}.
Proof. We need only show that the bound r n is the best possible. Consider the function
It is easy to see that Hence we conclude that r n cannot be increased for each n ∈ N \ {1}. 2
The bound r n (n ∈ N) is sharp when
Proof. Under the hypothesis (3.6) of Theorem 5, we have
If we put
then it is easy to verify that
(3.11)
Next, by setting z n = 1 − ρe iθ (ρ > 0) and |z| = r < 1, we have cos θ = 1 − r 2n + ρ 2 2ρ and 1 + r n ρ 1.
(3.12) From (3.11) and (3.12), we deduce that
Hence we obtain
13)
where r n is given in (3.7) . Furthermore, by using the Herglotz theorem for the function g(r n z) r n z , it follows from (3.9), (3.10) and (3.13 ) that
which shows that the assertion (3.7) of Theorem 5 holds true. For h(z) and β given as in (3.8) , we consider the function f (z) ∈ A of Theorem 5 such that
By noting that f (z) ∈ T (0, λ; h) and that
we conclude that the bound r n in (3.7) is the best possible for each n ∈ N. 2 Theorem 6. Let
and the parameter β is given by
or, equivalently, by
The bound β is the best possible.
Proof. We consider the case when α > 0. Upon setting
for f j (z) (j = 1, 2) given by the hypothesis (3.14) of Theorem 6, we find that
Now, if f (z) ∈ A is defined by (3.16), we find from (3.20) that
Also, by using (3.19 ) and the Herglotz theorem, we see that
which leads to
and hence to R (F 1 * F 2 )(z) β 0 + (1 − β 0 ) 1 − |z| n 1 + |z| n (z ∈ U). 1 − |z| n 1 + |z| n (z ∈ U).
Thus, since the function
is analytic in U and satisfies the following inequality:
we have the inequality (3.23). Now it follows from (3.21) to (3.23) that Finally, for the case when α = 0, the proof of Theorem 6 is simple, and so we choose to omit the details involved. 2
