This report details analyses in the development of certain correction factors for free-air ionization chambers used by the National Institute of Standards and Technology to realize air kerma for its measurement standards and calibrations of W-anode x-ray beams. The correction factors dealt with in this report are the electron-loss correction, k el , the photon-scatter correction, k sc , the fluorescence-reabsorption correction, k fl , and the bremsstrahlung-reabsorption correction, k br .
Introduction
This report documents the development of certain correction factors for the parallel-plate free-air chambers (FACs) used by the National Institute of Standards and Technology (NIST) to realize air kerma for W-anode x-ray beams. These FACs are the Lamperti chamber for x-ray beams of 10 kV to 50 kV, the Ritz chamber for x-ray beams of 20 kV to 100 kV, and the Wyckoff-Attix chamber for x-ray beams of 50 kV to 300 kV. Because this report restricts itself to new evaluations of particular FAC-geometrydependent correction factors, the reader is referred to previous publications (Lamperti et al., 1988; Lamperti and O'Brien, 2001 ) for more general descriptions of the FACs and the evaluation of the complete list of correction factors, including the historical methods some of which the present report replaces.
The quantity kerma is defined (ICRU, 2011) for ionizing uncharged particles as the quotient of dE tr by dm, where dE tr is the mean sum of the initial kinetic energies of all the charged particles liberated in a mass dm of a material by the uncharged particles incident on dm, thus
In the International System of Units (SI) (BIPM, 2006) kerma has units of J kg -1 ; the special name for this unit is gray (Gy).
Technically, air kerma, K air , is realized through a measurement of the related quantity exposure. Exposure, X, is the quotient of dq by dm, where dq is the absolute value of the mean total charge of the ions of one sign produced when all the electrons and positrons liberated or created by photons incident on a mass dm of dry air are completely stopped in dry air, thus
The SI unit of exposure is C kg -1 (however, the older unit of Roentgen (R) is still used by some, where 1R = 2.58x10 -4 C kg -1 ). The ionization produced by electrons emitted in atomic/molecular relaxation processes is included in dq. The ionization due to photons emitted by radiative processes (i.e., bremsstrahlung and fluorescence photons) is not to be included in dq. Except for this difference, significant at high energies, the exposure, as defined above, is the ionization analogue of the dry-air kerma.
The quantities exposure and air kerma can be related through use of the mean energy expended in a gas per ion pair formed, divided by the elementary charge, W/e, where W is the mean energy expended in air per ion pair formed when the initial kinetic energy of a charged particle is completely dissipated in the air, and e is the elementary charge. Then
The quantity g is the fraction of the kinetic energy of electrons (and positrons) liberated by the photons that is lost in radiative processes (mainly bremsstrahlung) in air. In Eq. (3), g is the mean value of g averaged over the distribution of the air kerma with respect to electron energy.
A schematic of a generic parallel-plate FAC is shown in Fig. 1 . The FAC is a shielded container open to the atmosphere into which a portion of the x-ray beam enters through a defining aperture, passes between parallel collecting and high-voltage plates, and leaves through an exit aperture. The dimensions of the components are designed to allow complete slowing down of all electrons produced, which are collected by the electric field across the collecting volume.
The results of a FAC measurement for x-ray beams are then analyzed according to the measurement equation where Q net is the measured net ion current (corrected for cosmic-ray and systemgenerated background), ρ air is the density of air, and V eff is the product of the aperture area and the length of the collecting volume. Equation (4) is an elaboration of combining Eqs. (2) and (3) in which the mass has been replaced by the product ρ air V eff and the application of the various necessary corrections is shown. The radiative-loss correction g is very small, effectively zero, for these x-ray beams, and k i are correction factors for air attenuation, photon scatter, electron loss, etc., within the FAC. It is assumed that the correction factors include also those for humidity, ion recombination, and ambient pressure and temperature (to correct to reference conditions), but these are not the subject of this report (the correction for humidity was discussed in Seltzer et al. (2003) , in which the value of 0.998 used by the NIST was verified).
Before continuing, it should be noted that the approximate equality in Eqs. (3) and (4) is used here to reflect the fact that exposure includes the charge of electrons or ions liberated by the incident photons whereas W pertains only to the charge produced during the slowing down of these electrons. Thus the initial charge created by the interaction of the photons should be discounted when transferring the exposure measurement for the determination of air kerma. This difference, although relatively small, tends to become more significant as the photon energy decreases. Additionally, W is not constant as perhaps implied in Eqs. (3) and (4) , but is known to increase at low energies (ICRU, 1979) . At energies for which the variation of W with energy becomes important, one should consider also the effect of this increase. The initial-ion correction has been considered by Büermann et al. (2006) , and by Takata and Begum (2008) . The NIST does not yet include this correction; it appears to be relatively small, i.e., rather close to unity, but does seem to become more significant, approaching about 0.995 for standard x-ray beams with the lowest mean energies.
Correction Factors
The correction factors of concern in this report are mainly those for electron loss, photon scatter, fluorescence reabsorption, and bremsstrahlung reabsorption. The first two of these have been evaluated and used for more than 50 years (see Lamperti et al., 1988; Lamperti and O'Brien, 2001 ; and references therein), but the advent of reliable radiationtransport Monte Carlo calculations has allowed more accurate and consistent data, including that for the latter two correction factors, which although small had not been considered until about a decade ago.
Electron-loss correction, k el . Energetic electrons can leave (and enter) the collection volume, with only a portion of their energy expended in ionization being collected. The collecting volume is defined by the area of the collecting plate (collector length × collector width in Fig. 1 ) and the electrode separation.
Photon-scatter correction, k sc . Ionization produced by electrons resulting from photons scattered out of the aperture-defined beam is not included in the definitions of exposure and of air kerma.
Fluorescence-reabsorption correction, k fl . The ionization collected due to reabsorption of fluorescence photons is not included in the definitions of exposure and of air kerma.
Bremsstrahlung-reabsorption correction, k br . The ionization collected due to reabsorption of bremsstrahlung photons is not included in the definitions of exposure and of air kerma. This is associated with but separate from the (1 -g) correction. The NIST currently assumes g in Eq. (4) is identically zero for its calibration x-ray beams. If the appropriate small values were to be used, then the use of k br would correct for effects of reabsorption. Although the following analyses will carry along results for k br , the final recommendation will be an estimated uncertainty associated with the assumption that k br /(1-g ) = 1.
Data for k el , k sc , k fl , and k br for Monoenergetic Photons
The source of data for the NIST correction factors is the Monte Carlo calculations reported by Burns (2001) for the FACs of NIST and other national metrology institutes. These calculations were a follow-on to earlier work (Burns, 1999) , but using a Version VI of the EGSnrc code that included the transport of fluorescence x rays and of Auger and Coster-Kronig electrons. The critical dimensions used for the NIST FACs are listed in Table 1 . In addition to these dimensions, Burns used a gap between electrodes and side walls of 2 cm for the Lamperti and Ritz chambers, and of 5 cm for the WyckoffAttix chamber. He assumed electrodes and wall materials to be aluminum and an electrode thickness of 1 cm. The composition of air was taken as that listed in ICRU Report 37 (ICRU, 1984) , and the histories of photons and electrons were terminated at a kinetic-energy cut-off of 1 keV. The number of histories was such that Burns states that the relative statistical standard uncertainty of all results is less than 0.01 %. Burns (1999) performed some sensitivity studies to assess uncertainties arising from his model of the chambers. He estimates the relative standard uncertainties to be 0.05 % for k el and 0.03 % for k sc (k fl and k br were not considered in this earlier study). In a later report, Burns (2003) used the Monte Carlo code PENELOPE to re-evaluate the correction factors for the BIPM FACs. From comparisons among the various results, he estimates a relative uncertainty of 0.03 % for k sc and from 0.03 % to 0.05 % for k fl , depending on the chamber size. Moreover, now with results from different methods of electron transport, he then estimates a relative uncertainty in k el of from 0.01 % to 0.09 %, depending on the x-ray beam energy and thus the chamber used. These latter results are difficult to transfer to the NIST chambers, as the dimensions differ somewhat. However, it seems reasonable to assign to the NIST chambers the relative standard uncertainties due to the computational models employed to be those given in Table 2 .
The data supplied by Burns (private communication, 2001) were in the form of tables for each of the NIST FACs, and are reproduced in Table 3 . These monoenergetic data were, however, processed by Burns from his Monte Carlo scores in terms of a concatenation of separate classes of energy deposition whose ratios yield the desired quantities. Using his notation and the quantities listed in Table 3 , we can recover the essential scores, each as a function of photon energy:
The normalization of the quantities given in Eqs. (5) (governed by that of P rel ) is unimportant, as we are ultimately interested only in their ratios. Indeed, we see then that the monoenergetic results are simply:
For a photon spectrum, however, it is formally required to integrate over the numerators and denominators of Eqs. (6). In order to facilitate interpolation for such integration, it was decided to fit and thus smooth the quantities on the right-hand side of Eqs. (6). It was noticed that some of the quantities reconstructed from Eqs. (5) displayed inconsistent results at the lowest energy or energies (possibly due to energy cut-offs in the Monte Carlo calculations); in particular, there should be no contribution by fluorescence re-absorption below the K-edge energy of 3.206 keV for Ar. Therefore in some cases the fitted data were extrapolated down to these lower energies to insure smoothness. Issues of accuracy for these lowest energies are unimportant because x-ray spectra of NIST calibration beams rarely extend down to these energies and, in any case, the relative energy fluence would be quite small.
The original and adopted smoothed data are given in Tables 4 and 5, respectively. Reconstructed results for the monoenergetic-photon correction factors from the smoothed data via Eq. (6) are given in Table 6 . These are compared with the original Burns data in Figs. 2 -4. The modified data are not necessarily better, but they do follow the original rather closely and are indeed smoother. Table 7 gives estimated relative uncertainties due to the smoothing process, calculated as the relative root-mean-square deviation between the data of Tables 3 and 6. These are combined (in quadrature) with the results that were given in Table 2 for the estimated total relative standard uncertainties inherent in the basic data adopted for calculating correction factors for the NIST FACs, and these are listed in Table 8 . That is, it is assumed that any additional uncertainty is to be contributed by that in the input spectra for the incident x-ray beam.
As regards k br , one can form the product k br /(1-g) from Burns' Monte Carlo results in Table 3 , and investigate its difference from unity. Such results suggest an estimate of the relative standard uncertainties associated with the assumption that k br /(1-g ) = 1 of 0.02 % for the Lamperti chamber, 0.02 % for the Ritz chamber, and 0.03 % for the Wyckoff-Attix chamber. These have been added to Table 8 for completeness.
Results for the NIST Standard Beam Qualities
There has developed a fair amount of information on the W-anode x-ray fluence spectra that the NIST uses in its measurement standards and calibration services (see, Seelentag et al., 1979; Eisenhower et al., 1983; Iles, 1987; Peaple et al., 1989; Laitano et al., 1989; 1991; Ankerhold, 2000) , as well as the tools to estimate such fluence spectra for a wide range of conditions (see, e.g., Cranley et al., 1997) . C.G. Soares of the NIST collected much of this information in digital form and made it available (private communication, 1994) . These spectra, including the NIST traditional and ISO beams (ISO, 1996) , number some 200 versions from independent measurements (from the institutions GSF, Harwell, ENEA, PTB, and NIST) and calculations (from the NRPB), thus often providing multiple versions (up to 5) for many of the NIST beam qualities.
The smoothed data in Table 5 were integrated over these available fluence spectra, the ratios of the integrated values were taken as indicated in Eq. (6), and the results from multiple versions of the spectra were averaged. The adopted results are listed in Table 9 for the traditional NIST beams qualities, in Table 10 for the ISO beam qualities, and in Table 11 for the BIPM/CCRI beam qualities used for international comparisons. There were no fluence spectra available for the more recently added NIST beam qualities M80 and M120, so the correction factors were obtained by interpolation as a function of the half-value layer for the Ritz and for the Wyckoff FACs.
The variations in results from multiple spectra for the same beam quality suggest that a reasonable estimate of the relative standard uncertainty of the results is 20 % of the (absolute) difference of the correction factor from unity. Because the correction factors are so close to unity, this estimated relative standard uncertainties of the correction factors themselves due to assumed fluence spectrum is never more than about 0.01 %. This then suggests that the uncertainties listed in Table 8 are appropriate for the final results in Tables 9 and 10 .
Final Remarks
This work is the culmination of efforts started in 2001 to produce correction factors for the NIST FACs. The results produced in various analyses over the last decade are rather consistent, but the present results should be considered as the most complete, with a perhaps more careful uncertainty analysis. The analyses have also included the correction for attenuation within the FAC, k at , using standard reference data for the photon attenuation coefficients, presumably consistent with the Monte Carlo calculations by Burns. Because of ambiguity on the role of coherent scattering in the analytical calculations of the attenuation, and on the uncertainty of the underlying photoninteraction cross sections, the calculated k at values were intended only to confirm measured values, which could be readily obtained (although not without some difficulty). Thus these values are not presented here, although agreement with measured values is reasonably good. ISO (1996) Figure 1 . Schematic of a parallel-plate free-air ionization chamber used by the NIST for the realization of air kerma for W-anode x-ray beams. The high-voltage, guard, and collecting plates have a width that extends into the paper. Wyckoff-Attix k fl
