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The research topics presented in this dissertation focus on validation of
customer-level voltage synchrophasor data for transmission system analysis,
detection and categorization of power system events as measured by phasor
measurement units (PMUs), and identification of the influence of power system
conditions (wind power, daily and seasonal load variation) on low-frequency
oscillations. Synchrophasor data can provide information across entire power
systems but obtaining the data, handling the large dataset and developing
tools to extract useful information from it is a challenge. To overcome the
challenge of obtaining data, an independent synchrophasor network was cre-
ated by taking synchrophasor measurements at customer-level voltage. The
first objective is to determine if synchrophasor data taken at customer-level
voltage is an accurate representation of power system behavior. The valida-
tion process was started by installing a transmission level (69 kV) PMU. The
customer-level voltage measurements were validated by comparison of long
vii
term trends and low-frequency oscillations estimates. The techniques best
suited for synchrophasor data analysis were identified after a detailed study
and comparison. The same techniques were also applied to detect power sys-
tem events resulting in the creation of novel categories for numerous events
based on shared characteristics. The numerical characteristics for each cate-
gory and the ranges of each numerical characteristic for each event category
are identified. The final objective is to identify trends in power system behav-
ior related to wind power and daily and seasonal variations by utilizing signal
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This chapter presents an outline of the research carried out to obtain
and analyze high-quality power system data from phasor measurement units
(PMUs). PMUs are a “Smart Grid” technology that provides an improvement
in data synchronization and resolution over traditional supervisory control
and data acquisition (SCADA) technologies. The data obtained from PMUs
is called synchrophasor data and consists of GPS-synchronized time stamps,
voltage and current magnitudes, phase angles and frequencies calculated from
the phase angles. The research objectives presented here are the validation
of customer-level voltage synchrophasor data for transmission system analy-
sis, identification of the influence of power system conditions (wind power,
daily and seasonal load variation) on low-frequency oscillations, and detec-
tion and categorization of power system events as measured by PMUs. The
chapter begins by providing an overview of the importance and applications
of synchrophasor data and describes the unique contributions a customer-level
voltage synchrophasor network can provide. The research objectives are then
enumerated and followed by a summary of the approaches taken to achieve
these objectives. The resulting technical contributions to the area of wide
area monitoring systems and synchrophasor data are discussed and a list of
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publications is provided.
1.1 Background and Motivation
Monitoring power system stability has become increasingly important
as power systems operate closer to their operating limits while incorporating
ever increasing amounts of variable generation. Stability evaluation can be
accomplished through monitoring of phase angle separations in the system
and monitoring of electromechanical oscillations. Electromechanical oscilla-
tions are inherent to the power system, and the damping of these oscillations
should be monitored in order to evaluate the stability of the power system. If
monitoring systems were not in place to alert system operators, underdamped
oscillations may cause transmission lines to temporarily exceed their stable
transfer limits, which could potentially lead to system wide blackouts. The
stability impacts on the grid of increased penetration of renewable sources are
not completely known but better monitoring can assist in evaluating these im-
pacts. Though power system simulations and models can provide some idea of
the impacts of high penetration of renewable sources, synchrophasor data can
provide a way to monitor the system and include details that are not present
in power system models.
Synchronized voltage phasor measurements, or synchrophasor data,
taken by phasor measurement units (PMUs) at substations and generating
units allow for the wide area monitoring of the electric power system covering
a large geographical area. This measurement technology is relatively new and
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has so far been applied in a limited manner. It has the potential to greatly im-
prove power system reliability [8] by providing a clear snapshot of the system
state rather than the “blurry” image from the SCADA system. Synchropha-
sor measurements are taken at high speed (typically thirty times a second as
compared to SCADA rates of once every four seconds) and time-stamped us-
ing a common time reference, typically derived from global positioning system
(GPS) signals. The common time reference allows for the direct measure of
the voltage phase angle at each PMU location. The voltage phase angle is
used as an indicator of power system stress.
Though synchrophasor data provide insightful information, the place-
ment of PMUs and use of synchrophasor data are generally dictated by utili-
ties and the independent system operators (ISOs) that install them, and syn-
chrophasor data are not always readily available for research. To overcome
this obstacle, the University of Texas at Austin introduced the Texas Inde-
pendent Synchrophasor Network to monitor power system events and ana-
lyze low-frequency electromechanical oscillations from the electric power grid
through PMU measurements taken at customer-level voltage (120 V). The net-
work consists of a central PMU station located on the University of Texas at
Austin campus and remote PMU stations located throughout ERCOT. The
central PMU station equipment includes a local PMU, phasor data concentra-
tor (PDC) to collect and sort PMU data, and a PC to archive, display, and
analyze the PMU data. The PMUs within the network are not installed at
substations but measure single-phase, 120 V from a standard wall outlet. The
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Texas Independent Synchrophasor Network has been producing voltage syn-
chrophasor data from two to up to seven PMUs within ERCOT since it received
its first remote measurements from the University of Texas McDonald Obser-
vatory in West Texas in January 2009 [9, 10]. Even though the PMUs in the
network are taking measurements at customer-level voltage, only transmission
system behavior is of interest for the research presented in this dissertation.
The main purpose of synchrophasors is their ability to provide a wide-area
view of the power system and hence gaining insight into transmission system
behavior (such as phase angle separation and oscillations) is the main target
of synchrophasor data analysis.
As stated, synchrophasor data can provide information across entire
power systems but obtaining the data has been difficult and handling the
large dataset and developing tools to extract useful information from the data
is a challenge. There are also concerns that the customer-level voltage syn-
chrophasor data contains distribution level information that will interfere with
transmission system analysis. The research presented here tackles these prob-
lems of data acquisition, data analysis and data quality.
1.2 Objectives
The overall objective of the research presented in this dissertation is
to demonstrate that customer-level voltage synchrophasor data can be used
for power system analysis and consequently to use the synchrophasor data
to extract useful information about power system behavior. Validation of
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customer-level voltage synchrophasor data for transmission system analysis
purposes will allow for the confident ease of expansion of synchrophasor net-
works and ease of dissemination of synchrophasor data for academic research.
Customer-level voltage PMUs are much quicker and inexpensive to install be-
cause they do not require signing of non-disclosure agreements with utilities.
Furthermore, since they are at a lower voltage they do not require expensive
equipment to measure higher voltage quantities such as potential transformers
(PTs). By extracting information on the behavior of the power system from
synchrophasor data by applying signal processing and statistical methods, the
impact power system events and changing penetration levels of renewable en-
ergy have on the grid is studied. The specific objectives are provided below.
Objective 1: Determine if customer-level voltage synchrophasor data is an
accurate representation of power system behavior. Objective 1 involves
demonstrating that customer-level voltage PMU data is an accurate rep-
resentation of transmission level measurements and can be used to an-
alyze transmission system behavior, e.g., power system events and low-
frequency electromechanical oscillations.
Objective 2: To develop automatic algorithms to detect and identify power
system events in the synchrophasor data. The purpose of Objective 2 is
to create a novel algorithm to help extract useful information for power
system analysis out of the large volume of synchrophasor data. The new
algorithm will extract information about power system events such as
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generator unit trips, transmission line trips, and other types of events as
recorded by the synchrophasor network.
Objective 3: Propose power system event categories for voltage synchropha-
sor data. Objective 3 is an extension of Objective 2 and includes tak-
ing the detected events and creating categories based on common visual
characteristics. Part of the objective is to also identify numerical charac-
teristics for each category and to determine the ranges of characteristics
for each event category.
Objective 4: Identify trends in power system behavior related to wind power
and daily and seasonal variations. Objective 4 involves identifying trends
in power system behavior in the synchrophasor data that is influenced
by different levels of wind power penetration. Power system behavior
information is extracted from the synchrophasor data using signal pro-
cessing techniques. Wind power and generation data were taken from
the ERCOT website to determine the approximate level of wind power
penetration during the time period of synchrophasor data being exam-
ined.
1.3 Approach
1.3.1 Validation of customer-level voltage synchrophasor data for
analysis of transmission system behavior
The Texas Independent Synchrophasor Network allows for easy access
to real world power system measurements in the form of customer-level volt-
6
age synchrophasor data. However, because power system information in the
form of a voltage signal is distributed from the transmission power system
through a series of cables, equipment and parallel loads, the voltage measured
by PMUs at the distribution level could potentially be polluted with noise and
unwanted information. Even though the voltage signal is filtered to remove
high frequency noise and harmonics before it is used for monitoring and analy-
sis, phase shifts and other unwanted information may appear in the data [11].
The first step in this approach is to show that customer-level volt-
age synchrophasor data accurately captures power system response to known
large disturbances. An example of a large disturbance type examined for this
approach are generating unit trips as provided in the Electric Reliability Coun-
cil of Texas’ daily grid reports [12, 13]. The drop in frequency and the low-
frequency oscillations induced by the disturbance as seen in the synchrophasor
data are examined. Next, to show that even though the customer-level voltage
synchrophasor data may contain additional distribution events it is still an ac-
curate representation of transmission system voltages, customer-level voltage
data is compared to voltage data taken from the nearest 69 kV bus. Bus volt-
ages as calculated by ERCOT state estimators using SCADA and network data
are compared to the customer-level voltage synchrophasor data. However, the
timestamp and sampling rate of the ERCOT data significantly differs from the
synchrophasor data. This next step taken to ensure that the customer-level
voltage synchrophasor data are accurate is the installation of a PMU at a 69
kV bus located near the UT-Austin campus. The voltage synchrophasor data
7
from this PMU is compared to the customer-level voltage synchrophasor data.
Signal processing methods are used to compare the information extracted from
synchrophasor data taken at customer-level voltage to information extracted
from synchrophasor data taken at 69 kV as well. The relative phase angle dif-
ference between the 69 kV and customer-level voltage PMUs at the UT-Austin
campus is also examined. A simple simulation is built to verify behavior seen
in the measured relative phase angle difference.
1.3.2 Automatically identify response of the power system to events
as measured by the synchrophasor network
Synchrophasor networks generate large volumes of synchrophasor data
making it difficult to discover meaningful information about power system
behavior and events. In order to help discover useful information in the syn-
chrophasor data, a novel algorithm is created which is applied to automatically
detect power system events in the synchrophasor data. The algorithm detects
events based on the abnormal response of the power system to events com-
pared to normal operating conditions. When an event occurs, the normally
occurring low-frequency electromechanical oscillations increase in amplitude.
This observation is used by the algorithm to screen the synchrophasor data
for events.
Three different signal processing techniques are utilized to help detect
events. These techniques are fast Fourier transform method, Matrix-Pencil
method, and the Yule-Walker Spectral method. A fourth method uses the
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maximum difference in a window of data to help detect events. All four meth-
ods are applied to a moving window of data for an entire hour of synchrophasor
data. For the signal processing methods, the peak values for each window are
saved. For the maximum difference method, the calculated maximum differ-
ence is saved for each window. Statistical methods are applied to the saved
peak values to determine if an event occurred for a particular window of data.
If two or more methods detect a possible event, the window is marked as con-
taining an event and the data is saved for further analysis. This method is
applied to all frequency and relative phase angle difference signals available at
the time of the analysis. The number of signals is dependent on the number
of network PMUs in operation.
1.3.3 Propose power system event categories for synchrophasor
data
The results from the screening algorithm described in Section 1.3.2 are
used to propose power system event categories. For the first step in this ap-
proach, the event categories are created based on common visual characteristics
seen in events detected by the screening algorithm. The event categories are
based on the synchrophasor signal examined; either the relative phase angle
difference signal or the frequency signal. The relative phase angle difference
event categories include impulse, transient, and step change. The frequency
event categories include impulse, transient, and drop or rise in frequency. Next,
after many days of data are screened for events and those events that are found
categorized, the numerical characteristics are extracted from each event. The
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characteristics examined include the magnitude, the rate of change, the fre-
quency content of the signal, the duration, and the step change amount. The
typical ranges for characteristics for each category are provided and can easily
be applied to the screening algorithm to automatically categorize events after
they are detected.
1.3.4 Identify trends in power system behavior related to wind
power and daily and seasonal variations by utilizing signal
processing and statistical techniques
The impact of increasing penetration of wind power on power system
behavior is not completely known. The grid operated by ERCOT provides
a unique opportunity to study the impact of high levels of wind penetration.
Wind power penetration levels of 26% of total power generation have been
observed during a record wind power output of 8,521 megawatts in November
of 2012. With the installation of PMUs across ERCOT, the impact of wind
power on power system behavior can now be analyzed in new ways. Wind
power and total generation data was captured from ERCOT’s website. This
information was collected over a period of 2 years and is compared to the syn-
chrophasor data collected by the Texas Independent Synchrophasor Network
over the same period of time. The relationship between the relative phase
angle difference (between West Texas where many wind farms are located and
Central Texas) and the wind power penetration are examined first. The low-
frequency electromechanical oscillations present in the synchrophasor data are
analyzed and the damping and frequency content are compared to different
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wind power penetration levels.
All synchrophasor data are taken from the Texas Independent Syn-
chrophasor Network and are used in all the listed research objectives. Addi-
tional data is provided by ERCOT as used in the approach for Objective 1
and Objective 4. Analysis of all data was done in MATLAB.
1.4 Original Research Contribution
This section summarizes key results and the original research contri-
butions made while achieving the objectives for this work. A complete list of
publications resulting from the research is also provided.
1.4.1 Major Contributions
Major contributions and the resulting publications are provided below:
• To achieve Objective 1, the customer-level voltage synchrophasor data
is analyzed during large disturbances and during ambient or normal op-
erating conditions. After applying the approach described in Subsection
1.3.1, it was found that the customer-level voltage synchrophasor data
accurately represents power system behavior at the transmission volt-
age level. Large disturbances that were published by ERCOT on their
website were seen clearly in the customer-level voltage synchrophasor
data. Specifically, the frequency drop recorded by ERCOT matched the
frequency drop in the synchrophasor data. Next, customer-level volt-
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age synchrophasor relative phase angle data matched the relative phase
angle data from SCADA and state estimator provided by ERCOT. The
customer-level voltage synchrophasor data from UT-Austin also matches
the transmission level voltage synchrophasor data at Harris Substation
which connects the UT-Austin campus to the grid. The data from both
PMUs were examined during ambient and transient conditions and found
to match. When the relative phase angle difference between UT-Austin
and Harris Substation is examined, the difference typically is negligible
but it has been observed that the difference can jump to 2 to 3 degrees.
These jumps are explained by changes in load current and a small model
of the UT-Austin campus was created in PSSE software to illustrate
the influence of load on the relative phase angle difference between UT-
Austin and Harris Substation. Chapter 3 describes the methods used
on the synchrophasor data to extract information on the low-frequency
oscillations. Chapter 4 provides a description of the analysis and the re-
sults extracted from the analysis as well. The results from this analysis
are published in [14] and will be published in the National Renewable
Energy Laboratory (NREL) report [15]:
– Allen, A.J.; Sohn, S.W.; Grady, W.M.; Santoso, S.; “Validation of
distribution level measurements for power system monitoring and
low frequency oscillation analysis,” Power Electronics and Machines
in Wind Applications (PEMWA), 2012 IEEE , vol., no., pp.1-5, 16-
18 July 2012
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– Allen, A.J.; Santoso, S.; Muljadi, E.; “Phasor Measurement Unit
(PMU) for Wide Area Monitoring, Protection, and Control (WAMPAC)
Applications,” NREL Report, December 2012
• To achieve Objective 2, a novel algorithm to screen synchrophasor data
to automatically identify power system events was created. The screen-
ing algorithm was based on the observation that the amplitude of the
low-frequency oscillations typically present in the synchrophasor data
are much larger during a power system event. The algorithm used signal
processing techniques described in Chapter 3 and applied statistical anal-
ysis to identify power system events. The frequency and relative phase
angle difference signals that were available at the time of the analysis
were analyzed. A description of the screening algorithm and examples
of the events detected are provided in Chapter 5. The results from this
analysis are published in [16, 17]:
– Allen, A.J.; Sohn, S.W.; Grady, W.M.; Santoso, S.; “Algorithm
for Screening PMU Data for Power System Events,” IEEE Interna-
tional Smart Grid Technologies, October 2012, Berlin, Germany
– Sohn, S.W.; Allen, A.J.; Kulkarni, S.; Grady, W.M.; Santoso, S.;
“Event detection method for the PMUs synchrophasor data,” Power
Electronics and Machines in Wind Applications (PEMWA), 2012
IEEE , vol., no., pp.1-7, 16-18 July 2012
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• For Objective 4, it was initially observed that the relative phase angle
difference between UT-Austin and McDonald Observatory (West Texas)
was highly correlated to high wind power penetration levels within ER-
COT. Early on in the analysis an approximate 2 Hz oscillation also
appeared during high wind power penetration levels. However, as more
synchrophasor data and wind power data was collected, the relation-
ship between the 2 Hz oscillation and the wind power penetration levels
changed. Many changes to the grid occurred between the initial obser-
vations made in 2008-2009 to observations made in 2010 and may be
the cause of the changes in the relationship between oscillations and
wind power levels. When more detailed wind power and generation data
is available, a more detailed analysis on the relationship between wind
power and low-frequency oscillations can be made. The initial observa-
tion on the relationship between the wind power penetration levels and
synchrophasor data is published in [18].
– Allen, A.J.; Santoso, S.; Grady, W.M.; “Voltage phase angle varia-
tion in relation to wind power,” Power and Energy Society General
Meeting, 2010 IEEE , vol., no., pp.1-7, 25-29 July 2010
As wind power capacity increases and replaces conventional generation,
changes in system inertia may occur. The changes in the 2 Hz oscilla-
tion may be caused by changes in inertia rather than the influence of
wind power penetration levels. The impact changes in inertia have on
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low-frequency oscillation is described in [19]. The extended abstract of
the paper has been well received and the complete paper is invited for
submission:
– Allen, A.J.; Singh, M.; Muljadi,E.; Santoso, S.; “Measurement-
Based Investigation of Inter- and Intra-Area Effects of Wind Power
Plant Integration,” IEEE TPWRS, submitted for review, April
2013
1.4.2 Supporting Contributions
The supporting contribution and resulting publications are given below:
• To achieve Objective 3, the categories created based on the events de-
tected by the screening algorithm are identified based on common visual
characteristics. The characteristics that are identified include magni-
tude, rate of change, frequency content of the signal, duration, and step
change amount. Examples of the events and typical ranges of the event
characteristics are provided in Chapter 6. The results from this analysis
are published in [15]:
– Allen, A.J.; Santoso, S.; Muljadi, E.; “Phasor Measurement Unit
(PMU) for Wide Area Monitoring, Protection, and Control (WAMPAC)
Applications,” NREL Report, December 2012
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1.4.3 Dissertation Outline
The organization of the chapters of this dissertation is as follows. Chap-
ters 2 and 3 contain background information on the synchrophasor network
and analysis methods used throughout this dissertation. Chapter 2 provides an
introduction to synchrophasors and a description of the customer-level voltage
Texas Independent Synchrophasor Network. The description of the network
includes a description of the equipment and synchrophasor data format. A de-
scription of an algorithm created to help decide the best placement of PMUs for
power system monitoring purposes is also provided. Chapter 3 describes the
signal processing methods used to evaluate synchrophasor data and the perfor-
mance of the selected methods is tested. Chapters 4 to 7 use the synchrophasor
data as measured by the synchrophasor network. The customer-level voltage
synchrophasor data is evaluated for its ability to accurately represent power
system behavior in Chapter 4. Once the customer-level voltage PMU data
is shown to be accurate representation of transmission level measurements,
Chapter 5 introduces an algorithm that is used to automatically screen syn-
chrophasor data for events that occur on the power system. Chapter 6 uses
the results from the screening algorithm to create categories for the power
system events. The common numerical characteristics from each category are
extracted and used to automatically classify events. In Chapter 7, the in-
fluence of wind power penetration levels on the power system as seen in the
synchrophasor data is analyzed. Finally, an overview and concluding remarks
are given in Chapter 8.
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Chapter 2
The Texas Independent Synchrophasor
Network
Synchronized voltage phasor measurements, or synchrophasors, taken
by phasor measurement units (PMUs) allow for the wide area monitoring of
the electric power system covering a large geographical area. However, the
placement of PMUs and use of synchrophasor data are generally controlled by
utilities and the independent system operators (ISOs) that install them and
synchrophasor data are not always readily available for research. To overcome
this obstacle, the University of Texas at Austin introduced an independent syn-
chrophasor network to monitor events and analyze low-frequency electrome-
chanical oscillations from the electric power grid through PMU measurements
taken at customer-level voltage (120 V).
This chapter provides a brief introduction on synchrophasors and their
applications and introduces the Texas Independent Synchrophasor Network.
Introductory information on synchrophasors and their applications is provided
in Section 2.1. Section 2.2 analyzes possible locations for PMU placement
within the Electric Reliability Council of Texas (ERCOT) for power system
event monitoring purposes. The Texas Independent Synchrophasor Network
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is introduced in Section 2.3 and includes the PMU locations and a descrip-
tion of the network equipment. Section 2.4 describes the Texas Independent
Synchrophasor Network file format of archived synchrophasor data and the
adjustments to the synchrophasor data required before analysis of the data
can begin.
• Publication: Part of the work presented in this chapter has been pub-
lished in [20]
– S. Kulkarni, A. Allen, S. Santoso, and W. M. Grady. “Phasor mea-
surement unit placement Algorithm” in Power & Energy Society
General Meeting, 2009 IEEE, July 2009, pp. 1-6.
2.1 Synchrophasor and Phasor Measurement Unit Back-
ground
In Subsections 2.1.1 to 2.1.4, the definitions of phasor and synchropha-
sor are provided. A description of frequency estimation using voltage phase
angle measurements is provided in Subsection 2.1.5. Subsection 2.1.6 provides
an example of a synchrophasor network and Subsection 2.1.7 describes syn-
chrophasor applications that can be used to improve power system wide area
monitoring, control, and protection.
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2.1.1 Phasor Definition
Phasors are mathematical representations of sinusoidal waveforms typ-
ically taken during steady-state conditions. An example of a steady-state
sinusoidal waveform expressed as a function of time is provided in Eq. 2.1.
x (t) = Xmcos (ωt+ φ) (2.1)
where, Xm is the peak value of the waveform, ω is the frequency of the
signal in radians per second, and φ is the phase angle in degrees. The phasor
representation is a complex number consisting of the magnitude and phase
angle and is independent of the system frequency. In order to express Eq. 2.1
as a phasor, Euler’s identity is first employed resulting in Eq. 2.2.
x (t) = <[Xmej(ωt+φ)] (2.2)
As mentioned, the phasor is independent of the system frequency so
the term ejωt is suppressed and is rewritten in Eq. 2.3. The magnitude of
the phasor, VM/
√
2, is the root mean square (rms) value of the sinusoidal
waveform.
x (t)⇔ X = Xm√
2
ejφ (2.3)
Fig. 2.1 illustrates the phasor representation of the sinusoidal signal
described in Eqs. 2.1 and 2.3. The phasor representation is of the waveform
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at time t = 0. Information on how sampled waveforms and the digital Fourier









Figure 2.1: Representation of a phasor
2.1.2 Phasor representation for off-nominal frequency
The impact of off-nominal frequency (when the waveform frequency is
above or below nominal) on phasor representation is illustrated here.
If a phasor representation is made for a waveform at nominal frequency
for each kT0 where k = 0, 1, 2, . . . , n and T0 is the interval period for nominal
frequency T0 = 1/f0, then a constant phasor results. In other words, the
phase angle is constant for all kT0. However, if the frequency of the waveform
is off-nominal, the phase angle of the observed phasor will change at a rate
of 2π(f − f0)T where f is the off-nominal frequency. The change in phase
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angle when the waveform is of off-nominal frequency is shown in Fig. 2.2. The
dotted line shows the times where the phasor is calculated, kT0, and the peaks
of the off-nominal frequency waveform are indicated as well. If the waveform
were nominal frequency, the phase angle φk would remain the same, and in this
case φk = 0 for all k. However, since the waveform frequency is off-nominal,
the phase angle φk is increasing for each phasor representation.
0










Figure 2.2: Phasor taken at kT0 for off-nominal frequency alters the phase
angle φk
2.1.3 Synchrophasor Definition
A common time reference allows for the synchronization of phasor mea-
surements. This also allows for the direct measure of the phase angle quantity
φ which now represents the phase angle relative to a reference cosine wave-
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form at nominal frequency [22]. The signals are synchronized using a common
timing source from a reliable source such as Global Positioning System (GPS)
satellites. Synchrophasors are timestamped at the time of the measurement.
2.1.4 Positive Sequence Synchrophasor
Phasor representations for each phase can be calculated but for the eval-
uation of power system performance, positive sequence phasors are of more use
than phasors from each individual phase [23]. Positive sequence phasors also
reduce the amount of memory required to store synchrophasor data since only
a single phasor is recorded rather than three phasors. The positive sequence









Where, α = ej2π/3 and rotates the Vb and Vc phasors .
2.1.5 Frequency Estimation
As mentioned in Subsection 2.1.1, the phasor representation is a steady-
state concept that is independent of the system frequency. However, in the
actual power system, the frequency is constantly changing due to imbalances
between the load and generation. Here frequency estimation is introduced and
is derived directly from the synchrophasor phase angle measurements. More
information on frequency and phasor estimation during off-nominal conditions
is given in [21].
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The frequency estimation based on balanced three-phase inputs is de-
scribed here and is taken from [21]. First, if the nominal frequency is ω0,
the actual frequency deviation from nominal is ∆ω, and the rate of change of
frequency is ω′, the frequency ω(t) at time t is given by Eq. 2.5.
ω(t) = (ω0 + ∆ω + tω
′) (2.5)
Next, the relationship between phase angle and frequency as described
in [21] is shown in Eq. 2.6.




Eq. 2.6 is next rewritten as a second degree polynomial in Eq. 2.7.
θ(t) = a0 + ta1 + t
2a2 (2.7)
Where ∆ω and ω′ are written in terms of the a1 and a2 coefficients as
shown in Eq. 2.8.
∆ω = a1, ω
′ = 2a2 (2.8)
Using a window of N phase angle data points, the frequency is calcu-





















The calculated a coefficients are then used to find the frequencies using
Eq. 2.8. The frequency in terms of Hz and the rate of change of frequency can
also be calculated using Eq. 3.9.
∆f = a1/(2π), f
′ = a2/π (2.10)
Since the estimated frequency is based on a measurement taken at
a single bus, the frequency offers a more localized view of the response of
the power system rather than demonstrating the behavior between two areas
within a power system as apparent through the voltage phase angle difference
between two different buses. The frequency estimate for unbalanced three-
phase inputs and nonlinear frequency estimators are provided in [21].
2.1.6 Synchrophasor Network Architecture
To measure and collect synchrophasor data, a synchrophasor network
that consists of PMUs placed throughout the grid and a system to collect data
is required. An example of a synchrophasor network is given in Fig. 2.3 and is
taken from [1]. In the network, data from PMUs are sent directly to a phasor
data concentrator (PDC). A PDC is equipment that waits for and sorts data
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from multiple PMUs in the synchrophasor network. In Fig. 2.3, the flow of
data to and from PDCs in the network is indicated by the orange arrows. The
data from PDCs can be sent to other PDCs in the network or sent directly to
a variety of applications. The University of Texas independent synchrophasor
























Figure 2.3: Synchrophasor network diagram example [1]
2.1.7 Synchrophasor Applications
Synchrophasor networks offer many benefits and can be used in applica-
tions such as a real-time system wide monitoring, control, and protection and
rapid assessment of system conditions. Examples of potential synchrophasor
applications are described here.
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Synchrophasors for monitoring purposes have the capability of provid-
ing information to system operators in order to take corrective actions before
voltage collapse occurs and to increase system performance. Oscillation moni-
toring systems have been designed to alert power system operators to poorly-
damped oscillations in the power system [24]. A GPS-synchronized frequency
monitoring network - the frequency monitoring network (FNET) - have allowed
for wide-area real-time visualization and monitoring [25]. Other commercial
software use synchrophasor data to help utilities monitor and visualize power
system conditions [26].
Synchrophasors for improved power system protection and for use in
power system control functions increasingly contribute to improved power sys-
tem operation [27–31]. Currently, many system protection practices are based
solely on locally measured voltage and current quantities and assumed static
system conditions. By providing a near real-time system wide view of power
system conditions, synchrophasors allow for protective actions that could po-
tential prevent incorrect decisions that would lead to deterioration of power
system conditions. In other words, synchrophasors allow for the use of adaptive
protective devices capable of adjusting to changing power system conditions.
Synchronized phasor measurements can also be used to improve state
estimation or drastically change the the way state estimation is done by in-
troducing phasor-based state estimation [32]. At this time, power system
measurements such as voltage and current magnitudes and real and reactive
power flows are used in conjunction with network topology data to estimate
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the power system state or elements of the state vector. The state vector
is a collection of positive sequence bus voltage phasors and can take several
minutes to estimate from the time the measurements are taken to the time
the calculations are completed. The states are estimated based on the iter-
ative solution found using weighted least square techniques. However, with
synchronized phasor measurements, it is possible for the state vector to be
directly measured and to view the dynamic behavior of the power system in
near real-time. Synchronized current phasor measurements can also be used
for redundancy purposes. The question of how many PMUs are required to
make this possible is a problem of observability and is discussed in [33–35].
Research in [33] shows that a minimum of 1/5 to 1/4 of the buses should
be equipped with PMUs to completely observe the network. Other research
topics on implementing synchrophasor data into improving state estimation
performance are discussed in [32, 36].
Synchrophasor data can also be used for other applications such as
validation of power system models, transient instability prediction [37, 38],
post-mortem analysis, and fault location systems [39].
2.2 PMU Placement Algorithm
One important issue that needs to be addressed is the strategic place-
ment of PMUs on the power system for the purposes of power system event
monitoring. The number of PMUs in the network is limited by the high cost
of the equipment and the availability of communication facilities. The cost of
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a synchrophasor network includes the costs of PMUs, PDCs, and communica-
tions to the PDC and to applications using the synchronized phasor data [1].
A variety of methods for determining “optimal” placement for PMUs in an
interconnected grid have been devised where observability of the system is de-
sired [35]. These methods base optimal placement of PMUs on the availability
of communication facilities.
In order to increase the ability of a synchrophasor network to monitor
power system events while reducing cost by limiting the number of PMUs in the
network, an algorithm is created to identify buses that are the best candidates
for PMU placement in an interconnected grid for monitoring purposes. The
proposed algorithm does not consider the limitations of communications facil-
ities, however, the algorithm satisfies the following requirements. Firstly, the
PMU readings reflect changes occurring on the electric grid such as changes
in system topology, loss of generation, or large increase in load. This will
guarantee that important events do not go unnoticed and corrective action
can be taken immediately. Secondly, by monitoring the selected buses, ideally
the health of the system will be monitored as well. This requires that critical
parts of the grid are visible. Thirdly, there should be little or no redundancy in
the PMU readings unless intentionally providing additional data for increased
reliability. The algorithm detailed in the Subsection 2.2.1 addresses the above
requirements. In addition, mathematical indices are developed to quantify the
three requirements. The algorithm is created with a large electrical grid in
mind. If the bus selected for PMU placement is not an acceptable choice (lack
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of communications, remote location, older control house equipment, costs at
chosen location, etc.) the algorithm provides other possibilities for PMU place-
ment that also satisfy the three requirements given above. If the electric grid
is too small, the choices for PMU placement are limited and the bus selected
by the algorithm might not be suitable.
The algorithm is described in Subsection 2.2.1. The algorithm is applied
to a case study involving the application of the developed algorithm to the
electric grid directed and operated by the Electric Reliability Council of Texas
(ERCOT). The results from the case study are discussed in Subsection 2.2.2.
2.2.1 Proposed PMU Placement Algorithm
The approach taken to satisfy the requirements for PMU placement is
described in 5 steps.
2.2.1.1 Step 1
The first requirement states that by monitoring the phase angles at
PMU locations the slightest change in the electric grid should be detected. In
other words, the algorithm should find the bus phase angles which are the most
sensitive to electric grid events. The approach taken to satisfy this requirement
is to calculate the difference between the phase angle during normal operating
conditions and the phase angle during a change in the electric grid. Normal
operating conditions of the electric grid are referred to as the base case. The
phase angle difference is calculated for many different electric grid events. The
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reference phase angles are compared to the calculated phase angles during a
contingency case. A contingency case can be any change in the electric grid
(i.e., changes in topology, removal of generation, or large increase in load).
The greater the change in the bus phase angle, the greater the sensitivity of
the bus to changes in the electric grid.
2.2.1.2 Step 2
The second requirement is to be able to monitor the health of the
entire electric grid by observing the phase angles at the selected buses. The
algorithm addresses this requirement in Steps 2 to 4. To make sure that
the PMUs are distributed evenly throughout the grid, the buses are grouped
into areas defined by bus ownership. The proposed algorithm then finds the
most sensitive buses in each area by calculating the standard deviation of the
phase angle differences in each area. The formula used to calculate standard






(xi − x̄)2 (2.11)
Where, xi is the phase angle difference of each bus in a particular area,
x̄ is the arithmetic mean of the phase angle differences of all the buses in the
area, and N is the total number of buses in the area.
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2.2.1.3 Step 3
In this step, only areas containing more than 30 buses are considered.
For the areas with more than 30 buses, the buses with phase angle differences
of more than 3 standard deviations are selected as PMU placement candidates.
If the phase angle differences were normally distributed, only 5% of the phase
angle differences would be above three standard deviations. However, the
phase angle differences in an area or even the electric grid may not be normally
distributed and the number of buses in any area having a phase angle difference
above three standard deviations for a particular contingency case will vary
greatly. This same process is repeated for each of the areas (with more than
30 buses).
Each bus is assigned a frequency of occurrence value. Once a bus is
selected, its frequency of occurrence value is incremented by 1. Hence, the
frequency of occurrence value of any particular bus indicates the number of
times the phase angle difference of that bus was above 3 standard deviations. If
60 contingency cases are tested the frequency of occurrence can vary between
0 and 60. In this way, frequency of occurrence is used as the measure of
sensitivity of the bus phase angle to changes in the electric grid.
2.2.1.4 Step 4
The process explained in Step 1 to Step 3 is repeated for all contingency
cases applied. At the end of the process, the buses in each area are arranged
according to their frequency of occurrence. The buses with the 20 maximum
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frequency of occurrence values are selected for further analysis.
2.2.1.5 Step 5
The third requirement sates that the phase angle information measured
at each bus should be unique and there should be little or no redundant mea-
surements. In other words, it has to be made sure that the buses determined
as sensitive do not perceive the exact same changes in the phase angles for
all of the contingency cases applied. For example, if the phase angles of two
buses in an area change by an identical amount for every contingency case,
then placing PMUs at these two buses, even if they happen to be the most
sensitive buses, is not a good option. Instead, a PMU should be placed at
only one of the above buses. A mathematical measure of finding out if two
buses are experiencing similar phase angle changes is to calculate the coeffi-
cient of linear correlation between all the phase angle differences of the buses
in each area for all contingency cases applied. Coefficient of linear correlation
is defined in Eq. 2.12.
ρ (X, Y ) =
∑
(x− x̄) (y − ȳ)√∑
(x− x̄)2 (y − ȳ)2
(2.12)
Where, x is the phase angle difference of bus X for a particular con-
tingency case and x̄ is the average value of phase angle differences for all
contingency cases for bus X. Similarly, y is the phase angle difference of bus
Y for the same contingency case and is the average value of phase angle dif-
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ferences for all contingency cases for bus Y . A coefficient of linear correlation
of magnitude 1 indicates that there is an exact linear relationship between X
and Y , while a coefficient of linear correlation of 0 indicates that X and Y are
linearly uncorrelated.
In step 5, the coefficient of linear correlation between all the selected
buses in each area is calculated. The buses that have a coefficient of linear
correlation close to a magnitude of 1 are experiencing similar changes in their
phase angles during electric grid events. For each area, the selected buses
showing a coefficient of linear correlation of more than a magnitude of 0.8 are
put into a cluster. In other words, a cluster is defined as a group of selected
buses with phase angle differences that are closely correlated to one another.
An area can contain any number of clusters. A PMU can be placed on any
bus in the cluster.
For convenience, the bus with the maximum frequency of occurrence
value in a cluster was selected for PMU placement. If two or more buses in a
cluster have the same frequency of occurrence then the bus for PMU placement
is selected at random. In practice, the PMU can be located at any bus in the
cluster. For areas with less than 30 buses, the PMU should be located at a
bus that has the highest frequency of occurrence and there is no need to form
clusters.
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2.2.2 Case Study Results
The algorithm is applied to network data based on the electric grid man-
aged and operated by the Electric Reliability Council of Texas (ERCOT). The
grid connects 38,000 miles of transmission line and 550 generation units [40].
The total number of buses in the electric grid is divided into N areas based on
bus ownership. The number of buses in each area varies greatly. An area can
be a contiguous geographical region or may be made up of disjointed regions
located in different parts of the electric grid. Only buses with a voltage level
of 69 kV and above are considered in this case study. This voltage level is
chosen because PMUs are generally located in the transmission system rather
than in the distribution system.
The network element data of the electric grid was made available in
the Siemens/PTI PSS/E software platform. Network element data for nor-
mal operating conditions or base case was provided by ERCOT. ERCOT also
provided a list of X contingencies that were selected based on operating expe-
rience and therefore were the most likely events to occur on the electric grid.
The contingency cases include the tripping or failure of one or more trans-
mission lines. Each of the contingencies is simulated in PSS/E by taking the
respective transmission line or lines out of service. The Full Newton Raphson
method is then applied to obtain the phase angles at each bus for the new
system topology. For consistency, the same bus is selected as the swing bus
for all cases. MATLAB is used as the analysis tool for processing the phase
angle information obtained from the power flow study.
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After applying the algorithm to the ERCOT network data for the con-
tingency cases provided, the approximate locations of the PMUs within ER-
COT based on the clusters of buses in each area is given in Fig. 2.4. If PMUs
are placed at these locations, common events that occur within ERCOT will
heavily impact the voltage phase angles and be easily monitored by the syn-
chrophasor network.
Bus 5 in Area C 
Bus in Area B 
Bus in Area D 
Bus in Area E 
Bus in Area A 
Bus 1 in Area F 
Bus 1 in Area G 
Bus in Area N 
Bus in Area K 
Bus in Area L  PMU Bus 
Locations 
* Buses that are close to each other are shown using the same arrow 
Bus 4 in Area C 
Bus 1 in Area C 
Bus 2 in Area C 
Bus 3 in Area C 
Bus 3 in Area F 
Bus 2 in Area F 
Bus 2 in Area G 
Bus in Area H 
Bus in Area I Bus in Area M 
Bus in Area J 
Figure 2.4: Location of buses for proposed PMU placement
In the next sections, a description of the University of Texas at Austin’s
Independent Synchrophasor Network and the pre-processing of the PMU data
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before analysis can begin is given.
2.3 Independent Synchrophasor Network and PMU Data
At customer-level voltage, PMUs can now be placed virtually anywhere
throughout the electric power system and measurements are freely available
to use for power system analysis. A map of the locations of UT Austin in-
dependent synchrophasor network PMUs within Electric Reliability Council
of Texas (ERCOT) is shown in Fig. 2.5. Each PMU station is placed within
the different zones of ERCOT. The Waco PMU station is located within the
North Zone, the UT-Pan American and UT-Austin PMU stations are located
in the South Zone, the SEL-Houston PMU station is located within the Hous-
ton Zone, and the McDonald Observatory PMU is located in the West Zone.
The McDonald Observatory PMU location was also selected because of its
proximity to wind farms in West Texas as shown in Fig. 2.6. These locations
closely align with the PMU locations in Section 2.2.
The equipment that makes up the Texas Independent Synchrophasor
Network is described in the following Subsection.
2.3.1 Independent Synchrophasor Network Equipment and Soft-
ware
A diagram of the equipment required for each remote PMU station
within the independent synchrophasor network is shown in Fig. 2.7 in the box
on the left and the equipment required for the central PMU station is shown
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Figure 2.5: Map of Texas PMU stations within the University of Texas at
Austin independent synchrophasor network
in Fig. 2.7 in the box on the right. As mentioned, there are four remote
PMU locations: Waco, TX; McDonald; UT-PanAmerican; and Houston. The
central PMU station is located at UT-Austin. All equipment was donated by
Schweitzer Engineering Laboratories, Inc. [41].
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Figure 2.6: Map of wind farm locations within Texas [2]
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Figure 2.7: Equipment for each PMU station (right) and the phasor data concentrator and PC (left) within
the Independent Synchrophasor Network
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As shown in Fig. 2.7, each PMU station has an antenna to receive a GPS
signal. Each PMU station GPS antenna is located outside with a clear view
of the sky. This GPS signal is the common time reference required to make
synchronous phasor measurements. A surge protector connects the antenna to
the equipment located inside to provide protection from lightning strikes and
to equalize the potential that can emerge between the central conductor and
the shield of the coaxial cable [42]. The GPS signal is sent to the GPS receiver
(SEL-2401) where it is converted to Coordinated Universal Time (UTC) and
sent to each PMU to time-stamp the measured phasor quantity.
The SEL-2401 uses the GPS signal to create an unmodulated Inter-
Range Instrumentation Group Time Code Format B (IRIG-B) output. The
time code format for the SEL-2401 is HH:MM:SS:DDD. More information on
PMU time input can be found at [22]. The SEL-2401 GPS receiver and clock
has three indicator LEDs on the front panel: enable, satellite lock, and output.
The enable LED indicates if all SEL-2401 self tests have passed. The satellite
lock LED indicates when the SEL-2401 has tracked four or more GPS satellites
and is currently tracking at least three GPS satellites. The satellites that have
been tracked must be done so with a signal strength of at least 3.4 Antenna
Measurement Unit (AMU) [42]. The satellite lock must maintain tracking of
three satellites or more in order to remain locked. The output LED indicates
if an accurate (within a ± nanosecond average) clock time is being sent.
The SEL-421 relays are used as PMUs in the synchrophasor network.
The SEL-421 is a digital relay (providing distance and directional protection)
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with PMU capabilities built in. More information on the SEL-421 can be
found at these sources [43]. The time stamped phasor from each PMU station
is sent either through public Internet at the remote PMU locations or serial
cable at the central PMU location to the Phasor Data Concentrator (PDC).
The SEL-2891 Ethernet transceiver is used to send PMU data through public
Internet as shown in Fig. 2.7. The PDC waits for data from all PMU locations,
collects, and time sorts the PMU data once it is received from up to 16 PMUs
that support the IEEE Standard for Synchrophasors for Power Systems, IEEE
C37.118-2005 [22]. The SEL-3378, the synchrophasor vector processor, is used
as the PDC in the independent synchrophasor network. The SEL-3378 can
use the collected and synchronized data in predefined and user-defined func-
tions. Two of the predefined function blocks are the phase angle difference
calculation and a modal analysis calculation. The SEL-3378 receives and out-
puts synchrophasor data according to IEEE standard C37.118-2005 [44]. The
collected data is sent to a dedicated Desktop PC where software, SEL-5078,
archives the data and displays the PMU data in real time [45].
The synchronized phasor measurements and calculated frequency are
stored at a rate of 30 data points per second. Because the data has a 30 Hz
sampling rate, only low frequency oscillations (below 15 Hz) can be analyzed.
Events such as capacitor bank switching which induce oscillations of the order
of a few hundreds of Hz to 1.5 kHz and are not visible in the PMU data.
Even with a sampling rate of 30 Hz, the archived hourly reports are very
large. For one PMU, an hourly report of the voltage phase angle data consists
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of 108,000 data points. Since there are three signals for each PMU station
(voltage phase angle, voltage magnitude, and frequency), each PMU station
generates 324,000 data points each hour. These data points are stored hourly
in a comma separated value (CSV) format. A network with 5 PMU stations
generates hourly CSV reports that are 13.8 MB in size. The synchrophasor
network is also in operation at all times.
An example of archived PMU data from the synchrophasor network is
given in Table 2.1. The example is for a network with three PMUs. The GPS
derived time stamp is located in the first column as well as the magnitude,
phase angle, and frequency for each PMU. Dropped data points are expressed
as a zero magnitude, zero phase angle phasor. The frequency for the dropped
data point is also zero. In the Texas Independent Synchrophasor Network,
dropped data points are typically caused by drops in public Internet.
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MAG1 ANG1 MAG2 ANG2 MAG3 ANG3 FREQ1 FREQ2 FREQ3
(V) (deg) (V) (deg) (V) (deg) (Hz) (Hz) (Hz)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
08:38.6 41.19 -22.83 79166.51 -45.65 73482 99.92 59.95 59.95 60.01
08:38.7 41.19 -23.46 79141.99 -46.27 0 0 59.95 59.95 0
08:38.7 41.19 -24.07 79138.84 -46.89 73484.74 100.14 59.95 59.95 60.01
08:38.7 41.19 -24.69 79162.91 -47.53 0 0 59.95 59.95 0
08:38.8 41.19 -25.33 79186.09 -48.16 73495.73 100.36 59.95 59.95 60.01
08:38.8 41.20 -25.96 79190.33 -48.79 73492.98 100.45 59.95 59.95 60.01
08:38.8 41.20 -26.56 79188.13 -49.41 0 0 59.95 59.95 0
Table 2.1: Example of archived PMU data
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Since the first remote PMU was added in January 2009, the network has
continuously been generating data. Because so much data is being generated,
it is difficult to detect events of interest and analyze them for power system
studies. Resources such as ERCOT Daily Grid Operations Reports [12] provide
information on sudden loss of power above 450 MW caused by generating unit
trips and information on line contingencies (total peak generating capacity
in ERCOT is above 65 GW). In addition, it is generally straightforward to
visually detect large sudden imbalances in generation and load by monitoring
the frequency. However, information related to events like transmission line
reclosing and trips and other equipment trips are not readily available. The
research presented in Chapters 5 and 6 examines if these system events are
visible in the PMU data and if it is possible to automatically detect events of
interest.
2.4 PMU Data Format and Protocol
New PMU stations are installed and removed from the network for var-
ious reasons causing the format of the archived hourly PMU files to constantly
change. The grouping of PMU quantities for each station changes as well,
resulting in two types of data files. The two types of data files are shown in
Table 2.2 and Table 2.3. The voltage magnitudes were arbitrarily selected. All
measurements are taken at customer-level voltage of 120 V.
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MAG1 ANG1 FREQ1 MAG2 ANG2 FREQ2
(V) (deg) (Hz) (V) (deg) (Hz)
. . . . . . . . . . . . . . . . . . . . .
24:26.7 79924.90 120.18 59.98 40.80 -10.12 60.02
24:26.8 79930.60 119.89 59.98 40.81 -9.91 60.02
24:26.8 79933.17 119.60 59.98 40.82 -9.70 60.02
Table 2.2: Example of Type 1 PMU data in CSV format for two PMU stations
with the magnitude, angle, and frequency for each station grouped together
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MAG1 ANG1 MAG2 ANG2 MAG3 ANG3 FREQ1 FREQ2 FREQ3
(V) (deg) (V) (deg) (V) (deg) (Hz) (Hz) (Hz)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
08:38.6 41.192 -22.827 79166.508 -45.7 73482 99.924 59.949 59.947 60.008
08:38.7 41.192 -23.457 79141.992 -46.3 0 0 59.948 59.947 0
08:38.7 41.187 -24.068 79138.844 -46.9 73484.742 100.14 59.948 59.948 60.009
Table 2.3: Example of Type 2 PMU data in CSV format for three PMU stations with the frequencies for
each station listed in the last columns
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Because of the two file types and the large variety in the number and
location of stations in operation, it is cumbersome to read in PMU data and
begin analysis of the data. Without an automated method, it is first necessary
to open the PMU file and count the number of stations and the order of the
stations in order to conduct accurate analysis. In addition, dropped data
points show up in the voltage magnitude and frequency as zeros and need to
be removed before analysis on the data can begin.
A protocol was created to analyze the PMU data files and indicate
the type of file format, the number of PMU stations, and the quality of the
PMU data. The file format type indicates if the PMU frequency for each
station is grouped with the other PMU station data or if all PMU frequencies
are grouped together as shown in Table 2.2 and Table 2.3 respectively. The
number of PMU stations provides the number of PMU stations in operation at
the time the data was archived. The quality of the PMU data is “true” if the
PMU station contains zero or a limited number of dropped data points and
“false” if the data contains many dropped data points or if the PMU station
is not sending data to the PDC. An example of the Protocol output is given
in Table 2.4. This information is used to determine how to label the data type
and how to label the data by PMU location.
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Type
Number of NMP 1
measurement point Mag Ang Freq
(NMP) Col Index Fault Col Index Fault Col Index Fault
2 6 1 true 2 true 13 true
Table 2.4: The Protocol function determines the PMU file type, the number of PMU stations, indicates
the column locations for each PMU station magnitude, angle, and frequency, and indicates if the PMU
data is ’faulty’ or contains missing data
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2.4.1 Relative Phase Angle Difference
In this research, the voltage phase angle difference between two PMU
locations is used to detect events in the voltage phase angle. However, ideally
when there are a large number of PMUs installed in the system, a common
reference phase angle for all PMUs is desired. This reference phase angle can
be determined by applying a center of gravity (COG) concept to PMU-derived
local frequencies. A common phase angle reference can then be subsequently
obtained from this COG frequency. Any PMUs located within the intercon-
nected system can be referenced to this COG derived reference frequency or
reference phase angle. There are many power system measurements available
to estimate center of gravity as is well known in literature [3] and will not be
discussed here.
Data from five PMUs are available at five separate locations with the
distances between any two PMUs being very large. For example, the shortest
geographical distance between two PMUs is approximately 105 miles apart.
The closest two PMUs in the network is between Waco and The University of
Texas (Austin). The longest distance between two PMUs is between McDonald
(Ft. Davis) and UTPA (Edinburg). The geographical distance between these
two PMUs is approximately 560 miles apart.
These PMUs are located among many generation buses and many of
those buses are PV buses; maintaining the scheduled generation and the sched-
uled bus voltage (V = 0.95 p.u. to 1.05 p.u.). The McDonald PMU is located
among wind power plants which are operated as a PQ bus (delivering power
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at specified real and reactive power, many of wind plants are operated at unity
power factor). For the case where two PMUs are installed at buses located
at opposite ends of a transmission line, the voltage phase angle difference and
power transfer between the two adjacent buses can be measured and computed.
However, when there are many generators and loads connected to the network
between these two PMUs, the measured data between the two PMUs at op-
posite ends of the power system network cannot be used to directly measure
the voltage phase angle difference or the power transfer.
The voltage phase angle difference between any two PMUs available in
this project cannot be used to estimate the power transfer, but, the PMUs
are instead used to measure power system oscillations and other power system
events. Two different PMU signals are used to screen for power system events,
voltage phase angle and frequency. As previously stated, due to the limited
number of PMUs installed in this area, the COG concept is not applied, but,
instead, the difference in phase angle between two PMUs (relative phase angle
difference - RPAD) is used as a sensing variable to detect power system events.
Note that the frequency is computed at each PMU.
2.4.2 Unwrapping Voltage Phase Angles
Once the file format type is known, the columns of the PMU data
are identified and the voltage phase angle data is modified before analysis can
begin. Since the rotation of the voltage phasors is not constant and not always
at nominal frequency (60 Hz), the voltage phase angles increase or decrease
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depending on if the speed of rotation is greater or less than nominal. When
the voltage phasor is rotating at greater than nominal speed it is rotating
counterclockwise and crosses from 180◦ to −180◦ degrees, the voltage phase
angle jumps as shown in Fig. 2.8. When the voltage phasor is rotating at less
than nominal speed it is rotating clockwise and crosses from −180◦ to 180◦,
the voltage phase angle also jumps as shown in Fig. 2.8. Therefore, the change
in frequency from less than 60 Hz to greater than 60 Hz can be seen in Fig. 2.8
when the angle goes from −180◦ to 180◦ jumps to 180◦ to −180◦ jumps.


















Waco, TX PMU-180o to 180o
180o to -180o
Figure 2.8: Raw voltage phase angle for two PMU stations
The voltage phase angle at each PMU station is unwrapped before the
difference in the voltage angle between the two stations is taken (RPAD). The
code for the function written in Matlab to unwrap each PMU station phase
angle is given in Appendix B. The unwrapped voltage angle for each PMU
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station is shown in Fig. 2.9. The frequency of the system changes from less
than 60 Hz to greater than 60 Hz around 210 seconds in Fig. 2.9 when the
direction of the phase angle changes from decreasing in value to increasing in
value.























Figure 2.9: Unwrapped voltage phase angle for two PMU stations
The RPAD between the unwrapped voltage angles is shown in Fig. 2.10.
It is easy to see the electromechanical oscillations present in the system in the
unwrapped RPAD. All possible RPAD combinations are calculated for each
PMU file.
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Figure 2.10: RPAD between the same two PMU stations corrected by individ-
ually unwrapping and taking the difference
2.5 Summary
In this chapter, the Texas Independent Synchrophasor Network was
introduced. A brief introduction to synchrophasors and their applications
was provided in Section 2.1. The use of synchrophasor phase angle to esti-
mate frequency was given as well. An algorithm created to determine the
best placement of PMUs in a network for power system event monitoring pur-
poses was described in Section 2.2. The algorithm was applied to and used
ERCOT network data. A description of equipment used in the Independent
Synchrophasor Network was provided in Section 2.3. The PMU data format
and necessary adjustments to the data before power system analysis can begin
are provided in Section 2.4.
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Chapter 3
Methods Used for Monitoring Power System
Stability in Synchrophasor Data
It is important to monitor the stability of power systems as they are
being pushed closer to their operating limits. Poorly damped oscillations could
limit power transfer capabilities or worse lead to system instability and could
result in system wide blackouts such as seen in the blackout on August 10, 1996
in the Western Interconnect [46]. Stability monitoring is the monitoring of
electromechanical oscillations which are inherent to a system of interconnected
synchronous machines. Electromechanical oscillations are excited by input
to the system such as unit generating trips, clearing of faulted equipment,
or random switching of power system components such as load switching.
However, in power system stability monitoring, the input to the system cannot
be measured and therefore, stability is monitored only through the measured
system output. The measured system output of the power system in response
to unknown input can be analyzed to monitor system stability using a variety
of techniques.
This chapter provides background on power system dynamic behavior
and how the measured power system responses are used to evaluate power
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system stability. The concept behind estimation of power system stability
by examining measured response is presented in Section 3.1. The different
types of system responses that are studied are presented in Section 3.2. The
different methods used to estimate the frequency, damping, amplitude, and
phase components of the measured signal are presented in Section 3.3.
• Publication: The methods described and tested in this chapter are also
applied in the research presented in the following publications [14, 16]
– A. Allen, S. W. Sohn, W. M. Grady, S. Santoso. “Validation of dis-
tribution level measurements for power system monitoring and low
frequency oscillation analysis” in Power Electronics and Machines
in Wind Applications (PEMWA), 2012 IEEE, July 2012.
– A. Allen, S. W. Sohn, W. M. Grady, S. Santoso. “Algorithm for
Screening PMU Data for Power System Events” in IEEE Interna-
tional Smart Grid Technologies (ISGT), 2012 IEEE, October 2012.
3.1 Power System Stability
Power system stability is the ability of the power system to maintain
operating equilibrium under normal operating conditions and to be able to re-
store the system to a state of equilibrium after a large disturbance occurs [3].
Traditionally, the ability of the power system to maintain stability has been de-
fined as the ability of the system to maintain synchronous operation. However,
there are many classes of power system stability as shown in Fig. 3.1. Voltage
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stability is the ability of the power system to maintain acceptable levels of volt-
age at every bus in the power system. This type of stability is not examined in
this dissertation. Angle stability is the ability of the synchronous machines in
the system to remain in synchronism. This type of stability problem involves
the study of the electromechanical oscillations inherent to the power system.
The angle stability problem is broken down into two types: small-signal sta-
bility and transient stability. Both types are described in Subsections 3.1.1
and 3.1.2, respectively.
As shown in Fig. 3.1, small-signal stability can be a mid-term stability
or long-term stability issue. The study period of mid-term stability can be
up to several minutes and the study period of long-term stability can be up
to several tens of minutes [3]. Short-term stability is also known as transient
stability and has a study period of up to 10 seconds.
3.1.1 Small-Signal Stability
Small-signal stability is the ability of the power system to maintain
synchronism during small disturbances in the power system. Small power
system disturbances are the typically random, low-amplitude variations in
power system load and generation. The small disturbances in the system can
lead to two types of instability as shown in Fig. 3.1: non-oscillatory instability
which is the steady increase in rotor angle or oscillatory instability which
is the increase in amplitude of rotor oscillations [3]. The system response
to small disturbances depends on many factors such as the strength of the
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Power System Stability




























Figure 3.1: Classification of power system stability [3]
system, the system’s initial operating point, and generator controls. Since
small disturbances result in low-amplitude variations, it is assumed that the
power system can be linearized around an operating point. This allows for the
use of linear system concepts to describe power system small-signal stability.
The low-amplitude variations of the power system are described by the set of
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coupled first order linear differential equations shown in Eq. 3.1.
ẋ(t) = Ax(t) +BLq(t) +BEuE(t) (3.1a)
y(t) = Cx(t) +DLq(t) +DEuE(t) + µ(t) (3.1b)
In Eq. 3.1, x is a vector that contains all system state variables such as
generator rotor angles. Inputs to the system are represented by vectors uE and
q. The vector uE is an exogenous input to the system and represents known
actions such as the application of probing signals. The use of a known probing
signals can significantly increase the accuracy of mode estimation. A probing
signal may be injected into the power system through a variety of actuator
actions such as resistive brakes, generator excitation, or modulation of DC
intertie signals [4]. The vector q is a random vector and represents small-
amplitude perturbations to the system, i.e., the small-amplitude changes in
load and generation that are always present. The elements of vector q have
been shown to behave as independent stationary Gaussian white noise [4]. The
vector y represents the measured output signals of the system and contains
measurement noise µ. The matrix A is the state or plant matrix, B is the
control matrix, C is the output matrix, D is the feedforward matrix, and t is
time.
The representation of a dynamic system model as a set of coupled first-
order differential equations in Eq. 3.1 is also known as the state space repre-
sentation and allows for the application of modal analysis. Modal analysis is
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the study of the electromechanical modes of the system. A mode’s properties
are the frequency, damping, and shape. The mode’s frequency and damp-
ing indicate the system’s stress which typically increases as load increases or
generating capacity decreases. The mode shape is used to provide critical in-
formation for making operational control decisions [4]. Therefore, small-signal
stability is monitored by monitoring the modal frequency and damping of the
system. The output vector of the system y is used to estimate the modal
properties. The signal-processing methods used to analyze the modes present
in y is described in Section 3.3.
Electromechanical modes can be broken down into four groups as shown
in the oscillatory instability small-signal stability subcategory in Fig. 3.1. Only
local (or intra-area) and inter-area modes are studied in this dissertation. Local
modes occur when one machine oscillates against a group of machines. Since
the inertia of this type of oscillations is higher and is associated with lower
impedance connections, the frequencies of local modes are higher, in the 1 - 2
Hz range. Inter-area modes occur when one group of machines are oscillating
against another group of machines and this type of mode’s frequencies are in
the 0.2 - 1.0 Hz range. Typically, power system stability issues associated with
modes arise from the inter-area category of modes [4].
3.1.2 Transient Stability
Transient stability is the ability of the power system to maintain syn-
chronism during a large disturbance. The power system response during a
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transient disturbance involves large swings in generator rotor angles. Stabil-
ity of the power system depends on both initial operating conditions and the
severity of the disturbance. It often occurs that after a large disturbance the
steady-state operating conditions differ from conditions prior to the event. For
transient stability studies, the period of interest is usually from 3 to 10 seconds
following the disturbance.
3.2 Transient and Ambient Power System Response
As described in Section 3.1, angle stability is broken down into two
types: small-signal stability and transient stability. Small-signal stability deals
with system stability in response to small disturbances and transient stability
deals with system stability in response to large disturbances. These concepts
are expanded upon in this section as shown in the block diagram in Fig. 3.2
from [4, 5]. Fig. 3.2 shows a structure describing the source of the electrome-
chanical oscillations resulting from the power system response to small and
large disturbances. The power system is represented by the linear multiple-
input and multiple-output (MIMO) system G and network topology changes
are represented by the gain matrices K and K ′. The gain matrix K represents
known changes and the matrix K ′ represents unknown changes in topology.
The vectors q and uE represent the inputs to the system as described in Sub-
section 3.1.1. The measured output y and measurement noise µ are also the
same. The output yi(t) is the i



















Figure 3.2: A diagram showing the sources of power system dynamic informa-
tion [4, 5]
Based on the representation of the dynamics of the power system shown
in Fig. 3.2, the response of the system can be classified into two types: am-
bient and transient. For the ambient response, the power system is excited
by random, low-amplitude variations represented by q and uE. The transient
response is typically larger in amplitude and caused by sudden switching repre-
sented by s or s’ or by a sudden step impulse represented by uE. The resulting
time-domain response ŷi(t) is colored by the dynamics of G.
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An example of measured ambient and transient power system responses
is shown in Fig. 3.3. Prior to the disturbance which occurs at 29 seconds, the
ambient response of the system is measured. After the start of the disturbance,
the transient response of the system is seen. After the ringdown of the transient
response at 37 seconds, the system returns to conditions where the system is
excited by low-amplitude variations and the ambient response is measured.





















Figure 3.3: The measured ambient and transient power system responses
Signal processing methods are applied to measured system outputs dur-
ing ambient and transient responses to estimate power system electromechan-
ical modes. The types of signal processing methods used to analyze these two
responses are ringdown analysis and mode-meter analysis. These methods are
described in Section 3.3.
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3.3 Mode Estimates
This section describes the methods used in this dissertation to analyze
power system behavior, specifically power system modal behavior. First, a
description of each method will be provided. Next, the accuracy of the method
is tested. Finally, the parameters for each mthod are examined to determine
how they influence the results. Mode estimation methods for power system
application avaliabel in literature are categorized in Fig. 3.4 [6] based on the
concepts described in Sections 3.1 and 3.2. The acronyms for each method
in Fig. 3.4 are extended in Appendix A. In Fig. 3.4, the methods are first
categorized by type of measured power system response: ambient response
or transient response. Ambient response methods are broken down into two
further categories: probing and non-probing. The probing category involves
interjection of a known probing signal into the power system using different
actuator methods such as dynamic resistve brakes, generator excitiation, or
modulation of the control signal of DC intertie signals [47–49]. The methods























































Figure 3.4: Classification of methods used to monitor power system stability based on type of measured
power system response [6]. Underlined methods are used in the research presented in this dissertation and
are described in Section 3.3
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The underlined methods (Yulewalker YWS, Prony, Matrix-Pencil) are
used in this dissertation and are described in this section. The Prony and
Matrix-Pencil methods are linear, time-domain approaches and are described
in Subsections 3.3.1 and 3.3.2, respectively. The non-recursive parametric
methods described in this section are methods that estimate the autregressive
(AR) coefficients from a measured signal. These methods provide paramet-
ric and spectral results and are described in Subsection 3.3.3. Some non-
parametric methods are used for ambient analysis as well, such as the fast
Fourier transform (FFT) and Welch, and are described briefly in Subsec-
tion 3.3.4.
3.3.1 Prony Method
The Prony method is used to fit a signal to a parametric linear model
and is described in this subsection. The accuracy of the Prony method for
estimating signal components is examined as well.
3.3.1.1 Prony Method Theorem
The Prony method has been used extensively in power systems analysis
to monitor power system response to large disturbances or during normal
operating conditions [50–55]. The Prony method fits a linear combination of





σitsin (2πfit+ φi) (3.2)
65
The evenly sampled signal in Eq. 3.2 is y(t). Each damped sinusoid
consists of four components: magnitude Ai, frequency fi, damping factor σi,
and phase φi. Each damped sinusoid is considered one of n modes of the signal.
Applying Euler’s theorem and letting t = kT , Eq. 3.2 is rewritten as







The poles of the system, zi, are shown in Eq. 3.4 and the complex pole







The Prony method estimates zi and Ri using the following three steps.
The first step is to use the signal, y[k], of length N to create a linear prediction
model (LPM) of order n as shown in Eq. 3.6.
y[k] = a1y[k − 1] + a2y[k − 2] + . . .+ any[k − n] (3.6)
In order to estimate the coefficients, a, of Eq. 3.6, the values of y[k] are










y[n− 1] y[n− 2] · · · y[0]
y[n] y[n− 1] · · · y[1]














Eq. 3.7 can also be written in the abbreviated form shown in in Eq. 3.8.
d = Da (3.8)
The a coefficients in Eq. 3.8 can be solved for using Eq. 3.9. The a
coefficients are known as the linear prediction coefficients.
a = D\d (3.9)
In the second step, the roots of the characteristic polynomial equa-
tion, zi, associated with the linear prediction coefficients are solved for. The
characteristic polynomial equation is shown in Eq. 3.10.
zn − a1zn−1 − . . .− an−1z − an = (z − ẑ1) (z − ẑ2) . . . (z − ẑn) (3.10)
The final step is to solve for the original set of linear equations shown in
Eq. 3.3 to calculate the complex pole weightsRi. The roots of the characteristic
polynomial, ẑi are used to find the complex pole weights Ri as shown in the
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Eq. 3.11 can be rewritten as shown in Eq. 3.12.
Y = UR (3.12)
The complex weights, Ri, are calculated using Eq. 3.13.
R = U\Y (3.13)
The estimates for the poles, ẑi, and the complex pole weights, Ri, are
used to calculate the frequency, damping, amplitude, and phase using Eqs. 3.4
and 3.5. The reconstructed signal using the estimated frequencys, damping,
amplitude, and phase angle is calculated using Eq. 3.3.
3.3.1.2 Prony method Estimates for a Test Signal
The accuracy of the frequency and damping estimates made using the
Prony method is tested by applying the Prony method to a noisy signal con-







σitsin (2πfit+ φi) + Ann (t) (3.14)
For the test signal, ynoise, the number of damped sinusoids, n, is set to
3. The damping, σi, and frequency, fi, for each of the damped sinusoids is
given in Table 3.1. The amplitude for all the damped sinusoids, Ai, are set to
1 and the phase shift for all sinusoids, φi, is set to 0. The signal n(t) is the
Gaussian noise added to the signal. The amplitude of the noise, An, for the
test case is set to 0.4.
Table 3.1: Frequency and damping components for the test signal
Damped Sinusoid Frequency Damping Damping Ratio
No. i (Hz) Factor (%)
1 0.6 -0.1 2.65
2 1.4 -0.05 0.57
3 0.9 -0.2 3.53
The signal, ynoise, is sampled at 30 Hz and the length of the signal is
set to 10 seconds. A plot of the noisy signal and the estimated signal using
the Prony method is shown in Fig. 3.5. The order of the system is set to 170,
n = 170.
From Fig. 3.5, the estimate appears to be very accurate. The quality
of the Prony method’s ability to fit the original noisy signal is quantified by
calculating the signal-to-noise ratio (SNR). A higher value of SNR (greater
than 80 dB, for example [56]) indicates a good fit between the Prony estimated
signal and the original noisy signal. The SNR is calculated using Eq. 3.15.
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Figure 3.5: Reconstructed signal using Prony method parameter estimates









In Eq. 3.15, y[k] is the original signal, ˆy[k] is the Prony estimated
signal, and N is the number of samples in the signal. For the example test
signal and Prony estimate shown in Fig. 3.5, the SNR is 253 dB, indicating
that the Prony method estimate is a very good fit to the original signal. The
selected order of the system influences the SNR between the original signal and
the Prony method estimated signal. To show the influence the system order
has on the accuracy of the Prony estimate, the Prony method with changing
system order is used to estimate the components of the original signal. The
SNR is calculated for each selected system order. The results are shown in
Fig. 3.6. The plot shows the SNR along the y-axis and the system order along
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the x-axis.














Figure 3.6: The SNR between the Prony estimate and the test signal as a
function of the Prony system order, n
In Fig. 3.6, the higher the system order, the more accurate the Prony
estimate. However, the high system order results in components estimates
that “overfit” the original signal [57],[50]. This results in trivial components
that are not representative of the actual components in the system. An ex-
ample is provided in Figs. 3.7 and 3.8 to illustrate how a high order selected
for the Prony method overfits the original signal. From the signal shown in
Fig. 3.5, the estimated frequencies and their corresponding estimated ampli-
tude are plotted in Fig. 3.7. The estimated frequency is along the y-axis and
the estimated amplitude is along the x-axis. The estimated damping factors
and their corresponding estimated amplitude are plotted in Fig. 3.8. The esti-
mated damping factor is along the y-axis and the estimated amplitude is along
the x-axis.
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Figure 3.7: Prony method frequency estimates “overfit” the test signal with
the estimates closest to the actual frequencies of the test signal highlighted in
red
















Figure 3.8: Prony method damping factor estimates “overfit” the test signal
with the estimates closest to the actual damping factors of the test signal
highlighted in red
Figs. 3.7 and 3.8 show that a large number of the frequency and damp-
ing factor estimates have a very small amplitude and are located close to the
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y-axis. The Prony method is still able to accurately detect the actual fre-
quency and damping factor components as highlighted in red. If the Prony
method is to be used, a filter should be applied to remove low amplitude esti-
mates or to remove noise from the original signal [56]. However, from the case
presented here, it would be difficult to determine which frequency estimates
were “true” and which are trivial since there are some frequency estimates
located near the true frequencies of the signal. The Prony method is applied
to a signal where the noise of the signal is reduced (An is set to 0.05). The
order of the system is also reduced so that n = 50. The estimated frequen-
cies and their corresponding estimated amplitude are shown in Fig. 3.9 and
the estimated damping factors and their corresponding estimated amplitude
are shown in Fig. 3.10. For the less noisy signal, the frequency and damping
factor estimates that correctly represent the frequencies in the signal have a
much larger amplitude and are easy to detect. Therefore, for the analyses
in this dissertation that involve noisy signals, the Prony method will not be
used. The Prony method can be used for large transient events where there is
a small number of modes with large amplitude in the measured signal.
Subsection 3.3.2 describes the Matrix-Pencil method, another paramet-
ric linear method used for power system analysis that utilizes singular value
decomposition to the LPM to remove the trivial components.
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Figure 3.9: Prony method frequency estimates for a test signal with less noise;
the estimates closest to the actual frequencies of the test signal are highlighted
in red


















Figure 3.10: Prony method damping factor estimates for a test signal with less
noise; the estimates closest to the actual damping factors of the test signal are
highlighted in red
3.3.2 Matrix-Pencil Method
The Matrix-Pencil method is used to fit a signal to a parametric linear
model and is described in this section. The Matrix-Pencil method is less
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sensitive to noise compared to the Prony method. The accuracy of the Matrix-
Pencil method for estimating signal components is examined as well.
3.3.2.1 Matrix-Pencil Theorem
The Matrix-Pencil method [24] fits a sum of damped sinusoids to an
evenly sampled signal, similar to the Prony method described in Subsec-
tion 3.3.1. The goal is to estimate the complex weights Ri and poles zi from the
noisy signal. The mathematical representation of the sum of damped sinusoids







Again, the signal, y[k], in Eq. 3.16 is equal to the sum of the product
of the complex weights Ri and the poles zi. The parameter n is the number of
sinusoids or modes to be estimated. The damping and frequency estimates for
the signal are extracted from each zi as shown in Eq. 3.17. The amplitude and







This method also utilizes singular value decomposition (SVD) to effec-
tively remove noise from the signal before the estimates are made. Because
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a Matrix-Pencil function is not available in Matlab, a user-defined function
was created to calculate the parameters using the Matrix-Pencil method and
is described briefly by the following equations.
For a noisy signal, a matrix Y is created from the data points of the
signal as shown in Eq. 3.19.
Y =

y[0] y[1] · · · y[L]





y[N − L− 1] y[N − L] · · · y[N − 1]
 (3.19)
The parameter L is referred to as the pencil parameter and N is the
total number of data points in y[k]. For effective removal of noise, the pencil
parameter is chosen so that N/3 < L < N/2. This range was selected because
the variance in the estimates of the zi’s is at a minimum [58]. The SVD of the
matrix Y is shown in Eq. 3.20.
Y = UΣV H (3.20)
The matrices U and V are unitary matrices and the operator H is the
conjugate transpose. The singular values of Y are located along the diagonal
of matrix Σ in descending order. At this point, the parameter n is selected
and the noise from the signal is effectively removed. This is done by selecting
a threshold value based on the ratio of the singular values along the diagonal
of Σ to the maximum singular value, σ1. A threshold value is selected so
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that only the n singular values above the threshold are considered. This is




The selection of the threshold can be selected based on the known
accuracy of the significant digits of the signal. So if the signal is accurate up
to 3 significant digits, then singular values that fall below the ratio shown in
Eq. 3.21 are considered noise [58]. Another method is to select a threshold
that is 10% of the largest singular value, σ1 [24]. Once the parameter n has













The v’s are the first n column vectors of V from Eq. 3.20, matrix Σ′ is
the first n columns of Σ, V ′1 is the matrix V with the final column removed,
and V ′2 is the matrix V with the final row removed. Using the Matrix-Pencil
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as defined in [24], the matrices from Eqs. 3.22 to 3.24 can be used to create









In Eq. 3.25, the + operator is the pseudo-inverse of the matrix. The zi’s
are found by computing the eigenvalues for V ′H2 [V
′H
1 ]
+. Once the parameter n
and zi’s are known, they are used to solve for the Ri’s from Eq. 3.16. The Ri
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The estimates for the damping factor and frequency are extracted from
the zi’s as shown in Eq. 3.17 and the amplitude and phase is extracted from
the Ri’s as shown in Eq. 3.18.
3.3.2.2 Matrix-Pencil Estimates for a Test Signal
The accuracy of the frequency and damping estimates made using the
Matrix-Pencil is tested by applying the Matrix-Pencil to a noisy signal con-
taining known frequency and damping components. The test signal is given in
Eq. 3.27 and is the same as shown in Subsection 3.3.1. The amplitude for all
the damped sinusoids, Ai, are set to 1 and the phase shift for all, φi, is set to 0.
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Gaussian noise, n(t), is added to the signal. The amplitude of the noise, An,
for the test case is set to 0.4. The frequencies and the corresponding damping






σitsin (2πfit+ φi) + Ann (t) (3.27)
The signal, ynoise, is sampled at 30 Hz and the length of the signal is
set to 10 seconds.
An example of the reconstructed signal from estimates made using the
Matrix-Pencil method is compared to the original noisy signal in Fig. 3.11. As
can be seen from Fig. 3.11, the SVD of the Matrix-Pencil is able to remove
the noise from the signal and estimate the components of the “true” signal.
Because of the random nature of the signal, Monte Carlo simulations are
employed to fully evaluate the estimated frequency and damping. The mean
and standard deviation of frequency and damping factor estimates resulting
from 100 runs are provided in Table 3.2. The average estimated frequency
and damping components are very close to the actual frequency and damping
components. The standard deviation for each component is also very small,
especially for the frequency components, indicating the variation in the esti-
mates are very low. However, the standard deviation is greater for the damping
factor estimates, indicating that variation for estimates for the damping factor
is greater and care should be taken when using the Matrix-Pencil to analyze
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Figure 3.11: Noisy test signal
the damping factor.
Table 3.2: The test signal frequency and damping factor estimates using the
Matrix-Pencil method
Damped Sinusoid Frequency Damping Damping Ratio
No. i (Hz) (%)
1 0.5970 -0.0882 2.3521
Mean 2 1.4010 -0.0470 0.5335
3 0.8990 -0.1978 3.4969
Standard
1 0.0043 0.5852 0.0219
Deviation 2 0.0026 0.1987 0.0175
3 0.0061 0.6502 0.0370
The error between the mean value of the estimates and the actual
components is calculated using the formula in Eq. 3.28 where xref is the actual
80
frequency or damping factor components and xest is the estimated frequency
or damping factor component.
error =
(xest − xref )
xref
× 100 (3.28)
The errors between the estimated frequency and damping components
are given in Table 3.3. From Table. 3.3, the error in the frequency estimates
is very low - the largest error is 0.5%. The errors in the estimates for the
damping components are higher. The higher error rate should be taken into
consideration when using Matrix-Pencil to estimate the damping factor com-
ponents.
Table 3.3: Error in the estimated frequency and damping factor components
Damped Sinusoid Frequency Damping Damping Ratio
No. i (Hz) (%)
1 0.50% 11.76% 11.30%
2 0.07% 6.07% 6.14%
3 0.11% 1.10% 1.06%
Factors such as the pencil parameter, L, the tolerance threshold selected
for the ratio of σ’s as shown in Eq. 3.21, and the data window size impact the
estimated frequency and damping factor components. The estimates for the
damping and frequency components for changing pencil parameter L are shown
here. For each changing value of the pencil parameter L, the damping factor
estimates are shown in Fig. 3.12 and the frequency estimates are shown in
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Fig. 3.13. The dotted line indicates the actual damping factor and frequency
components. From Figs. 3.12 and 3.13, it is obvious that the parameter L
has a large impact on the damping estimates but not as large of an impact
on the frequency estimates. If the parameter L is set to slightly less than
half the length of the signal (in this case L = 148), the estimates for both the
frequency and the damping are more accurate. This follows the rule mentioned
in Subsection 3.3.3.1 where the variance of the estimates for zi is reduced when
the pencil parameter L is between N/3 and N/2. However, this rule was set
for signals with a SNR of 20 to 25 dB. In this case, the SNR for the signal is
much lower (the signal contains more noise) which might impact the selection
of L for accurate estimates made by the Matrix-Pencil method.



















Figure 3.12: Impact of pencil parameter L on the Matrix-Pencil damping
factor estimates, for changing L the damping factor estimates are indicated
by a dot and the actual damping factors are shown by the dotted lines
Next, the impact of the selected threshold on the parameter n is exam-
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Figure 3.13: Impact of pencil parameter L on the Matrix-Pencil frequency
estimates, for changing L the frequency estimates are indicated by a dot and
the actual frequencies are shown by the dotted lines
ined. In Fig. 3.14 below, the ratio between each σc from the diagonal matrix
Σ and the maximum value, σ1, is plotted. The number of singular values σc,
or order of the system n, used to estimate the frequency and damping compo-
nents depends on the selected threshold. If the threshold is too low, too many
σc values are used and erroneous estimates are made. If the threshold is too
high, not enough σc values are used and not enough estimates are made. The
impact the selected threshold has on the parameter n is shown in Fig. 3.15
where the value of n is a function of the selected threshold. From Fig. 3.15,
the correct number of estimates (three estimates for the 0.6 Hz, 0.9 Hz, and
1.4 Hz components) are made when the threshold is set between 0.1 and 0.55.
A threshold of 0.25 is used when the Matrix-Pencil is applied to a signal to
estimate the damping factor and frequency components.
83











Figure 3.14: The ratio between sigma values for the SVD diagonal matrix Σ
and the maximum sigma value








Figure 3.15: Impact of the selected threshold on the parameter n
Next, the impact window size has on the frequency and damping esti-
mates is examined. The window lengths that are examined are 5 seconds, 10
seconds, 15 seconds, 20 seconds, and 25 seconds in length. For each window
length, one hundred cases are run and the estimates from each case are saved.
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The mean and standard deviation of estimates from the 100 cases for each
window length are shown for the 0.9 Hz frequency component and for the -0.2
damping in Figs. 3.16 and 3.17, respectively. In Figs. 3.16 and 3.17, the mean
value is shown by the gray circle and the actual value is shown by the blue cir-
cle. For the 5 second window, both the frequency and damping estimates have
a higher variance compared to the other window lengths. However, a window
length greater than 10 seconds does not seem to reduce variance. Also, the
window length does not seem to improve the accuracy of the mean value when
compared to the actual value. From the cases examined here, a window length
of 10 seconds is sufficient for Matrix-Pencil application. The same is observed
for both the 0.6 Hz and 1.4 Hz modes.
























Figure 3.16: Impact of window size on the mean and standard deviation of
Matrix-Pencil estimated frequency components
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Figure 3.17: Impact of window size on the mean and standard deviation of
Matrix-Pencil estimated damping components
3.3.3 Autoregressive Model Estimates
Estimates for frequency and damping components using parametric,
non-recursive, time-domain methods are described here. Only methods that
estimate the autoregressive (AR) coefficients are examined. The accuracy of
these methods for analyzing signal components is examined as well.
3.3.3.1 Autoregressive model Background
A variety of functions are provided in Matlab to estimate the autore-
gressive coefficients from an input signal, y. The signal, y, is assumed to be the
measured output of an AR system that is driven by white noise [59]. The or-
der, n, for the AR model needs to be specified as well. One method used to fit
an nth order AR model is the Yule-Walker method [60]. The application of the
parametric Yule-Walker method is described in [4, 61]. The aryule function in
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Matlab returns the AR all pole model using the Yule-Walker algorithm. The
estimated AR coefficients are used to calculate the frequency and damping as
shown in the previous sections. A variet of methods to estimate parameters
of AR models are available in the Matlab System Identification Toolbox.
The pyulear function returns the power spectral density (PSD) esti-
mate for the measured system response and is described in detail in [62]. The
PSD provides an estimate of the strength of the frequency as a function of
frequency. The frequency content is easy to detect by examining the peaks
in the PSD. The steeper the sides of the peaks in the PSD, the lighter the
damping of the oscillations [4]. The application of the power spectral density
Yule-Walker method is described in [4, 61, 63].
3.3.3.2 Estimates for a Test Signal
The accuracy of the frequency and damping estimates is tested by ap-
plying the Matlab functions to estimate the AR coefficients for a noisy signal
containing known frequency and damping components. The test signal is again
provided in Eq. 3.29. The amplitude for all the damped sinusoids, Ai, are set
to 1 and the phase shift for all, φi, is set to 0. The signal n(t) is the noise
added to the signal and is random white Gaussian noise. The amplitude of the
noise, An, for the test case is set to 0.4. The frequencies and the corresponding
damping are 0.6 Hz with -0.1 damping, 1.4 Hz with -0.05 damping, and 0.9






σitsin (2πfit+ φi) + Ann (t) (3.29)
The order of the system, i.e. the number of AR coefficients, is set to
n = 92. Because of the random nature of the signal, Monte Carlo simulations
are employed to fully evaluate the estimated frequency and damping factor
components. The mean and standard deviation of frequency and damping
factor estimates resulting from 100 runs are provided in Table 3.4.
Table 3.4: True frequency and damping components for the test signal
Damped Sinusoid Frequency Damping Factor Damping Ratio
No. i (Hz) (%)
1 0.6001 -0.1074 2.8463
Mean 2 1.3993 0.8348 0.6147
3 0.9008 -0.2137 3.7734
Standard Deviation
1 0.0042 0.0291 0.7710
2 0.0040 0.0247 0.2809
3 0.0071 0.0526 0.9330
From Table 3.4, it is obvious that the estimates for both the estimated
frequency and damping components are very accurate. The standard devia-
tion is low for estimated frequency components but the standard deviation is
slightly higher for the estimated damping components. Overall, the perfor-
mance is good for a very noisy signal, where the SNR is low.
Next, the estimates (+) along with the actual (indicated as red o’s)
frequency and damping components are plotted in Fig. 3.18. From Fig. 3.18,
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the estimates are close to the actual frequency and damping components. The
higher variance in the damping estimates can be seen in Fig. 3.18.













Figure 3.18: The estimated frequency and damping components (indicated as
black +’s) for 100 runs and the actual frequency and damping components
(indicated as red o’s)
The PSD for the test signal is also estimated using the Yule-Walker
method. Because of the random nature of the signal, Monte Carlo simulations
are employed to fully evaluate the estimated PSD. The estimated PSD for
each run and the mean PSD for all the runs is shown in Fig. 3.19. The peaks
of the mean PSD in Fig. 3.19 are at 0.59 Hz, 0.90 Hz, and 1.4 Hz. The narrow
peaks indicate the oscillations for each of the frequencies is lightly damped.
The damping in the test signal is changed to illustrate how the steepness
of the peaks change for highly damped oscillations in the estimated PSD. The
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Figure 3.19: The Yule-Walker PSD estimated for each of 100 runs (blue) and
the mean PSD for all the runs (yellow)
damping of the 0.6 Hz oscillation is increased significantly, from -0.1 to -0.6.
The estimated PSD for the highly damped 0.6 Hz oscillation is compared
to the lightly damped 0.6 Hz oscillation as shown in Fig. 3.20. The rate of
change for the downward slope for the highly damped 0.6 Hz oscillation is -97.3
dB/Hz and for the lightly damped 0.6 Hz oscillation is -187.9 dB/Hz. From
this analysis, it is apparent that the damping of the oscillation impacts the
steepness of the peaks. The strength of the highly damped 0.6 Hz oscillation
shown in Fig. 3.20 is also reduced compared to the lightly damped oscillation.
This information can be used when analyzing the PSD as applied to PMU
data to examine damping of oscillations as well as frequency content.
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Lightly Damped 0.6 Hz Osc.
Highly Damped 0.6 Hz Osc.
Figure 3.20: The sigma values for the SVD diagonal matrix Σ
3.3.4 Other Methods in Literature
In this dissertation, the Fast Fourier transform (FFT) and Welch pe-
riodogram methods are also used to analyze the frequency content of signals.
Since these methods are well documented, this section provides an analysis of
their performance for the test signal used in Subsections 3.3.1 and 3.3.2.
Because of the random nature of the signal, Monte Carlo simulations
are employed to fully evaluate the estimated spectrum from both the FFT
and Welch methods. The estimated FFT spectrum for each run and the mean
spectrum for all the runs is shown in Fig. 3.21. The peaks of the mean Fourier
transform in Fig. 3.21 are at 0.59 Hz, 0.88 Hz, and 1.40 Hz, an accurate
representation of the frequency content of the test signal.
The estimated Welch PSD for each run and the mean spectrum for all
the runs is shown in Fig. 3.22. The peaks of the mean PSD in Fig. 3.22 are
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Figure 3.21: The Fourier transform estimated for each of 100 runs (blue) and
the mean Fourier transform for all the runs (yellow)
at 0.59 Hz, 0.88 Hz, and 1.40 Hz, an accurate representation of the frequency
content of the test signal.
















Figure 3.22: The Welch PSD estimated for each of 100 runs (blue) and the
mean PSD for all the runs (yellow)
92
3.4 Summary
Methods used to monitor and analyze power system stability were intro-
duced in this chapter. Two parametric, time-domain methods were described:
the Prony method and the Matrix-Pencil method. The theorems for both
methods was provided and the quality of their ability to estimate the signal
components were quantified by applying the methods to a test signal. A para-
metric, linear, non-regressive method, to estimate AR coefficients, was also
tested by applying the AR estimation methods to a test signal and calculating
the power spectral density (PSD) of the test signal. The PSD was calcu-
lated using the Yule-Walker spectral method and the Welch method. The fast
Fourier transform was also used to measure its ability to find the strength of
the frequency content in the test signal. These methods are used throughout
the following chapters to analyze actual power system measurements taken
from phasor measurement units.
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Chapter 4
Examination of the Value of Synchronized
Voltage Measurements Taken at
Customer-Level Voltage for Detection and
Analysis of Transmission System Events
4.1 Introduction
The research objective presented in this chapter is to determine if
customer-level voltage synchrophasor data is an accurate representation of
power system behavior. Research into this objective involves demonstrating
that customer-level voltage PMU data is an accurate representation of trans-
mission level measurements and can be used to analyze transmission system
behavior, e.g., power system events and low-frequency electromechanical os-
cillations.
4.1.1 Objective
As previously discussed in Chapter 2, synchronized voltage measure-
ments taken by Phasor Measurement Units (PMUs) allow for the wide area
monitoring of the electric power system covering a large geographical area.
However, the placement of PMUs and use of PMU data are controlled by util-
ities and the Independent System Operators (ISOs) that install them. Data
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are not always readily available for research from these entities. To overcome
this obstacle, the University of Texas at Austin introduced an Independent
Synchrophasor Network (now hosted at Baylor University) in order to moni-
tor events and analyze low-frequency oscillations from the electric power grid
through PMU measurements taken at the customer level voltage of 120 V.
At this voltage level, PMUs can be placed virtually anywhere throughout the
electric power system and measurements are freely available to use for power
system analysis. The intent of the research presented in this chapter was to
prove that:
• 120V PMU data contains information about large transmission level dis-
turbances,
• 120V PMU data and state estimator data collected by the utility or
system operator contain information about transmission system behavior
that is similar,
• 120V PMU data and transmission level PMU data contain information
about transmission system behavior that is similar, and
• 120V PMU data can provide information about the transmission system
even during ambient (non-event) conditions.
4.1.2 Challenges
Since information in the form of a voltage signal is distributed from the
transmission power system to the customer through a series of cables, equip-
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ment and parallel loads, the voltage measured by PMUs at the customer-level
voltages could potentially be polluted with noise and unwanted information.
Even though the voltage signal is filtered to remove high frequency noise and
harmonics before it is used for monitoring and analysis, phase shifts and other
unwanted information may appear in the data [11]. Concerns about syn-
chrophasor data taken from customer-level PMUs include:
• Voltage phase angle shifts that are introduced because of transform-
ers with delta-wye connections, phase-shifting transformers, and voltage
phase angle shifts caused by load current flowing through distribution
voltage level transformers.
• The effect of distribution system events on cusstomer-level voltage syn-
chrophasor data. Distribution system events include faulted lines and
equipment within the distribution system, line trip and reclosing to clear
faulted equipment, capacitor bank switching, and other events as de-
scribed in [64].
• Unknown/unidentifiable distribution system influences.
The delta-wye connected transformer and phase-shifting transformer
created phase angle shifts can range from −40◦ to +40◦ [65] and are not
unique to PMU measurements taken at distribution voltage levels. Delta-wye
connected transformers and phase-shifting transformers are present on the
transmission system and need to be taken into account for transmission level
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synchrophasor data as well. When system network data is known, delta-wye
and phase-shifting transformer-induced phase shifts can be corrected in the
synchrophasor data. The voltage phase angle shifts caused by load current
are much smaller. Within the UT Independent Synchrophasor Network the
voltage phase angle shift is approximately 3◦ (analyzed further in Section 4.5).
The magnitude of the phase shift between the transmission system and cus-
tomer level voltage depends on the number and size of the transformers and
the load current (higher currents are seen at peak load). The impact of distri-
bution level events on the PMU voltage phase angle is minimal and the effect
on frequency may not be visible. However, the voltage magnitude will be
heavily influenced by events that occur on the distribution system depending
on the nearness of the event to the PMU location. For faults located on the
distribution side, the voltage magnitude can drop to 0.9 p.u. [64]. Apart from
known events and transformer configurations, other influences of the distribu-
tion system on PMU measurements could be present but their effects unknown
(for example, effects of arc loads).
4.1.3 Strategy
The intent is to establish that 120V PMU data, particularly voltage
phase angle data and frequency data, can be used to make conclusions about
events occurring in the transmission system. In order to achieve this objective,
synchrophasor data from multiple geographically distant PMUs are used. The
transmission system is a strong and stiff system compared to the distribution
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network, and as a result an event in the transmission system such as a line trip
involves much more power re-routing than a comparable event at the distribu-
tion level. Such events are typically visible across the entire interconnection
and can be detected in multiple PMUs if not all PMUs within an intercon-
nected system. Using the observations that a) only the voltage magnitude is
heavily influenced by distribution level events and that b) distribution level
events only impact a single PMU, an event detected in the voltage phase angle
or frequency can be further evaluated by examining if the event is visible in
other PMUs and examining the drop in voltage magnitude.
The research presented in this chapter attempts to demonstrate that
120V PMU measurements contain accurate information about the behavior of
the power system at the transmission level. Such behavior includes the power
system response to large disturbances and trends in low frequency inter- and
intra-area oscillations. The analysis comprised the following steps:
• Monitoring and analysis of the response of the transmission level electric
power system to large disturbances as measured by 120V PMUs in order
to confirm that transmission level phenomena is indeed visible at the
120V level,
• Comparison customer level voltage phase angle data to transmission level
(69 kV) state estimator calculated voltage phase angle data,
• Comparison of the response of the power system to large disturbances as
measured by customer level voltage PMUs to the response of the power
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system as measured by transmission level PMUs, and
• Comparison of power system ambient response as observed by 120V
PMUs and transmission level PMUs (comparison of modal frequency
and damping estimates derived from 120V PMU measurements to esti-
mates derived from transmission level PMU measurements.)
Section 4.2 examines if known transmission system events are visible in
customer voltage level PMU data. This step is a prerequisite to proving the
utility of the 120V data; since if the transmission system events were invisible
(drowned out by distribution system noise, for example, or if the events failed
to propagate to the distribution level) then analysis on the 120V data would be
futile. The research described here proves that transmission system events are
indeed visible in the 120V data. To demonstrate that customer level PMUs are
able to accurately capture transmission system events, a comparison of 120V
synchrophasor data time stamp and frequency drop to the event data from
ERCOT Daily Grid Operations Reports [12] is made. Known transmission
system events are listed in the ERCOT Daily Grid Operations Reports and
these reports also include the system load at the time of the event, the cause,
the start time, and if relevant, the drop in frequency caused by an event. First,
the drop in frequency is examined to verify that the 120V PMU frequency drop
during the event matches the frequency drop as recorded by ERCOT. In ad-
dition, the PMU measurements contain information on the electromechanical
oscillations of the power system. A ringdown analysis is applied to the PMU
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frequency signal during the event to estimate the modal damping and fre-
quency of the electromechanical oscillations. The modal frequency estimates
are compared to oscillations that are typical for the ERCOT power system
during loading conditions at the time of the event as reported in [66]. The
PMU voltage magnitude is also examined to find the impact, if any, that large
transmission system disturbances have on customer-level voltage magnitude.
Section 4.3 describes comparison of ERCOT-supplied state estimator
calculated voltage phase angle difference data to 120V PMU measured voltage
phase angle difference data. This is the first comparison to indicate that
120V PMU measurements are accurate representations of the transmission
system behavior during steady state conditions. The statistical information
for both data sets (customer voltage level PMU and State Estimator voltage
phase angles) are compared for a time span of 3 months. The results of the
comparison show strong agreement between the two datasets.
In Section 4.4, the measurements of a PMU installed at 69 kV bus is
compared to the UT-Austin customer level voltage synchrophasor. The 69 kV
synchrophasor data are taken at Harris Substation which connects the UT-
Austin campus to ERCOT. The 120V and 69kV measurements are compared
during times of power system response to large events. The results of the
comparison once again show strong agreement between the two datasets.
In Section 4.5, the electromechanical oscillations estimates based on
PMU data measured at both customer voltage level and the transmission level
are examined. The damping and frequency of these low frequency oscillations
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are estimated using a block processing AR method as described in Chapter 3.
The nearness of these estimates indicate that no new oscillations are intro-
duced at the customer voltage PMU by the distribution system. However, it
is observed that a small voltage phase angle difference between the 69 kV and
120 V PMU measurements exists during ambient conditions. A simple simula-
tion is created to examine why small differences between the two measurements
arise.
4.1.4 Publications
• Publication: Part of the work presented in this chapter has been pub-
lished in [14]
– Allen, A.J.; Sang-Wook Sohn; Grady, W.M.; Santoso, S.; , “Valida-
tion of distribution level measurements for power system monitor-
ing and low frequency oscillation analysis,” Power Electronics and
Machines in Wind Applications (PEMWA), 2012 IEEE , vol., no.,
pp.1-5, 16-18 July 2012
4.2 120V PMU measurement analysis during a large
events
In this section, it is shown that customer-level voltage synchrophasor
data accurately capture the transmission system response to large events. A
power system response to a large event can be observed as a sudden, large
increase or drop in frequency, a temporary depression or rise in voltage magni-
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tude, as damped (if the system is stable) oscillations, or as a sudden jump in
the voltage phase angle. In this section, only large events caused by generating
unit trips are examined. For this first validation step is accomplished by com-
paring data on disturbances detected in customer-level voltage synchrophasor
data to event response information provided in ERCOT Daily Grip Opera-
tions Reports. The reports list the date and time of the event, the amount of
power in mega-watts (MW) lost, the frequency decline, and the system load
at the time of the disturbance. The reported frequency declines are based on
transmission level measurements and are therefore accurate representations of
power system responses to large disturbances.
The accuracy of customer-level voltage synchrophasor data are further
examined by estimating the damping and frequency of the disturbance in-
duced electromechanical oscillations as captured in the synchrophasor data.
The Matrix-Pencil and Prony methods are used to estimate the damping and
frequency and are described in detail in Chapter 3. These estimates are com-
pared to the damping and frequency of oscillations typically seen in ERCOT
during similar loading conditions as reported in [66]. The frequencies of the
electromechanical oscillations are heavily influenced by transmission line con-
gestion and power transfers and lightly damped oscillations are observed to be
at a higher frequency ranging from 0.67 - 0.87 Hz [66]. The observations made
in [66] are based on off-line small signal stability analysis studies.
Finally, the measured voltage magnitude is analyzed to determine if
transmission level disturbances strongly influence customer-level voltage syn-
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chrophasor data. The examples examined show that the voltage magnitude at
customer-level voltage is too noisy at some PMU locations to use for reliable
transmission system analysis.
4.2.1 Customer-level voltage PMU frequency during a large dis-
turbance
In this section, it is shown that customer-level voltage PMU frequency
accurately capture the transmission system response to large events, specifi-
cally generating unit trip events.
In Section 4.2.1.1, the shape of the frequency response caused by a
generating unit trip event is analyzed. Two examples from ERCOT [7] are
provided showing how the shape of the frequency response to an event is in-
fluenced by the system load. Next, the two frequency responses during the
same events as captured by the customer-level voltage PMUs are compared
to the ERCOT examples to illustrate the accuracy of the customer-level volt-
age measurements. Finally in Section 4.2.1.2, two separate disturbances are
examined and compared to information provided in the ERCOT Daily Grid
Operations Reports [12]. The ERCOT reports provide :
• the date and time of the disturbance,
• the total loss of generation in mega-watts,
• the frequency decline in hertz, and
• the ERCOT load at the time of the disturbance.
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The accuracy of the customer-level voltage PMU is tested by comparing
the time and frequency decline in the ERCOT reports to the customer-level
voltage PMU data. Finally, the disturbance induced oscillations are analyzed
by estimating their modal damping and frequency. The estimates are com-
pared to typical damping and frequency seen within ERCOT based on small-
signal stability analyses [66]. The Matrix-Pencil method is used to estimate
the modal damping and frequency and a Yule-Walker spectral analysis is used
to examine the frequency content of the PMU signals.
4.2.1.1 Customer-level voltage PMU frequency response
During a generating unit trip, the balance between the power consumed
and power generated becomes unbalanced and results in a drop in the system
frequency. The magnitude and rate of the frequency drop is dependent on the
quantity of megawatts lost and inertia of the power system at the time of the
event. The shape of the frequency drops and recoveries typically seen within
ERCOT is reported in [7, 67]. Fig. 4.1 illustrates typical frequency drop and
recovery and shows how the system inertia, or conventional generation online,
influences the rate and magnitude of the frequency decline. The frequency
response shown in Fig. 4.1 was taken from ERCOT [7]. For the two frequency
responses, the mega-watts lost are approximately the same (837 MW for the
dotted line and 890 MW for the solid line). However, the inertia of the system
is different for the two responses. For the dotted line, the disturbance occurred
in March 2010 with a system load of 23,655 MW and with 27,499 MW of
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conventional generation online. For the solid line, the disturbance occurred in
July 2009 and the system load was 49,209 MW with 55,609 MW of conventional
generation online. For the disturbance that occurred in March 2010 and with
lower inertia (dotted line), the rate of frequency decline was higher (0.066
Hz/s) and the frequency dropped to a much lower value (59.75 Hz). For the
disturbance that occurred during July 2009 and with higher inertia (solid line),
the rate of frequency decline was less (0.027 Hz/s) and the frequency dropped
to a higher value (59.80 Hz).
Figure 4.1: Frequency responses taken by ERCOT for two different load sce-
narios, lower inertia (dotted line) and higher inertia (solid line) [7]
The same events were recorded by the customer-level voltage PMUs and
the same shape of the frequency response shown in the ERCOT data is seen in
the PMU data. The frequency responses taken by the UT-Austin customer-
level voltage PMU at the time of the events are shown in Fig. 4.1. The shape
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and values of the frequency response taken by the PMUs are nearly identical
to the frequency response taken by ERCOT. For the disturbance during lower
inertia (dotted line), the rate of frequency decline was higher (0.0589 Hz/s) and
the frequency dropped to a much lower value (59.75 Hz). For the disturbance
that occurred during the summer and with higher inertia (solid line), the rate
of frequency decline was less (0.0291 Hz/s) and the frequency dropped to a
higher value (59.80 Hz). The rate of frequency decline was found by calculating
the slope using the time and frequency values at the start of the event and
the nadir (lowest point in the frequency). This first step shows how powerful
and accurate synchrophasor data are, even when measurements are taken at
a low voltage, i.e.m the frequency response of generating unit trips that occur
on the transmission system are clearly visible at 120 V.
4.2.1.2 Customer-level voltage PMU frequency response examples
Next, two examples of the frequency signal during generating unit trip
events taken from customer-level voltage PMUs are examined. The frequency
response from the PMU network are shown in Figs. 4.3 and 4.6. The measured
frequency drop and time of the event is compared to the frequency drop and
time taken from the ERCOT Grip Operations Reports [12, 13] for these events.
The first example shown in Fig. 4.3a are the frequencies from PMU stations
located at UT-Austin, McDonald Observatory, and UT-Pan America. For
this event, the ERCOT Grid Operations Report states the system response
was caused by a unit trip of 783 MW. ERCOT load at the time of the event
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Figure 4.2: Frequency responses taken by the UT-Austin customer-level volt-
age PMU for two different load scenarios,lower inertia (dotted line) and higher
inertia (solid line)
was 33,590 MW. The event starting time and recovery operations executed
by ERCOT to maintain system stability began at 4:10 CST and recovery
operations ended at 4:27 CST. The system frequency dropped to 59.80 Hz
during the event. The customer-level voltage PMUs frequency signals show
the frequency drops between 59.797 Hz and 59.799 Hz, equal to the frequency
drop provided by the Operations Report. The time of the event, 10:09 UTC,
is near that given in the ERCOT Operations Report. The slight difference in
time may come from the different timing sources used to timestamp the two
datasets.
In addition to the frequency drop, the high precision PMU data also
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(b) A zoomed view of the frequency
response
Figure 4.3: Frequency of a unit trip event of 783 MW on July 26, 2010
provides additional information. Electromechanical oscillations are visible in
the McDonald and UT-PanAM frequencies as shown in detail in Fig. 4.3b. The
oscillations are nearly 180 ◦ out of phase indicating that two portions of the
grid oscillate against one another. The modal damping and frequency for the
McDonald, UT-PanAm, and UT-Austin PMU frequency signals are estimated
using the Matrix Pencil method. The resulting modes with the two highest
amplitudes are given in Table 4.1.
From Table 4.1, the UT-PanAm modal frequencies estimates are 0.59
Hz and 0.21 Hz. The damping for the estimated 0.21 Hz mode is negative,
indicating a growing oscillation. However, the window of data containing the
oscillation is small and the oscillation is damped out when the window of
data is expanded. The 0.59 Hz mode is well damped with a damping ratio of
13.75%. The McDonald modal frequencies estimates are 0.23 Hz and 0.71 Hz.
The same approximate 0.2 Hz mode is visible at McDonald and UT-PanAm.
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Table 4.1: Matrix Pencil estimated modal damping and frequencies for July
26, 2010 event (frequency signal)








UT-Austin 15.9 -14.34 0.12
The 0.2 Hz mode is better damped at McDonald, but only very lightly damped
with a damping ratio of 1.68%. The second McDonald modal frequency is 0.71
Hz. Electromechanical oscillations are not as strongly visible in the UT-Austin
PMU frequency signal. The only modal frequency and damping detected by
the Matrix-Pencil method at UT-Austin was 0.12 Hz and -14.34%, respectively.
The Yule-Walker power spectral density is applied to the UT-PanAm,
McDonald, and UT-Austin frequency signals to measure the strength of the
frequency content of each signal. The PSD for the PMU frequency signals
are shown in Figs. 4.4 and 4.5. The UT-PanAm PSD shows the two modal
frequencies around 0.2 Hz but the two modes are close to one another. It’s
possible that the Matrix-Pencil method was unable to detect the two separate
modes. The same two modes near 0.2 Hz is also visible in the McDonald PSD.
The UT-PanAm PSD shows a 0.56 Hz mode and the McDonald PSD shows a
0.76 Hz mode. These are approximately the same frequencies as estimated by
the Matrix-Pencil method.
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Figure 4.4: Power Spectral Density of July 26, 2010 PMU frequency signals
The PSD for the UT-Austin frequency signal in Fig. 4.5 reveals an
additional mode at 0.54 Hz that was not detected by the Matrix-Pencil method.
It’s not clear why this frequency was not detected but it shows the importance
of using multiple methods to estimate modes in PMU signals.
The second frequency response event in Fig. 4.6 shows the drop in
frequency caused by a generating unit trip event that occurred on January
9, 2010 . Only two of the PMU stations in the independent synchrophasor
network, McDonald and UT-Austin, were operational at the time. From [12],
a unit trip of 1231 MW occurred at 10:28 CST, causing the system frequency
to drop to 59.77 Hz. The ERCOT load at the time of the event was 47,871
MW. The customer-level voltage PMU frequencies at the time of the event
are in Fig. 4.6a. The information from the PMUs indicate that the event
occurs at the same time (16:28 UTC) and the frequency drops to 59.763 Hz
at the McDonald station and 59.765 Hz at the UT-Austin station, similar to
the frequency drop provided by ERCOT.
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Figure 4.5: Power Spectral Density of UT-Austin PMU frequency signal during
the July 26, 2010 generating unit trip event
The Matrix-Pencil estimated modal damping and frequency for the
event are provided in Table 4.2. Only the modes with the two highest am-
plitudes are saved. The UT-Austin PMU frequency signal contains a 0.46 Hz
mode and an underdamped 0.18 Hz mode. The McDonald PMU frequency
signal contains the same approximate 0.20 Hz mode and a different 0.58 Hz
mode.
Yule-Walker power spectral densities for the UT-Austin and McDonald
PMU frequency signal is shown in Fig. 4.7. The two modes visible in the
UT-Austin PSD shown in Fig. 4.7a are 0.5 Hz and 0.2 Hz modes, similar to
the modes detected in Table 4.2. The two modes visible in the McDonald
PSD shown in Fig. 4.7b are 0.62 Hz and 0.2 Hz modes, similar to the modes
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(b) A zoomed view of the frequency
response
Figure 4.6: Frequency of a unit trip event of 1231 MW on January 9, 2010
Table 4.2: Matrix Pencil estimated modal damping and frequencies for January
9, 2010 event (frequency signal)








detected in Table 4.2.
Section 4.2.2 examines the impact the same events have on the voltage
magnitude as measured by customer-level voltage PMUs. The section will
evaluate if the measured voltage magnitude for distribution level PMUs can
be used for transmission system analysis.
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Figure 4.7: Power Spectral Density of January 9, 2010 PMU frequency signals
4.2.2 Voltage Magnitude during Transient Response
In this section, the response of the power system to generating unit
trips described in Section 4.2.1 are examined through the measured PMU
voltage magnitude. Before analysis begins, it is assumed that even at the dis-
tribution level, an event that occurs at the transmission level can be observed
in the voltage magnitude. The impact these events have on the voltage mag-
nitude measured by customer-level voltage are evaluated to determine if this
quantity can be used for transmission system analysis or if the impact of the
distribution system interferes with transmission system analysis. It is expected
that during a generating unit trip event the voltage magnitude is temporarily
depressed with a duration of a few cycles. In the examples examined, the per
unitized voltage magnitude is analyzed. To calculate the per unit voltage for
each PMU station, the base value is defined as the averaged voltage magnitude
one minute prior to the event start time. The measured voltage data are then
divided by the base voltage.
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The voltage magnitudes of the two generating unit trip events described
in Section 4.2.1 are shown in Figs. 4.8 and 4.10. The voltage magnitude
taken during the July 26, 2010 event in Fig. 4.8 was measured at UT-Austin,
McDonald Observatory, and UT-PanAmerican. At the start of the event, the
voltage magnitudes at UT-Austin and UT-PanAm begin to drop as shown
in Fig. 4.8. However, the voltage drop at all of the locations does not fall
below 0.995 p.u. and the voltage magnitude at McDonald does not seem to
be affected by the generating unit trip event. The start of the event is marked
with a red arrow in Fig. 4.8. Other isolated events are seen at McDonald and
UT-PanAm, but these events are not system wide and are only seen at a single
PMU location. The cause of the drop in voltage magnitude is unknown since
the customer-level voltage magnitude can be influenced by events occurring
on the distribution system as well as by events on the transmission system.
The depression in the voltage magnitude is also influenced by the location of
the event occurrence in relation to the PMU station and by the type of event
that occurred.
An hour of per unitized voltage magnitude data for McDonald is given
in Fig. 4.9. The amount of variation in the voltage magnitude indicates that
the customer-level PMU measured voltage magnitude is too heavily influenced
by the distribution system for accurate transmission system behavior analysis.
The voltage magnitude during the generating trip event that occurred
on January 9, 2010 is shown in Fig. 4.10. The PMU stations located at Mc-
Donald and UT-Austin were operational during the event. It is apparent from
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Figure 4.8: Voltage Magnitudes during a generating unit trip event causing a
sudden loss of 783 MW on July 26, 2010
Fig. 4.10 that the depression in the voltage magnitude during the event (the
event time is marked by the red arrow) in Fig. 4.10 is very small and detectable
only in the UT-Austin measurement where the per unitized voltage magnitude
drops to less than 0.1% of unity. The per unitized voltage magnitude at Mc-
Donald is noisy and contains events of unknown origin making it difficult or
impossible to detect the start of the generating unit trip event.
Even though it was observed that the voltage magnitude is influenced
by transmission system events, Figs. 4.8 to 4.10 show the strong influence of
the distribution system on the voltage magnitude measurements. Therefore, it
is unrealistic to analyze the power system transient response based solely on the
voltage magnitude measured at the distribution level. However, if the voltage
115


























Figure 4.9: Voltage Magnitudes during a generating unit trip event causing a
sudden loss of 783 MW on July 26, 2010
magnitude is used in conjunction with other voltage phasor quantities, the
voltage magnitude may be helpful in identifying different types of transmission
system events such as a fault, a line trip, or islanding event as described in [68].
4.2.3 Voltage Phase Angle during Transient Response
This section examines the impact generating unit trip events have on
the voltage phase angle as measured by customer-level voltage PMUs. The
section will evaluate if the measured voltage phase angle from customer-level
voltage PMUs are accurate enough to be used for transmission system analysis.
The response of the power system to a generating unit trip is seen
as a damped (if system conditions are stable) low-frequency oscillation in the
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Figure 4.10: Voltage magnitude during a generating unit trip event causing a
sudden loss of 1231 MW on January 9, 2010
PMU measured voltage phase angle. The estimated modal damping of the low-
frequency oscillation is an indication of how well the system is able to absorb a
disturbance without loss of stability. For example, if a large disturbance results
in oscillations that are underdamped, this could be used as indication that the
system might not be able to handle another large disturbance. There is an
increased risk that if another disturbance occurred it might result in system
wide blackouts as shown in the well documented blackout that occurred in the
Western interconnect in August 1996 [69].
The voltage phase angle difference between two distribution level PMU
stations during two generating unit trip events described in Section 4.2.1 are
analyzed here. The first event, on July 26, 2010, recorded data from PMU
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stations located at McDonald Observatory, UT-Austin, and UT-Pan Ameri-
can. The voltage phase angle difference between McDonald and UT-Austin in
Fig. 4.11a shows a 1.81 ◦ change during the initial swing, the difference between
UT-Austin and UT-Pan American in Fig. 4.11b shows a 2.36 ◦ change during
the initial swing, and the difference between UT-Pan American and McDon-
ald in Fig. 4.12 shows a change of 4.30 ◦ during the initial swing. The initial
swings between UT-Pan American (located in south Texas) and McDonald
Observatory (located in west Texas) are relatively large which is in agreement
with the analysis on the PMU frequency signal at these locations during the
same event as analyzed in Section 4.2.1. The UT-Pan American and McDon-
ald PMU frequency signals in Fig. 4.3a shows an oscillation of larger amplitude
between these two locations compared to the PMU frequency at UT-Austin.





























(a) McDonald and UT-Austin





























(b) UTAustin and UT-PanAm
Figure 4.11: Voltage Phase Angle Differences during a unit trip event of 783
MW on July 26, 2010
The modal damping and frequencies estimated by the Matrix-Pencil
method are given in Table 4.3. The dominant modal frequency in all PMU
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Figure 4.12: Voltage Phase Angle Difference between UT-Pan American and
McDonald during a unit trip event of 783 MW on July 26, 2010
voltage phase angle differences analyzed is an approximate 0.6 Hz mode. A
second 0.3 Hz mode was detected in the PMU voltage phase angle differ-
ence between McDonald and UT-Austin and between UT-Austin and UT-Pan
American.
The Yule-Walker calculated power spectral density for the events are
shown in Figs. 4.13 and 4.14 below. The frequencies in the PSD match the
frequencies in Table 4.3. The 0.63 Hz mode in Fig. 4.14 is much stronger than
the same 0.6 Hz mode in Fig. 4.13. It is possible that the 0.3 Hz mode that is
visible in the PSD in Fig. 4.14 was not detected by the Matrix-Pencil method.
During the second event, the PMU stations at McDonald Observatory
and UT-Austin were operational. The voltage phase angle during the event
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Table 4.3: Matrix Pencil estimated modal damping and frequencies for July
26, 2010 event (voltage phase angle signal)
Phase Angle Diff Amplitude Damping Frequency







UTPA-McD 0.67 9.79 0.64
Table 4.4: Prony estimated modal damping and frequencies for January 9,
2010 event (voltage phase angle signal)
Phase Angle Diff Amplitude Damping Frequency




in Fig. 4.15 shows a 10.3 ◦ initial swing. The large change in voltage phase
angle, caused by a generating unit trip with 1231 MW loss, is clearly visible at
customer-level voltage and demonstrates the ability of cusomter-level voltage
PMUs to represent events that occur at the transmission power system.
The modal damping and frequencies estimated using Matrix-Pencil are
given in Table 4.4. The modal frequencies are slightly different from the modal
frequencies estimated from the PMU calculated frequency in Table 4.2.
Yule-Walker power spectral density shows 0.56 Hz and 0.23 Hz modes
in Fig. 4.16. The estimate for the 0.23 Hz mode in the PSD differs from the
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(a) McDonald and UTAustin














(b) UTAustin and UT-PanAm
Figure 4.13: Yule Walker PSD for voltage phase angle differences during July
26, 2010 generating unit trip events

















Figure 4.14: Yule Walker PSD for voltage phase angle difference between UT-
PanAm and McDonald during July 26, 2010 generating unit trip event
Matrix-Pencil estimated 0.13 Hz mode. The 0.13 Hz mode is highly damped
with a damping ratio of 46.35%, therefore, the frequency of the oscillation is
121






























Figure 4.15: Voltage Phase Angle difference between McDonald and UT-
Austin during a unit trip event of 1231 MW on January 9, 2010
more difficult to estimate.
4.2.4 Conclusion
From these initial measurements it is apparent that with customer-
level voltage PMU measurements it is possible to clearly detect and analyze
the transient response of events that occurred on the power system, specifi-
cally generating unit trip events. The transients response is most obviously
visible in the voltage phase angle and the frequency measured at each PMU
station. In Section 4.3, the customer-level voltage PMU measurements are
further validated by comparing the PMU data to the state estimated volt-
age phase angle at buses located near UT-Austin and McDonald Observatory
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Figure 4.16: Yule Walker PSD for voltage phase angle difference between UT-
PanAm and McDonald during January 9, 2010 generating unit trip event
PMU stations. In Sections 4.5 and 4.4, an additional PMU is installed at the
transmission voltage level of 69 kV and is located at the transmission bus near-
est the UT-Austin PMU station. Large power system events and steady state
measurements are compared for measurements taken at customer-level voltage
and at 69 kV in order to validate the customer-level voltage measurements for
transmission system analysis.
4.3 State Estimator Voltage Phase Angle and Customer-
Level Voltage Synchrophasor Data Comparison
In this section, the accuracy of customer-level voltage phase angle mea-
surements as representation of the transmission level phase angle is analyzed
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by comparing the customer-level voltage synchrophasor data to 69 kV voltage
phase angle data as calculated by the system operator state estimator (SE).
Only the state estimates calculated for buses located near a customer-level
voltage PMU station are examined. For example, Harris Substation is the
transmission level bus located nearest to the University of Texas at Austin
PMU station. Therefore, the Harris Substation state estimated voltage phase
angle is used to determine the accuracy of the UT-Austin PMU measured
voltage phase angle. The other voltage phase angle examined is the customer-
level voltage phase angle measured at McDonald. The 69 kV state estimated
voltage phase angle taken from the McDonald 69 kV bus is also used for the
validation of the customer-level voltage PMU measurements.
Since system operators use results from the State Estimator (SE) for
applications such as contingency analysis and optimal power flow and are in-
creasingly used in emerging energy markets [70] it can safely be assumed that
the estimated voltage phase angle is an accurate representation of the true
voltage phase angle at the transmission bus. If customer-level voltage syn-
chrophasor data are comparable to the SE data then it can be stated that
customer-level voltage PMU data are an accurate representation of transmis-
sion bus voltage phase angles. A brief background on state estimation is
provided in Subsection 4.3.1. In Subsection 4.3.2 the voltage phase angle mea-
sured at customer-level voltage and the phase angle calculated by the system
operator state estimator are compared. The SE voltage phase angle data was
provided by ERCOT.
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4.3.1 State Estimator Background
The operating conditions of a power system are known through analog
and status measurements of the power system, however, some of the states of
the power system cannot be measured. State estimation is the method of esti-
mating the unknown states of the power system by using snapshots of real-time
measurements and static network data [70]. Estimation of the unknown states
is an optimization problem where estimates are made by minimizing error be-
tween the true states of the system and the measured states with equality and
inequality constraints [71]. Weighted Least Squares (WLS) state estimation
attempts to reduce error further by utilizing a weighted matrix which em-
phasize more accurate measurements. The WLS optimization problem with a






[zi − hi(x)]2 (4.1)
subject to gi(x) = 0; i = 1, ng (4.2a)
ci(x) ≤ 0; i = 1, nc (4.2b)
Where f(·) is the objective function, m is the number of measure-
ments, z is the vector of measurements, x is the vector of unknown states
to be estimated, h(·) is the function relating x to z, σi is the variance of the
ith measurement, and gi(·) and ci(·) are the constraint functions representing
power flow quantities.
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State estimates are a quasi-static representation of the power system
operating conditions [70]. Part of the reason the SE provides only a quasi-static
representation is that SCADA measurements used by the state estimator are
not synchronized. Measurements taken at each SCADA system scan can differ
by a few seconds. In addition, the interval at which state estimates can be
made is limited by large computations and therefore it is only practical for state
estimators to run every few minutes. In the estimated voltage phase angles
provided by ERCOT, the state estimator provides estimates approximately
every 5 minutes. In addition to a lower resolution, the timestamp for each
state estimate is not provided by GPS and introduces another time skew when
comparing to GPS synchronized PMU measurements.
4.3.2 SE and PMU Voltage Phase Angle Comparison
In this section a visual comparison between estimated voltage phase
angle and the customer-level voltage PMU measured voltage phase angle is
used to analyze the accuracy of distribution level PMU measurements as rep-
resentations of the transmission level voltage phase angle. The voltage phase
angle difference between the distribution PMU station at UT-Austin and Mc-
Donald Observatory are compared to the state estimator voltage phase angle
calculated at the nearest 69 kV buses. As has been mentioned before, the
PMU data has a sampling frequency of 30 Hz and the SE voltage phase angle
estimates are made approximately every 5 minutes. The PMU data is down-
sampled to match the 5 minute sampling rate of the SE voltage phase angle
126
in order to easily compare the two data sets. Three weeks of estimated and
measured data taken in April 2009 is plotted in Fig. 4.17. The two data sets
closely match during this time period. Steep changes in the the voltage phase
angle closely match as can be seen between the 6th and 7th day.
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State Estimator (69 kV)
Figure 4.17: Comparison of the voltage phase angle between UT-Austin and McDonald Observatory as
measured at the distribution level (dotted line) and as calculated at the transmission level using the state
estimator (solid line)
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A detailed view of the customer-level voltage measured phase angle (at
its original 30 Hz sampling rate) and the state estimated voltage phase angle
is given in Fig. 4.18. While the detailed view shows the nearness of the two
different datasets, it also emphasizes that the PMU data provides more detail
and therefore more information that can be utilized to monitor the health of
the power system.



























Figure 4.18: Detailed comparison of the voltage phase angle as measured at
customer-level voltage (solid line) and as calculated at the transmission level
using the state estimator (dotted line)
The comparison of the customer-level voltage PMU measured voltage
phase angle to SE calculated transmission level voltage phase angle demon-
strate the accuracy of the PMU measurements as representative of the voltage
phase angle at the transmission level. However, the state estimated voltage
phase angle is not a direct measure and therefore a more thorough approach is
129
used by comparing customer-level voltage synchrophasor data to synchropha-
sor data taken at the transmission level (69 kV) as provided in Sections 4.4
and 4.5.
4.4 Comparison of 69 kV PMU measurements to 120 V
PMU measurements Transient Response
In Summer 2010, an additional PMU was installed at Harris Substation
near the University of Texas at Austin at the 69 kV (transmission voltage)
level. A satellite view of the University of Texas campus with the locations
of the 120 V and 69 kV PMUs marked is shown in Fig. 4.19. The Harris
Substation connects the University of Texas campus to the grid and, therefore,
Harris Substation is the transmission level voltage bus closest to the customer-
level voltage UT-Austin PMU station. Voltage phasor and frequency data from
the 69 kV PMU are referred to as transmission level synchrophasor data or
Harris Substation synchrophasor data.
After installation of the transmission level PMU, it was observed that
events measured at both the distribution level and the transmission level are
comparable. Two examples of PMU frequency signals from customer-level
voltage and transmission level voltage during a generating unit trip are pre-
sented in this section. The PMU frequency signals are compared to show that
customer-level voltage PMU data are accurate representations of transmission
system frequency during a large event. The first example is of PMU measure-






Figure 4.19: Satellite view of the University of Texas campus with the UT-
Austin (120 V) and Harris Substation (69 kV) locations indicated
9:10:46 UTC. During the July 10, 2010 event, a drop in the frequency measured
at the UT-Austin customer-level voltage PMU station and the transmission
level PMU is shown in Fig. 4.20a. The event causes the frequency to drop
to 59.84 Hz at a rate of 2.51 mHz/s. As shown previously, the frequency is
calculated from the voltage phase angle measurements. A detailed view of the
frequencies in Fig. 4.20b measured at UT-Austin (120 V) and Harris Substa-
tion (69 kV) shows how closely the two PMU frequency signals match. The
PMU frequency signal from UT-PanAm is plotted as well in order to show
how a frequency signal can vary across the interconnected grid.
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UT Austin (120 V)
Harris Substation (69 kV)
(a) Frequency response during July






















UT Austin (120 V)
UT PanAm (120 V)
Harris Substation (69 kV)
(b) Detailed view of frequencies dur-
ing July 10, 2010 event
Figure 4.20: Frequencies during July 10, 2010 generating unit trip event taken
by distribution level (120 V) PMUs and transmission level (69 kV) PMU
The second example shows the frequency response as seen by UT-
Austin customer-level voltage and Harris Substation 69 kV PMUs during a
generating unit trip event on November 29, 2011. The sudden loss of 1,365
MW caused the frequency to drop to 59.69 Hz. The customer-level voltage and
69 kV PMU frequencies during the event are shown in Figs. 4.21a and 4.21b.
The detailed view shows how the frequency signal at customer-level voltage is
an accurate representation of the transmission level frequency. The PMU fre-
quency from McDonald is plotted as well to show how how the frequency can
differ during the same event at a different location within the interconnected
grid.
The power spectral density is calculated for each event. The results
are shown for both the customer-level voltage PMU and the transmission level
voltage PMU. The PSDs for the July 10, 2010 event is shown in Fig. 4.22a.
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Harris Substation (69 kV)
(a) Frequency response during
November 29, 2011 generating unit
trip event




















Harris Substation (69 kV)
McDonald (120 V)
(b) Detailed view of frequencies dur-
ing November 29, 2011 generating
unit trip event
Figure 4.21: Frequencies during November 29, 2011 generating unit trip event
taken by distribution level (120 V) PMUs and transmission level (69 kV) PMU
The PSDs for the November 29, 2011 event is shown in Fig. 4.22b. Both
results show that the spectral content and strength is very similar for both
customer-level and transmission level voltage PMU data.




















Harris Substation (69 kV)
(a) July 10, 2010 Event

















Harris Substation (69 kV)
(b) November 29, 2011 Event
Figure 4.22: Comparison of the power spectral density of the frequency signal
for customer-level voltage PMU at UT-Austin and transmission level voltage
PMU at Harris Substation
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In Section 4.5, the customer-level voltage PMU data will be compared
to the 69 kV PMU data during steady state (ambient) conditions.
4.5 Comparison of 69 kV Synchrophasor Data to 120 V
Synchrophasor Data during Ambient Conditions
In this section, customer-level voltage PMU measurements are com-
pared to 69 kV PMU measurements during steady state or ambient conditions
in order to further validate that customer-level voltage PMUs produce accurate
data that can be used for transmission system analysis.
4.5.1 Analysis of PMU Measurements
To further illustrate the accuracy of the UT-Austin 120-V measure-
ment as representative of nearby transmission voltage level measurements, the
voltage phase angle difference between the UT-Austin and Harris Substation
PMUs is examined during ambient conditions. A typical example of the volt-
age phase angle difference is shown in Fig. 4.23 over a period of 5 hours. In
Fig. 4.23, the difference never exceeds 0.7 ◦ during the time period indicating
the similarity of the distribution measured voltage phase angle to the transmis-
sion measured voltage phase angle. As expected, the difference is not constant
nor is it exactly zero. The load current flowing through reactive elements
causes a slight shift in the voltage phase angle difference and random load
switching causes the fluctuations seen in the data.
Occasionally the voltage phase angle difference jumps 2 ◦ or 3 ◦ as shown
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Figure 4.23: Voltage phase angle difference between UT-Austin and Harris
Substation during ambient conditions
in Fig. 4.24. The phase angle difference is from Harris Substation to UT-
Austin, a negative phase angle indicates power flowing from UT Austin toward
Harris Substation. In Section 4.5.2, a simulation created in Siemens/PTI
PSS/E software platform is used to analyze jumps in the voltage phase angle
difference and how the phase angle difference is influenced by the power flow
from the UT-Austin campus towards Harris Substation.
Next, to verify that customer-level voltage measurements provide an
accurate representation of transmission system low frequency inter- and intra-
area oscillations, the modal estimates made based on UT-Austin PMU mea-
surements (120 V) are compared to modal estimates based on Harris Substa-
tion PMU measurements (69 kV). The detrended PMU frequency from each of
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Figure 4.24: Example of a typical jump in the voltage phase angle between
the UT-Austin (120 V) and Harris Substation (69 kV)
the two locations is used to estimate the modal frequency and damping. The
detrend function is applied to the PMU frequency signal to remove the mean
value. An autoregressive (AR) block-processing method as described in [72] is
used to estimate the modal frequency and damping. A modified Yule-Walker
method is used to estimate the poles, a1,...,aN , of the system. The method
is applied to a moving window of 10 minutes of ambient data where the esti-
mated system order, N , is set to 64. The AR modified Yule-Walker method
is described in Chapter 3.
In Figs. 4.25a and 4.25b, two hours of ambient data are used to estimate
the modal damping and frequency. The ambient data is taken from January
8, 2012. In Fig. 4.25a, the data is taken from 00:00 to 02:00 UTC. Modal
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damping and frequency estimates are made for both customer-level voltage
PMU frequency and transmission level voltage PMU frequency. The modal
damping is along the x-axis and the frequency along the y-axis. In Fig. 4.25b,
the data is taken from 10:00 to 12:00 UTC.


















Harris Substation (69 kV)
UT-Austin (120 V)
(a) January 8, 2012 00:00 to 02:00
UTC


















Harris Substation (69 kV)
UT-Austin (120 V)
(b) January 8, 2012 10:00 to 12:00
UTC
Figure 4.25: Two examples of frequency versus damping ratio estimate com-
parisons for January 8, 2012 ambient PMU data
For the PMU stations’ location (central Texas) and at the time of the
measurements, the dominant modal frequencies are approximately 0.5 Hz and
1.0 Hz and are present in both the customer-level voltage and transmission
voltage level measurements. The 0.5 Hz mode falls under the defined inter-
area mode range and the 1.0 Hz mode falls under the defined intra-area mode
range [4]. It is evident from the modal estimates that customer-level voltage
PMU measurements provide a good representation of the ambient response of
the power system.
For the modal results from each two hour window of ambient PMU
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data, a class identification algorithm is applied to group the estimates into
meaningful subgroups. The class identification algorithm is described in [73].
An example of how the algorithm is used to detect a subgroup of modal esti-
mates is given in Fig. 4.26. Each subgroup of estimates in Fig. 4.26 is assigned
a unique color. For example, the subgroup of estimates identified as the 1.0 Hz
mode are blue and the subgroups of estimates identified as the 0.5 Hz mode
are pink. The mode estimates that do not belong to either of these subgroups
are considered noise and are assigned the color black in Fig. 4.26. The center
of each subgroup is also marked with an “x”. The center is the mean value of
the damping estimates in the subgroup and the mean value of the frequency
estimates in the subgroup.
















Figure 4.26: Example of how a class identification algorithm detects subgroups
of 1.0 Hz and 0.5 Hz modes
138
The class identification algorithm is used to automate the detection of
subgroups of modes. The automated class identification algorithm is applied
to an entire 24 hour period of two sets of synchrophasor data to compare the
modal content in each set of synchrophasor data. The follwing 5 steps describe
how this comparsion is accomplished. The steps are as follows:
• Step 1: The Yule-Walker algorithm is used to estimate modal damping
and frequency for a 10 minute window of customer-level voltage syn-
chrophasor data.
• Step 2: The moving window is applied to 2 hours of data. All modal
estimates from each 10 minute window spaning the entire 2 hours is
saved.
• Step 3: The class identification automatically identifies the center of each
detected subgroup created by the saved modal estimates. The center of
each detected subgroup for the 2 hour data are saved.
• Step 4: Steps 1 to 3 are repeated for the next 2 hours of synchrophasor
data and is repeated again until the entire 24 hours of synchrophasor
data are examined.
• Step 5: Steps 1 to 4 are repeated for the transmission level synchrophasor
data.
These steps are applied to synchrophasor data with the results shownin
Fig. 4.27. The center of each detected subgroup is shown for an entire day of
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customer-level voltage and transmission level synchrophasor data. Fig. 4.27a
shows how the 0.5 Hz mode changes throughout the day. The top subplot
shows the average frequency of the mode and the bottom subplot shows the
average damping of the mode. Each subplot compares the estimates made us-
ing the transmission level voltage PMU data taken at Harris Substation (solid
line) to the customer-level voltage PMU data taken at UT-Austin (dotted
line).
Fig. 4.27b is a plot of the 1.0 Hz mode. The top subplot shows the
frequency and the bottom subplot shows the damping comparing the trans-
mission level voltage PMU data taken at Harris Substation (solid line) to the
customer-level voltage PMU data taken at UT-Austin (dotted line).































(a) 0.5 Hz mode Harris Substation
(solid line) and UT-Austin (dotted
line)






























(b) 1.0 Hz mode Harris Substation
(solid line) and UT-Austin (dotted
line)
Figure 4.27: Frequency and damping ratio averages for 0.5 Hz and 1.0 Hz
modes at Harris Substation (solid line) and UT-Austin (dotted line) compared
for entire day of January 8, 2012
The average modal damping and frequency estimates for the 0.5 Hz and
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Table 4.5: Estimated modal damping and frequencies for January 8, 2012
ambient
Distribution PMU (120 V) Transmission PMU (69 kV)
Mode Frequency Damping Frequency Damping
1 0.50 47.61 0.51 47.53
2 1.05 18.20 1.06 18.89
1.0 Hz mode taken from Fig. 4.27 is summarized in Table 4.5. The estimates
based on the customer-level voltage synchrophasor data closely match the
estimates based on the transmission synchrophasor data.
The error between the modes estimated from the customer-level voltage
PMU data and transmission level voltage PMU data are shown in Fig. 4.28.
Fig. 4.28a shows the error for the 0.5 Hz mode and Fig. 4.28b shows the error
for the 1.0 Hz mode.































(a) 0.5 Hz mode
































(b) 1.0 Hz mode
Figure 4.28: Error between frequency and damping ratio averages for 0.5 Hz
and 1.0 Hz modes at Harris Substation (solid line) and UT-Austin (dotted
line) compared for entire day of January 8, 2012
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The error in modal frequency is very small at all times; the units for
the y-axis is in mHz. However, for the 0.5 Hz mode, a difference of nearly
2% is seen in the modal damping estimate for the window of data starting at
18:00 UTC. The plot of the modal estimates made for the window of data from
18:00 to 20:00 UTC is shown in Fig. 4.29. The plot shows the range of damping
estimates is very high, trailing off especially as the damping estimates increase.
Since the error is highest for highly damped modes, this small mismatch is not
a problem. Only when damping estimates reach a margin close to 5 to 3%
should alarms be raised [24].


















Harris Substation (69 kV)
UT-Austin (120 V)
Figure 4.29: Damping error increases only when modes are highly damped for
the 0.5 Hz mode
Section 4.5.2 explains the voltage phase angle difference between UT-
Austin and Harris Substation by creating a model of the University of Texas
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at Austin campus and its connection to the grid. The voltage phase angle
difference between these two PMU locations is shown in Figs. 4.23 and 4.24.
4.5.2 Steady State Model of UT Campus
A steady state model is used to analyze the power flow from campus
generators to the campus load and determine if the power flow creates the
voltage phase angle difference between the UT Austin campus PMU (120-V)
and the Harris Substation PMU (69 kV) shown in Fig. 4.24. The University
of Texas at Austin campus generates its own power to meet the demands of
campus load and creation of chilled water for air conditioning on campus.
The campus is connected to the rest of the power grid managed and operated
by the Electric Reliability Council of Texas through Harris Substation. This
connection to the grid provides frequency and voltage support to the campus
power system [74]. The steady state model of this system was created in
PSS/E. The data for the PSS/E model was provided in [74, 75].
Figure 4.30 shows the campus power system modeled in PSS/E. The
total generating capacity of the system is 140 MW. The main campus load is
placed at Bus 2 which is located at the end of the line separating the campus
generator bus (Bus 1) from the 12.0 kV Harris substation bus (Bus 2). The
PMU located at the 120 V level is located at the campus Engineering Science
building (Bus 5) and the 69 kV PMU at Harris Substation 69 kV bus (Bus
3). A small load is located at the 120 V level to represent the load near the
customer-level voltage PMU location.
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Figure 4.30: PSSE model of UT Austin Campus and Harris Substation
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Two different scenarios are used to show how the level of power gen-
erated on campus impacts the voltage phase angle between the two PMU
locations. For the first scenario, the total campus load and the matching gen-
eration is set to 50% capacity. The resulting voltage phase angle difference
between Bus 3 and Bus 5 is θ = 0.59 ◦. This value is similar to what might be
expected as shown in the actual PMU measurements plotted in Fig. 4.23. For
the second scenario, the generators are run at maximum capacity. The voltage
phase angle changes to θ = 1.67 ◦ indicating that the amount of generation
on campus has an impact on voltage phase angle similar to the observation
plotted in Figure 4.24. However, the difference in phase angle in the PSS/E
simulation does not exactly match the differences seen in the real data. This
discrepancy could arise from the approximate values used to model the line
impedance in the PSS/E model.
4.6 Summary
The results reported in this chapter make evident that customer-level
voltage PMU measurements provide an accurate representation of transient
and ambient responses of the transmission power system. The customer-level
voltage phase angle measurements were plotted with the state estimated volt-
age phase angle and shown to be similar. Comparison of transient response
effects on frequency and voltage phase angle indicated that the customer-
level voltage measurements provided a clear picture of the system transient
response. The estimation of modal frequency and damping illustrated the ac-
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curacy of distribution measurements as representation of the power system’s
ambient response. The results from this chapter indicate that use of customer-
level voltage PMU measurements are accurate for transmission system analysis
and will be used for the remainder of the research presented in this dissertation.
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Chapter 5
Algorithm for Screening Synchrophasor Data
for Power System Events
Synchrophasor networks generate large volumes of synchrophasor data
making it difficult to easily discover meaningful information about power sys-
tem behavior and events. The purpose of the research presented in this chapter
is to take the initial steps necessary to better understand power system be-
havior by detecting power system events of importance. Events that occur on
the grid that are visible in the synchrophasor data include but are not limited
to generator unit trips, transmission line trips, and sudden loss of load. To
detect power system events, a novel algorithm is created which is applied to
automatically detect events in the synchrophasor data. The algorithm detects
events based on the abnormal response of the power system to events com-
pared to normal operating conditions. When an event occurs, the normally
occurring low-frequency electromechanical oscillations increase in amplitude.
Three different signal processing techniques are utilized to help detect
power system events in the synchrophasor data. These techniques are fast
Fourier transform method, Matrix-Pencil method, and the Yule-Walker Spec-
tral method and were described in detail in Chapter 3. A fourth method uses
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the maximum difference in a window of data to help detect events. All four
methods are applied to a moving window of data for an entire hour of syn-
chrophasor data. For the signal processing methods, the peak values for each
window are saved. For the maximum difference method, the calculated max-
imum difference is saved for each window. Statistical methods are applied to
the saved peak values to determine if an event occurred for a particular win-
dow of data. If two or more methods detect a possible event, the window is
marked as containing an event and the data is saved for further analysis. This
method is applied to all frequency and relative phase angle difference signals
available at the time of the analysis. The number of signals is dependent on
the number of network PMUs in operation.
Section 5.1 provides an overview of the synchrophasor data used for
event detection and a description of the type of events that are detected. In
Section 5.1.2, a description of the screening algorithm development is provided
and includes a more detailed description of the signal processing and statistical
methods used by the algorithm. In Section 5.3, results from the application
of the algorithm to synchrophasor data are described. A chapter summary is
provided in Section 5.4.
• Publication: Part of the work presented in this chapter has been pub-
lished in [15–17]
– Allen, A.J.; Santoso, S.; Muljadi, E.; “Phasor Measurement Unit
(PMU) for Wide Area Monitoring, Protection, and Control (WAMPAC)
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Applications,” NREL Report, December 2012
– Allen, A.J.; Sang-Wook Sohn; Grady, W.M.; Santoso, S.; “Algo-
rithm for Screening PMU Data for Power System Events,” IEEE
International Smart Grid Technologies, October 2012, Berlin, Ger-
many
– Sang-Wook Sohn; Allen, A.J.; Kulkarni, S.; Grady, W.M.; Santoso,
S.; , “Event detection method for the PMUs synchrophasor data,”
Power Electronics and Machines in Wind Applications (PEMWA),
2012 IEEE , vol., no., pp.1-7, 16-18 July 2012
5.1 Overview
5.1.1 Independent Synchrophasor Network and PMU Data
As described in Chapter 2, large amounts of synchrophasor data are
generated by the Texas Independent Synchrophasor Network since the first
remote PMU station was added in January 2009. Because so much data has
been generated and is still being generated, it is difficult to detect events
of interest and analyze them for power system studies. Resources such as
ERCOT Daily Grid Operations Reports [12] provide information on sudden
loss of power above 450 MW caused by generating unit trips and information
on line contingencies (total peak generating capacity in ERCOT is above 65
GW). In addition, it is generally straightforward to visually detect large sudden
imbalances in generation and load by monitoring the frequency. However,
information related to events like transmission line reclosing and trips and
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other equipment trips are not readily available. The research presented herein
examines if these system events are visible in the PMU data and if it is possible
to automatically detect events of interest.
The term relative phase angle difference (RPAD) was introduced in
Chapter 2. The RPAD signal is used by the algorithm to detect power system
events as well as the PMU frequency signal. Though the frequency is calculated
by the PMU, different categories of events are visible in the frequency data
that are not easily detected in the RPAD. Also, the frequency is taken from
a single location while the RPAD is actually the angle difference between two
separate PMU locations. Some events that occur closer to one PMU location
are stronger in the measured signal of that PMU, and therefore may be more
easily detected in the frequency signal. The event in the measured RPAD
signal may be drowned out by the voltage phase angle from the opposite PMU
location. Also, the RPAD may reveal possible event sources that are not
as obvious in the frequency signal. One possible drawback is the difficulty
to diagnose and to categorize events in the case where are two independent
events occurring at the same time at two different locations. However, if this
happens, other PMU signals can collectively help decipher the event.
5.1.2 Screening Algorithm
The term event in this research is used to describe large disturbances on
the power system and sudden changes in power output at wind farms. Large
disturbances include but are not limited to short circuits on transmission lines,
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protective relay actions required to clear the fault such as transmission line
trip and reclosing actions, or a large and sudden loss of generation or load.
A sudden change in renewable energy includes but is not limited to large
ramping up or down of wind farm power output. Large disturbances excite
a single or multiple modes within the power system which can be measured
as oscillations in PMU voltage data. These oscillations typically consist of
one strong mode with the frequency of the oscillation between 0.1 and 2.0 Hz,
the amplitude of the oscillation is typically higher than oscillations induced by
random load switching, and the oscillation is quickly damped out if the system
is stable. For example, a low-frequency oscillation of 0.3 Hz with a damping
constant of 10% has a time constant of 5.3 seconds (the signal would drop to
37% of its original value after 5.3 seconds). This information is used to detect
events in the PMU data. However, it is difficult to verify the cause of many
of the detected events. The root cause of a few of the detected events can
be identified; however, not all causes are known since information on power
system disturbances is not always available or shared. Most of the guessed
causes of the event are based on clues present in the PMU data. Also, wind
power induced events are difficult to detect because detailed measurements of
renewable generation power output is necessary for a thorough analysis.
Because the PMU measurements used in this report are taken at customer-
level voltage of 120 V, events that occur on the distribution system may be
measured as well. However, the voltage magnitude at the customer-voltage
level is more heavily impacted by events that occur at the distribution sys-
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tem. Large events that occur on the transmission system are also visible at
multiple PMU locations rather than at a single PMU location for distribution
events. If it is unclear if a detected event occurred on the distribution system
or the transmission system, the data from multiple PMUs can be compared
during the time of the event and the voltage magnitude can be checked as
well. If the event appears at only one PMU location and the voltage magni-
tude drops significantly (to 95% or less of rated voltage), then the event should
not be considered a transmission system event. This type of event should be
attributed to the distribution system changes and should not be considered for
transmission system analysis. The purpose of the PMU network is to conduct
analysis on transmission system behavior but because measurements are taken
at customer-level voltage, distribution system events are recorded in addition
to transmission system events. Therefore, by using the guidelines above, it is
important to distinguish between these two types of events so that distribution
system events will not be incorrectly identified and interpreted as transmission
system events.
5.2 Screening Algorithm Development
This section describes the algorithm developed to screen PMU data
taken from PMUs within the Texas Independent Synchrophasor Network for
power system events. The synchrophasor data consist of voltage magnitude,
phase angle, and frequency for each PMU station and are saved hourly in
comma separated value (CSV) format. All PMU frequencies and all possi-
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ble voltage phase angle separations between PMU stations are analyzed. A
flowchart describing the algorithm is shown in Fig. 5.1. In the flowchart, the
signal to be analyzed for the hourly PMU file uploaded is assigned to the
variable y. The algorithm does not analyze the entire hour of data at once,
but instead analyzes a window of synchrophasor data, assigned to the variable
yWindow. The subroutine analysis on the window of data yWindow is applied
for each moving window of data until the end of the entire hour of the signal
y is reached.
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Figure 5.1: Flowchart listing the processes used to screen for events in PMU
data
In Section 2.4, the PMU CSV format and the protocol created to orga-
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nize and label PMU data for analysis was described. The same methods used
to load PMU data for analysis and “unwrap” voltage RPAD data are used in
this chapter. To illustrate the amount of information present in PMU data, an
entire day of voltage RPAD data between UT-Austin and McDonald is plotted
in Fig. 5.2. Each voltage RPAD and PMU frequency data set is screened for
possible events.





















Figure 5.2: Voltage RPAD between UT-Austin and UTPA for 24 hours
Section 5.2.1 describes the methods used to screen for events in the syn-
chrophasor data. Four different methods were used since each method is able
to detect different types of events. The methods are Fast-Fourier Transform
(FFT), Matrix-Pencil, an analysis based on the difference between the mini-
mum value and maximum value within a window of data (Min-Max method),
and Yule-Walker Spectral (YWS) method. The FFT and YWS are spectral
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methods while the Matrix-Pencil is parametric. All methods are applied to a
window of PMU data where resulting peak values from each method applied
to the data window are saved. The peak values from each data window for an
entire hour of synchrophasor data are used to detect events. Any peak mag-
nitudes greater than three standard deviations are marked as possible events.
Section 5.2.2 describes how the results from each of the methods are used to
detect events. If two or more methods detect an event in the same data window
that window is marked as containing an event. The event is plotted and data
saved for further analysis. The algorithm was developed in Matlab and uses
functions from the Signal Processing Toolbox and user-defined functions [59].
5.2.1 Event Screening Methods
In order to screen for events within each hourly PMU file, an overlap-
ping, moving window is applied to the PMU data. The window size is 10
seconds long and overlaps half of the previously windowed data. The moving
window method is illustrated in Fig. 5.3.
Each window of data is analyzed for possible events by applying the
four different detection methods mentioned. All methods but the Min-Max
method are based on the strength of the estimated frequency content. Only
frequencies below 2 Hz are examined (the frequency range of inter- and intra-




Figure 5.3: Illustration of moving window applied PMU data (right) and 10
second data window for analysis (left)
5.2.1.1 Fast Fourier Transform
Before the method is applied, the data window is differentiated using
the Matlab function diff to remove dc offset in the data to facilitate detection
of events in the low frequency range below 2 Hz. Differentiating the data in-
creases the noise in the data, however, it has been found that the magnitude of
frequencies associated with events in the data tend to be very high. Therefore,
increased noise is not a concern for this analysis.
The Fast Fourier Transform utilizes the Matlab function fft to detect
events in the PMU data. This function returns the discrete Fourier transform
calculated using the FFT algorithm. The discrete Fourier transform is used to
find the strongest frequency component within the data window. The maxi-
mum amplitude, |Y (f)|, is saved for frequencies in the range of 0 < f ≤ 2 Hz.
An example is presented to illustrate how the algorithm uses FFT to detect
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Data Window During a Large Disturbance
(a) Window of voltage RPAD













(b) Spectral Analysis of window
Figure 5.4: Example of RPAD Event and Analysis
events. The method is applied to a data window of the voltage phase angle in
Fig. 5.4a containing oscillations induced by a large event. The discrete Fourier
transform applied to the data window containing event information is shown
in Fig. 5.4b. The Fourier transform in Fig. 5.4b shows a strong 0.64 Hz com-
ponent. In the algorithm, the peak magnitude, |Y (f)| = 0.03, would be saved
for this data window.
The FFT method is applied to each 10 second data window for the
entire hour of PMU data. The average and standard deviation are calculated
for all saved peak magnitudes. Any saved magnitudes above three standard
deviations are tagged as possible events. A plot of the peak magnitudes from
each 10 second data window is shown for an hour of PMU frequency in Fig. 5.5.
The average and standard deviation of the peak magnitudes are indicated. The
outliers, or possible events, are also marked in Fig. 5.5.
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Figure 5.5: For the FFT method, data windows during which the peak magni-
tude exceeds 3 times the standard deviation of peak magnitudes for the entire
hour are marked with an ‘x’
5.2.1.2 Matrix Pencil
In this subsection, the Matrix-Pencil method and how it is used in the
algorithm to detect events is described. The Matrix Pencil method is applied
to a 10 second window of PMU data. Fig. 5.6a shows the reconstructed signal
(solid line) using the estimated parameters compared to the original signal
(dotted line). Because noise was removed using singular value decomposition
(SVD), parameters were not estimated to fit the noise but only the “true”
modes present in the data.
The values of the two highest estimated amplitudes are saved for each
data window. The method is repeated for the entire hour of data. It is assumed
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(a) Matrix-Pencil Method used to es-
timate parameters




























(b) Peak magnitudes for an entire
hour
Figure 5.6: For the Matrix-Pencil method, data windows during which the
peak magnitude exceeds 3 times the standard deviation of peak magnitudes
for the entire hour are tagged
that if an event is present in the data, the max amplitude would be significantly
larger than the max amplitude from a data window without any events. After
the two highest magnitudes are saved for all data windows for the entire hour
of synchrophasor data, the averages and standard deviations for the highest
and second highest magnitudes are calculated separately. Detection of possible
events is similar to the FFT method, any magnitudes above three standard
deviations are tagged as possible events as shown in Fig. 5.6b.
5.2.1.3 Yule-Walker Spectral
The Yule-Walker Spectral method is similar to the FFT method but
utilizes the pyulear function from the Matlab Signal Processing Toolbox [59].
The pyuler function calculates the power spectral density (PSD) using the
autoregressive (AR) Yule-Walker method. The PSD for a data window con-
159















(a) Frequency content in PMU signal
during a large disturbance





























(b) Peak magnitudes for one hour of
PMU data
Figure 5.7: For the Yule-Walker method, data windows during which the peak
magnitude exceeds 3 times the standard deviation are tagged
taining an event is given in Fig. 5.7a.
The peak value in the PSD in dB is marked. The peak values for each
PSD of the data window are saved. This is repeated for the entire hour. The
average and standard deviation of the maximum magnitudes are calculated.
Magnitudes above three standard deviations are tagged as possible events as
shown in Fig. 5.7b.
5.2.1.4 Min-Max
For this method, the difference between maximum and minimum values
within the data window is calculated. The difference for each data window
for the entire hour is saved. This method is sensitive because it also detects
gradual changes in the signal over the 10 second data window that are not
caused by power system events. Possible events are detected by calculating
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the average and standard deviation for all the data window differences for the
entire hour of PMU data. The differences that exceed three times the standard
deviation are marked as possible events as shown in Fig. 5.8.

























Figure 5.8: For the Min-Max method, data windows during which the dif-
ference between minimum and maximum values in a 10 second data window
exceeds 3 times the standard deviation are tagged
5.2.2 Method Results for Marking Events
After all methods have been used to screen for possible events in the
PMU data, the time stamps of data windows marked as containing possible
events are compared for all methods. Fig. 5.9 shows an example of the results
for possible events in the RPAD between UT-Austin and McDonald. If two
or more methods detect a possible event in the same data window, that data
window is marked as containing an event and the synchrophasor PMU data
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for that window is saved and plotted. In Fig. 5.9, an event is detected at 1285
seconds by both the Matrix-Pencil and Min-Max methods. Another event is
detected at 1935 seconds by all four methods. This event is analyzed further
in Section 5.3.1.
0 500 1000 1500 2000 2500 3000 3500 4000
Time, seconds









Figure 5.9: Comparison of all the screening algorithms
5.3 Application and Demonstration
The results from the algorithm are examined by screening 24 hours
(00:00 to 23:59 UTC) of PMU data for power system events. The UT-Austin
PMU and McDonald PMU were operational during this time period. The
voltage RPAD between UT-Austin and McDonald and the frequencies at each
location are analyzed. An example of 24 hours of UT-Austin PMU frequency is
shown in Fig. 5.10 to illustrate the difficulty of visually screening for events in
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PMU data. The PMU frequency is a calculated quantity that is based on the
measured voltage phase angle [21] and differs slightly across the power system
as shown in the PMU frequencies in this section. High precision PMU calcu-
lated frequencies provide more information than a single system frequency.

















Figure 5.10: One day PMU frequency UT-Austin
Two types of events found in the data are described here to illustrate
how the screening algorithm detects events. The first event in Section 5.3.1 was
caused by a sudden loss of generation. The event occurred at 23:33 UTC (17:33
CST) and is visible in all three signals. The second event in Section 5.3.2 was
probably caused by a recloser operation visible only in the McDonald PMU
data. Strong oscillations visible only at the UT-Austin PMU are also examined
in Section 5.3.2. The source of the oscillations in the UT-Austin PMU data is
unknown.
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(a) UT-Austin PMU frequency
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(b) McDonald PMU frequency
Figure 5.11: Comparison of system wide events detected in PMU frequency
for hour 23:00 UTC
5.3.1 Screening Results for System Wide Event Caused by Loss of
Generation
At 23:33 UTC a generating unit tripped resulted in a loss of 810 MW of
generation and a frequency decline to 59.774 Hz. The ERCOT load at the time
was 35,000 MW [12]. The frequency at UT-Austin and McDonald are screened
for events using the methods described in Section 5.2. The results from the
algorithm are shown in Fig. 5.11a and Fig. 5.11b. The generating unit trip
was the only event detected in both PMU frequencies and was detected by all
four methods in the UT-Austin PMU frequency in Fig. 5.11a. In Fig. 5.11b,
the disturbance was detected and tagged in the McDonald PMU frequency but
the Matrix-Pencil method detected other possible events as well (represented
in Fig. 5.11b as  and ∗). However, since the Matrix-Pencil method was the
only method to detect a possible event, these data windows were not tagged
as actual events.
The PMU frequencies data window for the event is plotted in Fig. 5.12.
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Both PMU frequencies decline to 59.76 Hz which differs slightly from the ER-
COT Grid Report [12] frequency decline possibly because the PMU frequency
are taken at specific buses rather than representative of the system frequency.
It is possible that the PMU data also has a higher resolution than the ERCOT
data.




















Figure 5.12: Large disturbance caused by a sudden 810 MW loss of generation
impact on the UT-Austin PMU and McDonald PMU frequencies
The same generating unit trip was detected in the RPAD between UT-
Austin and McDonald as shown in Fig. 5.13. An additional event was detected
in the RPAD signal but it is not clear if it is an actual event or if the threshold
values in the algorithm are too sensitive. The RPAD during the event is plotted
in Fig. 5.14. The voltage phase angle has an approximate initial upswing of
1.5◦. The amplitude of the oscillation is not very large and it is possible that
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the location of the generating unit that tripped is located far away from the
UT-Austin and McDonald PMU stations. The oscillations in the voltage phase
angle prior to and after the event are much smaller and have an amplitude
between 0.1 to 0.25◦.
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Figure 5.13: Events detected in the voltage RPAD between UT-Austin - Mc-
Donald PMU for 23:00 UTC
The examples illustrate that the screening algorithm can very easily
detect a large event in all the PMU signals analyzed. Screening for smaller
events in the synchrophasor data are examined next.
5.3.2 Screening Results for Local Events with Unknown Causes
The methods are further evaluated by screening PMU frequencies and
RPAD data for smaller local events. In this section, an hour of PMU data
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Figure 5.14: Large disturbance caused by a sudden 810 MW loss of generation
impact on the voltage RPAD between UT-Austin - McDonald
(17:00 UTC) is screened for possible events. The algorithm is applied to the
UT-Austin PMU frequency and the McDonald PMU frequency with results
shown in Fig. 5.15a and Fig. 5.15b.
Many of the events detected in the UT-Austin PMU frequency were
not detected in the McDonald PMU frequency and vice versa. In the UT-
Austin PMU frequency, the events detected starting at approximately 1750
seconds are strong oscillations that are not visible in the McDonald PMU
frequency. For comparison, a 20-second window of frequency data is plotted in
Fig. 5.16. The UT-Austin frequency (solid line) has stronger, higher magnitude
oscillations but it is difficult to identify the strength and frequency of the
oscillation based on the plot.
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(a) UT-Austin PMU frequency
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(b) McDonald PMU frequency
Figure 5.15: Comparison of local events detected in PMU frequency for hour
17:00 UTC
The power spectral density (PSD) is calculated to analyze the strength
and frequency of the oscillations present in the synchrophasor data. The PSD
is stored for each 10 second window and plotted as a contour plot in order to
compare the frequency content of the UT-Austin and McDonald PMU signals.
The contour plots are shown in Fig. 5.17. From Fig. 5.17 it is easy to see a
strong 1 Hz oscillation in the UT-Austin PMU frequency that is not visible in
the McDonald PMU frequency for the same time period. The oscillation in
the UT-Austin data is strongest from approximately 1600 to 2000 seconds as
indicated by the dark red. This is approximately the same time period that the
algorithm tagged as a possible event. A 1 Hz oscillation indicates intra-area
oscillations [76] (one machine oscillating against a group of machines), but the
exact cause of the 1 Hz oscillation is currently unknown. In the contour plot,
the frequency on the y-axis is the frequency content of the PMU frequency
signal. The PMU frequency is not measured, but calculated from the voltage
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Figure 5.16: Small disturbance event detected in the UT-Austin PMU fre-
quency but not in the McDonald PMU frequency
angle.
In the McDonald PMU frequency, the events detected starting at ap-
proximately 900 seconds are damped oscillations that are not visible in the
UT-Austin PMU frequency. A 40 second window of frequency data is plot-
ted in Fig. 5.18. The McDonald PMU frequency (dotted line) contains many
damped oscillations that are not present in the UT-Austin PMU frequency
(solid line). The cause of these oscillations will become apparent when exam-
ining the voltage phase angle.
The screening results for PMU RPAD data for one hour (17:00 UTC)
is given in Fig. 5.19. The algorithm is able to detect events that were seen in







































Figure 5.17: Contour plot of the PSD (low-frequency content over time) shows
a 1 Hz oscillation present in the UT-Austin PMU frequency signal (top) but
the 1 Hz oscillation is absent in the McDonald PMU frequency signal (bottom)
in Fig. 5.15b and Fig. 5.18. However, the events detected in the UT-Austin
frequency at approximately 1750 to 2000 seconds (refer to Fig. 5.15a) were
not as clearly visible in the voltage phase angle. The FFT and Matrix-Pencil
methods were able to detect the oscillation during the 1750 to 2000 second time
frame but since these methods did not detect the oscillation simultaneously,
they were not tagged as events in the results from the PMU RPAD analysis.
The contour plot for the RPAD signal in Fig. 5.20 indicates that the 1
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Figure 5.18: Small disturbance event detected in the McDonald PMU fre-
quency (dotted line) but not in the UT-Austin PMU frequency (solid line)
Hz oscillation is strong during the same time period as shown in Fig. 5.17 (top)
but contains an approximate 0.6 to 0.7 Hz oscillation as well. The contour plot
for the entire hour of data shows that the 1 Hz oscillation is not as strong at
other times.
The events detected in the McDonald PMU frequency in Fig. 5.18 were
also detected in the PMU voltage phase angle. The RPAD between UT-Austin
- McDonald for this series of events is plotted in Fig. 5.21. The sudden change
and return of the phase angle indicates multiple reclosing events. Since the
oscillations are only visible in the McDonald PMU frequency, it is assumed
that the event occurred near McDonald (local event). However, it is difficult
to tell at what voltage level the recloser is located (distribution or transmission
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Figure 5.19: Events detected in the voltage RPAD between UT-Austin - Mc-
Donald PMU for 17:00 UTC
voltage level). It can be concluded that the recloser is most likely not located
at a distribution feeder directly upstream from the PMU station, otherwise a
reclosing event could cause the PMU to lose power and the PMU would be
unable to measure and transmit voltage phasor data. The measured voltage
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Figure 5.20: Contour plot of the PSD (low-frequency content over time) in the
voltage RPAD over time shows a strong 1 Hz oscillation as well as another 0.6
to 0.7 Hz oscillation
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Figure 5.21: Small disturbance event detected in the voltage RPAD between UT-Austin - McDonald PMU
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5.4 Summary
In this Chapter, the algorithm used to screen PMU data generated by
the University of Texas at Austin synchrophasor network for power system
events was described. The algorithm used four different methods to screen
for possible events. Each method is applied to a moving window of PMU
data. The FFT and Yule-Walker methods are based on using the maximum
magnitude of the spectral content of PMU signals to detect possible events.
The Matrix-Pencil method is a parametric method that estimates parameters
to fit the PMU signal. The two maximum amplitudes are used to screen for
possible events. The Min-Max method screens for large fluctuations in the
PMU data. Results from the four methods are collected for one hour of PMU
data. Any values from each method that exceed three standard deviations
away from the mean are marked as possible events. A data window is marked
as containing an event if two or more methods detect a possible event in the
same data window.
The algorithm was applied to 24 hours of PMU data to analyze how well
the algorithm was able to detect large and small events. A large event caused
by a sudden loss of generation was easily detected in both the UT-Austin and
McDonald PMU frequencies and the voltage phase angle separation between
the two PMU stations. Two smaller events were present in the PMU data as
well. In the UT-Austin PMU frequency, a strong oscillation at approximately
1 Hz was visible but was not present in the McDonald PMU frequency. A
reclosing event was detected in the McDonald PMU frequency and voltage
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phase angle. However, it is difficult to determine if the reclosing event was
located on the distribution or transmission system. Once an event is detected
by the algorithm, the data window containing the event is saved for further
analysis. The common quantitative characteristics for each event category and
the ranges of characteristics for each event category are described in Chapter 6.
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Chapter 6
Creation of Event Categories Based on
Detected Events in Synchrophasor Data
In this chapter, power system event categories are created based on
the events detected in the synchrophasor RPAD and frequency signals by the
screening algorithm presented in Chapter 5. Creation of event categories also
includes identifying numerical characteristics for each category and determin-
ing the ranges of characteristics for each event category. The characteristics
examined include the magnitude, the rate of change, the frequency content of
the signal, the duration, and the step change amount. A description of how
these categories are created based on common visual characteristics is provided
in Section 6.1. Examples of events in the RPAD and frequency signals are pro-
vided and described in Subsections 6.1.1.1 and 6.1.1.2, respectively. These
event categories were selected after examining many events that occur at dif-
ferent times of the day, seasons, and are measured at different locations within
the PMU network. A variety of methods are applied to the data to extract
different characteristics from each group. The numerical characteristics from
each event category are described in Section 6.2. The ranges for each type of
event are described for RPAD and frequency events in Subsections 6.2.1 and
6.2.3, respectively.
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• Publication: Part of the work presented in this chapter has been pub-
lished in [15]
– Allen, A.J.; Santoso, S.; Muljadi, E.; “Phasor Measurement Unit
(PMU) for Wide Area Monitoring, Protection, and Control (WAMPAC)
Applications,” NREL Report, December 2012
6.1 Event Categorization Based on Visual Analysis
This section discusses the categorization of events detected by the
screening algorithm, based on common visual characteristics. These different
categorizes and examples from each category are described and provided in
this section. Subsection 6.1.1 describes the different event categories. In Sub-
subsections 6.1.1.1 and 6.1.1.2 the events as seen in the RPAD and frequency
data are described, respectively. Example events from the synchrophasor data
are provided as well.
6.1.1 Event Categories
The categories of detected events for RPAD and frequency signals are
proposed in Table 6.1. Events were extracted from nine days’ worth of data
taken from different seasons of the year and from different years (from 2010 to
2012). Based on the types of events extracted from these days, the categories
were selected using common visual characteristics (oscillations, impulses, step
change, and rate of change). The RPAD has three categories with a total





















Table 6.1: Categories presented for PMU RPAD and Frequency events
While the main categories were based on visual inspection, the subcat-
egories were created after the quantitative characteristics from each category
were extracted. The subcategories allow for more precise selection of thresh-
olds when determining the category and subcategory of an event in the PMU
data. The categories and subcategories are explained in more detail for the
RPAD and frequency signals in Subsections 6.1.1.1 and 6.1.1.2, respectively.
The typical ranges seen for each category is given in Subsections 6.2.2 and
6.2.3.0.4.
6.1.1.1 Voltage RPAD Event Categories
The event categories seen in the voltage RPAD are presented here with
examples shown for each category. The RPAD is approximately proportional
to the real power flow between two buses. A sudden change in the RPAD
indicates a sudden change in power flow somewhere between the two buses.
The events presented here are events in which the RPAD behavior suddenly
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changes. When this type of event occurs it is assumed that the power flow
somewhere between the two PMU measurements changes as well. In the case
of an impulse event, the power flow change typically occurs near only one of
the PMU stations as explained in Section 6.1.1.2. This may be interpreted as a
sudden surge or drop of power caused by energizing of a motor or transformer
or other switching event where the power quickly returns to pre-event condi-
tions seen prior to the event. Step change events may be interpreted as a shift
in power caused by events such as a transmission line trip or a generating unit
trip. The cause of transient events at this time is unknown, but one possibility
is that they may be caused by some switching event, occurring at a distance
from the PMU station, causing power flows throughout the system to oscillate
with higher magnitude change in the RPAD as compared to normal operating
conditions. These oscillations are mostly within the mechanical time constant
range of synchronous generator power plants within the area. The categories
for the RPAD are examined in further detail below.
6.1.1.1.1 Impulse The first event category is for an impulse event as de-
tected in the RPAD signal. The duration of the impulse is very short and the
change in the value of the RPAD varies. The rate of change of the RPAD
during the impulse event is typically very high. Two examples of the event
are presented below. The first impulse event in Fig. 6.1a falls under the Sin-
gle (large) subcategory and has duration of 0.33 seconds (20 cycles) and a
magnitude of 1.7◦. The ramp-up and -down rates are 15.9 deg/sec and 8.5
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(a) Single (large) Impulse Event























(b) Single (small) Impulse Event
Figure 6.1: Examples of RPAD Impulse event in the Voltage RPAD between
UT-Austin and UTPA
deg/sec, respectively. The ramp rates are approximations and because the 30
Hz sampling rate of the PMU data, higher frequency oscillations above 15 Hz
are not recorded.
This type of event is only seen at the McDonald PMU station but
the cause is unknown. After recording the timestamps of the occurrence of
seven days’ worth of impulse events, it was found that the event is not periodic.
Impulse events seem to occur randomly throughout the day. The impulse in the
RPAD is thought to arise from a temporary imbalance in load and generation
locally or might be caused by self-clearing faults. Analysis of probable causes
of impulse events is described in Subsections 6.1.1.2 and 6.1.1.2.1.
The second type of impulse event falls under the Single (small) subcat-
egory and is usually located near a peak of oscillations in the RPAD and some-
times appears as a pair of impulse events. This may also indicate a switching
or reclosing event. Referring to Fig. 6.1b, the duration of the impulse event is
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0.47 seconds (about 28 cycles) for the first impulse occurring at 698.8 seconds
and 0.13 seconds (about 8 cycles) for the second impulse occurring at 700.4
seconds. The change in angle is 0.25 degrees for the first impulse and 0.22
degrees for the second. The ramp-up and -down rates for the first impulse are
1.86 deg/sec and 0.64 deg/sec, respectively. The ramp up and down rates for
the second impulse are 3.35 deg/sec and 2.44 deg/sec, respectively.
The impulse events shown in Figs. 6.1a and 6.1b are not caused by
dropped data. Dropped data are detected by the screening algorithm but are
also easy to identify visually because of the smoothness of the data (the RPAD
would remain constant for the duration of the dropped data). The dropped
data points are recorded as zeros in the frequency data which can also be
used as a way to check if the detected event is actually an error in the data.
Successful fault clearing may produce the phenomena indicated in Fig. 6.1b;
two sequential events occurring two seconds apart.
6.1.1.1.2 Transient The next event category is damped and sustained
transients in voltage RPAD data. The causes of these events are unknown
but the common characteristic is higher magnitude oscillations compared to
normal operating conditions. This low frequency oscillation may indicate an
oscillation between a large generator or group of generators near the PMU sta-
tion and the rest of system. These types of events differ from typical damped
oscillations known as ambient response of the system that is typically seen
in synchrophasor data. The amplitude is typically larger and the oscillations
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during a transient event are not as noisy as ambient data. The duration,
amplitude, and smoothness of the detected damped oscillation events vary as
well. Three examples of damped transients are given below. The first damped
transient event in Fig. 6.2a lasts 5.07 seconds and the amplitude of the largest
swing is 0.41 degrees. The frequency of the oscillation is 1.17 Hz.
In the following damped transient event in Fig. 6.2b, the duration of
the event is 4.4 seconds and the largest swing is 0.96 degrees. The frequency
of the oscillation is 0.59 Hz.



























(a) Damped Transient Event (RPAD
between UT-Austin and Waco)























(b) Damped Transient Event (RPAD
between UTPA and Waco)
Figure 6.2: Examples of RPAD Damped Transient Events
The detected frequencies in the signal that are of interest fall below 2.0
Hz. This range of frequencies is typical to inter- and intra- area oscillations
[76]. It is thought that the cause of the oscillation is due to system modes being
excited by a switching type event. However, for most cases, the root cause of
each switching event is unknown. One example of a sustained transient event
is provided in Fig. 6.3a. For a sustained transient event in the RPAD data,
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the signal is not as smooth because it contains other frequencies. A zoomed
view of the oscillation is provided in Fig. 6.3b where the oscillations in the
voltage RPAD are clear.



















(a) Sustained Transient in RPAD

















(b) A zoomed view of Transient
Figure 6.3: Example of RPAD Sustained Transient (RPAD between UT-
Austin and McDonald)
A sustained transient event is easily identified when examining the PSD
contour plot shown in Fig. 6.4 starting at approximately 350 seconds. The
frequency of this type of oscillation is approximately 2.8 Hz, higher than the
frequencies seen in the damped transients shown in the previous examples.
6.1.1.1.3 Step Change in RPAD The following events are categorized
as step changes in the RPAD data. During a step change event, the RPAD
suddenly changes from one value to another lower or higher value. The direc-
tion of the change depends on the reference point from which phase angle is
measured and the effect of the change of power flow caused by the event. The











PSD for RPAD between UT-Austin and McDonald
 
 










Figure 6.4: Contour plot of the PSD (low-frequency content over time) for
a voltage RPAD Sustained Transient Event (RPAD between UT-Austin and
McDonald)
or more. Large system changes in power flow such as a generator unit trip
can result in larger step changes. Though the exact cause is unknown, it is as-
sumed that smaller RPAD step changes are caused by transmission line trip or
reclose events and larger step changes are caused by generator unit trips. The
step changes in the RPAD caused by generating unit trips can be confirmed in
the ERCOT Daily Grid Reports where sudden loss of generation events above
450 MW are reported [12].
Transmission line trips can occur when a fault is detected on the line.
A line trip causes the redirection of power to surrounding transmission lines
causing a change in the measured RPAD. In the case where an auto-reclosing
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(a) Sustained Step Change Event
(McDonald and Waco)


























(b) Momentary Step Change Event
(UT-Austin and Waco)
Figure 6.5: Example of RPAD Step Change Events
practice is utilized, breakers on both ends of the line will reclose automatically,
typically after a period of 2 seconds following the initial line trip. If the fault is
temporary, the line reclosing operation will likely be successful and no further
protective action is needed. As a result power will return to its original value
and the RPAD will return to its pre-fault value as well. If the fault persists,
breakers will trip the line again and the reclosing operation is repeated as
necessary. However, reclosing events do not normally occur more than three
times. For permanent faults, the last trip operation of the sequence will result
in the protected line remaining offline. Depending on the utility, voltage level,
and type of line, the number of trips and reclosing actions and the wait period
between reclose and trip actions will vary [77]. Fig. 6.5a represents a sustained
step change event. For this event, the RPAD drops from −56.53 degrees to
−56.85 degrees. The ramp rate is 4.86 deg/sec. The event here appears to be
caused by a transmission line trip.
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In the second event in Fig. 6.5b, a momentary step change occurs. The
RPAD starts at -67.39 degrees and rises to −67.13 degrees before back down
to −67.45 degrees. The duration of the event is 1.23 seconds (74 cycles) and
the ramp up rate is 2.57 deg/sec and the ramp down rate is 2.56 deg/sec.
Again, because the RPAD suddenly switches to a new value and then returns
to approximately its original value, it is assumed that the cause of the event
was a transmission line reclose event.
6.1.1.2 Frequency Event Categories
The event categories seen in the frequency are presented here with
examples shown for each category. Though the PMU frequency is calculated
using the voltage RPAD data, some events are more easily detected in the
frequency signal compared to the RPAD signal. For example, a sudden large
imbalance in load and generation caused by a generating unit trip would cause
the frequency across the entire system to drop significantly. The drop in
frequency and rate of change depend on the amount of power lost and the
inertia of the system. The frequency drop during a generating unit trip is of
significantly greater magnitude than the frequency during normal operating
conditions and can easily be detected.
Smaller system wide imbalances in load and generation also cause sud-
den frequency rises and drops that are not visible in the RPAD. The frequency
also shows events that are local to the PMU station and does not rely on the
difference between two PMU stations such as is needed by the RPAD signals.
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If an event is detected in the frequency at only one PMU station and is not
visible in any of the other PMU frequencies, it is likely that an event occurred
near the PMU station where the event was detected. Impulse events are pre-
dominantly local events and some transient events are local and are most likely
caused by equipment or events located nearby. Local events do not indicate
an imbalance in system load and generation.



















(a) Full-cycle Transient Event















(b) Half-cycle Transient Event
Figure 6.6: Examples of Frequency Impulse Events
6.1.1.2.1 Impulse Impulse type events seen in the frequency are presented
here. The frequency impulse is similar to a high frequency oscillation with du-
ration of either one cycle or one half of a cycle and fall into subcategories
large impulse or small impulse. The events are only seen in the McDonald
frequency data, indicating that some sort of switching type event or motor
starting occurs near the McDonald PMU station on either the transmission
or distribution voltage level. It is possible that these types of events cause
a frequency event because of a sudden difference between the local load and
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generation. This type of event occurs frequently and may represent a tempo-
rary imbalance in load and generation locally. Another event that could cause
a local imbalance includes a sudden trip and reclose of a large load (such as
a processing plant). Impulse events seen in a PMU frequency are always seen
in the corresponding RPADs. The frequency signals are used to determine at
which station a local event occurs. The RPAD signal cannot be used to deter-
mine where a local event occurs because two PMU measurements are involved.
For example, if an impulse event is detected in the frequency at McDonald the
same impulse event is seen in the McDonald-UTAustin and McDonald-UTPA
RPADs. This always occurs specifically for impulse events but is not always
true for other event categories.
The first example in Fig. 6.6a is of an impulse with the “full-cycle”
impulse and belongs to the large impulse subcategory. The duration of the
event is 0.47 seconds (28 “60 Hz” cycles) and the impulse magnitude is 42.3
mHz. The ramp rate from peak to peak is 253.8 mHz/sec. The second example
in Fig. 6.6b is of a “half-cycle” impulse and belongs to the small impulse
subcategory. The duration of the event is 0.4 seconds (24 “60 Hz” cycles) and
the impulse magnitude is 7.1 mHz. The ramp down and up rates are 26.43
mHz/sec and 58.87 mHz/sec.
6.1.1.2.2 Transient Transient events in the frequency data are not as
common as impulse events. An example of a damped oscillation is provided in
Fig. 6.7a where the duration of the event is 5 seconds. The largest amplitude
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(a) Damped Transient Event




















(b) Sustained Transient Event
Figure 6.7: Examples of Transient Events in PMU Frequency
peak to peak during the event is 10 mHz. The frequency of the oscillation
is 1.23 Hz. The frequency of the oscillation falls within the intra-area oscil-
lation range. Intra-area oscillations are caused by one synchronous machine
oscillating against a group of machines in the area.
An example of a sustained transient event is given in Fig. 6.7b. The
sustained transient event is detected in the UT-Austin PMU signal but is not
present in the McDonald PMU signal. Though it is easy to see in Fig. 6.7b
that the event is seen only at UT-Austin, the PSD contour plot provides a
simpler way to visually detect sustained transient events including when the
transient begins and ends and the approximate frequency of the transient. The
PSD contour plot is shown in Fig. 6.8.
6.1.1.2.3 Sudden Drops or Rises in Frequency Small drops or rises
caused by sudden imbalances between the load and generation are detected











































Figure 6.8: Contour plot of the PSD (low-frequency content over time) for a
sustained frequency transient event
at all PMU locations at the time of the event. An example of an imbalance
caused by higher generation compared to load (the frequency increases above
60 Hz) event is given in Fig. 6.9a. The event does not have a duration but
the rate of change of frequency from the bend at the start to the peak before
the frequency begins to drop is 5.22 mHz/sec, significantly slower compared
to the impulse event in the frequency. This event category differs from the
impulse frequency event because these types of events are seen throughout the
entire system whereas an impulse event is only seen at a single PMU location.
An imbalance caused by higher amount of load compared to generation (the
frequency drops below 60 Hz) is seen in Fig. 6.9b.
A zoomed out view of the frequency in Fig. 6.10a provides a clearer
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(a) Sudden Rise in Frequency
















(b) Sudden Drop in Frequency
Figure 6.9: Examples of Frequency Rise and Drop
picture of how a frequency rise or drop event differs from normal operating
conditions. During normal operating conditions, variations in the frequency
are always occurring, but during a rise in frequency event indicated by the
red arrow, the frequency rises at a more rapid rate than is typical. Another
system wide frequency event occurs around the 1300 second mark, where the
frequency drop is of a lower magnitude (approximately 250 mHz).
Fig. 6.10b presents how an impulse event is a local event and is visi-
ble only at a single PMU station. The event was detected in the McDonald
PMU frequency but is not present in either the UT-Austin or UTPA PMU
frequencies. These examples illustrate that a PMU frequency contains system
wide information as well as local information. The variation in PMU frequen-
cies during a large loss of generation in Section 6.2.3 also illustrates how the
frequency differs across the power system during a drop in frequency event.
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(a) System wide frequency event seen
by all PMUs






















(b) A local frequency event only seen
by McDonald PMU
Figure 6.10: Examples of Frequency Events that are visible system wide and
visible only at a single PMU station
6.2 Algorithm Development
Once the events have been placed into the separate categories outlined
in Section 6.2.3, the characteristics from each type of event are extracted to
determine which numerical characteristics are common to each category. An
algorithm is written that utilizes the common characteristics to automatically
identify events. For example, if an event has a strong 0.56 Hz frequency, the
event will be identified as a transient event. In this section, the RPAD cate-
gories are examined first, followed by the frequency categories. For both the
RPAD and the frequency, the characteristics that are unique to each category
are identified. A flowchart of the algorithm to automatically categorize events
and the useful characteristics in each category is given for the RPAD and the
frequency.
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6.2.1 Extracted Characteristics for RPAD
This section examines the characteristics that are common to categories
in the RPAD data described in Section 6.1.1. The categories are impulse,
transient, and step change. The methods that are used to extract these char-
acteristics are similar to the methods described in Chapter 5 used to screen
the synchrophasor data for events. The methods are FFT, Yule-Walker Spec-
tral, differential of the synchrophasor data, and Matrix-Pencil. The FFT and
Yule-Walker Spectral methods are spectral methods used to identify strong
oscillations within the PMU data. The differential of the PMU data is used to
detect sudden changes in the data. The Matrix-Pencil method can be used to
identify damping and strength of oscillations in the PMU data. The following
subsections describe the characteristics for each category.
The flowchart for the algorithm for the categorization of events in the
RPAD data is given in Fig. 6.11. It is assumed that each identified event falls
into at least one of the categories: Sustained Step Change Event, Momentary
Step Change Event, Impulse Event, or Transient Event.
Two functions are used to categorize the events based on the extracted
characteristics. The first function determines if the event is a transient event
by examining the peak power for frequencies below 1.2 Hz. If the detected
peaks are above a selected threshold, then the event is identified as a transient
event. The power for an inter- or intra-area oscillation during a transient event
is typically very high. To illustrate, an example of a transient event and its
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Figure 6.11: Flowchart for Algorithm to Categorize RPAD Events
195



























Figure 6.12: Example of PMU RPAD Oscillation Event
in Fig. 6.12. The event was originally detected by the screening algorithm
from Chapter 5. Once the event was detected, the algorithm examines the
frequency content of the signal. The Yule-Walker Spectral method is used to
find the strength of the frequency content in the signal. The frequency content
below 2.0 Hz is examined and if the peak power for a frequency below 2.0 Hz
is above the selected threshold, the event is identified as an oscillation event.
The Yule-Walker calculated power spectral density for frequencies be-
low 2.0 Hz is shown in Fig. 6.13a. The peak frequency of 0.62 Hz indicated
is well above the selected threshold of −80 dB. For the algorithm, the thresh-
old was selected based on examining multiple transient events that have been
detected by the screening algorithm. For comparison, the Yule-Walker calcu-
lated power spectral density for a non-transient event is shown in Fig. 6.13b.
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(a) Transient Event PSD


















(b) Non-Transient Event PSD
Figure 6.13: Yule-Walker PSD comparison between Transient and Non-
transient Events
The peak dBs of frequencies of interest fall well below the −80 dB threshold.
The second function identifies the detected event as either an impulse
event, a momentary step change event, or a sustained step change event in
the RPAD. The function uses the differential of the PMU RPAD signal to
determine if the event is a possible step change or impulse event. The peaks
in the differential of the signal are detected and if the peaks cross a certain
threshold, the event is tagged as a possible step change or impulse event and
evaluated further. For the RPAD, the thresholds of the rate of change of
RPAD for impulse and step change events are above 0.08 deg/sec or below
−0.05 deg/sec. An example of an impulse event in Fig. 6.14 is used to illustrate
how the function is able to categorize impulse type events. The differential in
Fig. 6.15a has two peaks with only one (indicated by a red diamond) exceeding
the defined threshold. This detected peak time is marked as a possible impulse
or trip event. The possible event is indicated in the original plot of the data
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in Fig. 6.15b. At this step, the function has not yet identified the event as an
impulse or step change event but only as a possible impulse or a possible step
change event.




























Figure 6.14: An Event is Detected in the RPAD signal
The possible event in the original data is analyzed further to determine
if the event is an impulse or a step change. The algorithm identifies the start
of the ramping period and the end of the ramping period. With the starting
and ending points identified, the ramp rate in degrees per second of the event
is calculated. For the example event, the ramp down rate as calculated by the
algorithm is 2.66 deg/sec and is highlighted in red in Fig. 6.16a.
Next, to differentiate between step change or impulse events, the aver-
age value of 0.33 seconds (20 cycles) of the RPAD before the start point of the
detected ramp, ypreevent, and the average value of 0.33 seconds of RPAD after
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Detected Peak -Non Event
Detected Peak - Event
Positive Threshold
Negative Threshold
(a) Events detected in differentiated
RPAD signal




























(b) Event time marked in original
RPAD signal
Figure 6.15: Methods Used to Detect an Impulse Event using the differentiated
RPAD signal

































(a) The Start and End times and
ramping period of impulse event


































(b) The Pre-Event period in green
and the Post-Event period in red
Figure 6.16: Methods Used to Determine if Detected Event is an Impulse
Event
the end point of the detected ramp, ypostevent, are compared. This step of the
algorithm is illustrated in Fig. 6.16b where ypreevent (in green) and ypostevent
(in red) are highlighted. If the event is a line trip, the RPAD prior to the
event suddenly changes and remains at the new value. Therefore, if the differ-
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ence between ypreevent and ypostevent exceeds the selected threshold, the event
is tagged as a trip event. Otherwise, the event is considered an impulse event.
In the example provided, the jump falls below the selected threshold and the
event is correctly identified as an impulse event by the algorithm.
If the jump exceeds the threshold, the event is considered either a sus-
tained or momentary step change event. To differentiate between sustained
and momentary step change events, the number and timestamps of each de-
tected ramp up and ramp down events are examined. For example, if a ramp
up time is quickly followed by a ramp down time or vice versa the event is
tagged as a momentary step change event. If there is a single ramp up or
ramp down event that is not an impulse, the event is a sustained step change
event. Examples of a line reclose event (step) and line trip event (sustained)
are given in Fig. 6.17a and 6.17b.




























(a) Momentary step change event

























(b) Sustained step change event
Figure 6.17: Examples of step change event
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6.2.2 Summary of RPAD Event Categories
After extracting common characteristics from 62 impulse events, 39
transient events, and 87 step change events, an approximate range of the
event characteristics was determined. The magnitude, ramp rate, duration,
frequency, and step change content of the events were extracted and saved.
Note, that when using the RPAD, which is the voltage phase angle between
two buses separated by an unknown network, the RPAD difference indicates
the strength of the effective tie line between two buses. It is also shows the
measure of stability of power systems. Large value of RPAD indicates a weaker




Magnitude Ramp Rate Duration Frequency Step Change
(deg) (deg/sec) (sec) (Hz) (deg)
Impulse
Single (small) 0.18-0.4 0.5-5.5 0.167-0.5 - -
Single (large) 1.4-1.7 7.0-16.0 0.167-0.5 - -
Transient
Damped 0.15-1.5 - <12 0.4-1.25 -
Sustained 0.1-1.6 - >12 0.8-3.0 -
Phase Angle Change
Momentary (small) - 0.75-3.25 0.5-1.5 - 0.2-0.6
Momentary (large) - 2-10 0.5-1.5 - 0.95-1.15
Sustained - 1-5 - - 0.15-0.75
Table 6.2: Summary of Characteristics from Events detected in RPAD Data
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6.2.3 Extracted Characteristics for PMU Frequency Data
A different algorithm is used for categorizing events in the PMU fre-
quency data. The algorithm is similar to the algorithm used to categorize
events in the RPAD data with changes made to include events only present
in the frequency signal and to create new threshold values since fluctuations
in frequency are smaller than fluctuations in RPAD. The category for events
present only in the frequency is the sudden rise or drop in frequency. Step
change events are not included because these types of events are present in
the RPAD only.
A flowchart for the frequency categorizing method is given in Fig. 6.18.
The signal is examined by all functions because it is possible for an event to
belong to multiple categories. The flowchart below shows how each of the tags
for the three categories is decided. After the tags have been assigned, they are
examined to determine which category or categories the event belongs to.
In this section, examples of the events and the analysis used to identify
the events are given. The first category that is examined is for impulse events
which can fall into two different subcategories. The next event category is for
transient events. The third event category is a rise or drop in frequency. For
the first category, where possible impulse events are identified, the differential
of the PMU frequency signal is used. Peaks in the differential are identified at
three different levels. The first level is for impulses with the highest magnitude.
An example of the impulse in the frequency data is given below in Fig. 6.19a.
This type of event is only found at the McDonald PMU station and could be
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Figure 6.18: Flowchart for the algorithm to categorize frequency events
caused by equipment on the distribution side located near the station. For
the first level, the peaks in the differential of the signal are identified when
previous values exceed 0.01 Hz/sec. An example of the peaks identified for the
impulse event given in Fig. 6.19b is shown.
The next step is to determine if the detected peaks exceed the selected
threshold values. In the case below, all the detected peaks exceed the thresh-
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(a) Level 1 Impulse Event
























(b) Peaks of the differential
Figure 6.19: Example of Level 1 Impulse Event and how it is detected in
the differential of the PMU frequency signal through comparison of a selected
threshold value

















(a) Level 2 Impulse Event


























(b) Peaks of the differential
Figure 6.20: Example of Level 2 Impulse Event and how it is detected in
the differential of the PMU frequency signal through comparison of a selected
threshold value
old. Examples of level 2 and level 3 impulse events are provided in Figs. 6.20a
to 6.21b. The peak detection and threshold values are different for all impulse
event levels. The first event level is an example of the large impulse event
subcategory. The second and third levels are examples of the small impulse
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(a) Level 3 Impulse Event



























(b) Peaks of the differential
Figure 6.21: Example of Level 3 Impulse Event and how it is detected in
the differential of the PMU frequency signal through comparison of a selected
threshold value
event subcategory.
The next event category that is analyzed is a transient. The FFT
of the PMU frequency signal is used to detect transient events. Transient
events are typically excited by switching of either equipment in the power
system or of load or generation. Because of the structure of the power system
network, the damped transient events of interest that are excited fall into
the range of frequencies that are below 2.0 Hz. From examining the PMU
data, frequencies above 2.0 Hz are present but the cause and origin of these
oscillations are not well understood at this time. These frequencies may be
examined in future work and help categorize power system events further. An
example of a transient event is given in Figs. 6.22a and 6.22b. The FFT as
applied to the differential of the frequency (to remove DC offset) is given as
well. The peaks are detected in the 0.05 to 2.0 Hz frequency range and if the
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peaks fall above the selected threshold the algorithm assigns a transient event
tag.




















(a) An transient event




























(b) The spectral analysis of event
Figure 6.22: Example of a transient event and the spectral analysis of the
event which contains frequencies that exceeds the threshold used to indicate
a detected event
To illustrate the difficulty of visually screening PMU data for oscillation
type events, a zoomed out plot of the frequency containing the event over a
period of 400 seconds is given in Fig. 6.23. The event starts at 255 seconds.
Next, to determine if the event is a rise or drop in frequency event, the
maximum and minimum values and the times at which these occur within a 20
second window are extracted. The time between the maximum and minimum
values is calculated as well as the slope between the maximum and minimum.
The first step examines if the time difference is greater than 9 seconds. This
step eliminates events where there are sudden large changes in the signal such
as seen during impulse events. Next if the slope is greater than 2 mHz/sec,
the event is placed in the rise or drop in frequency category. If the slope is too
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Figure 6.23: From a 400 second window of frequency data, it is difficult to
visually detect events
gradual, the event is most likely not a rise or drop in frequency event. The
sign of the slope is used to determine if the event belongs to a rise in frequency
or a drop in frequency subcategory. If the event is a rise in frequency event,
the frequency increases and the slope is positive. If the event is a drop in
frequency event, the frequency decreases and the slope is negative. Examples
of both types of events are provided in Figs. 6.24a and 6.24b. The rises and
drops presented in this section are from small sudden imbalances between load
and generation.
An example of a drop in frequency event is provided in Fig. 6.25 when
a sudden loss of large generation of 478 MW on January 25, 2012 at 7:13 UTC
occurred.
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Figure 6.24: Example of sudden rise and sudden drop in the PMU frequency
signal



















Figure 6.25: Another example of a frequency drop event on January 25, 2012
7:13 UTC
The event was detected at all PMUs in operation at the time of the
event. The frequency at the time of the event is given in Fig. 6.25. A more
detailed view in Fig. 6.26a shows the initial rate of change of frequency is
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much higher at UT-Austin and the frequency begins to oscillate against the
frequency at UT-Pan American. The initial rate of change of frequency is ap-
proximate 300 mHz/sec and eventually the rate of change of frequency changes
to approximately 22.4 mHz/sec (from the start of the event to the nadir). A
zoomed in view of the beginning of the event is also given in Fig. 6.26b. The
frequency at UT-Austin begins to drop before the other frequencies at the
other PMU locations. The rate of change of frequency characteristic taken for
unit trip events is measured taking the frequency and time at the start of the
event and the frequency and time at the minimum nadir of the event.
























(a) Zoomed view shows oscillations in
the frequency























(b) Zoomed view shows drop at UT-
Austin
Figure 6.26: Zoomed in view of event shows that the frequencies at each
location begin to drop at different times with UT-Austin dropping sooner and
more rapidly
The event is also tagged as an oscillation event in the UT-Austin (1.17
Hz) and UT-Pan American (0.70 Hz) frequency data. The events are also
categorized as impulse events because of sudden changes in the frequency.
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6.2.3.0.4 Summary of Frequency Event Categories After extracting
common characteristics from 82 impulse events, 35 transient events, and 93
rise or drop events, an approximate range for characteristics of these event
categories was determined. The magnitude, ramp rates, duration, frequency
content, and change in frequency of the events were extracted and saved.
Table 6.3 summarizes available characteristics for each category.
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Category Subcategory
Magnitude Magnitude Ramp Rate Ramp Rate Duration Freq Delta Freq
(mHz) Peak to Peak (mHz/sec) Peak to Peak (sec) (Hz) (Hz)
(mHz) (mHz/sec)
Impulse
Single 3-9 - 10-900 - 0.267-0.5 - -
Multiple 20-25, 3-10 40-50 25-250 250-500 0.3-0.6333 - -
Transient
Damped 5-325 - - - 0.4-7 0.3-5.0 -
Sustained 0.1-1.6 - - - >12 0.8-3.0 -
Rise or Drop
Rise - - 0.8-3 - - - 0.015-0.04
in Frequency Drop - - 2-8 - - - 0.02-0.1
Unit Trip - - 15-30 - - - 0.1-0.21
Table 6.3: Summary of Characteristics from Events detected in Frequency Data
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6.3 Summary
In this chapter, the events detected from the screening algorithm are
placed into categories based on common characteristics. First, the events are
placed into categories based on visual inspection. These categories are impulse,
transient, and step change for RPAD events and impulse, transient, and sudden
rise or drop in frequency for frequency events. The common quantitative
characteristics for each event category and the ranges of characteristics for
each event category are identified.
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Chapter 7
Influence of Wind Power on Synchrophasor
Data
In this chapter, synchrophasor and wind power data are used to study
the relationship between wind power and the relative phase angle difference.
The observations made from synchrophasor and wind power output data show
that wind power has a strong influence on RPAD as seen in the linear relation-
ship between RPAD and wind power and in the influence on modal content of
electromechanical oscillations in the RPAD. The linear relationship between
the voltage RPAD and wind power penetration is explored first in Section 7.1.
Even though the weak relationship between power transfer and the voltage
RPAD across large distances was discussed previously in Section 2.4.1, the
power transfer from wind power plants in West Texas to major load centers in
Central Texas has a strong linear relationship to the measured voltage RPAD
between McDonald (West Texas) and UT-Austin (Central Texas).
Next, the relationship between synchrophasor modal content and levels
of wind power are studied. Initial observations indicate correlation between
wind power penetration levels and the appearance of an approximately 2 Hz
mode (strongest at McDonald, but visible throughout the system) [9, 18]. The
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impact of wind power on modal frequency estimates extracted from the syn-
chrophasor data are examined in Section 7.2. A chapter summary is presented
in Section 7.3.
• Publication: Part of the work presented in this chapter has been pub-
lished in [15, 18]
– Allen, A.J.; Santoso, S.; Grady, W.M.; , “Voltage phase angle varia-
tion in relation to wind power,” Power and Energy Society General
Meeting, 2010 IEEE , vol., no., pp.1-7, 25-29 July 2010
– Allen, A.J.; Santoso, S.; Muljadi, E.; “Phasor Measurement Unit
(PMU) for Wide Area Monitoring, Protection, and Control (WAMPAC)
Applications,” NREL Report, December 2012
7.1 ERCOT Wind Power Data and Relationship to Volt-
age RAPD
Total wind power and total generation data required for this research
was captured from the ERCOT web site (no longer available) starting January
27, 2009 to November 6, 2010. The data on the website included the aggre-
gate wind power, aggregate generation, aggregate load, system frequency, and
zonal pricing (before ERCOT switched to nodal pricing) and was updated
at one-minute intervals. The time stamp for this data employs Central Time
zone and is not synchronized with the GPS time stamp used to time stamp the
synchrophasor data. The collected data also has many missing data points.
215
Gaps range from a few hours in a day to months’ worth of missing data. Ag-
gregate wind power and generation are now available online as hourly averages
in portable document format (PDF). The resolution of this data is too low for
thorough analysis.
An example of one day of wind power and wind power penetration
is provided in Fig. 7.1. The left y-axis corresponds to the wind power (MW)
and the right y-axis corresponds to the wind power penetration (%). The wind
power penetration within ERCOT is calculated using the aggregate wind power
and total generation data. The time stamp is converted to UTC to match the
synchrophasor data time stamp for easy comparison to PMU data. During the
date of the examples provided, the Central Time conversion is UTC - 05:00
during Central Daylight Time and UTC - 06:00 during Central Standard Time.
For example, in Fig. 7.1, the peak wind power of 4330 MW occurs at 05:00
UTC or at 00:00 CST.
Initial observations also show that during higher levels of wind power
penetration, the voltage RPAD between UT-Austin and McDonald is closely
correlated to the wind power penetration as shown in Fig. 7.2. This informa-
tion reveals that the voltage synchrophasor data can be used to study power
flows over a large system.
The highlighted areas in Fig. 7.2 show the periods of data to be evalu-
ated for dynamic modal behavior in Subsection 7.2. The time stamp converted
to equivalent Central Time are provided for convenience as well. The blue
highlighted area is the wind power penetration and voltage RPAD during a
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Figure 7.1: Aggregate wind power and wind power penetration within ERCOT
for April 13, 2009 (UTC)
period of “high wind” and occurs at 1:00 to 3:00 Central Time (1:00 to 3:00
AM). The time at which high wind penetration typically occurs during Texas’
spring season ranges from late at night to the early hours of the morning. This
is when power output of wind power plants is highest and total generation in
the system is lowest. The red highlighted area is the wind power penetration
and voltage RPAD during a period of “low wind” and occurs at 11:00 to 13:00
Central Time (11:00 AM to 1:00 PM).
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Figure 7.2: Voltage RPAD and Wind Power Penetration for April 13, 2009
7.2 ERCOT Wind Power Data and Relationship to Modes
in Synchrophasor Data
The modal frequency and damping of low-frequency oscillations in the
PMU data are made using the auto-regressive parameter estimation is avail-
able in the Matlab Signal Processing Toolbox [59]. The number of modes
estimated is set to 32 but only modes with frequency under 3 Hz are exam-
ined in this section. Estimates are made for a moving window of 5 minutes of
synchrophasor data. The estimates from each window are saved and plotted
over a period of 2 hours. The frequency estimates, plotted on the y-axis, and
the damping ratio estimates, plotted on the x-axis, made during a period of
“low wind” power penetration is provided in Fig. 7.3. The data used for the
analysis is the data highlighted in red in Fig. 7.2. The estimates are made
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using data from 16:00 to 18:00 UTC (11:00 to 13:00 Central Time) when the
wind power penetration is between 4.6% and 5%. The wind power during this
time period is between 1500 and 1620 MW. There are clusters around the 1
Hz and 0.5 Hz modes which are always present within ERCOT. Other modes
are present from 1.5 Hz to 3 Hz but are not as tightly clustered. This type
of pattern is seen in time periods when the wind power penetration levels are
low during the early months of 2009.

















Figure 7.3: Modal Frequency and Damping Estimates for “low wind” condi-
tions in April 13, 2009
A time period of “high wind” power penetration is examined. The data
used for the analysis is the data highlighted in blue in Fig. 7.2. The data time
period is from 6:00 to 8:00 UTC (1:00 to 3:00 Central Time) when the wind
power penetration is between 15 and 18%. The wind power during this time
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period is between 3425 and 3940 MW. The same clusters around 1 Hz and
0.5 Hz are seen, however, the modes around 2 Hz and 1.5 Hz are more tightly
clustered. This pattern is seen during periods of “high wind” in early 2009.

















April 13, 2009 - Hours 6 to 8
Figure 7.4: Modal Frequency and Damping Estimates for “high wind” condi-
tions in April 13, 2009
It was observed that this pattern of tightly clustered modes of 2 Hz
during “high wind” scenarios began to change in late 2009 and early 2010. To
illustrate this, a day with a similar wind profile was found in early 2010. The
wind penetration and voltage RPAD between UT-Austin and McDonald are
shown in Fig. 7.5. The wind power penetration and the voltage RPAD follow
each other closely, especially during sudden ramping periods in wind power.
The highlighted areas in Fig. 7.5 show the periods of data to be eval-
uated for dynamic modal behavior. The time stamp converted to equivalent
220


































10:00 - 12:00 CST
02:00 - 04:00
CST
Figure 7.5: Voltage RPAD and Wind Power Penetration for January 18, 2010
Central Time are provided for convenience as well. The blue highlighted area
is the wind power penetration and voltage RPAD during a period of “high
wind” and occurs at 2:00 to 4:00 Central Time (2:00 to 4:00 AM). The red
highlighted area is the wind power penetration and voltage RPAD during a
period of “low wind” and occurs at 10:00 to 12:00 Central Time (10:00 AM to
12:00 PM).
The frequency and damping estimates in the voltage RPAD are saved
for a period of 2 hours during “high wind” power penetration. The data is
taken from 8:00 to 10:00 UTC and the wind power penetration during this
period is between 16.8 and 18%. The wind power during this time period is
between 4575 and 4830 MW. However, in this case the frequency estimates are
not as tightly clustered around 2 Hz as during the April 2009 case. Multiple
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days of data are examined to show that the relationship between the wind
power and the clustering of the approximate 2 Hz mode is not as strong as
would be expected from analysis of early 2009 data.

















Figure 7.6: Modal Frequency and Damping Estimates for “high wind” condi-
tions in January 18, 2010
Modal frequency and damping estimates are also made for a period of
the same day when the wind power output is low as shown in Fig. 7.7. The
data is taken from 16:00 to 18:00 UTC and the wind power penetration during
this period is between 7 and 7.8%. The wind power during this time period is
between 2275 and 2625 MW. However, the approximate 2 Hz data is tightly
clustered which is the opposite of what occurred in the April 2009 case.
The two cases provided above show that the relationship between fre-
quencies present in the PMU data and wind power penetration has changed
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Figure 7.7: Modal Frequency and Damping Estimates for “low wind” condi-
tions in January 18, 2010 -the 2 Hz oscillation are still present even though
the wind penetration levels are low
over time. Possible reasons for these changes may include new transmission in
wind-rich resource areas, new wind plants or conventional generators coming
online, retirement of old generators or other significant system changes. An
annual report on the Electric Systems Constraints and Needs released at the
end of December in 2010 includes a summary of major completed transmission
improvements [78]. In the summary is a list of improvements made in 2009
and 2010 including two transmission line rebuilds and a new autotransformer
all located in West Texas. The same report for the following year also shows
upgrades to transmission lines in the northwest region of ERCOT that could
also have an impact on the dynamic modal behavior of the system [79]. A few
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more examples of estimated modes during high wind power penetration are
provided in Figs. 7.9 to 7.10 in order to illustrate that the cluster of modal
estimates around 2 Hz is not always present.

















(a) January 27, 2012 9:00 to 11:00
UTC

















(b) November 8, 2010 (UTC) 4:00 to
6:00 UTC
Figure 7.8: Modal Frequency and Damping Estimates for “high wind” condi-
tions
In Fig. 7.8a, the wind power output during the duration of the analysis
on January 27, 2012 was 6000 to 6500 MW and the wind power penetration
was above 20% during this period. The wind data taken starting in August of
2010 to the present can be found in ERCOT Wind Integration Reports [80].
The data was taken from 3:00 to 5:00 Central Time or 9:00 to 11:00 UTC. The
approximate 2 Hz mode at this time is spread out along both the y-axis and the
x-axis, consistent with observations made that during high wind conditions,
the modal estimates do not cluster tightly around 2 Hz.
In Fig. 7.8b, the wind power output during the duration of the anal-
ysis on November 8, 2010 was approximately 6000 MW and the wind power
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penetration was approximately 20%. The data was taken from 22:00 to 00:00
November 7, 2010 Central Time or 4:00 to 6:00 November 8, 2010 UTC. The
modal estimates are also not tightly clustered around 2 Hz even though the
wind penetration is high.

















(a) October 7, 2011 at 8:00 to 10:00
UTC

















(b) October 7, 2011 at 19:00 to 21:00
UTC
Figure 7.9: Modal Frequency and Damping Estimates for “high wind” condi-
tions
In Fig. 7.9a, the wind power penetration was above 20% and the wind
power is approximately 7000 MW at 9:00 UTC. The figure shows that the
frequency estimates (the spread across the y-axis) are more tightly clustered
but the damping estimates change throughout the 2 hour window of data.
Another change is that the modal frequency has shifted so that there is no
longer a 2 Hz mode but instead two neighboring modes located at 2.26 Hz and
1.74 Hz. Another example taken from the same day in Fig. 7.9b shows modal
estimates made during a new record for wind power when the wind power
output reached 7,400 MW at 20:06 UTC. The modal frequencies during this
time of the day have changed so that now there is a modal frequency at 2 Hz.
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The mode is not as tightly clustered as was seen in the examples from early
2009. The change in modal frequency and the spread of the damping as well
as the tightness of the clustering of the modal estimates indicates that a lot
of different variables besides wind power and wind penetration could have an
effect on the modes present in the power system.

















Figure 7.10: Modal Frequency and Damping Estimates for “high wind” con-
ditions in November 1, 2011 at 00:00 to 02:00 UTC
A final example in Fig.7.10 is taken during a time when the wind power
output of 3000 MW; which is approximately the same as the wind power output
during the April 13, 2009 case. However, here the wind power penetration is
lower at about 7 to 9%. Fig. 7.10 shows the modal estimates from 00:00 to
02:00 UTC.
A comparison of all the modes during high penetration levels is given in
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Figs. 7.11 to 7.13. Each comparison is of a typical high wind modal behavior
in April 2009 to high wind modal behavior examples from January 2010 to
January 2012. When comparing the modal behavior, it is easier to see how
the modes have changed over time. In all cases the spread along the x-axis is
greater and shifted toward the right, meaning the modes are better damped.
When the oscillations are better damped, damping estimates are more difficult
to make since the oscillation in the signal has a shorter duration compared to
a lightly damped oscillation. The frequency estimates also change, but these
changes are not consistent and even change throughout the day. For example,
the modes for Figs. 7.12a and 7.12b are both taken from the same day but the
frequencies are different. Later in the day in Fig. ?? there is a frequency at
almost exactly 2 Hz but early in the day in Figs. 7.12b there is a frequency
below 2 Hz.





















(a) Comparison to January 2010
modes





















(b) Comparison to November 2010
modes
Figure 7.11: Comparison of modes during “high wind” conditions to modes
during similar conditions in April 2009
These examples illustrate the power of PMUs to document changes
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October 7, 2011 (19:00 UTC)
(a) Comparison to October 2011
(19:00 UTC) modes




















October 7, 2011 (8:00 UTC)
(b) Comparison to October 2011 (8:00
UTC) modes
Figure 7.12: Comparison of modes during “high wind” conditions to modes
during similar conditions in April 2009





















(a) Comparison to November 2011
modes





















(b) Comparison to January 2012
modes
Figure 7.13: Comparison of modes during “high wind” conditions to modes
during similar conditions in April 2009
in power system behavior over time. However, the data used to find the
relationship between trends measured by PMUs and the wind power output
for ERCOT is limited. At this time, it is not possible to make a conclusive
statement about the effect wind power has on the power system as measured
228
by PMUs. The ERCOT wind data is not always available, and is limited to
less than 2 years of data taken at a rate of one sample per minute. ERCOT
wind data is now only available in PDF format as hourly averages. The wind
data used is aggregated wind power for all of ERCOT and does not take
into account variation in output between wind resource regions. As more
wind power plants are installed over a larger geographical area, it will become
difficult to use the limited number of PMUs currently in the system to make
accurate analysis on the effects of wind power on synchrophasor data. As more
PMUs are installed and more wind data becomes available, a more accurate
analysis can be conducted, and PMUs will become a more valuable tool for
tracking long term bulk power system behavior changes, particularly changes
resulting from adoption of wind and other variable generation.
7.3 Summary
In this chapter, the relationship between wind power and voltage RPAD
behavior was examined. The linear relationship between synchrophasor volt-
age RPAD (between UT-Austin and McDonald PMU stations) and the wind
power output was shown to exist during periods of “high wind” scenarios.
This was typically when the wind power penetration levels were above 12%.
The linear relationship disappeared when the wind power penetration levels
dropped. The modal content of the synchrophasor data taken during different
periods of wind power penetration was examined as well. Initial observations
indicate correlation between wind power penetration levels and the appearance
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of an approximately 2 Hz mode (strongest at McDonald, but visible through-
out the system). These observations were first made near the beginning of
the synchrophasor network’s initiation (in early 2009). After examining many
days of synchrophasor and wind data, it was observed that a pattern of tightly
clustered modes around 2 Hz appears during “high wind” scenarios prior to ap-
proximately mid-2009. However, the pattern of tightly clustered modes around
2 Hz began to change in late 2009 and early 2010. The typical behavior from




The research presented in this dissertation is based on synchronized
phasor measurement data, or synchrophasor data, taken at customer-level
voltage as measured by the Texas Independent Synchrophasor Network. The
customer-level synchrophasor data are first validated before being used for
transmission level power system analysis. The methods and results of the
validation processes are summarized in Section 8.1 of this chapter. After val-
idation of the customer-level synchrophasor data, information from the data
is extracted using statistical and signal processing techniques. First, an al-
gorithm was created to automatically find power system events in the syn-
chrophasor data. Next, categories for the events found in the synchrophasor
data were created. Section 8.2 summarizes the research and results for the
algorithm and creation of the event categories. Finally, Section 8.3 summa-
rizes the work done using the synchrophasor data to discover trends in power
system data due to changing levels of wind power penetration within ERCOT.
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8.1 Validation of customer-level voltage synchrophasor
data for analysis of transmission system behavior
The results from the research reported in Chapter 4 make evident that
customer-level voltage synchrophasor data provide an accurate representation
of transmission level power system behavior. Both power system behavior
during normal operating conditions and during a large disturbance are exam-
ined. In Chapter 4, the customer-level voltage synchrophasor data is shown
to accurately capture the transmission system response to multiple generating
unit trip events. The drop in frequency as captured by the customer-level
voltage synchrophasor data is compared to the frequency drops recorded and
published by ERCOT in Daily Grid Operations Reports. The voltage phase
angles and magnitudes during the same generating unit trip events are also
examined. It is shown that the voltage magnitude is too noisy to be used for
analysis of power system events. Next, the customer-level voltage phase angle
measurements were compared to the state estimated 69 kV voltage phase an-
gle and shown to be similar. The state estimated phase angles were examined
for buses located near PMU stations within the synchrophasor network. Next,
customer-level synchrophasor data is compared to synchrophasor data taken
from a PMU installed at 69 kV. The transmission level PMU is located near
the UT-Austin campus which is the location of a customer-level voltage PMU
station. The comparison of transient response effects on frequency and volt-
age phase angle indicates that the customer-level synchrophasor data provide
a clear picture of the system transient response. The estimation of modal fre-
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quency and damping illustrated the accuracy of customer-level synchrophasor
data as representation of the power system’s ambient response. However, the
relative phase angle difference between the UT-Austin customer level location
and the 69 kV PMU location shows sudden “jumps” or changes in value. A
simulation of the campus shows that these phase angle jumps are influenced
by changes in load current. These results reported in Chapter 4 indicate that
use of customer-level voltage PMU measurements are accurate for transmis-
sion system analysis and the synchrophasor data is used for the remainder of
the research presented in this dissertation.
In addition, background information on the Texas Independent Syn-
chrophasor Network is provided in Chapter 2 and includes a brief introduction
to synchrophasors and their applications, PMU placement within ERCOT
for power system event monitoring purposes, hardware used in the network,
and the synchrophasor data format and pre-processing methods. The meth-
ods used to analyze the synchrophasor data throughout the dissertation is
described in Chapter 3.
8.2 Automatic detection and categorization of power
system events as captured by synchrophasor data
A novel algorithm to help extract useful information for power system
analysis out of the large volume of synchrophasor data was created. A de-
scription of the algorithm and results from application of the algorithm to
synchrophasor data is given in Chapter 5. The algorithm used four different
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methods to screen for possible events and each method is applied to a moving
window of PMU data. These methods were described in Chapters 3 and 5.
Statistical techniques are applied to the results of these four methods to deter-
mine if an event occurred. The algorithm was applied to 24 hours of PMU data
to analyze how well the algorithm was able to detect large and small events.
A variety of events were detected, including a sudden loss of generation that
was visible system wide as well as smaller local events that were visible at only
a single PMU station. Once an event is detected by the algorithm, the data
window containing the event is saved for further analysis.
The common quantitative characteristics for each event category and
the ranges of characteristics for each event category are described in Chap-
ter 6. First the events are placed into categories based on visual inspection.
These categories are impulse, transient, and step change for RPAD events
and impulse, transient, and change in frequency for frequency events. The
common quantitative characteristics for each event category and the ranges of
characteristics for each event category are also provided.
MATLAB software was used to analyze synchrophasor data and create
the algorithm to detect events.
8.3 Identify trends in power system behavior related to
wind power
The impact of increasing penetration of wind power on power system
behavior is not completely known. The grid operated by ERCOT provides
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a unique opportunity to study the impact of high levels of wind penetration.
With the installation of PMUs across ERCOT, the impact of wind power on
power system behavior can now be analyzed in new ways. Wind power and
total generation data was captured from ERCOT’s website. This information
was collected over a period of 2 years and is compared to the synchrophasor
data collected by the Texas Independent Synchrophasor Network over the same
period of time. The relationship between the relative phase angle difference
(between West Texas where many wind farms are located and Central Texas)
and the wind power penetration levels are highly linearly correlated during
periods of high levels of wind power penetration above 15% in the examples
shown. Once the wind power penetration reduces to below 10%, the wind
power penetration levels and relative phase angle difference are uncorrelated.
The low frequency electromechanical oscillations present in the synchrophasor
data are analyzed and the damping and frequency content are compared to
different wind power penetration levels. Initially, the relationship between high
levels of wind power penetration and a 2 Hz mode present in the synchrophasor
data was strong. However, it is possible that changes to grid topology impacted
this relationship and the 2 Hz mode is not as strong during periods of high
wind power penetration.
All synchrophasor data are taken from the Texas Independent Syn-
chrophasor Network and are used in all the listed research objectives. Addi-
tional data is provided by ERCOT as used in the approach. Analysis of all





Power System Stability Monitoring Methods
List
The expanded acronyms of the methods used for power system stability
monitoring as summarized in Fig. 3.4 are provided here. References for most
methods are also cited. The overview of the methods listed here is taken
from [6] and [4].
Ambient Response
• Without Probing → Parametric → Recursive
– Least-Squares
∗ Least-Mean Squares (LMS) [81]
∗ Robust Regularized Recursive Least-Squares (R3LS) [82]
• Without Probing → Parametric → Non-Recursive → Time-Domain
– Yule-Walker
∗ Autoregressive (AR) [52]
∗ Autoregressive + Kalman Filter (AR+KF) [83]
∗ Interleaved Prony (IP) [84]
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∗ Autoregressive Moving Average (ARMA) [72]
– Subspace
∗ Canonical Variate Algorithm (CVA) [85]
∗ Numerical Algorithm for Subspace State-Space System Identi-
fication (N4SID) [86], [4]
∗ Multivariate Output Error State-Space Algorithm (MOESP) [87], [88]
• Without Probing→ Parametric→ Non-Recursive→ Frequency-Domain
– Second-Order Frequency Regression (SOFR) [89]
– Yule-Walker with Spectral Analysis (YWS) [61], [4]
– Frequency-Domain Decomposition (FDD) [90], [24]
• Without Probing → Non-Parametric
– Spectral Methods
∗ Fast-Fourier Transform (FFT)
∗ Welch Periodogram [91]
– High Order Spectral (HOS)
∗ Bispectrum & Bicoherence [92]
∗ Trispectrum [47]
– Basic Function Decomposition
∗ Principal Component Analysis (PCA) [93]
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• With Probing
– System Identification with Known Input
Transient Response
• Linear → Time-Domain
– Prony [50], [51], [53]
– Matrix-Pencil (MP) [58], [24]
– Eigensystem Realization Algorithm (ERA) [94], [95]
– Hankel Total Least-Squares (HTLS) [96], [24]
• Linear → Frequency-Domain
– z-Transform Identification (z-ID)
– Frequency-Domain Identification (f-ID) [4, 97]
• Non-Linear → Parametric
– Wavelets [98], [99]
– HilbertHuang Transform (HHT) [47], [4]
• Non-Linear → Non-Parametric
– Frequency-Domain Pattern Recognition (FDPR) [100]
– Short-Time Forier Transform (STFT)
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Appendix B
Unwrapping Function for Synchrophasor
Phase Angles
The code for the function written in Matlab to unwrap the voltage
phase angle as measured at each PMU station is given here. A description of
the funciton is also provided.
The differential of the voltage angle is used to detect jumps which
appear as -360 degree or 360 degree spikes in the differentiated signal. The
place in the signal where these spikes apear are used to move the signal up
180 or down 180 degrees depending on the direction of the spike. The signal
is adjusted by finding first spike that is -360 degrees. The rest of the signal
following the detected spike is adjusted by adding 360 degrees. The next -360
spike is found and the signal following that spike is adjusted by adding 360
degrees. This continues untill all -360 spikes have been adjusted for. Next,
the 360 degree spikes are found and adjusted for. The location in the signal
where the first 360 degree spike occurs is detected and -360 degrees is added
to the rest of the signal following the detected spike. This is repeated until all
360 degree spikes are adjusted for.
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% Input i s the PMU angle , output i s the unwrapped ang le
func t i on [ ang unwrap ] = fAngleUnwrap (V1ang )
% d i f f e r e n t i a l o f the PMU angle
a n g d i f f = V1ang ( 2 : end ) − V1ang ( 1 : end−1);
posjmp = f i n d ( angd i f f <−300); % dete c t jumps
negjmp = f i n d ( angd i f f >300); % dete c t jumps
i f ˜ isempty ( posjmp ) % c o r r e c t jumps
f o r qt = 1 : l ength ( posjmp )
x = [ V1ang ( 1 : posjmp ( qt ) ) ;
V1ang ( posjmp ( qt )+1: end )+360 ] ;
V1ang = x ;
end
end
i f ˜ isempty ( negjmp ) % c o r r e c t jumps
f o r qt = 1 : l ength ( negjmp )
x = [ V1ang ( 1 : negjmp ( qt ) ) ;
V1ang ( negjmp ( qt )+1: end )−360] ;
V1ang = x ;
end
end
% f i n a l unwrapped vo l tage ang le
ang unwrap = V1ang ;
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