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1. INTRODUCTION 
As has been known since Halley (1693), the construction of 
a life table involves following persons from an entrance age to 
an exit age and registering whether exit is due to death or end 
of observation for other reasons (censoring, in modern termino-
logy). Kaplan and Meier (1958) initiated the 
modern mathematical-statistical analysis of the life-table in 
continuous time, or equivalently, the nonparametric estimation 
of a distribution function from right-censored observations. 
Although the practical use of life table methods with de-
layed entry has flourished, a theoretical-statistical analysis 
of the parallel problem of the life table with delayed entry 
(in continuous time), that is nonparametric estimation of a 
distribution function under left truncation, has been scant. An 
important and original contribution was given by Hyde (1977) 
who however concentrated on hypothesis testing problems; Hyde's 
(1980) later contribution contains a product-limit estimator, 
but it is not clear from the context whether it is in fact pro-
perly corrected for left truncation. Cox and Oakes (1984, p. 
177f.) followed the biostatistical tradition by referring to 
the product-limit estimator for left-truncated data as an ob-
vious and well-known generalization. ' ' 
The general theory of statistical models based on counting 
processes by Aalen (1975, 1978, Example 2) explicitly allowed 
for delayed entry and right censoring in a general context in-
cluding the present one, as pointed out in a survey article for 
the medical research community by Kj0ller, Larsen and Mortensen 
(1978), cf. Aalen (1980). Practical application to survival for 
diabetics, explicitly based on this approach, was given by 
Deckert, Poulsen and Larsen (1978), while Green and Hougaard 
(1984) fitted a Cox regression model to left-truncated.survival 
data using age as basic time variable. 
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A different empirical motivation for the study of nonpara-
metric estimation under random truncation comes from astronomy, 
as recently summarized by Woodroofe (1985). In fact, a heuri-
stic maximum likelihood argument for the product-limit estima-
tor under random truncation was given by Lynden-Bell (1971). 
The purpose of this note is to demonstrate how an embed-
ding of the basic nonparametric estimation problem into a sim-
ple Markov process model allows the product-limit estimator to 
be derived as a direct consequence of results by Aalen and 
Johansen (1978), thereby providing an alternative interpreta-
tion of Woodroofe's analysis. The consistency and asymptotic 
normality results of Woodroofe (1985) and Wang, Jewell & Tsai 
(1986) are shown to be consequences of Aalen and Johansen's 
limit theorems. Finally, the question whether the product-limit 
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estimator is a (marginal) nonparametric maximum likelihood es-
timator, discussed by Wang et al. (1986) and by the same au-
thors in further unpubli.shed work, may be answered in the pre-
sent framework by referring to the results by Johansen (1978). 
we indicate briefly that efficiency questions may be studied 
using the maximum likelihood property and a functional version 
of the &-method (Reeds, 1976; Gill, 1986; van der Vaart, 
1987). 
In a final section we show how the present framework also 
covers a concept of 'noninformative left truncation' recently 
given a precise mathematical formulation by Wellek (1986) as 
well as an estimation problem in steady-state renewal processes 
studied by Winter and Foldes (1986). 
To keep the present note reasonably brief, no results on 
right censoring are given. However, the basic tools as given by 
Aalen (1975, 1978), Aalen and Johansen (1978) and Johansen 
(1978) explicitly include right censoring, so that this gene-
ralization is also covered by the present framework. 
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2. INTERPRETATION OF RANDOM TRUNCATION MODELS IN A SIMPLE 
MARKOV PROCESS MODEL 
Woodroofe (1985) surveyed the problem of estimating the 
distributions of independent, positive random variables Y and X 
when sampling from the conditional distribution of (Y,X) given 
Y ~ x. We are in this note interested in the structure of the 
problem and (unlike Woodroofe) specialize to the case of abso-
lutely continuous X and Y. Then Y ~ X is almost surely.equiva-
lent to Y < x, which we shall use for ease of presentation. 
Non-absolutely continuous X and Y could be treated by similar 
methods, cf. Gill (1980). 
Keeping as closely as possible to Woodroofe's notation, 
assume that Y and x are independent, positive random variables 
with distribution functions G and F, densities g and f, cumula-
tive hazard functions r and t and hazard functions 
dr(y)/dy = y(y) = g(y)/(1-G(y)] 
and 
dt(x)dx = +Cx) = f(x)/(1-F(x)]. 
We restrict in this note attention to the most interesting (and 
most difficult) situation where Y and X have common support, 
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without loss of generality taken to be [O,m); it follows that 
ex = P{Y<X}>O. 
Define a Markov process U(t) on [O,m) by U(O) _ O and 
the transition intensities specified in the diagram 
y(t) 0 
/"' 
~0 
cf>(t) 
> 
) 
y(t) 
Then observation of (Y,X) given Y<X is equivalent to obser-
ving U(t) in the conditional distribution given U(m)•2 
("ultimate absorption in 2"). 
A practical application of a slightly more general Markov 
process model, containing nonparametric estimation with delayed 
entry, was given by Aalen, Borgan, Keiding and Thormann (1980). 
The following is a standard result for Markov processes; 
an explicit formulation was given by Hoem (1969). 
Proposition 2.1 In the conditional distribution given U(m)•2, 
the stochastic process {U(t), t~O} is a Markov process with 
transition intensity from 0 to 1 given by 
pl2(t,m) y(t) 
= y( t) = Po2<t,m) P{X>YIX>t,Y>t} 
and from 1 to 2 given by 
where P .. (t,u) l] are the transition 
nal Markov process. Define A. ( t) 111 l 
probabilities in the 
t 
I Ai(u)du, i-1,2. 
0 
2a. Estimation of the Distribution of x. 
origi-
It is seen that +Ct) is directly identified as the transition 
intensity A2(t), and its nonparametric estimation may there-
fore be derived directly from the counting process treatment 
given by Aalen (1975, Section So; 1978) and Aalen and Johansen 
(1978). 
Corresponding to (Y,X) define a two-dimensional counting 
process by 
N1(t) = i{jumps from 0 to 1 in [O,t]} 
== I{Y<t} 
= 
N2(t) = i{jumps from 1 to 2 in [0,t]} 
== I {Y<X<t}. 
== 
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With respect to the self-exciting filtration, and under the 
conditional probability given Y<X, the bivariate counting 
process N(t) = (N1(t), N2(t)) has compensator A(t) • (A1 (t), 
A2(t)) given by 
In the following we study independent identically distri-
buted replications (Y1 ,x1 ), ... ,(Yn,Xn) of (Y,X) conditional 
on Y<X. (The variables Y.,X. 1 1 with subscript will from now 
on be interpreted in this conditional distribution, the varia-
bles Y,X without subscript in the original distribution where 
Y and X are independent). 
Thus from now on 
N1 (t) = #{Yi~t} 
N2(t) = #{Yi<Xi~t} 
v1 (t) = #{Yi~t} 
V2(t) = #{Y.<t<X.}, 1 = 1 
and define also Ji(t) =I{Vi(t)>O}, i=l,2. 
As estimator of the integrated intensity t(t) we derive 
the Nelson-Aalen estimator 
n 
A t J2(u) l 
•<t> = I dN2 Cu> = 0 V2(u) i=l 
I{X.<t} l= 
It is then a basic result in the statistical analysis of coun-
ting processes that, defining 
* t t (t) = I J 2 (u)+(u)du, 0 
A 
the process t(t) * t (t) is a mean zero, square integrable 
martingale with predictable variation process given by 
These properties imply the unbiasedness result 
* E(t(T)) = E(t (T)) (2.1) 
for any stopping time T and suggest the estimator 
9 
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... * 
of the mean squared error function T(t) = E[<t - t >(t)]. 
Let us take a concrete look at the process J 2 (u) = 
I{V2 (u)>O}. Since we have assumed that ess inf X = ess inf 
Y=O, we will with probability one have Y(l)>O, Y(l) as usual 
denoting the smallest Y, so that v2 (u) = 0 on a proper in-
terval [0,Y(l)]. It may happen that v2 (u) = 0 on further 
intervals cu1 ,z1 J, ••• ,(Uk,Zk]' and it certainly becomes 0 
"' for u>X(n) = uk+l· The serious problem is that 6t(u1 ) = 
6N2 (Ui)/V2 (ui) = 1, "using up" the probability mass in the 
middle of the observation interval. 
Interpreting z0 = Y(l) the unbiasedness relation (2.1) 
specializes to 
t k dN2 (u) E [ I I { u E u ( z. , u. 1]} ( v2 ( u) - 4> ( u) du) 1 = 0. 
0 i=O 1 i+ 
In particular, the integrated intensity estimate t(t) - t(u) 
over the subinterval (u,t] has a useful interpretation as 
long as u<t both belong to the closure of an "observation 
interval" (Zi,ui+l] given by v2(t) constantly positive: for 
such (u,t) we have 
... ... 
t 
t(t) - t(u) = I dN 2 ( u ) /V 2 ( u ) , 
u 
* * 
t 
t (t) - t (u) = I 4>(u)du = t(t) - t(u). 
u 
It is however still difficult to formulate applicable unbiased-
ness results, because there are no restrictions on the location 
of the intervals with no risk set (V2=0). 
The interest in the literature has focused on estimating 
not the integrated intensity of x but rather its distribution 
function F or (equivalently) its survivor function SX. The 
formal Aalen and Johansen (1978, Theorem 3.2) answer is to use 
the product-limit (or generalized Kaplan-Meier) estimator 
n 
[0,t] 
where the product integral is the finite product 
n I{X.<t} l= 
n < 1- v2 < x1. ) > • i=l 
Unbiasedness and mean square error results derive from the fact 
that defining 
n 
[0,t] 
* (1-dt (u)] 
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= 
we have that 
SX(Ui) 
SX(Zi-1) 
SX(Ui) 
SX(Zi-1) for t E ( U. , Z. ] l l 
is a zero-mean, locally square integrable martingale with pre-
dictable squared variation process given by 
:.. * <Sx(t)/Sx(t) - 1> 
t 
.... * 2 * ... f [Sx(u-)/Sx(u)J d<t - ~ >(u) 
0 
t 
.... * 2 J2(u) 
== I [Sx(u-)/Sx(u)J v2(u) 
+(u)du. 
0 
Hence for any bounded stopping time T 
,.. * 
and the squared variation of S/S may be estimated by 
It follows that a natural estimate of the covariance function 
of SX is given by Major Greenwood's formula 
cov 
sAt 
I 
0 
Note that since dt(Ui) = 1, i=l, ••• ,k+l, and in particu-
lar dt(u1 ) = 1, the estimator SX(t) = 0 for t~u1 . This is 
a serious problem if there exist values of Y. J (and hence x.) J 
larger than u1 because the estimator of the distribution of 
x will then be supported by a proper subset consisting of the 
smaller observed x .. Woodroofe (1985, p. 168) recognized the 
J 
problem and suggested an ad hoe mending. We shall see in Sec-
tion 4 below that the formal nonparametric maximum likelihood 
estimator in this case does not exist. We prefer to forgo the 
desire to estimate SX on the whole of [O,~) but rather li-
mit ourselves to quote estimated conditional probabilities 
P{X>ulX>z} for u and z belonging to the same observation 
interval: Z.<z<u<U. 1 for some i. Perhaps the hazard (or 1- - 1+ 
cumulative hazard) is more appropriate than the distribution 
function for communicating the results of the estimation since 
the hazard at any time x is the same for all conditional dis-,, 
tributions of X given X > x0 , x0 < x. 
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For t E (z0 ,u1 ] (which may be the only observation in-
terval) it should be remarked that 
n 
[0,t] 
* (1-dt (t)) = (1-dt(t)) 
which motivates the interpretation of SX(t) as estimating not 
P{X>t} but rather the conditional probability P{X>t1X>Z 0}. 
In the example in Table 1 of Woodroofe (1985), z0 - y(l) 
= .0136 and the estimator Fn might be interpreted as that of 
the conditional distribution of X given X > .0136, which is 
in this case the uniform distribution on [.0136,1]. The maxi-
mum likelihood estimator of the mean was quoted by Woodroofe as 
.5192, which is closer to that of the conditional distribution 
(.5098) than to the marginal mean of .5. 
2b. Estimation of the Distribution of Y 
Whereas the conditional Markov process defined at the beginning 
of the section allowed direct estimation of the hazard ' of 
X, ' being identified as the transition intensity from 1 to 
2, no similar simple approach is possible regarding the hazard 
y of Y. Instead it is useful to consider the backwards in-
tensities ~i(t) from state i+l to state i in the time-
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reversed conditional Markov process U(t) on [0,m] with time 
running backwards: 
U(co) - 2 
P{U(t-h) • i-llU(t) = i, Y<X} = X.(t)h + o(h), i•l,2. 1 
(Note that U(t)=i ~ Y<X for i=l,2 so that the conditioning 
event could be replaced by {U(t)=i}). The following proposi-
tion is a standard result in Markov processes and is easily 
proved directly. 
Proposition 2.2 The backwards intensities are given by 
- P U(t) = i-1 X>Y 
Ai(t) = Ai(t) P{U(t) • i X>Y} , i • 1,2. 
Proposition 2.2 implies in particular that 
P Y>t, X>t Y<X 
P{Y~t, X>t Y>X} 
P{Y>t, X>t} 
• y(t) P{Y<X, Y~t,X>t} 
= y(t) P{Y>t, X>t} 
P{Y<t, X>t} 
== 
= y(t) 1 - G(t) G(t) 
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by the independence of X and Y under P. Define the 
backwards hazard 
y(t) = g(t)/G(t) 
with the interpretation 
P{Y~t-hlY<t} = y(t)h + o(h), 
then we have shown that X1(t) = y(t), which of course also 
follows directly by symmetry of time. 
The result is that y(t) or its integral T(t) may be 
estimated by reversing time and using a backwards Nelson-Aalen 
estimator; similarly G(t) may be estimated by a generalized 
backwards Kaplan-Meier estimator. These results are also imme-
diate by symmetry of time since the original problem contains 
no special preference for one particular direction of time. 
The various complications are exactly as for the estima-
tion of the distribution of X, and moreover, there are com-
plications in estimating both distributions or not at all. 
In particular, there is no information in the sample on 
the distribution of Y on [X(n)' =). A useful formulation of 
this is to state that only the conditional distribution of Y 
on an interval [0,y), y~X(n) may be estimated. 
Completing the example of Woodroofe (1985) for the distri-
bution of Y, one obtains a maximum likelihood estimate of the 
mean as .414, which is closer to the mean (.472) of the 
conditional distribution given Y < x(lO) = .9441 than to the 
marginal mean of .5. 
2c. Woodroofe's Inversion Formulae. 
Woodroofe (1985, Theorem 1) derived formulae to show that under 
suitable conditions, the marginal distribution functions G 
and F are identifiable from the conditional joint distribu-
tion function 
x 
H*(x,y) = P{X~x, Y~ylY<X} = a-l JG(yAz)dF(z) 
0 
which has marginals 
and 
17 
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here 
x 
« = P{Y<X} = JG(z)dF(z) 
0 
x 
= I [1 - F(z)]dG(z). 
0 
Using our notation r and t, Woodroofe proved 
and 
with 
Since 
x 
t(x) = fdF*(z)/C(z), 0 < x < m 
0 
f(y) = JdG(z)/G(z) = 
y 
fdG*(z)/C(z), 
y 
0 ( z ( m. 
= 
C(z) = P{Y~z<XIY<X} = P{U(z)=llY<X}, 
0 ( y ( m 
it is seen that Woodroofe's formulae are contained in the 
Markov process framework introduced above, and in fact allow 
attractive interpretations there. 
3. ASYMPTOTIC RESULTS 
3a. Convergence on [c,M], O<c<M<m. 
A A 
As we have seen, in interpreting t and Sx in a practical 
situation, it is rather important to take account of the fact 
that dt can really only be estimated on the interval or in-
tervals {t:v2(t)>O}. In sketching how the counting process 
formulation of the left-truncation problem can be used in a 
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very direct way to derive asymptotic distribution theory for 
our estimators, we shall similarly take care of this problem by 
first only estimating 
€ t = t - t(c) 
and 
on an interval (c,M] whose endpoints t=c,M satisfy 
P{Y<t~XIY<X} > 0. 
A€ *t Ac *t 
t , t , sx and sx be defined similarly to 
and and recall our notational conventions; Y and X 
are independent random variables with distribution functions G 
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and F; (Yi,Xi) for i•l, ••• ,n denote independent replicas 
of (Y,X) conditional on Y<X. Thus P{Y.<X.}=1 while 1 1 
P{Y<X}=a<l. Let us also write 
v2(t) = E(n-1v2(t)) - P{Y.<t<X.} - P{Y.<t}-P{X.<t} - C(t), 1 = 1 1 1 
in Woodroofe's notation. We have 
v2(t) = P{Y<t~X,Y<X}/P{Y<X} = G(t)[l-F(t)]/a 
> G(E)[l-F(M)]/a > 0 
= 
for E<t<M by the assumption that Y and X have support 
m = 
[0,m), so that O<G(t)<l, O<F(t)<l for O<t<m. 
Now is the difference between two empirical distribu-
tion functions, so by the Glivenko-Cantelli theorem 
as n ~ m, where I I · II: denotes the supremum norm over 
[E,M]. Thus by boundedness away from zero of v2 
we also have 
-1 -1 M I I v2 -nv2 I le ~ 0 a.s. 
as n ~ m, and J 2 = 1 on [e,M] for all sufficiently large 
n a.s. Thus and on [e,M] for all suf-
ficiently large n almost surely. 
With these preparations made, weak convergence of n~(ie­
and/or of n~(S e - S e) follows immediately from stan-X X · 
dard results on the Nelson-Aalen and the product-limit estima-
tors in the counting process literature. 
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Briefly, Aalen (1975, Theorem 8.2), cf. Aalen (1978, Theo-
rem 6.4) proved weak convergence of the Nelson-Aalen estimator 
(in a general model containing the present one) using martin-
gale central limit theory; Aalen and Johansen (1978, Theorem 
4.6) treated the product-limit estimator in a general Markov 
process model (containing ours). These early results relied on 
uniform integrability of the random variables nJ2 (t)/V2 Ct) 
over n=l,2, .•. and t E [e,M], which is true but requires 
some calculation, see Aalen (1976, Proof of Lemma 4.2 in Appen-
dix). Indeed, later developments in the theory of stochastic 
integrals have also made Aalen and Johansen's assumption (4.1) 
unnecessary. 
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The approach used here, establishing Glivenko-Cantelli 
convergence for v2/n, leads to an easier verification of the 
conditions used by Rebolledo (1980) for his version of the mar-
tingale central limit theorem. This approach was used by Gill 
(1980, Section 4.2; 1983) for the product limit estimator in a 
model of random censorship (though the proof is valid in our 
situation too (Gill, 1980, Section 6)), and by Andersen and 
Borgan (1985, Appendix) for the Nelson-Aalen estimator in a 
general model, including the present one. 
Theorem 3.1 Under the stated conditions, 
in D[c,M] (3.1) 
as n 4 =, where we is a Gaussian martingale with zero mean 
and variance function 
( 3 • 2 ) 
we also have (in fact, jointly) 
(3.3) 
Furthermore, 
(·) -2 I n v2 (s) d N2 (s) is a consistent estimator 
c 
(in of the variance function of 
Corollary 3.1 We have 
I I i - + I I~ ! o and I I ix - sx I I~ ! o. 
Corollary 3.2 The event of the existence of s<t<u<M with 
-
J 2(s) • J 2 (u) = 1, J 2(t) = 0, is asymptotically negligible. 
Proofs of the corollaries are obtained easily, using v2(e)>O 
for all e>O, cf. Woodroofe (1985, p. 172). 
It is curious that the probabilistic result of Corollary 
3.2 is derived via the proof of consistency of a statistical 
estimator! 
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One should note that the counting process framework allows 
a direct identification from the martingale central limit theo-
rem of the asymptotic covariance structure of the estimators, 
which was already suggested by the small sample arguments of 
Section 2a; thus no heavy calculations as used by Wang et al. 
(1986) are necessary. 
3b. Convergence on [0,=]. 
Since v2(t)>0 for all tE (0,=) one can ask whether or not 
these results can be extended to yield weak convergence in 
D[O,M] or D[e,=] or even D[O,=], cf. Woodroofe (1985, Sec-
tion 6; 1987). The extension of (3.3) at the righthand endpoint 
of the time interval was carried out by Gill (1983) (for the 
rando~ censorship model) under natural additional conditions. 
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The analogous conditions in the left truncation model are auto-
matically satisfied. We shall use the same techniques in order 
to study the lefthand endpoint problem, which may be of greater 
. practical importance. 
A 
Since SX and SX are both close to 1 near t•O, one 
easily discovers that the extension problem for (3.3) is hardly 
more difficult than that for (3.1), on which we will concentra-
te. Also there is no hope of making an extension unless the 
limiting process can be extended too; for this we need to assu-
me (cf. (3.2)) that 
Now 
j dF(s) 
a O G(s)(l-F(s)) 2 • 
Since F(s) 4 0 as s 4 0, we have finiteness if and only if 
j dF(s) 
O G(s) < m ( 3 . 4 ) 
for some (and then all) e>O. From now on we assume (3.4) 
holds. we will have our required result 
in D[O,M] 
(3.5) 
in D[O,M] 
where W is WE with €=0 of Theorem 3.1 if for all o>O 
lim limsup P{n~ I I •* - t I I~ > o}=O 
€,l,0 n-+co 
and for all o>O 
lim limsup P{n~ I I i - •* I I~ > o}-0 
€,l,0 n-+co 
(3.6) 
( 3. 7) 
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see Billingsley (1968; Theorem 4.2) for the basic idea here and 
Gill (1983; Proof of Theorem 2.1) for a similar application. We 
look at the easier term (3.7) first. 
" * Now since t - t is a square integrable martingale, 
Lenglart's (1977) inequality gives us 
~ " * € * 02 P{n I I t - t I lo > o} ~ n + P{n<t - t >(€) > n }. 
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But 
* 
e: nJ2 (s) 
n<t - t >(e:) =. I v2(s) 
+(s)ds 
0 
e: nJ2(s) 
< I i{i:Yi<s} +(s)ds == 0 
e: +<s)ds < I 
... 
0 f3P(Yi<s) 
with probability 1-o(l) as '3+0, uniformly in n, by Wellner 
(1978, Remark 1 (ii)). Furthermore 
e: +(s)ds e: +(s)ds J P(Y<sjY<X) == ex I P(Y<s,X>Y) 0 0 
e: +(s)ds < ex I G(s)(l-F(s)) . = 0 
e: 
Thus having assumed I dF(s)/G(s) < m , we can prove the re-
0 
quired result: for taking e: sufficiently small, we can bound 
A * n<t - t >e: by an arbitrarily small constant with probability 
arbitrarily close to 1, uniformly in n; and this establishes 
(3.7). 
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As far as (3.6) is concerned, we note that 
n~ 11 t * - t 11~ 
with probability ~ 1 as n ~ m by Corollary 3.2. It suffices 
therefore to show n~t(Y(l)) ~ 0 as n ~ =. Now A1 (Y(l)) is 
the minimum of n i.i.d. exponential (1) random variables, 
hence 
~ P{n t(Y(l))>c} == e 
-nA1 (t-1 (n-~c)) 
So putting o = n-~c, it suffices to prove 
or (putting o == t(e)), 
or 
28 
Now one easily verifies that 
€ 
I dF/G < CIO 'tJ € > 0 
0 
€ 
* I df/f ( CIO 'tJ € > 0 0 
€ 
* I dt/A1 < CIO 'tJ € > 0 0 
€ 
=+ I dt/Al -+ 0 as e:.J..0. 
0 
€ 
But ~ dt/Al ~ t(e:)/A1 (e:). So we certainly have 
as e:+O, 
as required. 
3c. Remarks on Joint weak Convergence 
Finally we make some remarks on the estimation of r and 
G, possibly jointly with t and F. 
By symmetry we can immediately write down weak convergence 
conditions drop the "M". A joint weak convergence result, 
f n~(SA€-S€) 
.e.g. or X X and n~(GM-GM) is a little trickier. What 
can be argued is the following. 
We certainly do have joint weak convergence of n~[n-1v1 (c) 
~ -1 ~ Ac c ~ Ac c 
- v1 (€)), n {n v2 (€) - v2(c)), n (A1-A1 ) and n (A2-A2 ) in 
R2x(D[c,M]) 2 to a bivariate normal distribution and an inde-
pendent pair of independent continuous Gaussian martingales. 
Now s~ = Il(l-dA~) while 
ted functional of v1(€)/n, 
~M G is a rather more complica-
€ A2 • However 
this functional is built up in a simple way of integrals of one 
empirical process with respect to another, products or ratios 
of empirical processes, and product integrals. By the compact 
differentiability of all these mappings and the functional ver-
sion of the &-method (see Reeds (1976), Gill (1986) and Gill 
and Johansen (1987)) weak convergence carries over to 
(n~(GM-GM), n~(S~-S~)) jointly. However identification of the 
covariance structure is not a pleasant task. It is clear that 
there will be dependence (if G is known, SX can be better 
estimated; see Vardi (1985)). 
m m 
When the extra conditions I (1-F)-ldG<m, I G-ldF <m 
0 0 
hold, the previously obtained extension results show that we 
have joint weak convergence of n~(F-F) and n~(G-G) in 
2 (D[O,m]) . Another compact differentiability calculation leads 
to asymptotic normality of n~<&-~> where & = sc1-r>aG. 
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We now sketch an alternative approach which leads more 
directly to fairly simple formulae for the variances and cova-
" riances of all these objects. For i=l,2 define 1-Fi(t) • 
t 
" n ( 1-dA. ) and similarly for F, • 
0 l l 
,., 
while Fl is the empirical d.f. 
their true d.f., 
t 
J(l-F(s))dG(s) 
0 Fl(t) ==co 
J(l-F(s))dG(s) 
0 
" ,., Of course F2•F and F2•F, 
of the Y. 's 
l 
and Fl is 
By the simultaneous representations of Fi-Fi (ial,2) in 
( . ) 
terms of the orthogonal martingales M
1
• = N.- I Y.dA. and the 
l 0 l l 
same martingale Central limit theorem and extension results as 
before we can prove joint weak convergence in (D[O,coJ) 2 of 
~ ,., 
n (Fi-Fi)' i=l,2, to two independent processes (1-Fi). Wi 
where w. 
l 
is a zero mean Gaussian martingale with 
t -1 
v a r W. ( t) == J( v . ( s ) ) dA. ( s ) • 
l 0 l l In fact has the same 
distribution as 
[0,1). Since 
0 B oF1 , where 
dFl a (1-F)dG 
BO is a Brownian bridge on 
we have dG a (1-F)-1dF1 or 
t 
J(l-F(s))-1dF1 (s) 
G(t) = -~~~~~~~~­
J(l-F(s) )-ldF1 (s) 
0 
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Also a = -1 -1 I (1-F(s))dG(s) = [f(l-F2(s)) dF1 (s)] . 0 0 
By the 
invariance properties of maximum likelihood estimators (see 
A A A A 
Section 4a) the same relationships hold between F, G, Fl' F2 
and A a. These rather simple expressions together with the sim-
ple form of the asymptotic covariance structure of a~ 
A 
F2 
enable one to write down the asymptotic covariance structure of 
A A 
F, G and A a rather easily. 
One could consider using this alternative route to actual-
~ A 
ly prove the weak convergence of F and G, rather that the 
route we took earlier. However, one must then solve the nontri-
vial problem of extending weak convergence of 
from D[O,M] to D[O,m]. This will require some careful cal-
culations perhaps on the lines of woodroofe (1987). 
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4. NONPARAMETRIC MAXIMUM LIKELIHOOD ESTIMATION OF (G,F). 
The embedding of the estimation problem into the simple Markov 
process in Section 2 also offers a framework for the interpre-
tation of the pair of generalized product limit estimators of 
the distribution functions of Y and X as maximum likelihood 
estimator. Any absolutely continuous distribution functions G 
and F on [O,m] will lead to a "conditional" Markov process 
U(t) 
y{t) 
Al(t) = P{Y<XIY>t,X>t} 
and initial and final conditions U(O) = 0 and U(m) • 2 a.s. 
given Y<X. We also assume that the supports of Y and X are 
both equal to [O,m); this implies F(x)<l * t(x)<m on 
[O,m), that is for the Markov process that P{U(t) • ilY>X}>O 
for i • 0,1,2 and all tE(O,m). In.terms of the integrated 
intensities 
intensities 
t 
= J A.(u)du 
0 1 
and backwards integrated 
A.(t) = J X.(u)du we have 
1 t 1 
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Conditions 4.1 For i = 1,2 and O<a<= 
One may, conversely, start with a Markov process U{t)" 
with intensities A. 
1 
satisfying Conditions 4.1 and ask whether 
a left truncation model may be defined from it. That is, can we 
define the distribution of independent random variables Y,X 
with intensities y and + so that U(t) is the conditional 
Markov chain constructed in Section 2, in particular such that 
This is indeed possible: define 
are intensities of proper probability distributions with sup-
port [0,=) by Conditions 4.1); we only need to show 
Proposition 4.1 We have 
y(t) 
Al(t) • P{Y<XIY>t,X>t} ' O<t<= • 
• 
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Proof. By the definition of the relevant quantities 
y(t) 
P{Y<XIY>t,X>t} = 
= g(t) I G(t) j g(u) G(u) 5x(u) 
t Sy(t) G(t) Sx(t) du 
sx(u) 
s(t) du 
x 
and according to the definition of y and + from the Markov 
process, this may be written as 
y( t) 
Q) 
- P U(u)=l U(t)=l 
I y(u) P{U(t)•l U(u)=l} du 
t 
from which one may again use elementary reductions to obtain 
y(t)P{U(t)=l} 
Q) 
I y(u)P{U(u)=l}du 
t 
= 
y(t)P{U(t)=O} 
Q) 
I y(u)P{U(u)=O}du 
t 
where the denominator is the probability that the transition 
0~1 will happen in [t,=); this equals P{U(t)•O} because of 
our assumption that P{U(=)=O}=O, and this completes the 
proof. 
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In order to rigorously discuss nonparametric maximum like-
lihood estimation, the left truncation model has to be extended 
to include also discrete distributions of (Y,X). We shall for 
ease of exposition assume that dF(u)dG(u)•O for all u. 
Define corresponding (right continuous) integrated inten-
sity functions as 
t(t) = I dF(u) 
[O,t] 1-F(u-) 
and similarly for f(t). Also define the backwards integrated 
intensity function 
f(t) = I [t,=) 
and notice that 
dG(u) 
G(u) 
df(t) = df(t) l-G(t-) G(t) 
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From the functions r and t we may first define a Markov 
process U(t) by U(O):O and the diagram 
-~> GJ. 
dr 
This process has the properties P{U(O)=O}•l, P{U(m)-2} 
= P{Y<X} = 1-P{Y>X} = 1-P{U(m)=4}. Observation of (Y1X) 
given Y<X is equivalent to observing the conditional Markov 
process given U(m)=2, which has intensity from 0 to · 1 
given by 
dr(t) ( 4. 5) 
and from 1 to 2 given by 
dt(t). 
The backwards intensity from 1 to 0 in the conditional pro-
cess may be seen by the same calculation as in Section 2b to be 
identical to the backwards intensity of Y : A1 = r . 
spectively (so that dA.(t)=O for l t d: [ s. , t. J ) ; it then fol-'1- l l 
37 
lows from (4.5) that d.A1(t)=O, t>t2 and therefore by inver-
sion of time also that dA2(t)=O, t<s1 . 
4a. Maximum Likelihood Estimation in a Markov Process. 
Following the approach of Johansen (1978), we now define an 
extension of the conditional Markov process model (2.4) by al-
t 
lowing the integrated intensities A.(t) =I A.(u)du, i•l,2, 
l 0 l 
to be arbitrary increasing right-continuous functions with 
jumps < 1 
= 
(but no simultaneous jumps of 
with the property that there exist times t. l with dA. (t. )•l, l l 
A.(u)=A.(t.) for u>t 1 .• We still assume P{U(O)=O}•P{u(~)-2} l l l 
=1, which implies that t 1<t2 : if the process has to end in 
state 2, all transitions 0~1 must happen before the last 
possible transition 1~2. Let s 1=sup{slP{U(s)•0}=1} 
=sup{slA1 (s)=0}. 
Before turning to estimation in such a model, we need to 
investigate whether any such Markov process will correspond to 
a left truncation model. That is, is it possible to recover 
integrated intensities r and t which correspond to the mar-
ginal distributions of independent random variables Y and X ? 
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If it is possible, t would have to be given by A2 and the 
backwards integrated intensity r would have to be given by 
the backwards integrated intensity A1 . 
If there exists an inner jump of size 1 of A2 , that is 
if there are s<t<u such that dA2(s)>O, dA2(t)=l and 
dA2 (u)>0, then A2 does not correspond to a probability dis-
tribution. In this case there is no hope of interpreting A2 
as the cumulative intensity function t corresponding to x. 
Hence assume that there are no inner jumps of size 1 of A2 
and define r = A1 and t = A2 . With these definitions, we 
certainly have A2 = t and need to prove 
Proof. Reasoning as for (4.1) we hpve 
dA1 (t)P{U(t-)=0} 
dAl(t) = P{the transition 0~1 happens in [t,m)} 
dA1 (t)P{U(t-)=0} 
= J[t,m)P{U(u-)=0}dA1 (u) 
dA1 (t)P{U(t+)=l} 
Because of the assumption of no inner jumps of A2 we have 
P{U(u+)=l}/P{U(t+)=l} 
= P{U(u+)•llu<t+)=l}/P{U(t+)=llUCu+)=l} 
for s 1<u<t1 , and the proof can be completed as for (4.1). 
In this extended model the maximum likelihood estimator 
(A1 ,.A2 > of (A1 ,A2 ) may be derived following arguments simi-
lar to Johansen's. By transformation invariance of maximum li-
kelihood estimators, it follows that (A1 ,A2 ) is the maximum 
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likelihood estimator of (A1 ,A2 ), which is identical to (f,t) 
... 
under Assumptions 4.1. It follows from Johansen (1978) that A2 
" is exactly the Nelson-Aalen estimator t defined in Section 2, 
" " 
and therefore, by inversion of time, A1 is exactly r . 
... 
This shows that (r,i) is indeed the nonparametric maximum 
likelihood estimator of (f,t). 
Further, it is seen that f and t are of the form spe-
cified in the beginning of this section. Provided they contain 
no inner jumps of size 1, they may be interpreted as integrated 
intensities of probability distributions, and the corresponding 
product-limit estimators (G,SX) are therefore NPMLE of 
(G,Sx) in the smaller "left truncation" model. 
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To show that an NPMLE in the left truncation model exists 
if and only if there are no inner jumps of size 1 in the NPMLE 
for the Markov model we now only need to remark that if there 
are inner jumps of size 1, one can make the ("discrete") like-
lihood function in the left truncation model arbitrarily close 
to the maximum likelihood in the Markov model, without however 
being able to achieve this value. 
4b. Remarks on Efficiency. 
The identification of the left truncation model as a Markov 
process model may be exploited to prove asymptotic efficiency 
results, and we shall in this section briefly indicate how to 
proceed. (Direct calculations of the efficiency of the product 
limit estimator under random truncation, defined on a compact 
subinterval ([t,M] in our notation) were recently given by 
Huang and Tsai (1986).) 
Since the Nelson-Aalen estimator in a univariate counting 
process both has a nice asymptotic distribution theory and is 
an NPMLE, one should expect it also to be efficient in the sen-
se of the modern extensions of the Hajek-LeCam convolution and 
asymptotic minimax theorems to semi-parametric models; see e.g. 
Begun, Hall, Huang and Wellner (1983). A result of such a natu-
re by Helgeland & Hjort (to appear) was announced by Hjort in 
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§5 of his discussion of Andersen and Borgan (1985). Hjort only 
mentioned a univariate result. However in a multivariate coun-
ting process model, and .in particular Aalen and Johansen's 
(1978) Markov process model, a multivariate version of this 
theorem can be proved in just the same way, since each intensi-
ty contributes an additive term to the log likelihood of 
exactly the same form. 
It should also be emphasized that this model is one in 
which the usual locally asymptotic normality and information 
calculations are very simple, since the likelihood 
Il [Il (log A.(t))dNi(t)exp(-JV.A.)] 
. t 1 1 1 1 
is so simple too. 
However, the problems of empty risk sets near 0 and m 
which arise in establishing asymptotic normality also give 
serious technical difficulties in an efficiency theory. 
We will take an easy way out as already introduced at the 
end of Section 3. Suppose we only consider the data collected 
on a time interval [e,M], that is, times of transitions and 
numbers at risk. The distribution of this data has parameters 
and from which 
S~ can be calculated in the usual way. These parameters vary 
freely in (0,1) 2 x {increasing absolutely continuous functions 
• 
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on [t,M], zero at t} 2 by our results on equivalence of 
left-truncation and Markov models. Now by the natural extension 
of Helgeland & Hjort's efficiency results, 
is a jointly asymptotically efficient estimator of 
€ € M 
€ (v1 (c),v2(c),A1 , A2 ). Furthermore G and SX (as indicated 
in Section 3) are compactly differentiable functions of these 
parameters, and therefore by van der vaart (1987; Theorem 4.1) 
also jointly efficiently estimated by the same functions of the 
AM A€ 
efficient estimators: precisely (G ,Sx>· 
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5. TWO RELATED ESTIMATION PROBLEMS 
Sa. Noninformative Truncation 
In the previous sections of this note we have stuck to the 
random left truncation model as discussed by Woodroofe (1985) 
and postulating the existence of a pair of latent independent 
random variables (Y,X) from which only the conditional dis-
tribution given Y<X is observable. In particular in biosta-
tistical applications a certain uneasiness is prevalent about 
the assumption of such latent variables, in much similar fash-
ion as for the competing-risk version of the random right cen-
soring model, where a pair of independent random variables 
(X,Y) is postulated as underlying the observation of 
(min (X,Y), I{X<Y}). 
= 
A recent note by Wellek (1986) made this specific by con-
sidering a random variable T "of interest", left-truncated by 
the "truncation mechanism", that is random variable, S, mean-
ing that T is only observed if T>S. Wellek defined S as a 
noninformative truncation mechanism if for O<s<t 
- = 
P{T>tlS=s} - P{T>tls-O}/P{T>slS=O}. 
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Define a stochastic process u on [O,~) by 
U(t) = 0 
U(t) = 1 
U( t) = 2 
if 
if 
if 
t < s 
= 
S < t < T 
= 
T < t 
Then u is a Markov process if and only if S is a noninfor-
mative truncation mechanism, and is in fact exactly the model 
of this paper. 
Verbal versions of the concept of a noninformative trunca-
tion mechanism were given by Aalen (1980): 
"One has to require that the patients who enter the study 
after time zero are homogeneous with those who have been in the 
study from the beginning. In the case of a survival study this 
means that the mortality of patients who enter the study after 
time zero must be the same as that of the patients already in 
the study. In other words the fact that the entry is delayed 
must not be related to the development of the disease." 
and by Hyde (1980): 
"In the analysis that follows we will be assuming that if 
we know the age of a person who entered Channing House, then 
knowing the person's entry age will provide no additional in-
formation about prospects for survival". 
~ 
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Sb. An Estimation Problem of Winter and Foldes 
Recently Winter and Foldes (1986) considered the following es-
timation problem. Consider n independent renewal processes in 
equilibrium with underlying distribution function H, which we 
shall assume absolutely continuous with density h and support 
(O,~). Corresponding to a fixed time, say O, the forward and 
backward recurrence times s. 1 and R. 1 are observed; then Q. 1 
- R. + s. is a length-biased observation corresponding to the 1 1 
distribution function H. We quote the following distributio-
nal results: let X be the expectation of H, 
X =I (1-H(u)]du, 
0 
then the joint distribution of (R,S) has density -1 X h(r+s), 
the marginal distributions of R and S are equal with 
density x-1 [1-H(r)], and the marginal distribution of Q • R 
+ S has density -1 x qh(q), the length-biased density corre-
sponding to h. 
Winter and Foldes considered (a slight modification of) 
the ordinary product-limit estimator based on the forward re-
currence times s 1 , •.• ,sn and showed that it is strongly con-
sistent for the underlying survivor function 1-H. We shall 
demonstrate how the derivation of this estimator follows imme-
diately from the Markov process framework considered in this 
note: 
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First notice that the conditional distribution of Q = R + s 
given that R = r has density 
that is, intensity (hazard) h(q)/[1-H(q)], which is just the 
hazard corresponding to the underlying distribution H. Now 
define for each i (the i is suppressed in the notation) a 
stochastic process u on [O,~) with state space {0~1,2} by 
O, 0 < t < R 
... 
U( t) ,.. 1, R < t < R + S 
= 
2, R + S < t . 
= 
We have 
P{U(t+h)=2jU(u),O~u~t} = o(h) 
for U(t)=O, and for U(t)=l (that is, R<t<R+S) 
= 
this is 
P{R+S~t+hlR,R+S>t} h(t) = 1-H(t) h+o(h) 
by the above result on the hazard of R+SIR. That this depends 
only on t but not on R proves that u is a Markov process 
with intensities 
a(t) = (1-H(t)]/f[l-H(r)]dr 
t 
(the marginal hazard of R, equal to the residual mean life-
time function of the underlying distribution H) and 
act> - h<t>1c1-H<t>J. 
The Markov process framework of Section 2 indicates that the 
Nelson-Aalen and product limit estimators based on s 1 , ••• ,sn 
are natural estimators of the integrated intensity B(t) 
t 
=fa(q)dq respectively the survivor function 1-H of the un-
0 
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derlying distribution, and consistency and asymptotic normality 
may be obtained as shown in Section 3. 
Note that the backwards intensity 
a(t) = a(t) P{U(t)=O} P{U(t)=l} 
P{R>t} 
= a(t) P{R~t<R+S} 
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-1 x 
m 
I (1-H(r)]dr 
t = ~(t)~---t--m __________ __ 
x-1 I I h(r+s)dsdr 
O t-r 
m 
1-H(t) I [1-H(r)]dr 
t 
= m t 
I [1-H(r)]dr I [1-H(t)]dr 
t 0 
1 
== -
t 
the intensity of a uniform distribution on some interval 
[0,A]. Since it has been assumed that R has support [0,m), 
this shows that the present model may not be interpreted as a 
left truncation model, which would require that a(t) corre-
sponded to a probability distribution on [0,m). 
The fact that a(t) is uniform corresponds to Winter and 
Foldes' statement that (R,S) contain no more information than 
R+S about H. This might already have been gleaned from the 
likelihood function based on observation of 
-n x 
n 
n 
i=l 
h ( r. +s. ) 
l l 
from which the NPMLE of H is readily derived as 
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that is the Cox-vardi estimator in the terminology of Winter 
and Foldes (Cox 1969, vardi 1985). 
It follows that the estimators based on the forward recur-
rence times s 1 , •.. ,sn are not NPMLE. The difference between 
the situation here and that of Section 3 is that not only· the 
intensity ~(t), but also «(t) depends only on the estimand 
H. In Section 3 Al depended on both parameters y and + in 
such a way that even when + was fixed, Al could vary freely 
by varying y. 
Sc. Asymptotic Results for the Winter-Foldes Estimation 
Problem 
Weak convergence of the Winter-Foldes estimator is imme-
diate from our results in Section 3. In particular, in order to 
achieve the extension to convergence on [0,M] it should be 
required that 
€ 
I C+Cs)/v2(s)] ds < w 0 
in the terminology of Section 3c, and using +(t) • a(t) and 
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t 
= I 1-H(s) 1-H(t) ds 
O X 1-H(s) 
= ~ (1-H(t)] 
the integrability condition translates into 
or finiteness of E(X-l) where x has the underlying 
("length-unbiased") interarrival time distribution H. It may 
easily be seen from Gill and Wellner (1986) that the same con-
dition is needed to ensure weak convergence of the Cox-Vardi 
estimator. 
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