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Abstract
The ^-algorithm is a general extrapolation procedure for accelerating the convergence of sequences. Acceleration
theorems for two classes of sequences of real numbers are proved. Theoretical results are illustrated by numerical examples.
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1. Introduction
The ^-algorithm [7{9] is a general extrapolation process which contains, as particular cases:
the -algorithm [1,2,13], the iterated 2 [10], the iterated 2 [1,2,6,10,12], the T-algorithm [4],
the iterated rst step U1 of Levin’s transformation [11], Matos’s transformation [12] and other
transformations obtained by Brezinski [5].
Some results of convergence acceleration for the ^-algorithm are obtained in [7,8] where the
convergence of the sequence (sn) to be accelerated is logarithmic (respectively linear) and the error
sn − s (respectively (sn+1 − s)=(sn − s)) (s is the limit of (sn)) has an asymptotic expansion of the
form
sn − s  n−0 (Log(n))−1
 
0 +
X
i=1
in−0; i(Log(n))−1; i
!
where 0 6= 0; (0; 0)  (0; 1) and (0; 0)  (0;1; 1;1)      (0; i1; i)  (0; i+1; 1; i+1)    
(see Section 2 for the symbol ) (respectively
sn+1 − s
sn − s  +
X
i=1
ini n
−0; i(Log(n))−1; i ;
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where 0< jj< 1; 0<i61; i>1 and (−1; 0; 0)  (−1; 0;1; 1;1)      (−i; 0; i ; 1; i) 
(−i+1; 0; i+1; 1; i+1)    ).
In the previous works [7{9], the ^-algorithm is applied for computing integrals, for summing
slowly convergent series, for solving nonlinear equations and for computing the derivatives of a
function.
In many situations, it is easy to prove that sn+1− sn (respectively (sn+2− sn+1)=(sn+1− sn)) has an
asymptotic expansion but it is dicult to prove this for sn − s (respectively (sn+1 − s)=(sn − s)). For
these reasons, in this paper, we consider two wide classes of convergent sequences of real numbers.
The rst class is the set of sequences (sn) such that sn+1 − sn has an asymptotic expansion of the
form
sn+1 − sn 
pY
j=0
(Logj(n))
−j
0
@0 +X
i=1
i
pY
j=0
(Logj(n))
−j; i
1
A ; (1)
where Log0(n)=n; Logi+1(n)=Log(Logi(n)) for i=0; 1; : : : ; p; 0 6= 0; (1; : : : ; 1)  (0; : : : ; p) and
(0; : : : ; 0)  (0;1; : : : ; p;1)      (0; i ; : : : ; p; i)  (0; i+1; : : : ; p; i+1)     .
This class of sequences contains all convergent sequences (sn) such that
sn − s 
pY
j=0
(Logj(n))
−j
0
@0 +X
i=1
i
pY
j=0
(Logj(n))
−j; i
1
A ;
where 0 6= 0; (0; : : : ; 0)  (0; : : : ; p) and (0; : : : ; 0)  (0;1; : : : ; p;1)      (0; i ; : : : ; p; i) 
(0; i+1; : : : ; p; i+1)     :
The second class is the set of linear convergent sequences (sn) such that (sn+2 − sn+1)=(sn+1 − sn)
has an asymptotic expansion of the form
sn+2 − sn+1
sn+1 − sn  +
X
i=1
ini
pY
j=0
(Logj(n))
−j; i ; (2)
where 0< jj< 1; 0<i61; i>1 and (−1; 0; : : : ; 0)  (−1; 0;1; : : : ; p;1)      (−i; 0; i ; : : : ;
p; i)  (−i+1; 0; i+1; : : : ; p; i+1)     :
This last family of sequences contains all sequences (sn) satisfying
sn+1 − s
sn − s  +
X
i=1
ini
pY
j=0
(Logj(n))
−j; i ;
where 0< jj< 1; 0<i61; i>1 and (−1; 0; : : : ; 0)  (−1; 0;1; : : : p;1)      (−i; 0; i ; : : : ;
p; i)  (−i+1; 0; i+1; : : : ; p; i+1)     .
The results obtained generalize those given in [7,8]. Numerical examples are given for illustrating
the theoretical results.
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2. Preliminary results
Let us begin by the following notations:
N: The set of nonnegative integers, N =N− f0g,
R: The set of real numbers, R+ = fx 2 R; x>0g; R+ = fx 2 R; x> 0g,
un = o(vn) means that un=vn!
n
0:
Let p 2 N (p is xed in the sequel). The used asymptotic sequences are formed by sequences
(un) with
un = n
pY
i=0
(Logi(n))
i ;
where  2 R+; i 2 R; i = 0; : : : ; p.
Let r = (; 0; : : : ; p). In the sequel (un(r)) denotes the sequence 
n
pY
i=0
(Logi(n))
i
!
:
Let ri = (i; 0; i ; : : : ; p; i) with i > 0; i = 1; 2; : : : be such that ((1); (un(r1)); : : : ; (un(ri)); : : :) is an
asymptotic sequence (i.e. un(r1) = o(1); un(ri+1) = o(un(ri)); i = 1; : : :)
Let I = fri; i = 1; 2; : : :g. The notation
tn  n
pY
i=0
(Logi(n))
i
 
0 +
X
r2I
run(r)
!
with 0 6= 0 means that tn has an asymptotic expansion when n goes to innity with respect to the
asymptotic sequence ((un(r1 )); : : : ; (un(r

i )); : : :) where r

1 =(; 0; : : : ; p); r

i+1=(i; 0+0; i ; : : : ; p+
p; i); i = 1; 2; : : : .
Let (a0; : : : ; ak); (b0; : : : ; bk) 2 Rk+1. The notation (a0; : : : ; ak)  (b0; : : : ; bk) means that a0<b0 or
there exists an index i> 0 such that ai <bi and aj = bj for j 2 f0; : : : ; i − 1g.
We set
A= f(1; a0; : : : ; ap) 2 Rp+2; (a0; : : : ; ap)  (0; 0; : : : ; 0)g;
B= f(; a0; : : : ; ap) 2 Rp+2; > 0; (; a0; : : : ; ap)  (1; 0; 0; : : : ; 0)g:
The following Property is the basis of many results given in this work.
Property. Let  2 R. For each q 2 N,
(Logq(n+ 1))
  (Logq(n))
0
@1 +  qY
j=0
(Logj(n))
−1 +
X
i=1
i
qY
j=0
(Logj(n))
−j; i
1
A ;
where (1; : : : ; 1)  (0;1; :; q;1)      (0; i ; : : : ; q; i)  (0; i+1; : : : ; q; i+1)     .
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Proof. By induction on q.
With the help of the previous Property, one can easily prove the
Theorem 1. Let (tn) be a sequence of real numbers. If
tn 
pY
i=i0
(Logi(n))
i
 
0 +
X
r2I1
run(r)
!
;
with i00 6= 0; I1A.
Then
tn+1 − tn 
i0Y
j=0
(Logj(n))
−1
pY
j=i0
(Logj(n))
j
 
0i0 +
X
r2I2
sun(r)
!
;
with I2A.
In Section 3 (respectively Section 4), we shall establish some results of convergence acceleration
of logarithmic (respectively linear) convergence sequences satisfying (1) (respectively (2)).
3. The logarithmic case
We rst present the rules of the ^-algorithm. When applied to a sequence (sn), the algorithm has
the following rules:
^
(n)
0 = sn; n>0;
^
(n)
k = ^
(n+1)
k−1 −
x(n)k ^
(n)
k−1^
(n+1)
k−1
(x(n)k ^
(n)
k−1)
; n>0; k>1:
If (x(n)k ^
(n)
k−1) = 0; ^
n
k = ^
(n+1)
k−1 .
Here and in the sequel, the operator  operates on the upper index n
(A(n)k = A
(n+1)
k − A(n)k ; pA(n)k = (p−1A(n)k ); p= 2; : : :):
The double sequence (x(n)k ) k>1n>0 is called the auxiliary sequence of the ^-algorithm.
The ^-algorithm includes the following extrapolation processes:
x(n)k = 1: the iterated 
2 process [1,2,6,10,3];
x(n)k = an: the iterated modied 
2 process with (an) as auxiliary sequence [5];
x(n)k = an(^
(n+1)
k−1 =^
(n)
k−1): Matos’s transformation with (an) as auxiliary sequence [12];
x(n)k = (1=^
(n)
k−1
(n)
2k−1): the -algorithm, where 
(n)
2k−1; k>1; n>0, are given by the columns of
odd index of the -algorithm [1,2,6];
x(n)k = (^
(n+1)
k−1 =
2^
(n)
k−1): the iterated 2 [10];
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x(n)k = a
(n)
k ^
(n+1)
k−1 =(b
(n)
k ^
(n)
k−1): the modied iterated 2 with (a
(n)
k ); (b
(n)
k ) as auxiliary sequences
[7,8];
x(n)k = g
(n+1)
k−1; k =g
(n)
k−1; k : the T-algorithm (the quantities g
(n+1)
k−1; k =g
(n)
k−1; k are computed by the auxiliary
rule of the E-algorithm [3,4,6]).
Before giving convergence acceleration results for one step of the ^-algorithm, we present the
Lemma 2. Let (sn); (tn) be two sequences converging both to s. If the following conditions are
satised:
(i) 9n0; 8n>n0; (sn+1 − sn) (sn+2 − sn+1)> 0;
(ii) tn+1 − tn = o(sn+1 − sn).
Then tn − s= o(sn − s).
Proof. It follows from [6, Theorem 1.22, p. 49].
Theorem 3. Let k 2 N. Assume that
(i) ^
(n)
k−1!n S;
(ii) ^
(n)
k−1 
pQ
i=0
(Logi(n))
−i
 
0 +
P
r2I1
run(r)
!
; where 0 6= 0; (1; : : : ; 1)  (0; : : : ; p) and I1A;
(iii) x(n)k 
ikQ
j=0
(Logj(n))(n)(0 +
P
r2J
run(r)); where ik is the smallest index such that ik > 1;
(n) =
8><
>:
1 if ik = p;
pY
j=ik+1
(Logj(n))
bj ; bj 2 R if ik <p; 0 6= 0 and J A:
Then
(a) either 9n0;8n>n0; ^(n)k = s or
^
(n)
k 
pY
i=0
(Logi(n))
−ci
 
0 +
X
r2I2
run(r)
!
;
where 0 6= 0; (0; : : : ; p)  (c0; : : : ; cp); I2A and ^(n)k = o(^
(n+1)
k−1 ) as n !1;
(b) ^
(n)
k − s= o(^
(n+1)
k−1 − s) as n !1.
Proof. Setting y(n)k = x
(n)
k ^
(n)
k−1 for n= 0; 1; : : : :
We have
^
(n)
k = ^
(n+1)
k−1 −
y(n)k ^
(n+1)
k−1
y(n)k
: (3)
From assumptions (ii) and (iii) we obtain
y(n)k 
pY
i=ik
(Logi(n))
−di
 
00 +
X
r2J1
r;1un(r)
!
; (4)
with dik = ik − 1; J1A.
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From (4) and Theorem 1 we deduce that
y(n)k 
ikY
j=0
(Logj(n))
−1
pY
i=ik
(Logi(n))
−di
 
−dik 00 +
X
r2J2
r;2un(r)
!
; (5)
with J2A.
From (4) and (5) we get
y(n)k
y(n)k

ikY
i=0
Logi(n)
 
− 1
dik
+
X
r2J3
r;3un(r)
!
(6)
with J3A.
We have
^
(n+1)
k−1 
pY
i=0
(Logi(n))
−i
 
0 +
X
r2J4
r;4un(r)
!
; (7)
where J4A.
Setting z(n)k = y
(n)
k ^
(n+1)
k−1 =y
(n)
k . From (6) and (7) we get
z(n)k  (Logik (n))−dik
pY
j=ik+1
(Logj(n))
−j
 
− 0
dik
+
X
r2J5
r;5un(r)
!
(8)
with J5A.
From relations (3) and (7) and from assumption (i) we deduce that
^
(n)
k !n s: (9)
We have
^
(n)
k = ^
(n+1)
k−1 − z(n)k : (10)
From (8) and Theorem 1 we get
z(n)k 
pY
j=0
(Logj(n))
−j
 
0 +
X
r2J6
r;6un(r)
!
; (11)
where J6A.
Relations (7), (10) and (11) give either ^
(n)
k = 0 when n is large enough. Then, from (9) we
deduce that
9n0; 8n>n0; ^(n)k = s
or
^
(n)
k 
pY
i=0
(Logi(n))
−ci
 
0 +
X
r2I2
run(r)
!
; (12)
where (0; : : : ; p)  (c0; : : : ; cp); 0 6= 0 and I2A.
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We have
^
(n)
k
^
(n+1)
k−1
= 1− z
(n)
k
^
(n+1)
k−1
: (13)
From (7), (11) and (13) we deduce that
^
(n)
k
^
(n+1)
k−1
!
n
0: (14)
The result (a) is then proved. From the relations (9) and (14) and Lemma 2 we get the assertion
(b).
In practice, the index ik (see assumption (iv)) is unknown. An alternative is given by
Corollary 4. Let k 2 N. Assume that the conditions (i) and (ii) of Theorem 3 are satised. If
x(n)k 
pY
j=0
(Logj(n))
 
0 +
X
r2J
run(r)
!
;
with 0 6= 0; J A.
Then results (a) and (b) of Theorem 3 are true.
Proof. It follows immediately from Theorem 3.
A fundamental convergence acceleration result is given by
Corollary 5. Let k 2 N. Let (sn) be a sequence converging to s such that
sn+1 − sn 
pY
i=0
(Logi(n))
−i
 
0 +
X
r2I1
run(r)
!
; (15)
where 0 6= 0; (1; : : : ; 1)  (0; : : : ; p) and I1A.
(i) Let i0 be the smallest index such that i0 > 1. If for each index i 2 f1; : : : ; kg;
x(n)i 
i0Y
j=0
Logj(n)i(n)
 
i;0 +
X
r2Ji
i; run(r)
!
;
where
i(n) =
8><
>:
1 if i0 = p;
pY
j=i0+1
(Logj(n))
bi; j ; bi; j 2 R if i0<p; i;0 6= 0 and JiA:
Then ^
(n)
k = s when n is large enough or ^
(n)
k − s= o(^
(n+1)
k−1 − s) as n !1.
(ii) If for each index i 2 f1; : : : ; kg;
x(n)i 
pY
j=0
Logj(n)
 
i;0 +
X
r2Ji
i; run(r)
!
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with i;0 6= 0 and JiA.
Then ^
(n)
k = s when n is large enough or ^
(n)
k − s= o(^
(n+1)
k−1 − s) as n !1.
Proof. It follows from Theorem 3.
Denition. Let (sn) be a sequence converging to s. We say that the ^-algorithm is eective on (sn)
if for each index k>1, either 9n0; 8n>n0; ^(n)k = ^
(n)
k−1 = s or ^
(n)
k − s=o(^
(n+1)
k−1 − s) when n tends
to innity.
Under assumption (15), Corollary 5 shows that the iterated modied 2 with
 
i0Q
j=0
Logj(n)
!
if i0 is
known (resp. (
Qp
j=0 Logj(n))) as auxiliary sequence is eective on (sn). Other eective ^-algorithms
on (sn) are given by
Theorem 6. Let (sn) be a sequence converging to s such that
sn+1 − sn 
pY
i=0
(Logi(n))
−i
 
0 +
X
r2I1
run(r)
!
; (16)
where 0 6= 0; (1; : : : ; 1)  (0; : : : ; p) and I1A.
Let i0 be the smallest index such that i0 > 1.
(i) Let (an) be a sequence such that
an 
i0Y
j=0
Logj(n)(n)
 
0 +
X
r2J
run(r)
!
;
where
(n) =
8><
>:
1 if i0 = p;
pY
j=i0+1
(Logj(n))
bj ; bj 2 R if i0<p; 0 6= 0 and J A:
The iterated modied 2 and Matos’s transformation with the auxiliary sequence (an) both are
eective on (sn).
(ii) Let (a(n)k ); (b
(n)
k ) be two double sequence such that; 8k>1;
a(n)k 
i0Y
j=1
Logj(n)k(n)
 
k +
X
r2Jk
run(r)
!
;
with
k(n) =
8><
>:
1 if i0 = p;
pY
i=i0+1
(Logi(n))
dk; i ; dk; i 2 R if i0<p; k 6= 0; Jk A;
b(n)k = 1; n= 0; 1; : : : :
The modied iterated 2 with (a
(n)
k ); (b
(n)
k ) as auxiliary sequences is eective on (sn).
A. Fdil / Journal of Computational and Applied Mathematics 106 (1999) 71{85 79
(iii) Let (a(n)k ); (b
(n)
k ) be two double sequences such that; 8k>1;
a(n)k 
i0Y
j=0
Logj(n)k(n)
 
k +
X
r2Ik
run(r)
!
;
with
k(n) =
8><
>:
1 if i0 = p;
pY
i=i0+1
(Logi(n))
dk; i ; dk; i 2 R if i0<p; k 6= 0; Ik A:
b(n)k 
i0Y
j=0
Logj(n) k(n)
 
k +
X
r2Jk
run(r)
!
;
with
 k(n) =
8><
>:
1 if i0 = p;
pY
i=i0+1
(Logi(n))
tk; i ; tk; i 2 R if i0<p; k 6= 0 and Jk A:
The modied iterated 2 with (a
(n)
k ); (b
(n)
k ) as auxiliary sequences is eective on (sn).
(iv) Let (xn) be a sequence such that
xn 
pY
j=i0
(Logj(n))
bj
 
 +
X
r2J
trun(r)
!
; with bi0 6= 0; J A:
The T-algorithm associated to Richardson extrapolation process with (xn) as auxiliary sequence
(i.e. the ^-algorithm with x(n)k = xn+k =(xn+k − xn) as auxiliary sequence) is eective on (sn).
(v) If 0> 1 (i.e. i0 = 0); the ^-algorithm and the iterated 2 are eective on (sn).
Proof. It follows from Theorem 3 and Corollary 5.
In the case where i0 is not known, the next Corollary gives some eective ^-algorithms on (sn).
Corollary 7. Assume that (sn) satises (16).
(i) Let (an) be a sequence such that
an 
pY
j=0
Logj(n)
 
0 +
X
r2I
run(r)
!
;
with 0 6= 0; I A.
The iterated modied 2 and Matos’s transformation with the auxiliary sequence (an) both are
eective on (sn).
(ii) Let (a(n)k ); (b
(n)
k ) be two double sequence such that; 8k>1;
a(n)k 
pY
j=1
Logj(n)
 
k +
X
r2Ik
run(r)
!
;
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with k 6= 0; Ik A;
b(n)k = 1; n= 0; 1; : : : :
The modied iterated 2 with (a
(n)
k ); (b
(n)
k ) as auxiliary sequences is eective on (sn).
(iii) Let (a(n)k ); (b
(n)
k ) be two double sequences such that; 8k>1;
a(n)k 
pY
j=0
Logj(n)
 
k +
X
r2Ik
run(r)
!
;
with k 6= 0; Ik A.
b(n)k 
pY
j=0
Logj(n)
 
k +
X
r2Jk
run(r)
!
;
with k 6= 0 and Jk A.
The modied iterated 2 with (a
(n)
k ); (b
(n)
k ) as auxiliary sequences is eective on (sn).
Proof. It follows immediately from Theorem 6.
4. The linear case
From [6, Theorem 1:19, p. 48] we deduce the
Lemma 8. Let (sn); (tn) be two sequences of real numbers converging both to s. If
tn+2 − tn+1
tn+1 − tn !n ;
sn+2 − sn+1
sn+1 − sn !n 
with jj< 1; jj< 1. Then
tn+1 − tn
sn+1 − sn !n 0 i
tn − s
sn − s !n 0:
Theorem 9. Let k 2 N. If the following conditions are satised:
(i) ^
(n)
k−1!n s;
(ii) ^
(n+1)
k−1 =^
(n)
k−1  1 +
P
r2I1
run(r); with 0< j1j< 1; I1B;
(iii) x(n+1)k =x
(n)
k  1 +
P
r2I2
run(r); with I2B:
Then
(a) either 9n0;8n>n0; ^(n)k = s or (^
(n+1)
k =^
(n)
k )  2 +
P
r2I3
run(r); with 0< j2j6j1j; I3B;
(b) ^
(n)
k − s= o(^
(n+1)
k−1 − s) as n !1.
Proof. Setting dn = (x
(n+1)
k =x
(n)
k )(^
(n+1)
k−1 =^
(n)
k−1); n= 0; 1; : : : :
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From conditions (ii) and (iii) we get
dn  1 +
X
r2I4
r;1un(r) (17)
with I4B.
We have
^
(n)
k = ^
(n+1)
k−1 −
^
(n+1)
k−1
dn − 1 : (18)
Then, from condition (i) and from relations (17) and (18) we get
^
(n)
k !n s: (19)
Write
^
(n)
k = n^
(n+1)
k−1 (20)
with
n =
dn
dn − 1 −
^
(n+2)
k−1
^
(n+1)
k−1
1
dn+1 − 1 : (21)
From condition (ii) and from relations (17) and (21) we deduce that either n = 0 when n is large,
then, from (19){(21) we get that, 9n0; 8n>n0,
^
(n)
k = s
or
n  n
0
@ pY
j=0
Logj(n)
1
A
j  
+
X
r2I5
r;2un(r)
!
; (22)
where 0<61; (; 0; : : : ; p)  (1; 0; 0; : : : ; 0);  6= 0 and I5B.
From (20) and (22) we obtain
^
(n)
k
^
(n+1)
k−1
!
n
0: (23)
Condition (ii) and the relations (20) and (22) give
^
(n+1)
k
^
(n)
k
 2 +
X
r2I3
run(r) (24)
with 2 = 1; I3B. Result (a) is then proved.
Result (b) follows immediately from conditions (i) and (ii), relations (19), (23) and (24) and
from Lemma 8.
An immediate consequence of Theorem 9 is
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Corollary 10. Let (sn) be a sequence converging to s and satisfying
sn+2 − sn+1
sn+1 − sn  +
X
r2I1
run(r) (25)
with 0< jj< 1; I1B.
If for each i 2 f1; : : : ; kg;
x(n+1)i
x(n)i
 1 +
X
r2Ji
i; run(r) with JiB:
Then ^
(n)
k − s= o(^
(n+1)
k−1 − s) as n !1 or 9n0; 8n>n0; ^
(n)
k = s.
The following Theorem gives some eective ^-algorithms on the sequences which satisfy (25).
Theorem 11. Let (sn) be a convergent sequence satisfying (25).
(i) The -algorithm; the iterated 2 and the iterated 2 are eective on (sn).
(ii) Let (an) be a sequence such that
an+1
an
 1 +
X
r2I1
run(r) with I1B:
The iterated modied 2 and Matos’s transformation with (an) as auxiliary sequence both are
eective on (sn).
(iii) Let (a(n)k ); (b
(n)
k ) be two double auxiliary sequences such that; 8k>1;
a(n+1)k
a(n)k
 1 +
X
r2Jk; 1
r; kun(r) with Jk;1B;
b(n+1)k
b(n)k
 1 +
X
r2Jk; 2
r; kun(r) with Jk;2B:
The modied iterated 2 with (a
(n)
k ); (b
(n)
k ) as auxiliary sequences is eective on (sn).
(iv) Let (xn) be a sequence such that
xn  n
pY
j=0
(Logj(n))
j
 
c +
X
r2I
run(r)
!
;
with c 6= 0; (; 0; : : : ; p) 6= (1; 0; : : : ; 0) and I B.
The T -algorithm associated to Richardson extrapolation process with (xn) as auxiliary sequence
is eective on (sn).
Proof. It follows from the results of Theorem 9 and Corollary 10.
In the next section we present an important application of the previous theoretical results.
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Table 1
n sn T
(n)
1 T
(n)
2 T
(n)
3 T
(n)
4
4 0.155894722145 0.157522316007 0.157522316007 0.158061076525 0.160329867032
8 0.157138520729 0.157550727305 0.157550722433 0.157549847027 0.157427926491
12 0.157386343885 0.15755081107 0.157550811199 0.157549706574 0.15752760712
16 0.157468014834 0.157550811002 0.157550811099 0.157550813592 0.157551175757
20 0.157502921703 0.157550811099 0.157550811098 0.157550809004 0.157550806405
5. Summation of series
Let
P
n
an be a series of real numbers such that
an  n
pY
i=0
(Logi (n))
i
0
@0 +X
j=1
j
pY
i=0
(Logi (n))
−i; j
1
A
with (jj; 0; : : : ; p)  (1;−1; : : : ;−1); 0 6= 0 and (0; : : : ; 0)  (0;1; : : : ; p;1)  (0;2; : : : ; p;2) 
    (0; i ; : : : ; p; i)  (0; i+1; : : : ; p; i+1)     : Let sn=Pnk=0 ak ; n=0; 1; : : : : If =1 (resp. jj 6= 1)
the sequence (sn) satises (16) (resp. (25)). Then, the ^-algorithms of Theorem 6 and Corollary 7
(resp. Theorem 11) are eective on (sn).
Let us now give some numerical examples with the following ^-algorithms:
 T1: -algorithm;
 T2: iterated 2;
 T3: iterated modied 2 with (n+ 1) as an auxiliary sequence;
 T4: Matos’s transformation with (n+ 1) as an auxiliary sequence;
 T5: iterated 2.
In Tables 1 and 2 T (n)i denotes the last computed result from s0; : : : ; sn by Ti
Example 12.
sn =
nX
k=0
(k + 2)−3:5(log(k + 2))−1; n= 0; 1; : : : :
With the help of the previous property, it is easy to prove that
sn+1 − sn  n−3:5(Log n)−1
 
1 +
X
i=1
in−0; i(Log n)−1; i
!
;
where (0; 0)  (0;1; 1;1)  (0;2; 1;2)      (0; i ; 1; i)  (0; i+1; 1; i+1)     :
84 A. Fdil / Journal of Computational and Applied Mathematics 106 (1999) 71{85
Table 2
n sn T
(n)
1 T
(n)
2 T
(n)
3 T
(n)
4 T
(n)
5
4 0.9394853039673 0.94368865936 0.94368865936 0.950285949905 0.953554308329 0.941836753975
8 0.9432834629704 0.943417041778 0.943417028265 0.943358745854 0.9432857077 0.943411232961
12 0.9434115112173 0.943417075565 0.943417075562 0.943422511861 0.943409487472 0.943417067546
16 0.9434168190978 0.943417075562 0.943417075562 0.943417067222 0.943417101697 0.943417075504
20 0.9434170629909 0.943417075562 0.943417075562 0.943417075761 0.943417075454 0.943417075562
The sequence (sn) satises (16) with i0 =0 and 0 =3:5. Thus Ti; i=1; : : : ; 4 are eective on (sn)
(see Theorem 6). The numerical results are presented in Table 1.
Example 13.
sn =
nX
k=0
(k + 2)−1(log(k + 2))−1(0:5)n; n= 0; 1; : : : :
We have
sn+2 − sn+1
sn+1 − sn  0:5 +
X
i=1
in−!0; i(Log n)−!1; i ;
where (0; 0)  (!0;1; !1;1)  (!0;2; !1;2)      (!0; i ; !1; i)  (!0; i+1; !1; i+1)     : The sequence
(sn) satises (25) with =0:5. Then, from Theorem 11 we conclude that Ti; i=1; : : : ; 5 are eective
on (sn). See Table 2 for numerical results.
In the two examples, the results obtained by the -algorithm and the iterated 2 are better than
those given by the other algorithms.
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