The world's climate is to a large extent driven by the transport of heat and fresh water in the oceans. Regular monitoring, studying, understanding and forecasting of temperature and salinity at different depths of the oceans are a great scientific challenge. Temperature at the ocean surface can be measured from space. However salinity cannot yet be measured by satellites, and space-based measurements can only ever give us values at the surface. Until recently temperature and salinity measurements within the oceans have had to come from expensive research ships. The Argo float program has been funded by various nations to collect actual measurements and rectify this problem.
INTRODUCTION
The Argo float program, see for example www.argo.ucsd.edu, is designed to measure the temperature and salinity of the upper 2000 m of the ocean globally. Eventually it is planned to have 3000 floats deployed across all ocean basins and during 2006 that number should have been deployed. The North Atlantic already has the planned number, while more distant oceans such as the South Model based analyses are provided in Section 5. A brief summary and future issues to explore are given in Section 6. An appendix contains the joint and conditional posterior distributions needed for computations.
DATA DESCRIPTION
Let Z 1 (s, t) and Z 2 (s, t) denote the temperature and salinity levels observed at location s and at time t. Assume that there are N such pairs of observations. The time points at which data are observed are not equi-lagged and we do not assume this in our modeling endeavor. Moreover, it is also possible that all the N locations where data have been observed are different because of the moving floats. Thus every observation is associated with a particular location s identified by the latitude (s 1 ) and longitude (s 2 ) pair and a time t which is a particular day. For convenience, we shall use p = 1, . . . , N to index the N observations so that a particular value of p is associated with a particular value of s for the spatial locations and a particular value of t for the time points.
We consider the data observed in the North Atlantic ocean between the latitudes 20 • and 60 • north and 10 • and 50 • west. We model all valid data observed in the year 2003. Three data sets are created for three different layers of the ocean.
Our first data set consists of 2374 data points observed in the top layer of depth less than 50 m. We call this the surface data set. Our second data set of 2726 observations is composed of all the observations in between the depths of 475 and 525 m. This is the mid-layer data. The third data set consists of 2628 observations in between the depths of 975 and 1025 m. We set aside 250 randomly chosen observations from each of the three data sets for validation purposes. Exploratory analysis has shown that there is only negligible variation in the data due to differences of depths upto 50 m, as a result we ignore such variation in our subsequent modeling.
Data at the surface
The spatial locations of the N = 2374 observations at the surface are plotted as points in Figure 1 . Note that there is exactly one recording of observation at each of the location. The scatter plot of the temperature against salinity levels is given in the top panel (left) of Figure 2 . This sort of quadratic relationship between temperature and salinity is well known in the literature, see for example, Ferrari and Rudnick (2000) . There are, however, a few outlying points which can arise for various reasons including data taken from near the mouth of a river (low salinity) and possible errors in data collection. The first row of Figure 3 shows monthly seasonal variability in temperature and salinity. The temperature levels vary more than the salinity levels from month to month.
Data at the mid-layer
The spatial locations for the N = 2726 observations at the mid-layer are different from those at the surface. However, the location plot had many similar characteristics as Figure 1 and is omitted for brevity. The scatter plot of the temperature against salinity levels is given in the top panel (right) of Figure 2 . This plot again shows the same type of quadratic relationship between temperature and salinity as seen in the top panel (left) for the ocean surface. However, as expected the variability in both temperature and salinity has decreased greatly, see also the range of the X-axis in each plot. The points concentrate mainly near a theoretical quadratic relationship and there are only a few possible outliers. The second row of Figure 3 shows almost negligible seasonal effects in temperature and salinity as expected. In our modeling we do not include the seasonal terms.
Data at the deep layer
As in the mid-layer we have omitted the plot showing the spatial locations of the N = 2628 observations at the deep layer. The scatter plot of the temperature against salinity levels is given in the bottom panel of Figure 2 . This plot again shows the same type of quadratic relationship between temperature and salinity as seen previously for the surface and mid-layer. There were not much seasonal variability either in temperature or in salinity. The average temperature and salinity levels, however, in the months of January and February were slightly lower than the same for the other months. As in the mid-layer there would not be much seasonal variation at the deep ocean and we do not include the seasonal terms in our modeling approach.
MODELS
We first assume the hierarchical structure: 
These processes are described below.
Modeling the mean process
Ocean temperature and salinity are both affected by several factors including the latitude and longitude of the location where those are measured. Further, as we have seen in Section 2 those may also be affected by seasonality. Lastly, there is a quadratic relationship to be modeled between temperature and salinity. These considerations lead to the following models. In general we suppose that:
where u
is the value of the ith regressor observed at location s and at time t; n j is the total number of regressors for the response Z j (s, t). Specifically, we assume that the mean level for temperature is given by:
where the monthly seasonal indicators are given by
1 if time t is in the ith month 0 otherwise.
The mean process for the salinity levels is modeled conditionally on temperature as follows:
The above quadratic model has been justified previously in Section 2.
Kernel-convolution effects
The spatio-temporal process v j (s, t), for both j = 1 and 2 is thought to be induced by kernel-convolution effects of a single latent spatio-temporal process x(ω, τ) where ω denotes a spatial location and τ denotes a time point. The same latent process x(ω, τ) used in both v 1 (s, t) and v 2 (s, t) induces dependence between the data pairs Z 1 (s, t) and Z 2 (s, t). . . , L denote the grid locations where the spatial smoothing kernels will be centered; similarly let τ m , m = 1, . . . , M denote the equi-spaced time points where the temporal kernels will be centered. Now we write:
where s − ω l denotes the geodetic distance between the locations s and ω l . In this paper we work with
where
t > 0 denote the decay parameters in the jth spatial and temporal kernel, respectively. Although other choices are possible we illustrate with
corresponding to exponential covariance functions. The parameters φ's determine the decay rate of the associated spatial and temporal correlations.
The latent process x(ω, τ) is assumed to have zero mean with a separable covariance structure (see e.g., Mardia and Goodall, 1993) . That is,
In addition, the two ρs are taken to be exponential covariance functions, that is, ρ(d; φ) = exp(−φd). After some preliminary investigation and tuning by using many runs of the Gibbs sampler we take φ tx = 1 and φ sx = 0.001 which correspond to an assumption of a smooth process with a spatial range of 3000 km and a temporal range of 3 days approximately. (The range is defined as the approximate value of the distance, d ≈ − log(0.05)/φ where φ is the decay parameter.) These values provide adequate model validation, see Subsection 5.1 and imply a smooth latent process x(ω, τ).
should be estimated within the Bayesian model as well. However, in a classical inference setting it is not possible to consistently estimate all the parameters φ and σ 2 in a typical model for spatial data with a covariance function belonging to the Matèrn family, see Zhang (2004) . Moreover, Stein (1999) shows that spatial interpolation is sensitive to the product σ 2 φ but not to either one individually. In our Bayesian inference setup using Gibbs sampling joint estimation is often poorly behaved due to weak identifiability and extreme slow mixing of the associated Markov chains under vague prior distributions for φ. In addition, the full conditional distribution for any of the decay parameters is not conjugate and sampling those in a Gibbs sampler requires expensive likelihood evaluations in each iteration. These difficulties are exacerbated by the large number of locations-time point combinations we work with here as well as the desire to do spatial prediction over the large rectangular box in Figure 1 covering most of the North Atlantic Ocean. In Section 5 we shall choose optimal values of φ using a validation mean-square error criterion and estimate the variances conditional 516 S. K. SAHU AND P. CHALLENOR on those values. Note that the full conditional distributions of the variances are conjugate under the assumption of conjugate prior distributions.
In our implementation we have taken L = 36 and M = 12, although we have experimented with other choices with both smaller and larger values. The points ω l are taken as the co-ordinates (latitude and longitude) of the grid points. The τ m values are chosen to be 12 equidistant time points between 1 to 365 days. These choices provided acceptable predictions and validations without making the MCMC algorithm too slow, see Subsection 5.1. The spatial locations of the 36 grid points are shown as triangles in Figure 1 .
Let ␤ denote the vector of unknown regression coefficients β (j)
i , i = 1, . . . , n j , j = 1, 2. Denote the unknown parameters by θ = ␤, σ 2 x , σ 2 1 , σ 2 2 . We assume that, a priori, the βs are independent with distribution N(0, A 2 ). We take A 2 to be large for vague prior specification. For the three variance parameters σ 2 x , σ 2 1 , and σ 2 2 we assume independent inverse gamma prior distributions, IG(a, b) (with mean b/(a − 1)) setting a = 2 and b = 1 to have proper prior distributions with mean 1 and infinite variance. Let π(θ) denote the product of the prior densities for ␤, σ 2 x , σ 2 1 , and σ 2 2 . The joint posterior distribution is the product of the likelihood and prior specifications and is provided in the appendix.
PREDICTION DETAILS

Prediction at any given time point
The modeling in Section 3 allows us to interpolate the spatial surface at any time point t which can be in the past or the future. More precisely, using Equations (1) and (2), for a new location s at time t , Z j (s , t ) is conditionally independent of z given v j (s , t ) with its distribution given by
The posterior predictive distribution of Z j (s , t ) is obtained by integrating over the unknown parameters in Equation (5) with respect to the joint posterior distribution, that is,
where x denotes the collection of all the x(ω l , τ m ) values. When using MCMC methods to draw samples from the posterior, the predictive distribution (6) is sampled by composition; draws from the posterior, π(θ, x|z) enable draws for Z 1 (s , t ) and subsequently Z 2 (s , t ).
Annual predictions
It is of interest to develop methodology for average annual prediction surfaces both for temperature and salinity. The annual predictions are to be obtained using the predictive distributions similar to Equation (6) 
where T is the number of days in a year, either 365 or 366 depending on whether the year is a leap year. From model (5) we have that:
Note thatv
Thus it is straightforward to calculatev j (s ) for j = 1, 2. The calculation ofμ 1 (s ) is also straightforward, since it is given by:μ
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In particular, we shall use
where B is a number much less than T and the sequence t j is an equally spaced sub-sequence of {1, . . . , T } andz 1B (s ) = B j=1 z 1 (s , t j )/B. In our implementation we take B = 4 and take the 4 days equally spaced in the year. See Sahu et al. (2006) for more details in this regard.
Once the parameters in Equation (7) have been sampled we use the predictive distribution, analogous to Equation (6), given by:
SUMMARY OF ANALYSIS
Model choice and validation
As mentioned in Section 3 the four decay parameters in φ = φ where Z p andẐ p denote the pth datum set aside for model validation purposes (see Section 2) and its mean predicted value respectively. A full search for the four dimensional optimal value of φ within a grid of any reasonable size for three different models (surface, mid-layer, and deep) is computationally prohibitive. From many preliminary Gibbs sampling run of the models, we have found that the VMSE is not sensitive to changes in the temporal decay parameters, φ (1) t and φ (2) t when those are fixed near 1. Henceforth, we adopt this value which correspond to a temporal range of approximately 3 days since exp(−3) ≈ 0.05.
For the remaining two parameters, φ
s and φ
s , we search for optimal values so that the ranges are in between 300 to 6500 km. The optimal values and the associated ranges in kilometers are presented in Table 1 . For the surface data, the optimal value of the range for temperature is about 375 km while for salinity it is about 600 km. This may seem to be surprising since there exist nonlinear relationships between ocean temperature and salinity. However, the relationships are not one-to-one and for observed data the exact relationships may not hold as the observations may be noisy and are not collected always at 'laboratory conditions'. The optimal range values for the other two layers become large as depth Table 1 . These values are intuitively sensible as the ocean characteristics change very slowly in the mid and deep ocean. Henceforth we work with these optimal values. We now turn to validate the models for three different depths with the optimal spatial decay parameters chosen above. Recall that we have set aside 250 observations (temperature and salinity values) from each of three sets of data. Figure 4 plots the validation 95% prediction intervals as vertical bars and actual observations as points. A broken vertical line implies that the observation is not contained within the prediction interval. The proportions of 250 validation observations contained within the prediction intervals are labeled on the plot as well. These are also given in Table 2 . The proportions are in the range 0.92-0.97 and show a better coverage provided by salinity intervals. This is expected since salinity varies less than temperature. Overall, this shows that the models are performing adequately for out of sample validated predictions. 
Parameter estimates
We first consider the results for the surface data. Here the seasonal components are included both for temperature and salinity. The parameter estimates for temperature are given in Table 3 and those for salinity are given in Table 4 . As expected, ocean temperatures are seen to be significantly cooler with We have not found comparable annual prediction maps from any other project. The Coriolis project (http://www.coriolis.eu.org/) produces a 10-day near real-time analysis of the data. Their system uses an objective analysis scheme. In essence this involves kriging on residuals from a prior mean. This is taken from the world ocean atlas 2001. In contrast to the results presented here they do not take into account the temporal aspects of the problem producing a separate analysis for each 10-day period.
DISCUSSION
In this paper we have formulated joint models for temperature and salinity levels observed at three different depths of the North Atlantic. We have shown how to use this model to obtain annual temperature and salinity maps along with the associated uncertainty maps. The empirical model-based techniques have been adequately verified by validating a large number of held out data. The empirical models are useful since salinity cannot yet be measured by satellites, and space-based measurements can only ever give us values at the surface. In future work, we plan to investigate a joint model capturing the space-time variation in the joint relationships between temperature and salinity levels at all three depths. Recently developed anisotropic and non-stationary models see, for example, Fuentes and Smith (2001) , Schmidt and O'Hagan (2003) , Pintore and Holmes (2004) .
