Abstract Mitogen activated protein kinase (MAPK) cascade is evolutionally preserved in all eukaryotic cells, and regulates various cellular activities such as gene expression, mitosis, differentiation, and apoptosis. Recently, Bashor et al. have shown that Ste5 scaffold protein can be used to reshape the MAPK cascade through engineered feedback loops, and have used heuristic tuning mechanisms to synthesize the feedback. A problem of interest is to determine whether information regarding the underlying biochemical reactions can be used to synthesize robust feedback that will ensure that the resultant circuit has the desired properties. In this paper, we consider the problem of engineering feedback in MAPK cascade to synthesize an oscillator of the desired frequency. Our approach builds on the MAPK cascade model derived by Chikarmane et al. who have exploited the existence of a Hopf bifurcation point in the Markevich model of the MAPK cascade to synthesize the exciting kinase as a function of the doubly phosphorylated protein. We show how the L 1 -control theory can be used for a robust synthesis of the oscillator and present the simulation results.
Introduction
Mitogen activated protein kinases (MAPK) are serine/ threonine-specific protein kinases that respond to extracellular stimuli, viz. mitogens, and regulate various cellular activities such as gene expression, mitosis, differentiation, and apoptosis. Extracellular stimuli lead to activation of a MAPK via a signaling cascade, known as the MAPK cascade, comprising MAP kinase, MAP kinase kinase (MAP2K), and MAP kinase kinase kinase (MAP3K). An activated MAP3K phosphorylates a MAP2K on its serine and threonine residues. An activated MAP2K, in turn, phosphorylates a MAPK on its serine and threonine residues. The MAPK cascade is evolutionally preserved in all eukaryotic cells, ranging from yeasts to mammals (see Qiao et al. 2007 ). The MAPK cascade has been implicated in malignant transformations, and in the regulation of cellular growth and proliferation of several tumor types. For example, the active phosphorylated form of MAPK/ ERK is aberrantly expressed in the cultured and primary Hodgkin disease cells (see Zheng et al. 2003) . Therefore, mechanisms that can reshape the MAPK pathways signaling dynamics are of interest.
Recently, a platform based on the Ste5 scaffold protein has been developed to implement feedback in the MAPK cascade in order to alter its response to the mating pheromone stimulation (see Bashor et al. 2008) . Several mathematical models, such as the Huang-Ferrell model (1996) and the Markevich model (2004) , are known to characterize the biochemical reactions in the MAPK cascade reasonably well. Therefore, it should be possible to use well-known system theoretic techniques to synthesize the required feedback controller, if it exists. For example, Chikarmane et al. have engineered a relay relaxation oscillator using the MAPK cascade by exploiting the fact that the Markevich model of the MAPK cascade exhibits a Hopf bifurcation point if a first order low pass filter is used as the feedback controller to synthesize the exciting kinase as a function of the doubly phosphorylated protein (see Chikarmane et al. 2007) . In this paper, we use the wellknown L 1 -control theory to characterize a class of feedback controllers to synthesize the exciting kinase as a function of the doubly phosphorylated protein so that the cascade now exhibits robust tunable oscillations in its output, i.e., in the doubly phosphorylated protein.
An advantage of the L 1 -control theory approach is that it enables one to decouple the problem of meeting the performance specifications and the problem of ensuring robustness to parameter variations and disturbances: the performance can be improved systematically by increasing the adaptation gain whereas the robustness is guaranteedso long as it is feasible-by choosing an appropriate filter. Unlike the traditional adaptive control methodologies, the maximum adaptation gain is restricted only by limitations of the components used to implement the L 1 controller. This ability to decouple the two problems is useful since a MAPK cascade is subject to parameter variations and disturbances (see Chikarmane et al. 2007; Qiao et al. 2007; Bashor et al. 2008) .
The paper is organized as follows. In ''Description of the MAPK cascade'', we present the deterministic mathematical model of the MAPK cascade derived by Chikarmane et al. in 2007 and state the problem of interest. Since hysteresis has been shown to be a key property of the MAPK cascade, we present in ''Background results'' some background results on how oscillations can be induced in a hysteretic system by using an integrator or a low-pass-filter as the negative feedback. In Background on L 1 adaptive controllers, we present an abridged introduction to L 1 adaptive control. In ''Synthesis of the L 1 adaptive controller for the MAPK cascade'', we synthesize an L 1 adaptive controller that induces oscillations of the desired frequency in the MAPK cascade described in ''Description of the MAPK cascade''. In ''Simulation results'', we present the simulation results. In ''Discussion'', we briefly discuss how the control of MAPK cascade oscillations is important in cellular response and in the formation of hippocampal neuron memory. We conclude the paper in ''Conclusion''.
Description of the MAPK cascade
Modular structure of the MAPK cascade is shown in Fig. 1a . The symbols X, X p , and X pp represent, respectively, the unphosphorylated, single phosphorylated and doubly phosphorylated forms of the protein X. Each layer designates a distinct protein species: the first layer, populated with protein species M, is only singly phosphorylated whereas the two lower layers, populated by species N and O, are doubly phosphorylated. In each layer, forward reactions are catalysed by kinases and reverse reactions by phosphatases. Each forward reaction consumes ATP and releases ADP whereas and each reverse reaction releases the free phosphate (see Fig. 1b ). In the lower two layers, the function performed by the kinase in the first layer is performed by the phosphorylated forms produced by the preceding layer. We now briefly summarize a dynamical model of the MAPK cascade as described in Chikarmane et al. (2007) . In Chikarmane et al. (2007) , the model derived by Markevich et al. (2004) is used to describe a kinetic scheme for the MAPK cascade wherein a two-site covalent modification cycle of a substrate M is acted upon by a phosphatase and a kinase, resulting in bistability of the cascade stage (see Markevich et al. 2004) ; experimental evidence for the bistability is presented in Wang et al. (2006) and Qiao et al. (2007) . Figure 1b shows the reaction schemes of dual-phosphorylation subnetwork with three Fig. 1 a Hierarchical 3-tier structure of a typical MAPK signaling cascade (see Chikarmane et al. 2007) with each tier designating different protein species. The symbols X, X p , and X pp represent the unphosphorylated, phosphorylated, and doubly phosphorylated forms of the protein X. b The dual phosphorylation scheme for the multisite phosphorylation-the forward reactions are the phosphorylation reactions and are catalysed by kinases whereas the reverse reactions are dephosphorylation reactions and are catalysed by phosphatases (see Chikarmane et al. 2007 ). c Implied regulation in the dual phosphorylation scheme due to the sequestration effects-N suppresses the phosphorylation of N p whereas N pp suppresses the dephosphorylation of N p (see Chikarmane et al. 2007 ). d The MAPK cascade is known to exhibit hysteresis. It is shown in Varigonda and Georgiou (2001) that oscillations can be induced in a hysteretic system by using an integrator in its negative feedback path states of increasing phosphorylation: N, N p , and N pp . A two-site covalent-modification cycle, of a substrate N, is acted upon by a phosphatase (Phos) and a kinase (K in ), both in a non-processive, distributive way, such that the activity of M, showed bistability. Figure 1b shows the reaction scheme of a dual phosphorylation subnetwork, with three states of increasing phosphorylation, N, N p , and N pp . All the arrows in Fig. 1b represent the reactions governed by the Michaelis Menten kinetics. The phosphorylation steps are assumed to be irreversible while the dephosphorylation steps are assumed to be irreversible and product sensitive. This scheme results in the sequestration of Phos, by its products, viz., N p and N. The sequestration of modifying enzymes effectively adds inhibitory loops into the network (see Fig. 1c ). The first inhibition occurs when M suppresses the dephosphorylation of N p . The second inhibition occurs when N pp suppresses the dephosphorylation of M p which occurs because N pp sequesters Phos, thereby reducing its availability to N p . These interactions lead to a positive feedback loop that stimulates the production of N pp . The physical explanation for this is as follows. Increasing the kinase activity on v 1 and v 2 (see Fig. 1c ) results in additional production of N pp . The additional N pp sequesters phosphatase which means that N p is not consumed as fast and tends to rise. By conservation this must result in a decline in N. The increase in N p stimulates further increases in N pp which thereby creates the positive feedback. The increase in N pp is further ensured by making sure that the N pp phosphatase is near saturation, thus preventing the additional N pp being dissipated by dephosphorylation. In addition, the rise in N p is also enhanced by making sure that the kinase v 1 , with respect to N, is close to saturation. These factors together result in bistability. Let x ¼ : ½N N p N pp T and let N t ¼ :
Then, the MAPK cascade is described as follows (see Chikarmane et al. 2007 ):
where
;
where the kinetic constants are as follows:
Let us refer to this system as Chikarmane et al. (2007) that the doubly phosphorylated protein output of a stage evolves as a hysteretic function of the exciting kinase, which is the exogenous input to this stage.
We are interested in synthesizing feedback mechanisms that will ensure oscillations in various network motifs featuring a MAPK cascade (see Fig. 2a-c) . The motifs are of the following form: (1) a single stage of the MAPK cascade, (2) two interconnected single stages, and (3) a mesh network featuring three interconnected single stages.
Background results
Recent experimental results of Qiao et al. (2007) show that a majority of oscillations in the MAPK cascade are built around the single stage hysteresis. Indeed, it is well known in system theory that an oscillator can be obtained by wrapping an integrator feedback around a hysteretic element (see Varigonda and Georgiou 2001; Stan and Sepulchre 2007) . The three network motifs for which the framework of Varigonda and Georgiou (2001) is directly applicable are shown in Fig. 2a -c. Figure 2a illustrates the structure of an oscillator O i with the frequency of oscillation 1/2T i (i = 1, 2, 3); the exciting input for this oscillator is a square wave of amplitude e and frequency 1/2T. Using 
Similar results can be established for the network motif shown in Fig. 2c .
Remark 1
The motifs shown in Fig. 2 can be implemented in the Ste5 protein scaffold presented in Bashor et al. (2008) by varying the strength of the feedback signal at the recruited negative modulator site of the scaffold.
Remark 2 It is shown in Georgiou and Smith (2000) that O 1 is robust to changes in the linear time-invariant feedback if the scaled integrator is replaced by a time-delay linear time-invariant system, provided some additional constraints are satisfied. This modification is useful since the MAPK cascade is subject to exogenous disturbances (see Bashor et al. 2008; Hasty et al. 2001; Kholodenko et al. 2002) .
where h(t) is the impulse response of H(s), computed via the inverse Laplace transform:
HðsÞe st ds; t ! 0;
in which the integration is taken along the vertical line with X-intercept at a [ 0 in the complex plane. (Ioannou and Sun 1996) .
Definition 2 The L 1 norm of a bounded-input boundedoutput (BIBO) stable proper single-input single-output (SISO) linear-time-varying (LTV) system is defined by
where g(t, r) is the impulse response of SISO system H.
where H ij (s) is the ith row jth column element of H(s).
Definition 4
The L 1 norm of a BIBO stable proper MIMO LTV system is defined by
Lemma 3 For a stable proper MIMO LTI system with input rðtÞ 2 R m and output xðtÞ 2 R n ; we have
Remark 4 This lemma is an extension of the result in Example 5.2, p. 199 (Khalil 2002) to general MIMO systems. 
We next define the projection operator and state its relevant properties.
Definition 5 Consider a convex, compact set defined by X c ¼ : h 2 R n jf ðhÞ c f g ; 0 c 1; where f : R n ! R n is the following smooth convex function:
where h max is the norm bound of the parameter vector h and e h is the convergence tolerance. Let h Ã , the true value of the parameter h, belongs to X 0 . The projection operator is defined as follows:
½Projðh; yÞ : 
A projection operator has the following properties.
• For every y and h; h À h • For h 2 h 2 R n jf ðhÞ 0 f g ; Projðh;yÞ does not alter y.
• For h 2 h 2 R n j0 f ðhÞ 1 f g ; Projðh; yÞ subtracts a vector normal to the boundary of h 2 R n jf ðhÞ ¼ c f g . The result is a smooth transformation from the original vector field y to a tangent vector field at f ðhÞ ¼ 1.
L 1 Adaptive controller for nonlinear strict feedback systems with unmodelled dynamics Let us consider the following system: _ x 1 ðtÞ ¼ f 1 ðx 1 ðtÞ; zðtÞ; tÞ þ x 2 ðtÞ; _ x 2 ðtÞ ¼ f 2 ðxðtÞ; zðtÞ; tÞ þ lðtÞ; lðsÞ ¼ FðsÞuðsÞ; zðtÞ ¼ g 0 ðx z ðtÞ; tÞ; _ x z ¼ gðx z ðtÞ; xðtÞ; tÞ;
where xðtÞ ¼ ½x 1 ðtÞ x 2 ðtÞ > is the measured state vector, xð0Þ,x 0 ¼ ½x 1 0 x 2 0 > , and uðtÞ 2 R is the control signal, F(s) is an unknown stable proper transfer function that represents the uncertainties due to unmodelled dynamics, z(t) and x z (t) are the output and the state vector of the unmodelled dynamics. Let X 1 ðtÞ ¼ ½x 1 ðtÞ z > > and Fig. 3 The interconnected system examined in Theorem 1 (see . It is often of interest to decompose a given network as an interconnection of an easily analyzable subsystem M(s), which is often a linear time-invariant system, and a more complex subsystem DðsÞ Fig. 4 An illustration of the projection operator 
The control objective is to design an adaptive controller u(t) to ensure that x 1 (t) tracks the output response of a given desired system to a bounded reference input r(t).
Equivalent LTV system formulation
In addition to above assumptions, if kx t k L 1 q then there exist h(s), r(s), x(s) over [0,t] with jhðsÞj\h b ; jrðsÞj\r b ; x l \xðsÞ\x u such that the nonlinear function f(x, z, u, t) can be re-written in the following equivalent LTV form f ðx; z; u; tÞ ¼ hðtÞkxðtÞk L 1 þ xuðtÞ þ rðtÞ, where z is the unmodelled dynamics, x is the system state, u is the control signal.
L 1 Adaptive controller
We shall first introduce some notions before describing the controller architecture. Let
with a 1 ; a 2 2 R þ . Since it is a Hurwitz matrix, there exists
The design involves a low pass filter of unit DC gain and relative degree at least 2. Let us call it C 1 (s). It also involves a strictly proper transfer function D(s) and gain k 2 R þ which leads to a stable transfer function
with unit DC gain. A method to choose the parameters is described in . Let
and define H(s) = (sI -A g ) -1 , and G(s) = H(s)(I -C(s)), where
We now descrive the L 1 adaptive controller. It comprises a state predictor, a parameter adaptation law, and a controller.
• State predictor: The state predictor is defined by the following equations. 
Synthesis of the L 1 adaptive controller for the MAPK cascade
Since the MAPK cascade is subject to exogenous disturbances, the kinetic constants are not precisely known and are liable to change. We therefore use an L 1 adaptive controller to synthesize the oscillations. Our approach is as follows:
• Design a baseline controller for a nominal system model and tune the gains to ensure oscillations of desired amplitude and frequency.
• Design an L 1 (augmentation) controller for the system defined by the error between the actual system and the reference system, where both these systems have closed loops with a nominal integral controller.
The following control structure is employed for the nominal system:
This controller is an integrator which is often used to induce oscillations in a system that exhibits a hysteretic steady state structure; a well-known example is the Van der Pol oscillator (see Stan 2005) . The results of a bifurcation analysis with x 2 = 1 are described in Fig. 6 and show a narrow band of high amplitude desirable oscillations. These are observed around x 1 & 0.001. Figure 6 is a bifurcation diagram describing the steady-state values of M pp as a function of the gain x 1 while x 2 is held fixed at the value equal to 1. The bifurcation diagram was drawn using the numerical continuation software AUTO2000 (Doedel et al. 2000) . For very small values of x 1 , the dynamics possess a stable equilibrium solution. Around x 1 = 0.0002, the equilibrium becomes unstable via a supercritical Hopf bifurcation (denoted by a square in Fig. 6 ) to give rise to stable limit cycles. The amplitude of the limit cycles (denoted by circles) initially increases rapidly before settling down to values between 250 and 300. The amplitude of the oscillations is desirably large for a very narrow range of x 1 around the Hopf bifurcation. In this narrow band, as seen in Fig. 7 , the oscillations exhibit a relaxation oscillator-like behaviour. Indeed, as noted earlier, the closed loop dynamics resemble those of a Van der Pol oscillator with one important difference: the amplitude of the limit cycles of a Van der Pol oscillator is constant for all values of the integrator gain, i.e., x 1 (see Strogatz 1994) . It is interesting to note that several biological systems are known to demonstrate persistent oscillations in the close vicinity of Hopf bifurcations, and our system is no exception.
Simulation results with x 1 & 0.0008 are shown in Fig. 7 . parameter space. The control design process involves the selection of gains x 1 and x 2 . Our synthesized controller is an integrator with a nonlinearity which becomes stronger as x 2 is increased. The nonlinearity prevents k in from decreasing below zero, and the value of x 2 is chosen accordingly. Once x 2 is chosen, x 1 needs to be chosen to ensure that the oscillations possess the desired amplitude. The corresponding value of x 1 , as noted earlier, is close to the Hopf bifurcation. The locus of the Hopf bifurcation in the x 1 -x 2 parameter space canbe obtained to aid the selection of x 1 . Figure 8 is drawn usingthe numerical continuation software AUTO2000 (Doedel et al. 2000) .It turns out that in order to get high amplitude oscillations at lower frequency-these oscillations are close to the Hopf bifurcation-we need to reduce the value of x 2 . This shows that the value of x 1 needs to be well-tuned given x 2 . Since the kinetic constants in the MAPK cascade are not known precisely,we shall use a L 1 adaptive controller to solve this problem as follows.
1. We shall first derive equations for the error dynamics of the actual system with respect to the nominal system. 2. We shall then derive equations for the error in M and u, and shall treat the error in M pp as a time-varying disturbance for the purpose of regulation. 3. The system is now in a strict feedback form for which we use the controller derived in Paranjape et al.
.
The block diagram of the control system is shown in Fig. 9a, b . The controller block consists of all components of the L 1 control system-the control signal generator, the predictor and the low pass filter. The actual system S 1 can be written as
and u ad is the adaptive augmentation added to the system. The nominal system is now re-cast as
Note that the difference in the actual system and the nominal system is due to the difference in the parameter values and due to the time-varying disturbance. Let e 1 ¼ M À M n and e 2 ¼ u À u n . Using the equivalent LTV system formulation explained in Cao and Hovakimyan (2008) , the dynamics may be written as . One should choose k and D(s) so that C 1 (s) has a relative degree of at least 2, while C 2 (s) should have a relative degree of at least 1.
We next state the L 1 norm condition. For q [ 0, let L q be the known estimate for the Lipzchitz constant of the unknown nonlinearities. This is the finite bound on h i (t) for i = 1,2. Let B [ 0 be the uniform bound on the r i (t) for Remark 5 The adaptation rate should be chosen to ensures that the error between system and predictoris bounded from above by c. The L 1 condition used by us may facilitate a conservative filter design. It is best to tune the filters manually. For example, using the above condition can yield higher filter bandwidths whereas much lower bandwidths may suffice in practice.
Simulation results
We simulate our controller. The actual system parameters are displaced from those of the nominal system. For the nominalsystem, we choose x 1 = 0.0004 and x 2 = 0.1, which generates oscillations similar to the one in Fig. 7 , albeit at a reduced frequency. We choose the following control design for the adaptive augmentation controller:
As Fig. 10 shows, the values of M; M p ; M pp ; u for the actual system match satisfactorily with those for the nominal system (Fig. 10) . It is seen that they match satisfactorily. The error between M and M n is shown in Fig. 11a and the adaptive augmentation signal is shown in Fig. 11b . It is seen that the error goes down rapidly, while after about 1000 seconds, the adaptive augmentation control becomes periodic. This is because the actual system is displaced from the nominal system in its parameters, and because all signals are periodic, a periodic augmentation is needed to ensure that the actual and nominal system track each other. We have chosen the adaptive gain as C ¼ 10; 000, but it can be increased without any loss of robustness or high frequency noises. This controller is robust to external disturbances, internal parameter variations as well as unmodelled dynamics as long as they are stable-mathematical proofs for the generic case of nonlinear strict feedback systems are derived in Paranjape et al. (2009) .
Discussion
MAPK Fus3 is a key regulator of the yeast mating pheromone response and is known to undergo sustained oscillations in its phosphorylation/activation state during continuous pheromone exposure (see Hilioti et al. 2008) . The MAPK activity oscillations lead to corresponding oscillations in the mating gene expression. These oscillations in MAPK activity and gene expression have been empirically observed to need the negative regulator of G-protein signaling Sst2, and partially need the MAPK phosphatase Msg5. The peaks in Fus3 activation are correlated with periodic rounds of cell morphogenesis, with each peak preceding the formation of an additional mating projection (see Hilioti et al. 2008 ). Fus3-GFP and Fus1-GFP protein levels display strong oscillatory dynamics with frequencies similar to the oscillations of Fus3 activation. Furthermore, increasing the pheromone dose has been observed to result in a progressive phase shift of Fus3-GFP expression peaks towards earlier time points; this trend is also observed for phospho-MAPK levels so that it is now established that the expression levels of MAPK target genes oscillate in approximate synchrony with MAPK activation levels (see Hilioti et al. 2008) . Likewise, the effect of MAPK cascade oscillations on the hippocampal neuron memory has recently been characterized (see Gerstner et al. 2009 ). So, an elaborate control over some cellular functions may be exercised by controlling oscillations in the MAPK cascade. We have used the bifurcation analysis to determine the parameter values required to obtain the desired oscillations. In addition, we have used the bifurcation analysis to determine the sensitivity of the amplitude of oscillations to the parameters. Large amplitude oscillations are obtained only in the close vicinity of the Hopf bifurcation. Indeed, several systems found in the human body, such as the oculomotors and hair cells in the cochlea, operate very close to Hopf bifurcations (Moreau and Sontag 2003) . Operating close to the bifurcation point ensures that large amplitude oscillations encounter minimal damping and are hence sustained.
Our L 1 adaptive controller synthesis approach can be used to synthesize feedback that induces tunable robust oscillations of desired frequency in a network of MAPK cascades as well. Our approach quantifies the transient and steady-state performance bounds of the L 1 adaptive backstepping controller in the presence of fast adaptation. These bounds can be systematically increased by increasing the adaptation rate. L 1 adaptive control architecture guarantees robustness in the presence of fast adaptation. The robustness to parameter variations and disturbances is ensured by suitably modifying the control objective with the understanding that the uncertainties can be adequately compensated for only if the controller bandwidth is high enough-the constraints imposed by robustness requirements on the limits of achievable performance in closed-loop systems are well illustrated in Chaps. 3 and 6 (Skogestad and Postlethwaite 2005) . With the L 1 adaptive control architecture, it appears that a fast rate of adaptation helps meet the performance specifications and also ensures the required robustness margins-the trade-off between these two requirements is to be resolved using the filter (see Li et al. 2008 ).
An advantage of our L 1 -control theory approach is that it enables us to decouple the problem of meeting the performance specifications and the problem of ensuring robustness to parameter variations and disturbances: the performance can be improved systematically by increasing the adaptation gain whereas the robustness is guaranteedso long as it is feasible-by choosing an appropriate filter.
Better performance than the one reported in this paper may be obtained by using a much larger adaptation gain. Unlike the traditional adaptive control methodologies, the maximum adaptation gain is restricted only by limitations of the components used to implement the L 1 controller. In traditional control theoretic applications (e.g., aircraft altitude control and automotive engine speed control), these limitations refer to the hardware limitations whereas in a systems and synthetic biology setting, these refer to the quality of the scaffold and the speed of the chemical reactionsthese implementation aspects are well discussed in Kharam et al. (2011) and Jiang et al. (2010) .
Conclusion
MAPK cascade is evolutionally preserved in all eukaryotic cells, and regulates various cellular activities such as gene expression, mitosis, differentiation, and apoptosis. Recently, in Bashor et al. (2008) , have shown that Ste5 scaffold protein can be used to reshape the MAPK cascade through engineered feedback loops, and have used heuristic tuning mechanisms to synthesize the feedback . A problem of interest is to determine whether information regarding the underlying biochemical reactions can be used to synthesize robust feedback that will ensure that the resultant circuit has the desired properties. In this paper, we have examined the problem of engineering feedback in MAPK cascade to synthesize an oscillator of the desired frequency. Our approach builds on the MAPK cascade model derived by Chikarmane et al. in 2007 . In Chikarmane et al. (2007 , the existence of a Hopf bifurcation point in the Markevich model of the MAPK cascade is used to synthesize the exciting kinase as a function of the doubly phosphorylated protein. We show how the L 1 -control theory can be used for a robust synthesis of the desired oscillator. Our L 1 controller is robust to changes in the kinetic parameters of the MAPK cascade. The resultant oscillations are provably stable. Furthermore, it can be shown that the error in the desired states and the actual states asymptotically approaches zero and is upper bounded during the transient response phase.
