The Last Interglacial (LIG) stage (ca. 130115 ka), with polar temperatures likely 35
Introduction
As a result of industrial activity, greenhouse gas concentrations now exceed levels reached on Earth at any time within the last eight hundred thousand years . The long-lived greenhouse gases in the atmosphere today produce a radiative forcing of about 2.6 W/m 2 . Given a climate sensitivity of 2 4.5
• C per doubling of carbon dioxide levels (Meehl et al., 2007) , the equilibrium global warming expected from this forcing without considering the eects of any further increases in greenhouse gas concentrations is between 1.43.2
• C. Among the many eects expected to accompany this warming, global sea level rise, driven primarily by thermal expansion of seawater and melting ice sheets, features prominently (Meehl et al., 2007) .
curate reconstruction of past global and local sea levels therefore requires integrating global data sets of local sea level indicators.
In this paper, we develop a novel statistical approach to assessing the probability distribution of local and global sea level through time from a database of geo- (1) it is recent enough that it may be possible to construct relatively high-resolution sea level records for this interval, (2) due in large part to enhanced northern hemisphere insolation, mean global temperature may have been slightly warmer than at present, and (3) several lines of evidence suggest global sea level was higher than today, perhaps by 46 m (Jansen et al., 2007) .
Greenhouse gas concentrations during the LIG were comparable to pre-Industrial Holocene levels (Petit et al., 1999) , but Earth's orbital eccentricity during the Last Interglacial was 0.0380.041, more than twice as high as the modern value (Berger and Loutre, 1991) .
Energy balance modeling predicts that, as a consequence, summer temperatures between 132124 ka on all land masses except Antarctica were at least 0.5 • C warmer than today (Crowley and Kim, 1994) , while a more complete climate model indicates summer temperatures 24
• C warmer than today in most of the Arctic . Ice core data from both Greenland and Antarctica suggest polar temperature anomalies in both hemispheres of about 35 • C (Jansen et al., 2007) , comparable to the 36 • C of Arctic warming expected to accompany 12
• C of global warming (Katsov et al., 2004) . In Europe, pollen data suggest middle Eemian summer temperatures about 2 • C warmer than present (Kaspar et al., 2005) . While the global mean temperature anomaly is uncertain, seasurface temperatures in the equatorial Pacic (Lea, 2004) and Atlantic (Weldeab et al., 2007) were about 2 • C warmer than pre-Industrial levels.
For our analysis of LIG sea level, we compiled an extensive database of sea level records from this time period. Sea level can be inferred from two basic sources:
the oxygen isotopic composition of seawater as preserved in carbonates, and geomorphological and sedimentological records of local sea level. The oxygen isotopic composition of seawater is in large part a function of ice sheet volume and is thus closely related to global sea level. The latter is dened as the integrated local sea level over the entire ocean, which is a measure of ocean volume. Water enriched in the light isotope 16 O is concentrated preferentially in the ice sheets; therefore, as ice sheets melt and global sea level rises, the relative concentration of the heavy isotope, δ
18 O, of seawater decreases. The record of marine oxygen isotopes is thus a proxy for global sea level, although its interpretation is complicated by several factors. The oxygen isotopic composition of marine water is also a function of local salinity, while the dierence between the isotopic composition of water and the carbonates precipitated from it is a function of temperature (Emiliani, 1966) . The interpretation of the carbonate oxygen isotope record is further complicated by the histories of dierent water masses, by changes in their distribution over time, and, on long time scales, by isotopic exchange with the mantle (Jean-Baptiste et al., 1997; Schrag et al., 2002) .
Nonetheless, with assumptions about the isotopic composition of ice sheets and a paleotemperature constraint, it is possible to estimate ice volume and thus sea level from δ
18 O in carbonate, as we do later.
Many variables aect the local relative sea level recorded in sedimentary facies and in geomorphology.
Aside from ocean volume, these factors include the effect of the distribution of ice, water, and sediment on the geoid, lithospheric exure, isostatic adjustments, the orientation and magnitude of Earth's spin axis, and shoreline geometry (Farrell and Clark, 1976; Mitrovica and Milne, 2003) , as well as tectonic uplift and thermal subsidence. As a result of gravitational and elastic eects, local sea level shortly after an ice sheet melting event falls in the near-eld and rises by more than the global average in the far-eld. Over the following several millennia, isostasy slowly emplaces a mass of mantle to compensate for the missing ice, thereby changing the geoid so that local sea level in both the far-eld and the near-eld relax toward the global average. (In the near-eld, however, the vertical motion of the solid Earth complicates the observed relative sea level change.) For this reason, local sea levels at Pacic islands in the far-eld of Laurentide Ice Sheet were 13 m higher in the middle Holocene than today (Mitrovica and Milne, 2002) . Thus, even if LIG ice volume never shrunk below present levels and mean global sea level never exceeded its present value, local sea levels several meters higher than present could have occurred in the far-eld of the Laurentide Ice Sheet early in the LIG, and comparably high local sea levels could have occurred in its intermediate-eld late in the LIG (Lambeck and Nakada, 1992 Our goal is to use as comprehensive a database as possible to produce probability distributions of sea level as a function of geographic location and geological age.
We have to cope with variable temporal uncertainty, as well as with variable errors in sea level measurements. In addition, some of the data are censored in that they provide only an upper or lower bound to sea level. Where possible, we also want to take advantage of quasi-continuous sequences, in which relative timing is known with greater precision than absolute dates. This is the case for the global oxygen isotope curve from benthic foraminifera (Lisiecki and Raymo, 2005) , as well as for sequences of local observations of sedimentary facies from the Netherlands (Zagwijn, 1983) and of sea levels derived from hydrological modeling of foraminiferal oxygen isotopes from the Red Sea (Rohling et al., 2008) .
Our statistical approach is based upon Gaussian process regression (Rasmussen and Williams, 2006 ). This method, of which the commonly-used geospatial technique of kriging interpolation is a well-known example, treats a eld (such as sea level) as a collection of random variables drawn from a Gaussian distribution. By specifying the covariance structure of the eld, knowledge about the relevant physics aecting the process can be incorporated into the modeling without constraining it to t a particular forward model. With a suciently precise and accurate data set, such an analysis will allow us not only to place robust constraints on global sea level but also to identify the ngerprints produced by the gravitational, elastic, and isostatic eects of different melting ice sheets (e.g., Mitrovica et al., 2001 ).
It can thereby provide an independent test for dierent melt water sources in the Last Interglacial, and by extension the possible susceptibility of each ice sheet to future melting.
Database of LIG Sea Level Indicators
We characterize each sea level indicator in our database by ve parameters: its geographical position, its altitude with respect to mean tide level, its age, the range of depths at which it might have formed, and the local uplift or subsidence rate. With the exception of geographical position, each of these variables has uncertainties that we assume follow a Gaussian distribution.
For some values, including all depositional depth ranges, uniform distributions between two limits a and b may be a better choice than Gaussian ones. In these cases, we substitute a Gaussian distribution with the same mean and standard deviation as the uniform distribution, i.e.
The full database is available on request from the authors and will be published with the nal version of this paper.
Nature of the indicators and depositional ranges
The sea level indicators take a variety of forms, including: constructional coral terraces that provide both geomorphological and ecological information; coral biofacies in limestones that provide ecological but not geomorphological information; erosional features such as wave-cut terraces, sea caves, bioerosional notches, and raised beaches; and sedimentological and biofacial indicators of depositional depth.
Most of the indicators reect deposition or formation within a specic range of depths. The most common reef terraces and associated coral assemblages, for instance, are generally interpreted as indicating deposition between mean low tide level and 5 m below mean low tide level (Lighty et al., 1982; Camoin et al., 2001 We collect these parameters into vectors r, z, t, D, u, and d. Similarly, we collect what will be the true sea levels in a vector f evaluated at the times g and locations x, whose elements f j , g j and x j for j = 1, . . . , M are the desired sea levels and evaluation points. Only when geographical positions and depositional ranges are concerned does the bold vector notation serve double-duty:
x and r are either coordinates or vectors of coordinates, and x i , r i and x j , r j are individual sets of coordinates. Likewise, D is either a depositional range or an array of depositional ranges, and D i is an individual depositional range. This dual purpose is not, however, likely to lead to confusion.
Gaussian process regression
We proceed from this point using a Gaussian process approach (Rasmussen and Williams, 2006) . We must select some covariance function for true sea level, k(r i , g i ; r j , g j ), as we will address in section 3.4. Let (f , g) refer to the vectors of true sea levels and ages that correspond to the vectors of measurements (z, t, D, u); i.e., with every entry (f i , g i ), we associate an entry (z i , t i , D i , u i ) for all indices i = 1, . . . , N . With the covariance function k given, we can then readily recover an estimate of true sea level at any arbitrary location x and time g through straight-forward kriging interpolation (Press et al., 2007) . We denote the mean and variance of this estimate by f (x , g ) and V(f (x , g )),
respectively.
As before, the vectors f , x and g will collect the mean estimates of the sea levels at the desired points x and g in space and time. The sets of desired evaluation points (x j , g j ), j = 1, ..., M , and the measurements (r i , g i ), i = 1, ..., N need not necessarily overlap. The matrix V collects the kriging (co)variance of f at and between (x , g ). Let K, K , and K be the covariances of (f , g) and/or (f , g ) at the observed and desired points, i.e., let the symmetric square matrices K and K and the rectangular matrix K be dened by their elements:
and j = 1, ..., M.
From this, the kriging step consists of calculating f , the M × 1 vector of mean sea level estimates at (x , g ), as
which has
as its M × M covariance matrix. It is clear from the above that, when x = r and g = g, K = K = K , and therefore f = f and V = 0. In other words, when the queried points are identical to the measurement locations, the interpolated values of true sea level remain unchanged and receive no kriging variance.
We can therefore replace the problem of nding the posterior probability of sea level anywhere, P (f (x, g)|r, z, t, D, u), with the more tractable problem of nding P (f , g|z, t, D, u), which is the posterior probability of sea level at the smaller set of points dened by the measurement locations. After adjusting altitude z i for uplift or subsidence rate u i over a time g i , we dene the corrected altitude z i as
and we dene the sea level measurement s i and its variance σ 2 si as
where σ 2 zi , σ 2 ui , and σ 2 di are the variances respectively of altitude z i , uplift rate u i , and depositional depth d i . By
Bayes' theorem,
We drop the position variable r from the notation, since its values are xed in the data set and implicit in the indexing of the other variables. For uncensored sea level measurements, we have the likelihood
In other words, the probability of observing sea level s i at a point in the data set that has a true sea level of f i is given by a Gaussian centered on the truth with variance
where δ is an indicator function that is 1 when z i − s i is in the depositional range D i and 0 otherwise. For instance, if D i is (−∞, −2], reecting deposition at least two meters below mean tide level, then δ would be 1 for s i z i + 2 and 0 otherwise. For age measurements, we have the likelihood
where σ 2 ti is the variance of age measurement t i . For the sea level vector f , we assume the prior
where we use the notation K(g) for the covariance to emphasize its dependence on ages g. For the age vector g itself, we assume a uniform prior.
Algorithm for sampling the sea level distribution
To explore the distribution in equation 10, we use a recursive three-step algorithm (schematically illustrated in Figure 3 ) to generate updates of f , g, and s. We start by initializing g = t for all data points and z i = z i −g i u i and f i = s i = z i −d i for the uncensored ones. By simple kriging interpolation (equations 4 and 5), we estimate f i at the remaining data points. 
the vector of sea level predictions and the vector of their
where diag denotes the diagonal elements.
3. In step three, we update our estimate of the true ages g. To do this, we follow a Markov Chain Monte
Carlo approach applying the Metropolis-Hastings algorithm sequentially to each g i . Let g −i represent g with element i removed. For each i, we sample from the distribution P (g i |t, g −i , f ), which, by multiple applications of Bayes' theorem and the facts that P (t|g) = i P (t i |g i ) and that P (t|f ) = P (t), reduces as
The rst term is given by equation 13, and the second term by equation 14. We can drop the third term because of our assumption of a uniform prior for g. We generate test values g i using a Gaussian function q(g i ; g i ) centered at g i and bounded such that, when stratigraphic ordering is known, a point j that follows a point i always has g j g i . (Where no bounds apply, q(a; b) = q(b; a).) For the sequences where relative ages are known more precisely than absolute ones, these are calculated in terms of time after the preceding point.
Following the Metropolis-Hastings algorithm (Hastings, 1970) , we accept a candidate g i with probability
So that we can assess results within a common temporal reference frame, we arbitrarily set the temporal variance σ 2 ti for the rst step of our longest quasi-continuous sequence of data points (the sea level curve derived from the global oxygen isotope stack, for most runs) to zero.
This algorithm, repeated a large number of times, samples the probability distribution described by equa- We note that this algorithm, while satisfying from a theoretical perspective, could benet from greater computational eciency. The most time-consuming steps in its execution are the inversions of the covariance matrices, which for a database of n samples require O(n 3 )
operations. This inversion occurs once in step 2 and n + 1 times in step 3. Thus, each iteration of the algorithm is O(n 4 ). Repeating the algorithm a few thousand times in the courses of a Monte Carlo simulation with a database of about 150 points can therefore take several days; without increased eciency, larger data sets will become unmanageable.
The Covariance Function
We use a covariance function that takes the form
where k s and k t are respectively the spatial and tempo- Our physical model is based upon Woodward (1888) and the discussion thereof in Farrell and Clark (1976) .
Given a change in ice volume at a point p corresponding to global sea level rise of m i , the change in sea level R i at an angular distance of θ is given by
where ρ E is the mean density of the Earth (5.5 g/cm
and ρ w is that of seawater (1.0 g/cm 3 ). To prevent singularities, we do not let R take values smaller than -10 m, a constraint equivalent to assuming that all points are at least 3
• from a point mass. To approximate the gravitational eects of isostatic compensation, we place a slowly adjusting compensatory mass at p. The mass equivalent m c , in units of length, is given by the dier-
where τ c is the timescale of isostatic adjustment. This approach does not take into account the eects of exure or isostasy on the solid Earth and so captures near-eld behavior only crudely. In each model run, τ c is drawn from a uniform distribution between 0.1 and 14.1 ky. We include the low end of the distribution not because they are physically plausible isostatic timescales but because they allow us to include in the prior probability distribution scenarios in which eustasy completely dominates other processes.
Including the gravitational eects of this compensatory mass, the change in sea level R at θ is given In order for our model to report sea levels in this datum, it is therefore necessary to calculate the difference between modern sea level and equilibrium sea level. For a given isostatic timescale τ c , we assume that ice masses were fully compensated (i.e., the mantle and ice sheets were in equilibrium) at 21 ka and follow the ICE-5G ice sheet histories to calculate modern sea level.
In our random model runs, we assume that ice sheets are fully compensated at peak glaciation and subtract modern sea levels from all values. One portion of the resulting spatial covariance function, the covariance of local sea level with global sea level, is shown in Figure   6 .
To nd a suitable temporal covariance function k t , we explicitly calculate the temporal covariance function for global sea level and t it using the sum of two Gaussian curves:
The best tting values are τ k,1 = 4.31 ky, τ k,2 = 0.41 ky, f 1 = 0.97, and f 2 = 0.03 ( Figure 11 ).
Although our physical model is extremely simplied, neglecting all changes in the shape of the solid Earth as well as dynamic and rotational eects, and although coupling our statistical approach to a more sophisticated model may be useful, we do not think these simplications will signicantly alter our global sea level projections. We use our physical model to construct a reasonable prior probability distribution that discriminates regions where local sea level is strongly correlated with global sea level from regions where it is less strongly correlated with global sea level. The simple model serves this purpose. Its failings may be more acute in evaluating local sea level in the near-eld of ice sheets, where the neglected changes to the shape of the solid Earth can be the dominant factor in sea level change.
Validation of method using synthetic data
To test our statistical model, we generated a synthetic sea level history in the same fashion as during the covariance calibration process, using our base model with the arbitrary addition of 6.6 additional meters of melt from Greenland and 1.1 meters additional melt from Antarctica. We sampled the history at the same points 
Summary Statistics
We report several summary statistics for each fourdimensional sea level distribution we discuss. We assess the median and quantiles of the data points by aggregating the sub-distributions determined by the stored mean and standard deviations of sea level data points and ages for each stored iteration of the MCMC model.
We similarly assess the median and quantiles of global sea level by aggregating sub-distributions for global sea level over time from each stored iteration of the MCMC model. Each sub-distribution is determined from the stored mean and standard deviations of sea level data points and ages associated with the iteration by Gaussian process approximation of GSL at 500-year intervals from 115 to 140 ka.
We calculate the 1000-year and 500-year average rates of global sea level change by taking the average slope of the global sea level curve from each iteration over 1000-year intervals or 500-year intervals and aggregating these curves to produce a distribution of global sea level rate. Note that these rates are average rates over several centuries; they place a lower bound on century-level rates of sea level rise.
Of particular interest are the highest global sea level reached during the Last Interglacial and the fastest rate of sea level rise experienced. We report two sets of statistics relevant to these questions. First, we report the maximum of the median global sea level curve and sea level rate curve and its condence interval. We also compute global sea level and global sea level rate exceedance probabilities. To do this, we sample each sub-distribution of global sea level one hundred times and aggregate all of these samples. In order to discount time points at which we have limited data, we incorporate only the time points within each sample at which the posterior standard deviation is less than 15% of the prior standard deviation. We then identify the fraction of sample histories in which a 1000-year running average of GSL or the 1000-year or 500-year average rate exceeds a given value. The 95% probability exceedance levels, for instance, are the values that with 95% condence we can say the sea level or sea level rate exceeded. For the rate maxima and rate exceedance probabilities, we focus on intervals beginning when global sea level was -10 m or higher, as we expect that ice sheet dynamics during these intervals will more closely resemble future ice sheet dynamics than will the behavior of ice sheets during intervals of lower GSL.
We compute parallel summary statistics for Northern
Hemisphere and Southern Hemisphere ice volume, arrived at by Gaussian process regression for these values instead of for GSL.
To identify outliers among the data points, we compute the probability of a measurement given the assessed sea level distribution. To do this, we take the average over all N stored MCMC iterations of the probability that the parameter f (local sea level, global sea level, or age) with measured value f m ± σ m was drawn from the distribution indicated by iteration i, with mean f i and standard deviation σ i . For indicative points, the probability for each iteration is given by a χ 2 distribution with one degree of freedom on the parameter
For limiting points, the probability is given by a cumulative normal distribution with mean f i −f m and variance σ
To compare dierent probability distributions f 1 and f 2 for a parameter f computed using dierent subsets of the data, we calculate the expected Mahalanobis distance. We sample with replacement 1000 pairs of MCMC iterations (f 1,i , f 2,i ) from f 1 and f 2 . We then take the mean Mahalanobis distance between each pair.
The Mahalanobis distance of each pair is given by All of these perfect knowledge cases do a good job of reconstructing global sea level and rates for the period of highest sea level. The maximum of the median projections for GSL and rate are quite close to the true maxima, which fall between the 58% and 72% probability exceedance levels. The true rates of change fall between the 23% and 64% probability exceedance values. Without the δ
O curve included (as in cases B1
and C1), the resolution of the curves becomes poor before about 130 ka, but in all cases the reconstructions do a good job of resolving details, including the 125 ka drawdown, after 130 ka. However, even under the best of circumstances, we do a mediocre job of reconstructing ice volumes; the 67% condence intervals for our maximum ice volume projections span about ±6 m. The true NH ice volumes fall between the 69% ans 72% probability exceedance levels, while the true SH ice volume falls between the 92% and 94% probability levels.
In cases A2, B2, and C2, where the measurement errors are included, they prevent resolution of some of the details of the curves, including the brief 125 ka drawdown (Tables 4.1 and Figure 7) . Case B2 preserves a suggestion of the drawdown, while case A2 resolves resolves multiple wobbles of sea level instead of a single drawdown. Case C2 nds a smoother sea level peak.
Compared to cases A1C1, these cases exhibit increased uncertainty in estimates of the maximum of the median GSL and GSL rate curve, but preserve accuracy, with the true values remaining well within the 67% condence interval. Compared to the more accurate cases, the exceedance levels are biased toward higher values.
The true value of the GSL maximum falls between the 79% and 91% probability exceedance levels, while the true value of the rate of change falls between the 83% and 91% probability exceedance values. The precision and accuracy of the ice volume projections are comparable to those of cases A1C1, indicating that insucient sampling rather than measurement error is the major source of uncertainty in the ice projections. Based on the exceedance levels for these cases, we employ the 80% and 95% probability levels to bracket our estimates of maximum values in our analysis of the real data.
Global analysis
Applying our algorithm to the full data set of LIG sea level indicators (Tables 4.2 and Figure 8 ) reveals a peak median GSL of 4.8 ± 2.7 m (67% condence interval) centered at 124 ka. The 95% and 80% probability exceedance value for GSL are 5.8 and 6.8 m. This result is sensitive to the subset of the data examined ( Figure   13 ). Excluding the global δ 18 O curve but retaining the Red Sea curve yields a peak median GSL of 9.6 ± 3.2 m, consistent with some of the high values that characterize the Red Sea curve. (The Red Sea curve itself has a peak value of 12.4 ± 3.0 m (1σ).) The associated 95% and 80% probability exceedance values are 7.9 and 9.3 m. Excluding both the oxygen isotope curve and the Red Sea curve yields a peak median GSL of 5.7 ± 4.3 m and 95% and 80% probability exceedance values of 7.6 and 9.1 m. We therefore conclude that global sea level during the Last Interglacial indeed reached signicantly higher levels than present, probably in the range of 69 m higher.
The 95% and 80% probability exceedance values for 1000-year average GSL rise rate during the interval when GSL was ≥ −10 m range from 8.2 m/ky to 10.7 m/ky. We emphasize that these values by no means exclude faster intervals of sea level rise lasting for a few centuries.
As expected from our validation analysis, the data is insucient to make strong statements about the source of the meltwater that fed higher sea levels. They do, 
Outlier Analysis
To search for outliers, we estimated the posterior probabilities for each of our sea level measurements and age measurements given the distribution at each point for sea level and age projected by our statistical model. 6.0 ± 5.9
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1.4 ± 6.0 0.6 93% 67% condence intervals shown. 2.5 5.5 67% condence intervals shown for the maximum of the median projections. 95% and 80% probability exceedance levels, which we employ as estimates of the maxima, are levels exceeded in 95% and 80% of all histories sampled from the estimated posterior distribution, respectively. All these localities are basically tectonically stable and experience slow thermal subsidence. If one had to draw conclusions about global sea level from a small number of local sea level measurements, these would be reasonable sites at which to look.
Other commonly considered localities, such as Barbados (e.g., Schellmann and Radtke, 2004 ) and the Huon Peninsula (Esat et al., 1999) , are rapidly uplifting localities. These sites have advantages as relative sea level recorders, most notably that terraces recording sea levels below present are readily accessible. Assuming these sites have experienced a steady rate of uplift, they can help uncover sea level variations over fairly short timescales. However, they are poor sites from which to draw conclusions about absolute sea levels, as recovering this information requires a precise estimate of uplift rate.
To our knowledge, no previous author has accounted for the eects of glacial isostatic adjustment (GIA) in drawing conclusions about global sea level and ice volume from Last Interglacial sea level records. As Lambeck and Nakada (1992) demonstrated, understanding the inuence of these eects is critical. Without this understanding, local sea level highstands could be falsely interpreted as reecting global highstands. In the midto-late Holocene, for instance, GIA has produced local highstands in far-eld equatorial islands of about 13 m above present levels (Mitrovica and Peltier, 1991) ; looking only at these sites in isolation, one might falsely infer that global sea level was higher and global ice volume signicantly smaller in the mid-Holocene than at present. Our statistical model uses the covariance between local and global sea level to correct for these effects; our results indicate that the apparent high Last
Interglacial global sea levels are real.
Fingerprinting analysis of meltwater sources
Just as our model can predict global sea level from local sea level measurements, it can also predict changes in ice sheet volumes. However, as the validation analysis showed, the current database combined with the simple GIA model we employ cannot predict these changes with great precision (Figure 8c,d ).
The analysis does suggest that it is likely both that melting of northern hemisphere ice sheets and also melting of the Antarctic ice sheet contributed to higher sea levels. More near-eld sea level measurements would help increase the precision of these estimates; however, incorporating near-eld measurements into the analysis requires a more sophisticated physical model. Our model correctly accounts for neither isostatic uplift nor exure, both of which are important in interpreting near-eld sites. Indeed, even though we include some near-eld data from Svalbard and Greenland in our database, we could not incorporate these points into our analysis.
However, our approach could readily be adapted to incorporate a sophisticated glacial isostatic adjustment model like that of Mitrovica and Milne (2003) . Labrador and one over eastern Nunavut and Ban Island, as in the late early Holocene (Carlson et al., 2008) .
It was within a factor of two in size of the present Greenland Ice Sheet, and its dynamics may therefore have been analogous to those of the Greenland Ice Sheet.
Given a sucient forcing, the results from the Last
Interglacial suggest that the present ice sheets could sustain a rate of global sea level rise of about 80110 cm/century for several centuries, with these rates potentially spiking to higher values for shorter periods.
Conclusion
Contrary to an analogy commonly taught in introductory classes, adding water from melting land ice to the ocean is not like pouring water into a bathtub. Many factors other than the changing volume of water in the ocean modulate the inuence of melting ice sheets on local sea level. These factor include: the eects of the distribution of ice, water, and sediment on the geoid; lithospheric exure; isostatic adjustment; and tectonic uplift and subsidence, as well as dynamic eects, which are of lesser concern on multi-century timescales.
Consequently, global sea level and global ice volume cannot be accurately inferred simply by examining local sea level at one or two localities, yet this is the path most commonly taken when discussing the Last Interglacial.
Our approach, which combines an extensive database with a new statistical algorithm for analyzing quantitative paleoenvironmental data with both interpretive and geochronological errors, oers better control. The results of our analysis support the common hypothesis that Last Interglacial global sea level was higher than present. We nd that peak GSL was probably 6 to 9 m higher than present.
The Last Interglacial was only slightly warmer than present, with polar temperatures similar to those expected under a low-end, ∼ 2
• C warming scenario.
Nonetheless, it appears to have been associated with substantially smaller ice sheets than exist at present. • Location (latitude and longitude)
• Age estimate (Peltier, 2004, e.g.,) . (Shackleton et al., 2000) . This core is, in turn, aligned between 0 and 67 ka against the oxygen isotopic record of the GRIP ice core (Johnsen et al., 1992) .
Termination II is assigned to start after ∼135 ka based upon U-Th dating of corals terraces from Papua New Guinea (Stein et al., 1993) . While this age model is not necessarily superior to alternative age models (for instance, that employed by Rohling et al. (2008) ), we have aligned the other quasi-continuous records against it so as to provide a common reference frame. 
A.3. Netherlands
The Dutch Eemian sea level record of Zagwijn (1983) is based on sedimentological and micropaleontological data from numerous cores through the Amsterdam and Amersfoort basins, as well as cores along the NoordHolland coast, in Friesland, and in the North Sea. Sea level indicators in these cores are provided by facies transitions representing, for example, the inltration of marine water into a freshwater lake or the maximum elevation of clays deposited in a salt-marsh environment.
Relative age constraints are provided by characteristic Eemian pollen zones, many of which have durations established to fairly high precision based upon the counting of varves in an annually-layered lacustrine diatomite in northwestern Germany (Zagwijn, 1996) . We place peak sea level in the middle third of zone E5 based upon the position of the maximum ooding interval within the more recent Amsterdam-Terminal borehole (van Leeuwen et al., 2000) . We estimate absolute ages from these relative ages by aligning the sea level curve against the Lisiecki and Raymo (2005) global oxygen isotope stack.
Zagwijn reported sea level estimates without correction for long-term isostasy, compaction, or tectonics.
To correct for these factors, we use the backstrippingderived Quaternary rate estimates of Kooi et al. (1998) . Figure 13: Probability density plots (blue) of global sea level (top row), 1000-year average global sea level rates (middle row) and Northern Hemisphere ice volume (bottom row) projected from our full database (left column), our database excluding the global δ 18 O, and our database excluding both the global δ 18 O and the Red Sea data. Dashed lines mark the 16th and 84th percentiles; dotted lines mark the 2.5th and 97.5th percentiles. Crosses at bottom mark the median posterior estimates of the sample ages.
