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Abstract
A multi-resolution technique for matching a stereo pair
of images based on translation invariant discrete multi-
wavelet transform is presented. The technique uses the well
known coarse to fine strategy, involving the calculation of
matching points at the coarsest level with consequent refine-
ment up to the finest level. Vector coefficients of the wavelet
transform modulus are used as matching features, where
modulus maxima defines the shift invariant high-level fea-
tures (multiscale edges) with phase pointing to the normal
of the feature surface. The technique addresses the estima-
tion of optimal corresponding points and the corresponding
2D disparity maps. Illuminative variation that can exist be-
tween the perspective views of the same scene is controlled
using scale normalization at each decomposition level by
dividing the details space coefficients with approximation
space and then using normalized correlation. The prob-
lem of ambiguity, explicitly, and occlusion, implicitly, is ad-
dressed by using a geometric topological refinement proce-
dure and symbolic tagging.
1. Introduction
Finding correct corresponding points from more than
one perspective views in stereo vision is subject to a num-
ber of potential problems like occlusion, ambiguity, illumi-
native variations. A number of algorithms have been pro-
posed to address at least some of these problems in stereo
vision, the majority of them can be categorized into either
area based or feature based algorithms. Area based ap-
proaches such as [18, 12] are based on the correlation of two
image functions over locally defined regions, whereas fea-
ture based algorithms [2, 7] attempt to establish correspon-
dences between the selected features, which are extracted
from the images usually by using some explicit feature ex-
traction algorithms. Both area-based and feature-based al-
gorithms are considered local algorithms (LA). There ex-
ists another category of stereo vision algorithms, which are
considered as global algorithms (GAs) [17, 15]. These GAs
deal with the correspondence estimation process as global
cost function optimization problem. These algorithms usu-
ally do not perform local search but rather try to find a
disparity assignment that minimizes a global cost function.
There is a clear consensus in the computer vision commu-
nity that algorithms belonging to GAs group has overall bet-
ter performance over the algorithms of LA group. However,
GA algorithms are not free of shortcomings. GAs are very
much dependent on how well the cost function represents
the relationship between the disparity and some of its at-
tributes, like smoothness and regularity. Furthermore, how
close the cost function representation reflects the true na-
ture of the disparity maps. However, the smoothness pa-
rameters, used by GAs, make disparity map smooth ev-
erywhere which may lead to poor performance at image
discontinuities. Another disadvantage of GA algorithms is
their computational complexity, which makes them unsuit-
able for real-time applications.
A promising way to improve the performance of the
image-matching algorithms is to combine the best features
of both techniques, i.e. LAs and GAs. This led to the
development multi-resolution concept, which involves the
matching of the two images at different resolutions and
scales. In multi-resolution analysis, as is obvious from the
name, the input signal is divided into different resolutions,
i.e. scales and spaces [10], before the estimation of the cor-
respondences. Multi-resolution algorithms can be consid-
ered as the middle way between these two broad classes of
local search based algorithms, i.e. area based and feature
based are considered as one extreme and global algorithms
i.e. graph cuts, simulated annealing [16]. These algorithms
do not explicitly state a global function that is to be min-
imized, but exhibits behavior close to that of the iterative
optimization algorithms [5, 15]. The algorithm described in
this paper is a variant of this class of techniques.
Considering the potential of the multiresolution analysis,
especially in the context of multi-wavelet theory, a novel
robust algorithm is presented. The proposed algorithm per-
forms the coarse to fine search strategy using the multi-
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wavelet based scale space representation of the input sig-
nals. The presented work is the continuation of the work by
the authors [3, 11], where multi-wavelet coefficients were
used as corresponding features. In the proposed work the
concept of Multi-wavelet Modulus Maxima (MWMM) is
introduced with significant improvement in the disparity es-
timation. The proposed algorithm involves the matching of
coefficients, with magnitude and phase, pointing to the nor-
mal of the edge surfaces. The selection of the potential can-
didates is performed using a robust selection criterion which
involves the contribution of normalized correlation, proba-
bility of occurrence, symbolic tagging and geometric refine-
ment. This selection criterion ensures the involvement of
only the most consistent corresponding candidates through-
out the iterative procedure.
2. Wavelets and Multiwavelets Fundamentals
Classical wavelet theory is based on the refinement equa-
tions as given below
φ(t) =
∑
k
ckφ(Mt− k) (1)
ψ(t) =
∑
k
wkφ(Mt− k) (2)
where ck and wk represents the scaling and wavelet co-
efficients. Multi-resolution can be generated not just in the
scalar context, i.e., with just one scaling function and one
wavelet, but also in the vector case where there is more than
one scaling function and wavelet are involved. The latter
case leads to the notion of multi-wavelets. A multi-wavelet
basis is characterized by r scaling and r wavelet functions.
Here r denotes the multiplicity in the vector setting with
r > 1. Multi-scaling functions satisfy the matrix dilation
equation as
Φ(t) =
∑
k
CkΦ(Mt− k) (3)
Similarly for the multi-wavelets the matrix dilation equa-
tion can be expressed as
Ψ(t) =
∑
k
WkΦ(Mt− k) (4)
where Ck and Wk are real r × r and (M − 1)r × r ma-
trices of multi-filter coefficients, respectively, whereas M
represents the number of bands. In this work we are dealing
with only two band multiwavelets, i.e., M = 2, defining
equal number of multi-wavelets as multi-scaling functions.
For more information, about the generation and applica-
tions of multi-wavelets with, desired approximation order
and orthogonality, the interested readers are referred to [4].
Wavelet transform results in the information belonging to
the approximation space Ak and detail space Dk possess-
ing the property
Ak−1 = Ak ⊕Dk (5)
One of the most widely used discrete wavelet transform
representation is introduced by Mallat [10]. Using Mallat’s
representation, the details space, i.e. Dk in (5), consists of
three components, which are horizontal, vertical and diago-
nal. In general terms, the wavelet transform modulus max-
ima (WTMM) can be described at any point (s, k) such
that the magnitude of wavelet transform modulus (WTM),
i.e. |WTs,k| is a local maximum, i.e.
∂WTs,k
∂k
= 0 (6)
Furthermore, the vector coefficients of the WTM can be
expressed as
WTs,k = |WTs,k| ∠ΘW (7)
where |WTs,k| represents the magnitude of the WTM,
where as s represents the scale and k for the coefficient un-
der consideration. Furthermore, the magnitude of WTM
can be expressed in terms of horizontal and vertical details
spaces as
WTs,k =
√
|W 2h,s|+ |W
2
v,s| (8)
where Wh,s and Wv,s are horizontal and vertical detail
spaces, respectively. Similarly, the phase of the WTM can
be expressed as
ΘW =
{
α(k) if Wh,s > 0
π − α(k) if Wh,s < 0
(9)
where
α(k) = tan−1
(
Wv,s
Wh,s
)
(10)
The vector n(k) points to the direction normal to the
edge surface as
n(k) = [cos(ΘW ), sin(ΘW )] (11)
An edge point is a point p at some scale s such that
WTMM is a local maximum at k = p and k = p+n(k) for
 small enough. These points are called wavelet transform
modulus maxima (WTMM), and are shift invariant fea-
tures [10]. WTMM are also defined as multi-scale edges,
which are the discontinuities of the decomposed signals
that appear in different scales and resolution. Furthermore,
WTMM represent multi-scale features that are invariant to
shifts between the input signals.
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Figure 1. The block diagram of the algorithm
3 Stereo Matching
Before starting the matching process scale normalization
is performed in order to minimize the effect of illuminative
variation that can exist between the stereo image pairs. The
scale normalized wavelet coefficients can be defined as
NWs,k =
Ws,k,i
|As,k|
∀i  {h, v, d} (12)
where {h, v, d} represents horizontal, vertical and diag-
onal details, respectively, s represents the scale of decom-
position, k represents the k th coefficient and A represents
the approximation space. A block diagram of the complete
stereo matching algorithm is presented in Figure 1 for better
understanding.
3.1 Similarity Measure
The scale normalization step results in r2 search spaces
for each image of the stereo pair. These search spaces are
scaled down versions of the original images. For detailed
explanation of the scale-space representation using wavelet
transform, readers are kindly referred to [?, 10]. To find the
similarity between the stereo image pair, normalized corre-
lation is performed for each WTMM in the reference im-
age.
3.2 Consistency Measure
To keep the matching process consistent, a symbolic tag-
ging procedure is introduced based on probability of occur-
rence and three different thresholds. Probability of occur-
rence (POC) is the probability of selection of a candidate
from any of the search space out of r2 search spaces. Prob-
ability of occurrence can be defined as
Pc(Ci) = nCi/r
2 where 1 ≤ nCi ≤ r2 (13)
where nCi is the number of times a candidate Ci is se-
lected and r is the multiplicity of multi-filter coefficients.
As all matching candidates have equal probability of being
selected so the probability of occurrence for any candidate
through one search space is 1/r2 . The correlation score for
each candidate is then weighted with the occurrence proba-
bility, which can be expressed as
CSCi = Pc(Ci)
∑
nCi
NCCi(x, d) ∀ nCi∈Z : nCi≤r2
(14)
After that step, all candidate features points have a cor-
relation score attached and are then divided into two pools
based on three different thresholds Ti possessing the cri-
teria T1 < T2 < T3. The values of these thresholds is
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Figure 2. a: right images of the Sawtooth (up) and Venus (down) stereo pair, b: Respective ground
truth disparity maps, c: Respective estimated disparity maps, d: Respective disparity error
usually within the ranges of [0.5 0.6], [0.75 0.85] and [0.9
0.95] respectively. First threshold T1 is applied just after
the correlation step to filter out the bad matches. Remain-
ing candidate feature points are then assigned symbolic tags
depending on there consistency as given below
NC(x, d) ≥ Tc1 , and Pc(Ci) = 1,=⇒ Op
NC(x, d) ≥ Tc1 , and 0.5 ≤ Pc(Ci) < 1,=⇒ Cd
NC(x, d) ≥ Tc2 , and 2/r2 ≤ Pc(Ci) < 0.5,=⇒ Cr
(15)
It can be seen from the first expression in (15), there is
no ambiguity for the matches with tag Op as the POC is
1, whereas ambiguity does exist for the matches with tags
Cd and Cr. These tags helps in addressing the problem of
ambiguity. The candidates with tag Op are considered to
be the optimal candidates and are used as reference for the
remaining candidates.
3.3 Geometric Refinement
To deal with this ambiguity problem, a simple geometric
topological refinement is performed to pick the most suit-
able or optimal match out of the pool of candidate matches.
For that purpose, the geometric orientation of the candidates
with reference to the optimal candidates, i.e. with tag Op,
is checked and the candidate pair having the closest geo-
metric topology with respect to these points is selected as
an optimal candidate pair. Three geometric features: rela-
tive distance, absolute distance and the slope, are calculated
with respect to the reference points to check the topological
similarity. The topological measure is then weighted with
the correlation score to consider the previous achievement
of each candidate. The score for each candidate pair PSi is
then calculated as given below
Gci = CSCi (e
−dACi + e
−dRCi + e
−dSCi ) (16)
The term (.)n defines the average over n repetitions
where n is usually taken within the range of [3 5]. The rea-
son of selecting these geometric features for addressing the
problem of ambiguity is there invariance through many ge-
ometric transformations, as Projective, Affine, Matric and
Euclidean.
3.4 Scale Interpolation
The matching process at the coarsest level ends up with a
number of matching pairs, which needs to be interpolated to
the finer level. The constellation relation between the coeffi-
cients at coarser and finer levels can be visualized by taking
the decimation of factor 2 into consideration. The follow-
ing relation updates the disparity from coarser disparity dc
to finer disparity dF , as follows
dF = dL + 2dc (17)
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Figure 3. Comparison of estimated disparity map with a number of existing algorithms for image
Venus
Table 1. A comparison of the estimated disparity with a number of existing well known algorithms
Algorithms Est. dB [13] Gc [16] If [6] Ld [9] RG [1] SO [16] SF [16] SO [8]
R 1.9885 1 2.2114 3 3.3977 5 4.4952 8 3.1955 4 2.0780 2 4.2491 7 3.7333 6 15.7478 9
B 0.0262 1 0.2860 3 0.3065 5 0.3119 7 0.3186 8 0.2609 2 0.3090 6 0.2960 4 1.0000 9
where dL is the local disparity obtained within the in-
terpolated area. After the matches are interpolated to the
finer level, correlation process is performed locally, only for
the locations having their corresponding pairs at the coarser
level. Hence refining the matches up to the finest level and
leaving most consistent matches at the end of the process.
4 Results
The algorithm presented in this work, is evaluated in
terms of the disparity estimation performance on the num-
ber of images taken from [14]. These images are designed
exclusively for the purpose of performance evaluation of
the stereo matching algorithms. All calculated disparities,
given in this chapter, use right images as the reference im-
ages. Therefore all calculated disparities are right image
disparities. As an example two images are shown in Fig-
ure 3, with related ground truth disparity maps, estimated
disparity maps and the error between the ground-truth and
the estimated ones. These images are known as Sawtooth
and Venus images. As it can be seen in Figure 3 the edges
of the discontinuities are extracted to high accuracy and es-
timated disparity is very much similar to the ground truth
disparity.
To further validate the claims about the performance of
the proposed algorithm a comparison is performed. This
comparison is performed between the proposed algorithm
and a number of selected algorithms from the literature,
which are very well known algorithms in terms of their
disparity estimation performance. Disparity maps related
to the chosen algorithms are also shown as a compara-
tive measure, taken from [14]. The estimated disparity
map is related to the image Venus. The chosen algorithms
for comparison purpose are Double-bp [13], Graph Cuts
[16], Infection [6], Layered [9], Realtime-Gpu [1], Scanline
Optimization [16], SSD min. Filter [16] and Symmetric-
Occlusion [8]. To create a better understanding of the com-
parison, statistic R, root mean square error, and B, percent-
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age of bad disparities, are calculated as
R =
√
1
N
∑
x, y
|dE(x, y)− dG(x, y)|2 (18)
and
B =
1
N
∑
(x,y)
|dE(x, y) − dG(x, y)|
2 > ξ (19)
where dE and dG are the estimated and ground truth dis-
parity maps, N is the total number of pixels in an image
whereas ξ represents the disparity error tolerance (DET)
and is taken as 1. The statistics R and B related to all of
the above algorithms is presented in Table 1.
5 Conclusions
The proposed algorithm uses the stereo vision capabili-
ties and multi-resolution analysis to estimate disparity maps
and the concerned 3D depths. The proposed technique ad-
dresses the estimation of optimal corresponding points lead-
ing towards the construction of optimal disparity maps. The
algorithm introduced a new comprehensive selection crite-
rion called the strength of the candidate, which involves the
contribution of probabilistic weighted normalized correla-
tion, symbolic tagging and geometric refinement. The geo-
metric features used in the geometric refinement procedure
are carefully chosen to be invariant through many geometric
transformations, such as affine, matric, Euclidean and pro-
jective. This comprehensive selection process helps in ad-
dressing the problem of ambiguity explicitly and occlusion
implicitly and helps to extract the most optimal correspond-
ing points from the two perspective views.
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