Abstract:Feed-forward neural networks trained via supervised learning have proven to be successful in the field of pattern recognition for the purpose of survival rate prediction in terminal illnesses. Thetwo problems are addressed in this research through the use of a novel model for the prediction that involves large number of multiple simple two-layered neural networks connected in a complete parallel structure called a macro-neural model. Macro-neural networks are a type of feed-forward neural networks in which the network design is composed of many interconnected simple networks with no hidden layers. The type of the devised architecture can affect both generalization and convergence as well as provide a solution to several known problems in conventional designs such as over-fit problem & the unknown of the hidden layer.The proposed model is examined with the conventional methods. Detail error analysis is presented and several data sets are analyzed and compared. In most of the comparisons carried out the proposed model proved to be superior to conventional survival rate prediction methods. However, the generalization of the obtained results cannot be claimed for any problem as the effectiveness of the proposed model has to be examined for more diverse problems before making the conclusion that the proposed model is indeed superior for any problem.
Introduction
"Artificial Intelligence" aims to simulate human intelligence and to develop important concepts from that simulation. Artificial intelligence has developed as a set of learning algorithms used to find patterns within some collectable data that may range from measurable time series to descriptive statements. Among these learning algorithms are neural networks. Neural networks have found a vast amount of applications in artificial intelligence. From expert systems to decision making including many medical applications, neural networks proved to be quite useful. For that reason neural networks were studied extensively in the past where several limitations for their performance were identified. A study of such limitations and possible ways to overcome them cannot be generalized to any application as each application has its own specific features. Therefore a specialized study of the neural network limitations can only be made with respect to a certain application.Since their early introduction neural networks were applied in many medical studies.Several decision support systems have been developed in various medical fields including medical diagnosis and medical survival rate estimation where previous experience or expert knowledge is often used to design decision support systems. Such a task becomes interesting when no prior knowledge is available. Yet many of the proposed designs lack the required amount of reliability due to the small size of input data provided.
Many data have been gathered with the advancement of technology, and computers are used to handle such large amount of data [1] . The technology of detecting relation and knowledge from data forms a branch of applied artificial intelligence (AI), and is the process of choosing, finding and modeling huge amounts of data so as to discover unknown patterns or relationships which provide a clear and practical result. There are two phases in data classification technique: classification model construction and model classification efficiency evaluation. In classification model construction, the algorithm is chosen through a dataset to build the predictive classification model. In classification efficiency evaluation, a testing dataset is applied. Every data in a control dataset or a testing dataset includes distinct number of attributes and a target class.
The artificial neural networks (ANNs) algorithm has been applied in many medical issues, for example, assessing and building predictive models for diabetes, predicting the survival rates in terminal illnesses.As the pathogenesis of a terminal disease is variable, it is difficult to accurately diagnose beforehand not to mention evaluating the survival rate once diagnosed. Despite all efforts at management, prognosis of advanced lung cancer is extremely weak, with a median survival time of ~1 year [1] . Lung cancer is the tumor with the highest death in males in today's society. Its incidence rate is increasing in women [2] . There are several types of small cell lung cancer (SCLC) or oat cell cancer, including a mix of small cell & other cell types. These cancers grow rapidly-doubling in cell number about every 30 days-and spread quickly.As the pathogenesis of a terminal disease is variable, it is difficult to accurately diagnose beforehand not to mention evaluating the survival rate once diagnosed. Of course the type of the disease and its stage at diagnosis highly affects the survival chances. A terminal illness is a disease that will result in the death of the patient regardless of any treatment intervention with a probability higher than 50%. The mortality rates of terminal diseases are above 70% of all mortalities in African and Asian countries, but the incidences are more in western countries though the mortality is less. Accordingly any fatal illness that goes untreated is considered a terminal illness in its final stages. Statistical techniques and artificial intelligence techniques are important in unearthing previously unknown knowledge.
A huge number of prognostic factors, including 150 [3, 4] are mentioned in case survey and can be found in the records of the national cancer institute officially called( Surveillance, Epidemiology &End Results) SEER Program. The nature of which consist of:
(1) Information yielded by the tumor: anatomical tumor extension, histological type, and geneticmolecular pathology. (2) Information yielded by the patient/host: clinical factors, basic biological factors. (3)Information from the treatment: standard complete surgery and incomplete surgery, among others.
However, the weight or the ascertainable predictive magnitude on the survival of each of the factors is very heterogeneous and widely controversial.
There are significant discrepancies according to the articles reviewed on the predictive capacity of basic variablesfor instance, tumor size [3] .Unfortunately these wide sense differences rendered statistical analyses highly useless and this is the reason why neural network and statistical survival rate predictions were marginally successful despite all the research carried out in this field [5] .
Data extracted from the medical records of the SEER program includes age, gender, smoking history, surgical procedure, surgical margin status, histological diagnosis, T stage, N stage, TNM stage, number of lymph node stations examined, number of lymph nodes removed, and treatments (forexample, surgical resection, adjuvant chemotherapy, radiotherapy or immunotherapy). Initially patients were restaged according to the 7 th edition of the American Joint Committee on Cancer (AJCC) TNM classification of lung cancer [3] .
Demographics and clinical characteristic of the subjects are summarized as mean ± standard deviations for continuous variables and percentage for categorical variables. Univariate and multivariate Cox proportional hazards regression analyses were carried out to identify factors having a significant impact on overall survival. Significant variables (p < 0.05) in univariate Cox proportional hazards regression analysis were entered into multivariate analysis. The associated results are reported as hazard ratios with 95% confidence intervals. Kaplan-Meier curves of overall survival OS are presented for the cumulative survival rates versus follow-up time for patients in whom the 4 lung cancer resection guidelines were or were not followed [3] .
Related Work
A Biglarian, et al. [6] used artificial neural networks (ANNs) in the past to predict the survival rate among patients of several cancer types. One of these is gastric cancer where several methods have been proposed and tried using the Cox proportional hazard and artificial neural network models as well as comparing the ability of these approaches in predicting the survival of these patients. Farid E Ahmed, [7] succeeded in using ANN fora prediction and also observation of colon cancer where a detailed accuracy analysis was performed. It was recognized, however, that accuracy must be exercised when designing, using and publishing biomedical results employing machine-learning devices such as ANNs in worldwide literature in order to enhance confidence in the quality and reliability of reported data. Such accuracy was, however, highly affected by the prognosis factors that were initially selected to determine the survival rate.
L. Zhu,et. al. [8] determined that the prognosis factors in any type of cancer can be done either statistically or using ANN. For example, the prognostic factors and their significance in gastric cancer patients were identified using the artificial neural network (ANN) and Cox regression hazard (CPH) models. A retrospective analysis was undertaken, including 289 patients with gastric cancer who had undergone gastrectomy. According to the CPH analysis, disease stage, peritoneal dissemination, radical surgery and body mass index (BMI) were selected as the significant variables while according to the ANN model, disease stage, radical surgery, serum CA19-9 levels, peritoneal dissemination and BMI were selected as the significant variables. In this research it was shown that the true prediction of the ANN was 85.3% and of the CPH model 81.9%.
A. Biglarian, et.Al. [9] used accuracy level obtained for every type of cancer. This motivated researchers try different ANN models for nonlinear regression of the survival rate prediction data .In this research it has been shown that in many cases the underlying assumptions of the model are not true, such as non-proportionality for the Cox model. It was also shown that choosing an appropriate model depends on the complexity and the characteristics of the data which in turn affects the appropriateness of the model. The predictions of the ANN and Cox models were compared by simulated data sets, which the average censoring rate were considered 20% to 80% in both simple and complex models. S-H Lin,et. al. [10] investigated ANN for several other conditions that prognosis factors can be quantified easily so as to determine the ability of ANN to predict survival rate independently from the prognosis variables. In this research a comparison was made between the Logistic Regression Model and the Neural Network Model to predict the survival among intensive care unit patients. The study result showed that the ANN model has a better predicative ability than theLogistic Regression Model both with regard to the survivors and with regard to the entire population of patients studied 
Proposed Model
Extending the concept of hierarchical parallel neurons and macro-neural networks, a new model is proposed in this research to predict and model the data as described in [11] [12] . Instead of choosing a single big neural network with a variable (usually unknown) number of hidden layers that predicts the survival rate without taking the time as a variable in the prediction, a new macro-model based design is proposed in this research to predict the values of the input variables after only one year from the date of the diagnosis. The number of input variables to the macro neural network includes 10 variables chosen initially as well as couple of additional inputs. No hidden layers were assumed in such a model as only simple back-propagation is applied.Research into neural networks with no hidden layers has seen increasing interest in the past couple of decades [13] [14] . In an attempt to decide the proper size for the hidden layer, a network structure optimization is conducted. The usual approach in this respect is to start with a network that is oversized. The number of redundant units in the hidden layer is then eliminated by introducing an additional cost function on a set of auxiliary linear response units. The extra cost function enables the auxiliary units to fuse together the redundant units on the original network [13] . In many cases such an approach results in no-hidden layers in the resulting network and that is what motivated this research to start with a simple model that has no hidden layers from the beginning.
In addition to the 10 prognosis variables, bias and time expressed in years from first diagnosis are entered as input variables. The entire input set is labeled S i where S i = [P i , b i , t i ], P i are the prognosis variables, b i is the bias and t i is the time from first diagnosis. The model only predicts the 10 prognosis variables after 1 year. Error in such a prediction is presumably small as the macro neural network does not predict the survival rate but rather the change in the prognosis variables over a time span of one year. The output set is labeled S o =[P o ] where P o are the new predicted prognosis variables after one year. The new set of 10 variables can be used on a second similar macro NN to predict the second year prognosis variables. This process can be repeated 5 times for the consequent years. The key point here is that the errors in the predictions of each stage can be estimated and evaluated with some reasonable confidence bounds from values found by the follow-up studies. The overall survival rate prediction can be considered as a single output layer that is a function of the prognosis variables at the end of each of the 5 years as shown in Figure. 1 thereby connecting the output of each macro neural network within one big function.
The Fundamental Benefits Of This Design Include The Following:
1. This design eliminates unknown hidden layersthat existed in pervious designsthereby reducing the elements of uncertaintyin designingthepredictionnetwork 2. The design uses multiple neural networks to predict the overall survival of patients. In this way it provides another degree of freedom in choosing what can be described as a heterogeneous rather than the normal homogeneous set of macro-models used in previous studies. 3. Each macro-model is essentially a simple neural network which does not requiremuch time to learn. Moreover the survival function is a complete independent neural network function that is based on top of the other macro-models. 4. This design solves fundamentally the problem of missing records and mortality among test subjects. Critically when a patient dies during the course of the study, his/her records for the coming years will naturally disappear thereby reducing the confidence interval and learning rate for the subsequent layers. This used to be a major source of error and inaccuracy in the previous work predictions [7] . However with the current model only patients surviving throughout the year are used to train the network so the problem of lost records is basically waived. 5. The training of each macro-model is done independently using real input data from real records.
That is to say that the macro-models shown in Figure. 1 are disconnected from each other during the training phase. The input for each model is taken from the actual input data for surviving patients. Once the macro-models are fully trained the network is interconnected again and thus can be used directly to predict the survival of a patient during the coming 5 years.
The Proposed ModelMay Also Have Several Potential Disadvantages. ExamplesOf Those Include:
1. Propagation of error: As the different neural networks are connected progressively the error in prediction may propagate from one network to the other thereby it gets magnified and increases the overall erroneous predictions. Indeed such a problem has been observed in the simulations and may result in an unstable performance of the network. This problem can be controlled by the final survival prediction layer. An additional method will be presented also to control the error propagation problem. 2. Inconsistent learning: The network learning might become inconsistent and sensitive to the selection of the training set. Indeed if the training set has many dead patients during the five years then this means that the final stages will have only few patients for training. Although the learning rate of each macro network is generally high and the network needs only a small number of patients to converge, the resulting overall performance is still highly sensitive to the original set selected for the training. 3. Failed prediction: the back-propagation algorithm is a gradient descent algorithm meaning that it will follow a direction which will minimize the gradient of the overall error function. This error reduction is made with the hope of obtaining the global minimum rather than getting stuck in a local minimum. However, by dividing the network into sub-networks that work independently it is common to have multiple local minimum points. This is so because the training set of each macro network will be a subset of the training set used in the previous macro network. Set used in the previous macro network. In fact reaching a global minimum will become difficult under such conditions. However, it must be noted that the error function of each macro-network is not the same error function of the global network as each macro-network is trying to predict the change in 10 variables over a small period while the global network is trying to predict the overall survival rate. Indeed the simulation results confirmed that the rate of failed predictions is low and such a problem of 6 getting a local minimum can be solved as will be explained later.The implementation details are presented next in order to further explain the work of the network and discuss the results.
Partitioning the dataset
The input vectors and the corresponding target vectors are used to train each macro network in theproposed modeluntil it can reasonably approximate a function that associate input vectors with specific output vectors, or classify input vectors in an appropriate way as defined initially. As networks with biases, a sigmoid layer, and a linear output layer are capable of approximating any function with a finite number of discontinuities [15] [16] , it is easy to see the reason why such an arrangement was chosen for each macro-model.As was explained previously, standard back-propagation is a gradient descent algorithm, as is the Widrow-Hoff learning rule [17] , in which the network weights are moved along the negative of the gradient of the performance error function. The term back-propagation refers to the manner in which the gradient is computed for nonlinear multilayer networks. Properly trained back-propagation networks tend to give reasonable answers when presented with inputs that they have never seen. Typically, a new input leads to an output similar to the correct output for input vectors used in training that are similar to the new input being presented. This generalization property makes it possible to train a network on a representative set of input/target pairs and get good results without training the network on all possible input/output pairs. There are generally four steps in the training process:
1. Assemble the training data 2. Create the network object 3. Train the network 4. Simulate the network response to new inputs There are two features of the Neural Network that are designed to improve network generalizationregularization and early stopping. These features and their use are discussed later.A sample of the dataset used is shown in Table. 1.The complete set of input data for 2060 cases is obtained from the Surveillance, Epidemiology, and End Results (SEER) Program of the National Cancer Institute (NCI) [18] . As mentioned before the data set collectively represents our training and our verification sets combined. In order to get any meaningful results the data set should be randomly divided into three sets. The training set, the verification set and the control set. Each set represents the data for about 686 patients. The first set is used in training the network. The second set is used to test the performance of the network and obtain typical performance curves for data points that are not part of the training set. The final set is used in both the proposed model and an alternative survival prediction method in order to compare the two methods in a totally randomized input set [19] .
Since the training will be supervised training [17] , the results will be sensitive to the partitioning method. Thus each time the code is run the random function will randomly select a new set from the raw data to be our training set. Therefore only the very first random partitioning needs to be stored for later reproduction of the typical performance characteristics and for repeatability purposes. This will read the data in raw format as cells containing text, numeric and raw data and will represent them in Matlab as a matrix. This data will collectively need to be re-divided into the ten diagnosis variables which will be stored as 10 vectors. The data needs next to be pre-processed and conditioned to suit the neural network. Both of these functions will be explained in the next section. Finally the data variables are randomly divided into three sets by randomizing the indices of the vectors that will be put in each set. This is done by the function randperm which gives a random permutation of the set 1 to 686. Once this permutation is obtained the program will test to see if an older permutation is already stored. If this is so then the older permutation will be used while if not then the new permutation will be stored for later use. Figure.2 shows the flowchart of the procedure used to pre-process and pre-condition the data.
Assembling and Pre-processing of the data
As it is evident from inputs data, many of the input variables are not suitable as inputs to the proposed model neural network as they come in binary format or discrete format and not as continuous variables. This definition represents the output of the perceptron as a function of the input variables multiplied by the weights. Thus if the input variable is binary (i.e. 0 and 1) then this means the input weights will be totally canceled for a 0 input. Such a discontinuity in the input will alter training and stop convergence. To get around this problem a pre-processing of the data needs to be done so as to avoid zero inputs. For example to convert the binary input into a bi-sign variable (±1) rather than a 0/1 input. This will ensure that all the weights are present for any input combination and helps classifying the input categories. The best way to convert a binary variable into a bi-sign variable is to multiply the binary variable by 2 and subtract 1 from the result. The same reasoning applies to other discrete or categorical input variables. In all cases the zero input should be avoided in as much as possible to make sure that the corresponding weight will remain present during the training process. The output variable on the other hand, which represents mortality, can continue to be binary. Indeed the output of a neural network can represent binary outputs quite well with most decision functions. However since the mortality variable will be used as an input variable to the survival prediction neural network as shown in Fig.1 Then it too needs to be preprocessed to avoid the zero values as will be explained later. 
6.Training the Macro-Models
Once the model has been created, training the network is performed by separating each macro neural network and training each one individually. As will be shown in the next section, error propagation will be different for different stages. This will require special treatment for each stage with a different learning algorithm and a learning rate. Specifically, batch learning mode with momentum will be used in the first two stages while batch gradient descent will be used in subsequent stages. The code generates threesetsof data. The final set will be used for comparison with conventional methods of survival prediction. It must be noted here that since prediction of the 10 variables is being done in each stage we have effectively 10 neural networks in each stage. Luckily the training is simplified by the use of the training wizard supplied by the nntool as shown in Figure. A final note in this section is regarding the consideration of the patient age as a prognosis variable. In this research this variable was used following [1, 21] . It might seem quite unfruitful to have the age (in number of years) as a prediction variable in each macro-model given that this variable should only increase by one from one stage to the next. However, practical simulation showed that the predicted value of this variable will not be an integer even though the target values are integers. In fact it was verified that the overall performance of the classifier improved by an appreciable amount with the presence of this variable. The main reason is attributed to the increase in confidence interval provided by each statistical function of the input variables. 
7.Battling through Error Propagation
As described previously one of the main problems with the proposed model is the error propagation. Specifically, as small errors are generated in the predicted values of the first stage, they tend to increase and get amplified by subsequent stages. This is to be expected as each stage is trained independently from the subsequent stages and no global error control has been enforced on the entire model during the training process. To address this problem an error propagation model was first found based on the results of the simulation. Figure.5 shows the absolute relative error generated by the first stage as it predicts the tumor size after one year. The relative error that reaches 1 (or 100%) is the result of wrong prediction of survival while any error less than 1 is the result of erroneous predication of the tumor size. As it is evident such an error (although occurring in less than 6% of the cases) may exceed 50%. Of course when such an error is passed to the subsequent stages, it will immediately reach 100%. The problem becomes more severe as the error self-generated by the second stage is also added to the result. The key point here is that due to reduction of records because of death among the patients the error contribution in the second stage will exceed 6% and tends to occur in about 10% of the cases. Thus the self-contribution of the error for each stage is increasing because of reduction in the sample size. Added to the self-contribution error is the induced-error due to previous stages. Thus the total relative error in survival rate based solely on predictions will increase up to 60% at the final stage rendering the entire model useless as shown in Figure. 6. For the purpose of solving this problem it is important to note that the first stage has the highest contribution to the final error. Thus by enforcing more strict learning rules and much slower learning rate on first macro-neural network, the first-stage enforced error will be reduced. This has proven to apply to other stages as well. However, this will only decrease the total amount of error by a small amount as another unpredicted error component also exists. The important point to remember here is that only the survival rate is needed from this model and not the actual tumor size, body mass index, or any of the predicted input variables. Thus the mortality rate MR from the first stage will be dealt with in the most conservative way as this rate is used to predict the survival after five years in the final stage.
To this end a formula has to be applied to shape the mortality rate before being used in the final stage. Such formula already exists in multistage multiple hypotheses testing and has been used successfully in the proposed model in equation (7.1) as follows [22] .
Where: C is constant that is between 0 and 1. The best values for the constant C in each stage found empirically are shown in Table. 2. Table. 2 Best values for the constant C as found by simulation 
Performance Evaluation of the Proposed Model
To compare the performance of the proposed method to the conventional methods we need to define some probability measures. However, the comparison has to take into account that some of the chosen variables are discrete and some are continuous. Specifically the tumor size, the body mass index and the patient age are considered continuous variables while all the other variables are discrete. The continuous variables need to be classified first and plotted into histograms. As an example, Figure. 8 shows the histogram of the tumor size, the body mass index and the patient age It is evident from Fig. 8 that the selected data from SEER site does not really represent the distribution of patients in the third world and are mainly representative of the patients in the United States as most of the data in the SEER site are mainly collected in the US. In this respect the age parameter for example clearly indicates that although non-small cell lung cancer NSCLC might develop earlier while the patient is much younger, it is only detected at later stages in life when the disease has reached an advanced stage which makes the treatment ineffective thereby contributing to the high death rate associated with this disease.Once the parameters are classified, we need to define the accuracy, the specificity and the sensitivity of the proposed model based on the probability of death having one input variable fixed. To this aim we have to find the conditional probability of death while fixing each variable. For example the In the same sense the probability of death having the patient age in the range 45-50 year will be Pr(death/45<age<50). Next we need to define a threshold for comparison and in this case it will be considered the median of the variables and we find the median probability of death where the median probability is the probability of having 50% of the test subjects dying given the that the test variable is fixed. Thus the accuracy, specificity and sensitivity of the proposed model will be defined for the output of the proposed model as that modified the equations bellow as follows [23] . p m is the median probability, p i is the predicted probability of death with any input variable kept constant and q i is the probability of wrong predictions (prediction of survival while the patient dies or prediction of death while the patient survives). The expected number of correct predictions will therefore be given by
9Results of the Simulation
The experimental were done using a computer system having the following specification of hardware and software respectively, Intel Core i-5 second edition, 4GB RAM and Windows 7 Ultimate 64 bit. Statistical analyses were performed using Matlab statistics and data toolbox software. From theses analyses only 10 variables were considered of high significance in determining the survival rate for NSCLC.The performance of the neural network model is given in terms of theMSE( mean squared error) and %E (the percentage error) , also given in Table. 3. The calculation was stopped after 14 epochs asshown in Fig.6 . The best validation performance was at epoch 8. The computation time was relatively short, mainly ascribed to the simplified macro-model structure and network size. As shown in table.3 the error is increasing quickly due to the error propagation problem. It can also be noted that smaller learning rate and different learning algorithm did improve the results slightly from those that were predicted in the previous section.From table 3 it can also be seen how the accuracy is degrading fast with even slight decrease of specificity and sensitivity. The highest accuracy is achieved with the same training data as it is expected. However, with the validation test set the accuracy of the model did not degrade by a large amount and remain relatively high
The convergence of the learning algorithm for batch gradient descent for a sample input variable is shown in Figure. 8. As can be seen the convergence is quite easily obtained as the gradient descends to zero quite quickly. The simplicity of the model and the fact that many inputs come in discrete format makes things much simpler for each network. However, this has its toll on the number of required simplified neural network models. Due to the oversimplification, the proposed model needs a lot of neural networks to perform well. The ability of the proposed model to discriminate between data points and perform classification is best represented in Figure. 9. As can be see the data points are distributed in a very difficult arrangement that makes finding a classification line quite difficult. However, since multi-stage macro-models are used, the classification process in each stage can be simplified and the burden to differentiate closely located points is waived to be handled by the next stage. This makes the model ideal in solving rather difficult problems. The quality of the classifier was assessedby ROC (Receiver-Operator Characteristic) curves as shown in figure. 10. The ROC curve is a plot of the true positive rate in apposition to the false positive rate as the threshold varies. The area under the curve of All ROC is 0.829 (lower right of Figure. 10), which is calculated by taking all the ANN inputs into account, i.e., all the input variables. As a reference, the ROC curve obtained based on statistical method for only one prognosis variable (tumor size) is provided in Figure. 12 and the corresponding area under the curve is 0.723. As a matter of fact plotting the ROC curves using the conventional methods for any input variable did not perform as well as the proposed model. Figure. 10 Classification performance of the model
In this paper there is the absence of follow-up time of the cases. Generally this introduces some form of error called information bias. In other words, the way neural network generates outputs is difficult to understand for non-specialized user. Because of that, heuristic statistical identification of prognosis variables as inputs for the proposed model was selected as a suitable approach. Adoption of the findings obtained previously from statistical analysis which suggest that age, body mass index BMI, tumour stage, surgical approach and transfusion are the risk factors was done. These parameters are then employed as the inputs of the proposed neural network model.
Conclusion
In this paper an attempt was made to address several limitations of neural network models in the predication of survival rate for lung cancer by proposing a new neural network model. The proposed model is designed without any hidden layers to avoid data over-fitting problem. However, due to the over-simplification in the proposed model, error propagation and convergence to a local minimum affected the overall performance significantly. Further analysis of such error showed that solutions to these problems were possible by making use of the temporal variable variations to correct for the prediction as well as using more strict learning rules for the first stages as they produce the highest contribution to the error. Such corrections improved the model significantly and the simulation results showed a performance enhancement making the overall performance comparable to that produced by conventional neural network models. Thus with the proposed model the data over-fit problem was solved while the high prediction performance remained unaffected and thereby the entire system reliability was improved. Figure. 11 Overall ROC analysis of the neural network. Figure. 12 ROC Analysis of Tumor Size Using Classical KM Analysis
