Abstract: Face detection and tracking are of the most challenging problems of the object tracking field because of the large variability of faces and facial expressions. In this paper, two different algorithms for face tracking based on unscented Kalman filter (UKF) are proposed. The first proposed algorithm is UKF based on Viola-Jones algorithm. Viola-Jones is extremely fast feature computation, efficient feature selection, and scale and location invariant detector. The second proposed algorithm is UKF based on mean shift using the corrected background weighted histogram (CBWH) scheme. This scheme can effectively reduce background's interference in target localization and consequently can guarantee accurate localization of the target. The tracking step is completed using UKF that can estimate the next state with a high level of accuracy. So the two proposed algorithms are used to enhance the solution of face tracking problems. The performance of the two different proposed algorithms is evaluated with other well-known face tracking algorithms.
Introduction
The human face is important to our identity. It plays a major role in everyday interaction, communication, and other routine activities. Recently, Face detection step is mainly concentrated on searching for faces on a given image. If a face exists, immediately returns the image location and content of each face. The goal of this approach is to emerge the best face detection approach that satisfies the need for real-time hardware implementation.
The face detection problem is also a very challenging where it needs to account for all possible appearance variation due to a change in illumination, facial features, and partial or full occlusions. Also, the challenging is when needed to detect faces that appear at a different scale, or out of a plane rotation, or with in-plane rotation. Although, all these difficulties, tremendous progress has been made in the last decade, and many systems have shown impressive real-time performance. As this problem is the first step of any face processing system, it is used in many applications of face recognition and tracking, facial feature extraction, attentive user interfaces, gender classification, clustering, digital cosmetics, biometric systems, and Human Computer Interaction system, demographic classification, and surveillance system. Kalman filter is a well known and widely used optimal estimator for linear systems. This filter predicts the location of a moving object based on its previous state. From a series of noisy measurements, Kalman filter is a recursive adaptive filter that estimates the state of a dynamic system. It has been used for an extensive range of applications in areas such as signal, image processing, and control design. Unfortunately, Kalman filter is widely used to reduce the dimensionality error only when the systems in the real world are linear. A common solution to cope with major problem is to linearize the system first before applying the filter, resulting in a new approach called an extended Kalman filter (EKF). This linearization when does, however, pose some other problems, for example, the EKF can result in non-stable state estimates [1] . On the other hand, an alternative approach has emerged over the last filter, named unscented Kalman filter (UKF). This UKF filter claims both higher accuracy and robustness for nonlinear systems [2] .
This work proposes a robust framework for face tracking based on the unscented Kalman filter algorithm with two different detection methods. The two detection methods are Viola/Jones and mean shift with CBWH algorithm. The two different proposed algorithms can overcome the challenges of face detection such as object appearance variation due to a change in illumination, facial expressions, partial or full occlusions, scale, and rotation.
The paper is organized as follows. Section 2 explains related work about face tracking. Section 3 explains the proposed tracking system. Section 4 the experimental results of faces and concluding remarks are given.
Related Works
Face detection in still images is one of the challenge problems in computer vision and is the first step in various vision-based applications that involve interaction between a human and a machine. The main goal of face detection step is to determine whether or not there are any faces in the image and, if exist; return the location and extent of each face. As detection of a face is one of the very challenging problems, many different approaches have been tried to improve it to cope with the new hardware implementation. Viola-Jones method [3] [4] [5] [6] , based on Haar-like features and weak classifiers are recently the most robust method. Below, a classification of some of other important methods tested during the last decades.
Color-Based Methods
These methods are based on the color-histogram of a given image. A training step is first needed to learn how the skin color of a face looks like and the ability to identify, whether a face or not, according to the range of colors of a given area. Despite these methods seem fascinating because they are facing pose independent, they have three strong constraints: they only work for color images, they do not work well with all kind of skin color, and they are not very robust under varying lighting conditions in [7, 8] .
Edge-Based Methods
This kind of methods is based on an edge orientation matching followed by a candidate verification using a classifier [23] . The main obstacle of these methods is the difficulty to detect the edges of a face with a complex background. For example using a Canny edge detector to detect a face, which is very clear how important is to have simple backgrounds, being otherwise impossible to distinguish its edges from the face. An alternative solution to this problem is provided by a background subtraction technique.
Feature-Based Methods
This kind of methods includes a huge group of approaches. Some of them have not achieved any satisfactory at all, but other methods are very popular, different their performance highly depends on the kind of feature that is used. For example, some of the very early approaches use facial features (eyes, mouth, nose, etc.) and they do not achieve success because of the difficulty to define and compare them. On the other hand, other approaches use more sophisticated and person independent features which result in a more accurate system. Viola-Jones method [3] - [6] , defined the so-called Haar-like features, which are approved both fast and easy to compute. This method is currently become the most used, although it works only for frontal faces with no occlusions or orientation.
Other Methods
There have been published many other different methods, but most of them are no longer used. Among these methods, the technique based on template matching, which was one of the first developed and it consists in deforming an average template of a face, which was hand-coded, using the edges of an image. The principal problem of this method relies on the initialization; to detect a face in a given frame, the face template has to be initialized in a frame close to the current one. Moreover, it mainly works only for frontal faces in [9] , [10] .
Some other weak face detection methods are the so-called knowledge-base. These methods use some constraints like the center of a face has a uniform intensity value, variation between the average intensity values of the center part and the upper part is significant, or a face often appears with two eyes that are symmetric to each other, a nose and a mouth. These methods that do not work well, basically because of the difficulty to translate human in [11] , [12] .
Mean shift (MS) tracking algorithm is a well known and a popular method due to its robustness and computational efficiency. MS is classified as nonparametric, iterative method to search a local maximum of a density function. It is considered one of the best color-based algorithms to find the location of a face. The algorithm based on Kalman filter (KF) and Mean Shift (MS) for tracking objects using the object histogram in RGB color space may lose the object when the color distribution is somewhat similar to the target and the background in the paper [13] , [14] . In other work [15] , [16] when some of the target's features present in the background, the traditional MS do not work well under this obstacle when object size becomes larger. Bhattacharyya coefficient based similarity measurement could not reflect the change of object size accurately. The background-weighted histogram (BWH) mainly aims to decrease background interference in target representation and that it is proposed in [17] , [18] is somewhat incorrect and it is proved in [19] . The corrected background-weighted histogram (CBWH) is proved to reduce the interference of background in target localization as proposed in [19] , [20] .
Proposed Face Tracking System
Based on our study of the existing systems we have proposed a robust face tracking system based on the UKF with two different detection methods as shown in Fig. 1 . 
Camshift Algorithm
The proposed system is implemented in three steps which include face detection, face tracking, and comparison step. The system starts with reading the video and detects the faces using the two different detection methods separately. The first method is Viola-Jones algorithm which extremely fast features computation, efficient feature selection, Scale, and location invariant detector. Viola-Jones method based on Haar-like features and weak classifiers is currently the most robust. The second method is mean shift with CBWH scheme that can reduce background's interference in target localization which consequently can guarantee accurate localization of the target.
For the tracking step, UKF algorithm can estimate the next state with a high level of accuracy. it can predicts the location of a moving object based on its previous values. It's a recursive adaptive filter that accurately estimates the state of a dynamic system from a series of noisy measurements. In the case of using Viola/Jones method as a detection method, if the faces miss detected due to a rotation, tiles of a face or long distance from the camera, the estimated state obtained by UKF is used as its current measurement.
The final step is to measure the performance evaluation by comparing the two methods, the UKF based on Viola/Jones algorithm and UKF based on mean shift with CBWH with one of the well-known algorithms named Camshift algorithms. The accuracy of the two different proposed systems is also evaluated using true and false positive.
The different steps of the proposed tracking system are discussed in details in the following sections.
Mean Shift with CBWH for Face Detection
Mean shift algorithm is considered a semi-automatic tracking method. The color histogram is used to represent the target, and the target object is typically defined as a rectangle region in the frame. The mean shift algorithm assumes that the initialization point falls when there is a significant movement between two consecutively processed frames. The mean shift algorithm, using the histogram in RGB color space, may miss object when being used in the environment where the color distribution is much similar to the target and the background.
The limitation of traditional mean shift method is prone to local minima when some of the target's features present in the background. The kernel bandwidth in conventional MS algorithm is solved, which cannot be adjusted to changing of object size. Although worthy research results in adaptive kernel bandwidth were conducted, they mostly use Bhattacharyya coefficient as a similarity measurement to adjust the original kernel bandwidth [15, 17] . However, these methods perform satisfactorily only when the object becomes smaller. Because of Bhattacharyya coefficient may not be larger with a large window than with small window, these methods do not do well under this circumstance. Since Bhattacharyya coefficient based on similarity measurement, it could not accurately reflect the change of object size.
The BWH transformation is mainly used to reduce the effects of prominent background features in the target candidate region on the target localization. The BWH cannot achieve this goal because it is equivalent to the common target representation under the mean shift tracking framework was proven in [15] . Although the idea of BWH is useful, the BWH algorithm does not improve the target localization. An improvement to BWH to achieve its goal, a proposed transformation method, called the corrected BWH (CBWH) algorithm. CBWH is proposed to transform only the target model but not the target candidate model. CBWH mainly reduce the prominent background features only in the target model but not in the target candidate model. CBWH was explained with details in [19] , [20] .
Viola-Jones Algorithm for Face Detection
Viola/Jones introduced their object detection framework that can be applied to detect human faces. The algorithm is capable of processing images rapidly real-time frame rates, and it can be achieved on consumer hardware. It mainly uses a boosted cascade of simple classifiers that are based on rectangular Haar-like features, and it can be computed quickly as in [3] , [4] . Also, the algorithm has a learning stage, and both high detection rate and low false positive rate can be achieved with a sufficiently large training set. Viola/Jones algorithm had three key contributions. The first contribution is to propose a new efficient method for features calculation based on a so-called integral image. Secondly, it suggests a method for aggressive features selection based on AdaBoost learning algorithm. Finally, the algorithm proposed an idea of combining classifiers in a "cascade."
The value of the so-called integral image at location ( x, y) is evaluated by the sum of the total pixels from the original image above and to the left of location (x, y) inclusively. Where ii (x, y) an integral is image and i(x, y) is an original image (1) The AdaBoost learning algorithm is used as a feature selection method. It is used to combine a collection of weak classifiers to form a strong classifier to improve classification results of a learning algorithm as in [3] - [6] .
Detectors Cascade is a method to speed up performance without compromising quality (see Fig. 2 ). A series of detectors called a cascade, is to treat each sub-window. Then, classifiers are combined sequentially from simplest to the most complex. The processing of a sub-window start, from a simple classifier, which was trained to reject most of the negative (non-face) frames, while keeping almost all positive (face) frames. A sub-window only proceeds to the following more complex classifier if it was classified as positive at the preceding stage. If one of the classifiers in a cascade rejects a frame, it is ignored, and the system continues to the next sub-window. As a result, if a sub-window is classified as positive by all the classifiers in the cascade, it is represented as containing a face. 
Unscented Kalman Filter for Face Tracking
UKF iteratively estimates the state of a dynamic system based on a sequence of observations and control information. The state distribution can be represented using a Gaussian random variable. It is specified using a minimal set of carefully chosen sample points called unscented transformation (UT) as in [1] , [2] . The unscented transformation is a well-known method for calculating the statistics of a random variable that undertake a nonlinear transformation. The main principle of the unscented transformation is that it is easier to approximate a probability distribution than an arbitrary nonlinear function. Assume denote the state of the system at a given time . The two terms, and , are the control input and observation at time k, respectively. The dynamic system develops according to a state transition function where is additive and zero-mean Gaussian noise with covariance that is . Also, the observation is a function , of the current state corrupted by additive Gaussian noise with covariance ,
where g and h are non-linear functions. As a conclusion, even when the estimate of the state is a Gaussian, the estimate after transferring the state through the transition function g is no longer Gaussian. To estimate posteriors over the state space using an efficient Kalman filtering, one, therefore, has to linearize the functions g and . While extended Kalman filters (EKF) do the above linearization using Taylor series expansion around the very current estimate, UKFs apply a more accurate, stochastic approximation, also called the unscented transform [1] . An n-dimensional random variable, x, distributed according to Gaussian with mean and covariance . The main goal is to estimate a Gaussian approximation of the distribution over , where the function is a probably non-linear function. This approximation performed using unscented transform (UT) by extracting sigma points X from the Gaussian estimate and then passing them through. Setting sigma points at the mean and at the mean plus or minus one standard deviation in each dimension (using 2n + 1 sigma points) [1] , [2] . Formulation Assume has mean and covariance , a set of (2n + 1) weighted samples or sigma points are chosen as:
(8)
Here is i th row (or column) of the matrix square root, can be measured from the lower-triangular matrix of the Cholesky factorization is a scaling parameter;
actually determines the distribution of the sigma points around and is usually set to a small positive (e.g.,1e − 4 ≤ ≤1 ). k is a second scaling parameter (usually set as 0). is used to incorporate prior knowledge of the distribution of (When is normally distributed is an optimal value) is the weight for the mean associated with the i th point, and is the weight for the covariance associated with the i th point.
The sigma points are then moved through the function , thereby probing how changes the shape of the Gaussian:
The estimated mean and covariance of are computed according to ,
where the weights and are chosen appropriately (see for more details [1] , [2] ). The UKF inherits the benefits of the unscented transform for linearization and hence is highly efficient filter.
Experimental Results
The experiments were conducted using Intel(R) Core(TM) i5 CPU device with 2.03 GHZ and 4 GB of RAM and Window 7 operating system, and Matlab R2014a are used. To test the performance of the system, a comparison between face tracking algorithms is done using three different video datasets. Experiment one, two from vision.ucsd.edu, and the third from University of Stirling Face.
The experiment one for Hector's Video, which composed of 117 frames and every frame has 450 pixels width and 350 pixels height. The experiment two using Behzad's Video, which composed of 159 frames and every frame has a dimension of 450 pixels width and 350 pixels in height. Experiment three using M1044_V2 Video, which consists of 140 frames and every frame, has a dimension of 400 pixels width and 300 pixels height. The green box refers to the UKF based on Viola-Jones algorithm, and the red box shows UKF based on mean shift with CBWH algorithm. The blue one refers to Camshift algorithm.
Tracking Results Using Hector's Video
By comparing the face tracking algorithms using Hector's Video, the system faces some challenges due to changing the facial expressions, face orientation, and partial or full occlusion as shown in Fig. 3 . The tracking result of the proposed UKF based on Viola/Jones method successfully tracked the face under these challenges as declared in Fig. 3 .
Also from Fig. 3 , the tracking results show that the proposed UKF based mean shift with CBWH successfully tracks the face in the video sequence under the above-mentioned challenges. As clear from the figures, the Camshift algorithm is partially or completely loses face in some frames (frame 87 and 98) due to face rotation and face tiles. The tracking trajectories, as seen in Fig. 4 , of the two proposed methods comparing with Camshift algorithm, show that the Camshift algorithm trajectory show diversion in some points away from the other two proposed trajectories due lose faces in some frames. 
Tracking Results Using Behzad's Video
Experiment two is carried to prove the performance of the proposed systems in a complex environment where the orientation of the face (tilts, rotates) and lighting variation. The tracking results for the two proposed algorithms (UKF based on Viola-Jones, and UKF based on MS with CBWH) comparing with Camshift algorithm are shown in Fig. 5 . As declared in the figure, the proposed system accurately tracks faces in the video sequence. On the other hand, Camshift algorithm partially loses the faces in some frames (e.g. frames 80, 121, 123 and 155) and completely losses the faces in some frames (e.g. frames 85, 90, 95 and 145) in such environment when the faces are tilts, rotates and lighting variation.
The estimated trajectories of the two proposed systems, as well as the Camshift algorithm trajectory of the face in the video sequence, are shown in Fig. 6 . As seen from the figure, the two proposed system's trajectories are nearly closed to each other with little variations. The other hand Camshift trajectory shows high variations far from the two proposed trajectories due to the challenges mentioned above. 
Tracking Results Using M1044_V2's Video
Experiment three is designed to show the robustness of our proposed system in a complex environment where the face rotates (left, right, up, down), and lighting variation. Fig. 7 shows face tracking results of the three algorithms. The two proposed algorithms successfully track the faces in the video sequence in a complex environment while the Camshift algorithm loses face partially or completely in some frames (e.g. frames 35, 40 and 46). The estimated trajectories of the two proposed systems appear to be close to each other while the Camshift algorithm trajectory shows high variation due to losing of faces at some tracking time as shown in Fig. 8 . 
System performance
The system performance of the two proposed methods (UKF based on Viola-Jones, and UKF based on MS with CBWH) and Camshift algorithm are measured using the true positive (TP), true negative (TN), false positive (FP), false negative (FN). The accuracy can be calculated using eq. 12. Measuring the performance using texture features with Co-occurrence matrix is measured similarly to those used in ref. [20, 21] . (12) As shown from table 1, the two proposed methods give high performance over Camshift algorithm for all the experiments. Also from the table, the UKF based on Mean Shift gives high accuracy over UKF based on Viola-Jones in experiment one and two when the faces tilt. Fig. 9 , the first algorithm (UKF based on MS with CBWH) is superior of all for accurate face tracking, then the second algorithm (UKF based on Viola-Jones). Camshift algorithm result is the weakest among all due to losing faces where the face rotates (left, right, up, down), and lighting variation. 
Conclusion
In this paper, the two different proposed methods (UKF with Viola-Jones and UKF with MS with BWH) are used. The first method is Viola/Jones algorithm which extremely fast features computation, efficient feature selection, Scale and location invariant detector. Viola-Jones method based on Haar-like features and weak classifiers are currently the most efficient. The second method is mean shift algorithm with CBWH scheme that can effectively reduce background's interference in target localization which consequently can guarantee accurate localization of the target; the UKF algorithm can estimate the coming state with high level of accuracy, which predicts the position of a moving object based on its past value. The experimental results that the two proposed methods (UKF based on Viola-Jones, and UKF based on MS with CBWH), can clearly overcome the problems of occlusion, lighting variation, orientation and tilts compared with one of the well-known algorithms named Camshift algorithm. Also, UKF based on MS with CBWH show high accuracy than UKF based on Viola-Jones.
As almost all faces successfully tracked by UKF with Viola-Jones, few faces are often not tracked successfully due to the above-mentioned challenges. To improve this system, we can train the classifier with Haar features on these faces, which would develop for a more general face detector. Also, the feature extraction methods will be considered more closely, and more stable features should be found. However, the implemented system provides a reliable basis for further development.
