In an on-line learning environment where optimal recognition performance over the newly encountered patterns is required, a robust incremental learning procedure is necessary to re-configure the entire neural network without affecting the stored information. In this paper, an heuristic pattern correction scheme based upon an hierarchical data partitioning principle is proposed for digit word recognition. This scheme is based upon General Regression Neural Networks (GRNNs) with initial centroid vectors obtained by graph theoretic data-pruning methods. Simulation results show that the proposed scheme can perfectly correct the mis-classified patterns and hence improves the generalisation performance without affecting the old information.
Introduction
Incremental learning is an efficient learning mechanism for neural networks t h a t adds new information during training without reinitialisation of the entire network. The development of promising incremental learning methods is therefore an issue with great interest in the study of neural networks. Probabilistic Neural Networks (PNNs) [l] and Generalised Regression Neural Networks (GRNNs) [a] share a special property, namely they do not require iterative training since the weight vector between the Radial Basis Functions (RBFs) and the output unit can be fixed as the target vector. This attractive property is particularly useful in on-line supervised learning [3] , as incremental training may be achieved without affecting the stored information [4, 51.
In this paper, we propose an heuristic pattern correction scheme for GRNNs and apply it to the correction of the mis-classified patterns for digit word recognition. The proposed method, unlike the Parzen classifier based methods in [6, 71, takes an instance -based approach with the aid of an hierarchical data partitioning mechanism, which eliminates the need for statistical density approximation and its associated considerable mat hematical complexity. Moreover, we also compare the correction performance with five different initial subset settings based respectively upon the Ic-means, LVQ, Vertex-Chain [8] , List-Splitting [8] , and SST-Splitting [8] methods. In the simulation study, complete correction was achieved with a relatively small number of RBFs, and it was observed that the subset settings chosen by the graph theoretic data-pruning algorithms yield slightly better recognition performance than those with the Ic-means and Learning Vector Quantisation (LVQ) methods.
The Pattern Correction Scheme
In applications of neural networks t o pattern classification tasks, a complete re-initialisation procedure is normally required to learn the newly added patterns or to retrain the mis-classified patterns. In an on-line learning environment, this is time-consuming especially when the size of the original training d a t a set is very big and an instant pattern correction scheme on the in-coming data is therefore necessary. To meet this requirement, the proposed pattern correction scheme takes a n hierarchical data partitioning approach and employs the special property of GRNNs, namely no iterative learning procedure is required for the newly added RBFs.
The pattern correction is performed in an iterative fashion and is performed according t o the following:
Step 1. Initialise the iteration count for the correction, cnt = 1.
Step 2. Test the performance of the original GRNN with all the testing patterns.
Step 3.
Step 4.
Step 5.
Collect the mis-classified patterns. Then choose heuristically the patterns for new RBFs among the testing patterns, and add them into the GRNN (i.e., Network Growing). The weight vector between the new RBF and the output neurons is fixed identical to the target vector of the corresponding mis-classified pattern.
Test the performance of the grown GRNN with the entire testing pattern set.
If there is no mis-classification, then terminate. Other-
Step 2.
In
Step 3 above, an heuristic method is used to choose the additional patterns for the new RBFs. For the English digit word recognition task, the number of categories N , is already known ( N , = 10) and therefore in this paper the maximum number of RBFs t o be added t o the network in an iteration is fixed identical to that number of categories, in order t o keep the growing network always in a "wellbalanced" shape in terms of its generalisation capacity. In Step 3 above, the radii values of RBFs should also be updated since the pattern space represented by the centroid vectors would be changed. The radii setting of RBFs is described later in this paper. if pattern i belongs t o the category (digit) (l) j -1 ( j = 1,2, ... 10) 6j = With the setting above, the topology of the ML-GRNN with 10 output units can be seen as a set of 10 sub-nets with a decision unit as illustrated in Fig. 1 , since the weight having the value 0 can be removed from the network. On the right hand side of the figure, each sub-net is viewed as a collection of RBFs which represents the entire pattern 
Radii Setting
The setting of radii values is also a significant factor for the design of RBF-NNs and such determination is still one of the open issues [9, 101. In the simulation work, we have investigated the individual setting of radii values using 1-nearest neighbour [ll], however, the recognition performance using this technique did not yield better results than the radii setting with fixed values. In this paper, fixed radii values for the respective RBFs are therefore used and set equal according t o the following modified radii setting found in [lo] :
where d is the maximum Euclidean distance between the centroid vectors, M is the number of RBFs, and N is the number of units in the output layer of the ML-GRNN. In this paper, the radii values are updated during the network growing phase according t o Eqn. 2. In the experiment, the data set used for English digit word recognition is a volume of the SFS database [la] , containing 500 utterances of the digit from /ZERO/ t o /NINE/ recorded by two male and three female speakers. The volume is then arbitrarily partitioned into three distinct sets: the set for training, testing, and the set used for the performance test. The training set consists of a total of 250 patterns which are gathered evenly from five different speakers of five utterances for each digit. The testing set, likewise, consists of evenly selected 100 patterns. The rest (150 patterns) are thus used for the performance test(i.e., the unknown data). Each utterance is sampled at 2OkH2, and is converted into a feature vector with a normalised set of 256 data points which are obtained by the LPC-Mel-Cepstral analysis. The feature vector is therefore used as the input vector of the GRNN.
Simulation Study

Pattern Set
Initial Choice of RBFs
The initial choice of centres was performed by k-means, LVQ, and the three graph theoretic pruning methods proposed in [8] , i.e., VertexChain, List-Splitting, and SST-Splitting methods. The original GRNN was composed with ~O-RBFS, which yielded only a poor recognition performance as in Table 1 .
A Further Optimisation for the Correction Scheme
From above, it is already known that utterances are collected from five different speakers for each category (digit) to compose the speech data set, it is possible t o make the choice become less arbitrary. In this paper, by using the a priori knowledge, a further modification in the following is therefore considered: Step 1.
If there is no mis-classification, skip this category and move on t o the next category. Otherwise go t o the next step.
Enumerate the number of mis-classifications per person for this category. Then sort the list and find the person whose mis-classification rate is maximum. Take arbitrarily one pattern among the mis-classified patterns of the person found in the previous step, and add it t o the network as a new RBF.
Experimental Results
The experiment was performed with the parameter setting and the optimised pattern correction scheme described above. Fig. 2 and 3 show respectively the transition in the total number of RBFs in the network and that of mis-classified patterns out of the testing data set achieved by the GRNN during the iterative pattern correction process. In Table 2 , a comparison of recognition performances over the unknown data with the five different methods after completing the mis-classification correction is shown. In comparing Table 2 with Table 1 , overall im- Table 2 , it is also observed that some of the graph theoretic methods perform better than k-means or LVQ method.
Conclusion
In this paper, we have proposed an heuristic pattern correction method specialised for digit word recognition based upon GRNNs. The proposed network generalisation method enables us t o correct perfectly the mis-classified patterns with relatively small numbers of RBFs and is considered t o be suitable for application to a strict security service where recognition performance without failure over a specific pattern set is required. In the experiment, the data partitioning point between the training and the testing patterns, however, was arbitrarily determined , thus whether the network grown by the presented correction scheme yields the best performance over the unknown data set is still not guaranteed. Related t o this problem, cross-validation [9] using graph theoretic partitioning technique is also under investigation. 
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