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NONCOMMUTATIVE RIESZ TRANSFORMS –
A PROBABILISTIC APPROACH
M. JUNGE AND T. MEI
Abstract. For 2 ≤ p <∞ we show the lower estimates
‖A
1
2 x‖p ≤ c(p)max{ ‖Γ(x, x)
1
2 ‖p, ‖Γ(x
∗
, x
∗)
1
2 ‖p}
for the Riesz transform associated to a semigroup (Tt) of completely positive maps on a von
Neumann algebra with negative generator Tt = e
−tA, and gradient form
2Γ(x, y) = Ax∗y + x∗Ay − A(x∗y) .
As additional hypothesis we assume that Γ2 ≥ 0 and the existence of a Markov dilation for
(Tt). We give applications to quantum metric spaces and show the equivalence of semigroup
Hardy norms and martingale Hardy norms derived from the Markov dilation. In the limiting
case we obtain a viable definition of BMO spaces for general semigroups of completely positive
maps which can be used as an endpoint for interpolation. For torsion free ordered groups we
construct a connection between Riesz transforms and the Hilbert transform induced by the
order.
Introduction:
Riesz transforms provide important examples in classical harmonic analysis and have been stud-
ied extensively in the literature in many different aspects. The aim of this paper is to continue
the work of P. A. Meyer, Bakry, Emery, Ledoux, Varopoulos and many others on probabilistic
aspects of the theory of Riesz transforms, however in the noncommutative setting. The im-
portance of analyzing semigroups of completely positive maps on von Neumann algebras has
been impressively demonstrated by the recent work of Popa [Pop06], Peterson [Pel06], Popa and
Ozawa [OP] and also occurs in the work of Shlyahktenko/Connes [CS05] on Betti numbers for
von Neumann algebras. A common thread in this analysis is to adapt some differential geometric
concepts in the setting of von Neumann algebras.
It was discovered by P.A. Meyer that the general theory of semigroups provides an appropriate
framework to formulate Riesz transforms which relate the norm of different derivatives in the
classical setting. To be more precise we consider a family (Tt) of contractive completely positive
maps on a finite von Neumann algebra N with normal faithful trace τ such that
τ(Ttx) ≤ τ(x)
holds for positive x and t > 0. In the classical setting this is certainly satisfied for a semigroup of
measure preserving positive maps on N = L∞(Ω,Σ, µ). Then the maps Tt act on all Lp spaces
Lp(N, τ) and in particular on the Hilbert space L2 = L2(N, τ). Let A be the negative generator
of Tt = e
−tA. For nice elements the gradient form
2Γ(x, x) = A(x∗)y + x∗A(y)−A(x∗y)
is defined. In all our examples we will assume that the Tt’s are selfadjoint, i.e. τ(Ttxy) =
τ(xTty) and then A is indeed a positive (unbounded) operator. Under this circumstances we
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can formulate P.A. Meyer’s problem: Is it true that
(0.1) ‖Γ(x, x)1/2‖p ∼c(p) ‖A1/2x‖p
holds for all reasonable elements x?
Let us illustrate this question by considering the Laplace operator A(f) = −∆(f), where
∆ =
∑
i
∂2
∂x2i
. Then it is easily verified that
Γ(f, h) =
n∑
i=1
∂f
∂xi
∂f
∂xi
= (∇f,∇h) .
In this context P.A. Meyer’s inequality reads as follows
‖|∇f |‖p ∼c(p) ‖|∆|1/2(f)‖p .
In dimension n = 1 this follows easily from the continuity of the Hilbert transform. In
higher dimension this are the first examples of singular integrals and we refer to Stein’s work
[Ste70b, Ste70a] for credentials and further information. Indeed, P.A. Meyer was strongly mo-
tivated to provide a probabilistic approach to Stein’s work on Riesz transforms and succeeded
in showing his estimate for the Ornstein-Uhlenbeck semigroup, even in the infinite dimensional
case [Mey76a, Mey76b]. In some sense Bakry [Bak85a, Bak85b, Bak87, Bak90, Bak94, Bak94]
continued Meyer’s line of research and showed (0.1) for many diffusion semigroups satisfying
the Γ2 ≥ 0 condition. In the context of semigroups given by the Laplace-Betrami operator on
a manifold the positivity of Γ2 is equivalent to the positivity of the Ricci curvature. We recall
that
2Γ2(x, y) = Γ(Ax, y) + Γ(x,Ay)−AΓ(x, y) .
More generally the higher order gradients are defined as
2Γk+1(x, y) = Γk(Ax, y) + Γk(x,Ay)−AΓk(x, y) .
The Bochner identities for manifolds show that
Γ2(f, f) = Ric(df, df) + ‖∇df‖2HS .
Here ∇ is the second covariant derivative and HS stands for the Hilbert Schmidt of the corre-
sponding matrix of second derivatives.
In the noncommutative setting the notion of diffusion process is not (yet) well-defined. It is
however clear that Meyer’s approach requires the semigroup to have a Markov dilation. This
means that there exists a family of homomorphisms πs : N → N˜ such that πs(N) is contained
in a filtration N˜t with conditional expectation Et such that
Et(πs(x)) = πt(Ts−tx)
holds for t < s. Our main result is one half of P.A. Meyer’s inequality for p ≥ 2.
Theorem 0.1. Let (Tt) be a semigroup of completely positive selfadjoint maps with Markov
dilation and Γ2 ≥ 0. Let 2 ≤ p <∞ then
‖A1/2x‖p ≤ c(p)max{‖Γ(x, x)
1
2‖p, ‖Γ(x∗, x∗)1/2‖p} .
The assumptions of Theorem 0.1 are satisfied for Fourier multipliers on discrete groups, some-
times also called Herz-Schur multipliers. Indeed, let G be a discrete group and V N(G) the group
von Neumann algebra given by the left regular representation λ : G→ B(ℓ2(G)), λ(g)δh = δgh.
It is well known that τ(
∑
g agλ(g)) = ae extends to a normal faithful trace on V N(G). A Fourier
multiplier is given by a semigroup (φt) of positive definite functions and the normal extensions
of
Tt(λ(g)) = φt(g)λ(g) .
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Following the recent work of Ricard, we know that Tt has a Markov dilation provided that
φt(1) = 1, φt is real valued and φt(g) = φt(g
−1), i.e. in the selfadjoint case. Let us note
that then, according to Schoenberg’s theorem, there exists a conditionally negative function
ψ : G → [0,∞). We obtain an immediate application to quantum metric spaces. Recall that
a triple (A, B, ‖ ‖Lip) is a quantum metric space, if A ⊂ B is a dense, not necessarily closed,
sub∗-algebra of a C∗-algebra B and ||| |||Lip is a norm on A such that
|||ab |||Lip ≤ |||a |||Lip ‖b‖B + ‖a‖B |||b |||Lip
and that
dLip(φ,ψ) = sup
|‖a‖|Lip≤1
|φ(a)− φ(b)|
induces the weak∗ topology on the state space of B. Equivalently, the natural quotient map
ι : (A, ||| |||Lip) → B/C1 is a compact operator (see [OR05]). Theorem 0.1 allows us to show
the compactness condition for discrete groups with rapid decay. Let us recall that a finitely
generated group has rapid decay if
‖x‖∞ ≤ C(s)ks‖x‖2
holds for some s and every x =
∑
|g|=k agα(g) supported on the words of length k. This notion
is independent of the choice of the generators.
Corollary 0.2. Let G be a finitely generated discrete group with rapid decay and ψ : G→ C be
a conditionally negative function such that ψ(1) = 0, ψ(g) = ψ(g−1), and
inf
|g|=k
|ψ(g)| ≥ cαkα
holds for some α > 0. Then C[G] equipped with the norm
|||x ||| = ‖ΓA(x, x)‖
1
2
defines a quantum metric space (C[G], Cred(G), ||| |||).
In view of the examples from Riemann manifolds it is clear that ||| ||| is the “correct” Lipschitz
norm.
Compared to Bakry’s work in the commutative case the assumption “diffusion semigroup” is
deleted in our Theorem 0.1 (but we have to keep the assumption of a nice algebra of invariant
functions). In section 2 we provide a first proof of Theorem 0.1 requiring some extra regularity
assumptions (easily verified for Fourier multipliers). In section 3 we follow Meyer/Bakry’s foot-
steps. Unfortunately, this also requires to develop the theory of Hp spaces for noncommutative
continuous filtrations, see [JK]. A key ingredient in Meyer’s martingale approach is the use of a
stopped brownian motion PBs as indices for the associated Poisson semigroup. More explicitly,
let πt be a Markov dilation, a > 0, Bt a Brownian motion with B0 = a almost everywhere and
ta(ω) = inf{t : Bt(ω) = 0} the hitting time for the boundary. Then Meyer’s approach consists
in investigating the martingale
ρa(x) = πta(x) .
The Hcp norm of the resulting martingale decomposes in a time and a space component. With-
out going into details let us mention that we are able to “compare” the martingale Hcp norm
in Meyer’s model and show that they there are (almost) equivalent to the Hardy norms for
semigroups investigated in the joint work C. Le Merdy and Q. Xu, see [JLMX06]. This explicit
connection between martingale and semigroup Hp norms seems to be new and extends to the
Hp norms given by the reversed Markov filtration.
Moreover, we are able to define spaces of bounded mean oscillation for quite general semi-
groups as follows
‖x‖BMOc(T ) = sup ‖Tt|x|2 − |Ttx|2‖1/2∞ .
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This norm is closely related to Garsia’s BMO norm for the Poisson semigroup on the circle.
The space BMO is defined as the completion of N with respect to the norm ‖x‖BMO =
max{‖x‖BMOc , ‖x∗‖BMOc}. The good news is that the BMO space serves as an endpoint for
interpolation.
Theorem 0.3. Let (Tt) be a semigroup with Markov dilation and Γ
2 ≥ 0. Then
[BMO,Lp(N)] 1
q
= Lpq(N) .
For the associated Poisson semigroup Pt = e
−tA1/2 the connection between Garsia’s BMO
norm and Meyer’s martingale approach is very explicit
‖x‖BMOc(P ) = ‖ρa(x)‖BMOc
holds for every a. This allows us to reduce the interpolation theorem to previous results on
martingales. It is also a good indication that we have found an appropriate BMO spaces for
semigroups. In section 4 we confirm this observation by showing that many natural candidates
for BMO norms are equivalent. Section 6 is devoted to applications of Theorem 0.1 and Theorem
0.3. The applications towards quantum metric spaces are prepared in Section 5. Our last
applications concerns torsion free ordered groups which admit a filtration of normal divisors
G = G0 ⊃ G1 ⊃ G2 ⊃ · · · such that⋂
k
Gk = {e} , Gk/Gk+1 = Z .
This holds for example for free groups in n generators. Using the extension id ⊗ PZt of the
classical Poisson group on G×Z we are able to reduce the boundedness of the Hilbert transform
for ordered groups to estimates for Riesz transforms associated with Pt. This gives a link between
the Hp-theory related to sub-diagonal von Neumann algebras and the Hp-theory for semigroups,
see Section 6 for more details. In the text the absolute constant c(p) may differ from line to line.
1. Preliminaries and notation
We will use standard notation in the theory of operator algebras which can be found in
[Tak79, Tak03a, Tak03b], [KR97a, KR97b] or [SZ79, Str81]. Modular theory does not play
an important role in this paper, because in most of our applications we are interested in von
Neumann algebras with a finite trace. At any rate, using the Haagerup reduction method (see
[HJX]) it usually suffices to consider the finite case. As a standard reference for noncommutative
Lp-spaces we refer to [PX03] and the references therein. For basic properties of the space of
τ -measurable operators and noncommutative integration we refer to [Nel74]. We will also use
operator space terminology, in particular the notion of completely bounded maps, see the books
by Effros-Ruan [ER00], Pisier [Pis03] or Paulsen [Pau02]. We allow for a slight deviation in the
notion of completely bounded maps T : X → Y , where X ⊂ Lp(N), Y ⊂ Lp(M) are subspaces
of a noncommutative Lp space. Indeed, we use
‖T‖cb = sup
M
‖id⊗ T : Lp(M;X)→ Lp(M;Y )
where the supremum is taken over all von Neumann algebras M and the space
Lp(M;X) ⊂ Lp(M⊗N)
is the completion of the tensor product Lp(M) ⊗X with respect to the induced norm. In the
usual definition of the cb-norm, the supremum is only taken over M = K(ℓ2), the compact
operators on ℓ2. If Connes’ embedding conjecture were true the two norms coincide. Our policy
in general is to prove the estimates with respect to the stronger norm. Indeed, as so often in
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martingale theory these estimates are automatic, i.e. follow because T and id ⊗ T satisfy the
same assumptions.
We will frequently use standard tools from noncommutative probability, in particular Doob’s
inequality
‖sup
n
+En(x)‖p ≤ dp‖x‖p
for 1 < p ≤ ∞ and the dual Doob inequality
‖
∑
n
En(xn)‖p ≤ cp‖
∑
n
xn‖p
which holds for 1 ≤ p <∞ and positive xn with the constant cp = dp′ . Here (En) is a sequence
of normal conditional expectations onto an increasing or decreasing sequence of von Neumann
subalgebras (Nn) of a given von Neumann N . In the finite setting these conditional expectations
are unique and hence commute, i.e. EnEm = EmEn = Emin(n,m) (increasing filtration) or
EnEm = EmEn = Emax(n,m) (decreasing filtration). We will always assume this commutation
relation. The notation supn
+ is taken from [Jun02] and [JX03]. In the noncommutative setting
the pointwise supremum can not be defined directly. However, for selfadjoint operators xn we
have an order analogue
‖sup
n
+xn‖p = inf−a≤xn≤a ‖a‖p .
In full generality we use Pisier’s definition
‖sup
n
+xn‖p = inf
xn=aynb
‖a‖2p sup
n
‖yn‖∞‖b‖2p .
The same definition holds for arbitrary index sets. We also need some basic facts about Hp-
spaces for martingales. Let us recall some definitions from [JX08]. As usual the martingale
difference are denoted by dkx = Ekx− Ek−1x.
‖x‖Hcp = ‖(
∑
k
dkx
∗dkx)
1
2‖p , ‖x‖hcp = ‖(
∑
k
Ek−1(dkx∗dkx))
1
2 ‖p , ‖x‖hdp = (
∑
k
‖dkx‖pp)
1
p .
The row versions are given by ‖x‖Hrp = ‖x∗‖Hcp , ‖x‖hrp = ‖x∗‖hcp . In the noncommutative theory
the definition of the Hp-spaces is as follows
Hp =
{
Hcp ∩Hrp if p ≥ 2
Hcp +H
r
p if 1 ≤ p ≤ 2
.
The Burkholder Gundy inequality reads as
(1.1) Lp(N) = Hp 1 < p <∞ .
The Burkholder inequalities can be formulated as
(1.2) Lp(N) =
{
hcp ∩ hrp ∩ hdp p ≥ 2 ,
hcp + h
d
p + h
r
p 1 < p ≤ 2 .
All the equalities hold with equivalent norms. Since this will be needed in the paper we want
to show Hp = h
d
p + h
c
p for 1 ≤ p ≤ 2. This requires us to use the dual norms
‖x‖LcpMO = ‖sup
n
+En(|x− En−1(x)|2)‖1/2p/2 , ‖x‖Lcpmo = ‖sup
n
+En(|x− En(x)|2)‖1/2p/2 .
Extending the Fefferman Stein duality (Hc1)
∗ = BMOc from [PX97] it was shown in [JX03] that
Hcp
∗
= Lcp′MO 1 ≤ p < 2 .
Here X
∗
refers to the anti-linear duality 〈x, y〉 = tr(x∗y). The following observation is probably
of independent interest.
6 M. JUNGE AND T. MEI
Lemma 1.1. Let 1 ≤ p < 2 and (Nk)k ≥ 1 be a martingale filtration
i) Let Lc,condp = {(xk)k : xk ∈ Nk} ⊂ Lp(N ; ℓc2). Then the antilinear dual of Lc,condp is
isomorphic to the space Lc,condp′ MO of sequences (xk) with xk ∈ Lp′(Nk) such that
‖(xk)‖Lc,cond
p′
MO
= ‖ sup
n
En(
∑
k ≥ n
x∗kxk)‖1/2p′/2 .
ii) Let hc,◦p be the subspace of hcp of elements with d1 = 0. The anti-linear dual of h
c,◦
p is
Lcp′mo.
iii) Hcp = h
d
p + h
c
p.
Proof. In [Jun02] it is shown that
|
∑
k
tr(x∗kyk)| ≤
√
2 ‖(
∑
k
Ek(x
∗
kxk))
1
2‖p ‖ sup
n
En(
∑
k ≥ n
y∗kyk)‖
1
2
p′/2 .(1.3)
In particular, we have a continuous inclusion Lc,condp′ MO ⊂ (Lc,condp )∗. For the converse we note
that Lc,condp is a subspace of Lp(N, ℓ
c
2). Hence a linear functional f : L
c,cond
p → C of norm one is
given by a sequence (zk) ⊂ Lp′(N, ℓc2) such that
f(x) =
∑
k
tr(x∗kzk) .
We define yk = Ek(zk) and deduce from Doob’s inequality for p
′/2 > 1 that
‖ sup
n
En(
∑
k ≥ n
y∗kyk)‖p′/2 ≤ ‖ sup
n
En(
∑
k ≥ n
Ek(z
∗
kzk))‖p′/2 ≤ ‖ sup
n
En(
∑
k
z∗kzk)‖p′/2
≤ dp′/2‖
∑
k
z∗kzk‖p′/2 .
For the proof of ii) we assume d1(x) = 0 or d1(y) = 0 and note that according to (1.3) we have
|tr(x∗y)| = |
∑
k ≥ 2
tr(dk(x)
∗dk(y))|
≤
√
2 ‖(
∑
k ≥ 2
Ek−1(dk(x)∗dk(x)))
1
2‖p ‖ sup
n ≥ 1
En(
∑
k−1 ≥ n
dk(y)
∗dk(y))‖
1
2
p′/2 .
Let us recall that Lcpmo consists of martingales with d1(y) = 0. It has been proved in [Jun02]
that there are linear maps uk : N → C⊗¯(Nk) (the space of weakly converging columns with
values in Nk) such that
uk(x)
∗uk(x) = Ek(x∗x) .
Moreover, uk is a Nk right module map with complemented range (see [Jun02] and for the
non-separable case [JS05]). Then u : hc,◦p → Lc,condp given by u(x) = (uk−1(dk(x))k ≥ 2 is an
isometric isomorphism. Hence an antilinear functional f : hc,◦p → C is given by a sequence
zk ∈ Lp′(Nk−1, ℓc2) such that
f(u(x)) =
∑
k
tr(uk−1(dk(x))∗zk)
and ‖ supnEn(
∑
k−1 ≥ n z
∗
kzk)‖p′/2 ≤ cp‖f‖. Since the range of uk−1 is complemented, we may
use the projection and find yk such that uk−1(yk) = Pzk and
‖ sup
n
En(
∑
k−1 ≥ n
y∗kyk)‖p′/2 = ‖ sup
n
En(
∑
k−1 ≥ n
Ek−1(y∗kyk))‖p′/2
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= ‖ sup
n
En(
∑
k−1 ≥ n
uk−1(yk)∗uk−1(yk))‖p′/2 ≤ ‖ sup
n
En(
∑
k−1 ≥ n
z∗kzk)‖p′/2 ≤ cp‖f‖ .
We define y =
∑
k dk(yk). Using the triangle inequality and EnEk = En we get that
‖ sup
n
En(
∑
k−1 ≥ n
dk(y)
∗dk(y))‖
1
2
p′/2
≤ ‖ sup
n
En(
∑
k−1 ≥ n
Ek(yk)
∗Ek(y))‖
1
2
p′/2 + ‖ sup
n
En(
∑
k−1 ≥ n
Ek−1(yk)∗Ek−1(y))‖
1
2
p′/2
≤ 2 ‖ sup
n
En(
∑
k−1 ≥ n
y∗kyk)‖p′/2 ≤ 2cp ‖f‖ .
For the proof of iii) we recall that hdp + h
c
p ⊂ Hcp. We claim that the unit ball BHcp is contained
in the norm closure of C(Bhdp +Bhcp)
‖ ‖Hcp for some constant C > 0. If not there exists x ∈ Hcp
and a continuous linear functional y such that tr(y∗x) = 1 and
|tr(y∗x′)| ≤ 1
C
for all x′ ∈ CBhdp ∪ CBhcp .
We know that y =
∑
n dn satisfies
‖y‖(Hcp)∗ ≤
√
2‖y‖2LcpMO ≤
√
2 ‖ sup
n
d∗ndn‖p′/2 +
√
2 ‖ sup
n
En(
∑
k>n
d∗kdk)‖p′/2
≤
√
2
(∑
n
‖dn‖p
′
p′
) 1
p′
+
√
2‖ sup
n
En(
∑
k>n
d∗kdk)‖p′/2
≤ 2
√
2 ‖y‖
hdp
∗ +
√
2cp‖y‖(hcp)∗ ≤
√
2(2 + cp)
C
.
Since ‖x‖Hcp ≤ 1 = tr(y∗x) we reach a contradiction for C >
√
2(2 + cp). An approximation
argument allows us to replace the norm closure of C(Bhdp +Bhcp) by 2C(Bhdp +Bhcp).
Let us briefly prove the martingale inequalities for potentials in the noncommutative setting.
We recall a classical martingale inequality from [Jun02] which is derived from (1.3). Let (Nk)
be a (discrete) increasing filtration and ak ∈ N be positive elements. For p ≥ 2 we have
(1.4) ‖
∑
k
Ek(ak)‖p
2
≤ 2c2p ‖ sup
m
∑
k ≥ m
Em(ak)‖p
2
.
Here cp is the constant in Stein’s inequality. Let (zk)k≤n be a finite submartingale, i.e.
Ek(zk+1) ≥ zk .
The corresponding positive increasing part of z is defined as
ak = 〈z〉k =
∑
j<k
Ej(zj+1 − zj) .
Clearly, we obtain a martingale
mk = zk − ak .
Indeed, mk −mk−1 = zk − zk−1 − Ek−1(zk − zk−1) is a martingale difference sequence. In the
language of potentials, we have
Ej(zj+1 − zj) = Ej(mj+1 −mj) + Ej(aj+1 − aj) = Ej(aj+1 − aj)
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Moreover, we note that aj+1 − aj is still positive. Hence for p > 1, we deduce from (1.4) and
Doob’s inequality
‖an‖p = ‖
n∑
j=1
Ej(zj+1 − zj)‖p = ‖
n∑
j=1
Ej(aj+1 − aj)‖p
≤ 2c22p‖sup
m
+
n∑
m ≤ j≤n
Em(aj+1 − aj)‖p ≤ 2c22p‖sup
m
+Em(zn − zm)‖p
≤ 2c22p‖sup
m
+Em(zn)‖p + ‖ sup
m
zm‖p ≤ 2c22pdp‖zn‖p + ‖ sup
m
zm‖p .
If in addition zm ≥ 0 for all m, we may ignore the second term and obtain the following result.
Lemma 1.2. Let zk = ak + mk be a positive submartingale with increasing part (ak) and
martingale part (mk). Then
‖an‖p ≤ c(p) ‖zn‖p
holds for 1 < p <∞ and some universal constant c(p).
The Hp theory for continuous filtrations (Nt)t ≥ 0 ⊂ N has only been considered recently (see
[JK]). We will always assume that
⋂
s>tNs = Nt. It is well-known that the theory of Hp-norms
is closely related to stochastic integrals. However, given how nicely the Hp-theory translates in
the noncommutative setting, we should not expect surprises. There are two candidates for the
Hcp-norm on a finite interval [0, T ]
‖x‖Hcp = limσ,U ‖
|σ|−1∑
j=0
|Esj+1x− Esjx|2‖1/2p/2 , ‖x‖Hˆcp = ‖ limσ,U
|σ|−1∑
j=0
|Esj+1x−Esjx|2‖1/2p/2 .
Here σ = {0 = s0, ..., sn = T} is a partition |σ| = n and U is an ultrafilter refining the natural
order of inclusion on the set of all partitions. In the second term we take the weak∗-limit (at
least for p ≥ 2). It was shown that in [JK] that the two norms are equivalent and, up to a
constant cp, independent of the choice of U . The main tool in this argument is the observation
that Hcp = h
d
p ∩ hcp for p ≥ 2, where
‖x‖hdp = limσ,U (
n−1∑
j=0
‖Esj+1x− Esjx‖pp)
1
p , ‖x‖hcp = limσ,U ‖
n−1∑
j=0
Esj−1 |Esj+1x− Esjx|2‖1/2p/2 .
Again it is shown that the limit can be taken inside. This gives the norm ‖ · ‖hˆcp and conditioned
bracket
〈x, x〉T = lim
σ,U
n−1∑
j=0
Esj−1 |Esj+1x− Esjx|2
and
‖x‖hcp ∼c(p) ‖〈x, x〉T ‖
1/2
p/2 = ‖x‖hˆcp .
In the continuous context the Burkholder inequalities reads as follows
Lp(N) =
{
hˆcp ∩ hˆrp ∩ hdp if p ≥ 2
hˆcp + hˆ
r
p + h
d
p if 1 < p ≤ 2
,
where hrp, hˆ
r
p are the corresponding row spaces. The exact form of the Feffermann-Stein duality
for p = 1 is not yet explored. For 2 ≥ p > 1 we used the definition hˆcp = hˆcp′
∗
and refer to [JK]
for more information. A martingale x is said to have a.u. continuous path if for every T > 0,
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every ε > 0 there exists a projection e with τ(1 − e) < ε such that the function fe : [0, T ]→ N
given by
fe(t) = xte ∈ N
is continuous. For a martingale with a.u. continuous path we have varp(x) = ‖x‖hdp = 0 for all
2 < p <∞. We recall from [JK] that the condition varp(x) = 0 implies that
lim
σ,U
‖
n−1∑
j=0
|Esj+1x− Esjx|2 −
n−1∑
j=0
Esj(|Esj+1x− Esjx|2)‖p/2 = 0
for all p > 2 and the norm convergence of
Lp/2 − lim
σ
n−1∑
j=0
Esj(|Esj+1x−Esjx|2) = 〈x, x〉T .
This implies that for martingales with varp(x) = 0 the equality (see [JK])
‖x‖Hcp([0,T ]) = ‖〈x, x〉T ‖
1/2
p/2
holds without constants. Also we have
lim
σ,U
‖sup
j
+Esj (|ETx−Esj−1x|2)‖p/2 = ‖sup
s
+Es(〈x, x〉T − 〈x, x〉s)‖p/2 .(1.5)
The correct definition of the norm in Lcpmo for continuous filtration is
‖x‖Lcpmo = sup
T
‖sup
s
+Es(〈x, x〉T − 〈x, x〉s)‖1/2p/2
for 2 ≤ p ≤ ∞.
It is shown in [JX07] that the ergodic averages Mtx =
1
t
∫ t
0 Tsxds satisfy a maximal inequality
‖ sup
t
Mt(x)‖p ≤ dp‖x‖p 1 < p ≤ ∞(1.6)
and the dual inequality
‖
∑
k
Mtk(xk)‖p ≤ cp‖
∑
k
xk‖p 1 ≤ p <∞(1.7)
for positive xk. We will make extensive use of the Poisson semigroup
Ps =
1
2
√
π
∫ ∞
0
se−
s2
4uu−
3
2Tudu.(1.8)
It has been shown in [JX07] that Ps is a positive average of the Mt and hence (1.6) and (1.7)
hold for Pt instead of Mt. If we assume in addition that the Tt’s are selfadjoint, i.e.
τ(Ttxy) = τ(xTty)(1.9)
holds for all x, y ∈ N , then (1.6) and (1.7) holds for the Tt’s instead of the Mt, see [JX08]. We
will impose a standard assumption, namely the existence of weak∗-dense, not necessarily closed
∗-algebra A ⊂ N such that
Tt(A) ⊂ A and A(A) ⊂ A
holds for t > 0 and the negative generator A of the semigroup Tt = e
−tA. Whenever we talk
about Pt we will also assume that Pt(A) ⊂ A. This assumption is satisfied for our main examples,
Fourier multipliers, but somewhat problematic for certain manifolds. We are convinced that with
some extra effort our results still hold for these manifolds and most of the interesting examples,
but the arguments are far more transparent with this additional assumption. We will make
crucial use of the following inequality from [Mei08].
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Proposition 1.3. Let x ∈ A be positive and 0 < t < s. Then
Psx ≤ s
t
Ptx .
Proof. We use (1.8) and e−
s2
4u ≤ e− t
2
4u for all u. This yields the assertion
Psx
s
=
1
2
√
π
∫ ∞
0
e−
s2
4uu−
3
2Tu(x)du ≤ 1
2
√
π
∫ ∞
0
e−
t2
4uu−
3
2Tu(x)du =
Ptx
t
.
We will use Hp(T ),Hp(P ) to denote the Hardy spaces associated with semigroup (Tt) and
subordinated Poisson semigroup (Pt) respectively. See [JLMX06] for more details.
2. Reversed martingale filtration
We will assume that (Tt) is a semigroup of completely positive maps on a tracial von Neumann
algebra N . A Markov dilation for Tt is given by a family πs : N → M of trace preserving ∗-
homomorphism with the following properties
i) Let Ms] be the von Neumann algebra generated by the πv(x), x ∈ N , v ≤ s. Then
Es](πt(x)) = πs(Tt−sx)
holds for s < t and x ∈ N .
ii) Let M[s be the von Neumann algebra generated by the πv(x), x ∈ N , v ≥ s. Then
E[s(πt(x)) = πs(Ts−tx)
holds for t < s and x ∈ N .
This definition is adapted for selfadjoint (Tt). We recall that Γ
2 ≥ 0 is equivalent to
Γ(Ttx, Ttx) ≤ TtΓ(x, x) .
Whenever we invoke the associated Poisson semigroup Ptx = e
−tA1/2x we assume in addition
that Pt(A) ⊂ A. It is easy to see that Γ2 ≥ 0 also implies
Γ(Ptx, Ptx) ≤ PtΓ(x, x) .
Lemma 2.1. Let (πs) be a Markov dilation.
i) Then m(x) defined by
ms(x) = πs(Tsx)
is a martingale with respect to the reversed filtration M[s.
ii) Assume Γ2 ≥ 0 or Γ(Trx, Trx) is uniformly bounded in L2 for x ∈ A. Then for
x ∈ N the martingale ms(x) has continuous path. If moreover, f(r, s) = TsΓ(Trx, Trx)
is continuous in L2, or Γ
3 ≥ 0, or Γ2(Trx, Trx) is locally bounded in L2, then
〈m(x),m(y)〉 = 2
∫ ∞
0
πt(Γ(Ttx, Ttx))dt .
Proof. The first assertion is obvious, because E[s(π0(x)) = πs(Tsx). For the second we assume
that x ∈ A be selfadjoint. Let s < t. Then we deduce from the Cauchy Schwarz inequality in
the form |τ(abab)| ≤ τ(abba) that
‖ms(x)−mt(x)‖44 = ‖πs(|Tsx|2) + πt(|Ttx|2)− πs(Tsx)πt(Ttx)− πt(Ttx)πs(Tsx)‖22
= τ((πs(|Tsx|2) + πt(|Ttx|2))2) + τ((πs(Tsx)πt(Ttx) + πt(Ttx)πs(Tsx))2)
− 2τ((πs(|Tsx|2) + πt(|Ttx|2))(πs(Tsx)πt(Ttx) + πt(Ttx)πs(Tsx))
= τ((Tsx)
4) + τ((Ttx)
4) + 2τ(πs((Tsx)
2)πt((Ttx)
2))
+ 2τ(πs(Tsx)πt(Ttx)πs(Tsx)πt(Ttx)) + 2τ(πs((Tsx)
2)πt((Ttx)
2))
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− 2
(
τ(πs((Tsx)
3)πt(Ttx)) + τ(πt((Ttx)
3)πs(Tsx))
)
≤ τ((Tsx)4) + τ((Ttx)4) + 6τ(πs((Tsx)2)πt((Ttx)2))
− 4(τ(πs((Tsx)3)πs(Tt−sTtx)) + τ((Ttx)4))
= τ((Tsx)
4) + 6τ(Tt−s(Tsx)2(Ttx)2)− 4τ((Tsx)3T2t−sx)− 3τ((Ttx)4)
= 3
(
τ((Ttx)
4)− τ((Tsx)4))
)
+ 6
(
τ(Tt−s(Tsx)2(Ttx)2)− τ((Ttx)4)
)
− 4
(
τ((Tsx)
3T2t−sx)− τ((Tsx)4)
)
.
Now, it suffices to consider the terms separately. Let d = Ttx − Tsx. Then we use |τ(abab)| ≤
τ(abba) again and find
|τ((Tsx+ d)4 − (Tsx)4)| ≤ 4|τ(d3Ts(x)) + 4|τ(dTs(x)3|+ 2|τ(dTsxdTsx)|+ 4τ(d2(Tsx)2)
≤ 4|τ(d3Tsx)|+ 4|τ(dTs(x)3)|+ 6τ(d2(Tsx)2)
≤ 12‖d‖2max{‖(Ttx− Tsx)2Tsx‖2, ‖(Tsx)3‖2, ‖(Ttx− Tsx)(Tsx)‖2} .
For x in the domain of A, we know that f(t) = Ttx is differentiable and hence
(2.1) ‖Ttx− Tsx‖2 = ‖
∫ t
s
TrAx‖2 ≤ (t− s)‖Ax‖2
Equation (2.1) also allows us to estimate the last term. Indeed, by Cauchy-Schwarz
|τ((Tsx)3T2t−sx)− τ((Tsx)4)| ≤ 2(t− s)‖ATsx‖2‖Tsx‖36 ≤ 2(t− s)‖Ax‖2‖x‖3N .
For the middle term we consider the function
f(r) = Tt−r(Trx∗Try) .
Due to our assumption this function is differentiable and
f ′(r) = Tt−rA(Trx∗Try)− Tt−r(ATrx∗Try)− Tt−r(Trx∗ATry) = −2Tt−rΓ(Trx, Try) .
This implies
(2.2) Tt−s(|Tsx|2)− |Ttx|2 =
∫ t
s
2Tt−rΓ(Trx, Trx)dr .
If Γ2 ≥ 0 we have
‖Tt−s(|Tsx|2)− |Ttx|2‖2 ≤ 2(t− s)‖Γ(x, x)‖ .
A similar estimate holds if just assume supr ‖Γ(Trx, Trx)‖2 ≤ C, because Tt−r is a contraction
on L2(N). This implies
‖mt −ms‖44 ≤ (t− s)(40 ‖x‖3N‖Ax‖2 + 12 ‖Γ(x, x)‖‖x‖2N )
for all x ∈ A. The noncommutative version of Kolmogorov’s theorem is proved in [G L85]. Thus
mt(x) has continuous path. Due to Doob’s inequality the class of martingales with continuous
path is closed in Lp(N). Since A is assumed to be weakly dense and hence norm dense in Lp(N),
we deduce the assertion for all x ∈ N . For the last formula we observe for x ∈ A that
E[t(|πs(Tsx)− πt(Ttx)|2) = E[t(πs(Ts|x|2))− πt(|Ttx|2) = πt(Tt−s|Tsx|2)− |Ttx|2) .
We deduce from (2.2) that
(2.3) E[t(πs(Ts|x|2)−πt(|Ttx|2)) = πt(
∫ t
s
2Tt−rΓ(Trx, Trx)dr) = E[t
∫ t
s
πr(2Γ(Trx, Trx))dr .
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This implies for the limit
〈m(x),m(x)〉s − 〈m(x),m(x)〉t = lim|π|→0
∑
j
E[sj+1(|πsj (Tsj)− πsj+1(Tsj+1)|2)
= lim
|π|→0
∑
j
E[sj+1
∫ sj+1
sj
2πr(Γ(Trx, Trx))dr =
∫ t
s
2πr(Γ(Trx, Trx))dr .
Here the limit is taken over refining partitions. Since m(x) has continuous path, we know that
the brackets coincide. In order to remove the extra term Esj+1 from the integral in the last
inequality, we first note that for r < s
‖πr(a)− Esπr(a)‖22 = ‖πr(a)− πs(Ts−ra)‖22 = τ(a2 − (Ts−ra)2)
≤ ‖Ts−ra− a‖2(‖a‖2 + ‖Ts−ra‖2) ≤ |s− r| ‖Aa‖2 (‖a‖2 + ‖Ts−ra‖2) .(2.4)
Applying this to a = Γ(Trx, Trx), we are done assuming the continuity of f(r, s) = TsΓ(Trx, Trx)
in L2. In fact, we deduce from the Cauchy Schwarz inequality that
‖AΓ(Trx, Trx)‖2 ≤ 2 ‖Γ2(Trx, Trx)‖2 + ‖Γ(ATrx, Trx)‖2 + ‖Γ(Trx,ATrx)‖2
≤ 2 ‖Γ2(Trx, Trx)‖2 + 2 ‖Γ(TrAx, TrAx)‖
1
2
2 ‖Γ(Trx, Trx)‖
1
2
2
≤ 2 ‖Γ2(Trx, Trx)‖2 + 2 ‖Γ(Ax,Ax)‖
1
2
2 ‖Γ(x, x)‖
1
2
2 .
If Γ3 ≥ 0, we have ‖Γ2(Trx, Trx)‖ ≤ ‖Γ3(x, x)‖2 and Γ3(x, x) ∈ N for x ∈ A. Assuming
only the boundedness of Γ2(Trx, Trx), still allows us to obtain the assertion by refining the
partition.
Remark 2.2. Under the condition ii) we see moreover that
〈m(x),m(x)〉s − 〈m(x),m(x)〉t ≤ 2 |s− t| ‖Γ(x, x)‖∞
holds for s < t. By approximation this implies that the bracket is absolutely continuous with
respect to the Lebesgue measure. In the commutative case this is enough to show that the
martingale can be obtained as a stochastic integral against the brownian motion. We refer to
[JK] for similar applications of this regularity condition.
Proposition 2.3. Let 2 ≤ p < ∞ and Γ2 ≥ 0. Let x ∈ N be a selfadjoint mean 0 element.
Then
c−1p ‖x‖p ≤ ‖(
∫ ∞
0
Γ(Ttx, Ttx)dt)
1
2‖p ≤ cp‖x‖p .
Moreover, for every x ∈ N there exists a martingale m2(x) such that
‖m2(x)‖Hcp ≤ c(p)‖
∫ ∞
0
Γ(Tsx, Tsx)ds‖
1
2
p
2
and τ(π0(y)
∗m2(x)) =
1
3
τ(y∗(I − Pr)x) .
Here Pr is the projection onto the kernel of A. If in addition f(r, s) = TrΓ(Tsx, Tsx) is L2-
continuous for x ∈ A, then
〈m2(x),m2(x)〉 =
∫ ∞
0
πs(Γ(T2sx, T2sx))ds .
Proof. Let s0 be fixed and σ = {0, ..., s0} a partition. We define the martingale differences
dj = (πsj(Tsj+sj+1x)− πsj+1(T2sj+1)) .
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Indeed, Esj+1πsj(Tsj+sj+1x) = πsj+1(T2sj+1x) shows that
mσ =
s0∑
j=1
dj .
is a martingale with respect to the discrete filtration (N[sj). Following Lemma 2.1 (in particular
(2.3)), we may also calculate the conditioned bracket∑
j
E[sj+1(|dj |2) =
∑
j
Esj+1
∫ sj+1
sj
πr(Γ(Tr+sj+1x, Tr+sj+1x))dr .
On the other hand, we deduce again from Lemma (2.1) that
‖dj‖44 = ‖msj(Tsj+1x)−msj+1(Tsj+1x)‖44
≤ C(t− s)(‖Tsj+1x‖3N‖ATsj+1x‖2 + ‖Tsj+1x‖2N‖Γ(Tsj+1x, Tsj+1x)‖) .
This allows us to define the weak∗ limit
ms0 = limσ
mσ
as a martingale in L4(N) with continuous path such that
lim
σ
‖mσ‖2Hcp(σ) ≤ cp/2 limσ ‖
∑
j
∫ sj+1
sj
πr(Γ(TrTsj+1x, TrTsj+1x))‖p/2
≤ cp/2 lim
σ
‖
∑
j
∫ sj+1
sj
πr(TrΓ(Tsj+1x, Tsj+1x))‖p/2
= cp/2 lim
σ
‖
∑
j
∫ sj+1
sj
E[rπ0(Γ(Tsj+1x, Tsj+1x))‖p/2
≤ c2p/2 limσ ‖
∑
j
∫ sj+1
sj
Γ(Tsj+1x, Tsj+1x)dr‖p/2 = c2p/2‖
∫ s0
0
Γ(Tsx, Tsx)ds‖p/2 .
With the results from [JK], this implies that ys0 ∈ Hcp for all p < ∞. Using the same estimate
for x∗, we deduce that ms0 ∈ Lp for all p < ∞. We may take another weak∗ limit to define
m2(x) = lims0→∞ms0 which has continuous path because of the uniform estimate for the norm
‖x‖hd4 . Moreover, the proof of
(2.5) 〈m2(x),m2(x)〉 = 2
∫ ∞
0
πs(Γ(T2sx, T2sx))ds .
is the same as in Lemma 2.1. Even without knowing exactly what the bracket looks like, it is
easy to complete the estimate for selfadjoint x. We assume that x has mean 0, i.e. Pr(x) = x.
Let y ∈ A such that ‖y‖p′ = 1 and
‖x‖p ≤ (1 + δ)|τ(y∗x)| .
Let us consider
τ(π0(y)
∗mσ) =
∑
j
τ
(
(πsj(Tsj (y
∗))− πsj+1(Tsj+1(y∗)))dj
)
= 2
∑
j
∫ sj+1
sj
τ
(
πr
(
Γ(Try, Tsj+1+rx)
))
dr = 2
∑
j
∫ sj+1
sj
τ
(
Γ(Try, Tsj+1+rx)
)
dr .
Thus in the limit we obtain
lim
s0
lim
σ
τ(π0(y)
∗mσ) = 2
∫ ∞
0
τ(Γ(Try, T2rx))dr = 2
∫ ∞
0
τ(y∗AT3rx)dr .
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Using the spectral resolution for A =
∫∞
0 λdE(λ) and dνx(λ) = (x, dE(λ)x), we see that∫ ∞
0
(x,AT3rx)dr =
∫ ∞
0
∫ ∞
0
λe−3rλdrdνx(λ) =
1
3
(E>0x,E>0x) .
Thus,
∫∞
0 AT3rx =
1
3E>0x, where E>0 = I−Pr is the orthogonal projection onto the complement
of of the kernel of A. Since for selfadjoint x the martingale m2(x) is also selfadjoint, we deduce
‖x‖p ≤ 3(1 + δ) lim
s0
lim
σ
|τ(π0(y∗)mσ)| = 3(1 + δ)|τ(π0(y)∗m2(x))|
≤ cp3(1 + δ)‖y‖p′‖m2(x)‖Hcp ≤ cpcp/23(1 + δ) lims0 limσ ‖
∑
j
∫ sj+1
sj
Γ(Tsj+1x, Tsj+1x)dr‖1/2p/2
= cpcp/23(1 + δ) ‖(
∫ ∞
0
Γ(Tsx, Tsx)ds)
1
2 ‖p .
For the upper estimate we refer to [Jun08] which applies due to H∞-calculus.
Lemma 2.4. Let (Tt) and A be as above. Assume that there is a further von Neumann algebra
M , a sequence (uj) : A →M such that
Γ(x, x) =
∑
j
uj(x)
∗uj(x)
and semigroup Tˆt with cb-H
∞ calculus such that
(uj(Ttx)) = (Tˆtuj(x)) .
Then
‖
∫ ∞
0
Γ(A1/2Ttx,A
1/2Ttx)dt‖p/2 ≤ c2p ‖Γ(x, x)‖p/2
holds for all 2 ≤ p <∞ and all mean 0 elements x ∈ A.
Proof. Since idB(ℓ2) ⊗ Tˆt satisfies H∞-calculus, we deduce from [JLMX06] that
‖
∫ ∞
0
Γ(A1/2Ttx,A
1/2Ttx)dt‖1/2p/2 = ‖(
∫ ∞
0
|Aˆ1/2Tˆt(
∑
j
ej,1 ⊗ uj(x))|2dt)1/2‖p(2.6)
≤ cp‖
∑
j
ej,1 ⊗ uj(x)‖Lp(B(ℓ2)⊗M) = cp‖Γ(x, x)
1
2 ‖p .
Here Aˆ is the generator of Tˆt. Note also that uj(Ttx) = Tˆtuj(x) implies uj(Ptx) = Pˆtuj(x)
according to (1.8) and hence by differentiation Aˆ1/2uj(Ttx) = uj(A
1/2Ttx). This justifies the
first equation in (2.6) and completes the proof.
Let us recall the notation Γα1,α2 = (ΓAα1 )Aα2 for iterated gradients, see [Jun08].
Proposition 2.5. Let (Tt) be a semigroup with a Markov dilation and Γ
2 ≥ 0. Let (Pt) be the
associated Poisson semigroup satisfying
A1/2A ⊂ A , Ps(A) ⊂ A
and that f(s, t) = PsΓ1/2,1(Ptx, Ptx) is L2-continuous for x ∈ A. Then
‖(
∫ ∞
0
Γ(A1/2Psx,A
1/2Psx)sds)
1
2 ‖p ≤ cp‖Γ(x, x)
1
2‖p .
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Proof. A glance at (1.8) shows a Markov dilation for Tt implies that Pt is factorable. According
to [CL99], we deduce that Pt also has a Markov dilation. Let us denote this family of maps
again with πs. We consider the submartingale
ys = πs(Γ(Psx, Psx)) .
Indeed, for s < t we deduce from Γ2 ≥ 0 that
E[t(ys) = πt(Pt−sΓ(Psx, Psx)) ≥ πt(Γ(Ptx, Ptx)) .
As in Lemma 2.1 we consider f(r) = Pt−rΓ(Prx, Prx) and obtain
f ′(r) = A1/2Pt−rΓ(Prx, Prx)− Pt−rΓ(A1/2Prx, Prx)− Pt−rΓ(Prx,A1/2Prx)
= −2Pt−rΓ1/2,1(Prx, Prx) .
This implies
E[t(ys − yt) = 2E[t
∫ t
s
πr(Γ1/2,1(Prx, Prx))dr .
We apply (2.4) for Ps and obtain
‖πr(y)− πt(Pt−ry)‖22 ≤ ‖y‖2‖Pr(y)− Pt(y)‖2 .
We deduce that
‖
∑
j
∫ sj+1
sj
πr(Γ1/2,1(Prx, Prx))− Esj+1(πr(Γ1/2,1(Prx, Prx))dr‖
≤
∑
j
∫ sj
sj+1
‖Γ1/2,1(Prx, Prx)‖1/22 ‖(Pr − Psj+1)Γ1/2,1(Prx, Prx)‖1/22 dr .
Thus uniform continuity of PtΓ1/2,1(Prx, Prx) implies that the limit converges to 0 as long as
the mesh size converges to 0. Therefore we obtain
lim
|σ|→0
∑
j
Esj+1(ysj − ysj+1) = 2
∫ t
s
πr(Γ1/2,1(Prx, Prx))dr .
Now, we apply the inequality for potentials Lemma 1.2 and find
‖
∑
j
Esj+1(ysj − ysj+1)‖p/2 ≤ cp/2‖y0‖p/2 .
Indeed, since we are working with a reversed martingale, y0 = π0(Γ(x, x)) is the endpoint.
Passing to the limit, we deduce that
‖
∫ ∞
0
πs(Γ1/2,1(Psx, Psx))ds‖p/2 ≤ cp/2‖y0‖p/2 = cp‖Γ(x, x)‖p/2 .
Conditioning on π0 yields
‖
∫ ∞
0
PsΓ1/2,1(Psx, Psx)ds‖p/2 ≤ cp/2‖Γ(x, x)‖p/2 .
Now, we recall from [Jun08] that
Γ1/2,1(y, y) =
∫ ∞
0
PtΓ(A
1/2Pty,A
1/2Pty)dt+
∫ ∞
0
Γ2(Pty, Pty)dt
≥
∫ ∞
0
PtΓ(A
1/2Pty,A
1/2Pty)dt .
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Here we use Γ2 ≥ 0. Therefore, we obtain
‖
∫ ∞
0
Γ(A1/2Psx,A
1/2Psx)sds‖p/2 = 2 ‖
∫ ∞
0
Γ(A1/2P2sx,A
1/2P2sx)2sds‖p/2
≤ 2 ‖
∫ ∞
0
PsΓ(A
1/2Psx,A
1/2Psx)2sds‖p/2
= 2 ‖
∫ ∞
0
∫ ∞
0
Ps+tΓ(A
1/2Ps+tx,A
1/2Ps+tx)dsdt‖p/2
≤ 2 ‖
∫ ∞
0
PsΓ1/2,1(Psx, Psx))ds‖p/2 ≤ 2cp/2 ‖Γ(x, x)‖p/2 .
Our next task is to replace Ps by Ts following a well-known path in [JLMX06].
Lemma 2.6. Let 2 ≤ p <∞, Γ˜ be a completely positive form on A¯×A, and (Tt) be a semigroup
of selfadjoint maps with selfadjoint generator such that
(2.7) ‖(
∑
k
Γ˜(Tzkxk, Tzkxk))
1/2‖p ≤ c(p, θ)‖(
∑
k
Γ˜(xk, xk))
1/2‖p
for all zk with 0 ≤ Arg(zk) ≤ θ, where 0 < θ < π. Moreover, assume that A1/2L2(N) is dense
in (I − Pr)L2(N) with respect to ‖x‖Γ˜ = τ(Γ˜(x, x)). Then
(2.8) ‖(
∫ ∞
0
Γ˜(Tsx, Tsx)ds)
1
2 ‖p ≤ c0c(p, θ)‖(
∫ ∞
0
Γ˜(Psx, Psx)sds)
1
2 ‖p
holds for all x ∈ A with Pr(x) = 0.
Proof. We introduce the space Lp(L
c
2(Γ˜)) as the the closure of continuous functions such that
‖f‖Lp(Lc2(Γ˜)) = ‖(
∫ ∞
0
Γ˜(f(s), f(s))
ds
s
)1/2‖p .
As in [JLMX06, Corollary 4.9] our assumption implies that the family z(z−a)−1 is Col-bounded
on Lp(L
c
2(Γ)) for the same angle. Then we may apply [JLMX06, Theorem 4.14] and deduce
that TΦ with the kernel Φ(s, t) = F2(sA)F1(tA) is bounded on Lp(L2(Γ˜)). We may choose
F2(z) = z
1/2e−z and F1(z) = ze−z. Let us assume that x = A1/2y. Let us define f(t) =
√
AtP√ty
Using a change of variable, we deduce that∫ ∞
0
Γ˜(f(t), f(t))
dt
t
=
∫ ∞
0
Γ˜(P√tx, P√tx)t
dt
t
=
1
2
∫ ∞
0
Γ˜(Psx, Psx) s
2ds
s
.
In order to apply TΦ we have to calculate∫ ∞
0
F1(tA)f(t)
dt
t
=
∫ ∞
0
tATt(t
1/2A1/2P√ty)
dt
t
=
∫ ∞
0
t
3
2A
3
2TtP√ty
dt
t
.
Let dEλ be the spectral measure for A and dµy1,y the induced probability measure for elements
y1, y ∈ L2(N). Then
τ(y∗1
∫ ∞
0
t
3
2A
3
2TtP√ty
dt
t
) =
∫ ∞
0
∫ ∞
0
t
3
2λ
3
2 e−tλe−
√
t
√
λ dt
t
dµy1,y(λ)
=
(∫ ∞
0
t
3
2 e−te−
√
t dt
t
)
τ(y∗1y2) .
Let us denote by c the constant given by the converging integral. Since y1 is arbitrary we deduce
by approximation that
TΦ(f)(s) = cA
1/2Ts(y) = cTs(x)
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holds for all x ∈ L2(L2(Γ˜)) with Pr(x) = 0. Let us note that the assumption that A is selfadjoint
is not necessary. In the sectorial case we refer to [JLMX06, Lemma 6.5] and the argument in
[JLMX06, Theorem 6.7]. The assertion follows from the boundedness of TΦ on Lp(L2(Γ˜)).
Remark 2.7. For a semigroup of (selfadjoint) completely positive maps and the canonical form
Γ˜(x, y) = x∗y, we deduce that
‖x‖Hcp(T ) ≤ c(p)‖x‖Hcp(P )
without assuming H∞-calculus. The reverse inequality is shown in [Jun08] and hence the equiv-
alence of different semigroup Hp-norms holds without using a Markov dilation.
Remark 2.8. Assume the assumption of Lemma 2.4 is satisfied. Then (2.7) holds for Γ˜ = Γ,
θ < π(12 − 1p) and (2.8) holds also.
Proof. For a selfadjoint semigroup the results in [JX03] imply
‖
∑
k
|Tˆtkyk|2‖p/2 ≤ ‖
∑
k
Tˆtk |yk|2‖p/2 ≤ cp‖
∑
k
|yk|2‖p/2 .
For p = 2 we have
‖
∑
k
|Tˆzkyk|2‖1 =
∑
k
‖Tˆzkyk‖22 ≤
∑
k
‖yk‖22
whenever Re(zk) ≥ 0. Then the assertion is a standard application of Stein’s theorem on
interpolation of analytic families applied to yk = u(xk) and yields (2.7). Moreover, we may
directly apply the argument in Lemma 2.6 for Tˆt and (yj). Note that x orthogonal to the kernel
of A implies that (yj) is orthogonal to the kernel of Aˆ. Thus we obtain (2.8) without using the
extra density assumption.
The following argument is based on a continuous version of a result of Stein.
Theorem 2.9. Let 1 < p <∞.
i) Let m =
∫∞
0 dms be a martingale with continuous path in Hp. Then
‖
(∫ ∞
0
|1
r
∫ r
0
s dms|2 dr
r
)1/2
‖p ≤ cp‖m‖Hcp .
ii) Let (Tt) be semigroup with a martingale dilation and x ∈ A. Then
‖x‖Hcp(T ) ≤ cp‖π0(x)‖Hcp .
iii) Let in addition 2 ≤ p <∞ and Γ2 ≥ 0. Then
c−1p ‖x‖Hcp(T ) ≤ ‖
(∫ ∞
0
Γ(Tsx, Tsx)ds
) 1
2
‖p ≤ Cp‖x‖Hcp(T ) .
Proof. The bulk of the argument is due to Stein, the noncommutative part of the argument
is contained in [JLMX06, Proposition 10.8] where it is proved that for a martingale difference
sequence (dj),
Ek =
k∑
j=0
dj , Λm(x) =
1
m+ 1
m∑
k=0
Ek(x)
and ∆m(x) = Λm(x)− Λm−1(x) one has
‖(√m∆m(x))‖Lp(ℓc2) ≤ Cp‖(dj)j‖Lp(ℓc2) + Cp‖(
2k+1∑
j=2k+1
dj)k‖Lp(ℓc2) .(2.9)
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Here Cp is the norm of Stein’s projection in Lp. It is also important to note that this argument
is true for decreasing or increasing martingale differences. Moreover, let (mt) be a continuous
martingale so that
lim
|σ|→0
‖(
∑
tj
|mtj+1 −mtj |2)1/2‖p = ‖m‖Hcp .
Here the limit is taken over partitions of a fixed interval [α, β] and the mesh size of the partitions
converges to 0. Then we note that the right hand side of (2.9) is controlled by two partitions
and hence
lim
|π|→0
‖(
√
l∆l(m))‖Lp(ℓc2) ≤ Cp‖m‖Hcp .
Let us now fix 0 < α < β <∞ and assume that
Ek(x) =
∫ α+ k
n
α
dxs
holds in terms of stochastic integrals. This implies
Λl(m)− Λl−1(m) = 1
l + 1
El(m) +
l−1∑
k=1
Ek(m)(
1
l + 1
− 1
l
)
=
1
l + 1
∫ α+ l
n
α+ l−1
n
dms +
1
l + 1
∫ α+ l−1
n
α
(1− ( l − ⌈n(s − α)⌉
l
))dms
=
1
l + 1
∫ α+ l
n
α+ l−1
n
dms +
1
l(l + 1)
∫ α+ l−1
n
α
⌈n(s− α)⌉dms .
Here ⌈x⌉ is the smallest integer ≥ x. The first part is easy to control and hence
‖
α−β
n∑
l=2
1
l − 1 |
∫ α+ l−1
n
α
⌈n(s− α)⌉
l − 1 dms|
2‖1/2p/2 ≤ cp‖x‖Hcp .
Passing to the limit (see [JLMX06, ] for a similar reasoning), we deduce that
‖
(∫ β
α
|
∫ r
α
(s− α)
r
dms|2 dr
r
) 1
2
‖p ≤ cp‖x‖Hcp
provided the square function is Riemann integrable. Finally, we may sent α and β to the
boundary and obtain
‖
(∫ ∞
0
|1
r
∫ r
0
sdms|2 dr
r
) 1
2
‖p ≤ cp‖m‖Hcp .
This completes the proof of i). We apply this inequality first in the particular case where
m = π0(x) =
∫∞
0 dms(x) is the reversed martingale decomposition. We also add the conditional
expectation E0. Let π0(y) =
∫∞
0 dms(y) an other element. Then we deduce from the calculus
of brackets that
τ(y∗
∫ r
0
s
r
dms(x)) = 2
∫ r
0
τ(πs(Γ(Tsy, Tsx)
s
r
))ds
= 2
∫ r
0
τ(y∗AT2sx)
s
r
))ds = 2τ(y∗
∫ r
0
AT2sx)
s
r
ds = τ(y∗
∫ 1
0
AT2srx2sr ds) .
Let us define
f(z) =
∫ 1
0
(2zs)e−2szds =
1− e−2z
2z
− e−2z .
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Note that f(0) = 0 and vanishes at ∞. Then we see that
f(rA)x =
∫ 1
0
2rsAT2rsxds .
Using the equivalence of different square functions [JLMX06], we deduce that
‖x‖Hcp(T ) ≤ cp ‖π0(x)‖Hcp .
For our last assertion we consider p ≥ 2 and the martingale m = m2(x). For fixed r, we deduce
from the fact that the function f(s) = s is adapted that∫ t
0
s dm2s(x)
is a martingale and hence
〈
∫ ∞
0
dms(y),
∫ r
0
dm2s(x)s〉 = 2
∫ r
0
πs(Γ(Tsy, T2sx))sds .
Here we use the projection on π0(N) from Lemma 2.3 and the calculus of brackets for stochastic
integrals. This implies
E0(
1
r
∫ r
0
sdm2s(x)) =
2
r
∫ r
0
AT3sx sds =
2
3
∫ 1
0
AT3srx (3sr)ds .
Thus replacing f by f˜(z) =
∫ 1
0 (3sz)e
−3szds, we deduce again with the equivalence of different
square functions that
‖x‖Hcp(T ) ≤ cp‖m2(x)‖Hcp ≤ c2p ‖
(∫ ∞
0
Γ(Tsx, Tsx)ds
) 1
2
‖p .
The last estimate is of course taken from Proposition 2.3. Assuming Γ2 ≥ 0, we can refer to
[Jun08] for the estimate
‖
(∫ ∞
0
Γ(Tsx, Tsx)ds
) 1
2
‖p ≤ cp‖x‖Hcp(T ) .
Theorem 2.10. Let (Tt) be a semigroup satisfying Γ
2 ≥ 0. Assume that
i) The assumption of Lemma 2.4 is satisfied or
ii) Condition (2.8) is satisfied for Γ˜ = Γ and f(t, s) = PsΓ1/2,1(Ptx, Ptx) is L2-continuous
for x ∈ A.
Then
‖A 12x‖Hcp(T ) ≤ cp ‖Γ(x, x)
1
2 ‖p
and
‖A 12x‖p ≤ cpmax{‖Γ(x, x)
1
2 ‖p, ‖Γ(x∗, x∗)
1
2‖p} .
holds for all mean 0 elements x ∈ A.
Proof. For the first assertion we combine Theorem 2.9iii) with Lemma 2.4 or Remark 2.8. This
allows us to apply Proposition (2.5). For the second assertion, we refer to [JLMX06] for the fact
that a Markov dilation implies H∞-calculus and hence
‖A1/2x‖p ∼cp ‖A1/2x‖Hp(T ) = max{‖A1/2x‖Hcp(T ), ‖A1/2x∗‖Hcp(T )} .
This immediately implies the second assertion.
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Remark 2.11. In a forthcoming publication we will show that the assumption in Lemma 2.4
is satisfied for Fourier multipliers on discrete groups. Motivated by the recent work of Ricard
we will also construct a Markov dilation satisfying the conditions i) and ii) at the beginning of
this section.
3. The probabilistic model
The probabilistic approach to Littlewood-Paley theory goes back to the work of P.A. Meyer
and has found many applications. Instead of adding a time component to the manifold as in
Stein’s approach, the probabilistic approach adds an additional brownian motion to the picture.
As in the previous section we assume that (Tt) is a semigroup of completely positive maps and
that πs is a Markov dilation satisfying i). (The reversed condition is no longer necessary). Let us
keep the notation Pr0 for the projection on the kernel of A and start with a simple observation,
well-known in the commutative case.
Lemma 3.1. Let −A be the negative generator of Tt = e−tA and x ∈ dom(A) with Pr0(x) = 0.
Then
mt(x) = πt(x) +
∫ t
0
πs(Ax)ds
is a martingale.
Proof. For p > 0 we calculate
Es(
∫ ∞
0
e−ptπt((p+A)x)dt) =
∫ s
0
e−ptπt((p+A)x)dt+
∫ ∞
s
(p+A)e−ptπs(Tt−s(p +A)x)dt
=
∫ s
0
e−ptπt((p+A)x)dt+ e−psπs(
∫ ∞
0
e−t(p+A)(p+A)xdt) .
A change of variables shows that
∫∞
0 e
−t(p+λ)(p+λ)dt = 1 holds for every λ ∈ R. Thus (arguing
in L2 if necessary), we see that
∫∞
0 e
−t(p+A)(p+A)xdt = x for all x with Pr0(x) = 0. Hence
ms,p = e
−psπs(x) +
∫ s
0
e−ptπt(px+Ax)dt
is a martingale for all p > 0. Sending p→ 0 implies that ms(x) is a martingale.
Lemma 3.2. Let −A be the generator of Tt = e−tA and Γ the associated gradient form. Assume
that the filtration Ms is continuous. Let x, y ∈ A. Then
〈m(x),m(y)〉t = 2
∫ t
0
πs(Γ(x, x))ds .
Proof. Let us recall that for adapted process (as) and (bs) we have
〈a, b〉s = lim
π,U
∑
j
Esj((asj+1 − asj)∗(bsj+1 − bsj)) .
The limit is taken in the weak sense. In particular, the bracket is bilinear and vanishes on
martingales, because then Esj (msj+1 −msj) = 0. It is best to start with
πt(x
∗x)− πs(x∗x) = mt(x∗x)−ms(x∗x)−
∫ t
s
πr(A(x
∗x))dr .
We use the notation πt(x) = mt(x) + at(x) where at(x) =
∫ t
0 πr(−Ax)dr and mt(x) is the
martingale from the previous Lemma 3.1. Then we find
πt(x
∗x)− πs(x∗x) = πt(x)∗πt(x)− πs(x)∗πs(x)
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= (πt(x)− πs(x) + πs(x))∗(πt(x)− πs(x) + πs(x))
= (πt(x)− πs(x))∗πs(x) + πs(x)∗(πt(x)− πs(x)) + (πt(x)− πs(x))∗(πt(x)− πs(x))
= (mt(x)−ms(x))∗πs(x) + (at(x)− as(x))πs(x)
+ πs(x)
∗(mt(x)−ms(x)) + πs(x)∗(at(x)− as(x))
+ (mt(x)−ms(x))∗(mt(x)−ms(x)) + (mt(x)−ms(x))∗(at(x)− as(x))
+ (at(x)− as(x))(mt(x)−ms(x)) + (at(x)− as(x))∗(at(x)− as(x)) .
After applying Es the first and the third term disappear. Then we observe that
‖(at(x)− as(x))∗(at(x)− as(x))‖ ≤ (t− s)2 sup
r
‖πr(Ax)‖
and hence for bounded Ax this terms disappears when the mesh size goes to 0. Since we assume
that the filtration is continuous, we know that ms(x) is norm continuous in L2p, p < ∞. Thus
by uniform continuity we find
lim
δ→0
sup
|sj+1−sj |<δ
∑
j
‖(asj+1(x∗)− asj (x∗))(msj+1(x)−msj(x))‖p = 0 .
Note that the Lp continuity of ms implies the Lp continuity of πs. Therefore we obtain in the
limit (in the Riemann sense)
〈m(x),m(x)〉t = −
∫ t
0
πr(A(x
∗x))dr +
∫ t
0
πr(Ax
∗)πr(x)dr −
∫ t
0
πr(x
∗)πr(Ax)dr .
Here we use (2.4) for a = Γ(x, x). By assumption AΓ(x, x) ∈ A for x ∈ A and hence we
πr(a) − Esjπr(a) goes do 0 uniformly in |r − sj+1|. By polarization the formula is true for all
x, y.
The main ingredient in the probabilistic approach towards Riesz transforms is to use Le´vy’s
stopping time argument for the Brownian motion (see however [Gun86], [GV79] for more com-
pact notation). Let (Bt) be a classical brownian motion with generator ds (instead of the
usual 12ds) such that B0 = a holds with probability 1. Then we consider the stopping time
ta = inf{t : Bt(ω) = 0}. Instead of A we consider now the tensor product A(B) ⊗ A where
A(B) is the algebra of polynomials in the variables Bt. The new generator is
Aˆ = − d
2
dt2
+A .
This leads to
Γˆ(x, y) = Γ(x, y) +
d
dt
x∗
d
dt
y .
The Markov dilation is given by πˆt(f ⊗ x) = f(Bt) ⊗ πt(x). Indeed, let Mˆs = MBs ⊗Ms be
the von Neumann algebra given by the tensor product of the Brownian motion observed until
time s and the von Neumann algebra Ms given by the Markov dilation. Then
Eˆs(f(Bt)⊗ πt(x)) = EBs (f(Bt))Es(πt(x)) = TBt−sf(Bs) πs(Tt−s(x))
= πˆs((T
B
t−s ⊗ Tt−s)(f ⊗ x)) .
Here we use the fact that the brownian motion is the Markov process for the generator D2 = d
2
dt2
with corresponding semigroup TBt = e
tD2 . For an element x ∈ A we use the notation Px ∈
L∞(R+;N) given by the function
Px(t) = Pt(x) .
We will also write P ′x for the function ddtPtx. Harmonicity now leads to a well-known martingale
property (again due to Meyer).
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Proposition 3.3. Let ta be the stopping time as above. Then
nt(x) = πˆta∧t(Px)
is a martingale with bracket
〈n(x), n(x)〉t = 2
∫
ta∧t
0
πˆs(Γˆ(Px, Px))ds .
Proof. We consider y = πˆta(Px) = πta(x). Let us calculate the conditional expectation Eˆs:
Eˆs(πta(x)) = 1ta≤sEˆs(πta(x)) + 1ta>sEˆs(πta(x)) = 1ta≤sπta(x) + 1ta>sE
B
s (πs(Tta−s(x)))
Now, we fix an ω ∈ Ω such that Bs(ω) = b and s < ta. This means b > 0. Then ta− s is exactly
stopping time until Bt −Bs hits 0. Let us recall that (see [IM74, page=25])
Ee−λtb = e−
√
λb .
Using the spectral resolution A =
∫
λdE(λ) we get
(x,ETtb(y)) = E
∫ ∞
0
e−λtbdνx,y(λ) =
∫ ∞
0
e−b
√
λdνx,y(λ) = (x, Pb(x)) .
By continuity,
(3.1) ETtb(y) = Pby
holds Lp’s. Hence we find
E(πs(Tta−s(x))|Bs = b) = πs(PBs(x)) = πˆs(Px) .
This proves the first assertion. For the second, we recall that
mt(Px) = πˆt(Px) +
∫ t
0
πˆs(AˆPx)ds
is a martingale and according to Lemma 3.2 we have
〈m(x),m(x)〉t = 2
∫ t
0
πˆsΓˆ(Px, Px)ds .
Indeed, we may approximate Px by function of the form
∑
j fj⊗xj in the graph norm of Aˆ such
that fj(s) = 0 for s < 0 and the apply Lemma 3.2. So that we read Psx = 1s>0Psx. However,
we have
d2
dt2
(Pt(x)) = APtx .
and hence AˆPx = 0. (This might no longer be true for the approximations but it holds in the
limit). Thus m = (πˆt(Px)t) is martingale such that
〈m,m〉t = 2
∫ t
0
πˆsΓˆ(Px, Px)ds .
Thus by conditioning on the stopping time ta we still have
〈n, n〉t∧ta = 2
∫ t∧ta
0
πˆsΓˆ(Px, Px)ds .
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Remark 3.4. Using the stopping ta we can explicitly construct a reversed Markov dilation for
Ps once we have one for Tt. Indeed, let B be a brownian motion such that Prob(B0 = ∞) = 1
and tb = inf{t : Bt(ω) = b}. Such a random variable can be constructed using the limit for
a→∞ of the finite brownian motions above. Then the random variable
πb(x) = πtb(x)
satisfies
Ec(πb(x))(ω) = E(πc(Ttc−b(x))|tc(ω) = c)(ω) = πb(Pc−bx)(ω)
for all c > b. Here we use the random filtration Mtc].
In the following we fix the notation ρax = πtax for the induced trace preserving
∗-homo-
morphism. For κ > 0 we follow a similar idea as in section 1 and construct martingales ρκa(x)
such that
〈ρκa(x), ρκa(x)〉t =
∫ t∧ta
0
πˆs(Γˆ(P
κx, P κx))ds .
Here P κs (x) = Pκsx. Indeed, we fix a partition σ = {t0, ..., tn} and define
mσ =
n∑
j=1
Eˆtj+1πρa(P
κ−1
Btj
(x))− Eˆtjπρa(P κ−1Btj (x)) .
According to Lemma 3.3 we obtain
〈mσ,mσ〉t = 2
∑
tj+1≤t
∫ tj+1
tj
πsΓˆ(P
κ(Btjx), P
κ(Btjx))ds +
∫ t
tjt
πsΓˆ(P
κ(Btjtx), P
κ(Btjtx))ds .
Passing to weak∗-limit we obtain ρκa(x).
Lemma 3.5. Let ω and t > 0 such that t < ta(ω) and b = Bt(ω) > 0. Then(
Eˆt〈ρκax, ρκax〉∞ − 〈ρκax, ρκax〉t
)
(ω) ≤ c(κ)Eˆt
(
ρa
( ∫ ∞
0
Ps(Γˆ(Psx, Psx)min(s, b)ds
))
(ω)
holds for κ > 1. For κ = 1 and 0 < β < 1(
Eˆt〈ρax, ρax〉∞ − 〈ρax, ρax〉t
)
(ω) ≤ c
β(1− β)3πt∧ta
( ∫ ∞
0
Pβb+sΓˆ(Psx, Psx)min(s, b)ds
)
(ω).
Proof. Our starting point is
〈ρκa(x), ρκa(x)〉t =
∫
ta∧t
0
πˆs(Γˆ(P
κx, P κx))ds .
For the little bmo norm this implies
Eˆt〈ρκax, ρκax〉∞ − 〈ρκax, ρκax〉t = Eˆt
∫
ta
t∧ta
πˆs(Γˆ(P
κx, P κx))ds .
Thus for t > ta(ω) we have 0. Let us assume t < ta(ω) and b = Bt(ω) > 0. Then we observe
that
E(Et
∫
ta
t
πs(Γˆ(P
κ
Bsx, P
κ
Bsx))ds|Bt = b)(ω) = πt
(
E
∫
tb
0
Ts(Γˆ(P
κ
B˜s
x, P κ
B˜s
x))ds
)
.
On the right hand side we used the notation B˜s for a Brownian motion starting at b and tb is
the stopping time at 0. Let us fix y = Pbx. We use a well-known formula for local times (see
[Bak85b, Formula (11)])
(3.2) E
∫
tb
0
f(t, B˜t)dt =
1
2
∫ ∞
0
∫ b+s
|b−s|
∫ ∞
0
f(r, s)dµt(r)dtds
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where
∫∞
0 e
−λrdµt(r) = e−t
√
λ. This implies
E
∫
tb
0
Ts(Γˆ(P
κ
B˜s
x, P κ
B˜s
x))ds =
1
2
∫ ∞
0
∫ b+s
|b−s|
PtΓˆ(Pκsx, Pκsx)dtds(3.3)
For κ > 1, let α = κ+12κ . Then we observe with Γ
2 ≥ 0 and monotonicity from Proposition 1.3
that ∫ b+s
|b−s|
PtΓˆ(Pκsx, Pκsx)dt ≤
∫ b+s
|b−s|
Pt+ακsΓˆ(P(1−α)κsx, P(1−α)κsx)dt
≤
(∫ b+s
|b−s|
(t+ ακs)dt
)
P|b−s|+ακs(Γˆ(P(1−α)κsx, P(1−α)κsx))
|b− s|+ ακs
=
2bs + ακs(b+ s− |b− s|)
|b− s|+ ακs P|b−s|+ακs(Γˆ(P(1−α)κsx, P(1−α)κsx)) .
Note that b+ s− |b− s| = 2min(b, s). For s ≥ b we use monotonicity again and get
2(1 + ακ)bs
|b− s|+ ακsPs−b+ακsΓˆ(P(1−α)κsx, P(1−α)κsx)
≤ 2(1 + ακ)bs
b+ (ακ − 1)sPb+(ακ−1)sΓˆ(P(1−α)κsx, P(1−α)κsx)
≤ b2(1 + ακ)
(ακ− 1) Pb+(ακ−1)sΓˆ(P(1−α)κsx, P(1−α)κsx)) .
Note that for b > s we have |b− s|+ ακs = b+ (ακ − 1)s and hence
1
2
∫ ∞
0
∫ b+s
|b−s|
PtΓˆ(Pκsx, Pκsx)dtds
≤ max((1 + ακ), 1 + ακ
ακ− 1)
∫ ∞
0
Pb+(ακ−1)sΓˆ(P(1−α)κsx, P(1−α)κsx)min(b, s)ds
= 2max(
κ+ 3
2
,
3 + κ
κ− 1)
∫ ∞
0
Pb+sΓˆ(Psx, Psx)min(b,
2s
κ− 1)
ds
κ− 1 .
We deduce the first assertion. For κ = 1, β < 1, let α = β+12 and γ =
1−β
2 . Then, for b > s,
b− s+ αs ≥ βb+ γs and hence
2bs+ ακs(b+ s− |b− s|)
|b− s|+ αs P|b−s|+αs(Γˆ(P(1−α)sx, P(1−α)sx))
≤ 2s(b+ αs)
βb+ γs
Pβb+γs(Γˆ(P(1−α)sx, P(1−α)sx)) ≤
4s
β
Pβb+γs(Γˆ(Pγsx, Pγsx)) .
For s ≥ b we have s− b+ αs ≥ βb+ γs and hence
2(1 + α)bs
s− b+ αsPs−b+αs(Γˆ(P(1−α)sx, P(1−α)sx))
≤ 2(1 + α)bs
βb+ γs
Pβb+γs(Γˆ(P(1−α)sx, P(1−α)sx)) ≤ 2b
1 + α
γ
Pβb+γs(Γˆ(P(1−α)sx, P(1−α)sx))
≤ 8b
1− βPβb+γs(Γˆ(Pγsx, Pγsx)) .
We deduce the assertion from a change of variables which leads to c(1−β)−3 or c(1−β)−2β−1.
The lower estimate in the following result is well-known in the commutative theory.
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Theorem 3.6. Let x ∈ A and 2 ≤ p <∞ and Γ2 ≥ 0 and κ ≥ 1. Then
‖(
∫ ∞
0
PsΓˆ(Pκsx, Pκsx)min(s, a)ds)
1/2‖p ≤ ‖ρκax‖hcp .
For κ > 1.
‖ρκax‖hcp ≤ cp(κ) ‖(
∫ ∞
0
PsΓˆ(Psx, Psx)sds)
1/2‖p .
Proof. For the lower estimate, we calculate the conditional expectation of the square function
onto ρa(N). Indeed, let y ∈ N then
Eτ(ρa(y)
∗
∫
ta
0
πˆs(Γˆ(P
κx, P κx))ds) = E
∫
ta
0
τ(Eˆs(ρa(y
∗))πˆs(Γˆ(P κx, P κx)))ds
= E
∫
ta
0
τ(πs(PBs(y
∗)πs(Γˆ(PκBsx, PκBsx)))ds = E
∫
ta
0
τ(y∗PBs Γˆ(PκBsx, PκBsx))ds
=
∫ ∞
0
τ(y∗PsΓˆ(Pκsx, Pκsx))min(a, s)ds .
For the upper estimate we note that the LcpMO is given by
‖ρκax‖Lcpmo = ‖ sup
t
Eˆt〈ρκax, ρκax〉∞ − 〈ρκax, ρκax〉t‖1/2p/2 .
We may assume z =
∫∞
0 PsΓˆ(Psx, Psx)sds ∈ Lp/2(N). By Doob’s inequality we find a y ∈ Lp/2
such that
πta∧t(PBtz) = Eˆt(ρa(z)) ≤ y
for all t ≥ 0 and
‖y‖p/2 ≤ cp/2‖ρa(z)‖p/2 = cp/2‖z‖p/2 .
With Lemma 3.5 we deduce that
Eˆt〈ρκax, ρκax〉∞ − 〈ρκax, ρκax〉t ≤ c(κ)πˆt∧ta(Pz) ≤ c(κ)y
for all t ≥ 0. This implies the upper estimate.
Remark 3.7. In the semi-commutative case where Pt = P
R
n
t ⊗ id is the Poisson semigroup on
R
n we have the estimate
Pβt
βt
≤ β−nPt
t
which follows from the explicit representation as a convolution kernel. Choosing β = (1− 1n) in
Lemma 3.5, we obtain a polynomial estimate
‖ρa(x)‖hcp ≤ cn3‖x‖Hcp .
Corollary 3.8. Let 2 ≤ p <∞ and Γ2 ≥ 0. Then
‖(
∫ ∞
0
PsΓˆs(Psx, Ps)sds)
1
2‖p ∼c(p,κ) lim
a→∞ ‖ρ
κ
a(x)‖hcp .
holds for all κ > 1.
Lemma 3.9. Let x ∈ A such that
sup
s
‖A((Psx)2)‖2 < ∞ .
Then the martingale xt = Eˆt(ρa(x)) has continuous path. Moreover, if Γ
2 ≥ 0, then every
martingale ρa(x) with x ∈ A has continuous path.
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Proof. Let us assume x selfadjoint (for convenience). We follow Lemma 2.1 and observe that
the 4-norm satisfies
‖xt − xs‖44 = τ(x4t ) + τ(x4s)− 4τ(x3txs)− 4τ(x3sxt) + 4τ(x2tx2s) + 2τ(xtxsxtxs)
≤ τ(x4t )− 3τ(x4s)− 4τ(x3txs) + 6τ(x2tx2s)
= τ(x4t )− τ(x4s)− 4(τ(x3txs)− τ(x4s)) + 6(τ(x2tx2s)− τ(x4s)) .
We note that
τ(x4t ) = Eτ(πta∧t(PBta∧t(x))
4)) = Eτ((PBta∧tx)
4) .
We use the Itoˆ formula for f(s) = (Psx)
4 and obtain
(PBta∧tx)
4 = (PBta∧sx)
4
+
∫
ta∧t
ta∧s
(P ′Brx(PBrx)
3 + PBrxP
′
Brx(PBrx)
2 + (PBrx)
2P ′BrxPBrx+ (PBrx)
3P ′Brx)dBr+∫
ta∧t
ta∧s
(
P ′′Brx(PBrx)
3 + P ′BrxP
′
Brx(PBrx)
2 + P ′BrxPBrxP
′
BrxPBrx+ P
′
Brx(PBrx)
2P ′Brx
)
dr + ..
Indeed, every term in the second line yields four terms for the second derivative in the next
line. Taking the expectation it suffices to estimate the terms with the second derivative (using
the unusual normalization dr instead of 12dr). Thus a uniform bound for A
1/2x in the 4 norm
implies that
|τ(x4t )− τ(x4s)| ≤ CE|ta ∧ t− ta ∧ s| ≤ C|t− s|max{‖Ax‖24‖x‖24 + ‖A2x‖4‖x‖34} .
For the second term we observe that
τ(x3txs) = Eτ
(
πta∧t((PBta∧tx)
3)πta∧s(PBta∧sx)
)
= Eτ
(
(PBta∧tx)
3Tta∧t−ta∧sPBta∧sx
)
.
We have to invoke the Itoˆ formula for
(PBta∧tx)
3 = (PBta∧sx)
3
+
∫
ta∧t
ta∧s
(P ′Brx(PBrx)
2 + PBrxP
′
BrxPBrx+ (PBrx)
2P ′Brx)dBr
+
∫
ta∧t
ta∧s
(
P ′′Brx(PBrx)
2 + P ′BrxP
′
BrxPBrx+ P
′
BrxPBrxP
′
Brx
)
dr + ..
Here we use P ′′s for
d2
ds2Ps. The first term vanishes again due to the martingale property. Then
we use
‖TrPBta∧sx− PBta∧sx‖4 ≤ ‖Trx− x‖4 = ‖
∫ r
0
TsAx‖4 ≤ r‖Ax‖4
in
Eτ
(
(PBta∧tx)
3Tta∧t−ta∧sPBta∧sx
)− Eτ((PBta∧sx)4)
= Eτ
(
(PBta∧tx)
3PBta∧sx
)− Eτ((PBta∧sx)4)+ τ((PBta∧tx)3(Tta∧t−ta∧s − I)PBta∧sx) .
Applying Itoˆ’s formula for PBta∧tx we find an estimate of the form
|τ(x3txs)− τ(x4s)| ≤ |t− s|(‖x‖34‖A2x‖4 + ‖x‖34‖Ax‖4)
for A2x,Ax ∈ L4. For the last term we have
τ(x2tx
2
s) = Eτ((PBta∧tx)
2Tta∧t−ta∧s(PBta∧sx)
2) .
The Itoˆ formula for (PBta∧tx)
2 is simpler than above. According to our assumption
‖(Tta∧t−ta∧s − I)((PBta∧sx)2)‖2 ≤ C|ta ∧ t− ta ∧ s| ≤ C|t− s| .
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Therefore the martingale satisfies the assumption of the noncommutative Kolmogorov theorem
due to [G L85]. Finally, let us assume that Γ2 ≥ 0. Then we use AˆPx = 0 and conlcude for
selfadjoint x that
A(PsxPsx) = Aˆ(PsxPsx) +
d
ds
(Psx)
2 = 2Γˆ(Psx, Psx) + PsxP
′
sx+ P
′
sxPsx
= 2Γ(Psx, Psx) + 2P
′
sxP
′
sx+ PsxP
′
sx+ P
′
sxPsx .
This implies with 0 ≤ Γ(Psx, Psx) ≤ PsΓ(x, x) and Ho¨lder’s inequality that
‖A(PsxPsx)‖2 ≤ 2‖Γ(x, x)‖2 + 2‖A1/2x‖24 + 2‖x‖4‖A1/2x‖4 .
Thus for x ∈ A, we have Γ(x, x) ∈ A and hence a uniform estimate in s.
The main advantage of the probabilistic model is that it allows to consider time and space
derivatives simultaneously. Let us recall that in the space hcp, 1 ≤ p <∞, we have an orthogonal
projection P br on the space of martingales
hbrp = {
∫
xsdBs : (xs) adapted}
Of course, we have to read
∫
xsdBs as a stochastic integral approximated by
∑
sj
xsj(Bsj+1−Bsj).
We refer to the classical literature for approximation of the stopped process
(
∫
xsdBs)ta =
∫
ta
0
xsdBs
which remains in hbrp . Let us consider a martingale zt ∈ L∞(Ω)⊗¯N . Then the brownian
projection zt is the unique martingale bt ∈ hbrp such that
〈b,
∫
xsdBs〉t = 〈z,
∫
xsdBs〉t
holds for every adapted process x. Let us consider for example the simple tensor z = f ⊗ y. We
may assume
EBs (f) =
∫ s
0
g(r)dBr
Let zs = Eˆs(z). Note that
zs+h − zs = EBs+h(f)ys+h − EBs (f)⊗ ys
= (EBs+h(f)− EBs (f))ys + EBs (f)(ys+h − ys) + (EBs+h(f)− EBs (f))(ys+h − ys) .(3.4)
Thus for m = xs(Bs+h −Bs) we find
Eˆs((m
∗
s+h −m∗s)(zs+h − zs)) = x∗sEˆs((Bs+h −Bs)(zs+h − zs))
= x∗sEˆs((Bs+h −Bs)(EBs+h(f)− EBs (f))ys + x∗sEˆs((Bs+h −Bs)EBs (f)(ys+h − ys))
+ x∗sEˆs((Bs+h −Bs)(EBs+h(f)− EBs (f))(ys+h − ys))
= x∗s
∫ s+h
s
g(r)dr ys .
Indeed, for the two additional terms we use commutativity and Eˆs = E
B
s ⊗ Es. This yields 0
in both cases. Thus in general we find
〈
∫
asdBs, z〉t =
∫ t
0
g(r)Er(y)dr and bt =
∫ t
0
g(r)Er(y)dBr .
28 M. JUNGE AND T. MEI
This shows us how to extend the projection P br by linearity. Since this procedure is less known
in the non-commutative context we shall also show continuity with respect to the hp norm. We
come back to (3.4) and observe as above with the help of orthogonality that
Eˆs((zs+h − zs)∗(zs+h − zs)) = Eˆs(((EBs+h(f)− EBs (f))ys)∗(EBs+h(f)− EBs (f))ys)
+ Eˆs((E
B
s (f)(ys+h − ys))∗EBs (f)(ys+h − ys))
+ Eˆs(((E
B
s+h(f)− EBs (f))(EBs+h(f)− EBs (f))(ys+h − ys))∗(ys+h − ys)) .
For the last term we get
Eˆs(((E
B
s+h(f)−EBs (f))(EBs+h(f)− EBs (f))(ys+h − ys))∗(ys+h − ys))
=
∫ s+h
s
g(r)dr Es((ys+h − ys)∗(ys+h − ys)) .
However, the Burkolder inequality implies that
‖
∑
j
Esj(|ysj+1 − ysj |2)‖p/2 ≤ c(p)‖y‖2p .
Thus for bounded g, the last term vanishes as long as the mesh size of the partition goes to 0.
This yields
〈z, z〉t = 〈b, b〉t + 〈
∫ ∞
0
Es(f)dys,
∫ ∞
0
Es(f)dys〉t .
By approximation and linearity we deduce that
〈P br(z), P br(z)〉t + 〈(I − P br)(z), (I − P br)(z)〉t = 〈z, z〉t .(3.5)
Lemma 3.10. Let 1 < p < ∞. Then P br and (I − P br) are bounded, selfadjoint preserving
maps on Lp(Mˆ ).
Proof. By duality it suffices to consider 2 ≤ p < ∞. We see that on a dense set of martingales
of the form z =
∑
j fj ⊗ yj, the images P br(z) have continuous path and satisfy
〈P br(z), P br(z)〉t ≤ 〈z, z〉t .
Thus the Burkholder-inequalities imply that
‖P br(z)‖hcp ≤ ‖z‖hcp ≤ c(p)‖z‖p .
Note that that P br(z∗) = P br(z)∗. Since P br(z) has continuous path we deduce from [JK] that
‖P br(z)‖Lp ≤ c1(p) ‖z‖hp ≤ c1(p)c(p)‖z‖p .
The assertion follows by density. Moreover, the jump parts of z are mapped to (I −P br)(z).
Lemma 3.11. Let x ∈ N , then
i) 〈P brρa(x), P brρa(x)〉t = 2
∫
ta∧t
0 πˆr(|P ′x|2)dr;
ii) 〈(Id− P br)ρa(x), (Id − P br)ρa(x)〉t = 2
∫
ta∧t
0 πˆr(Γ(Px, Px))dr.
Proof. According to Proposition 3.3 and (3.5)it suffices to show that
(3.6) 〈P br(πta(x)), P br(πta(x))〉 = 2
∫ t∧ta
0
πˆs(|P ′x|2)ds .
We deduce from
〈nt,mt〉s = 〈n,m〉s∧t
that P br commutes with stopping times. Therefore it suffices to consider the martingalemt(x) =
πˆt(Px) +
∫ t
0 πˆs(AˆPx)ds = πˆt(Px) and calculate the component corresponding to the brownian
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motion. By approximation it suffices to consider n = (y ⊗ f)(Bs+h −Bs) such that f is a Σs-
measurable bounded function. Let Ft : M → N be the conditional expectation corresponding
to the trace preserving map πt and y˜ = Fs+h(y) ∈ N . Let µ be the spectral measure such that
τ(y˜f(A)x) =
∫ ∞
0
f(λ)dµ(λ) .
Then we have
Eτ((y ⊗ f)(Bs+h −Bs)πs+h(PBs+hx))
= E(Bs+h −Bs)fτN (Fs+h(y)PBs+hx) =
∫ ∞
0
E(Bs+h −Bs)fe−
√
λBs+hdµ(λ) .
To be more precise, we replace g(t) = Ptx by a function h(−
√
At)x such that h(z) = ezvε(z)
such that vε(z) vanishes at 0 and converges to 1 as ε goes to 0. Using a stopping time t
δ
a which
stops the brownian motion at δ > 0 this calculation can be justified. By Itoˆ’s formula we have
e−
√
λBs+h = e−
√
λBs −
√
λ
∫ s+h
s
e−
√
λBrdBr + λ
∫ s+h
s
e−
√
λBrdr .
This yields
Eτ((y ⊗ f)(Bs+h −Bs)πs+h(PBs+hx)) = Eτ((y ⊗ f)(Bs+h −Bs)πs+h(PBs(x))
+
∫ s+h
s
Eτ((y ⊗ f)πs+h(P ′Brx)) 2dr +
∫ s+h
s
Eτ((y ⊗ f)(Bs+h −Bs)πs+h(P ′′Brx))dr
=
∫ s+h
s
Eτ((y ⊗ f)πs+h(P ′Brx))dr
+
∫ s+h
s
Eτ((y ⊗ f)(Bs+h −Br)πs+h(P ′′Brx)) +
∫ s+h
s
Eτ((y ⊗ f)(Br −Bs)πs+h(P ′′Brx))dr .
By independence the last two terms are 0. Note that
‖πs+h(y)− πr(y)‖22 = 2(τ(y∗y)− τ(Ts+h−r(y)∗y)) ≤ (s+ h− r)‖Ay‖2‖y‖2
implies
1Br>0‖πs+h(P ′Brx)− πr(P ′Bry)‖22 ≤ (s+ h− r)‖A2y‖2‖Ay‖2 .
Thus by continuity, we obtain
bt =
∫ t
0
πr(P
′
Brx)dBr .
Hence for the bracket, we deduce (3.6) (with d〈Br, Br〉 = 2dr).
Lemma 3.12. Let x, y ∈ L2. Let Pr be the projection onto (ker(A))⊥. Then
lim
a→∞ τ(〈(I − P
br)ρa(x), (I − P br)ρa(y)〉ta) =
1
4
τ((I − Pr)(x)∗(I − Pr)(y)) .
Proof. By polarization we have
〈(Id − P br)πta(x), (Id − P br)πta(y)〉∞ = 2
∫ t∧ta
0
πˆsΓ(Px, Py)ds .
Thus taking the trace yields
τ(〈(Id− P br)πta(x), (Id − P br)πta(y)〉∞)
= 2E
∫
ta
0
τ(πˆsΓ(Px, Py))ds = 2E
∫
ta
0
τ(PBsx
∗APBsy)ds .
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Again, we may use polarization and hence it suffices to establish the result for x = y. Let dEλ be
the spectral measure of A and ωx(T ) = (x, Tx). We use the well-known formula (see [Bak85b])
(3.7) E
∫
ta
0
f(Bs)ds =
∫ ∞
0
min(a, s)f(s)ds .
This implies
E
∫
ta
0
τ(PBsx
∗APBsx)ds = E
∫
ta
0
(x, P2BsA(x))ds
=
∫ ∞
0
E
∫
ta
0
e−2
√
λBsλdsωx(dEλ) =
∫ ∞
0
∫ ∞
0
min(s, a)e−2
√
λsdsωx(dEλ) .
For lima→∞ we find
λ
∫ ∞
0
e−2
√
λssds =
1
4
∫ ∞
0
e−2
√
λs(2
√
λs)2
ds
s
=
1
4
for λ > 0 and equals 0 else. Thus we get
lim
a→∞ τ(〈(Id − P
br)πta(x), (Id − P br)πta(x)〉∞) =
1
2
〈(I − Pr)(x), (I − Pr)(x)〉 .
Thus the general formula is established by polarization.
The next Lemma deals with Hardy spaces and follows closely Bakry’s proof.
Lemma 3.13. Assume that Γ2 ≥ 0 and (Tt) admits Markov dilation path. Then
sup
a
‖(I − P br)ρa(A1/2x)‖Hcp ≤ c(p) ‖Γ(x, x)
1
2‖p .
holds for 2 < p <∞.
Proof. Let x ∈ A. We consider the function
f(s) = Γ(Psx, Psx)
and claim that yt = πˆt(f) is a submartingale. Indeed, we know that
mt(f) = πt(f) +
∫ t
0
πˆr(Aˆf)dr
is a martingale. This implies that
Es(πˆt(f)) = Es(mt(f))− Es(
∫ t
0
πˆr(Aˆf)dr) = ms(f)− Es(
∫ t
0
πˆr(Aˆf)dr) .
Let us calculate the right hand side:
∂f
∂s
(s) = Γ(P ′sx, Psx) + Γ(Psx, P
′
sx)
and hence
∂2f
∂s2
(s) = Γ(P ′′s x, Psx) + Γ(Psx, P
′′
s x) + 2Γ(P
′
sx, P
′
sx)
= Γ(APsx, Psx) + Γ(Psx,APsx) + 2Γ(P
′
sx, P
′
sx) .
Therefore we obtain
(3.8) − Aˆ(f) = ( ∂
2
∂s2
−A)(f) = 2Γ2(Psx, Psx) + 2Γ(P ′sx, P ′sx) .
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The same equation will allow us to estimate the increasing part of the bracket yt defined as the
limit of
(3.9) 〈y〉t = lim
σ
∑
j
Etj (ytj+1 − ytj)
where the limit is taken along some ultrafilter on partitions of the interval [0, t]. Let rt =∫ t
0 πˆs(Aˆf)ds. Clearly, the bracket operation vanishes on the martingale part. We obtain
Etj (
∫ tj+1
tj
πˆs(Aˆf)ds) =
∫ tj+1
tj
πˆtj (Tˆs−tj Aˆf)ds = πtj (f − Tˆtj+1f) ≈ −(tj+1 − tj)πtj (Aˆf) .
Thus by Lp continuity of πˆs(Aˆf) we find
〈y〉t =
∫ t
0
πˆs(2Γ
2(Psx, Psx) + 2Γ(P
′
sx, P
′
sx))ds .
This does not change if we add stopping times, i.e. we have
〈yta〉t = 2
∫ t∧ta
0
πˆs(Γ
2(Psx, Psx))ds + 2
∫ t∧ta
0
πˆs(Γ(P
′
sx, P
′
sx))ds
≥ 〈(I − P br)(πta(A1/2x)), (I − P br)(πta(A1/2x))〉t .
According to Lemma 1.2 we find with p/2 > 1 that
(3.10) ‖〈y〉ta‖p
2
≤ cp‖yta‖p
2
.
It is time to apply subharmonicity again. Now in the form
Γ(Psx, Psx) ≤ Ps(Γ(x, x)) .
Therefore
πˆta(Γ(Px, Px)) ≤ πˆta(PΓ(x, x)) = ρa(Γ(x, x)) .
Now, we note that πta : N →M is a trace preserving ∗-homomorphism. This implies
‖ρa(Γ(x, x))‖p
2
= ‖Γ(x, x)‖p
2
.
We deduce that
‖(I − P br)ρa(A1/2x)‖hcp ≤ c(p)‖〈(I − P br)ρax, (I − P br)ρax〉‖
1/2
p/2 ≤ c′(p)‖Γ(x, x)
1
2 ‖p .
We may replace the hcp norm by the H
c
p norm, because ρa(x) and P
br(ρa(x)) have continuous
path. Thus I − P br(ρa(x)) also has continuous path.
We are now well-prepared for our main result on Riesz transforms.
Theorem 3.14. Let Tt be a completely positive selfadjoint semigroup with negative generator
A, which admits a Markov dilation and satisfies Γ2 ≥ 0. Let 2 < p <∞. Then
‖A 12x‖p ≤ cp max{‖Γ(x, x)
1
2‖p, ‖Γ(x∗, x∗)
1
2 ‖p}
holds for all x.
Proof. Let δ > 0. Using the fact that Pr is a contraction, we may find y0 ∈ Lp′(N) such that
Pr(y0) = 0, ‖y0‖p′ ≤ 1 and
(3.11) ‖A1/2x‖p ≤ 2(1 + δ)|τ(y∗0A1/2x)| .
By approximation we may assume that y0 ∈ L2(N) and still satisfies (3.11). Since rg(A1/2) =
ker(A1/2)⊥ = (ker(A))⊥ we may approximate y0 by A1/2y ∈ Lp′(N) such that ‖A1/2y‖p′ ≤ 1
and
‖A1/2x‖p ≤ 3|τ(A1/2y∗A1/2x)| .
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We fix a > 0 and according to [JK] we decompose ρa(A
1/2y) = mc +mr +md such that
‖mc‖hc
p′
+ ‖mr‖hr
p′
+ ‖md‖hd
p′
≤ c(p′) ‖ρa(A1/2y)‖p′ ≤ 2c(p′) .
Since ρa(A
1/2x) has continuous path (see Lemma 3.9), we know that
〈m∗d, (I − P br)ρa(A1/2x)〉 = 0 .
Therefore we obtain from Lemma 3.13 that
|Eτ((I − P br)ρa(A1/2y∗)(I − P br)(ρa(A1/2x))|
= |Eτ((m∗c +m∗r +m∗d)(I − P br)(ρa(A1/2x))|
= |Eτ(((I − P br(mc)∗ + (I − P br)(m∗r))(I − P br)(ρa(A1/2x))|
= |Eτ(〈mc, (I − P br)(ρa(A1/2x)〉)|+ |Eτ(〈m∗r , (I − P br)(ρa(A1/2x∗)〉)|
≤ ‖mc‖hc
p′
‖(I − P br)(ρa(A1/2x))‖hcp + ‖m∗r‖hcp′‖(I − P
br)(ρa(A
1/2x∗))‖hcp
≤ c(p′)c(p)‖ρa(A1/2y)‖p′(‖Γ(x, x)
1
2 ‖p + ‖Γ(x∗, x∗)
1
2 ‖p) .
Note that (I − Pr)(A1/2x) = A1/2x. Therefore Lemma 3.12 shows that
|τ(A1/2y∗A1/2x)| ≤ 4 lim
a→∞ |Eτ((I − P
br)ρa(A
1/2y∗)(I − P br)(ρa(A1/2x))|
≤ 8c(p′)c(p)(‖Γ(x, x) 12‖p + ‖Γ(x∗, x∗)
1
2‖p) .
By our choice of y we deduce the assertion.
As a further application we compare the martingale Hp-norms and the semigroup Hp-norms
from [JLMX06].
Theorem 3.15. Let 2 ≤ p <∞ and Γ2 ≥ 0 and κ > 1.
i) Then
‖x‖Hcp ∼c(p) lima ‖P
brρκa(x)‖hcp ∼c˜(p) lima ‖ρ
κ
a(x)‖Hcp .
ii) If moreover, the assumption of Lemma 2.4 or Lemma 2.6 is satisfied, then
‖x‖Hcp ∼c(p) lima ‖(I − P
br)ρκa(x)‖hcp .
and
‖A1/2x‖Hcp(P ) ≤ c(p)‖Γ(x, x)
1
2 ‖p .
Proof. Let us start with an easy application of Theorem 3.6, namely the condition Γ2 ≥ 0
implies
‖
∫ ∞
0
Γˆ(Psx, Psx)s
2ds
s
‖1/2p/2 = (κ+ 1)‖
∫ ∞
0
Γˆ(P(κ+1)sx, P(κ+1)sx)sds‖1/2p/2
≤ (κ+ 1) ‖
∫ ∞
0
PsΓˆ(Pκsx, Pκsx)sds‖1/2p/2
≤ (κ+ 1) lim
a
‖
∫ ∞
0
PsΓˆ(Pκsx, Pκsx)min(s, a)sds‖1/2p/2 ≤ (κ+ 1) lima ‖ρ
κ
a(x)‖hcp .
The converse is given by Theorem 3.6. The same argument in combination with Lemma 3.11
also shows that
‖
∫ ∞
0
|P ′sx|2sds‖1/2p/2 ∼c(p,κ) lima ‖P
brρκa(x)‖hcp
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and
‖
∫ ∞
0
Γ(Psx, Psx)sds‖1/2p/2 ∼c(p,κ) lima ‖(I − P
br)ρκa(x)‖hcp .
We refer to [Jun08] for
‖
∫ ∞
0
Γ(Psx, Psx)sds‖1/2p/2 ≤ c(p)‖x‖Hcp(P ) .
Assuming the condition of Lemma 2.6 for Γ or under the assumption of Lemma 2.4 we have
‖
∫ ∞
0
Γ(Tsx, Tsx)sds‖1/2p/2 ≤ c(p)‖
∫ ∞
0
Γ(Psx, Psx)sds‖1/2p/2 .
Thus Theorem 2.9 iii) yields the missing estimate in ii), because the Hcp(P ) and H
c
p(T ) are
comparable, see again [Jun08]. In that situation the last assertion follows from Lemma 3.13.
4. BMO spaces
In the recent years the theory of BMO spaces has been extended to semigroups of positive
operators on Rn assuming that their kernels satisfy certain regularity conditions (see [DY05a]).
In this part we compare different candidates for the BMO-norm. Our main motivation is the
Garsia norm for the Poisson semigroup on the circle. In full generality we define for a semigroup
Tt of completely positive maps the norm
‖x‖BMOc(T ) = sup
t
‖Tt|x|2 − |Ttx|2‖1/2∞ .
Lemma 4.1. Let (Tt) be a semigroup of completely positive maps on a von Neumann algebra.
Then BMOc(T ) defines a normed space. Moreover, if (Tt) has a reversed martingale dilation
and Γ2 ≥ 0, then the reversed martingale (πs(Ts)) satisfies
‖π0(x)‖bmoc = ‖x‖BMOc(T ) .
Proof. Let us fix t > 0 and define the homogenous expression ‖x‖t = ‖Tt|x|2 − |Ttx|2‖1/2. Let
d = Tt(1) and e the support projection of d. It is easy to see that Tt(N) ⊂ eNe = M . Then
T˜t(x) = d
−1/2Tt(x)d−1/2 is a well-defined unital completely positive map T˜t : N → M . Let
N ⊗Tt M be the Hilbert C∗-module over M with M inner product
〈a⊗ b, c⊗ d〉 = b∗T˜t(a∗c)d .
Since T˜t is unital we obtain
∗-homomorphism π : N → L(N ⊗T˜t M) ∼= Mult(K(ℓ2) ⊗M) such
that
T˜t(x) = e11π(x)e11 .
This implies
Tt(x) = d
1/2e11π(x)e11d
1/2 .
Therefore we get
Tt(x
∗x)− Tt(x∗)Tt(x) = d1/2e11π(x)∗π(x)e11d1/2 − d1/2e11π(x)∗e11d1/2d1/2e11π(x)e11d1/2
= d1/2e11π(x)
∗(1− e11de11)π(x)e11d1/2 .
This implies that the linear map u : N → L(N ⊗T˜t M) defined by
u(x) = (1− e11de11)
1
2π(x)e11d
1/2
is an isometric embedding of N equipped with the norm ‖ ‖t. An alternative proof can be
derived from (2.2)
Tt|x|2 − |Ttx|2 = 2
∫ t
0
Tt−sΓ(Tsx, Tsx)ds .
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Thus the GNS construction for the positive form Tt−sΓ allows us to find linear maps uts : N →
C(N) such that
Tt|x|2 − |Ttx|2 =
∫ t
0
|uts(x)|2ds .
This provides an embedding in Lc2([0, t])⊗minC(N). Now, we assume that Tt admits a martingale
dilation as in section 1. We consider the martingale ms = πs(Tsx) = E[s(π0(x)) (see Lemma
2.1). The part ii) shows that
E[t(〈m,m〉0 − 〈m,m〉t) = 2E[t
∫ t
0
πs(Γ(Tsx, Tsx))ds = 2πt
∫ t
0
Tt−s(Γ(Tsx, Tsx))ds
= πt(Tt|x|2 − |Ttx|2) .
Taking the supremum over all t, we deduce the assertion.
The BMO norm for the probabilistic model is closely related to the associated Poisson semi-
group.
Proposition 4.2. Let (Tt) be a semigroup with a Markov dilation.
i) Let x ∈ N and a > 0. Then
‖x‖BMOc(P ) = ‖ρa(x)‖BMOc .
ii) 190‖P brρa(x)‖bmoc ≤ supb ‖
∫∞
0 Pb+s|P ′s|2min(s, b)ds‖
1
2 ≤ 2‖P brρa(x)‖bmoc .
iii) Assume Γ2 ≥ 0. Then
1
90
‖(I−P br)ρa(x)‖bmoc ≤sup
b
‖
∫ ∞
0
Pb+sΓ(Psx, Psx)min(s, b)ds‖
1
2 ≤ 2‖(I−P br)ρa(x)‖bmoc .
Proof. We recall that Eˆt(ρa(x)) = πˆta∧t(Px) and ρa(x) = πta(x). Hence we get
Eˆt(|ρa(x)|2)− |Eˆt(ρa(x))|2 = πta∧t(PBta∧t |x|2 − |PBta∧tx|2) ,
for ta(ω) > t. Thus in any case we have
ess sup
ω
‖Eˆt(|ρa(x)|2)− |πˆta∧t(Px)|2‖ ≤ sup
s
‖πta∧t(Ps|x|2 − |Psx|2)‖ ≤ ‖x‖2BMOc(P ) .
However, for t = 0 we recall that B0(ω) = a almost everywhere. This means Bt = a+ B˜t where
B˜t is a centered brownian motion. Since lim supt |B˜t|/
√
2t log log t = 1, we know that with
probability 1 the process |B˜t| exceeds a. Thus with probability 1 the process Bt hits 0 or 2a.
Hence with probability 12 the process hits 2a before it hits 0. Let us assume that Bt(ω)(ω) = 2a
and Bs(ω) > 0 for 0 < s < t(ω). By starting a new brownian motion at t(ω), we see with
conditional probability 12 we have Bt′(ω) = 4a for some t(ω) < t
′(ω) and Bs(ω) > 0 for all
t(ω) < s < t′(ω). By induction we deduce that with probability 2−n the process Bt hits 2na
before it hits 0. Thus given any b > 0, we may choose n such that 2na > b. We see that with
positive probability there exists tn(ω) such that Btn(ω) = 2
na and Bs(ω) > 0 on [0, tn(ω)] and Bs
is continuous. By continuity there exists t(ω) ∈ [tn(ω), ta(ω)] such that Btω = b. In particular,
‖Eˆt(ω)(|ρa(x)|2)− |πˆta∧t(Px)|2‖ = ‖πt(ω)(PBt(ω) |x|2 − |PBt(ω)x|2)‖ = ‖Pb|x|2 − |Pbx|2‖ .
Taking the supremum over all b yields i). For the proof of iii) we first apply Lemma 3.11 and then
Lemma 3.5. This immediately yields the first inequality (after a concise review of the involved
constant for β = 23). For the upper estimate of this term, we recall that with positive probability
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every value b is hit. Then we start in (3.3) for a fixed b = Bt(ω). We use the monotonicity
Pb+s(z)
b+s ≤ Pt(z)t and find
E
∫
tb
0
Ts(Γ(PB˜sx, PB˜sx))ds =
1
2
∫ ∞
0
∫ b+s
|b−s|
PtΓ(Psx, Psx)dtds
≥ 1
2
∫ ∞
0
Pb+sΓ(Psx, Psx)
b+ s
(∫ b+s
|b−s|
tdt
)
ds =
∫ ∞
0
Pb+sΓ(Psx, Psx)
b+ s
bs ds
≥ 1
2
∫ ∞
0
Pb+sΓ(Psx, Psx)min(b, s)ds .
The proof of ii) is similar but we only need |Ptz|2 ≤ Pt|z|2 instead of Γ2 ≥ 0.
Proposition 4.3. Let (Tt) be a semigroup of completely positive selfadjoint maps and (Pt) the
associated Poisson semigroup. Let x ∈ A. Then
i) Pb|x|2 − |Pbx|2 =
∫∞
0
∫ b
max{0,v−b} Pb+2u−sΓˆ(Psx, Psx)duds, and, assuming Γ
2 ≥ 0,
1
4
∫ ∞
0
Pb+sΓˆ(Psx, Psx)min(s, b)ds ≤ Pb|x|2−|Pbx|2 ≤ 180
∫ ∞
0
P b
3
+sΓˆ(Psx, Psx) min(
b
3
, s)ds ;
ii) supb ‖
∫∞
0 Pb+s|P ′sx|2min(s, b)ds‖ ≤ 4 ‖x‖2BMOc(P );
iii) supb ‖
∫∞
0 Pb+sΓ(Psx, Psx)min(s, b)ds‖ ≤ 4 ‖x‖2BMOc(P ) provided Γ2 ≥ 0.
Proof. For the proof of i) we recall from (2.2) applied to Pt that
Pb|x|2 − |Pbx|2 = 2
∫ b
0
Pb−sΓA1/2(Psx, Psx)ds .
We recall from [Jun08] that
ΓA1/2(y, y) =
∫ ∞
0
PtΓ(Pty, Pty)dt+
∫ ∞
0
Pt|P ′ty|2dt
holds for y ∈ A. Combining these equations we obtain with a change of variables (v = s + t,
u = t)
Pb|x|2 − |Pbx|2 = 2
∫ b
0
∫ ∞
0
Pb−s+tΓˆ(Ps+tx, Ps+tx)dtds
= 2
∫ ∞
0
∫ v
max{0,v−b}
Pb−v+2uΓˆ(Pvx, Pvx)dudv(4.1)
We apply Γˆ2 ≥ and monotonicity 1.3 and split the integral
2
∫ ∞
0
∫ v
max{0,v−b}
Pb−v+2uΓˆ(Pvx, Pvx)dudv
≥ 2
∫ ∞
0
∫ v
max{0,v−b}
Pb+2uΓˆ(P2vx, P2vx)dudv
≥ 2
∫ ∞
0
(∫ v
max{0,v−b}
b+ 2u
b+ 2v
du
)
Pb+2vΓˆ(P2vx, P2vx)dv
=
∫ ∞
0
2bv + 4v2 − 2bmax{0, v − b} − 4max{0, v − b}2
2(b+ 2v)
Pb+2vΓˆ(P2vx, P2vx)dv
≥
∫ b
0
Pb+2vΓˆ(P2vx, P2vx)vdv +
∫ ∞
b
4bv
2(b+ 2v)
Pb+2vΓˆ(P2vx, P2vx)dv
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≥ 1
2
∫ b
0
Pb+2vΓˆ(P2vx, P2vx)2vdv +
1
2
b
∫ ∞
b
Pb+2vΓˆ(P2vx, P2vx)dv
≥ 1
2
∫ ∞
0
Pb+2vΓˆ(P2vx, P2vx)min(2v, b)dv .
Without Γ2 ≥ 0 we only obtain
Pb|x|2 − |Pbx|2 ≥ 1
2
∫ ∞
0
Pb+2v |P ′2vx|2min(2v, b)dv =
1
4
∫ ∞
0
Pb+v|P ′vx|2min(v, b)dv .
This yields iii) and iv). To complete the proof of i) we start with (4.1) and the Γ2 condition:
Pb|x|2 − |Pbx|2 = 2
∫ ∞
0
∫ v
max{0,v−b}
Pb−v+2uΓˆ(Pvx, Pvx)dudv
≤ 2
∫ ∞
0
∫ v
max{0,v−b}
Pb− v
3
+2uΓˆ(P v
3
x, P v
3
x)dudv
= 2
∫ b
0
∫ v
0
Pb−v+2uΓˆ(Pvx, Pvx)dudv + 2
∫ ∞
b
∫ v
v−b
Pb−v+2uΓˆ(Pvx, Pvx)dudv = I + II .
For v ≥ b we have
b+ v
3
≤ b− v
3
+ 2u ≤ 5
3
(b+ v) .
Thus monotonicity implies
II ≤ 2
∫ ∞
0
∫ v
v−b
Pb− v
3
+2uΓˆ(P v
3
x, P v
3
x)dudv ≤ 10b
∫ ∞
b
P b+v
3
Γˆ(P v
3
x, P v
3
x)dv
= 90
∫ ∞
b
3
P b
3
+sΓˆ(Psx, Psx)min(s,
b
3
) ds .
In the range v ≤ b and 0 ≤ u ≤ v we also have
b+ v
3
≤ b+ 2u− v
3
≤ 5
3
(b+ v) .
Again by monotonicity and with s = v3 we obtain
I ≤ 10
∫ b
0
P b+v
3
Γˆ(P v
3
x, P v
3
x) vdv = 90
∫ b
3
0
P b
3
+sΓˆ(Psx, Psx) sds .
This yields
Pb|x|2 − |Pbx|2 ≤ 180
∫ ∞
0
P b
3
+sΓˆ(Psx, Psx) min(
b
3
, s)ds .
We will now study different BMO norms motivated by the expressions above, namely
‖x‖BMOc(Γˆ) = sup
b
‖Pb
∫ b
0
Γˆ(Psx, Psx)sds‖
1
2∞ ,
‖x‖BMO∗c (T ) = sup
t
‖Tt|x− Ttx|2‖1/2 .
The second norm has been introduced in [Mei08], motivated by the expression
‖f‖BMO1 = sup
z
Pz(|f − f(z)|) .
We also noticed that it was studied in the commutative case in [DY05b]. With respect to
‖ ‖BMO1 it is easy to show that the conjugation operator is bounded from L∞ to BMO. Here
f(z) gives the value of the harmonic extension in the interior of the circle (see [Gar07]). This
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means in f − f(z), f(z) is considered as a constant function. In some sense x− Ptx is similar,
but clearly Ptx still is a function, even when Ptx is the Poisson integral of f .
Lemma 4.4. Let (Tt) be a semigroup satisfying Γ
2 ≥ 0. Then
1
4
||x||2
BMOc(Γˆ)
≤ || sup
t
∫ ∞
0
Ps+tΓˆ(Psx, Psx)min(s, t)ds||2∞ ≤ 32 ||x||2BMOc(Γˆ).
Proof. For the first estimate we note that due to Γ2 ≥ 0 we have
‖
∫ t
0
PtΓˆ(Pvx, Pvx)vdv‖∞ ≤ ‖
∫ t
0
P v
2
+tΓˆ(P v
2
x, P v
2
x)vdv‖∞ = 4‖
∫ t
2
0
Ps+tΓˆ(Psx, Psx)sds‖∞
≤ 4‖
∫ ∞
0
Ps+tΓˆ(Psx, Psx)min(s, t)ds‖∞.
For the other argument we use a dyadic decomposition. Indeed, according to Proposition 1.3,
we have
2ntPs+t
s+ t
Γˆ(Psx, Psx) ≤ P2ntΓˆ(Psx, Psx)
for s ≥ 2nt. This implies
1
2
∫ ∞
0
Ps+tΓˆ(Psx, Psx)min(s, t)ds ≤
∫ ∞
0
Ps+tΓˆ(Psx, Psx)
st
s+ t
ds
=
∫ 2t
0
PtΓˆ(Psx, Psx)
st
s+ t
ds +
∞∑
n=1
1
2n
∫ 2n+1t
2nt
2ntPs+t
s+ t
Γˆ(Psx, Psx)sds
≤
∫ 2t
0
PtΓˆ(Psx, Psx)sds+
∞∑
n=1
1
2n
∫ 2n+1t
2nt
P2ntΓˆ(Psx, Psx)sds
≤
∫ 2t
0
PtΓˆ(Psx, Psx)sds+
∞∑
n=1
1
2n
∫ 2n+1t
0
P2ntΓˆ(Psx, Psx)sds.
However, we can replace 2t by t using Γ2 ≥ 0 and Lemma 1.3:∫ 2t
0
PtΓˆ(Psx, Psx)sds ≤
∫ 2t
0
Pt+ s
2
Γˆ(P s
2
x, P s
2
x)sds = 4
∫ t
0
Pt+vΓˆ(Pvx, Pvx)vdv
≤ 8
∫ t
0
PtΓˆ(Pvx, Pvx)vdv .
Applying this argument for every 2n+1t, we deduce the assertion.
The next observation is true for arbitrary semigroups (Tt).
Proposition 4.5. Let (Tt) be a semigroup of completely positive maps. Then
i) ‖Tsx‖BMOc(T ) ≤ ‖x‖BMOc(T ) for all s > 0 and x ∈ N ;
ii) ‖x‖BMO∗c (T ) ≤ 2 ‖x‖BMOc(T ) + supt ‖Ttx− T2tx‖
1/2
∞ for all x ∈ N .
Proof. Let us start with i) and the pointwise estimate
0 ≤ Tt|Tsx|2 − |Tt+sx|2 ≤ Tt+s|x|2 − |Tt+sx|2 .
By definition of the BMOc(T ) norm this implies
‖Tsx‖BMOc(T ) = sup
t
‖Tt|Tsx|2 − |Tt+sx|2‖
1
2∞ ≤ sup
t
‖Tt+s|x|2 − |Tt+sx|2||
1
2∞ ≤ ‖x‖BMOc(T ) .
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For the proof of ii), we fix t > 0 and use the triangle inequality (see Lemma 4.1):
‖Tt|x− Ttx|2‖∞ ≤ ‖Tt|x− Ttx|2 − |Tt(x− Ttx)|2‖∞ + ‖ |Tt(x− Ttx)|2‖∞
≤ ‖x− Ttx‖2BMOc(T ) + ‖|Tt(x− Ttx)|2‖∞
≤ 2‖x‖2BMOc(T ) + 2‖Ttx‖2BMOc(T ) + ‖Tt(x− Ttx)‖2∞
We apply (i) and obtain
‖Tt|x− Ttx|2‖∞ ≤ 4‖x‖2BMOc(T ) + ‖Tt(x− Ttx)‖2∞.
Taking supremum over t yields the assertion.
Our next goal is to show that the BMOc(P )-norm is in fact larger than the BMO
∗
c (P )-norm.
Lemma 4.6. Let a > 1. Then
sup
t
‖Ptx− Patx‖ ≤
√
2(1 + log 3
2
a)‖x‖BMOc(ΓˆA).
Proof. For t fixed, we have the
|P3tx− P2tx|2 ≤ P 3t
2
(|P 3t
2
x− P t
2
x|2) = P 3t
2
(|
∫ 3t
2
t
2
P ′sxds|2)
≤ P 3t
2
(t
∫ 3t
2
t
2
|P ′sx|2ds) ≤ 2P 3t
2
(
∫ 3t
2
t
2
|P ′sx|2sds) ≤ 2P 3t
2
(
∫ 3t
2
0
|P ′sx|2sds).
This implies in particular that
sup
t
‖Ptx− P 3t
2
x‖∞ ≤
√
2‖x‖BMOc(Γˆ).
For 1 < a ≤ 32 , choose b ≥ 0 such that a−b1−b = 32 . Then we obtain
‖ |Ptx− Patx|2‖∞ ≤ ‖Pbt|P(1−b)t(x)− P 3
2
(1−b)t(x)|2‖∞
≤ ‖|P(1−b)t(x)− P 3
2
(1−b)t(x)|2‖∞ ≤ 2 ‖x‖2BMOc(Γˆ) .(4.2)
We deduce
(4.3) ‖Pt(x)− Pat(x)‖∞ ≤
√
2 ‖x‖BMOc(ΓˆA)
for any 1 < a ≤ 32 . Consider now a > 32 . Let n be the integer part of log 32 a. We may use a
telescopic sum
Ptx− Patx = (Ptx− P 3t
2
x) + (P 3t
2
x− P 3
2
3t
2
x) + · · · (P( 3
2
)ntx− Patx) .
We apply (4.3) for every summand. Then the triangle inequality implies the assertion.
The careful reader will have observed that we need one extra estimate to complete the cycle.
Proposition 4.7. Let (Tt) be a semigroup satisfying Γ
2 ≥ 0. Then
‖x‖BMOc(Γˆ) ≤
18
3−√7 ‖x‖BMO∗c (P ) .
Proof. We fix x, t and split x = (x− P4tx) + P4tx. Then we have
‖
∫ ∞
0
Ps+tΓˆ(Psx, Psx)
st
s + t
ds‖
1
2∞ ≤ ‖
∫ ∞
0
Ps+tΓˆ(Ps(x− P4tx), Ps(x− P4tx)) st
s + t
ds‖
1
2∞
+ ‖
∫ ∞
0
Ps+tΓˆ(Ps+4tx, Ps+4tx)
st
s+ t
ds‖
1
2∞
NONCOMMUTATIVE RIESZ TRANSFORMS 39
For the first term we may apply Proposition 4.3i) for x′ = x − P4tx and obtain with sts+t ≤
min(s, t) that
‖
∫ ∞
0
Ps+tΓˆ(Ps(x− P4tx), Ps(x− P4tx))min(s, t)ds‖
1
2∞ ≤ 2 ‖Pt|x− P4tx|2‖1/2 .
The last term can be estimated by the BMO∗c -norm using the triangle inequality from Lemma
4.1 as follows
‖Pt|x− P4tx|2‖1/2 ≤ ‖Pt|x− Ptx|2‖1/2 + ‖Pt|Ptx− P2tx|2‖1/2 + ‖Pt|P2tx− P4tx|2‖1/2
≤ ‖Pt|x− Ptx|2‖1/2 + ‖P2t|x− Ptx|2‖1/2 + ‖P3t|x− Ptx|2‖1/2 ≤ 3‖x‖BMO∗c (P )(4.4)
For the tail estimate we apply again the Γ2 condition:
‖
∫ ∞
0
Ps+tΓˆ(Ps+4tx, Ps+4tx)
st
s+ t
ds‖
1
2∞ ≤ ‖
∫ ∞
0
Ps+t+3tΓˆ(Ps+tx, Ps+tx)
st
s + t
ds‖
1
2∞
= ‖
∫ ∞
t
Ps+3tΓˆ(Psx, Psx)
(s − t)t
s
ds‖
1
2∞ .
For s ≥ t we consider the function f(s) = (s−t)(s+3t)3s2 = 13 + ts [23 − ts ]. Note that f(t) = 0 and
for t ≤ s ≤ 32t we have f(s) ≤ 13 . For s ≥ 32t we f(s) ≤ 13 + 49 = 79 . Thus in any case
(s− t)t
s
≤ 7
9
3st
s+ 3t
.
Taking supremum over t, we obtain
sup
t
‖
∫ ∞
0
∫ ∞
0
Ps+tΓˆ(Psx, Psx)
st
s + t
ds‖
1
2∞
≤ 2 sup
t
‖Pt|x− P4tx|2‖1/2 +
√
7
3
sup
t
‖
∫ ∞
0
∫ ∞
0
Ps+3tΓˆ(Psx, Psx)
s3t
s+ 3t
ds‖
1
2∞ .
This implies
(1−
√
7
3
) sup
t
‖
∫ ∞
0
∫ ∞
0
Ps+tΓˆ(Psx, Psx)
st
s+ t
ds‖
1
2∞ ≤ 2 sup
t
‖Pt|x− P4tx|2‖
1
2
≤ 6 ‖x‖BMO∗c (P ) .
We may replace sts+t by min(s, t) with an additional factor 2. Hence the assertion follows from
Lemma 4.4.
Theorem 4.8. Let (Tt) be semigroup of completely positive maps satisfying Γ
2 ≥ 0. Then the
norms ‖ ‖BMOc(P ), ‖ ‖BMO∗c (P ) and ‖ ‖BMOc(Γˆ) are all equivalent on A.
Proof. According to Proposition 4.3 we know that
sup
t
‖
∫ ∞
0
Ps+tΓˆ(Psx, Psx)min(s, t)ds‖
1
2∞ ∼180 ‖x‖BMOc(P ) .
Then Lemma 4.4 implies that ‖ ‖BMOc(P ) and ‖ ‖BMOc(Γˆ) are equivalent. Proposition (4.7)
provides the upper estimate of ‖ ‖BMOc(Γˆ) against ‖ ‖BMO∗c (P ). Conversely, we deduce from
Proposition 4.5, Lemma 4.6, Lemma 4.4 and Proposition 4.3 i) that
‖x‖BMO∗c (P ) ≤ 2‖x‖BMOc(P ) + sup
t
‖Ptx− P2tx‖
≤ 2‖x‖BMOc(P ) +
√
2(1 + log 3
2
2)‖x‖BMOc(Γˆ)
≤ 2‖x‖BMOc(P ) + 2
√
2 2
√
6 ‖x‖BMOc(P ) = (2 + 8
√
3)‖x‖BMOc(P ) .
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Thus all the norms are equivalent on A.
We conclude this section with two results on interpolation which show that the BMO spaces
are indeed a good endpoints. Let us define
‖x‖BMO(T ) = max{‖x‖BMOc(T ), ‖x∗‖BMOc(T )}
and the space BMO(T ) as the completion of N with respect to that norm.
Theorem 4.9. Let (Tt) be a semigroup of completely positive maps with a Markov dilation and
Γ2 ≥ 0. Then
i) [BMO(T ), Lp(N)] 1
q
= Lpq(N);
ii) [BMO(P ), Lp(N)] 1
q
= Lpq(N).
holds for 1 ≤ p <∞, 1 < q <∞.
Proof. For both proofs we note that the trivial inclusion N ⊂ BMO implies
Lpq(N) ⊂ [BMO(N), Lp(N)] 1
q
.
For the converse in i) we consider the norm
‖π0(x)‖Lcpmo(N) = ‖ sup
t
πt(Tt|x|2 − |Ttx|2)‖1/2Lp/2 .(4.5)
Since Γ2 ≥ 0, we know that the reversed martingale mt(x) = πt(Tt(x)) has continuous path
and therefore
‖π0(x)‖LcpMO = lim|σ|,U ‖ supj Etj ](|π0(x)−mtj (x)|
2)‖p/2 = ‖x‖Lcpmo
holds for every ultrafilter on the set of partitions. For a fixed partition and a reversed martingale
(ys) we introduce
‖y‖LcpMO(σ) = max{‖ sup
j
Etj ](|y0 − ytj |2)‖1/2p/2, ‖ sup
j
Etj ](|y∗0 − y∗tj |2)‖
1/2
p/2} .
It was shown in [JM07] that
[LpMO(σ), Lq(M)]θ ⊂ Ls(M) with 1
s
=
1− θ
p
+
θ
q
and the constant c(s) is uniformly on compact intervals of (1,∞) and independent of σ. Thus
for the norm
‖y‖LpMO = lim
σ,U
‖x‖LpMO(σ)
we still have
[LpMO,Lq(M)]θ ⊂ Ls(M) with 1
s
=
1− θ
p
+
θ
q
.
However, on π0(A) we know that the LpMO and the Lpmo norm coincide and hence
[π0(A)‖ ‖Lpmo , π0(A)‖ ‖q ]θ ⊂ Ls(M) ∩ π0(A)‖ ‖s .
Let us briefly indicate that π0(A) is dense in π0(N) viewed as a subspace of LpMO. Indeed, since
the continuous martingales are closed with respect to the Lp norm, and the Lp(M) majorizes the
LcpMO norm up to a constant c(p), the density follows from the density if A in Lp(N). Finally,
the embedding π0 of Ls(N) in Ls(Mˆ ) is isometric and therefore we have
[Lpmo(N), Lq(N)]θ ⊂ Ls(N)
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with a constant c(s) bounded on compact intervals. Sending p→∞ and θ to 1v , we deduce
[BMO(T ), Lq(N)] 1
v
⊂ Lqv(N) .
For P we can either work with the Markov dilation ρa and perform a similar argument, or we
can observe that a Markov dilation for (Tt) produces a Markov dilation for (Pt).
In some applications it is worth while to work with the column space BMOc(T ) as completion
of N with respect to the BMOc(T ) norm.
Theorem 4.10. Let (Tt) be a semigroup of completely positive maps with a Markov dilation
and Γ2 ≥ 0. Then
i) [BMOc(P ), L2(N)] 2
p
⊂ Hcp(P );
ii) [BMOc(T ), L2(N)] 2
p
⊂ Hcp(T ).
Proof. For the first assertion, we just recall that as in the proof of Theorem 4.9 we have
[LcpMO(M), L2(M)]θ ⊂ Hcs(M) ,
1
s
=
1− θ
p
+
θ
2
.
The same remark on the uniformity of constants applies. Note also that
‖π0(x)‖LcqMO(M) ≤ ‖π0(x)‖BMOc(M) ≤ ‖x‖BMOc(P ) .
Sending p→∞ and applying Theorem 2.9ii) we obtain assertion ii). Assertion i) can be derived
from ii) or adapting the argument for ρa instead of π0.
5. Abstract semigroup theory
In the theory of semigroups certain tools from classical Hardy-Littlewood theory are still
available. In this section we will recall the so-called Hardy-Littlewood-Sobolev theory which is
beautifully presented in [VSCC92]. Almost all (but not all) the methods from the commutative
theory apply in our setting. In particular, we will prove the von Neumann algebra version of
[VSCC92, Theorem II.5.2]. We refer to [VSCC92] for history and credits. We are interested in
the space
L0p(N) = (I− Pr)Lp(N)
of mean 0 elements. Recall that Pr = limt→∞ Tt is the orthogonal projection onto the kernel of
A and hence (I− Pr) is a complete bounded (with cb-norm ≤ 2) on all Lp(N).
Theorem 5.1. Let (Tt) be a semigroup of completely positive selfadjoint contractions on a von
Neumann algebra N with negative generator A and n > 2. Let L0p(N) be the space of mean 0
elements. The following are equivalent
i) ‖x‖22n/(n−2) ≤ C1 (x,Ax) for all mean 0 elements x,
ii) ‖x‖2+4/n2 ≤ C2 (x,Ax) ‖x‖4/n1 for all mean 0 elements x,
iii) ‖Tt : L01(N)→ L∞(N)‖ ≤ C3t−n/2.
An important tool is the family of conditions
(Rpqn ) ‖Tt : L0p(N)→ L0q(N)‖ ≤ Ct−
n
2
(1/p−1/q) , 1 ≤ p ≤ q ≤ ∞
The proof of the following result is verbatim the same as in the commutative case.
Lemma 5.2. Let Tt be a selfadjoint family of operators, uniformly bounded on Lp(N). Then
(Rpqn ) holds for one pair 1 ≤ p < q ≤ ∞ if and only if for all 1 ≤ p ≤ q ≤ ∞.
42 M. JUNGE AND T. MEI
Sketch of proof. Let p1 ≤ p < q and 1p = 1−θp + θq . Assume (Rpqn ). Then we deduce from
interpolation that
‖Tt(x)‖p ≤ Ct−
n
2
(1/p−1/q)‖x‖p ≤ Ct−
n
2
(1/p−1/q)‖x‖1−θp1 ‖x‖θq .
Thus (Rp1qn ) holds with constant C1/1−θ. In particular, (R1qn ) holds. By duality we find (Rq
′∞
n ).
Applying the argument again we get (R1∞n ). Now, we show that (R
1,∞
n ) implies (R
pq
n ). Indeed,
by complementation and interpolation we have
‖Tt : L0p(N)→ L∞‖ ≤ 2‖Tt : L0∞(N)→ L∞‖1−1/p‖Tt : L01(N)→ L∞(N)‖1/p .
This yields (Rp∞n ). The same interpolation argument implies (Rpqn ).
In the following we will simply refer to the condition
(Rn) ‖Tt : L01(N)→ L∞(N)‖ ≤ Ct−
n
2
Our next result requires a little bit more interpolation theory. We recall that two Banach
spaces A0, A1 ⊂ V are injectively embedded in a common topological vector space such that
A0∩A1 is dense in A0 and A1. The unit ball of the space [A0, A1]θ,1 is the convex hull of element
x in the intersection satisfying
‖x‖1−θA0 ‖x‖θA1 ≤ 1 .
This implies that a linear operator T : [A0, A1]θ,1 → X with values in a Banach space is
continuous if
(θ, 1) ‖T (x)‖ ≤ C‖x‖1−θ0 ‖x‖θ1 , x ∈ X .
The corresponding “dual” observation holds for the interpolation space [A0, A1]θ,∞. We recall
that the norm of x in [A0, A1]θ,∞ is less than C if for every t > 0 we can decompose x = x0+x1
such that
(θ,∞) ‖x0‖0 + t‖x1‖1 ≤ Ctθ .
We will apply this for the scale of noncommutative Lorentz spaces
(5.5) Lr,s(N) = [Lp,s1(N), Lq,s2(N)]θ,s ,
1
r
=
1− θ
p
+
θ
q
which holds for all 1 ≤ s1, s2 ≤ ∞ and 0 < θ < 1. We refer to [BL96] for general information
on interpolation theory and to [PX03] for the translation to the noncommutative setting. Since
the space L0p(N) is completely complemented and Lp,p(N) = Lp(N), we may define L
0
r,s(N) =
[L0p(N), L
0
q(N)]θ,s and then (5.5) remains true for the spaces L
0
r,s(N). The next argument is
adapted from [Var85]. The conclusion is slightly weaker than in the commutative situation. The
key ingredient is the resolvent formula
(5.6) A−z = Γ(z)−1
∫ ∞
0
Tt t
z−1dt for Re(z) > 0.
Lemma 5.3. Let (Tt) be a semigroup of normal selfadjoint contractions such that (Rn) holds.
Let z ∈ C and α = Re(z).
i) Let 1 ≤ p < s < q ≤ ∞ and z ∈ C with α = n2 (1s − 1q ). Then
‖A−z : L0s,1(N)→ Lq(N)‖ ≤ C(α, n) .
ii) Let 1 ≤ p < r <∞ such that α = n2 (1p − 1r ). Then
‖A−z : L0p(N)→ Lr,∞(N)‖ ≤ C(α, n) .
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Proof. Ad i): We define α = Re(z), 1r =
1
p − 1q and θ = 2rαn . Let x be an element in L0q(N) and
b > 0. In combination with (Rn), we deduce from (5.6) that
|Γ(z)|‖A−z(x)‖q = ‖
∫ ∞
0
Tt(x)t
z−1dt‖q ≤
∫ b
0
‖Tt(x)‖q tα−1dt+
∫ ∞
b
Ct−n/2r‖x‖p tα−1dt
≤ α−1bα ‖x‖q + C( n
2r
− α)−1bα− n2r ‖x‖p .
We choose b
n
2r =
‖x‖p
‖x‖q . (For ‖x‖q = 0 there is nothing to show.) This yields
‖A−z(x)‖q ≤ |Γ(z)|−1K ′ n
α(n − 2rα)‖x‖
1− 2rα
n
q ‖x‖
2rα
n
p .
The assertion follows from equation (θ, 1) and L0s,1(N) = [L
0
q(N), L
0
p(N)]θ,1. Note also that
1/s = (1 − θ)/q + θ/p = 1/q + θ/r = 1/q + 2α/n. For the proof of ii) we define θ = 1 − 2pαn .
Assume that x ∈ L0p(N) and decompose Γ(z)A−zx = x0 + x1 where
x0 =
∫ ∞
b
Tt(x)t
z−1dt , x1 =
∫ b
0
Tt(x)t
z−1dt .
As above we deduce from Rp,∞n and the assumption 2pα < n that
‖x0‖∞ ≤ 2Cp
n− 2pαb
α− n
2p ‖x‖p .
On the other hand, we have ‖x1‖p ≤ bαα ‖x‖p. For fixed t > 0 we choose b such that b−n/2p = t.
Then
‖x0‖∞ + t‖x1‖p ≤ K ′‖x‖p bα−
n
2p = K ′‖x‖p t1−
2pα
n .
Thus we have verified condition (θ,∞) and the assertion follows from the real interpolation
method Lr,∞(N) = [L∞(N), Lp(N)]θ,∞.
As an immediate application of the Marcinkiewicz interpolation theorem (in the form of (5.5)),
we can remove the Lorentz spaces from the conclusion.
Corollary 5.4. Let (Tt) be a semigroup of normal selfadjoint contractions such that (Rn) holds.
In the type III case we assume in addition that Tt commutes with the modular group of a normal
faithful state. Let z ∈ C and α = Re(z). Then
‖A−z : L0p(N)→ L0q(N)‖ ≤ C(α)
holds for all 1 < p < q <∞ such that α = n2 (1p − 1q ).
Proof of Theorem 5.1. For the proof of the implication iii)⇒ i) we choose z = 12 and p = 2. Note
that (x,Ax) = ‖A1/2x‖22. Since (Rn) is satisfied, we obtain 1 = n(1/2−1/q), i.e. q = 2n/(n−2).
The implication i) ⇒ ii) follows from
‖x‖2 ≤ ‖x‖
n
n+2
2n
n−2
‖x‖
2
n+2
1 .
The implication ii) ⇒ iii) follows verbatim as in [VSCC92, Theorem III.3.2]. One first shows
(R1,2n ) by differentiation for a selfadjoint mean 0 element x using
d
dt‖Ttx‖22 = −2Re(ATtx, Ttx).
Remark 5.2 implies the assertion.
For our applications we need compactness results of the operator A−α on L0p(N). Our aim is
to derive them from compactness on L02(N). Let us consider the following conditions
gapc) The spectrum of (1− Pr)A on L2(N) is contained in [c,∞),
com ) A−1 is compact on L02(N).
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Proposition 5.5. Let A be a generator which satisfies gapc. Then
i) Let Re(z) > 0. Then A−z is (completely) bounded on L0p(N) for 1 < p <∞,
ii) ‖Tt : L0p(N)→ L0p(N)‖cb ≤ 2e−
2tc
p for all 2 ≤ p <∞.
Proof. First we note that gapc) means A ≥ c on the Hilbert space L02(N) and hence
‖e−tA : L02(N)→ L02(N)‖ ≤ e−tc .
Let 2 ≤ p <∞. Since L0p(N) forms an interpolation scale, we deduce
‖Tt : L0p(N)→ L0p(N)‖ ≤ 2‖Tt : L02(N)→ L02(N)‖
2
p ‖Tt : N → N‖1−2/p ≤ 2e−2tc/p .
This shows ii) and the same argument for Tt ⊗ id provides the cb-estimate. For the proof of i)
we assume 2 < p <∞. Then (5.6) implies with α = Re(z) that
‖A−z : L0p(N)→ L0p(N)‖cb ≤ 2|Γ(z)|−1
∫ ∞
0
e−2ct/psα−1ds <∞ .
Since A is selfadjoint the same estimate holds on L0p′(N).
The next Lemma allows to interpolate compactness (see [Pie80]).
Lemma 5.6. Let (A0, A1) be an interpolation couple as above, T : X → A0 ∩A1 a linear map
such that T : A→ A0 is bounded and T : X → A1 is compact. Then T : X → Aθ is compact.
Proof. Let us recall that T : X → Y is compact if and only if the entropy numbers
ek(T ) = inf{ε : T (BX) ⊂
2k−1⋃
j=0
yj + εBY }
satisfy limk ek(T ) = 0. Here BX , BY , is the unit ball of X, Y , respectively. The infimum is
taken over arbitrary points in y. We recall from [Pie80] that
ek+j−1(T : X → Aθ) ≤ 2ek(T : X → A0)1−θej(T : X → A1)θ .
In particular, ek(T : X → Aθ) ≤ 2‖T : X → A0‖1−θek(T : X → A1)θ still converges to 0.
Theorem 5.7. Let (Tt) be a semigroup of selfadjoint, positive contractions on a finite von
Neumann algebra satisfying
‖Tt : L01(N)→ L∞(N)‖ ≤ Ct−n/2
and such that A−1 is compact on L02(N). Then A
−z : L0p(N) → L0q(N) is compact for all
1 ≤ p < q ≤ ∞ such that 2Re(z)n > 1p − 1q .
Proof. By assumption A−1 is bounded on L02(N) and hence we have a spectral gap. Now,
we consider 2 < p < ∞ and want to show that A−α : L0p(N) → L0p(N) is compact for all
α > 0. According to Proposition 5.5 it suffices to consider α < n/2p. Define 1/q = 1/p− 2α/n.
According to Corollary 5.4 we know that A−α : L0p(N) → L0q(N) is bounded. Since A−α is
compact on L02(N) we also know that A
−α : L0p(N) → L02(N) is compact. We may write
L0p(N) = [L
0
q(N), L
0
2(N)]θ where 1/p = (1−θ)/q+θ/2 and 0 < θ < 1. Hence Lemma 5.6 implies
that A−α : L0p(N)→ L0p(N) is compact. By duality we conclude that A−α : L0p(N)→ L0p(N) is
compact for all α > 0 and 1 < p <∞.
Now, we consider z = α+is and assume that 1 < p < q. By our assumption 2α/n > 1/p−1/q.
This allows us to find 1 < s < p, and α1 > 0 such that 2(α − α1)/n = 1/s − 1/q. According
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to Lemma 5.3i) we know that Aα1−z : L0s,1(N) → L0q(N) is bounded. On the other hand
A−α1 : L0p(N)→ L0p(N) is compact and the inclusion L0p(N) ⊂ L0s,1(N) continuous. Then
A−z = Aα1−zA−α1 : L0p(N)
A−α1compact−→ L0p(N) ⊂ L0s,1(N) A
α1−z−→ L0q(N)
is the composition of a bounded operator and a compact operator, hence itself compact.
In the case 1 ≤ p < q < ∞ we use the same argument and find q < r < ∞, a decomposition
A−z = A−α1Aα1−z such that Aα1−z : L0p(N)→ L0r,∞(N) is continuous, A−α1 : L0q(N) → L0q(N)
is compact, and the inclusion L0r,∞(N) ⊂ L0q(N) is continuous. Thus A−z is compact. Finally
for p = 1 and q =∞ we write A−z = A−z/2A−z/2 and make a pit stop at L02(N).
6. Applications
6.1. Quantum metric spaces. We recall from [Rie98] that a quantum metric space is given
by a C∗-algebra C, a ∗-subalgebra A and a norm ||| ||| on A such that
d||| |||(φ,ψ) = sup{|φ(a) − ψ(a)| : a ∈ A, |||a ||| ≤ 1}
induces the weak∗ topology on the state space S(C). A norm ||| ||| is a Lipschitz norm if in
addition
(6.1) |||ab ||| ≤ |||a ||| ‖b‖+ ‖a‖ |||b ||| .
In [OR05] a Lipschitz norm generating the weak∗ topology is called a Lip-norm, i.e. quantum
metric space require a Lip-norm instead of Lipschitz norm.
Lemma 6.1. Let Tt be a unital completely positive semigroup on a von Neumann algebra N .
Let −A be the generator and A be a (non-complete) ∗-algebra contained in the domain of A.
Then
‖a‖Γ = max{‖Γ(a, a)‖1/2, ‖Γ(a∗, a∗)‖1/2}
and |||a ||| = ‖Γ(a, a)‖1/2 satisfy (6.1).
Proof. We recall from [Pet] that HN = {
∑
i ai ⊗ yi :
∑
i xiyi = 0} equipped wit the N -valued
inner product
〈a1 ⊗ x1, a2 ⊗ x2〉 = x∗1Γ(a1, a2)x2
defines a N -valued Hilbert module. Then δ(a) = a⊗ 1− 1⊗ a is a derivation, i.e.
δ(ab) = ab⊗1−1⊗ab = (a⊗1)(b⊗1−1⊗b)+(a⊗1−1⊗a)(1⊗b) = (a⊗1)δ(b)+δ(a)(1⊗b) .
Since Tt(1) = 1 we have A(1) = 0 and
Γ(1, a) = 1A(a) + a∗A(1)−A(1a) = 0 .
Hence 〈δ(a), δ(a)〉 = Γ(a, a). This implies
‖Γ(ab, ab)‖1/2 = ‖δ(ab)‖ ≤ ‖(1⊗ a)δ(b)‖ + ‖δ(a)(1 ⊗ b)‖ ≤ ‖a‖‖δ(b)‖ + ‖δ(a)‖‖b‖ .
Recall that ‖δ(a)‖ = ‖Γ(a, a)‖1/2. This also shows
‖Γ((ab)∗, (ab)∗)‖1/2 = ‖Γ(b∗a∗, b∗a∗)‖1/2 ≤ ‖b∗‖‖Γ(a∗, a∗)‖1/2 + ‖Γ(b∗, b∗)‖1/2‖a‖ .
Taking the maximum yields (6.1).
We also need the following observation from [OR05, Proposition 1.3]
Lemma 6.2. Let ||| ||| be a Lipschitz norm and σ be a state. Then (C,A, ||| |||) is a quantum
metric space iff
{x ∈ A : |||a ||| ≤ 1, σ(a) = 0}
is relatively compact in C.
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Theorem 6.3. Let (Tt) be a completely positive semigroup of selfadjoint maps on a finite von
Neumann algebra N such that A ⊂ N is weakly dense and with a Markov dilation. Assume in
addition
i) ker(A) = C1 and A−1 is compact on L02(N) = (I − Pr)L2(N),
ii) ‖Tt : L02(N)→ N‖ ≤ Ct−n/4 for some n > 0.
Then
‖x‖Γ = max{‖Γ(x, x)1/2‖, ‖Γ(x∗, x∗)1/2‖}
and |||x ||| = ‖Γ(x, x)‖1/2 define a quantum metric spaces for the norm closure C of A ⊂ N .
Proof. Let us recall that Pr is the projection onto the kernel of the selfadjoint operator A. Thus
i) implies in particular that ker(A) = C1 and that A has a spectral gap
c = ‖A−1 : L02(N)→ L02(N)‖ .
Moreover, limt→∞ Tt(x) = τ(x)1 and hence L0p(N) is the closure of elements x ∈ N such that
τ(x) = 0. Let 1 < s < p <∞ such that 2 < p and 2αn > 1p . According to Corollary 5.7 we know
that
{x ∈ L0p : ‖Aαx‖p ≤ 1} ⊂ L0∞(N)
is relatively compact in N . Let δ > 0. Then we deduce from [Jun08] and Theorem 3.15 that
‖A 12−δx‖p ≤ c(δ)‖A
1
2x‖Hcp(T ) ≤ c(δ)c(p)‖Γ(x, x)1/2‖p
≤ c(δ)c(p)‖Γ(x, x)1/2‖∞ = c(δ)c(p)‖Γ(x, x)‖1/2∞ .
Hence we need 12 − δ > n2p which is satisfied for p > n. Lemma 6.2 implies the assertion.
Remark 6.4. Let M be a compact Riemannian manifold. Then
d(p, q) = sup{|f(x)− f(y)| : ‖ |∇f | ‖∞ ≤ 1} .
Moreover, Γ(f, f) = |∇f |2. The condition ii) corresponds to a Sobolov embedding theorem and
Theorem 6.3 provides an appropriate gradient norm in this context.
6.2. Rapid decay and quantum metric spaces. Let us recall that a finitely generated
discrete group has rapid decay (RD) of order s if there exists an s <∞ such that
‖x‖∞ ≤ C(s)ks‖x‖2
holds for all linear combinations x =
∑
|g|=k agλ(g). Here | | is the word length function with
respect to fixed number of generators. The notion is, however, independent of that choice. We
refer to [Jol90] for more information. The following observation is closely related to the work of
Rieffel and Ozawa [OR05].
Lemma 6.5. Let G be a discrete, finitely generated group with word length function | | and rapid
decay of order s. Let ψ : G→ R be a conditionally negative function such that
(6.2) inf
l(g)=k
ψ(g) ≥ cαkα
for some α > 0. Then the operator Tt(λ(g)) = e
−tψ(g)λ(g) satisfies
‖Tt : L02(N)→ N‖ ≤ C(s, α) t−
2s+1
2α .
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Proof. We consider a decomposition x =
∑
k xk such that xk =
∑
|g|=k agλ(g) is supported by
words of length k. Note that Tt(xk) is still supported on words of length k and for such g we
have e−tψ(g) ≤ e−tcαkα . Hence we get
‖Ttx‖ ≤
∑
k
‖Ttx‖∞ ≤ C(s)
∑
k
ks‖Ttx‖2
≤ C(s)
∑
k
kse−tcαk
α‖xk‖2 ≤ C(s)(
∑
k
k2se−2tcαk
α
)1/2(
∑
k
‖xk‖22)1/2 .
Now it remains to estimate the sum via some calculus (i.e. y = 2tcαx
α, dy/y = αdx/x)∑
k ≥ 1
k2se−2tcαk
α
= e−2tcα + 22s
∫ ∞
2cα
x2s+1e−t2cαx
α dx
x
= e−2tcα + 22sα−1(2tcα)−(2s+1)/α
∫ ∞
1
y
2s+1
α e−y
dy
y
.
Thus for 0 < t ≤ 2 we obtain
‖Ttx‖∞ ≤ C(s, α) t−
2s+1
2α ‖x‖2 .
We recall that on L02(N) = C1
⊥ we have a spectral gap ψ(w) ≥ c(α)|w|α ≥ c(α) for all w 6= 1.
Hence ‖Tt : L02(N)→ L02(N)‖ ≤ e−tcα . Hence for t ≥ 2 we have
‖Ttx‖∞ = ‖T1(Tt−1x)‖∞ ≤ C(s, α) ‖Tt−1x‖2 ≤ C(s, α)ec(α)e−tcα ‖x‖2 .
The assertion follows.
Remark 6.6. In case of the free group and ψ(g) = |g| we have α = 1 and s = 1. This yields the
order t−3/2 and hence property (R6). According to Varopoulos’ definition [Var85] this means
dimension d = n/2 = 3, as predicted by P. Biane [Bia].
Remark 6.7. According to the work of Rieffel and Ozawa[OR05] hyperbolic groups satisfies
rapid decay with s = 1 and d = 3.
Proof of Corollary 0.2. According to Lemma 6.5 the assumption ii) of Theorem 6.3 are satisfied
for A = C[G]. Since G is finitely generated we know that that the span Fk of work of length k
are finite dimensional. By assumption the inverse of the operator A(λ(g)) = ψ(g)λ(g) satisfies
‖A−1 : Fk → Fk‖ ≤ c−1α k−α and hence A−1 is compact on L02(N). This provides assumption i)
and Theorem 6.3 implies the assertion.
Example 6.8. 1) The most natural examples are cocompact lattices Γ ⊂ G, where
G ∈ {SO0(n, 1), SU(n, 1)} .
Let us indicate that the assumptions are verified for α = 1. Indeed, we first recall that G acts
on a hyperbolic space X and isometrically on the virtual boundary ∂X. Moreover, there exists
a quadratic form Q on the boundary such that
φ(d(x, y)) = Q(µx − µy)
holds for all x, y ∈ ∂x. Here d is the hyperbolic distance and φ(r) behaves like 2 log cosh(r)
for large r. This means c1r ≤ φ(r) ≤ c2r. By the Milnor-Swarc Lemma (see e.g. [Roe03]), we
also know that for cocompact discrete lattice the word length is quasi isometric to hyperbolic
distance
c−11 l(g) ≤ d(gx0, x0) ≤ c2l(g)
given by a fixed base point. This yields s = 1. Hence we find dimension 3 in all of these cases.
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2) The assumptions are satisfied for the free group in finitely many generators by the work of
Haagerup [Haa79] (see also [CCJ01]).
3) Let G1 and G2 be two groups with rapid decay and conditionally negative functions ψ1,
ψ2 satisfying (6.2) with α = min(α1, α2) ≤ 1. Then ψ(g, h) = ψ1(g) + ψ2(h) also satisfies (6.2).
According to Jolissaint’s work [Jol90, Lemma 2.1.2], the product also has rapid decay. Thus
Tt(λ((g, h)) = e
−tψ(g,h)λ(g, h) defines a completely positive semigroup for which the assumptions
of Theorem 6.3 are also satisfied.
4) Let (Gi, li, ψi) be groups with rapid decay and conditionally length functions ψ satisfying
(6.2) with parameter kα. According to [Jol90, Theorem 2.2.2] we know that (∗iGi, ∗li) has
property RD where
∗li(w1 · · ·wn) =
∑
i
|wi|li
here wj ∈ Gij . Boz´ejko proved that ψt(w1 · · ·wn) = e−t
P
j ψij (wj) are still positive definite and
hence the free sum ψ(w1 · · ·wn) =
∑
j ψij (wj) is a conditionally negative definite function on
∗iGi such that
ψ(w1 · · ·wn) =
∑
j
ψij (wj) ≥ c(α)
∑
j
|wj |α ≥ c(α)(
∑
j
|wj |)α
holds for α ≤ min{1, αj}. Hence the free product is again a quantum metric space.
6.3. Torsion free ordered groups. In this section we show that multipliers on Z can be used
to obtain result for torsion free ordered groups. Our main application is the well-known Hilbert
transform in this context of sub-diagonal von Neumann algebras. Let us consider a discrete
group G with normal divisors
G = G0 DG1 D · · ·
such that
⋂
iGi = {1} and
(6.3) Gi/Gi+1 = Z .
It is very easy to see that if we were to have Gi/Gi+1 = Z
ni that the sequence can be further
refined to satisfy (6.3). Our aim is to use Riesz transforms to show the boundedness of the
Hilbert transform for ordered groups. Let us recall that in the situation above the cone of
positive group elements P is given by
P = {g ∈ G : g ∈ Gi \Gi+1 and gGi+1 ≥ 0} .
Clearly, the integer i is uniquely determined by g. Here “ ≥ 0” is the usual relation in Z. We
have P ∪ P−1 = G \ {1}. In the following we denote by (V N(Gi))i ≥ 0 the reversed martingale
filtration given by the conditional expectation Ei(λ(g)) = 1g∈Giλ(g).
Definition 6.9. Let
⋃
kNk ⊂ N be a weakly dense martingale filtration. A tangent dilation is
given by a von Neumann algebra M and trace (state and modular group) preserving homomor-
phisms πk : Nk →M , ρ : N →M such that
i) The conditional expectation Eρ :M → ρ(N) satisfies
ρEk−1 = Eρπk
for all k.
ii) The von Neumann algebras Mk = πk(Nk) are successively independent over ρ(N).
Lemma 6.10. Let (Nk) be a martingale filtration and (ρ, (πk)k) a tangent dilation. Let 1 < p <
∞. Then the map d : Lp(N)→ Lp(M) given by
dx =
∑
k
πk(dk(x))
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gives a linear isomorphic embedding. In the limit cases d is bounded between the corresponding
martingale BMO and H1 spaces.
Proof. Let us first consider p ≥ 2. We apply the Rosenthal inequality and deduce that
‖dx‖p ≤ cp
(∑
k
‖πk(dk(x))‖pp
) 1
p
+ ‖(
∑
k
Eρ(πk(|dk(x)|2 + |dk(x)∗|2))1/2‖p

≤ cp
(∑
k
‖dk(x)‖pp
) 1
p
+ ‖(
∑
k
Ek−1(|dk(x)|2 + |dk(x)∗|2))1/2‖p

Therefore the Burkholder/Rosenthal inequality implies
‖dx‖p ≤ cp c(p)‖x‖p .
A similar argument applies for the BMO norms. Indeed, we denote by Eˆk the conditional
expectation onto the von Neumann algebra Mˆk generated by ρ(Nk) and π1(N1), ...., πk(Nk).
Then we deduce from being successively independent that
‖dx‖BMOc = sup
n
‖Eˆn(
∑
k ≥ n
πk(dk(x)
2))‖ ∼2 ‖πk(dk(x)2)‖+ ‖
∑
k>n
EˆnEˆk−1(πk(dk(x)2))‖
= ‖πk(dk(x)2)‖+ ‖
∑
k>n
EˆnEˆρ(πk(dk(x)
2))‖
= ‖πk(dk(x)2)‖+ ‖
∑
k>n
ρ(
∑
k
Ek−1(dk(x)2))‖ ∼2 ‖x‖BMOc .
Therefore d yields an isomorphic embedding d : BMOc/r(Nk)→ BMOc/r(Mˆk). For 1 ≤ p ≤ 2,
we see that similarly d is bounded on hdp, h
c
p and h
r
p. However, for 1 ≤ p < 2, we know
that Hcp = h
d
p + h
c
p holds with equivalent norms and hence d is also continuous on H
c
p. Using
tr(dx∗dy) = tr(x∗y) it then follows that d is an isomorphism on Hcp and Hrp for all 1 ≤ p < ∞
and on BMOc, BMOr. The assertion follows.
Lemma 6.11. For a group G = G0 DG1 · · · there is a canonical tangent dilation.
Proof. Let G˜ = G× Z. Then we define
πk : Gk → G× Z , π(g) = (g, gGk+1) .
Let E : V N(G˜) → V N(G˜) be the conditional expectation onto V N(G) and ρ the canonical
embedding . Then clearly,
E(πk(g)) =
{
g g ∈ Gk+1
0 else
.
This means E(πk(g)) = ρ(EGk+1(g)). Note here that for a reversed filtration the definition of
tangent filtration has to be suitably modified. Finally, let G˜k ⊂ G˜ be the subgroup generated
by ρ(Gk) and Z. Let g ∈ Gk−1. Then we have
EG˜k(πk−1(g)) = 1g∈Gk(g)(g, gGk) = E(πk−1(g)) ,
because only for g ∈ Gk we have a non-trivial term.
In the following we consider the Hilbert transform
H(g) = i(1P (g) − 1P (g−1))g
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induced by the order. Note that
H(g)∗ = H(g−1) .
Lemma 6.12. Let PZt be the Poisson semigroup on V N(Z) and Pt = id ⊗ PZt the Poisson
semigroup with generator A and gradient form Γ. Then
Γ(dHx, dHx) = Γ(dx, dx)
and
Pt|dHx|2 − |PtdHx|2 = Pt|dx|2 − |Ptdx|2
holds for all x ∈ C[G].
Proof. For the first assertion we consider g, h ∈ G and i, j such that g1 ∈ Gi\Gi+1, g2 ∈ Gj\Gj+1.
If g1Gi+1 ≥ 0 and g2Gj+1 ≥ 0 or g1Gi+1 ≤ 0 and g2Gj+1 ≥ 0 we have
Γ(dHg1, dHg2) = Γ(dg1, dg2) .
The interesting case is given by k = g1Gi+1 ≥ 0 and j = g2Gi+1 ≤ 0. Then we note that
Γ(λ(k), λ(j)) =
|k|+ |j| − |k − j|
2
λ(k)∗λ(j) = 0 .
The second assertion follows similarly in this case
PZt (λ(k)
∗λ(j)) − PZt (λ(k))∗PZt (λ(j)) = (e−t|j−k| − e−t|k|e−t|j|)λ(k)∗λ(j) = 0 .
Thus the sign change only occurs when we have a 0-coefficient.
Theorem 6.13. H is bounded on Lp(V N(G)) for all 1 < p <∞.
Proof. Let x be selfadjoint. Theorem 2.9iii) and H∞-calculus implies
‖dx‖p ∼ ‖(
∫
Γ(Psdx, Psdx)ds)
1/2‖ = ‖(
∫
Γ(PsdHx,PsdHx)ds)
1/2‖ ∼ ‖Hx‖p .
Here we use that for selfadjoint x the element Hx is also selfadjoint. For an alternative
proof, we can use interpolation and note that dH : V N(G) → BMO(G˜) is bounded and
dH : L2(V N(G))→ L2(V N(G˜)) and hence
dH : Lp(V N(G))→ Lp(V N(G˜))
is bounded. Finally, the assertion follows from Lemma 6.10
‖dHx‖p ∼c(p) ‖Hx‖p
This yields the assertion for 2 ≤ p <∞. Duality implies the result for 1 < p ≤ 2 as well.
Remark 6.14. With the help of the tangent dilation, we can show that every completely
bounded Fourier multiplier on Z induces a Fourier multiplier on V N(G), by applying it to
d(x). We can even use different multipliers on Z∞ by modifying d(g) = (g, ..., gGk+1 , ...) for
g ∈ Gk \Gk+1.
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