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Abstract
A consistent description of images on the disk and of their trans-
formations is given as elements of a vector space and of an operators
algebra. The vector space of images on the disk D is the Hilbert space
L2(D) that has as a basis the Zernike functions. To construct the
operator algebra that transforms the images, L2(D) must be comple-
mented and the full rigged Hilbert space RHS(D) considered. Only
this rigged Hilbert space allows indeed to write the operators of differ-
ent cardinality we need to build the ladder operators on the Zernike
functions that by inspection, belong to the representation D+1/2⊗D+1/2
of the algebra su(1, 1)⊕su(1, 1). Consequently the transformations of
images are operators contained inside the universal enveloping algebra
UEA[su(1, 1)⊕su(1, 1)]. Because of limited precision of experimental
measures, physical states can be always described by vectors of the
Schwartz space S(D), dense in the L2(D) space where the manipula-
tion of images is performed.
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1 Introduction
Images are essential in our life and in our research. The problem is that the
information contained in an image is too large in order that the human mind
can manage it and we have to isolate the limited relevant information. To
our opinion, this work to clean the signal from spurious or forgettable ele-
ments and highlight the interesting information could be improved combining
computer action and human ability of synthesis.
The only approach in this elaboration of images that has obtained up
to now relevant results is the cleaning-up realized by adaptive optics where
an auxiliary photoreceptor measures the wave front deformations introduced
by the medium and acts on the instrument to induce the opposite effect.
Adaptive optics removes indeed the spurious phases in the complex function
f(r, θ) that represents the optical signal on the disk allowing to obtain the
cleaned image |f(r, θ)|2.
We are proposing here that |f(r, θ)|2 can be consider not necessarily the
final result of the process but possibly an intermediate step that can be
further elaborated by means of an action we can call soft adaptive optics.
While hard adaptive optics acts only on the perturbations of the phase
introduced by the medium, this soft elaboration of the numerical image
|f(r, θ)|2 operates on a set of pixels to obtain another set of pixels, inde-
pendently from the cause of the distortion (wind in atmosphere, diffraction
in lents, defects of the apparatus ...) and the particular instrument of mea-
sure.
More, while hard adaptive optics can be applied only to the cleaning
of images, the proposed soft approach converts images into images and can
be employed everywhere a transformation of images can play a role, like -
for instance- laser physics, microscopic images, radioastronomy or in general
instrumental improvement.
The construction of a theory of operators that act in the space of images
defined on the disk, transforming images into images, is the subject of this
paper. The action on images/functions defined on a rectangle is similar and
will be discussed elsewhere [1].
Characteristics of soft adaptive optics are:
1. It can be applied both on and of-line, so it can be used later with
particular accuracy when convenient.
2. Consuming only time machine, it has not mechanical moving parts and
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3. it allows to consider together images from different sources like optical
and radio images.
The relevant mathematical points are:
• Images on the disk belong to the Hilbert space L2(D) with basis the
Zernike functions [2].
• To introduce together continuous and discrete operators we need to
construct the ladder operators on the Zernike functions we have to
complement L2(D) considering the rigged Hilbert space on the disk
(RHS(D)) i.e. {S(D) ⊂ L2(D) ⊂ S(D)x}.
• The Hilbert space L2(D) is isomorphic to the unitary irreducible rep-
resentation D+1/2 ⊗D+1/2 of the Lie group SU(1, 1)⊗ SU(1, 1) .
• L2(D) operators belong to the Universal Enveloping Algebra (UEA)
UEA[su(1, 1)⊕ su(1, 1)] and
• can be computed algebraically or by means of first order differential
operators.
The mathematical theory of rigged Hilbert spaces can be found in [3, 4, 5].
A physically relevant -basis dependent- approach is discussed in [6, 7, 8],
centered on the two points:
1. In physics every measured quantity has a limited precision so that it
can be described by an element of the Schwartz space S(D) dense into
the Hilbert space L2(D).
2. The inclusion map moves basis vectors from the dual of S(D) -S(D)x-
into the dual of L2(D), L2(D)x ≡ L2(D).
In sect.2 we introduce the Zernike functions. In sect.3 we sketch the
functional analysis of RHS(D). In sect.4 we introduce the operators, their
algebraic structure and their realization. In sect.5 we give a description of
the practical modus operandi in images manipulation.
3
2 Zernike functions
Let us start from the radial Zernike polynomials on the circle, Rmn (r)[2],
where n is a natural number and m an integer, such that 0 ≤ m ≤ n
with n − m even. {Rmn (r)} are real polynomials defined for 0 ≤ r ≤ 1
such that Rmn (1) = 1 and are usually given in explicit form or in terms of
hypergeometric functions. We prefer to define them by means of their second
order differential equation, fundamental in our discussion:
[
(1− r2) d
2
dr2
− (3r − 1
r
)
d
dr
+ n(n+ 2)− m
2
r2
]
Rmn (r) = 0.
For m fix, {Rmn (r)} satisfy∫ 1
0
Rmn (r) R
m
n′(r) r dr =
δnn′
2(n+ 1)
,
∞∑
n=m
(n + 1) Rmn (r)R
m
n (r
′) =
δ(r − r′)
2r
.
As the interest in optics is focused on real functions defined on the disk,
starting from Rmn (r) it is usual to introduce the functions
Z−mn (r, θ) := Rmn (r) sin(mθ) Zmn (r, θ) := Rmn (r) cos(mθ)
and also to resume the two indices n and m in a unique sequential index [9].
However this paper is centered on symmetry and the objects ”invariant
in form” respect to rotations [10] are those defined in the complex space by
Born and Wolf [2]:
Zmn (r, θ) := R
|m|
n (r) e
imθ
with n and m integer, n−m even, but −n ≤ m ≤ n. The symmetry can be
further improved writing n and m in function of two natural numbers k and
l [11]
n = k + l m = k − l
and introducing a multiplicative factor. The final objects we consider here
are thus
Vk,l(r, θ) :=
√
k + l + 1 R
|k−l|
k+l (r) e
i(k−l)θ (k, l = 0, 1, . . . )
that have the symmetries
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Vl,k(r, θ) = Vk,l(r, θ)
∗ = Vk,l(r,−θ)
and satisfy
d2Vk,l(r, θ)
dr2
=
1
1− r2
[(
3r − 1
r
)
d
dr
− (k + l)(k + l + 2) + (k − l)
2
r2
]
Vk,l(r, θ)
(1)
They are orthonormal on the unit disk D :
∫ 2pi
0
dθ
∫ 1
0
dr r Vk,l(r, θ) Vk′,l′(r, θ)
∗ = δk,k′ δl,l′ (2)
so that they are a basis in the Hilbert space L2(D) of complex square inte-
grable functions defined on the unit disk D.
They also satisfy
∞∑
k,l=0
Vk,l(r, θ) Vk,l(r
′, θ′)∗ =
1
r
δ(r − r′) δ(θ − θ′) (3)
exhibiting that the space of images is not a simple Hilbert space but of
a more complex structure, a RHS. As explained in in sect.3 and, in more
detail, in [8], the sum (3) is indeed outside L2(D): in fact it converges to a
tempered distribution in the topology of S(D)x, a space contained in RHS(D)
but larger of L2(D). However this and the related convergence problems
are irrelevant in applications where, because of experimental errors, only
elements of S(D) ⊂ L2(D) are considered.
As the set {Vk,l(r, θ)} is a basis in L2(D), every function f(r, θ) ∈ L2(D)
can be written
f(r, θ) =
∑
k,l
fk,l Vk,l(r, θ)
where [4]
fk,l :=
1
pi
∫ 2pi
0
dθ
∫ 1
0
dr r f(r, θ) Vk,l(r, θ)
∗ with
∑
k,l
|fk,l|2 <∞. (4)
The completeness determines the inner product and the Parceval identity (5)
1
pi
∫ 2pi
0
dθ
∫ 1
0
dr r f(r, θ) g(r, θ)∗ =
∑
k,l
fk,l gk,l
∗ ,
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1pi
∫ 2pi
0
dθ
∫ 1
0
dr r |f(r, θ)|2 =
∑
k,l
|fk,l| 2. (5)
Now we can introduce in {Vk,l(r, θ)} the operators R, DR, Θ, DΘ, K
and L such that:
R Vk,l(r, θ) := r Vk,l(r, θ) , DR Vk,l(r, θ) :=
dVk,l(r, θ)
dr
,
Θ Vk,l(r, θ) := θ Vk,l(r, θ) , DΘ Vk,l(r, θ) :=
dVk,l(r, θ)
dθ
,
K Vk,l(r, θ) := k Vk,l(r, θ) , L Vk,l(r, θ) := l Vk,l(r, θ) ,
that allow to write eq.(1) as an operatorial identity on the whole space
{Vk,l(r, θ)}
D 2R =
1
1− R2
[
(3R− 1
R
)DR − (K + L)(K + L+ 2) + 1
R2
(K − L)2
]
(6)
i.e. for each f(r, θ) ∈ {Vk,l(r, θ)} the operator D 2R is not independent but
related to a first order differential operator.
3 Functional analysis of functions on the disk
The general discussion of RHS(D) will be presented in [8]. We limit ourselves
here to sketch the fundamentals statements in the Zernike basis.
The Rigged Hilbert space on the disk, RHS(D), is the Gel’fand triple [4]
S(D) ⊂ L2(D) ⊂ S(D)x .
S(D) is a Schwartz space, sub-space of L1(D), defined as
S(D) := { f(r, θ) ∈ C∞(D) | ‖f(r, θ)‖α,β,γ,δ < ∞ ∀α, β, γ, δ < ∞}
‖f(r, θ)‖α,β,γ,δ := sup{0≤r<1, 0≤θ<2pi} | rα θβ Drγ Dθδf(r, θ) | .
S(D)x (that includes the temperated distributions) is the dual of S(D) , i.e.
the space of the applications from S(D) into the field of complex numbers C
〈 S(D)x | S(D) 〉 ∈ C.
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L2(D) is a Hilbert space. It is the completion of S(D) i.e. it contains every
Cauchy sequence of S(D) and S(D) is dense in L2(D) .
The Riesz representation theorem states that L2(D) is isomorphic to
its dual L2(D)x. f(r, θ) ∈ L2(D) if eq.(4) is satisfied and f(r, θ) ∈ S(D) if [4]
∑
k,l
(k + 1)2(l + 1)2 |fk,l|2 < ∞ (7)
The inclusion map allows to move 〈Vk,l(r, θ)| from S(D)x to L2(D)x ≡
L2(D). So, for all Vk,l(r, θ),
〈Vk,l(r, θ)|Vk′,l′(r′, θ′)〉S(D)x⊗ S(D) = 〈Vk,l(r, θ)|Vk′,l′(r′, θ′)〉L2(D)x⊗L2(D)
i.e., RHS(D) ≡ L2(D) for f(r, θ) ∈ S(D). This is exactly the situation we
have in applications where, as every measure is subject to an error of measure,
every experimental f(r, θ) can be considered to fulfill eq.(7) and thus such
that f(r, θ) ∈ S(D). So that for a physicist the only difference between a RHS
and a Hilbert space is that the RHS allows to consider together operators of
different cardinality (R, Θ, DR and DΘ from one side and K and L from the
other) while Hilbert space not.
4 Operators and algebra
The fundamental benefit of RHS(D) compared to L2(D) is indeed that in
RHS(D) we can give a rigorous description of all (discrete and continuous)
operators we need to realize the algebra of rising and lowering operators.
Let us indeed introduce in {Vk,l(r, θ)} the recurrence operators:
A+ Vk,l(r, θ) = (k + 1) Vk+1,l(r, θ),
A− Vk,l(r, θ) = k Vk−1,l(r, θ),
B+ Vk,l(r, θ) = (l + 1) Vk,l+1(r, θ),
B− Vk,l(r, θ) = l Vk,l−1(r, θ) .
(8)
They, by inspection, are functions of R, DR, Θ, K and L :
A+ :=
e+iΘ
2
[
−(1− R2)DR +R(K + L+ 2) + 1
R
(K − L)
]√
K + L+ 2
K + L+ 1
,
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A− :=
e−iΘ
2
[
+(1− R2)DR +R(K + L) + 1
R
(K − L)
] √
K + L
K + L+ 1
,
B+ :=
e−iΘ
2
[
−(1− R2)DR +R(K + L+ 2)− 1
R
(K − L)
]√
K + L+ 2
K + L+ 1
,
B− :=
e+iΘ
2
[
+(1− R2)DR +R(K + L)− 1
R
(K − L)
] √
K + L
K + L+ 1
.
The discrete operators K and L are diagonal on {Vk,l(r, θ)} but, as the
parameters k and l are modified by the action of A± and B±, do not com-
mute with A± and B±:
[K,A±] = ±A± , [L,B±] = ±B± , (9)
exhibiting that not only eq.(3) but also the operator structure needs the
RHS(D).
Now as A± , B± , K and L are operators, we can apply them iteratively
in {Vk,l(r, θ)} and, in particular, we can calculate their commutators
[A+, A−] Vk,l(r, θ) = −2(k+1/2) Vk,l(r, θ) , [K,A±]Vk,l(r, θ) = ±Vk±1,l(r, θ) .
So, defining A3 := K + 1/2 , we see that {A+, A3, A−} are on {Vk,l(r, θ)}
a differential realization of the Lie algebra su(1, 1):
[A+, A−] = −2A3 , [A3, A±] = ±A±
and, analogously, as
[B+, B−] Vk,l(r, θ) = −2(l+1/2) Vk,l(r, θ) , [L,B±]Vk,l(r, θ) = ±Vk,l±1(r, θ) ,
{B+, B3 := L+ 1/2 , B−} are on {Vk,l(r, θ)} one other algebra su(1, 1)
[B+, B−] = −2B3 [B3, B±] = ±B± .
Finally, as Ai and Bj commute in {Vk,l(r, θ)}, we can complete the algebra
with
[Ai, Bj] = 0,
defining thus a differential realization of the 6 dimensional Lie algebra su(1, 1)⊕
su(1, 1) .
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The explicit calculation of the su(1, 1) Casimir invariants gives
CA Vk,l(r, θ) =
[
1
2
{A+, A−} − A23
]
Vk,l(r, θ) =
1
4
Vk,l(r, θ),
CB Vk,l(r, θ) =
[
1
2
{B+, B−} − B23
]
Vk,l(r, θ) =
1
4
Vk,l(r, θ).
As the Casimir of the discrete series D+j of su(1, 1) is j(1 − j) with j =
1/2, 1, .. [12], {Vk,l(r, θ)} is isomorphic to the representation D+1/2 ⊗D+1/2 of
the group SU(1, 1)⊗ SU(1, 1).
Now we can move from the algebra su(1, 1)⊕ su(1, 1) to the associated
universal enveloping algebra (UEA) i.e. the algebra UEA[su(1, 1)⊕su(1, 1)]
that has, as a basis, the ordered monomials Aα1+ A
α2
3 A
α3
− B
β1
+ B
β2
3 B
β3
− (where
αi and βj are natural numbers) submitted to the su(1, 1) ⊕ su(1, 1) com-
mutation relations. Every operator O ∈ UEA[su(1, 1) ⊕ su(1, 1)] can be
written
O =
∑
α¯,β¯
Oα¯,β¯ =
∑
α¯,β¯
cα¯,β¯ A
α1
+ A
α2
3 A
α3
− B
β1
+ B
β2
3 B
β3
− , (10)
where cα¯,β¯ are constants depending from α¯ and β¯.
Of course, as {Vk,l(r, θ)} is a differential representation of the algebra
su(1, 1)⊕ su(1, 1), it is also a differential representation of UEA[su(1, 1)⊕
su(1, 1)].
Because the representation D+1/2 ⊗ D+1/2 is unitary and irreducible the
vector space of unitary operators acting on the space L2(D) is isomorphic to
the set of operators acting on D+1/2 ⊗D+1/2 i.e. all invertible transformations
of one image in another image can be written in the form (10), belong to
UEA[su(1, 1)⊕ su(1, 1)] and are differential operators in L2(D).
O, in principle, can be a differential operator of higher order but, by
means of iterated use of eqs.(6, 9), can be always reduced in the space
{Vk,l(r, θ)} to an equivalent first order differential operators. Let us stress
that in mathematics the UEA contains the closure of polynomials (i.e. the
series) that in physical applications, because of the measure errors, can be
excluded.
Thus, the operators that relate two arbitrary images are polynomials of
the UEA and can be computed algebraically by means of iterated applications
of eqs.(8) or analytically as first order differential operators.
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5 Applications to images
Starting from f(r, θ) ∈ L2(D), images on the disk D are described as
|f(r, θ)|2 that, disregarding the phases, we relate to |f(r, θ)| ∈ L2(D). By
means of eq.(4) we write its components in terms of basic vectors:
fk,l =
1
pi
∫ 2pi
0
dθ
∫ 1
0
dr r |f(r, θ)| Vk,l(r, θ)∗
where, as |f(r, θ)| is real, fl,k = (fk,l)∗.
In applications we are limited to values of k and l such that the Parceval
identity, eq.(5), is satisfied in the approximation consistent with the experi-
mental errors in |f(r, θ)|, writing the finite sum:
|f(r, θ)| ≈
kM ,lM∑
k,l=0
fk,l Vk,l(r, θ) (11)
where, as R
|k−l|
k+l (r) are polynomials, kM and lM are quite smaller if |f(r, θ)|
is a smooth function.
Now, as discussed before, any operatorO that perform the transformation
from the starting image |f(r, θ)| to a new arbitrary chosen image |g(r, θ)| can
be written in the form eq.(10) with finite sums in α¯ and β¯.
At this point we have two computational options. Following the algebraic
approach, we can continue writing
Oα¯,β¯ |f(r, θ)| =
kM ,lM∑
k,l
fkl cα¯,β¯ A
α1
+ A
α2
3 A
α3
− B
β1
+ B
β2
3 B
β3
− Vk,l(r, θ)
and, with iterated applications of eqs.(8), calculating
Aα1+ A
α2
3 A
α3
− B
β1
+ B
β2
3 B
β3
− Vk,l(r, θ).
We obtain, in this way, the coefficients gk,l that satisfy
Aα1+ A
α2
3 A
α3
− B
β1
+ B
β2
3 B
β3
− Vk,l(r, θ) = gk+α1−α3,l+β1−β3 Vk+α1−α3, l+β1−β3(r, θ)
and we have
Oα¯,β¯ |f(r, θ)| =
∑
k,l
fkl cα¯,β¯ gk+α1−α3, l+β1−β3 Vk+α1−α3, l+β1−β3(r, θ) ,
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that allows to write our final result:
O |f(r, θ)| = |g(r, θ)| .
In the alternative analytical approach, the operator O can be described
in terms of it differential expression: combining in O iterated applications of
eq.(6) and eq.(9) all dependence from the operators K and L can be moved
to the right and all power of DR higher of one reduces to one, obtaining
O =
∑
i
[fi(R)DR + hi(R)] gi(K,L) . (12)
Applying this first order differential operator O -as written in eq.(12)- to∑
fk,l Vk,l(r, θ) -as defined in eq.(11)- we have again:
|g(r, θ)| =
∑
k,l
fk,l O Vk,l(r, θ).
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