We wish to bring to the attention of the OR community the phenomenon of phase transitions in randomly generated problems. These are of considerable practical use for benchmarking algorithms. They also o er insight into problem hardness and algorithm performance. Whilst phase transition experiments are frequently performed by AI researchers, such experiments do not appear to be in common use in the OR community. To illustrate the value of such experiments, we examine a typical OR problem, the traveling salesman problem. We report in detail many features of the phase transition in this problem, and show how some of these features are also seen in real problems.
Introduction
A perennial problem for those wishing to study algorithms is a fair means of comparison. The set of benchmark problems is often comparatively small, and it is hard to be sure that good performance is not the result of luck. Formal theorems on performance are solid, but are often hard to come by and may not be relevant to practical problems. Algorithms can, of course, be tested on random problems, but there is justi able suspicion of such results, as random problems are not meaningful in themselves. We wish to draw the attention of the OR community to the phenomenon of \phase transitions" in randomly generated problems. This phenomenon allows us to generate random problems which are typically hard, and therefore provide a fair basis for comparison of di erent algorithms. They can also provide a basis for furthering our understanding of the way algorithms behave on both random and real problems. We hope therefore to contribute to the developing \empirical science of algorithms " 10] .
Phase transitions have received considerable attention in the AI community 2, 13, 7] . Whilst random problems are typically easy to solve, hard random problems can be found at a phase transition 2]. AI researchers now routinely use such problems to benchmark satis ability and constraint satisfaction algorithms. Simple scaling laws are often associated with these phase transitions. For example, scaling laws have been observed both for properties of random problems like the probability of having a solution 12, 7] , and for properties of algorithms like the tness of solutions during hill-climbing 3]. Such scaling laws are likely to prove useful in theoretical analyses of problem hardness and algorithm performance.
In this paper, we show how phase transition phenomena are of practical use in studying a typical OR problem, the traveling salesman problem (tsp). We start by showing that, contrary to earlier reports, there is a very clearly marked phase transition in tsp. We observe an \easy-hard-easy" pattern in median problem di culty, the hard region being correlated with a change from soluble to insoluble problems. We then show empirically that a simple scaling law holds of this phase transition. We next investigate the occurrence of rare exceptionally hard problems, which can be orders of magnitude harder than those found directly at the solubility phase transition. We show that their hardness is due to early mistakes in backtracking search. Finally, we show that we can study phase transitions in real problems, and that many of the features observed in random problems occur in real problems too.
Computational Phase Transitions
Randomly generated problems usually have a natural order parameter. For example, for randomly generated graph colouring problems, the order parameter is the average connectivity of the graph. A rapid phase transition from colourable to uncolourable occurs at a xed value of this order parameter. Surprisingly this value is almost completely independent of the size of the graph. Computational hardness appears to be associated with this phase transition 2]. In the colourable region, graphs have low connectivity. As almost any assignment of colours to nodes is a proper colouring, such graphs are usually easy to colour. In the uncolourable region, graphs have high connectivity. As many nodes are connected together, it is usually easy to show that there is an insu cient number of colours with which to colour the graph. By comparison, problems from the phase transition are typically hard since they are neither easily colourable nor obviously uncolourable.
Similar phase transition behaviour has been observed with many di erent randomly generated NP-complete problems using a variety of di erent complete and incomplete algorithms: for example, it has been seen in randomly generated satis ability problems 2, 13], independent set problems 6], Hamiltonian circuits 2], and constraint satisfaction problems 14]. Phase transition phenomena have also been observed in real computational data like exam time-tabling 4]. Given this large spectrum of problem types and algorithms, computational hardness in AI is now often associated with the occurrence of a phase transition. The aim of this paper is to demonstrate the existence of such phase transition behaviour in a typical OR problem.
3 Random TSP problems Given n cities, a tour length l and a matrix that de nes the distance between each pair of cities, the traveling salesman decision problem (the tsp decision problem) is to determine if a tour of length l or less exists which visits all n cities. The tsp decision problem is one of the most famous NP-complete problems. Randomly generated tsp problems can be easily constructed by placing cities on a square of area A at random.
To solve the tsp decision problem, we rst use an implementation of the branch and bound algorithm written by Robert Craig at AT&T Bell Labs. This uses the Hungarian algorithm for branching, minimally adapted by us to solve the decision rather than minization problem. Branch and bound is one of the best complete algorithms for the tsp decision problem.
For random tsp problems with n cities uniformly distributed over a rectangular area A, the expected optimal tour length 1] is, l opt = k:
where k 0:75. This would suggest that a natural order parameter for the tsp decision problem is l= p n:A. Irrespective of the actual values for l, n and A, we expect a phase transition to occur in the probability of a tour existing for a value of the order parameter of about 0.75. In Figure 1 , we plot one view of the phase transition as we vary this order parameter. The number of randomly generated cities is xed at 24 and the square side is xed at 1000 units. We vary the tour length required, using the same 1000 sets of 24 random cities at each point. We plot results by means of contours of percentiles, where for example the 50% contour is the median, and the 99% contour represents behaviour that was only exceeded by 1% of problems (in this case 10 problems). We also include the best and worst case. As search cost varies over many orders of magnitude. we plot the log of the number of nodes searched. All logs in this paper are to base 10. problems are under-constrained and typically easy. As many tours are less than the required length, it is not di cult to nd a tour that is short enough. In the insoluble region, problems are over-constrained and again typically easy. As the required tour length is a very tight bound, many tours are too long and are quickly ruled out. In the phase transition inbetween, problems are \critically constrained" and typically hard. In this region, it is di cult to determine if a tour of the required length exists without exhaustive search. This pattern of \easy-hardeasy" behaviour in the median contour is familiar from AI research into phase transitions 13]. Figure 1 clearly refutes the claim of Kirkpatrick and Selman 12] that \there are other NP-complete problems (for example, the traveling salesman problem or max-clique) that lack a clear phase boundary at which`hard problems' cluster".
Note that whilst median problem di culty peaks in the middle of phase transition, occasional very hard problems occur in under-constrained regions where almost all problems are soluble. The worst such problem took 4,412,760 nodes in a region where 97.7% of problems (including this one) have a tour. This is four orders of magnitude worse than the worst median problem, which took just 449 nodes in a region where 61.2% of problems have a tour. Such behaviour has previously been observed both for random graph-colouring and satis ability problems 9, 5]. We return to such occasional hard problems in satis able regions in x5 and x6.
We observe a similar phase transition when we x the tour length and vary the number of cities visited. In Figure 2 , we set l= p A to Figure 1 , the worst case plot shows worse behaviour at small values of the order parameter, in the mostly insoluble region. Exceptionally hard problems in the mostly soluble region do not seem to occur. However, we note that as the order parameter varies, so does the number of cities. Problems in the soluble region have smaller numbers of cities and so are much easier. The worst case is bounded by a search envelope of size O(n!) which is constant in Figure 1 but decreasing to the right in Figure 2 . The total number of nodes searched is thus not a direct measure of relative problem hardness.
Scaling of Phase Transition
To utilise phase transition phenomena e ectively, we need to determine how they scale with problem size. For instance, to test heuristic procedures like simulated annealing on random tsp problems which are larger than can be solved using complete procedures, we need a good estimate of the scaling of the probability that a random tsp problem has a tour. Analogies with phase transitions in physical systems are often useful in discovering such scaling results.
One of the most unusual and theoretically interesting phase transitions in physics occurs in spin glasses. Kirkpatrick et al. 11] have used an analogy with this phase transition to suggest a simple scaling result for the probability of satis ability for a common class of randomly generated satis ability problems. In 7] , we demonstrated that this simple scaling result applied to a wide range of di erent classes of randomly generated satis ability problems. Properties of algorithms like the number of constraint propagations performed on each branch of the search tree also appear to obey similar scaling results 8].
In a spin glass, each atom has a magnetic spin which can have only one of two values, \up" or \down" (1 or -1). The system therefore has a exponentially large number of possible con gurations. Interactions between atoms are both ferromagnetic (promoting alignment of spins) and anti-ferromagnetic (promoting opposite spins). As a result, a spin glass is a \frustrated" system with a large number of near optimal equilibrium con gurations which cannot be locally improved by ipping a spin. It is di cult therefore to get the spin glass into a state of least energy. An analogy can be made with tsp problems. A tsp problem has an exponentially large number of possible tours. It is also usually a frustrated system, having a large number of near optimal tours which cannot be locally improved (eg. using local changes like 2-opt or 3-opt). It is very di cult therefore to nd an optimal tour. This analogy with spin glasses suggests that a macroscopic property like the 
where f is some fundamental function, and and v are constants.
To test this hypothesis, we generated random tsp problems with n = 9; 16, 25, and 36, and measured the probability that a tour exists as we traverse the phase transition. In Figure 3 , each probability curve is plotted against l. The solid line represents n = 36. As n increases, the phase transition occurs at larger l but over a smaller range. By rescaling the x-axis for each problem size, we can quickly test (2) . In line with (1), we set = 0:75. We varied v, and observed the best t to (2) at v = 2. Figure 4 shows the data from Figure 3 rescaled so that the probability of a tour existing of length l for a random n-city tour is plotted at the x-ordinate ( l p n:A ? 0:75) : n 1=2 . Equation (2) is obeyed if all the probability curves coincide. Figure 4 shows that the data ts (2) very well indeed. Note that (1) is only an asymptotic limit. Using Figure 4 , we can for the rst time predict the probability of a tour of a given length existing for all values of l, n, and A. Our results very strongly suggest that the probability of a tour existing obeys (2) 
Optimal tours
The phase transition in Figure 1 results from a mixture of behaviours on soluble and insoluble problems. To isolate the di erent behaviour, we found the optimal tour for the rst 100 sets of cities tested in Figure 1 . We could then set the tour length required to be a known distance, d from the optimal tour for each problem.
At d = 0 only optimal tours will be found whilst at d = ?1 no tours will be found at all. By design, the phase transition thus occurs abruptly between d = ?1 and 0 (indicated by the dashed line). This gives a clear picture of how problem di culty is related to the distance from the individual transition in solubility. In Figure 5 , we vary d, the distance from the optimal tour from ?1000 (insoluble) to +1000 (soluble) in steps of 50, and for ner detail from ?50 to +50 in steps of 5. In addition, we plot the cost at ?1. For each distance d, we tested 100 sets of capitals, with l = l opt + d. Figure 5 demonstrates two di erent types of behaviour. In the insoluble region, there is exponential growth as the phase boundary is approached. In the soluble region, problems typically become harder as we approach the phase boundary since we can accept increasingly fewer sub-optimal tours. However, some of the hardest soluble problems have regions where search increases exponentially as we move away from the phase boundary. With these problems, poor branching decisions early on result in an exhaustive (and unsuccessful search) for a tour of given length. Na vely, accepting longer tours should make soluble problems easier, but Figure 5 clearly shows that the opposite can happen.
As an example, the worst case behaviour of 5,011,786 branches occurs at l opt + 750, well away from the phase transition, in a region where over 90% of the problems are trivial. This worst case behaviour is a result of poor initial branching decisions followed by an inability of branch and bound to cut o search until a very late stage. In this case, the sixth branching decision made by the Hungarian heuristic was to go from city 1 to city 14, thereby missing out an essential sidetrip between the two. In addition, the bound did not cut o search in this blind alley until only two branching decisions were left. At the optimal tour length, by comparison, the very tight bound enables backtracking to be initiated much earlier. The correct tour is thus found in just 22,129 branches. Sudden drops in di culty in the worst case contour follow the appearance of new and signi cantly longer sub-optimal tours.
Problems such as the worst case in Figure 5 are often called \exceptionally hard problems". They are of great interest as they appear away from the phase transition in satis able regions where almost all problems are very easy 9, 5]. Poor early branching choices followed by the inability to cut o search early has also been proposed as the source of exceptionally hard problems in both satis ability 5, 8] and constraint satisfaction 16]. It remains an open question whether this behaviour is seen with all algorithms or is restricted to those like back-tracking which commit to early decisions. These results demonstrate that, contrary to conventional wisdom, the hardest problems can be soluble.
6 Real TSP problems Random problems may, of course, not be representative of the problems met in practice. For example, they may lack features that can make real problems very hard. With time-tabling problems, we discovered that problem di culty can be strongly in uenced by the presence of large exam cliques 4]. There large scale structures were rare in our randomly generated time-tabling problems but present in our real data. Such large scale structures can make problems hard even well away from the phase transition. Phase transitions in randomly generated data should therefore be compared with phase transitions in real data.
As an example, we take some standard benchmark data from TSPLIB 15], the capitals of the 48 contiguous states of the U.S.A. To compute the order parameter for this data, we take A to be 7,825,118 km 2 , the area of the 48 contiguous states.
In Figure 6 , we plot one view of a phase transition in this real data as we vary this order parameter, again using the branch and bound algorithm. We x the number of capitals n at 24 and vary the tour length l from 500km to 15,000km in steps of 500km. We used the same 1000 sets of 24 capitals at each point. A rapid phase transition can be seen in Figure 6 at around l 8000km and l= p n:A 0:6.
The worst case needed 2,933,071,577 nodes for a tour of length 8500km or less, in a region where 99.6% of the problems have a tour, and more than 1446km longer than the optimal tour for this problem. This is over ve orders of magnitude worse than the worst median of 5,096 nodes at tour length 7500km, where 31.1% of tours were possible and worst case behaviour was 232,077,515 nodes. A similar phase transition occurs when the tour length is xed and the number of capitals visited is varied 4]. The phase transition for real data is very similar to that seen with random data. Median problem di culty again follows an easy-hard-easy pattern through the phase transition, whilst exceptionally hard problems occur in an under-constrained region where nearly 100% of problems are soluble. The major di erence between real and random data is that real tsp decision problems are signi cantly harder than random ones. In 4], we conjecture that this may be because of the di erent distribution of cities in randomly generated problems compared to the real data. Exceptionally hard problems in satis able regions appear for similar reasons to random data: an early incorrect branching decision followed by the bound not cutting o search until very deep in the search tree.
Conclusions
Phase transition phenomena have been of considerable practical value in AI but have yet to receive much attention in OR. In this paper we have shown that for complete procedures like branch and bound applied to the traveling salesman problem, median problem di culty typically follows an easy-hard-easy pattern through the phase transition. Exceptionally hard problems can, however, occur in under-constrained regions where nearly 100% of problems are soluble.
We have shown that phase transitions can be seen with both real and random data. Real data is, however, often signi cantly harder than random data. Phase transitions in real data are thus a very good source of hard problems for benchmarking algorithms. In addition to locating the really hard problems, phase transition phenomena obey some fascinating scaling laws, and we have empirically demonstrated one such law in this paper. Such scaling results promise to improve our understanding of both problem hardness and algorithm performance. As a consequence, phase transition experiments have an important role to play in both AI and OR.
