Introduction
In this thesis we are interested in a framework for specifying, prototyping, and reasoning about systems that describe computations over formal objects such as formulas, proofs, and programs. The computations of interest include those like evaluation and typing in a programming language, provability in a logic, and behavior in a concurrency system. The development of these computational systems is often an iterative process where one refines the specification over time. Therefore during this development, one would like 1) a specification language which supports the concise and direct description of a system based on its informal presentation 2) the ability to interact with the system via a prototype and 3) the ability to prove properties of the system with assistance from the computer.
An Overview of the Framework
A schematic view of how our framework might be used in shown in Figure 1 . At the top of this diagram is a pencil-and-paper presentation of a computational system. Below this is an encoding of that computational system using a formal specification language. This specification is then used in two different directions. On the left, the specification is fed into an animation tool to produce a prototype of the computational system. On the right, the specification is fed into a meta-reasoning tool where meta-properties of the computational system can be formally proved.
The pencil-and-paper presentation of a computational system is often given by local manipulations of syntax. In this style of presentation, syntax is viewed abstractly and manipulated in a rule-based fashion. A popular approach to such a description is based on what is known as structural operational semantics [Plo81] . This style of presentation lends itself very well to formal specification.
Formal specification of a computational system consists of two parts. First we pick a representation of syntactic objects, and second we pick a language for describing the manipulations of those objects. Both of these choices influence the type of tools we can use in the prototyping and reasoning phases. Specifically, the richness of the specification language must be balanced with the capabilities of the animation and reasoning tools. In order to interact with computational systems, our proposed framework supports prototyping based on the system specification. Ideally, the prototype should be driven directly by the formal specification, by giving a computational interpretation of the specification language. This eliminates the need for the framework user to manually develop a prototype based on the specification, thus avoiding a large source of potential errors. Furthermore, as the specification evolves this ensures that the prototype remains faithful to the current specification. Alternatively, if the specification language cannot be animated, one should select an implementation language which supports the fundamental structures of the specification language. For example, a specification language based on functions could be prototyped in ML, whereas a specification language based on predicates could use Prolog.
The specification of a computation system describes local manipulations of syntax, but one is often interested in global properties of the system. For example, the evaluation rules of a programming language describe how to evaluate each piece of syntax in isolation, but one may want to prove that all evaluation results in particular syntactic forms designated as values. This requires reasoning over all the rules of the specification using a meta-logic in a process called meta-reasoning. The result of meta-reasoning is proofs of meta-properties of the specification.
Issues in Dealing with Binding Structure
Consider the example computational system of a sequent calculus for logic. In this setting, the objects being manipulated are formulas, and the manipulation rules describe provability. We specify provability in the judgement Γ P where Γ is a list of formulas denoting the hypotheses and P is a formula denoting the conclusion. The rule for proving a conjunction is
Roughly speaking, this says that we can prove A ∧ B by proving A and also proving B. We can represent this rule naturally using a predicate for provability. For example, using Prolog as a specification language we could write prove(G, and(A,B)) :-prove(G, A), prove(G, B).
Next consider the rule for proving an existential formula:
Here t can be any term, and [x := t] denotes a meta-level substitution operation. Read from the bottom up, this rule says that we can prove ∃x.P by proving P [x := t] for any term t. Formally specifying this rule requires a representation for binding structure. For now, suppose we represent ∃x.P as exists("x", P ) where P is the encoding of the formula P . Using this representation, the rule for proving an existential might be encoded as prove(G, exists(X,P)) :-subst(P, X, T, P'), prove(G, P').
Here subst is assumed to be a substitution predicate which we would have to define manually. This predicate requires careful definition since P may have binding structure which needs to be respected by the substitution process. Moreover, the complexity of this definition directly influences the complexity of the reasoning process. Finally, consider the rule for proving a universal formula:
Γ P [x := c] Γ ∀x.P
A necessary side-condition on this rule is that c is a variable which does not occur in Γ or P . With this condition, the rule says that we can prove ∀x.P by proving P [x := c] for some arbitrary c about which nothing is known, i.e. c does not occur in the hypotheses or conclusion. The side-condition on c ensures that c is an arbitrary variable. One way of enforcing this side-condition is by generating a fresh variable name. For instance, we might encode the above rule as prove(G, forall(X,P)) :-gensym(C), subst(P, X, C, P'), prove(G, P').
Here gensym is assumed to be some Prolog provided mechanism for generating fresh variable names. Such a mechanism is outside the logical basis of Prolog, however, and thus reasoning about it would be quite complicated.
As our discussion has indicated, a significant portion of this problem is in the representation of binding and operations over binding. Ideally, we would like a specification language which supports a natural representation of binding and provides notions such as substitution and variable freshness. If such notions are baked into the specification language, then the animation and reasoning tools can be designed with these features in mind. The alternative is that the user must define binding and related concepts manually. This complicates the reasoning process where there user needs to prove many boilerplate properties about their binding representation and related operations.
Stepping back from this particular example, we can see that many computational systems have binding properties. Programming languages have binding structure in functions and local variable declarations. Logics have binding structure in quantifiers. Concurrency systems have binding structure in communication channels. Given the pervasive nature of binding in computational systems, it makes sense to provide convenient abstractions and tools for specification, prototyping, and reasoning in the presence of binding.
Intended Contributions
The intended contributions of this thesis are • A framework for specifying, prototyping, and reasoning over computational systems with binding. The key contribution in this respect is significant enrichments to existing meta-logics.
• A system embodying this framework, most importantly a reasoning tool which implements the above meta-logic and allows for human guided reasoning about specifications with binding.
• A demonstration of the usefulness of this system, though concrete proofs of properties of specifications with binding.
There is a positive feedback loop in these contributions. Implementing a meta-logic in a system and using that system naturally results in exposed weaknesses and deficiencies of the logic. This leads to new extensions to logic which feed back into the implementation.
Structure of the Proposal
In the next section we discuss the state of the art in frameworks for specifying, prototyping, and reasoning about computational systems with binding. That section concludes with a comparison of the existing frameworks and a selection of which framework to base the intended contributions on. In Section 3 we lay out a plan of work leading to the intended contributions. Finally, the proposal concludes with a summary of current progress and future work.
State of the Art
In this section we review the state of the art in frameworks for specifying, prototyping, and reasoning about computational systems with binding. We orient this discussion around the representation of binding at the specification stage, as that often dictates the tools we can use at the prototyping and reasoning stages. For a running example, we look at a simplified programming language called Core-ML. Since our focus is on the treatment of binding, we pick a rather simplified syntax for this language. It has only two components: function creation and application. This restriction does not make the language trivial, however, since Core-ML is isomorphic to the simply-typed lambda calculus, a very rich area of study. In particular, the language is rich enough for us to talk about evaluation and typing. The syntax of types, a, and terms, t, in Core-ML is described in Figure 2 . For types, int is a base type and a → a is the type of a function. For terms, x denotes a variable, f un x : a ⇒ t denotes a function with x of type a as input, and t t denotes function application.
Evaluation of Core-ML programs is defined by the judgement t 1 ⇓ t 2 , read "t 1 evaluates to t 2 ." The structural operational semantics rules for this judgement are given in Figure 3 . The rule for evaluating an application uses a meta-level substitution function [x := v] which provides capture-avoiding substitution. We do not define this function ourselves since some representations of binding in this section provide their own notion of capture-avoiding substitution. The Core-ML typing judgement is Γ t : a where Γ is a list of typed variables. We read this judgement as "t has type a in the context Γ." The definition of typing is given in Figure 4 , with the side-condition on the middle rule that x not appear in Γ. This side-condition ensures that we never have two types for a single variable in the context. Implicitly, we assume that if x does occur in Γ then renaming is performed so that the side-condition is satisfied and typing may proceed.
The Core-ML rules thus far constitute a traditional pencil-and-paper presentation. In the rest of this section, we look at different ways of encoding this presentation, paying particular attention to the representation of binding. For each representation we look at 1) how we encode the representation during specification 2) how we animate specifications based on this representation and 3) how we reason over those specifications.
First-order Representations
First-order representations provide no special treatment for binders. Instead, variables must be represented using existing syntax such as strings or integers. Thus, the mechanisms for manipulating and reasoning about binders have to be developed on a case-by-case basis by users of the framework. Due to this, many firstorder representations have been suggested, and they generally fall into three categories: named, nameless, and locally nameless.
Named Representation
The most direct and naive approach to encoding binders is to assign each variable a fixed name. For instance, the function f un x : int ⇒ x might be encoded as F un("x", Int, V ar("x")). Here we have picked a particular name, x, to denote the otherwise arbitrary variable in the function. The benefit of the named representation, and all first-order representations, is that many mature frameworks exist which support this representation in specification, prototyping, and reasoning. For example, languages like SML and Prolog can effectively prototype specifications written in a first-order representation. In the reasoning phase, theorem provers like Coq [BC04] , ACL2 [KMM00] , and HOL [Har96] are very mature and are designed for working with first-order abstract syntax.
Despite the existence of frameworks supporting this style of representation, there are many problems with the named representation. The essential issue is that no support is provided for binding, thus everything related to binding is pushed onto the user. This creates three major problems for the user.
First, semantic equality is not reflected in the representation. One illustration of this is provided by the non-recognition of α-equivalence. For example, the functions f un x : int ⇒ x and f un y : int ⇒ y have two different representations, F un("x", Int, V ar("x")) and F un("y", Int, V ar("y")). This problem primarily affects the reasoning phase, where the user must establish many equivalence lemmas.
Second, no support is provided for substitutions over binding. Thus the user must define substitution on their own in order to specify rules such as evaluation of applications in Core-ML, Figure 3 . Captureavoiding substitution is nuanced and easy to get wrong, thus defining substitution is non-trivial. Moreover, substitution must be defined for each class of syntactic objects with binding. Then, in the reasoning phase, the user must prove many substitution lemmas and must repeat these proofs for each syntactic class with binding.
Third, no support is provided for fresh variable generation. Generating fresh names is valuable technique for encoding side-conditions such as the restriction that x not occur free in Γ in the rule for typing functions in Core-ML, Figure 4 . With the named representation, the user must devise their own mechanism for creating fresh variables. This must be rich enough to be realized in the prototyping phase, but simple enough to be effectively reasoned about in the reasoning phase. The difficulty is that the choice of a variable name is arbitrary, but the named representation still forces the user to make that decision. Then the user must reason about that decision and prove that it truly is arbitrary.
Large-scale developments have been constructed using the named representation, and the result is often that the binding issues overwhelm the development. For instance, VanInwegen used a name representation to encode and reason about SML in the HOL theorem prover [Van96] . She noted:
Proving theorems about substitutions (and related operations such as alpha-conversion) required far more time and HOL code than any other variety of theorems.
Nameless Representation
A more sophisticated first-order representation is to represent each variable occurrence with an integer denoting its position relative to the binding structure around it. Commonly, one uses the distance from the variable occurrence to its binder, measured in terms of other binders above it in the abstract syntax tree.
For example, the term f un x : int ⇒ f un y : int ⇒ x would be encoded as F un(int, F un(int, V ar(2))).
Here the 2 denotes that the binder for this variable occurrence is two binders away. This is also called the de Bruijn representation [Bru72] .
The benefit of a nameless representation is that α-equivalent terms are syntactically equal. Thus in the reasoning phase the user does not need to prove additional properties about α-equivalent terms.
The nameless representation shares many problems with the named representation and has some additional ones as well. The nameless representation still requires that the user define substitution themselves, and now substitution requires careful attention to renumberings and other arithmetical operations. Also, as with the named representation, there is no built-in mechanism for generating fresh variables. A new difficulty introduced by the nameless representation is that objects become hard for humans to read, since each variable may be represented by various integers depending on where it occurs.
The nameless representation has been used in large-scale developments. Hirschkoff, for instance, used it to formalize the π-calculus in the Coq theorem prover [Hir97] . He found that the nameless representation simplified much of the work with bound variables versus the named representation, but it still overwhelmed the development. He concluded:
Technical work, however, still represents the biggest part of our implementation, mainly due to the managing of De Bruijn indexes [...] Of our 800 proved lemmas, about 600 are concerned with operators on free names.
Locally Nameless Representation
A hybrid approach is to use the nameless representation for bound variables and the named representation for free variables. This is called the locally nameless representation. Here α-equivalence classes are unique as with the nameless representation. Furthermore, names for free variables allows for more human comprehensible syntactic objects.
The drawbacks of the locally nameless representation are a combination of those for the named and nameless representations. The user still has to define substitution and reason about renumberings and arithmetical operations. The user must also devise their own fresh name mechanism and reason about it. One additional drawback is that each class of syntactic objects with binding must have two substitution operations defined on it: one for bound variables and one for free variables.
Higher-order Representations
A higher-order representation treats binding as fundamental. The key idea is to use use binding at the meta-level, i.e. the specification language, to represent binding at the object level. Frameworks supporting higher-order representations must then provide new mechanisms for manipulating binding at the meta-level. The benefit of this approach is that these meta-level tools for representation and manipulation of binding can be implemented once, at the meta-level, and then provided generically to the user. The idea of using meta-level functions to represent object-level binding is called higher-order abstract syntax [MN87, PE88] . For example, consider using SML to specify Core-ML via a higher-order representation, i.e. using SML functions to denote binding in Core-ML. The data type for Core-ML terms in SML would be defined as datatype term = App of term * term | Fun of type * (term -> term)
Note that there is no constructor for variables. Instead, the use of meta-level functions of type term -> term removes the need for explicit variables. For example, the function f un x : int ⇒ f un y : int ⇒ x would be encoded as Fun(Int, fn x => Fun(Int, fn y => x)) where fn x => t is the syntax for an SML function. Notice that binding of x in our example term is completely handled by the SML.
An immediate benefit of higher-order abstract syntax is that capture-avoiding substitution is provided by the meta-level. Taking our encoding of Core-ML in SML again, given the term Fun(Int, f) for some SML function f, we can perform substitution simply by applying f to a value. Thus the user does not need to define substitution at all. Moreover, because substitution is defined generically at the meta-level, the reasoning process can be designed with this notion of substitution in mind. This frees the user from having to prove substitution lemmas.
Specification languages using higher-order abstract syntax are typically based on Prolog extended with some variant of the lambda calculus. Just as Prolog provides for conjunctive and disjunctive judgements, an extension of Prolog with higher-order abstract syntax must support two new higher-order judgements: the generic and the hypothetical. The generic judgement allows the specification of a universal statement by introducing a fresh variable. This fresh variable generation is provided by the specification language, thus freeing the user from any details regarding freshness. The hypothetical judgement allows for local assumptions. This is useful in combination with the generic judgement since the pair allows the creation of a fresh variable with some local assumptions about it.
To make this discussion concrete, we give an encoding of the specification of Core-ML using λProlog [NM88] , an extension of Prolog with the simply typed lambda calculus [Chu40] . The rules of this encoding are given in Figure 5 . Predicates and constructors in λProlog are written in a functional style, without parenthesis. The generic judgement is represented by pi x\ . . . and the hypothetical by assumption => goal. Note that the typeof judgement does not need to keep track of a local context for variables. Instead, as each function is encountered, a new variable is generated via a generic judgement and its type is assumed via a hypothetical judgement. These specification rules can now be animated using an implementation of the λProlog language. This is possible because λProlog gives a computational interpretation to generic and hypothetical judgements based on uniform proof search [MNS87] .
λProlog is based on the simply typed lambda calculus, but other logics can be used to support higherorder abstract syntax. Twelf [PS99] is another tool for specifications with higher-order abstract syntax which uses the dependently typed lambda calculus [HHP93] . Whereas λProlog is based on the idea of uniform proof search, Twelf uses the judgements-as-types principle and implements proof search for judgements as search for terms inhabiting particular types.
In the rest of this section on higher-order representation, we look at tools for reasoning over specifications with higher-order abstract syntax. The first tool is Twelf, which supports a particular class of meta-theorems. The second is a LINC, an intuitionistic logic with support for higher-order abstract syntax.
Twelf
Twelf [PS99] is a system for specifying and reasoning with higher-order abstract syntax using the dependently typed lambda calculus. In Twelf, judgements are encoded as types, and rules for making judgements are encoded as constructors for the corresponding types. The terms inhabiting these types are therefore derivations of judgements.
Since derivations of judgements are terms in Twelf, we can think of defining predicates that manipulate such derivations. For example, suppose that predicates for typeof and eval were defined in Twelf. Then we could think of a predicate named preserve which takes a derivation of typeof T A and a derivation of eval T V and produces a derivation of typeof V A. If the preserve predicate is total in its first two arguments, i.e. it is defined and terminates for all inputs, then we can think preserve as a proof of the meta-property that evaluation preserves typing in Core-ML. This style of encoding is known as a Twelf meta-theorem.
The encoding of Twelf meta-theorems is quite useful, but it has two serious limitations. To understand the first limitation, consider again the meta-theorem of type preservation: "forall derivations of typeof T A and forall derivations of eval T V there exists a derivation of typeof V A." This theorem was encoded in a Twelf predicate which took the first two derivations as input and produced the last one as output. In general, a predicate representing a Twelf meta-theorem has inputs corresponding to ∀ quantifiers and outputs corresponding to ∃ quantifiers. Therefore, meta-theorems are restricted to a ∀∃ quantification structure. Thus, for example, Twelf cannot encode a meta-theorem which uses a logical relations argument because such theorems have a ∀∃∀ quantification structure [Tai67] .
The second limitation of Twelf's meta-theorem encoding is it requires we prove a predicate is total, i.e. that the predicate is defined and terminates for all inputs. Checking coverage and termination is nontrivial, however, since a Twelf predicate can make use of hypothetical and generic judgements. Thus the context of a Twelf predicate changes as the predicate operates, e.g. new terms may be added on which the predicate may need to be defined. The coverage and termination checks are performed automatically by the SML code implementing Twelf. Unfortunately, there is no formal logic in which these checks are performed, thus there is no clear way of verifying the correctness of the checks.
LINC
LINC [Tiu04] is a intuitionistic logic with support for reasoning over higher-order abstract syntax. It allows for inductive and co-inductive definitions and provides notions of induction and co-induction over those definitions. A key feature of LINC is support for generic variables which is useful in reasoning with higherorder abstract syntax.
Definitions in LINC are closed logic programs. This closed nature allows for case analysis on definitions, thus making definitions an attractive way to encode computational systems. For example, the semantics of λProlog can be given as a definition of an atom seq which applies to two arguments: a context for hypothetical Figure 6 . In these rules we write & to denote the conjunction of goals in λProlog. The ∇ quantifier will be explained in the next paragraph, but for now it suffices to think of it like a ∀ quantifier. The last rule for seq implements backchaining, where the prog atom encodes the particular λProlog program we are reasoning over. For each clause in λProlog, the two arguments to prog are the head and the body of that clause. For example, the evaluation of Core-ML would be defined as in Figure 7 . The encoding of the λProlog via seq allows for formal reasoning about the semantics of λProlog and therefore reasoning about specifications in λProlog as well. This is an important point: LINC can reason not just over λProlog specifications, but also over the λProlog specification language. This allows us to formally prove properties of the specification language and make these properties available to users of the framework.
A key feature of LINC is support for generic variables via the ∇ quantifier. We use this quantifier in the definition of seq in Figure 6 to encode the pi operator from λProlog. Consider for a moment if we tried to encode this operator using a universal quantifier instead. Each time we use the pi operator, it picks a fresh variable name, thus if we use it twice in a row we expect two different fresh names. Roughly speaking, we expect pi x\ pi y\ x = y to hold. Encoded using universal quantifiers, this would become ∀x.∀y.x = y which is clearly false since we can pick x for y. On the other hand, ∇x.∇y.x = y is provable in LINC. Thus ∇ introduces a unique notion of quantification, and this allows for a correct encoding of the pi operator.
One drawback of LINC is that it lacks a mature implementation. Initial implementations are in active development, but none support the basic features necessary to conduct large-scale developments. In particular, to reason about λProlog specifications in LINC we must use the seq and prog encodings. This introduces a large amount of syntactic overhead and exacerbates the need for computer assistance in managing proofs.
Another issue with LINC is the difficulty of directly specifying certain properties which arise in computations with generic variables. For example, when reasoning about the λProlog typeof predicate using the definition of seq, we accumulate in L a context of generic variables with type assignments, e.g. typeof x 1 a 1 :: . . . :: typeof x n a n :: nil. In order to prove that typing is unique, we need to state that this context has the form we expect: unique generic variables with corresponding types. LINC does not allow this. Instead, we must say that if typeof X T occurs in this list then 1) X is not an application 2) X is not a function and 3) X does not occur later in the list. Thus, LINC forces us to describe this context by saying what it cannot be, rather than what it is.
Nominal Representation
The nominal representation of binding is a mild extension of first-order abstract syntax with support for α-equivalence classes. The basis of the nominal representation is a collection of names with an operation which swaps names, i.e. an operation which syntactically permutes one name with another. For example, binders in nominal logic are denoted by a t, so the function f un a : int => b can be represented as F un(Int, a V ar(b)). Swapping a and b in this term yields F un(Int, b V ar(a)). Note that even the names in the binding occurrences of variables are changed by the name swapping operation. Swapping, like captureavoiding substitution, preserves α-equality, and thus makes a good basis for working with binders. Moreover, there are two benefits of using name swapping rather than substitution: 1) swapping is invertible, simply by applying the same swapping again and 2) swapping does not change the size of a term, thus swapping works well with inductive arguments. The nominal representation uses name swapping to define α-equivalence classes over names, giving rise to what is called nominal abstract syntax.
Two different prototyping tools exist based on nominal abstract syntax. The first is αProlog [CU03], a nominal specification language and prototyping tool based on Prolog. αProlog extends Prolog with a notion of freshness constraints and unification modulo α-equivalence classes [UPG03] . The second is FreshML which is based on extending ML with nominal data types [SPG03] . This language has many features supporting nominal data types, including pattern matching against bound names.
Reasoning over nominal specifications is supported by axiomatizing the rules of name swapping and freshness in an existing prover [UT05, ABW07] . The most prominent work in this area is the Nominal package for Isabelle/HOL. This package allows the easy definition of syntactic objects with α-equivalence classes. The construction of these α-equivalence classes is conducted completely within the HOL logic and can thus be trusted. Moreover, the construction of these α-equivalence classes and some boilerplate results about them is provided automatically via the macro-like features of Isabelle.
The nominal approach has two main drawbacks. First, substitution is not provided, and thus the user must define it on their own for both prototyping and reasoning. Consequently, the user must prove substitution lemmas relative to their definition of substitution. Second, in order to use functions and predicates in the reasoning phase, one must prove equivariance properties stating that name swapping does not change the results of a function or the provability of a predicate.
Comparison and Shortcomings
We have seen many possible representations of binding, but we can select only one to base our proposed work on. In this light, the first-order representation is clearly lacking. Although the existing tools provide excellent support for first-order abstract syntax both in prototyping and reasoning, the lack of any support for binding is critical. Despite many possible first-order representations, the issues related to binding overwhelm any developments using these representations.
The nominal representation of binding shows significant promise. From a user perspective, nominal abstract syntax is very similar to first-order abstract syntax, except with support for binding. Moreover, the nominal representation can be encoded in many existing theorem provers thus leveraging on existing work. Nevertheless, the nominal representation still burdens the user with defining and reasoning about substitution, which is a significant portion of the work related to binding.
The higher-order representation of binding has been used successfully for specification and prototyping, while reasoning with this representation is an active area of research. The Twelf encoding of meta-theorems is a very novel idea, but it appears to be a local maximum with respect to meta-reasoning. In particular, the class of Twelf meta-theorems is restricted to ∀∃ formulas, and there is no apparent way to go beyond this. A more promising long-term approach is to develop a system based on the LINC logic. By using a full logic rather than a novel encoding we are able to express the full range of possible meta-theorems. Moreover, the LINC logic is expressive enough that it can encode not only specifications written with higher-order abstract syntax, but also entire specification languages based on higher-order abstract syntax. For instance, the semantics of λProlog were encoded in the seq predicate in Figure 6 . This is a huge advantage for this approach since it allows us to prove properties of the specification language formally and then make these results available to the user. Therefore, we base our proposed work on a higher-order representation of syntax and the combination of λProlog and LINC for prototyping and reasoning.
Proposed Work
We propose to develop and implement a framework for specifying, prototyping, and reasoning over computational systems using a higher-order representation of binding. Various parts of this framework have already been developed and implemented by others. The specification and prototyping aspects of the framework are embodied in the λProlog language and its implementation. The reasoning aspect of the framework has been developed in the meta-logic LG ω , a variant of LINC. We propose to enrich this logic to better support reasoning with higher-order representations. Furthermore, we propose to implement the resulting logic in a system for interactive reasoning and to prove the effectiveness of this system. Thus there are three thrusts to our proposed work: meta-theory, implementation, and applications.
Meta-Theory
In this section we introduce the meta-logic LG ω and explain our preference for it over LINC. We propose an extension of LG ω which enriches the notion of definitions to allow for a more concise and direct statement of properties involving generic variables. We demonstrate how this extension allows us to reason about simultaneous substitutions, a traditionally hard problem for systems based on higher-order abstract syntax. Finally, we hint towards additional extensions in the area of induction.
LG ω
LG ω [Tiu06] is a simplification of the LINC meta-logic. Both logics support definitions, induction, and the ∇ quantifier, but LG ω simplifies the treatment of ∇-bound variables. Where LINC keeps an ordered list of ∇-bound variables, LG ω does not track the order or number of ∇-bound variables. This interpretation LG ω corresponds nicely to generic variables in λProlog. For example, the λProlog goal pi x\ pi y\ G says that we generate fresh variables x and y before proving G. We can encode this in LINC using seq described in Figure 6 which yields ∇x.∇y.seq nil G where G is the encoding of G. In λProlog, the order in which we pick fresh variables for x and y does not matter, thus we expect ∇x.∇y.seq nil G = ∇y.∇x.seq nil G, but this is not true in general for LINC. In LG ω , however, ∇ quantifiers can always be permuted, so that ∇x.∇y.P = ∇y.∇x.P is a theorem. Additionally, ∇ quantifiers can be discarded when they are no longer used, i.e. ∇x.P = P if x does not occur in P , which corresponds in λProlog to the idea of generating a fresh variable, but never using it.
LG ω assumes the existence of an infinite set of names called the nominal constants, C N , and a set of non-nominal constants, K. Given a permutation π on nominal constants, we extend this permutation to all terms and formulas by pushing such permutations down the the leaves. For example π.(λx.M ) = λx.(π.M ). Note that nominal constants are distinct from λ-bound variables and thus the two do not interfere. We define the support of a term t, written supp(t), as the set of all nominal constants appearing in t. Our logic also has free variables introduced by quantification, referred to as eigenvariables. At times we consider substitutions for eigenvariables, but we assume that such substitutions do not contain nominal constants.
Sequents in
LG ω have the form Σ; Γ C. Here Σ is a set called the signature and contains all the free variables of Γ and C. Γ is a multiset of formulas called the hypotheses, and C is a formula called the conclusion. The core rules for LG ω are presented in Figure 8 . Most of these are standard rules for connectives in intuitionistic logic, but the initial rule and the quantification rules require explanation. For the initial rule, id π , a hypothesis can match the conclusion under any permutation of nominal constants. For example, if p a is true for some nominal constant a then p b is true for any nominal constant b. Intuitively, since each nominal constant is arbitrary, we can always replace one with another.
The quantification rules in LG ω are designed around the idea that substitutions for eigenvariables cannot contain nominal constants. Thus if we want a eigenvariable to depend on a nominal constant, we must explicitly apply the eigenvariable to the nominal constant. We see this in action in the rules for ∀R and ∃L. When replacing the bound variable x in these rules, we want the substituted variable to be able to use any nominal constants mentioned in the current term. We encode this by raising the eigenvariable h over the support of the term, i.e. we apply h to supp(B). The rules for ∇L and ∇R are straightforward replacements of the ∇-bound variable with a fresh nominal constant. Finally, the rules for ∀L and ∃R allow us to replace the bound variable x with any term t which can use variables from Σ and constants from K and C N .
Like LINC,
LG ω has a notion of definitions which allows us to describe fixpoints. Definitions in LG ω are given as a set of clauses of the form ∀ x.H
B where x contains all the free variables in H and B. When writing clauses we use capital letters to denote the variables in x rather than listing them explicitly. To ensure consistency, definitions may not contain nominal constants. When using a definition, however, the variables in x may be instantiated with terms containing nominal constants. To encode this, we need to define the raising of a clause over a list of nominal constants. The clause ∀x 1 . . . The usefulness of a raised clause is that substitutions for h 1 , . . . , h n no longer need to contain nominal constants in order use c.
There are two ways in which definitions can be used in LG ω . One way is a forward-reasoning style to determine when a definition holds, while the other is a backwards-reasoning style to determine why a definition holds. These two interpretations correspond to unfolding definitions on the right and left side of the sequent, respectively. The rules for these unfoldings are presented in Figure 9 . The top of the def L rule contains a potentially infinite set of sequents. This set is generated by raising each clause ∀ Another feature of LG ω is induction over natural numbers. This is supported by introducing the con- LG ω stants z and s for zero and successor, respectively, together with an atom nat which is used to denote natural numbers. The rules for nat are presented in Figure 10 . In these rules, natL corresponds to natural number induction. In particular, I denotes the induction invariant, thus the three premises of the natL rule correspond, from left to right, to the base case, the inductive step, and the result of the induction. We encode the semantics of λProlog in LG ω using the definition of seq in Figure 11 . The difference between this version of seq and the version for LINC, Figure 6 , is that here we add an additional natural number parameter which corresponds to the height of the proof tree for seq. This is necessary for reasoning in LG ω since the only notion of induction is natural number induction. To simply notation, we write L P for ∃n.nat n ∧ seq n L P . We call L the context, and when it is nil we write simply P .
An Extension of LG ω
One limitation of LG ω is that definitions cannot manipulate or reason directly about existing nominal constants. For example, consider the Core-ML typing judgement in λProlog, Figure 5 . Using our encoding of λProlog in LG ω we can state that typing in Core-ML is deterministic via the following theorem.
Here we assume that = is an infix atom defined by the clause X X. The proof of the type determinacy theorem uses induction on the height of one of the typing judgements. Recall that the typing rule for functions is the following.
typeof (fun A F) (arrow A B) :-pi x\ typeof x A => typeof (F x) B.
Here typeof x A is a hypothetical judgement which is added to the contexts of (typeof t a 1 ) and (typeof t a 2 ) when t is a function. Thus to prove this theorem we need a strengthened inductive hypothesis which allows for a non-empty context. This context cannot be arbitrary, however, e.g. we cannot have two different types for one variable, or else the theorem may no longer hold. To handle this, we introduce an atom ctx, which we define shortly, which restricts the context. Using this predicate, we can state the more general theorem of type determinacy:
∀l.∀t.∀a 1 .∀a 2 .(ctx l ⊃ l (typeof t a 1 ) ⊃ l (typeof t a 2 ) ⊃ a 1 = a 2 ).
Given a proper definition of ctx, this theorem is provable with a straightforward induction. The limitations of LG ω are exposed when we try to define ctx so that it properly describes contexts which occur when making a typeof judgement. Intuitively, these contexts have the form typeof x 1 a 1 :: . . . :: typeof x n a n :: nil where x 1 , . . . , x n are unique nominal constants and a 1 , . . . , a n are arbitrary Core-ML types. One possible definition for ctx in the original LG ω logic is shown in Figure 12 . This definition is sufficient for proving the type determinacy theorem, but it is unsatisfying. The definition attempts to capture the nominal nature of the first argument to typeof by explicitly stating that it is not equal to any other constructor in the language. Also, the definition of ctx ensures the uniqueness of the first argument of typeof by explicitly disallowing that argument from occurring later in the context. Thus this definition gives an explicit definition of what is not a valid context, thereby giving an implicit definition of what is a valid context.
The difficulties above are more than cosmetic. The definition of ctx in Figure 12 is quite large and therefore it complicates the reasoning process. If more constructs were added to the Core-ML language, the definition of ctx would have to scale linearly. More generally, the inability to directly specify a simple property involving nominal constants implies that LG ω is only half the picture when reasoning over higherorder abstract syntax. The essential problem is that the ∇ quantifier in LG ω can only be used to introduce new nominal constants, and cannot be used to manipulate or reason about existing nominal constants. Ideally, we want an extension to LG ω which allows the full range of manipulation and reasoning with nominal constants. In this rest of this section, we introduce such an extension.
We propose an extension of the LG ω logic which allows for ∇ in the head of definition clauses. This extension allows definitions to manipulate reason about existing nominal constants, rather than just introducing new ones. Later we see that this extension gives us a precise and direct way to define ctx and other properties of nominal constants, but first we focus on a precise definition of the logical rules for clauses with ∇ in the head.
With ∇ in the head, the general form of a clause is now ∀ x.∇ c.H B. Note that the order of quantification implies that the variables in x cannot depend on the variables in c unless such a dependency is made explicit. The rules for working with these extended clauses are presented in Figure 13 . These rules We can understand the def L ∇ rule as three steps: 1) the sequent Σ; A, Γ C is raised over nominal constants from the head of the definition 2) the clause is raised over the support of A and 3) the head of the raised clause is unified with the raised version of A, for every permutation of the nominal constants. The def R ∇ rule is roughly the same except at the end, only matching is used, rather than full unification. Also, the def R ∇ rules only considers one clause, one permutation, and one unifier.
Using the proposed extension of LG ω we give a direct and concise definition of ctx in Figure 14 . In this definition, the nominal nature of x is captured directly by the ∇ quantifier. We also do not need a condition stating that x is unique in the context since this is enforced by the nature of ∇. As an example of how this definition is used in reasoning, consider the following sequent which arises while proving type determinacy for Core-ML (we elide the signature from our sequents for presentation). This sequent says that well-formed contexts do not contain typing judgements for applications. Proving this requires induction on the length of l, but for now consider if we apply def L ∇ to ctx l. This yields two cases. The first case is when l = nil which is trivial. The more interesting case is when l = typeof x a :: l where x is a nominal constant. Then the sequent becomes ctx l , member (typeof (app (m x) (n x)) (a x)) (typeof x a :: l ) ⊥ Note that all previous variables have been raised over x to indicate that x may occur in them. Next we apply def L ∇ to the member hypothesis. Since app (m x) (n x) does not unify with x, we know that typeof (app (m x) (n x)) (a x) is not the first member of the list typeof x a :: l . Thus there is only one case to consider: ctx l , member (typeof (app (m x) (n x)) (a x)) l ⊥ If we had performed induction, we could now appeal to the inductive hypothesis and complete this proof, since l is shorter than l. This argument demonstrates that the nominal nature of x 1 , . . . , x n in typeof x 1 a 1 :: . . . :: typeof x n a n :: nil is truly captured by the use of ∇ in the head of the definition for ctx.
In addition to proposing the rules def L ∇ and def R ∇ , we must prove that they are sound with respect to the logic. This is subsumed by the larger goal of proving that the logic admits cut-elimination, i.e. that the cut rule of Figure 8 can be eliminated without affecting the provability of statements in the logic. Cutelimination has been shown for LG ω , but this proof does not immediately extend to our proposed logic. The key difficulty is that applications of def L ∇ and def R ∇ can cause raisings of the sequent. Thus we need to prove that raisings (and some sort of "un-raisings") do not affect provability. Another part of this proposed effort involves searching for simpler, more declarative versions of the def L ∇ and def R ∇ rules. The current rules are very operational, and therefore difficult to reason about directly.
Simultaneous Substitutions
One challenge for reasoning systems with higher-order abstract syntax is reasoning about simultaneous substitutions. That is, given a term T with free variables x 1 , . . . , x n , where n is arbitrary, we want to reason about T [x 1 := v 1 ][x 2 := v 2 ] · · · [x n := v n ] for some values v 1 , . . . , v n . This type of reasoning shows up, for example, in proving the termination of evaluation for simply-typed lambda calculus [Tai67] .
We can encode simultaneous substitutions using our extended notion of definitions. Let T be a term with free variables x 1 , . . . , x n , and let L be a list of all the free variables in T together with a value to substitute for each variable, e.g. a list (x 1 , v 1 ) :: . . . :: (x n , v n ) :: nil. Note that we call x 1 , . . . , x n variables in the object logic sense, i.e. they are actually represented with nominal constants in our meta-logic. In Figure 15 we define subst which takes the term and list described above produces the term T [x 1 := v 1 ][x 2 := v 2 ] · · · [x n := v n ]. The definition of subst operates on three arguments: a list of pairs as described above, a term which contains variables from that list, and the result of the simultaneous substitution described by that list. For each pair in the list, subst extracts the corresponding free variable out of the second argument to subst and replaces it with the corresponding value from the pair. The third argument to subst is used to propagate the result back after the list is empty and all substitutions have been performed.
Extensions with Induction
One tool which LG ω lacks in comparison to LINC is the ability to induct on atoms via their definition. In
LG ω , induction is limited to natural numbers, while in LINC, any inductive definition can be the subject of induction. We proposed to bring this ability back into the LG ω logic. This includes the unexplored work of performing induction on definitions with ∇ in the head. Moreover, the LINC logic also has a notion of co-induction and co-inductive definitions which we have not yet considered in conjunction with ∇ in the head of definitions.
Implementation
We are interested in implementing our meta-logic in order to test it on non-trivial examples. For the implementation, the goal is to allow the user to state and prove theorems about specifications with assistance from the computer. In a perfect world, the implementation would automatically find proofs for any correct theorem the user states, but this is not possible in general due to issues such as inferring induction invariants and finding lemmas. Instead, the search for a proof is a joint effort between the implementation and the user. The implementation's role in this effort takes two forms: 1) ensuring all reasoning is sound with respect to the meta-logic and 2) allowing the user to make reasoning steps that correspond to the traditional high-level reasoning in a pencil-and-paper proof. In this section we look at how such an implementation should be constructed, paying special attention to the needs of our meta-logic.
Basic Structure of the Prover
Traditional interactive theorem provers (e.g. Coq [BC04] ) allow users to state and prove theorems by interacting directly with proofs as they are constructed. This interaction consists of the user applying tactics, i.e. rules for manipulating proof states, until the proof is completed. The proof state consists of some subgoals, and each subgoal is made up of some hypotheses and a conclusion. Tactics manipulate these hypotheses or the conclusion until each subgoal is proved. This model of theorem proving corresponds nicely to the structure of our meta-logic. For example, while constructing a proof in our meta-logic, the subgoals are the sequents which do not yet have any proofs. For each such sequent, the hypotheses are those formulas on the left of the sequent, and the conclusion is the formula on the right. A tactic in this setting corresponds to applying some rules of the meta-logic to a subgoal which results in some number of new subgoals. If this number is zero, then the original subgoal has been proven. We structure our proposed implementation using tactics in this way.
A primary difficulty in implementing our meta-logic is balancing the needs of the logic with the needs of the user. From a logical perspective, we would like every reasoning step to be supported by the the rules of our meta-logic. From a user's perspective, we would like every reasoning step to correspond to a high-level thought about how the proof should proceed. For example, the logic may speak of rules like ∧L and natL, while the user wants to apply ideas like "case analysis" or "induction." Moreover, our meta-logic has 24 rules, all of which need to be used on a regular basis, which would be a significant burden to the user if forced to work at this level. From examining pencil-and-paper proofs, we can see that certain patterns of reasoning are common such as "induct on this," "perform case analysis on this," or "apply this lemma." Thinking along these lines we can often group together many rules of our meta-logic into one of these reasoning steps. For instance, if the user says "perform case analysis on this hypothesis" then we can consider which logical rule to apply based on the structure of the hypothesis, e.g. if the hypothesis is B ∨ C then we apply ∨L, while if it an atom we apply def L ∇ , etc. This is the fundamental way in which we devise tactics for our implementation: select a high-level reasoning step and see which rules of the meta-logic it corresponds to. This assures us that the implementation truly supports the types of high-level reasoning steps used in pencil-and-paper proofs.
There are currently five core tactics in our system: induction, introduction, apply, case analysis, and search. The induction tactic implements the natL rule, i.e. natural number induction. The introduction tactic implements ∀R and ⊃ R, transforming a goal of the form ∀ x.H 1 ⊃ H 2 ⊃ . . . ⊃ H n ⊃ C into the new variables x, the new hypotheses H 1 , . . . , H n , and the new goal C. The ∀L and ⊃ L rules are implemented in the apply tactic which allows the user to apply a hypothesis of the form ∀ x.H 1 ⊃ H 2 ⊃ . . . ⊃ H n ⊃ C to some hypotheses which match H 1 , . . . , H n , resulting in the new hypothesis C. The remaining left-side rules of our meta-logic are handled by the case analysis tactic which breaks down hypotheses into smaller parts. The remaining right-side rules are handled by the search tactic which builds conclusions up from the current hypotheses.
To demonstrate these core tactics, consider the definition of lists and append given in Figure 16 . One theorem we may want to prove is that append is total in its first two arguments:
In our implementation, this proof begins by applying induction to the term list A which gives us a hypothesis of the form
where the annotation on list A denotes that this inductive hypothesis can only be applied to smaller judgements of list A than the one we are inducting on. For notation, we denote the above inductive hypothesis as simply IH. The next step is to use introduction on the theorem to give us the proof state IH, list A, list B ∃C.append A B C.
Now we apply case analysis to list A which yields two cases corresponding to the two definitions of list in Figure 16 . The first case is when A is nil, IH, list B ∃C.append nil B C.
We finish this case via the search tactic which instantiates C with B and uses the def R rule to show that append nil B B holds. The second case for list A is when A has the form X :: A which yields the proof state Finally, the search tactic finishes this proof by instantiating the bound variable C with X :: C.
To estimate the usefulness of our five core tactics, we can look at the example theorems proved with our implementation thus far (see Section 3.3). Of the 753 uses of tactics in these developments, our five core tactics account for 97% of the uses. Moreover, the uses of these tactics often follow a predictable pattern: 1) induct on a term in the theorem 2) introduce new variables and hypotheses 3) apply case analysis to break down hypotheses 4) apply lemmas and the inductive hypothesis to the smaller hypotheses and 5) use searching to build up the resulting hypotheses to match the conclusion.
To allow user programming, tactics-based theorem provers often allow the user to compose tactics in logical ways using what are known as tacticals. For instance, a "then" tactical might take two tactics and apply them them in succession assuming both succeed, or fail if either one fails. As another example, a "repeat" tactical might take a single tactic and apply it repeatedly until it fails. A rich library of tacticals together with a way of creating new tacticals can significantly improve the proof search process for the user. Thus we propose adding tacticals to our implementation.
Reasoning with an Object Logic
Rather than reasoning directly about specifications within our meta-logic, we encode the semantics of a specification language into the meta-logic and then reason through that encoding. Viewed in this way, a specification language becomes an object logic that is also subject to reasoning. Our particular object logic is λProlog which we encode in the definition of seq in Figure 11 .
To leverage on our encoding of the object logic, we intend our implementation to make use of metaproperties of the object logic. For instance, in λProlog the context for hypothetical judgements can be permuted and contracted while preserving provability. Thus, the context of a judgement can be thought of as a set, and we should directly support this view. In general, by proving properties of the object logic, the implementation can provide conveniences to the user that are backed by theorems in our meta-logic.
There is some overlap between our object logic and meta-logic. For example, we can define append for lists at both levels and prove that the two definitions are equivalent. This opens up the possibility of performing some meta-logical reasoning via object logic computation. We intend to explore this in our implementation.
Issues with Nominal Constants
The presence of nominal constants in our meta-logic presents issues at both the algorithmic and user interface levels. As a reminder, the key feature of nominal constants in our meta-logic is that within any hypothesis or the conclusion the nominal constants can be renamed and permuted freely. Thus at the algorithmic level we have to realize these permutations efficiently, while at the user interface level we have to display nominal constants sensibly.
There are three rules in our meta-logic which make explicit use of permutations: id π , def L ∇ , and def R ∇ . Correspondingly, three of our five high-level tactics must make use of permutations: apply, case analysis, and search. For apply and search we must be able to efficiently decide if two formulas are equal modulo the remaining of nominal constants. Developing such an efficient procedure is part of our proposed work. For case analysis based on def L ∇ , we are required to generate cases for every possible permutation of nominal constants. In truth, only a few of these cases are interesting, and the others are equivalent to the interesting cases under renaming of nominal constants. For example, suppose we are using the definition of ctx in Figure 14 and we perform case analysis on a hypothesis such as ctx (L a b) where a and b are nominal constants. This will involve raising the hypothesis to ctx (L x a b) where x comes from the head of the second clause for ctx. The rule def L ∇ next considers all permutations of the nominal constants x, a, and b. One such permutation would be the swapping of a and b, but this permutation is the same as the identity permutation since a and b could always be permuted in the original hypothesis ctx (L a b) without affecting provability. Thus another component of our proposed work is efficiently computing the interesting cases and suppressing the uninteresting cases that arise from permutations of nominal constants.
Expected Outcome of the Implementation Effort
The result of our proposed implementation effort will be a widely and freely distributed system which allows for reasoning over specifications with binding. The system will have a sufficiently developed user interface to allow others to state and prove theorems of their own specifications. Moreover, the system will aid the user in proving these theorems via a rich collection of tactics and tacticals.
The proposed implementation is currently being developed as a system called Abella. Abella uses a tactics-based structure and supports a variety of tactics including the five core tactics described above. Abella also provides special support for the object logic of λProlog both at a syntactic and implementation level. Basic support for nominal constants allows Abella to reason over higher-order abstract syntax. Furthermore, the def L ∇ and def R ∇ rules have been implemented for just one nabla in the head of a definition. This has be used to verify the usefulness of our proposed extension to the meta-logic.
Current work is focused on improving support for nominal constants, particularly at the algorithmic level. This will likely involve developing unification algorithms with a built-in notion of permutations for nominal constants. Another significant addition to the current implementation will be support for tacticals and user-programming of the theorem prover. This requires reworking some of the existing implementation so that tactics are first-class and composable.
Applications
Using the implementation of our meta-logic, we can study many applications of our approach to specification and reasoning. We propose three categories of applications: 1) those that test the existing meta-theory of
LG ω and prove its effectiveness for reasoning about systems with binding 2) those that require additions to the meta-theory such as our proposed extension and 3) those that require a robust implementation.
Testing the Existing Meta-Theory
The simply-typed lambda calculus is the basis for functional programming. It highlights the essential difficulties of reasoning about binding in a programming language, without complicating the problem with additional syntax as a full functional programming language would. Thus it is important that we are able to easily reason about the concepts in the simply-typed lambda calculus. Primarily we are interested in big-step evaluation (i.e. evaluation of a term directly to a value), small-step evaluation (i.e. evaluation of a term step-by-step), and typing. Using our system, we have proved that both forms of evaluation are deterministic, that they are equivalent, and that they both preserve typing. We have also proved that the simply-typed terms can be disjointly partitioned into normal and non-normal form. As a demonstration that these techniques can scale up, we have proved that big-step evaluation preserves typing for PCF, a small functional language with integers, booleans, and recursion.
Another core domain for the existing meta-theory is the specification of logics. For instance, given a sequent calculus description of a logic, we are often interested in showing that the logic admits cutelimination. This implies that the logic is consistent, and moreover it convinces us that the logic is "well designed." Using our system we have shown cut-elimination for an intuitionistic sequent calculus with "and" and "implies." This involved non-trivial nested inductions, and made significant use of meta-properties about the specification language. We propose to extend this example to a logic with universal and existential quantification, which is likely to require even more complicated induction schemes.
Challenges for Meta-Theory
As shown in Section 3.1, the existing meta-theory of LG ω has some shortcomings. We have addressed some of these in our proposed meta-logic, and we use this section to propose applications which highlight the strengths of our proposed meta-logic, and applications which suggest new additions to the meta-logic.
The POPLmark challenge is a call to researchers to develop tools and techniques for reasoning about the meta-theory of programming languages [ABF + 05]. Part of this challenge is to prove the correctness of the algorithmic subtyping rules for F <: , a lambda calculus with bounded subtype polymorphism. The typing rules of F <: involve the construction of complicated typing contexts, and thus we expect concise descriptions of such contexts to be an important tool in this application. Given the success of our proposed extension to
LG ω for examples such as type uniqueness for Core-ML, we expect our system to perform quite well in this regard. Furthermore, many different research groups have participated in the POPLmark challenge, and thus participating in this challenge allows us to compare our system directly with other approaches.
Another important application is Tait's proof of termination of evaluation in the simply-typed lambda calculus [Tai67] . This proof requires a lemma with a ∀∃∀ quantification structure, so it cannot be formalized as a Twelf meta-theorem. Moreover, the proof also requires reasoning about simultaneous substitutions, and thus Tait's proof has not been formalized in LINC or LG ω . Simultaneous substitutions would also further eliminate Twelf from conducting this proof [GCP + 07]. Our proposed extension to LG ω , however, does support reasoning about simultaneous substitutions. Therefore we expect to give a direct encoding of Tait's proof in our system.
The applications suggested thus far are possible using the logic we have proposed, but there some applications which our system cannot yet handle. The most significant of these is the π-calculus, a concurrency system which has been the basis of many applications of the LINC logic. The π-calculus is able to describe infinite behavior, and thus reasoning about it requires notions of co-inductive definitions and co-induction, which LINC supports, but our logic does not. Thus, results from π-calculus would be excellent applications for our system, because they would force the development of meta-theory related to co-induction. Moreover, co-induction is not supported by many other reasoning frameworks, and so these applications would help distinguish our system.
Challenges for Implementation
λProlog has been used as a specification language for large-scale developments. In particular, Whalen used λProlog to describe a translator from a high-level specification language to a low-level implementation language [Wha05] . Whalen also formally proved the correctness of this translator using pencil-and-paper proofs. We propose formalization a portion of these proofs in order to demonstrate the applicability of our implementation to "real world" λProlog specifications.
Conclusion
We have described a framework for specifying, prototyping, and reasoning about computational systems with binding. This framework is particularly effective at reasoning about programming languages and logics, since these domains contain objects with rich binding structure. Our framework is structured into two levels: a specification logic and a meta-logic for reasoning about the specification logic. This two level logical structure allows us to design each logic with its specific purpose in mind. For the specification logic we use λProlog [NM88] since it supports non-determinism and higher-order abstract syntax. These two features are fundamental to a concise encoding of the structural operational semantics of computational systems with binding. For the meta-logic, we begin with LG ω [Tiu06] which support higher-order abstract syntax and has the ability to reason over specifications in λProlog. Still, we see various shortcomings in LG ω : it does not allow for concise descriptions of the objects we are interested in reasoning over, and it lacks an implementation. Thus we focus our proposed contributions on eliminating these shortcomings.
The first contribution we propose is to enrich the logic of LG ω so that it supports concise and precise descriptions of the objects over which we reason. A key component of LG ω is nominal constants which are used to manipulate the structure of higher-order abstract syntax. We propose extending the notion of definitions in LG ω so that these nominal constants can be manipulated and reasoned over directly. Future work is focused on simplifying the logical rules which support this extended notion of definitions, and on proving the correctness of our extension.
The second proposed contribution of this thesis is an implementation of our meta-logic. The goal of this effort is to produce a system which supports human guided reasoning over specifications with binding. In particular, the system should provide a convenient user interface for building proofs as well as assurances that such proofs are correctly constructed. We build our implementation using the existing idea of a tactics based theorem prover. A central challenge in our implementation is supporting the unique features of our meta-logic, e.g. permutable nominal constants, and also supporting the way in which we use our metalogic, e.g. using a separate specification logic. Our implementation effort thus far is embodied in a system called Abella. Already, this system validates the usefulness of our proposed extensions to LG ω . Future work on Abella is focused on providing sophisticated support for nominal constants and developing user programmability in the system.
The last contribution we propose is a demonstration of the usefulness of our reasoning system though concrete proofs of properties of specifications with binding. These applications of the system are selected to:
1. Validate the usefulness of the higher-order abstract syntax approach to specification and reasoning 2. Motivate our proposed extensions to the meta-logic 3. Demonstrate the applicability of our system to large-scale examples.
Thus far, we have completed proofs of many properties of the simply-typed lambda calculus which validates the simplicity and directness of the higher-order abstract syntax approach for this type of application. We have also proved type uniqueness for the simply-typed lambda calculus using our proposed extension to LG ω . Future work in this area is focused on applications such as Tait's proof of normalization for the simply-typed lambda calculus [Tai67] . This proof uses simultaneous substitutions, a device which is not yet supported by a higher-order abstract syntax reasoning system. Our proposed meta-logic, however, can support such substitutions and therefore completing this proof will certainly distinguish our work.
