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Introduction
The objective of transformer design optimization (TDO) is to obtain the best design solution that minimizes the manufacturing cost, i.e. the sum of materials cost and labor cost, subject to constraints imposed by international standards and transformer's user specification. Applying the optimization process, the main goal is to obtain the dimensions of all parts of the transformer to supply these data to the manufacturer. The transformer design should be carried out on the basis of the specification given (such as voltage regulation, efficiency, among others), using available materials economically to achieve low cost, low weight, small size and good operating performance (Georgilakis, 2009a (Georgilakis, , 2009b .
Techniques that include mathematical models containing analytical formulas, based on design constants and approximations, for the calculation of the transformer parameters are often the baseline of the design process applied by transformer manufacturers. In literature, the models usually found to handling with the TDO problem are known by conventional transformer design (CTD). In this approach, several objective functions represent the mathematical model to be optimized, such as minimization of active part mass (Jabr, 2005; Rubaai, 1994; Amoiralis et al., 2008) , minimization of main materials cost (Amoiralis et al., 2009) , minimization of manufacturing cost (Georgilakis et al., 2007; Georgilakis, 2009a Georgilakis, , 2009b , minimization of total owning cost (TOC) (Del Vecchio et al., 2002) and maximization of transformer rated power (Hui et al., 2001) . But in CTD approach, each objective function represents a single objective problem to be optimized.
Computational intelligence (CI) is also applied to solve the TDO problem. Usually in the CI approach, the models considered have multiobjective functions that need to be optimized and the algorithms applied are known by metaheuristic. Multiobjective formulations are realistic models for many complex engineering optimization problems. In many real-life problems, objectives under consideration are conflicting with each other, and optimizing a particular solution with respect to a single objective can result in unacceptable results with respect to the other objectives. A reasonable solution to a multiobjective problem (MOP) is to investigate a set of solutions, each of which satisfies the objectives at an acceptable level without being dominated by any other solution. The TDO problem can be formulated as a MOP when more than one objective function needs to be solved concurrently.
In the multiobjective optimization, the number of possible solutions (non-dominated solutions) is presented as a Pareto-optimal front, instead of a single optimal solution. In MOPs, a number of optimal solutions exist, and each solution corresponds to a different trade-off among the objective functions. Due to the characteristics of multiobjective optimization, the capability of generating a large amount of uniformly spaced Paretooptimal solutions becomes the main goal when the MOPs are solved.
Heuristic and Metaheuristic algorithms are powerful in dealing with MOP. Evolutionary algorithms (EAs), in general, are considered as metaheuristic problem solvers À top-level general strategies which guide other lower-level heuristics to search for feasible solutions in difficult domains À search landscapes. EAs also have been recognized to be well suited to solve MOPs Coello, 2006; Deb, 2001) , because these can deal simultaneously with a set of possible solutions of Pareto front called Pareto-optimal EC 35,2 solutions. Pareto-optimal solutions are those solutions (from the set of feasible solutions) that cannot be improved in any objective without causing degradation in at least one other objective.
In this paper, the TDO is represented as a MOP, aiming to minimize the manufacturing cost and the total owing cost, taking into consideration design constraints. To deal with this optimization problem, a new method is proposed that combines the unrestricted populationsize evolutionary multiobjective optimization algorithm (UPS-EMOA) with differential evolution (DE), also applying lognormal distribution for tuning the scale factor and the beta distribution to adjust the crossover rate (UPS-DELFBC). The proposed UPS-DELFBC is useful to maintain the adequate diversity in the population and avoid the premature convergence during the generational cycle. Numerical results obtained by UPS-DELFBC applied to the transform design optimization of 160, 400 and 630 kVA are promising in terms of spacing metric, convergence criteria and optimal values when compared to UPS-EMOA.
The remainder of this paper is organized as follows. Section 2 presents an overview of the related works with the theme of this paper. Section 3 presents the mathematical formulation of the TDO problem. Section 4 describes the fundamentals of the multiobjective optimization algorithms. Section 4 describes the computational results and analysis, whereas Section 5 signifies the end of the paper after providing the concluding remarks.
Related works
The first work reported in literature applying the IC approach to solve TDO was in the early 2001 by Hui et al. (2001) . The authors applied an improved genetic algorithm (IGA) optimization method to the power transformer design problem. The method applies simple genetic algorithm to overcome common transformer design problems limited to the use of rectangular copper strip in primary and secondary windings. However, in this reported work, the transformer design problem was not formulated as an optimization function, that includes the transformer losses cost in the objective function. In this context, a multiobjective algorithm based on IGA was proposed by Hui et al. (2001) , and applied successfully in the double objective optimum design of power transformers, by using the theory of variable weight coefficients for the multiobjective optimization. All the achievements in the paper were verified by a representative mathematical example and a practical S9-1000/10 kV power transformer. The results achieved the global search capability of the IGA algorithm.
In Subramanian and Padma (2011) , the TDO method is proposed aiming to optimize the designing of the transformer, the efficiency and cost. Therefore, the TDO is formulated as unconstrained nonlinear multivariable programming technique. Five independent variables and three constraints are taken to meet the requirement of the design. A heuristic search technique named bacterial foraging algorithm is applied to solve the optimization problem. The effectiveness of the proposed approach has been tested with two sample transformers and the simulation results are compared against the conventional method, simulated annealing technique and particle swarm optimization method. The simulation results reveal that the proposed method determines the optimal variables of transformer long with the performance parameters efficiently and accurately.
A combination of genetic algorithm with chaos was presented in Zhang et al. (2009) . The approach was proposed to get a new mixed generic algorithm and it was applied to transformer electromagnetic calculation optimization, providing good performance. Coelho et al. (2013a Coelho et al. ( , 2013b proposed a novel differential evolution (NDE) algorithm based on truncated gamma probability distribution function. The algorithm was applied to solve Transformer design optimization multiobjective optimization problems related to design of transformers. The results achieved pointed out that NDE is able to find better spread of solutions with better convergence to the Pareto front, also preserves the diversity of Pareto solutions more efficiently than the standard DE algorithm.
Application of covariance matrix adaptation evolution strategy (CMA-ES) for distribution transformer design (DTD) was proposed by Tamilselvi and Baskar (2014) . The proposed approach aimed to minimize four objectives: purchase cost, total life-time cost, total mass and total loss individually. The three case studies with three sets of DTD vectors were implemented on 400 KVA, 20/0.4 KV transformer to demonstrate the superiority of modified design variables, in terms of cost savings, material savings and loss reduction. Simulation results of CMA-ES provided better transformer design on comparison with CTD procedure, such as branch and bound algorithm tailored to a mixed-integer nonlinear programming, self-adaptive differential evolution and real coded GA. Ayala et al. (2015a Ayala et al. ( , 2015b ) applied a modified harmony search algorithm, which is adapted to multiobjective optimization using external archiving, ranking with crowding distance, and control parameters tuning based on Ricker map to solve a TDO problem with two competing objectives. A power transformer design methodology using multiobjective evolutionary optimization was presented by Adly and Abd-El-Hafiz (2015) . The methodology, which was proposed to be target performance design-oriented, permits quick rough estimation of specifics transformer design and can be refined by applying other techniques. An extensive literature review applying CI approach to solve TDO problem can be found in Eseosa and Oboma's study (2015) .
Considering the context of multiobjective optimization, multiobjective EA provides goodquality set of solutions, descriptive enough to allow flexible decisions. Aittokoski and Miettinen (2010) presented a UPS-EMOA based on DE. Price (1995, 1997) proposed an original DE algorithm, and by the results achieved, the authors considered the proposed algorithm efficient, reliable and a simple variant of EA. Price et al. (2005) and Das and Suganthan (2011) confirmed that EA approach is effective in solving nonlinear, nondifferentiable, non-convex and multi-modal optimization problems. Due to the remarkable characteristics of EA algorithms, this technique found several applications in electrical power systems; more detail can be found in the studies by Wang et al. (2014) , Coelho and Mariani (2007) , Lu et al. (2011 , Sayah and Zehar (2008) , Lu et al. (2010) , Han et al. (2015) , Reddy and Vaisakh (2013) and Noman and Iba (2008) .
DE algorithm performs the mutation, crossover and selection operations to achieve an optimization search by using the weighted difference vector among current individuals. The DE performance depends mainly on two components:
(1) the trial vector generation strategy (i.e. mutation and crossover operators); and (2) its control parameters, that is, the population size (NP), scaling factor (F) and the crossover rate (CR).
The values of control parameters in classical DE algorithm are usually predefined and do not change during the evolutionary process. To solve MOPs efficiently, the aim of this paper introduces a new improved UPS-EMOA approach, using lognormal and beta distributions (UPS-DELFBC) to tune the DE's control parameters. The proposed UPS-DELFBC is applied for the design optimization of distribution transformers. The optimization seeks the minimum of two objective functions, i.e. the manufacturing cost (f 1 ) and the total owing cost (f 2 ) that includes purchasing price and cost of losses, while ensuring the operational requirements. However, to verify the feasibility of obtained design, a third objective function (f 3 ) is adopted considering the design constraints.
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The design variables are the number of low voltage turns (w), the magnetic induction magnitude (B), the width of core leg (D) and the core window height (G), as presented in Figure 1 .
The remainder of this paper is organized as follows. Concepts and description of the TDO approached are explained in Section 2. A description of DE, UPS-EMOA and UPS-DELFBC is provided in Section 3. Results showing the effectiveness of the proposed approach and results discussion are provided in Section 4. Conclusions are made in Section 5.
Formulation of transformer design optimization problem
Optimum design of a power transformer can guarantee to the manufacturer a product of high performance at a relatively low cost. The design of a power transformer must meet minimum requirements of efficiency and regulation, maximizing the power to be transferred per unit of mass or volume, and supports well-defined elevation of temperature. The difficulty in achieving the optimum balance between the transformer cost and performance is a time-consuming task, and the techniques that are used for its solution must be able to deal with design considerations. The research associated with design optimization is therefore more restricted, involving different mathematical optimization methods (Tsili et al., 2006) . Examples of optimization methods applied to solve TDO problems are mentioned in the studies by Amoiralis et al. (2009 ), Mendoza et al. (2012 and Rahimpour et al. (2012) .
The TDO usually is formulated as minimization of an objective function subject to several constraints. However, among the various objective functions of the TDO problem, that are defined in the CTD approach (Jabr, 2005; Rubaai, 1994; Amoiralis et al., 2008 , 2009 , Georgilakis et al., 2007 Georgilakis, 2009a , 2009b , Del Vecchio et al., 2002 , the most commonly used objective functions are: the minimization of transformer manufacturing cost; and the minimization of transformer TOC.
The main difference between the two approaches, defined by Amoiralis et al. (2009) , can be summarized as follows: the first model is recommended when designing transformers for industrial and commercial users, because these users usually do not evaluate the cost of losses when purchasing transformers and the second model usually is applied for designing transformers for electric utilities, because these users usually evaluate the cost of losses when purchasing transformers. Therefore, the objective function is a cost function with Transformer design optimization many terms, including material costs, labor costs and overhead costs. These component costs, as well as the constraint functions, must be expressed in terms of a basic set of design variables (Georgilakis, 2009a (Georgilakis, , 2009b .
In this work, the model applied to evaluate the performance of the proposed approach considers four design variables: the number of low voltage (LV) turns (w), the magnetic induction magnitude (B À unit given Gauss), the width of core leg (D) and the core window height (G), both in units given by mm. Also in the model is considered the requirements of the tolerances specified by IEC 60076-1 (2000) and the usually transformer manufacturer specifications. This model can be considered as a parsimonious model, which means the simplest model with the least assumptions and variables but with greatest explanatory power. As example, the magnetic induction magnitude (B) is correlated to voltage level in the secondary winding, and the manufacturer technical specification provides the main information to complete the correlational model between the variables.
Manufacturing cost
The objective is to minimize the cost of transformer manufacturing, which includes the cost of transformer main materials. The costs here are contributed by materials cost, labor cost, operating cost of the company and the equipment depreciation cost. The most practical way to modeling the manufacturing costs is just taken into account, the costs of silicon steel and copper conductor, as these account for the largest proportion and the other costs are positively correlated to them, the model can be written in simple way. Therefore, the manufacturing cost (f 1 ) is based on the minimization of the following cost function (Georgilakis, 2009a (Georgilakis, , 2009b :
where c 1 (e/kg) is the unit cost of the LV winding, c 2 is the unit cost of the high voltage (HV) winding, c 3 is the unit cost of magnetic material, c 4 is the unit cost of insulating paper, c 5 is the unit cost of duct strips, c 6 is the unit cost of mineral oil, c 7 is the unit cost of sheet steel, c 8 is the unit cost of corrugated panels, g 1 (kg) is the total weight of the LV winding, g 2 is the total weight of the HV winding, g 3 is the total weight of magnetic material, g 4 is the total weight of insulating paper, g 5 is the total weight of duct trips, g 6 is the total weight of mineral oil, g 7 is the total weight of sheet steel and g 8 is the total weight of corrugated panel. These active and mechanical parts are shown in Figure 1 . The variable x is the vector composed by four design variables, i.e. the number of LV turns (w), the magnetic induction magnitude (B), the width of core leg (D) and the core window height (G) (Figure 1 ). The minimization of the f 1 is subject to the following constraints:
where DNLL denotes the designed no-load loss, the unit of measure is Watts (W), DLL is the designed load loss (W), GNLL represents the guaranteed no-load loss (W), GLL the guaranteed load loss (W), the constant factor 1.1 that appears on this constrain is related to the tolerances specified by IEC 60076-1 (2000); the DU term is related to the designed short circuit impedance (per cent), GU the guaranteed short-circuit impedance (per cent), H c is the heat dissipated (by convection) through the transformer cooling system (W), whereas D, G, and E u are the geometric characteristics of the active part (Figure 1) , n is the dimension of the optimization problem and the value assumed is equal to eight, lb and ub are nx1 matrices of lower and upper bounds on x. The coefficients appearing in equations (3)-(6) are based on the tolerances specified by IEC 60076-1 (2000) and ANSI/IEEE Standard C57.120 (1992), whereas the coefficients in equations (6)-(10) are based on the transformer manufacturer specifications.
Total owning cost
The transformer loss cost also can be integrated into the objective function (1) enabling to seek for the optimum design based on the TOC, i.e. the transformer purchasing cost plus the transformer operating cost. The objective is to minimize the transformer TOC, which includes the cost to purchase the transformer and the cost of losses throughout the transformer lifetime:
where CRM denotes the cost of the transformer remaining materials (e), LC denotes the labor cost (e), M denotes the transformer sales margin (per cent), A represents the equivalent noload loss cost rate (e/W) and B denotes the equivalent load loss cost rate (e/W). The fractional part of equation (13) is also called transformer bid price.
Transformer design optimization
Transformer study case
The proposed method is applied to three different power transformers capacity: 160 kVA, 400 kVA and 630 kVA, respectively. The technical specifications related to each one are represented in Table I . For the specific case of the 630 kVA transformer, there are no specifications for loss.
4. Fundamentals of the differential evolution, UPS-EMOA and UPS-DELFBC This section reviews the framework of the DE and UPS-EMOA and then describes the UPS-DELFBC and its features.
Differential evolution
The original DE was proposed by Storn and Price (1995) , and the main idea of the evolution consists by creating new candidate solutions by combining the parent individual and several other individuals of the same population. A candidate replaces the parent only if it has better fitness value. The population of DE algorithm contains NP dimensional vectors x i , G where i = 1, 2,. . ., NP; and G denotes the generation. The initial population is usually selected uniform randomly between the lower and upper bounds. The bounds are specified by the user according to the nature of the problem. After initialization, DE performs several vector transforms (operations): mutation, crossover and selection (Storn and Price, 1997) .
Mutant vector v i , G can be created by using one of the mutation strategies as described by Price et al. (2005) . The most useful strategy is "rand/1": where F is the mutation scale factor within range [0, 2], usually assume values less than 1. Indexes r 1 , r 2 , and r 3 represent the random and distinct integers generated within range [1, NP] , and also different from index i. After mutation, a "binary" crossover operation forms the trial vector u i , G , according to the i th population vector and its corresponding mutant vector v i , G as criteria described in equation (15) given by:
where i = 1, 2, . . ., NP and j = 1, 2, . . ., D; CR is the crossover parameter (or factor) usually assume values in the range [0,1] and represents the probability of creating parameters for the trial vector from the mutant vector; rand is a uniform random value generated between [0, 1]. Index j rand [ [1, NP] is a randomly chosen index and is responsible for the trial vector containing at least one parameter from the mutant vector. The selection operation selects, according to the objective fitness value of the population vector x i , G and its corresponding trial vector u i , G , which vector will survive to be a member of the next generation. Although the DE algorithm has been shown to be a simple, yet powerful EA for optimizing continuous functions, users still face problems of preliminary testing and handtuning of its control parameters prior to commencing the actual optimization process (Teo, 2006; Ayala et al., 2015a Ayala et al., , 2015b . Aittokoski and Miettinen (2010) proposed the UPS-EMOA. The main idea for the UPS-EMOA algorithm proposal was to solve the problem that many current EMO implementations have. There are some drawbacks which either hinder the performance (which is not guaranteed the convergence) or can lead the end user to the state of lacking of awareness and knowledge regarding to the validity of chosen parameters for the algorithm. Examples of EMO implementations in which these drawbacks need to be faced can be cited: Pareto Archived Evolution Strategy (PAES), Strength Pareto Evolutionary Algorithm (SPEA) and Elitist Non-Dominated Sorting Genetic Algorithm (NSGA-II).
Unrestricted population-size evolutionary multiobjective optimization algorithm
In MOPs, the meaning of elitism is no longer straightforward, not at least in the case when the population is already full of non-dominated solutions, which are mathematically equivalent, and generally, the convergence problem arises from the concept of nondominance, in conjunction with diversity preservation mechanisms used. So to dealing with drawbacks such as convergence, deterioration of population, arbitrary size of population and diversity maintenance, the UPS-MOEA was proposed by Aittokoski and Miettinen (2010) .
The basic feature of UPS-MOEA algorithm is to make use of an unrestricted population, which has no artificial size limit. The population size has only a minimum size (minsize), which is dictated by the minimum amount of points needed by the point generation mechanism to work. If the number of non-dominated solutions is less than the minimum size, the dominated solutions is taken on the basis of their dominance rank and all nondominated solutions are accepted in the population. This idea improves the algorithm and there is no longer need for an end user to select the population size, and at each phase of the optimization process, the population contains all the non-dominated solutions found so far.
The UPS-EMOA features can be summarized as follows: growing population contains all non-dominated solutions found during the optimization; monotone convergence to the non-dominated set because the population cannot oscillate;
Transformer design optimization improved efficiency in the beginning of the process (small population converges faster); and better capability to capture the characteristics of the Pareto optimal set (higher number of points in the end).
The steps of the UPS-EMOA are presented as follows (Aittokoski and Miettinen (2010) :
Step 1: Initialize the population of n-dimensional vectors using minsize random points generated with uniform distribution within the given search space, where minsize is the minimum population size.
Step 2: Evaluate the objective function values (minimization problem in this paper) of the points.
Step 3: Combine the current population with the new points. Identify non-dominated solutions and move all these to the next population.
Step 4: Select randomly the burstsize points from the current population to be used as parents, where burstsize is the number of solutions to be used as parents. Generate one new child point for every parent point using the point generation mechanism of DE. In the creation of the new point, all points in the current population may participate. Points which are not inside the given search space are truncated to the border, similarly as in Deb et al.'s study (2002).
Step 5: Evaluate the objective function values of the child population (new points).
Step 6: If the budget for objective function evaluations is not exhausted, go back to Step 3.
The proposed UPS-DELFBC approach
The UPS-EMOA (Aittokoski and Miettinen, 2010) uses a classical DE algorithm, which performs mutation, crossover and selection operations to achieve an optimization search by using weight difference vector among current individuals. The DE performance depends mainly on two components: (1) the trial vector generation (i.e., mutation and crossover operators); and (2) its control parameters, that is, the population size (NP), scaling factor (F) and the crossover rate (CR).
However, recent studies (Das and Suganthan, 2011; Das et al., 2016) indicate that the performance of DE is very sensitive to the parameters setting and the choice of the best parameters is always a problem-dependent. The control parameters of crossover rate (CR) and mutation or scaling factor (F) are generally the key factors affecting the DE's convergence. A mutation operation of DE is performed usually on the basis of three individuals in the current population. A large F facilitates global exploration, whereas a small one tends to facilitate local exploration. The crossover operator is designated to increase the potential diversity of the population. The CR is used to control which and how many components need to participate in the mutation process in each element of the current population. This operator is crucial because of its sensitivity to approach separable and non-separable optimization problems. Low values of CR result in a small number of parameters to be changed in each generation. In general, low CR values are good for separable functions and high values of CR cause movements of rotation in the axes of the search space (Zaharie, 2009) .
On the other hand, the process of tuning F and CR can be influenced by landscape to find the global optimal solution with good diversity of non-dominated individuals in the feasible EC 35,2 region in multiobjective optimization (Ayala et al., 2015a (Ayala et al., , 2015b . There are three goals in multiobjective optimization:
(1) to discover solutions as close to the Pareto front as possible; (2) to avoid premature convergence into undesired solutions; and (3) to find solutions as diverse as possible in the obtained non-dominated front (Wang and Cai, 2012) .
Variations with different DE strategies can be easily created simply by using different equations for crossover and mutation. The idea of balancing exploration and exploitation has already been used to design more advanced DE approaches. A number of adaptive methods of DE's control parameters have been proposed in literature (Das and Suganthan, 2011; Das et al., 2016) . However, there still exists a lack of knowledge about how to find reasonably good values for the control parameters of DE for a given problem.
The utilization of different distributions of probability in tuning DE's control parameters can be useful to escape more easily from local minima and to avoid the premature convergence. However, doing the parameter's value choice by the chance (parameters that are randomly initialized and have values limited into small intervals, such as F and CR) can compromise the algorithm performance and usually the results achieved are not easy to reproduce or replicate, also rarely will be possible apply the same parameters into different problem solution (Liu and Lampinen, 2005) .
The beta distribution is very flexible for modeling data that are measured in a continuous scale on the truncated interval in range [0,1] because its density has quite different shapes depending on the values of the two parameters that index the distribution. In current literature, in favor of beta distribution function, a variety of other stochastic global optimization techniques has been presented (Ali, 2007; Coelho et al., 2013a Coelho et al., , 2013b Ayala et al., 2015a Ayala et al., , 2015b . The beta distribution on [0, 1] interval has probability density followed by:
where a and b are parameters with mean equal to a/(a þ b) and variance given by a/(a þ b)2 (a þ b þ 1) and C is the gamma function. Here, the values of a and b are used to compute the shape of density function. In case of symmetric distributions, the parameter a and b are considered to be equal. In the proposed UPS-DELFBC, instead of tuning the CR parameter for a specific problem, to improve the DE algorithm, the main contribution is adopting a DE approach using the beta distribution to generate and adjust the CR values into the range [0, 1] during the evolutionary cycle. Therefore, the CR adjustment in the proposed approach is given by equation (17), which consists by generating random numbers from the beta distribution with parameters specified by a and b. The [m, n, . . .] represent m-by-n-by [. . .] array containing random numbers from the beta distribution:
CR ¼ betarnd a; b; m; n; . . .
Following the idea of not tuning the parameters for a specific problem, the lognormal distribution is applied for tuning the F parameter. The lognormal distribution is a Transformer design optimization continuous probability distribution of a random variable, whose logarithm is normally distributed. Lognormal distributions are commonly used to modeling certain data types that arise in many fields of knowledge, such as biology, geology, agriculture, statistics, economics and operations research. The lognormal distribution has probability density followed by:
Following the idea applied to the CR parameter adjustment, the lognormal distribution is applied to assign values for the scaling factor F, as described in equation (19):
The steps of UPS-DELFBC algorithms can be summarized as follows:
Step 1: (Parameters' definition): The stopping criterion is given by the maximum number of generations (tmax), boundary constrains of optimized variables, adjusting the CR parameter applying the beta distribution to generating random numbers from the beta distribution and adjusting the F parameter applying the lognormal distribution to generating random numbers from the lognormal distribution.
Step 2: (Population of individual's initialization): Initialize the population of ndimensional vectors using minsize random points generated by uniform distribution constrained, also considering lower and upper bounds of the problem; The minsize represent the minimum population size; and the current generation number is set equals t = 1.
Step 3: (Objective function evaluation): For each individual (new points) in the population, the objective function value is evaluated. The objective function in this paper represents a minimization problem. (The objective function is also referred in literature as the fitness function).
Step 4: (Non-dominance evaluation): Combine the current population with the new points. Identify non-dominated solutions and move all these to the next population.
Step 5: (Minsize evaluation): If the minimum size (minsize) of the population generated by non-dominated solution is not reached, take the dominated solutions from the remaining points, and continue to include them into the population until the minimum size is reached.
Step 6: (Mutation Operation): Select randomly the burstsize points from the current population to be used as parents, where burstsize is the number of solutions to be used as parents. To produce a mutant vector, the simplest way is to multiply the scaling factor F by the difference of two random vectors, and the result is added to another third random vector, as equation (14). The vector resulting by this operation stands for the position of the i th individual of a mutant vector.
Step 7: (Crossover operation): The aim of the crossover operation is to construct a child by mixing the current components. The equation (15) describes the criterion to form the trial vector u i , G , based on a given crossover rate CR (where EC 35,2 its value are assigned by the random values following the beta distribution in this approach).
Step 8: (Dominance based-selection operation): Incorporating dominance-based selection into DE involves nothing more than comparing the trial and target vectors to determine which one is dominant, as describe in equation (20), where the index k represents the number of objective functions. The trial vector u i , G is selected if the target vector, x i , G , does not dominate it, except for containing objective function values instead of constraint function violations.
Step 9: (Stopping criterion verification): If the budget for objective function evaluations is not exhausted, go back to Step 3.
Optimization results
The setup applied in the UPS-EMOA and UPS-DELFBC algorithm to solve the three case studies was a maximum number of objective function evaluations equal to 10,000; and the maximum external Pareto archive size equals to 200 per run. At this point, an important observation related to UPS-EMOA and UPS-DELFB algorithm needed to be pointing out; both are unconstrained optimization methods that need additional mechanisms to deal with constraints or to punish an infeasible solution when solving constrained MOPs. In this paper, a third objective function f 3 is applied in minimization form, with penalty factor l = 10
20
. This penalty factor only will punish the objective function value if one or more constraints are violated (it means that any constrain had value bigger than zero). The search space used in the simulations is presented in Table II , also the parameters for each 
where the index i is related to the constraint numbers, y i represents each constraint as presented in equation (2) to equation (10), it means: y 1 = DNLL þ DLL -1.1(GNLL þ GLL); y 2 = DNLL -1.15GNLL; and so on.
The optimization results for three case studies of TDO are shown in Tables III, IV Still according to the Figures 2, 3 and 4, as the manufacturing cost (f 1 ) of the optimal solutions increases, the TOC (f 2 ) decreases and vice versa. This is expected because figure) ; (b) UPS-EMOA; (c) UPS-DELFBC Transformer design optimization larger manufacturing costs correspond to better materials and lower losses, thus reducing the cost of losses included in the total owing cost. It is upon the designer's choice to select the solution that provides the best compromise between both costs. The results of both methods are very close, in terms of the design transformer manufacturing cost (f 1 ) and total owing cost (f 2 ). The UPS-DELFBC method yields a slightly smaller manufacturing cost, whereas the UPS-EMOA method results to slightly smaller total owing cost. Tables III, IV and V present the best results in terms of normalized arithmetic mean value of two objective functions (all feasible solutions, i.e. f 3 # 0 in 30 runs). The UPS-DELFBC results confirm that the number of elements of the Paretooptimal set increased when compared to the UPS-EMOA results. Also the spacing metric, related to measure the spread (distribution) of vectors throughout the nondominated vectors found, judges how well the solutions in this front are distributed. A value of zero for this metric indicates that all members of the Pareto front currently available are equidistantly spaced, so for the proposed approach, Other metric for measure performance is the Euclidean distance (measured in objective space) between each set of non-dominated solutions and the nearest member of the Pareto-optimal set. In addition, the lowest values were achieved by the proposed approach. Therefore, UPS-DELFBC outperformed the classical UPS-EMOA with respect to the spacing, Euclidean distance metrics and solutions number in Pareto front in 30 runs. Tables VI to XIV present the best f 1 and f 2 solutions for the tested optimization approaches on the three cases, respectively. In all of them, the proposed algorithm provides more cost-efficient solutions.
Conclusion
This paper developed a promising UPS-DELFBC approach to solve MOPs. The TDO problems for three different transformer specifications, with 160, 400 and 630 kVA, have been addressed in this paper. Optimization results show the potential and Transformer design optimization efficiency of the UPS-DELFBC to solve multiobjective TDO and to produce multiple Pareto solutions. In addition, the diversity and well-distribution characteristics of the non-dominated solutions obtained by the UPS-DELFBC have been presented in Figures 2 to 4 . Moreover, comparisons results show that UPS-DELFBC outperforms UPS-EMOA on the tested problem.
Our future work will be directed toward introducing other improvements in the UPS-DELFBC design, as the following ideas proposed by Koziel and Bekasiewicz (2016) , Cheng et al. (2016) , Yi et al. (2016) , Gao et al. (2015) , Guo et al. (2015) and Fan and Yan (2015) , which efficiently optimize other constrained TDO cases. In addition, comparisons with other nature-inspired algorithms like (Wang et al., 2015; Ayala et al., 2016) in multiobjective versions could also be very useful to evaluate the performance of future versions of UPS-DELFBC. 
