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A function is said to be univalent (or schlichi) if it never takes the same value twice: f(z { ) # f(z 2 ) if z x #= z 2 . The present survey will focus upon the class S of functions f(z) = z + a 2 z 2 + a 3 z 3 + • • • analytic and univalent in the unit disk \z\ < 1. This is the class of all univalent functions normalized by the conditions /(O) = 0 and /'(O) = 1. We shall concentrate on coefficient problems for the class S and for related classes, with emphasis on recent results and open problems. Most of the methods we shall describe have wide scope and are not restricted to coefficient problems. The theory of univalent functions is an old but very active field. The last ten or fifteen years have witnessed a number of major advances. In fact, progress has been so rapid that Hayman's 1965 survey [66] of coefficient problems is already rather out of date.
In most general form, the coefficient problem is to determine the region of C 2 " 1 occupied by the points (a 2 ,...,a n ) for all ƒ E 5. The deduction of such precise analytic information from the geometric hypothesis of univalence is exceedingly difficult. We shall confine attention to the more special problem of estimating \a n \, the modulus of the nth coefficient. Even this problem has never been solved completely. 
. Strict inequality holds for all n unless f is the Koebe function or one of its rotations.
The Bieberbach conjecture has stood for sixty years and has inspired the development of important new methods in complex analysis. In all likelihood, it has already contributed more to mathematics as a challenging problem than it will ever contribute as a theorem. It has now been verified up to n = 6, each coefficient being treated by a different method. A review of these proofs will give us an opportunity to describe some of the main techniques of the field.
Bieberbach [11] , [12] proved \a 2 \ < 2 as a corollary to an elementary result known as the area theorem. Closely related to S is the class 2 of functions g(z) = 2 + ft 0 + V" 1+ b 2 z~2 + * # * analytic and univalent in \z\ > 1 except for a simple pole at oo with residue 1.
AREA THEOREM. For each g G 2, 2£Li n\b n \ < 1.
PROOF. Since g is univalent, it maps each circle \z\ = r > 1 onto a simple closed curve C r whose interior has positive area expressed (by Green's theorem) as a contour integral:
Now let r -» 1 to obtain the result.
In particular, \b t \ < 1. The inequality \a 2 \ < 2 follows by considering g( z ) = {/0A 2 )}~1 /2 > which belongs to 2. The area theorem is due to Gronwall [60] .
In 1923, Loewner [92] proved |a 3 | < 3, using what is essentially a parametric representation of the slit mappings. These are the functions which map the disk onto the full plane slit along some Jordan arc terminating at oo. The slit mappings are dense in S in the topology of uniform convergence on compact subsets of the disk. Loewner proved they can be generated (along with certain other univalent functions) by a differential equation of prescribed form. This leads to an explicit integral representation of a 3 , from which the estimate follows.
The Garabedian and Schiffer [48] had derived by a variational method. These inequalities involve auxiliary parameters which can be chosen to optimize the estimates.
The Bieberbach conjecture has been established for various subclasses of S. For example, it is true for starlike functions (that is, for functions whose range is starlike with respect to the origin) [91] , [106] , for "close-to-convex" functions [80] , [122] , for functions with real coefficients [28] , [127] , [145] , and even for functions whose first [n/2] coefficients are real [58] , [107] , [139] . With the aid of a computer, D. Horowitz [69] recently verified it for polynomials in S of degree up to 27.
For the full class S, Littlewood [88] showed that \a n | < en for all n, where e is the base of natural logarithms. His proof involves the crude estimation of the Cauchy integral formula for a n :
where
Littlewood used an elegant geometric argument to prove M x {r,f) < r(l -r)" 1 , whereupon the choice r = 1 -\/n leads to the conclusion. The crude estimate \a n \ < r~nM x (r,f) can lead to nothing better than \a n \ < en/2, since the Koebe function has integral mean M x (r, k) = r(l -r 2 )" 1 . Bazilevic [9] 
Since there are n terms on the right-hand side, the uniform bound \c k \ < 1 would imply \a n \ < n. In fact, an application of the Cauchy-Schwarz inequality shows that the following conjecture, proposed by Robertson In fact, they obtained the sharp bound
which gives the result because c 5 = (a 3 -a\/A)/2. Schaeffer and Spencer [131] later produced an elementary construction, for each odd integer n > 5, of an odd function of class S with real coefficients and with \c n \ > 1. They also found, using a variational method, that the Fekete-Szegö bound for |c 5 | is attained for a function with real coefficients. Quite recently, Leeman [85] has shown that for odd functions in S with real coefficients the sharp bound for \c 7 \ is 1090/1083. The appearance of a rational bound was totally unexpected. The upper and lower bounds for c 7 are symmetric, since the passage from h(z) to -ih(iz) preserves real coefficients and reverses the sign of c n for each n = 3 (mod 4).
The best known estimate of the Littlewood-Paley constant is due to Milin showed in 1955 that \a n \/n always tends to a limit less than one unless ƒ is a rotation of the Koebe function. Actually, Hayman's full result involves multivalent functions and is much more general, but we state it in specialized form.
HAYMAN REGULARITY THEOREM. For each fixed f e S, lim \a"\/n = a < 1,
with equality if and only if f is a rotation of the Koebe function.
This theorem does not prove the Bieberbach conjecture for large n because a depends on ƒ and the convergence is not uniform, even if a is prescribed. In fact, Shirokov [144] recently showed that \a n \/n may tend to any given a arbitrarily slowly.
Hayman's proof proceeds in two main steps. The first step is to show that for each/ E S,
where M^rJ) denotes the maximum of \f(z)\ on the circle \z\ = r. An easy compactness argument then proves that ƒ has a direction e lB of maximal growth:
The second and more difficult step is to deduce that \a n \/n tends to this same number a. 
If ƒ has Hayman number a, then \c 2n+x \-* y/â < 1, despite the failure of the Littlewood-Paley conjecture. The Bieberbach conjecture is known to be true for functions with sufficiently small second coefficient. Aharonov [1] also showed that if ƒ E S and \a 2 \ < C < 1.709, then \a n \ < n for all n > N, where Af depends only on C and not (as in Hayman's theorem) on ƒ.
The Hayman number a can be estimated in terms of the bound C on \a 2 \. As a corollary to Jenkins' [74] sharp estimate of \f(z)\ for functions ƒ E S with fixed a 2 , Hayman [62] gave the sharp bound
Hayman [64] also proved that Ajn tends to a limit, where A n is the maximum of \a n \ for all ƒ E S. It is still an open question whether this limit is equal to 1. 
Exponentiation of the Grunsky inequalities.
Roughly speaking, the Grunsky inequalities give detailed information about the coefficients of the logarithm of a univalent function. Milin's leading idea is to transfer this to information about the coefficients of the function itself by a process of exponentiation, applying some inequalities due to Lebedev and himself. These inequalities concern general power series and have nothing to do per se with univalent functions. Let ( 
(For k = n, the difference quotient is interpreted as a derivative.)
The Goluzin inequalities are the point of departure for FitzGerald's proof that \a n \ < (7/6) 1/2 «. The first step is to "exponentiate" the Goluzin inequalities to get rid of the logarithms. The resulting inequalities are From this it is easy to conclude that \a n \ < (7/6) n.
Successive coefficients.
Another problem which has attracted considerable attention is to estimate d n = | \a n+l \-\a n | |, n = 2, 3, ..., the difference of the moduli of successive coefficients of functions in S. Goluzin This inequality is remarkable in that it holds only for squares and is false for all exponents/? ^ 2. Even if ƒ is univalent, the subordination condition g <f does not imply \b n \ < \a n \. For example, z 2 < z. However, Littlewood and Rogosinski advanced the following conjecture, known as the generalized Bieberbach conjecture or the Rogosinski conjecture.
ROGOSINSKI CONJECTURE. If g < ƒ E S, then \b n \ < «, n = l, 2, For n = 1, the Rogosinski conjecture is contained in the Schwarz lemma. Littlewood Here || H^ denotes the maximum modulus in \z\ < 1. The choice P(z) = z n shows that the Sheil-Small conjecture implies the Bieberbach conjecture. Sheil-Small proved that it also implies the Rogosinski conjecture, and that it is implied by the Robertson conjecture.
In connection with convolutions, it should be mentioned that Ruscheweyh and Sheil-Small [130] recently established a well-known conjecture of Pólya and Schoenberg [114] by showing that ƒ * g is convex (i.e., is univalent and has convex range) whenever ƒ and g are convex.
By way of summary, it is interesting to note that seven of the coefficient conjectures we have mentioned are related by a chain of implications: MILIN All are open.
7. Extreme points. At first glance it appears that the methods of functional analysis, though useful in other branches of function theory, can shed no light on extremal problems for univalent functions. The space S is far from linear, since univalence need not be preserved under addition. In fact, A. W. Goodman [57] has exhibited a pair of functions in S whose sum has infinite valence.
Nevertheless, it is fruitful to view S as a subset of the linear space A of all analytic functions in the unit disk. Under the topology of uniform convergence on compact subsets of the disk, A is a locally convex space and S is a compact subset. The Krein-Milman theorem [29] therefore asserts that S is contained in the closed convex hull of its extreme points. This reduces the solution of any linear extremal problem in S to its solution over the set of extreme points of 5. By definition, a linear extremal problem consists of maximizing Re{L(/)} over S, where L is some continuous linear functional on A. For example, the Bieberbach problem of maximizing \a n \ is equivalent to the linear problem of maximizing Rc{a n }, since S is invariant under rotations.
Thus it is important to identify the extreme points of S. This is an open problem, but Brickman [20] showed by an elementary argument that each extreme point of S maps the disk onto the complement of a continuous curve tending to oo with increasing modulus. The Koebe function and its rotations are certainly extreme points, but S has other extreme points as well. In fact, it is known [21] that the closed convex hull of the Koebe function and its rotations contains the starlike functions, but not all of S. The existence of other extreme points may also be inferred from the fact [141, p. 84 ] that some linear extremal problems over S admit no rotations of the Koebe function as solutions. A remarkable result of Hengartner and Schober [67] asserts that for each extreme point/, both ƒ (z)/z and log{ f(z)/z] are univalent.
Extreme point theory has been applied with success to a number of problems involving special classes of functions, univalent and otherwise. For instance, Brannan, Clunie, and Kirwan [19] 8. Qualitative results. One approach to the Bieberbach conjecture is to consider the extremal problem of maximizing Re{a"} in the class S and to look for properties of the extremal functions (whose existence is assured by the compactness of S) which will eliminate all but the Koebe function and its rotations. This is the general strategy of the calculus of variations, developed for application to univalent function theory by Schiffer in the late 1930's. The idea of a variational method is to discover properties of an extremal function by comparing it with "nearby" functions in S, much in the spirit of elementary calculus. The typical result is the qualitative information that the extremal function maps the disk onto the complement of a system of analytic arcs satisfying a differential equation of prescribed form. This is analogous to the Euler equation in the classical calculus of variations.
Although the present discussion is confined to the coefficient problem, most of the results extend directly to an arbitrary linear extremal problem. Variational methods also apply easily to nonlinear problems.
Even elementary variational methods lead to some interesting results. A function in S can be varied by composing it with a self-mapping of the disk close to the identity. This simple device reveals that the coefficients of each function maximizing Re{a w } for fixed n > 2 must satisfy
This is due to Marty . Very briefly, the idea is to compose a univalent function ƒ with a certain family of functions univalent on the range of ƒ and close to the identity. Applied to the coefficient problem max Re{a"}, the method yields the information that the omitted set T of each extremal function ƒ G S is a system of analytic arcs w = w(t) satisfying where P n is a monic polynomial of degree n -1 generated by
The relation (*) determines a direction field for T. A delicate argument shows that P n (l/w) cannot vanish on T, so that T has no finite branch-points or corners. In other words, T consists of a finite number of analytic arcs joined only at oo. In fact, T is a single arc. [22] recently found a strikingly simply proof, based on Brickman's partial description of the extreme points. Brickman's argument [20] actually shows that any function ƒ G S which omits two values of equal modulus must be a proper convex combination of two functions in S, both of which omit open sets. Since such functions cannot be extremal (Marty's result), it follows at once that ƒ is not extremal if it omits a pair of points of equal modulus. Hence T is a single analytic arc extending to oo with increasing modulus.
A further argument based on (*) reveals that T has an even stronger monotonicity property. The tangent vector at each point w of T makes an angle no larger than TT/4 with the radius vector from 0 to w. It is also known that T has an asymptotic direction at oo. A proof of the Bieberbach conjecture would consist of showing that T is a linear ray.
A differential equation for the extremal function ƒ itself can be obtained by introducing the parametrization w = ƒ (e lt ) into (*) and applying the Schwarz reflection principle. The result is where R n is the rational function [6] . An expansion of the left-hand side into power series and a comparison of the coefficients of z gives again the Marty relation. Thus the Schiffer differential equation may be viewed as an infinite sequence of "higher Marty relations".
Local results.
In the early 1960's Schiffer and I [39] extended the method of interior variation by developing a formula for the second variation of a function in S, analogous to the second derivative in ordinary calculus. The resulting formula for the second variation of Re{a n ) is complicated, but it simplifies when applied at a critical point (i.e., to a function satisfying the Schiffer differential equation). For the Koebe function, it reduces essentially to a certain quadratic form which is positive-definite if and only if the Koebe function is a local maximum for the nth coefficient, in the sense that the second variation of Re{a,J is always negative there. We verified [39] the positive-definiteness directly for n < 9, and Bombieri [16] later verified it in general, for all n.
The question remained whether the Koebe function is a local maximum for the flth coefficient in the strong sense that Re{a,J < n whenever \a 2 -2| < e n > for some e n > 0. Garabedian shown that among all odd functions g E 2, the sharp upper bound for |ft 3 | is not 1/2 as the conjecture asserts, but 1/2 + e~6. The proof is a simple application of the Fekete-Szegö inequality ( §2) for \a 3 -aa\\, with a = 3/4. In fact, the same argument gives (as Bazilevic observed) the sharp inequality l 6 2m-il < 0« + (2/m>~2 (w+1^(w " 1 ) for functions in 2 with m-fold symmetry, m > 2. In particular, this disproves the conjecture \b \ < 2/(n + 1) for every odd index n > 3. 
Bounded univalent functions.
Another problem of long standing is to find the sharp asymptotic estimate for the coefficients of bounded univalent functions. Each bounded function ƒ E S maps the unit disk onto a region of finite area, and so its coefficients satisfy 2 n\a n \ < oo. In particular, a n = o{n~^2). This trivial estimate was thought to be essentially best possible until Clunie and Pommerenke [27], [120] improved it to a n = O(n~1 /2~1/30°) . Their work reveals a surprisingly close connection with the asymptotic problem for the class 2.
In the opposite direction, Littlewood [89] had constructed examples of bounded univalent functions with a n =£ 0(n~l). Pommerenke [117] improved the result to a n ^ O(n~0 Ml ) and later [118] to a n # 0(«" a83 ). All of these constructions actually produce bounded univalent functions /(z) = 2 + « m+1 z'" +1 +a 2m+1 z 2 '" +1 + ... Littlewood's construction disproves Szegö's conjecture for all sufficiently large w, and Pommerenke's construction disproves it for all m > 12. For 4 < m < 11, the conjecture remains unsettled. For m > 5, Clunie and Pommerenke [27] improved Levin's result to a n = 0{rT x ' 2~e ) for some e > 0, and Pommerenke [120] showed that e can be taken to be 1/1600.
These latter results do not actually require m-fold symmetry. The important condition is a growth estimate on ƒ, which is achieved by requiring that the Taylor series be suitably lacunary.
12. Conclusion. The theory of univalent functions is an enormous subject with a literature extending back to the turn of the century. This brief survey could not possibly do it justice. I have been compelled to omit a number of interesting topics, or to mention them only in passing. Making no attempt at completeness, I have tried to convey the spirit of the subject and the flavor of recent developments, while recording some of the major unsolved problems. At the very least, the discussion should suggest that the venerable field of complex analysis is alive and well.
The reader who wishes to explore the subject in greater depth is advised to consult the recent book of I wisk to thank Albert Baernstein, Walter Hayman, and Glenn Schober for their helpful criticism of the first draft of this paper.
