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ABSTRACT 
Let S =(I,, x2,. ., x,,) 1~ a set of distinct positive integers. The II x rt matrix 
[S]= ((si,)), where si, =(si,x,), the greatest conmon divisor of X, and xi, is called 
the greatest common divisor (GCD) matrix on S. We study the structure of a GCD 
matrix and obtain interesting relations between its determinant. Euler’s totient 
function, and Moebius function. We also determine some arithmetic progressions 
related to GCD matrices. Then we generalize the results to gcnrral partially or&red 
sets and show a variety of applications. 
1. INTRODUCTION 
Let s={x,,.r. 2,. . . , x,~} be a set of distinct positive integers. The n X II 
matrix [S]= ((sii)), where sij = (.Y~,s,,), the greatest common divisor of xi 
and -To, is called the GCD matrix on S. A GCD matrix is clearly symmetric, 
and it can be shown that it is also positive semidefinite. 
Beslin and Ligh [I] obtained a structure theorem for GCD matrices and 
generalized the Smith’s [2] d t e erminant to factor closed sets. \Ve obtain a 
slightly different structure theorem and use it to define a Smith’s determi- 
nant for a much larger class. In the process, we generalize the concept of 
Euler’s totient function. 
In the third section, we obtain a remarkable formula for the generalized 
Euler’s totient function, which reduces to the classical Moebius inversion 
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formula when we restrict ourselves to factor closed sets. This improves the 
structure theorem. In the fourth section, we determine the arithmetic pro- 
gressions for which our formula is applicable. 
In the fifth section, we obtain a fommula for the generalized E&r’s 
totient function in terms of the classical Euler’s totient function. Then we 
obtain interesting lower bounds for determinants of general GCD matrices. A 
proof of Conjecture 1 of [l] follows as a simple corollary. 
Finally, in the last section: we observe that most of the proofs of these 
theorems on GCD matrices depended only on the partial order structure of 
natural numbers (the partial order induced by divisibility). So we can 
generalize the concepts and results to general posets. This generalization is 
straightforward. Llie demonstrate that the theory is more useful and widely 
applicable when we have this general setup. 
2. GCD MATRICES AND DETERMINANTS 
As far as possible, we follow the definitions and notation of [l]. 
DEFINITION 1. Let S = {s,, x2,. ., x,,) be a set of distinct positive inte- 
gers. The n X n matrix [S] = ((sij)), w h ere si, is the greatest common divisor 
of xi and xi, is called the greatest common divisor (GCD) mutrix on S. 
DEFINITIOK 2. A set S of positive integers is said to be fuctor closed 
(FC) if whenever xi is in S and d divides r,, then d is in S. 
Let cp be Euler’s totient function. Smith [2] .h s ows that the determinant of 
the GCD matrix [S] defined on S = {x,, x2,. . , .T,~) is cp(x,>cp(r,> . . . cp(x,,), 
provided S is an FC set. We get a generalization of this result to a larger 
class defined as follows: 
Dm:iNrrroi% 3. A set S of positive integers is said to be greutest common 
divisor closed (GCDC) if whenever xi and xj are in S, their greatest 
common divisor is also in S. 
REMARK 1. If a set is factor closed, then it is also greatest common 
divisor closed. 
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I)EFINWION 4. Let S = {x,, x2,. .,x,,) be a set of positive integers. The 
generalized Euler’s totient function on S is defined inductively as 
where the empty summation is taken to be zero. 
We drop the subscript S in qs if the set under consideration is clearly 
understood from the context. The following example clarifies the definition of 
q and also shows that * is easily computable. 
EXAMPLE 1. Consider S = {1,5,6,30}. Then by the definition of q. 
qIr( 1) = 1, *(5)=5-1=4, ‘P(6)=6-1=5, 
We justify our claim that * is a generalization of Euler’s totient function 
by the following remark. 
REMAHK 2. Let S = {x,, x2,. . , N,,) be an FC set. Then 
This is a simple corollary to the well-known result 
x= &+J) VXEW. 
I, I x 
We also note the following: 
R~WAHK 3. The value of the generalized Euler’s totient function ? at a 
number is unaffected by the presence or absence of nondivisors of the 
number in the set under consideration. 
Now we have a generalization of a result in [l], which describes the 
structure of GCD matrices. 
80 B. 1’. RAJARAMA BHAT 
TIIEOREZI 1. Let S={x,,x, )...) x,,} be u set of distinct positive integers. 
L.43 T=(y,,y, >...1 y,,,) 1 >e a set of distinct positive integers containing (xi, xl> 
for ez;ery x,, xJ in S. Then the GCD matrix [S] is the product of un n X m 
matrix A uncl the m x n rnutrix A’, where the nonzero entries of A are of the 
form {~T(yi))‘/2 fin- Some y, in T. 
Proof. Define the r1 X m matrix A = ((aii)) as follows: 




if y, divides si, 
0 otherwise. 
Then 
Thus [S] = AA’. 
= c WY,,) 
!,I l(.Y,.X,) 
=(x,,xJ, as (x,J,) ET. 
n 
RE\IAKK 4. Let E be the n x m matrix ((eii)> of Theorem 1, and let A 
be the m X m diagonal matrix with the rth diagkd element 
Then 
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The structure theorem is particularly useful when the matrix A in 
Theorem 1 is square. That is the case when the set S is GCDC and T is 
taken as S. For future reference, we give a name to the matrix E defined 
above in the special case T = S. 
DEFINITION 5. Let S = {xi, x2,. . . , x,,) be a set of distinct positive inte- 
gers. Then the incidence matrix E of S is the matrix defined as follows: 
eij = 
1 if zri(ri, 
0 otherwise. 
Now we have the following generalization of Smith’s [2] result. 
TIIEOREM 2. Let S =(x,, x2,. ., x,~} he u GCDC set. Then the determi- 
nant of the GCD matrix [S] dejned on S is gicen by 
det[S] = ?s(x1)Ts(x2) ...qs(x,,), 
where qs is the generalized Euler’s toticnt function on S. 
Proof. As the determinant of [S] is unchanged by permutations of 
elements of S (we get similar matrices), we take xi < X, < . . . < x,, without 
loss of generality. Then the incidence matrix E = ((ejj>> is a lower triangular 
matrix with each of the diagonal entries being 1. Hence det E = det E“ = 1. 
Thus by Remark 4, 
det[S]=detR=Vs(x,)*s(x,)...Vs(x,,). n 
COROLLARY 1 (Smith [2]). Let S = ( x,, x2,. , x,,} he u finite FC set of 
positive integers, and let [S] be the GCD matrix defined on S. Then 
det[Sl= dxl>cp(x2> *. .4x,,>. 
Proof. Follows from Remark 2. n 
3. FURTHER ANALYSIS OF THE STRUCTURE OF GCD MATRICES 
We showed in Section 2 that the GCD matrix of a GCDC set is of the 
form EAET, where E is the incidence matrix and A is the diagonal matrix 
82 B. V. FtAJAFtAMA BHAT 
formed by the range of q. The matrices A and E are intimately connected, 
and in fact A can be computed if we know E, as is shown by the following 
remarkable theorem. 
TIIEOREM 3. Let S ={r,,xp,.. ., x,,} be u GCDC set. Let 5 be the 
column vector (x,, x2,. , x,,>‘, und let 77 be the column Eector (9(x,), 
Wx2),..., Wx,,))“‘. Then 
where E is the incidence mutrix of S. 
Proof. As before, we take x , < x2 < . . . < x,,. Now 
= c WXJ 
.j:x, I I‘, 
= xi. 
As det E = 1, E is invertible, and hence the result. H 
Combining Remark 4 and Theorem 3, we have a modified version of the 
structure theorem. 
TIIEOREM 4. Let S be a GCDC set. Then its GCD matrix [S] is gioen by 
[S] = EAE?‘, 
where E is the incidence matrix of S, and A is the diagonal matrix with 
diagonal E- ‘5. .$ being the z;ector (x 1, x2,. . , x,lT. 
We can say more when we have FC sets. 
TIIEOREM 5. Let S = {x,,xz ,..., x,,} be an FC set. L.et .$ and 77 be the 
vectors (x,, x2,. . . , x,lT and (+4x,), cp(x,), . . ., P(x,,))~ respectkely. Let E be 
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the incidence matrix of S, and F = (( fij)> be the n x n matrix defined by 
p(xi/xj) $xj dit;ides xi, 
0 otherwise, 
p being the Moebius function. Then F = E -’ and hence 77 = Ft. 
Proof. Let F be the matrix defined as above. Now 
(EF)ij= ceikfkj 
k 
0 if xj does not divide xi, 
zz 





That is, EF = 1 and hence F = E- ‘. The result 77 = Fe follows from Theo- 
rem 3. a 
4. ARITHMETIC PROGRESSIONS WHICH ARE GCDC 
Let D(s, d, n) be the arithmetic progression defined as follows: 
D(s,d,n)=(s,s+d,s+2d ,..., s+(n-l)d}, 
where s, d are natural numbers such that (s, d) = 1. We have the problem of 
finding the determinant of a GCD matrix defined on D(s, d, n>. If the set 
D(s, d, n) under consideration is FC, then we can make use of the Euler’s 
totient function. To this end, FC arithmetic progressions have been deter- 
mined in [I]. 
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We can make use of the generalized Euler’s totient function, if we have a 
D(s, d, n) which is GCDC. So we try to determine all the arithmetic 
progressions D(s, d, n) which have the GCDC property. 
LEMMA 1. Let {x,,,), m > 0, be the sequence defined hy 
x ,,, = 1+2/&L 
for some k >, 1. Suppose there exist t und IA in N, t z u, such that 
(x,,~,,) =x,; for some 1; > 1. 
Theneitherta2k+l orua2kfl. 
Proof. We have 
2kc + 1 I (2kt + 1,2ku + l), 
2kz; + 1 I2kt -2ku, 
I.e., 
2ku+llt-u 
As t + U, we obtain the required result, i.e., either t 2 2k + I or u > 2k + I. 
n 
LES4X4A 2. If an arithmetic progression D(s, d, n) is a GCDC set with 
s = 1 and d = 2 k for some k > 5, then, depending upon the form of k - 1, the 
following bounds hold for n: 
(i) k - 1 is odd; then n < (3~ - 1)/2, where p is the smallest odd prime 
diciding k - 1; 
(ii) k - 1 = 2’, where r is even; then n < 5; 
(iii) k - 1 = 2’, where r is of the form 4r’ + 1; then n < 9; 
(iv) k-1=2’, whererisoftheform 4r’+3; thenn<9. 
Proof. We define x,,, = 1 + 2km for in > 0. In each of the four cases 
above, we shall get natural numbers t, u satisfying 
(1) t<u<2k, 
(2) (x,, x,> > 1. 
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Then, if x,, E D(s, d, n), as t < U, we have x, E D( s, d, n). Now D(s, d, n) is 
GCDC,so(x,,x,,)~D(s,d,n).ByLemmal,eithert>,2k+lor u>2k+l. 
This contradicts statement (1). Hence x,, cannot belong to D(s, d, n). 
Now D(s,d,n)={x,,,x ,,..., x,,_~}. Since x,,P D(s,d,n), we must have 
n - 1 < U. That is, n < II, and this is our bound for R. 
Case ii). k - 1 is odd. Let p be the smallest odd prime dividing k - 1. 
We have k - 1 = 0 (mod p), that is, k = 1 (mod p), and hence 2km + 1 3 
2112 + 1 (mod p). Taking t = (p - 1)/2 and u = (31) - 1)/2, we have, x, s 
0 (mod 11) and s,, E 0 (mod p). So (x,, I,,) > 1. Also 





Case iii). k - 1 = 2’, where r is even. Since 2 E - 1 (mod 3), we have 
2’ = (- 1)” (mod 3), and hcncc k - 1 = (- l)r (mod 3). But r is even. Hence 
k - 1 E 1 (mod 3), i.e., k = 2 (mod 3) and 2knl + 1 = 4n1 + 1 (mod 3). Taking 
t = 2 and u = 5, we get I, = 0 (mod 3) and x,, = 0 (mod 3). So again we have 
(xc, x,,) > 1, and u = 5 < 10 < 2k. 
Cuse (iii). k - 1 = 2’., where r = 3 r’ + 1 f& Some r’. Now 4 = 
- 1 (mod 5), so we get the following r&ions one after another: 2”” E ( - 1)“’ 
(mod rj), 2”” = 1 (mod 5), 2”“+’ = 2 (mod 5), k - 1~ 2 (mod 5>, k = 3 
(mod 5), and 2km + 1 = 6111 + 1 (mod 5). Taking t = 4 and u = 9 does the job 
as before. 
&se (it;). (k - 1) = 2’., where r = 4r’ + 3 j& some r’. Again. as &vc, 
4 I - 1 (mod 5), 2”” = (- 1)“” (mod 5), 2”” = 1 (mod 5), 2Jr’+‘3 E 8 
(mod 5), k - 1 = 8 (mod 5), k - 1 = 3 ( mod 5), and hence 2km + 1 = 81n + 1 
(mod 5). Taking t = 3 and u = 8, WC get the result. n 
TIIEOKELI 6. D(s, d, n) with n > 4 is u GCDC set if und only $eexactly 
one of the following conditions is sutisfied: 
(i) s=l, d=l; D(s,d,n)=(1,2 ,..., n); 
(ii) s = 1, cl = 2; D(s, d, n) = (1,3,5,. ,2n - 1); 
(iii) s=l, d=4; D(s,d,n)=(1,5,9 ,..., 4n-3) loithnG5; 
(iv) s = 1, d = 6; D(s,d,n)=(1,7,13 ,..., 6n -5} with n < 9; 
(v) s = 1, d = 2k; k is odd und k >, S: D(s,d,n) is u set of p&wise 
relutively prime numbers with n < 9; 
(vi) s = 1, cl = 2k; k is even and k 2 4; D(s, d, n) is a set of p&wise 
relatively prime numbers with n < (3~ - 1)/2, where p is the smallest odd 
prime dividing k - 1. 
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Proof. It can be easily checked that in each of the six cases above the 
set D(s, d, n) is GCDC. 
Conversely, assume that we have a set D(s, d,n) which is GCDC. By 
definition of D(s, d, n) we have (s, (1) = 1, so (s, s + d) = 1 and hence 1 is in 
the set D(s, d, n). This of course means s = 1. The case d = 1 falls in (i) 
above. If d > 1 and d is odd, then s + d = 0 (mod 2) and s +3d = 0 (mod 
2), that is, (s + d, s +3d)- 0 (mod 2). As s = 1, we get (s + d, s +3d) = 
s + d. This is clearly not possible for s = 1 and cl > 1. So if d is greater than 
1, then d must be even. 
The cases cl = 2, cl = 4, and cl = 6 are listed above as (ii), (iii), and (iv) 
respectively. The case when d is even and larger than 8 is treated in Lemma 
1 and Lemma 2. The case CZ = 8 is covered in class (vi). n 
REMARK 5. If D(s, d, n) with n > 4 is a GCDC set and d # 1, 2, or 6, 
then it must be a set of pairwise relatively prime numbers. (In such a case, 
the determinant of the GCD matrix is very easy to compute.) 
This is clear, since if d # 1, 2, or 6, we are in class (iii) or (v) or (vi). The 
case d = 6 had to be eliminated, because D(s, (1, n) = { 1,7,13,. . ,491 is 
GCDC but not pairwise relatively prime. 
5. ANOTHER FORMULA FOR THE GENERALIZED EULER’S 
TOTIENT FUNCTION AND LOWER BOUNDS FOR THE 
DETERMINANTS OF GCD MATRICES 
We start with comparing the generalized Euler’s totient function on two 
different sets. We need a simple lemma. 
LEMMA 3. kt S be a GCDC set, and T be u finite set (of naturd 
numbers) containing S. For every x in S define u set Vi = Vb, S, Tj by 
Then for euch y E S, 
u V,=[z~T:zl y). 
(The minimum of an empty set is understood to be infinity.> 
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Proof Let V, be defined as above. Now if 
z E u Y for some y E S, 
I I !, 
.x=-S 
then .z E Vx,, for some xc, in S such that x0 1 y. From the definition of b’,, 
z I x0. Hence by the transitivity of division z I y, and we have 
Conversely, if z E T and z I y for some y in S, put 
The set (w E S : z ( w) is nonempty, as y is in it, and hence x is in S. Now we 
have z E V, by the definition of V,. If we show x 1 y, then the proof will be 
complete. But this is clear, as otherwise (x, y> is in S (by GCD closedness of 
S) with =; 1 (x, y) and (x, y) < x, contradicting the minimality of x. n 
TIIEOREXI 7. L.et S be a GCDC set and T be u finite set (of natural 
numbers) containing S. Then, 
%(x) = c *T(z) v’x E s, 
; E v, 
where V, is as defined in L.emma 3. 
Proof. We have 
v~=(~tT:~~~{y:~ly)=x) VXES. : 
Note that as x is in V,, the sets V, are nonempty. From the definition it is 
clear that the sets V, are disjoint, that is, V, n V, =0 for x # y, x, y in S. 
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Define a function A on S 1)) 
for x ES. 
It is enough to show that A satisfies the defining property of vs, that is, 
c A(x)= Y 
1 I 1, 
I E s 
for y E s. 
Clearly, 
c A(x)= c c VT(;). 
* I !, I I !, 2 E 1; 
XES + E s 
As the sets V, arc disjoint, using Lemma 3, we have 
As a special case of the ahove theorem we have a formula for the 
generalized Euler’s totient function in terms of the classical Euler’s totient 
function. 
TIIEOKI<M 8. Let S = {x,,x2 ,..., x,,} be a GCDC set with x, < x, < 
... <x,,. Then 
where xc, is tuken to he zero. 
Proof. For any FC set T containing S we have 
Now Remark 2 and Theorem 7 give the required result. 
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REMARK 6. The formula in Theorem 8 does not hold, in general, if the 
assumption that the set under consideration is GCDC is dropped. 
COROLLAKY 2. Let S be a GCDC set. Then for every x in S 
tvhere x ’ = Max!,,, { y y I x, y z r]. (The maximum is taken to be zero when 
the set under consideration is empty.) 
Proof. The inequality q(x) < qs(x> follows from Theorem 8. Now 
Fs(x)=x- c WY) 
!, I x 
lj#I 
G x - c *s(Y) 
?/IX1 
=X-x’. n 
Note that so far we have been able to calculate determinants of GCD 
matrices only for GCDC sets. In the general case, we give an easily 
computable lower hound for the determinant which coincides with the 
determinant whenever we have GCDC sets. For this purpose we need the 
following result due to Minkowski (see [S]). 
TIIEOREM 9 (Minkowski). Let C and D be n X n real symmetric matri- 
ces. If C is positive definite and D is positive semidefinite, then 
det(C+ D) >detC+det D. 
Furthermore, the equality holo% for n > 1 zjand only af D = 0. 
TILWREM 10. Let S = {x I, x2,. ,x,,} be a set of distinct positive integers, 
and let T be a GCDC set containing S. Then 
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and equality holds if and only if S is a GCDC set and T \S does not contain 
any dkisor of any number in S. 
proof. As before, we take x,<x,< ... <x,, and T=Iy,,y,,...,y,,,] 
with yi = xi for 1 < i < n. Let E = ((eij)) be the n X m matrix defined by 
eij = 
1 if Y.j I xi, 
0 otherwise, 
l<i,j<n. 
Using Remark 4, [S] = EAET, where A is the m X m diagonal matrix with 
its rth diagonal entry qT(y,). 
Now partition E as E = [ E, 1 E,], where E, is an n X n matrix and E, is 
an n x (m - n) matrix. Let A, be the n X n diagonal matrix with its r th 
diagonal entry 9r( y,). Let A, be the (m - n) X (m - n) diagonal matrix 
with its rth diagonal entry Y/~(Y,~+~). 
Putting C = E,A,Er and D = E,A,El, we have [S] = C + D. Now we 
show that C is positive definite and D is positive semidefinite. From 
Corollary 2, 
Now we have the decompositions 
c = (~,Alp)( E~A~/~)~ 
and 
D = ( E,AL~)( ~,Alp)l‘, 
showing positive semidefiniteness of C and D. Then as E, is a lower 
triangular matrix with diagonal entries equal to one, 
detC=det E,detA,det E, 
Again using Corollary 2, det C # 0 and hence C is positive definite. Now 
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using Theorem 9, 
det[S]adetC+detD>detG 
That is, 
det[S]> n qT(x). 
XES 
The equality 
holds if and only if D = 0. As A, > 0, D = 0 if and only if E, = 0, that is, if 
and only if T \S does not contain any divisor of any number in S. But then 
the condition that T is GCDC forces S to be GCDC. n 
As a simple corollary we have the following theorem, which settles 
Conjecture 1 of [l] and also gives a lower bound for the determinant of a 
general GCD matrix. 
THEOREM 11. Let S = {xl, x2,. . ., x,~} be a set of distinct positice integers. 
Then 
det[Sla cp(x,)cp(~,) . . .cp(x,>, 
and the equality holds if and only if S is FC. 
Proof. Let T be any FC set containing S. Then as qr(y) = q(y) for y 
in T, we get 
det[Sla (P(x~)(P(G) . . .4x,). 
It follows from Theorem 10 that the equality holds if and only if S is FC. n 
6. GENERALIZATION OF THE CONCEPT OF GCD MATRICES TO 
PARTIALLY ORDERED SETS AND THEIR APPLICATIONS 
In this section we generalize the concept of GCD matrices to a general 
partially ordered set (poset) and show its usefulness. 
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DEIVNITIOK 6. Let U be a poset with partial order p. We call U a fnect 
semiluttice [d] if for all N, y in U, there exists a unique u: in U such that 
(i) u:,x and wpy, and 
(ii) if ~1j.r and up y for some z E U, then 2))~. 
In such a case u: is called the meet of x and y and is denoted by (x, y),,. 
ESAMPLE 2. Let U he the set of natural numbers N with the partial 
order p defined by xp y if x I y for s and y in U. Then U is a meet 
semilattice, and (x, y),, is nothing hut (x, y>, the greatest common divisor of 
x and y. 
EX.~MPI,E 3. Let U be the set of real numbers R, the partial order p 
being the natural order <. Then again U is a meet semilattice, and for X, y 
in U, (x, y),, = Min(x, y}. 
Throughout this section we consider a pair (U, r>> where U is a meet 
semilattice with respect to the partial order p. Note that the concept of meet 
is a generalization of GCD. Keeping this in mind, we give: 
DEFIKITION 7. Let S be a subset of U. Then S is called meet dosed 
(MC) if for every X, y in S their meet (x, y),, is also in S. 
DEHKITION 8. Let S =(x1, x2,. .,x,~} he a subset of U. Let f be any 
real valued function on U. Then the n X n matrix [Slf = ((sij)), where 
sijzf((xi~x,),,)J l<i,j<n, 
is called the meet matrix of S with respect to f. 
Consider any real valued function f on U. We shall analyze the structure 
of meet matrices of subsets of U with respect to f. 
DEFINrrIoI*; 9. Let S = {x1, x2,. . ., r,,} he a subset of U. Then define a 
function ‘Vs,r (the generalized Euler’s totient function) on S by 
‘“S.f(x.j) =fCx,j)- C %.f(ri)’ 
s , p I, 
I, z I, 
This can he done by induction on S through the partial order p, where the 
empty summation is taken to he zero. 
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We can obtain the following structure theorems for meet matrices. We 
omit the proofs of these theorems, as they are similar to the proofs of the 
structure theorems of GCD matrices. We just need to replace the partial 
order of divisibility (Example 2) by a general partial order p, replace the 
function f(x) = x by a general real valued function f, and make other 
appropriate changes. 
TIIIX)KEXJ 12. Let S =(x~,x~,...,x,,} be u subset of U. Let T = 
{YI>YZ>...> y,,,} be a finite subset of U containing (xi, xi),, for eoery x, and x, 
in S. Then the following decomposition for the meet matrix [S]_f holds: 
[S].f = ERE’, 
where E = ((eii)) is the n X m matrix defined by 
eij = 
1 if y,i Pxi, 
0 otherwise, 
l<i<n, l<j<m, 
und A is the m X m diagonal mutrir with its rth diagonal entry qT,f(y,). 
TIIEOKEV 13. L.et S =(x1, x2,. , x,,} he an MC subset of U. Then 
det[S]f= fiYs,,(xi). 
i=l 
Our other results on GCD matrices can also he generalized in a natural 
way. We state one of them. 
TIIEOREM 14. Let S=(x,,x,,..., x,J be an MC subset of U. Let 5 be the 
column oector <f<x,),f<x,),..., fCx,,)>“‘, and let 77 be the column cector 
(~s,f(x,),?,s,f(x,), ,V&,,))‘. Then 
where E is the incidence matrix of S defined by E = ((eij>>, 
eij = 
1 if xjpxi, 
0 otherwise, 
l<i,j<n 
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REMARK 7. Let S ={x,,xq ,..., x,,} be a subset of CJ. Let E be the 
incidence matrix of S. Then (E-‘jik = ps(xk,xi), where p is the Moebius 
function [4, 51 on S X S, the set S being considered as a poset with inherited 
partial order from CT. 
From Theorem 14, Ws,f is linearly related to f. We can also analyze the 
effect on 9 as the set under consideration and as the partial order changes. 
THEOREV 15. Let S be u finite MC subset of V. Let T be u finite subset of 




(The minimum is taken with respect to the partial order p.) 
Proof. The proof is similar to the proof of Theorem 7. n 
THEOREM 16. L.et q be another partial order on U such that fm x, y in U, 
xq y whenever xp y. Let S be an MC (u,ith respect to the partial order p> 
finite subset of U. Let q,,,(x) be the generalized Euler’s totient function on S 
with respect to the partial order q. Then 
%,f(X) = %.f(X> + c PS.f(=;)> 
; E w, 
where 
(The minimum is taken with respect to the partial order p.) 
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Proof. Define w, as above. Observe that the meet closedness of S 
guarantees the existence and uniqueness of the minimums under considera- 
tions. (We ignore empty sets.) Also observe that the sets W, are disjoint and 
lJ W’,={y~S:yqu;andnot ypm] VWES. 
*,,LL 
(Use the meet closedness of S.) Hence 
u (WJyJ ={yES:yqw}: 
.V,‘LL‘ 
and from this we have 
c (P&)+ c 
X,“L‘ 
zsw(Fs.f(‘) = c (PS,f(Y) =f(w) 
!/ Y u: 
The theorem follows. n 
Observe that if the real valued function f is such that for every finite MC 
subset T of U we have *r f > 0, then we can obtain bounds for the 
determinants of meet matrices, generalizing theorems of the previous sec- 
tion. This case is of special importance for the following reason. 
In this case, by the structure theorem, [Slf is positive semidefinite for 
every finite subset S of U. This means that, defining a function K on U x U 
by K((x, yN = f<k y&l, one has a positive definite kernel on U. Such 
positive definite kernels have been extensively studied in the literature. For 
example, see [6]. Among the examples given below, Examples 4 and 5 fall 
under this category. More examples where meet matrices arise naturally can 
be seen in [3], [4], 151, [6], and [7]. 
EXAMPLE 4. Let U be the set of nonnegative real numbers with the 
partial order p being the natural order, that is, xpy if and only if x < y for 
X, y in U. As noted before, (x, y),, = Min{x, y}, and hence every finite subset 
of U is MC. Let f be the real function defined on U by f(x) = x for x in U. 
Let S = (x,, x2,. . , xn} be a finite subset of U. Then [Slf is seen to be the 
dispersion matrix occurring in the theory of Brownian motion. If we take 
x,<x,<.. . <x,,, then 
qS,f(xj) = ‘1 - xj-l for j 2 2. 
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Hence 
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det[S]f = x1 fI (x,, - x.~_~), 
/=2 
and also, as q,,,(xj) >, 0, [S],f is positive semidefinite. 
EXA\IPI.I- 5. Let (X, &, Jo) be a measure space, p being a finite positive 
measure. On the a-field J consider the partial order 12 defined by AJJB if 
A c B for A, B in J. Note that (A, B),, = A n B is again in &. Let f be the 
real valued function defined on ~8 by f(A) = p(A) for A in JZ Let 
S ={A,,A,,...,A,,} 1~ a s&et of ~7’. Then 
Note that 
‘%,f(Ai) = dBi)> 
where 
Hence W, ,-(A.j) > 0 for all Aj, and [.Slr is a positive semidefinite matrix. 
EXAXI PLE 6. Let U be the set of natural numbers with the partial 
ordering xl>y if y I x. In this case meet matrices are least common multiple 
(LCM) matrices if we take f(x) = x for every natural number x. 
After this paper was sulnnitted for publication the author cume to know of 
the paper [9/ by Li, where our Theorem 11 is proced. 
The author wishes to thunk the referees and the editors for their useful 
comments. In particular, the proof of Lemmu 1 presented here is due to one of 
the referees. 
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