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Statistical Common Author Networks (SCAN)
F.G. Serpa, Adam M. Graves, and Artjay Javier∗
Booz Allen Hamilton Inc., 3811 N. Fairfax Dr., Ste. 600, Arlington, Virginia 22203
A new method for visualizing the relatedness of scientific areas is developed that is based on measuring the
overlap of researchers between areas. It is found that closely related areas have a high propensity to share a larger
number of common authors. A methodology for comparing areas of vastly different sizes and to handle name
homonymy is constructed, allowing for the robust deployment of this method on real data sets. A statistical
analysis of the probability distributions of the common author overlap that accounts for noise is carried out
along with the production of network maps with weighted links proportional to the overlap strength. This is
demonstrated on two case studies, complexity science and neutrino physics, where the level of relatedness of
areas within each area is expected to vary greatly. It is found that the results returned by this method closely
match the intuitive expectation that the broad, multidisciplinary area of complexity science possesses areas that
are weakly related to each other while the much narrower area of neutrino physics shows very strongly related
areas.
I. INTRODUCTION
Understanding the growth and evolution of academic re-
search areas1,2 is important to assessing the health and in-
fluence of scientific areas and can provide potentially impor-
tant predictive capability in assessing technologies that may
emerge from fundamental and applied research. A conse-
quence of the large and growing number of highly special-
ized research areas is that identifying the productive intersec-
tion of these3 can no longer be done manually. However, the
ready availability of computing power, the large frequency of
published work and the relatively high data integrity of bib-
liographic databases provides the elements necessary for au-
tomated screening and visualization of these interdisciplinary
areas.
The visualization of research areas is an active area in
bibliometric studies2,4, largely using clustering of individual
units to describe the relatedness of research areas. The pri-
mary metric conferring this relatedness has historically been
the citation frequency5, with the individual unit of measure
being an instance of one publication citing another. Using
publications as nodes, a very complicated unweighted di-
rected network could be formed relating publications together.
Since this is visually confusing, the practice of re-assigning
these nodes as either authors or journals6 is preferable, result-
ing in a weighted network map where the clustering observed
in these networks broadly reflects the topical areas of study,
creating a variation of what is traditionally referred to as a
knowledge map. Intuitively, these methods work well at un-
derstanding the relatedness of topical areas because authors
tend to cite research in the area of their study more frequently
and journals tend to publish work that caters to a specific, top-
ically focused scientific community. Of value in these visual-
izations are the areas of study that lie between topical clusters
that represent interdisciplinary research, which can often give
rise to emerging scientific areas.
While the methods described above use citation as the fun-
damental unit of measure, we offer an alternative approach
∗Electronic address: javier_artjay@bah.com
by showing how counting the occurrences of the same author
working in multiple areas can provide the necessary linking
to relate these multiple areas to each other. Intuitively, this
approach is motivated by the observation that scientists work-
ing in one area of study will work in related areas of study
more frequently than in unrelated areas, and so we expect a
stronger connection between closely related areas. The ap-
proach we carried out produces an undirected, weighted net-
work map that differs from the practice described above in the
following ways: (1) the nodes themselves are the topical areas
of study, (2) the weight of the link connecting one node to the
next is proportional to the number of authors shared between
those topical areas (adjusted for area size), and (3) the clus-
tering observed will define a major topical area composed of
closely related topics. In general, the network constructed in
this way can be thought of as a bipartite graph where one set
of nodes corresponds to authors and the other set to the areas
that the authors participate in. In principle, the structure of
this network is amenable to analysis with many clustering or
community detection algorithms. One of the values of using
common authors over citations is that the links observed are
much stronger since they require authors to develop deep ex-
pertise in these areas in order to publish successfully in them,
as opposed to a simple understanding of the work executed,
which is the minimum requirement to cite another’s work in
the case of citation patterns. In this paper, we develop the pro-
cedures for establishing this link, in particular correcting for
name homonymy in a statistical way.
This approach is also useful for examining interdisciplarity,
which we define here to be a feature arising from the partici-
pation of two or more vastly different areas of study in terms
of expertise, knowledge or training. Our concept of related-
ness is measured by the overlap in participation of researchers
in two different areas. Large overlaps in participation between
two or more areas indicates strong relatedness. Low overlaps
in participation between two or more areas indicates poor re-
latedness. In a very simple example, if two areas belong to
separate clusters with little or no relatedness to each other, but
both areas have strong relatedness with a third area, that is in-
dicative that the third area is interdisciplinary since it draws
on the participation of two, unrelated areas.
For our case studies to demonstrate this methodology we
2intentionally selected two different fields: the complexity sci-
ences and neutrino physics. While the latter is a traditional,
narrow field of study that is deeply rooted in physics, the for-
mer is a multidisciplinary field that intersects with many other
scientific areas, drawing upon the talents of many different
types of scientists. For this reason we intuitively anticipate a
stronger degree of relatedness in neutrino physics than com-
plexity science, and show that the method we developed con-
firms that intuition. Last, we point out that while a significant
number of methods in bibliometrics focus on relationships be-
tween authors and papers (i.e. co-authorship7 or citation pat-
terns) that elucidate the structure and pattern within these ar-
eas, this approach focuses on the relationships between these
areas.
II. METHODOLOGY
The publications used to generate the common author
graphs were drawn from the Institute for Engineering and
Technology’s Inspec publication database as accessed through
the Thompson Reuter’s ISI Web of Knowledge v5.5 index.
Once the Inspec database was selected through the Web of
Knowledge search interface the Boolean keyword or series of
keywords best representing the field under investigation were
entered into the Inspec search field. For clarity, the term sub-
field will be used for these specific searches, where it is under-
stood that the keyword search was structured in such a way as
to extract a scientific community that is engaged in studying a
sub-field (i.e. social cybernetics) that happens to also be part
of a larger field of study (i.e. complexity science). The generic
term “area” will be used when the context could conceivably
pertain to both field and sub-field. This is a subject matter
expert managed process. In general, keywords that are most
closely associated with a field of study were selected such that
it would conservatively capture papers within the field of in-
terest. There is some variance between keywords and spot-
checking the articles by a subject matter expert within the area
was used to validate that each keyword pull consisted of only
relevant articles. However, the method described here is not
limited to keyword searches and can be applied to classifica-
tion indices, journals, university research output, or any arbi-
trarily chosen group of articles.
The search was performed over the years 1969-2012, the
longest time span available in the database, however the vast
majority of searches returned results with shorter durations.
Each keyword search typically returned 101 to 105 publica-
tions. A custom Python script was written and used to pre-
process the database by sub-fields to extract a list of authors,
where the last name and initials were stored, and repetitions
were removed. This produced a list of unique authors for ev-
ery keyword search. These lists were then compared with each
other to determine the number of authors the lists had in com-
mon. A symmetric matrix of pairwise comparisons was gen-
erated in this way using fast search algorithms in Python. Typ-
ical computing times were on the order of a few minutes for
the generation of individual topics lists, while the overlap be-
tween topics required on the order of several hundred searches
over the sub-fields and took approximately half an hour, using
server-class hardware.
III. DISCUSSION
As a first approximation to quantifying the link between any
two fields of study one can postulate the number of authors
common to both fields. Unfortunately this naive approach
suffers from two deficiencies that precludes its use as a mea-
sure of overlap: area size dependence and noise. Intuitively,
it can be reasoned that the number of common authors de-
pends in some way on (1) the number of authors in each topic,
which varies by several orders of magnitude based on area
size, and (2) the probability of false positives that arise from
matching two authors that are different people with the same
last name and initials. These occurrences, though rare, can-
not be eliminated easily and are globally present and mostly
uniform. For these reasons they will be referred to as noise
arising from name homonymy, which is a persistent problem
in bibliometrics8,9. Below, we develop a treatment for both of
these effects.
A. An Equation to Handle Multiple Fields of Different Sizes
First, we develop a treatment to deal with the large variation
of area sizes that will affect the number of common authors
in the pairwise matching. In what follows we try to derive
an expression for the number of matches as a fuction of list
sizes and how they relate to the probability of finding name
matches. We have not found a simple exact derivation of a
formula relating these quantities but procedurally we offer a
formula and motivate it using some simplifying assumptions
and show how the said formula is justified for our purposes by
comparing its results to a Monte Carlo simulation.
Let us consider a pool of names and from it extract two lists
of names, N and M, containing n and m elements respectively
and with no loss of generality assume that n ≤ m, and that the
names be unique within the lists, but not necessarily between
each other. Let us start by comparing one element of N to one
of the elements in the list of M and further assume that there
exists a probability p for an element of N to be matched to
an element of M. There are two outcomes: the element either
matches that entry in the list with probability p, or it does not
(with probability 1− p). Since there are m elements in M, the
probability of finding no matches between the first element
in N to the entire list of M will be (1− p)m. However, we
are not interested in the case of no matches, but in the case
of matches, that can now be approximated by: 1− (1− p)m,
as the probability that a single element in N will match an
element in list M (strictly speaking the last expression rep-
resents also the case of multiple matches but we assume the
chance to be small and actually precluded by the assumption
that each list has no internal matches). Now we proceed to
develop an expression for comparing the entirety of both lists
to each other. As a first approximation we can multiply the
probability of the single element matching case by the num-
3ber of elements, n, to produce the expression in Equation 1,
where E(k) is the expected number of matches between the
lists of size n and m (this value k will be later approximated
by the number of matches obtained from real data)
E(k) = n(1− (1− p)m) (III.1)
For our purposes, the unknown variable is p. In order to
make use of Equation III.1, we rewrite the variables from their
expected values to their measured values. Thus, k will be an
estimate of E(k), and p will be an estimate of p. Solving for
p produces the functional form of the equation we will use.
p = 1−
(
1− k
n
) 1
m
(III.2)
Equation III.1 is just an approximation and worth noting
how it may fail and in what regime. First as we compare
lists every time there is a match the second list should be re-
duced by 1 and the probabilities should be adjusted accord-
ingly. This could be accounted for by trying to perform an
exact calculation or perhaps by intuitevely postulating an ef-
fective m∗ that is somehow smaller than m. In practice, we
expect that since p and the numbers of matches are small, the
formula will still be a valid approximation. Notice also that
we do not expect the formula to be symmetric with respect to
n andm since we have assumed that n 6 m.
In order to validate our use of these approximations, we car-
ried out a Monte Carlo (MC) simulation of the exact solution
over the range of n and m within the lists used in this study
by generating matches between list for different values of p,
computing an expected number of matches ¯k, and trying to re-
cover the initial value of p by using Equation III.2. The MC
simulation takes two integers n and m and with probability p
generates matches. This procedure introduces the nuances we
do not treat in our derivation, like the fact that once a match
is found then the largest list is reduced. The MC simulation
also calculates only single matches as opposed to accounting
for multiple matches as in the assumptions above. The result
is that for sizes within the ranges used, there was less than 5%
error between the Monte Carlo result and the analytical ex-
pression on Equation III.2, supporting our use of the latter as a
valid approximation. Briefly, an example calculation looking
at two fields consisting of 1000 authors (n) and 10,000 authors
(m) that happens to have 100 matches k between them allows
us to use Equation III.2 to calculate the probability (p) to be
1−
(
1− 1001000
) 1
10000 = 1.05× 10−5. As a check, we compare
this to what the MC simulation would predict as the number
of matches given the same N, M, p and obtain 98.8 matches
while Equation III.2 would predict 99.6 matches, representing
an error of less than 1%.
B. An Approximation to Noise Arising from Name Homonymy
Now that an expression for the matching probability has
been developed, it can be used as a measure of the strength
of the link between various areas of study, which describes
the overall probability that authors in one area will also pub-
lish in the paired area. While that is the focus of this study,
it is first important to characterize the amount of noise arising
from name homonymy. The statistics arising from the match-
ing probabilities as calculated from the number of matched
authors (the pairwise comparison matrix described in the
methodology) can be used to determine this noise factor. To
do this, we choose pairs of fields in which we intuitively ex-
pect to find no true overlap of common authors, implying that
the overlap found is due solely to name homonymy. Specifi-
cally, we apply Equation 2 to the pairwise comparison of 25
fields within neutrino physics to 25 fields within complexity
science. This produces a matrix of values of matching prob-
ability that describe the occurrence of name homonymy. We
plot the histogram of these values in Figure 1, Top. The his-
togram shows a very broad, skewed distribution of probabili-
ties with a second delta-like distribution centered at zero. The
median value of this distribution is p = 1.62×10−6, which is
represenatative of name homonymy since the fields compared
in this way have very little relationship to each other. The
broader distribution is related to the name homonymy error,
whereas the delta-like peak at zero is a result of matches from
lists with very small numbers of authors where zero is a very
likely outcome. In order to validate this against ground truth,
the list of authors identified in this way was randomly spot-
checked by slecting 20 authors at random and using the open
source search engine Google along with the affiliations listed
in their papers to find the specific individuals. It was verified
that all of the common authors found in this way corresponded
to two or more distinct individuals, thus lending support to our
assertion that this is a reasonable method to estimate the level
of name homonymy. A larger and broader sampling will help
establish the estimated error, but based on the result that the 20
selected had no homonymy errors, it is expected errors gen-
erated in this way range from 0-9% within a 95% confidence
interval.
C. Case Study: Neutrino Physics vs. Complexity Science
Similar statistical analyses were then carried out on the ar-
eas of neutrino physics and complexity science, comparing
fields within each area inclusively. In Figure 1 Middle, a his-
togram plotting the matching probability values of the pair-
wise comparison matrix of complexity science is shown. It
can be seen that while there is a large number of matching
probability values that correspond to the peak of the name
homonymy noise, there are a significant number of matches
that far exceed these values. The median value of this distri-
bution is p = 4.13× 10−6 and is representative of the amount
of name homonymy plus participation of complexity authors
in multiple sub-fields. Still, its similarity in the peak of the
distribution to noise suggests that this is a very weakly re-
lated area of study where there are very few common areas
between fields. For example, if we divide the medians in
this way to simulate a signal-to-noise ratio (S/N), we obtain
4.13× 10−6/1.62× 10−6 = 2.55 which is generally consid-
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Figure III.1: Histograms of scientific fields surveyed plotted as a
function of the matching probability between fields of study(p) as
calculated in Equation 2, using bins of the same size for comparison.
Top: Probability values between areas in neutrino physics and com-
plexity science is representative of name homonymy error. Middle:
Probability values for complexity science. Bottom: Probability val-
ues for neutrino physics. Note that insets in Top and Middle show
higher resolution (more bins over a smaller range) while the inset of
the Bottom shows wider range (more bins but also at a much wider
range).
ered to be a very weak signal. This matches well with our
intuition and knowledge of complexity science which tends
to be strongly interdisciplinary, drawing scientists working
in diverse areas such as sociology, biology, computer science
and economics. Complexity scientists do not share common
skillsets, training, or equipment and there remains debate on
the defining elements and boundaries of their field.
In Figure 1 Bottom, a similar treatment is carried out for the
field of neutrino physics. Here we find strong overlap between
authors as exemplified by a shift in the distribution toward
much higher matching probability values. The median value
of this distribution is p = 5.38×10−6 and is representative of
the amount of name homonymy plus participation of neutrino
authors in multiple sub-fields. This is more than an order of
magnitude larger than the complexity science median. This
indicates that the field of neutrino physics is very strongly re-
lated, with a large number of scientists in one sub-field pub-
lishing in many others. Using a similar signal-to-noise argu-
ment as complexity science, it is found to be S/N=33, which
is generally considered to be a relatively strong signal. This
also matches our intuition since we know that this area of
study is very deeply rooted in physics, requiring very expen-
sive specialized instruments and a much smaller, less diverse
physics-oriented community. Physicists studying neutrinos
have a very similar skillset and training and in fact not only
use similar but sometimes the same equipment.
Using the medians of the distributions as a measure of the
differences in relatedness of the two sub-fields, we calculateed
the ratio (subtractively corrected for name homonymy noise)
to be 22.4 times more likely for an author to publish in multi-
ple sub-fields if they are in neutrino science than in complexity
science. A complete summary of these statistical calculations
appears in Table I.
Now we use the statistics gathered to define the link
strength (l) to be the matching probability (p) between fields
within complexity science and neutrino physics minus the
mean of the matching probability(p0) of the name homonymy
between complexity science and neutrino physics,
l = p− p0 (III.3)
A plot of the fields of complexity science and neutrino
physics are shown in Figure 2, where a higher link strength
is represented by the thicker line weights for the lines con-
necting each node.
We observe additional intuitive verification when looking
at the relative link weighting. For example in complexity sci-
ence, very thick weighted lines connect the social related ar-
eas: social network, social simulation, social systems, social
cybernetics. Additionally, areas where there is little connec-
tion also bears out our expectations. For example, the only
sub-field connected to particle swarm is swarming behavior,
as expected. Sub-fields which are subsets of each other also
possess strongly weighted links as expected. For example in
neutrino physics, there is a very strong link between beta de-
cay and neutrinoless double beta decay, as papers (and there-
fore authors) of the former sub-field also contain papers from
the latter since the keyword of the former is included in the
latter.
D. Other applications of SCAN
For this case study, we have shown that this method pro-
duces results that we intuitively expect, in order to validate
the underlying assumptions concerning the area participation
of authors. In general, however, this method can be applied
to any arbitrary grouping scheme. As this method uses the
overlap of authors within groupings, it allows the user to test
5Table I: Statistics of the distribution of matching probabilities (p) complexity science, neutrino physics and the name homonymy are shown
comparitively. Signal-to-noise ratios (S/N) are given for each field (CS or NP) with respect to using name homonymy as the noise, N.
Additionally, treating the noise as a background, the actual signal can also be obtained subtractively (S−N). It is also useful to compare how
much of a difference a highly relatedess field is to a low relatedness field by looking at the ratio.
Median (×10−6) Mean (×10−6) Median(S/N) Median(S−N)
Name Homonymy (N) 1.62 1.80 – –
Complexity Science (CS) 4.13 11.00 2.55 2.33
Neutrino Physics (NP) 53.8 69.4 33.2 52.18
Ratio (NP/CS) – – – 22.39
Figure III.2: Network structure of the fields of complexity science
(top) and neutrino physics (bottom) showing the relatedness of sub-
fields of study (nodes) as determined from the number authors that
are common to each sub-field of study (adjusted for sub-field size
and corrected for name homonymy noise). The thickness of the lines
represents the link weight and is proportional to the matching prob-
ability between sub-fields. Note that for clarity, the link weights are
consistent within the top and bottom figures but not relative to each
other; if done this way, then the lines in the top graph will be too faint
to see.
the validity of using that particular grouping scheme. For ex-
ample, a popular mapping method for scientific knowledge is
to use citation patterns between journals, where the clusters
indicate areas of study. A similar map of science can be gen-
erated using the SCAN method, where each node is a journal
and each edge between any two journals is proportional to the
number of authors that published in both journals. Compar-
ing and contrasting these two methods can allow for settling
questions which cannot be addressed by either method alone.
It is often of value to simplify arbitrarily chosen areas in
maps of knowledge by using the smallest number of distinct
elements, since it is possible that some of these elements are
synonymous or extensions of other elements. The SCAN
method can be applied to these problems as a filter to weed
out areas with high relatedness to other areas (or possibly in-
duce these areas to be merged together). Thus a knowledge
map that is progressively simplified in this way will have its
mean link strength gradually approach a minimum value, as
the areas with large amounts of relatedness are removed from
the map.
SCAN can also be applied to emerging research areas,
where it is important to understand the underlying commu-
nities that these emerging areas arise from and the authors in
this emerging research area can be compared with their par-
ticipation in other areas. This concept can be taken further
by incorporating more graph-centric concepts like clustering.
An emerging area that is simply an extension of other areas
will display strong mutual participation from those underly-
ing areas, while a truly distinct emerging area will have low
participation from the underlying areas.
We have described the development and execution of a
novel method in visualizing scientific areas by looking at com-
mon authors, which is valuable in the study of emerging inter-
disciplinary areas. The links of this network are a function
of how easily the methods and training in one area can con-
tribute to work in a related area. Compared to other knowl-
edge mapping methods that look at patterns in citations and
collaborations, this method is much more selective as com-
mon authorship can only occur when an author has a depth of
expertise to allow him or her to publish original work in mul-
tiple areas. A comparison of mapping differences between
these measures and applications of community detection al-
gorithms is planned for future work. Last, since our devel-
opment of an approach to estimate the expected noise arising
from name homonymy and the further statistical treatment of
establishing link weightings resulted in an approximation, fu-
6ture work is planned to explore this more accurately. It is
possible to use the same level of name homonymy as calcu-
lated in this study as a correction factor for other studies since
it should be measuring a global phenomenon, but the method
outlined here provides way forward to estimate this more ac-
curately by including more disparate areas if that is desired.
IV. ACKNOWLEDGMENTS
The authors would like to thank Todd Hylton (Brain Cor-
poration, former DARPA PM) for his support, as well as their
colleagues at Booz Allen Hamilton, Inc. for their support
and useful discussions: Jennifer Klamo, Zigurts Majumdar,
David Guarrera, J. Tyler Whitehouse, Marie Sandrock and Al-
lan Steinhardt.
V. REFERENCES
1 R.M. Shiffrin and K. Börner. Mapping knowledge domains. Pro-
ceedings of the National Academy of Sciences of the United States
of America, 101(Suppl 1):5183, 2004.
2 M. Herrera, D.C. Roberts, and N. Gulbahce. Mapping the evolu-
tion of scientific fields. PloS one, 5(5):e10355, 2010.
3 A.L. Porter and I. Rafols. Is science becoming more interdisci-
plinary? measuring and mapping six research fields over time.
Scientometrics, 81(3):719–745, 2009.
4 C. Chen and R.J. Paul. Visualizing a knowledge domain’s intellec-
tual structure. Computer, 34(3):65–71, 2001.
5 J.P.A. Ioannidis. Concentration of the most-cited papers in the
scientific literature: analysis of journal ecosystems. PLoS One,
1(1):e5, 2006.
6 S. Nerur, R. Sikora, G. Mangalaraj, and V.G. Balijepally. Assess-
ing the relative influence of journals in a citation network. Com-
munications of the ACM, 48(11):71–74, 2005.
7 M.E.J. Newman. The structure of scientific collaboration net-
works. Proceedings of the National Academy of Sciences,
98(2):404, 2001.
8 N.R. Smalheiser and V.I. Torvik. Author name disambiguation.
Annual review of information science and technology, 43(1):1–43,
2009.
9 T. Velden, A. Haque, and C. Lagoze. Resolving author name
homonymy to improve resolution of structures in co-author net-
works. Arxiv preprint arXiv:1106.2473, 2011.
