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Abstract
In some estimation problems, not all the parameters can be identified, which results in singularity
of the Fisher Information Matrix (FIM). The Crame´r–Rao Bound (CRB), which is the inverse of the
FIM, is then not defined. To regularize the estimation problem, one can impose constraints on the
parameters and derive the corresponding CRBs. The correspondence between local identifiability
and FIM regularity is studied here. Furthermore the number of FIM singularities is shown to be
equal to the number of independent constraints necessary to have a well–defined constrained CRB
and local identifiability. In general, many sets of constraints can render the parameters identifiable,
giving different values for the CRB, that are not always relevant. When the constraints can be
chosen, we propose a constrained CRB, the pseudo-inverse of the FIM, which gives, for a minimum
number of constraints, the lowest bound on the mean squared estimation error. These results
are applied to two approaches to blind FIR multichannel estimation which allow identification
of the channel up to a scale or phase factor. These two approaches correspond to deterministic
and Gaussian models for the unknown channel inputs. The singularities of the FIMs and local
identifiability are studied and the corresponding constrained CRBs are derived and interpreted.
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1 Introduction
The Crame´r-Rao Bound (CRB) is a powerful tool in estimation theory as it gives a performance lower
bound for parameter estimation problems. It is computed as the inverse of the Fisher Information
Matrix (FIM). When the parameters cannot be completely identified, the FIM is singular, and the
classical CRB results cannot be applied directly.
The main underlying motivation of this work is the study of the performance of certain blind channel
estimation problems where the parameters can indeed be identified only up to scale or phase factor [1].
Blind estimation is done under certain parameter constraints to regularize the problem. The performance
of blind methods is not correctly evaluated in general or remains somewhat vague. A constraint often
used [2] is to consider one coefficient of the channel as known (which is sufficient to render the estimation
problem regular): the resulting performance and its bound depend on the choice of this coefficient and
appear arbitrary. One of the contributions of this work will be to give a less arbitrary bound and the
corresponding set of constraints. Another motivation comes from other work [1, 3] by the authors in
which blind and semi–blind methods are compared through the CRBs. To get a meaningful comparison,
semi–blind and blind CRBs have to be computed under the same constraints. For that purpose, this
study, which is valid for the regular or the non regular estimation problem, was then necessary.
The first part of this paper focuses first on the FIMs and especially the correspondence, for a Gaussian
data distribution, between FIM regularity and parameter identifiability, defined in terms of a probability
density function. For the blind channel estimation application considered here, FIM regularity and
local identifiability are equivalent. In a second step, we study the CRBs for estimation under parameter
constraints. A similar study was done in [4] for the case where the unconstrained problem is identifiable,
i.e. the FIM is regular. We adapt here the results to the case where the unconstrained problem leads
to nonidentifiability, i.e. the FIM is singular. We furthermore outline the correspondence between
the number and characteristics of FIM singularities and the number and characteristics of independent
constraints needed in order to regularize the estimation problem and to be able to define the constrained
CRB. In a last step, assuming that we can choose the set of constraints, we propose a particular CRB
for the case of an unidentifiable unconstrained estimation problem: this CRB is the Moore-Penrose
pseudo-inverse of the FIM. It corresponds to a minimum number of particular constraints and gives the
lowest bound on the mean square estimation error, i.e. tr(CRB).
The second part of this paper focuses on two classes of blind FIR multichannel estimation problems
corresponding to two different models for the input symbols. The deterministic model, which exploits
no statistical information on the input symbols, takes the input symbols to be deterministic quantities
whereas in the Gaussian model we consider them to be Gaussian random variables to exploit their
second–order statistics. The deterministic model leads to the class of methods directly based on the
structure of the received signal; the Gaussian approach includes methods based on the second–order
moments of the data, like certain prediction approaches [5] or the covariance matching method [6]. We
refer to [1] for a more complete description of the two models. The deterministic methods can identify
the channel up to a scale factor only and the Gaussian methods up to a phase factor, resulting in
singularities of the FIM.
The FIM singularities are studied in both cases and hence also the conditions for local identifiabil-
ity. The deterministic model cannot identify the zeros of a multichannel whereas the Gaussian model
can, under certain conditions given here. Throughout the paper, we distinguish between the real and
complex parameter cases since they lead to different FIMs, with different singularities, and require dif-
ferent regularization constraints. The blind deterministic CRB is computed under the commonly used
norm constraint which imposes the norm of the channel to be constant. This constraint is sufficient to
regularize the problem when the channel is real, but not when it is complex in which case an additional
constraint is required to adjust the phase of the channel. This constraint is chosen so that the resulting
constrained CRB is the Moore-Penrose pseudo–inverse of the FIM and corresponds to a minimal con-
strained CRB. When the channel is real the Gaussian FIM is regular, when it is complex however, the
FIM is singular: a constraint on the phase is necessary as in the deterministic case and the constrained
CRB is again the pseudo–inverse of the FIM. In some examples, we illustrate furthermore the variation
of the constrained CRB according to the constraint chosen and especially compare the pseudo–inverse
of the FIM to the constrained CRB corresponding to the assumed knowledge of one coefficient of the
channel.
Some notations and acronyms that will be used in the paper are:
(.)∗, (.)T , (.)H conjugate, transpose, conjugate transpose
1
(.)+ Moore–Penrose pseudo–inverse
tr(A), det(A) trace and determinant of matrix A
vec(A) [ATi,1 A
T
i,2 · · ·ATi,n]T
⊗ Kronecker product
θˆ, θo estimate of parameter θ, true value of parameter θ
EX mathematical expectation w.r.t. the random quantity X
Re(.), Im(.) real and imaginary part
I identity matrix with adequate dimension
w.r.t. with respect to
2 CRBs for Real and Complex Parameters
We assume here the FIMs to be regular.
2.1 CRBs for Real Parameters
Let θ be a deterministic real parameter vector and f(Y |θ) the probability density function of the vector
of observations Y . The FIM associated with θ is:
Jθθ = EY |θ
(
∂ ln f(Y |θ)
∂θ
)(
∂ ln f(Y |θ)
∂θ
)T
. (1)
Let θˆ be an unbiased estimate of θ and θ˜ = θˆ− θ the estimation error. Hence Eθ˜ = 0 and Cθ˜θ˜ = Eθ˜θ˜T is
the error covariance matrix. When Jθθ is nonsingular and under certain regularity conditions [7], J−1θθ
is the Crame´r–Rao Bound and:
Cθ˜θ˜ ≥ CRB = J−1θθ . (2)
Equality is achieved if and only if:
θˆ − θ = J−1θθ
∂ ln f(Y |θ)
∂θ
. (3)
2.2 CRB for Complex Parameters, Complex CRB.
When θ is a complex deterministic parameter, the previous results can be applied to θR =
[
ReT (θ) ImT (θ)
]T
and Y R =
[
ReT (Y ) ImT (Y )
]T
, the associated real parameters and real observations.
It is however possible to define the FIM for θR w.r.t. complex FIM–like matrices. Let Jϕψ be defined
as:
Jϕψ = EY |θ
(
∂ ln f(Y |θ)
∂ϕ∗
)(
∂ ln f(Y |θ)
∂ψ∗
)H
(4)
where f(Y |θ) = f(Y R|θ) = f(Y R|θR). Derivation w.r.t. the complex vector θ = α + jβ is defined as:
∂
∂θ
=
1
2
(
∂
∂α
− j ∂
∂β
)
(see [7] for some properties of complex derivation). Remark that we denote real
and complex FIMs by J and J respectively.
The parametrization in (Re(θ), Im(θ)) is equivalent to a parametrization in terms of (θ, θ∗) via:
θR =
[
Re(θ)
Im(θ)
]
=M
[
θ
θ∗
]
, M = 1
2
[
I I
−jI jI
]
(5)
where M is non–singular. Knowing that Jθθ = J∗θ∗θ∗ and Jθθ∗ = J∗θ∗θ (true here as fY |θ(θ, θ∗) =
fY |θ(θ
∗, θ)), equation (5) implies:
JθRθR =M
[
Jθθ Jθθ∗
J∗θθ∗ J
∗
θθ
]
MH . (6)
JθRθR can be determined from Jθθ and Jθθ∗ as follows:
JθRθR = 2
[
Re(Jθθ) −Im(Jθθ)
Im(Jθθ) Re(Jθθ)
]
+ 2
[
Re(Jθθ∗) Im(Jθθ∗)
Im(Jθθ∗) −Re(Jθθ∗)
]
. (7)
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To quantify the estimation quality, the quantity of interest will be tr(CRBR), i.e. the lower bound on
the mean squared estimation error, which can be expressed directly in terms of the quantities Jθθ and
Jθθ∗ . Since MMH = 1
2
I, (6) implies:
J−1θRθR = 4M
[
Jθθ Jθθ∗
J∗θθ∗ J
∗
θθ
]−1
MH . (8)
Then:
tr(CRBR) = tr(J−1θRθR) = 4 tr
(
Jθθ − Jθθ∗J−∗θθ J∗θθ∗
)−1
. (9)
Theorem 1 When Jθθ∗ = 0, JθRθR is completely determined by Jθθ. In that case, Jθθ can be considered
as the complex FIM and the corresponding complex CRB is such that:
Cθ˜θ˜ = Eθ˜θ˜
H ≥ CRB = J−1θθ . (10)
If Jθθ∗ 6= 0, J−1θθ is also a lower bound on Cθ˜θ˜, but not as tight as the (real) CRB, CRBR.
In that case (Jθθ∗ = 0), a single complex singularity of the complex FIM Jθθ corresponds to two real
singularities since if θs is a singular vector, then so is jθs.
3 CRBs for a Gaussian Data Distribution
3.1 Real Parameters
The CRB for a Gaussian data distribution:
Y ∼ N (mY (θ), CY Y (θ)), mY (θ) = EY |θ (Y )
CY Y (θ) = EY |θ (Y −mY (θ)) (Y −mY (θ))H (11)
is [7]:
Jθθ(i, j) =
(
∂mTY
∂θi
)
C−1Y Y
(
∂mTY
∂θj
)T
+
1
2
tr
{
C−1Y Y
(
∂CY Y
∂θi
)
C−1Y Y
(
∂CY Y
∂θj
)}
, (12)
where, to simplify, the mean and the covariance matrix are denoted mY and CY Y .
The FIM can also be expressed in a closed form. Let’s define φ to be a vector comprising the elements
of the mean and covariance of the data as:
φ =
[
mY
vec{CY Y }
]
. (13)
Using the properties: tr{AB} = vecT {AT }vec{B} and vec{ABC} = (CT ⊗A)vec{B}, we find:
FIM =
(
∂mTY
∂θ
)
C−1Y Y
(
∂mTY
∂θ
)T
+
(
∂vecT{CY Y }
∂θ
)(
C−TY Y ⊗ C−1Y Y
)(∂vecT{CY Y }
∂θ
)T
(14)
or
Jθθ =
(
∂φT
∂θ
)[
C−1Y Y 0
0 C−TY Y ⊗ C−1Y Y
](
∂φT
∂θ
)T
. (15)
From this expression, the following theorem, also given in [8], is deduced:
Theorem 2 The FIM for a Gaussian data distribution is regular if and only if
(
∂φT
∂θ
)
has full row
rank.
3
3.2 Complex Parameters
In a properly formulated blind channel estimation problem, Y and θ are simultaneously real or complex.
If Y is complex, we shall assume it is circular, i.e. EY Y T = 0. In that case, it is possible to define a
complex Gaussian conditional probability density function for Y :
f(Y |θ) = 1
piMm detCY Y (θ)
exp
[
− (Y −mY (θ))H C−1Y Y (θ) (Y −mY (θ))
]
(16)
where mY (θ) = EY |θ (Y ) and CY Y (θ) = EY |θ (Y −mY (θ)) (Y −mY (θ))H . Based on the complex
probability density function f(Y |θ), the computation of the complex FIMs Jθθ and Jθθ∗ gives (straight-
forward extension of [7]):
Jθθ(i, j) =
(
∂mHY
∂θ∗i
)
C−1Y Y
(
∂mHY
∂θ∗j
)H
+ tr
C−1Y Y
(
∂CY Y
∂θ∗i
)
C−1Y Y
(
∂CY Y
∂θ∗j
)H
Jθθ∗(i, j) =
(
∂mHY
∂θ∗i
)
C−1Y Y
(
∂mHY
∂θ∗j
)T
+ tr
{
C−1Y Y
(
∂CY Y
∂θ∗i
)
C−1Y Y
(
∂CY Y
∂θ∗j
)}
.
(17)
Proceeding as in the real case, the FIM for θR becomes:
JθRθR = 2M
 ∂φ
T
∂θ∗
∂φT
∂θ
(I2 ⊗ [ C−1Y Y 00 C−TY Y ⊗ C−1Y Y
]) ∂φ
T
∂θ∗
∂φT
∂θ

H
MH . (18)
Theorem 3 The FIM for a complex Gaussian data distribution is regular if and only if
 ∂φ
T
∂θ∗
∂φT
∂θ
 has
full row rank.
4 Correspondence between Identifiability and FIM Regularity
for a Gaussian Data Distribution
4.1 Regular Estimation
We consider identifiability as defined in [9, 1]. In the regular case, θ is said identifiable if:
∀ Y , f(Y |θ) = f(Y |θ′) ⇒ θ = θ′ . (19)
When the observations have a normal distribution, Y ∼ N (mY (θ), CY Y (θ)), identifiability is based on
the mean and covariance: θ is said identifiable if:
mY (θ) = mY (θ
′) and CY Y (θ) = CY Y (θ′) ⇒ θ = θ′. (20)
(the mapping: θ → {mY , CY Y } is invertible). We have local identifiability at θ if identifiability holds
for θ′ being restricted to some open neighborhood of θ. In the Gaussian distribution case, there is a
correspondence between FIM regularity and local identifiability.
Theorem 4 If θ is not locally identifiable at θ, then the FIM is singular at θ [8].
If a parameter can only be identified up to a continuous ambiguity, for example a scale factor, it
cannot be locally identifiable and the corresponding FIM is singular. However, when the parameter is
identifiable up to a discrete ambiguity, like a sign factor for example, local identifiability holds, and the
FIM can be non–singular. Under weak conditions, local identifiability implies FIM regularity [8]:
Theorem 5 Assume that the FIM is of constant rank in the neighborhood of θ. If θ is locally identifiable,
then the FIM is regular at θ.
And so we have the following theorem:
Theorem 6 Assume that the FIM is locally of constant rank at point θ, then θ is locally identifiable if
and only if the FIM is regular at θ.
For the blind channel estimation problem, we shall see (sections 6.2.3 and 6.3) that this equivalence
holds without the local rank assumption for the FIMs.
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Figure 1: Example with constraint |θ| = 1.
4.2 Blind Estimation
Blind estimation (to be introduced further below) does not allow to identify the parameters. They are
at best identifiable up to a certain blind ambiguity, a scale or a phase factor in our examples, which will
be continuous in general, resulting in a singular FIM. Blind identifiability [1] is defined as in the regular
case except that the condition is for the parameters to be identifiable up to the blind ambiguity.
In the deterministic and Gaussian input cases, local blind identifiability will be guaranteed if and
only if the FIM has as many singularities as the number of continuous blind ambiguities, see Table 1.
Furthermore, there will be as many independent constraints needed as the number of singularities to
Number of Real Deterministic Gaussian
Continuous Ambiguities Input Input
Real Data 1 0
Complex Data 2 1
Table 1: Number of Continuous Ambiguities for the Deterministic and Gaussian Model
regularize the estimation problem.
5 CRBs for Estimation with Constraints
In this section, we consider real parameters (hence θ stands for θR if θ is complex). When the estimation
is (locally) unidentifiable, the FIM is singular and the classical CRB result (2) cannot be applied; e.g.
the channel cannot be estimated by blind estimation and the CRB is then in fact trivially +∞.
In order to characterize the non regular estimation performance, we define regularized CRBs for
which a certain a priori knowledge on the parameter θ, under the form of a certain set of equality
constraints, is assumed: this set of constraints should allow to adjust the parameters that cannot be
identified and then to regularize the estimation problem. The introduction of a priori information on
θ requires knowledge of θ in general, which is not available in practice. However, the point here is to
evaluate the estimation performance (e.g. to compare different estimation algorithms), which implies
that we compare θˆ to the true θ which hence needs to be available. The sample estimation error
covariance matrix will furthermore be compared to the CRB which also depends on θ.
We determine a CRB for estimation under constraints for both cases of regular and singular un-
constrained estimation problems. These results are also used in [3], to compare blind and semi–blind
channel estimation performance under the same constraints.
CRBs for parametric estimation under constraints were derived in [4] in the case where the uncon-
strained estimation problem is regular. A simpler derivation of these results was presented in [10]. The
main ingredient of this simpler derivation was used in [11] to give an alternative expression for the CRB
in the case where the unconstrained problem is unidentifiable. We shall succinctly restate these results,
which appeared already in [12] for the case of linear constraints. In these references, and also here, we
shall assume that the constraints are sufficient to regularize the estimation problem, i.e. to render the
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CRB finite. So, consider a k–fold constraint of the form:
Kθ = 0 (21)
where Kθ : Rn → Rk is continuously differentiable and k < n, n being the number of parameters in the
vector θ. A constrained parameter estimator θˆ is called unbiased if it satisfies the constraints (Kθˆ = 0)
and if the parameter estimation bias is zero for all parameter values that satisfy the constraints [10].
The constrained CRB depends on the constraints only through the tangents to the constraint set at the
true value of θ:
Mθ =
{
Z ∈ Rn ; ZT ∂K
T
θ
∂θ
= 0
}
. (22)
We note that dim(Mθ) can be larger than n−k; the results of [10] can be generalized to the case in
which the constraints are not independent. We can introduce a matrix Vθ of full column rank such that
Vθ =
(
∂KTθ
∂θ
)⊥
, meaning
range {Vθ} =Mθ =
(
range
{
∂KTθ
∂θ
})⊥
. (23)
The key step now [10] is that the unbiasedness leads to a particular correlation between the parameter
estimation error and the loglikelihood gradient restricted to Mθ:
Lemma 1 Assume the estimator θˆ and the true parameter θ satisfy the constraints, then unbiasedness
implies
E VTθ
∂ ln f(Y |θ)
∂θ
(θˆ − θ)T = VTθ . (24)
Using this lemma, the CRB derivation becomes an application of the following theorem.
Theorem 7 (Cauchy-Schwartz inequality for correlation matrices) Let X1 and X2 be random
vectors with correlation matrices Rij = EXiX
T
j , i, j = 1, 2. Assume that R11 is nonsingular. Then
E (X2 −R21R−111 X1)(X2 −R21R−111 X1)T = R22 −R21R−111 R12 ≥ 0 (25)
with equality iff X2 = R21R
−1
11 X1 in m.s.
With X2 = θˆ − θ and X1 = VTθ
∂ ln f(Y |θ)
∂θ
, this leads immediately to the following main result.
Theorem 8 (Constrained CRB) Assume the constrained estimator θˆ to be unbiased (θˆ and θ satisfy
the constraints Kθ = 0), then
Cθ˜θ˜ ≥ CRBC = Vθ
(VTθ JθθVθ)−1 VTθ , (26)
with equality iff
θˆ − θ = CRBC ∂ ln f(Y |θ)
∂θ
in m.s. (27)
A necessary and sufficient condition for the boundedness of CRBC is the nonsingularity of VTθ JθθVθ.
5.1 Interpretations and Remarks
The key points to understand how constrained CRBs work are:
• the constrained CRB depends on the constraints only locally (as the CRB is based on derivatives),
• locally, the constraint set can be linearized.
To make things clearer, we distinguish between the variable θ and its true value θo. Locally, a point θ
belonging to the constraint set can be approximated as θ = θo + θ˜, where θ˜ belongs to Mθ, i.e. :
θ = θo + Vθoξ . (28)
In figure 1, we show an example with constraint |θ| = 1 (for a complex θ with n = 1).
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From (28) and applying the chain rule, we get
Jξξ =
(
∂θT
∂ξ
)
Jθθ
(
∂θT
∂ξ
)T
= VTθoJθθVθo . (29)
The estimation of ξ is regular provided that VTθoJθθVθo is nonsingular. If we now get back to the initial
parameter θ = θo + Vθoξ, using the CRB for a transformation of parameters [7], we find:
CRBθθ =
(
∂θT
∂ξ
)T
J−1ξξ
(
∂θT
∂ξ
)
= Vθo
(VTθoJθθVθo)−1 VTθo = CRBC . (30)
We see that the constrained CRB can be interpreted in terms of regular estimation: VTθ JθθVθ can be
considered as the FIM for a minimal parameterization ξ of θ, and the results of equivalence mentioned
in section 4 between FIM and local identifiability could also be applied here.
The CRBC is independent of the choice of Vθ and can in fact also be written as:
CRBC = Aθ
(
ATθ JθθAθ
)+
ATθ (31)
where Aθ is a n × q matrix, q ≥ dim(Mθ), such that Mθ = range {Aθ}. In particular, denoting
∂KTθ
∂θ
= K′θ, we can take Aθ = P⊥K′θ = PVθ (where P
⊥
X = I − PX = I −X(XHX)+XH) and obtain
CRBC = PVθ (PVθJθθPVθ )+ PVθ = (PVθJθθPVθ )+ . (32)
There is a direct correspondence between the number of FIM singularities and the number of con-
straints necessary to have a finite constrained CRB, which is also the number of constraints necessary
to have local identifiability.
Theorem 9 For the constrained CRB to be defined, it is necessary and sufficient to fulfill the following
conditions.
• The number of independent constraints should be at least equal to n− r (r = rank(Jθθ)).
• At least n− r independent columns of ∂K
T
θ
∂θ
should not be orthogonal to the null space of Jθθ.
A constraint of the form Kθ = 0 has only a local effect and can be locally linearized
Theorem 10 The constrained CRB (26) can also be interpreted as the CRB under the linear constraint:
θT
∂KTθ
∂θ
∣∣∣∣
θ=θo
= θo T
∂KTθ
∂θ
∣∣∣∣
θ=θo
(33)
which means that the components of θ in span
{
∂KTθ
∂θ
∣∣∣∣
θ=θo
}
are known.
5.2 Minimal constrained CRB
5.2.1 Constraint on the Global Parameter
We assume here that Jθθ is singular. When range {Vθ} = range {Jθθ} and since Vθ has full column
rank, VTθ JθθVθ is regular (minimal number of independent constraints in this case) and the constrained
CRB is:
CRBC = J +θθ . (34)
This is a particular constrained CRB: we prove in Appendix A that, among all sets of a minimal number
of independent constraints, CRBC = J +θθ yields the lowest value for tr {CRBC}. This means that if we
want to introduce a priori information in the form of independent constraints, enough to regularize the
estimation problem, but not more (minimal number), then all the constraints should concentrate on the
unidentifiable part of the parameters (range
{
∂KTθ
∂θ
}
= null {Jθθ}) to minimize tr {CRBC}.
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5.2.2 Constraint on a Parameter Subset
Consider the case of the joint estimation of two parameter vectors θ1 and θ2 of length n1 and n2
(n1 +n2 = n). We are interested in the estimation of θ1 with θ2 being nuisance parameters. The overall
parameter vector is θ =
[
θT1 θ
T
2
]T
.
Jθθ =
[ Jθ1θ1 Jθ1θ2
Jθ2θ1 Jθ2θ2
]
. (35)
We consider the case in which Jθθ is singular but Jθ2θ2 is regular. To regularize the estimation problem,
we consider the introduction of (independent) constraints on θ1 only: Kθ1 = 0, Kθ1 : Rn1 → Rk1 .
∂KTθ1
∂θ
=
 ∂KTθ1∂θ1
0n2,k1
 (36)
(assumed full column rank). Let Vθ1 =
(
∂Kθ1
∂θ1
)⊥
be a n1 × (n1 − k1) matrix of full column rank. We
can choose
Vθ =
[ Vθ1 0n1,n2
0n2,n1 In2,n2
]
. (37)
The constrained CRB for θ is:
CRBC = Vθ
(VHθ JθθVθ)−1 VHθ = Vθ [ VHθ1Jθ1θ1Vθ1 VHθ1Jθ1θ2Jθ2θ1Vθ1 Jθ2θ2
]−1
VHθ (38)
and the constrained CRB for θ1 separately is:
CRBC,θ1 = Vθ1
(VHθ1 [Jθ1θ1 − Jθ1θ2J−1θ2θ2Jθ2θ1]Vθ1)−1 VHθ1 = Vθ1 (VHθ1Jθ1θ1(θ)Vθ1)−1 VHθ1 (39)
where we introduced the notation Jθ1θ1(θ) for Jθ1θ1 − Jθ1θ2J−1θ2θ2Jθ2θ1 . This notation will be reused
below. Note that J−1θ1θ1(θ) would be the unconstrained CRB for θ1 if Jθθ were regular. Note that withJθ2θ2 being regular, Jθ1θ1(θ) has the same number of singularities as Jθθ in the singular case. Now
assume that the constraints are such that range {Vθ1} = range {Jθ1θ1(θ)}. Then it can be proven that
such constraints give the minimal constrained CRB for θ1,
CRBC,θ1 = J +θ1θ1(θ) (40)
over all sets of a minimal number of independent constraints on θ1 only.
6 CRBs for Blind FIR Multichannel Estimation
These results are now applied to blind FIR multichannel estimation. Two models are presented here:
the deterministic model which considers the symbols as deterministic quantities and the Gaussian model
which considers them as Gaussian random variables [1]. We first present the multichannel model, which
is fundamental in blind channel estimation (from second–order statistics).
6.1 The Multichannel Model
We consider a single-user multichannel model: see [1] for more details on this model. Let a(k)be a
sequence of symbols received through m channels of length N and with impulse response h(i):
y(k) =
N−1∑
i=0
h(i)a(k−i) + v(k), (41)
y(k) = [y1(k) · · · ym(k)]T , and similarly for h(k) and v(k). v(k) is an additive independent white
Gaussian noise with rvv(k−i) = Ev(k)v(i)H = σ2vIm δki and when v(k) is complex Ev(k)vT (i) = 0
(circular noise).
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Throughout the paper, we will distinguish between complex and real symbols. For real symbols, it
will be advantageous to consider separately the real and imaginary parts of the channel and received
signal: [
Re(yl(k))
Im(yl(k))
]
=
N−1∑
i=0
[
Re(hl(i))
Im(hl(i))
]
a(k−i) +
[
Re(vl(k))
Im(vl(k))
]
, l = 1, . . . , n (42)
where n now denotes the product of the oversampling factor and the number of sensors. The vector
signals now become y(k) = [Re(y1(k)) Im(y1(k)) · · ·Re(yn(k)) Im(yn(k))]T and similarly for h(k) and
v(k). This leads to a representation similar to (41). The number of channels gets doubled, which has
for advantage to increase diversity. Note that the monochannel case does not exist in the real case,
unless transmission is performed in baseband.
Assume we receive M samples, concatenated in the vector Y M (k):
Y M (k) = TM (h)AM+N−1(k) + V M (k) (43)
where Y M (k) = [y
T (k) · · ·yT (k−M+1)]T , and V M (k) and AM (k) are similarly defined. TM (h) is a
block Toeplitz matrix with M block rows and
[
H 0m×(M−1)
]
as first block row:
H = [h(0) · · · h(N − 1)] and h =
[
hT (0) · · ·hT (N−1)
]T
. (44)
We furthermore denote H(z) =
∑N−1
i=0 h(i)z
−i = [H1(z) · · ·Hm(z)]T , the SIMO channel transfer func-
tion. We shall simplify the notation in (43) with k = M−1 to:
Y = T (h)A+ V . (45)
Commutativity of Convolution We will need the convolution commutativity relationship:
T (h)A = Ah (46)
where: A = A′ ⊗ Im,
A′ =

a(−N+1) a(−N+2) · · · a(0)
a(−N+2) . . . . . . ...
... . .
.
. .
. ...
a(M−N+2) · · · · · · a(M−1)
 . (47)
Irreducible and Reducible Channels A channel is said irreducible if its subchannels Hi(z) have
no zeros in common, and reducible otherwise. A reducible channel can be decomposed as:
H(z) = HI(z)Hc(z), (48)
where HI(z) of length NI is irreducible and Hc(z) of length Nc = N −NI + 1 is a monochannel.
6.2 Deterministic Model
The deterministic model considers the joint estimation of the unknown input symbols A and the channel
coefficients h. The parameter vector is θ =
[
AT hT
]T
. It can indeed be shown that the estimation of
A and h is decoupled from that of σ2v , at the FIM level (and also from an estimation point of view). So
we shall omit σ2v in θ. Identifiability of (A, h) occurs from mY (θ) = X = T (h)A, the signal part of Y ,
whereas identifiability of σ2v occurs from CY Y (θ) = σ
2
vI. Blind identifiability in the deterministic model
requires the channel to be irreducible and the burst length and the number of input excitation modes
to satisfy certain minimum requirements [1].
6.2.1 FIMs
Circular Complex Input Constellation As Y is circular, we can work with the complex probability
density function of the Gaussian random variable Y ∼ N (T (h)A, σ2vI).
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As Jθθ∗ = 0, the complex FIM Jθθ is equivalent to the real one JθRθR and is equal to:
Jθθ =
1
σ2v
(
∂XH
∂θ∗
)(
∂XH
∂θ∗
)H
=
1
σ2v
[ T H(h)
AH
] [ T (h) A ] (49)
because
∂XH
∂A∗
= T H(h) and ∂X
H
∂h∗
= AH .
Real Symbol Constellation The FIM is the same as in (49). This equality of the expressions will
allow us to treat the complex and real cases simultaneously.
6.2.2 Singularities of the FIMs
Under the blind deterministic identifiability conditions, (h,A) are identifiable up to a scale factor: indeed
T (h)A = T (h/α)αA. This results in one (complex) singularity of the complex FIM (see theorem below).
We examine here the singularities in that case. The singularities of the FIM can be considered at the
level of θ (joint estimation of A and h) or at the level of h (estimation of h with A considered as nuisance
parameter).
Singularities of Jθθ. Jθθ =
1
σ2v
[T (h) A]H [T (h) A] admits as null vector: θs =
[−AT hT ]T . Indeed,
[T (h) A] [−AT hT ]T = −T (h)A + Ah = 0, by exploiting (46). When T (h) and A have full column
rank, the nullity of Jθθ is the dimension of the intersection of the column spaces of T (h) and A, which
is one.
Singularities of Jhh(θ)
4
=
1
σ2v
AHP⊥T (h)A. If Jhh(θ) were regular, its inverse would be the CRB for h.
However, Jhh(θ) is singular. Indeed, assume that h
′ is a singular vector of Jhh(θ): AHP⊥T (h)Ah′ = 0.
Then, as A has full column rank, this means that Ah′ ∈ range{T (h)}: there exists an A′ such that
Ah′ = T (h′)A = T (h)A′. This last relation is satisfied for (h′, A′) = (h,A). Hence, Jhh(θ) has one
singularity with h as its singular vector (AHP⊥T (h)Ah = AHP⊥T (h)T (h)A = 0) and the singularity of
Jhh(θ) is due to the same mechanism that leads to the singularity of the global FIM Jθθ.
In the complex case, JθRθR will have 2 singularities spanned by:
hS1 =
[
Re(h)
Im(h)
]
= hR and hS2 =
[ −Im(h)
Re(h)
]
=
[
Re(jh)
Im(jh)
]
. (50)
The first null vector can be interpreted as corresponding to the ambiguity in the norm of the channel
and the second one to the ambiguity in the phase factor.
6.2.3 Equivalence between FIM Regularity and Local Identifiability
The link between blind identifiability and FIM singularities in the specific case of the blind deterministic
model was already studied in [13, 14]:
Theorem 11 For M ≥ 2(N−1), or M ≥ N for 2 subchannels (m = 2), a channel is blindly identifiable
up to a scale factor if and only if the complex FIM Jθθ has exactly one singularity.
Proof: see [14].

In general, there is a correspondence between local identifiability and FIM regularity.
Theorem 12 A channel is locally blindly identifiable up to a scale factor if and only if the complex
FIM Jθθ has exactly one singularity.
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Proof: Assume that the FIM has a singular vector θ′ =
[
h′T A′T
]T
different from
[
hT −AT ]T :
T (h)A′ + T (h′)A = 0 . (51)
Then for  > 0 arbitrarily small:
mY (θ + θ
′)−mY (θ) = T (h+ h′) [A+ A′]− T (h)A
=  [T (h)A′ + T (h′)A] +O(2)
= O(2)
(52)
which implies that θ is not locally blindly identifiable.
Now assume that θ is not locally blindly identifiable, then one can find ∆h and ∆A, where ‖∆h‖
and ‖∆A‖ are arbitrarily small, and not simultaneously colinear with h and A resp. verifying T (h)A =
T (h+ ∆h)(A+ ∆A). Then:
T (h+ ∆h)(A+ ∆h)− T (h)A = A∆h+ T (h)∆A+O(‖∆h‖‖∆A‖)
= 0 .
(53)
This implies that
[
∆hT ∆AT
]T
is a singular vector of the FIM, non colinear to
[
hT −AT ]T .

Using a similar derivation, we can also show the equivalence between the regularity of VHθ JθθVθ and
local identifiability under constraint Kθ:
Theorem 13 The estimation problem under constraint Kθ is locally identifiable if and only if the reg-
ularized FIM VHθ JθθVθ (with definitions of section 5) is regular.
The same theorem will hold for the Gaussian model in section 6.3 also but will not be restated there.
6.2.4 Regularized Blind CRB
To define a regularized blind CRB, we assume some a priori knowledge. Different forms of a priori
knowledge are possible. A technique often used consists in assuming a coefficient of the channel to be
known. This is however not robust as performance depends heavily on the choice of this known coefficient
(which can be arbitrarily small). The proposed regularized CRB, the Moore–Penrose pseudo–inverse of
the FIM, appears less arbitrary and is directly related to the blind scale factor ambiguity.
Blind methods commonly consider the quadratic constraint: hHh = 1 (see [11]). This constraint
does not render the problem identifiable: it leaves a sign ambiguity when h is real and a continuous
phase ambiguity when h is complex. In the former case, the computation of mean squared error (MSE)
assumes the right sign (the right sign could be taken as the sign giving the smallest error). In the
complex case however, which phase factor should be chosen? A frequent choice consists in imposing one
element of h to be real and positive; again the resulting CRB depends on the choice of this element.
The blind regularized CRB proposed here is computed under the following constraints:
(1) A quadratic constraint:
hHh = hoHho (54)
(equivalent to the usual constraint hHh = 1) which allows to adjust the norm of the channel.
(2) In the complex case, an additional constraint is necessary to adjust the phase factor:
ho TS2 hR = h
o T
S2 h
o
R = 0 . (55)
In both real and complex cases, these constraints leave a sign ambiguity which does not lead to FIM
singularity. For MSE evaluation, the ambiguity can be resolved by requiring ho Th > 0.
Result 1 Under constraint (54) (and (55) for the complex case) the CRB for h is the Moore-Penrose
pseudo-inverse of Jhh(θ):
CRBC,h = J
+
hh(θ) = σ
2
v
(
AHP⊥T (h)A
)+
. (56)
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Figure 2: Comparison between CRBs with different a priori knowledge. The coefficients designate the
coefficients of the vector h for the random channel H1 (left) and the decreasing channel impulse response
H2 (right).
Proof: Following the notations of section 5, the constraint is:
KhR =
[
hTRhR − hoTRhoR
ho TS2 hR
]
= 0 (57)
leading to
∂KThR
∂hR
=
[
2hoR h
o
S2
]
. (58)
As hR and hs2 are the singular vectors of JhRhR(θ) (which corresponds to the previously defined com-
plex Jhh(θ)), the orthogonal complement of range
{
∂KTθR
∂hR
}
equals range {JhRhR(θ)}. According to
section 5.2.2, the CRB under constraint (57) is:
CRBC,hR = J +hRhR(θ) (59)
and the corresponding complex contrained CRB can be shown to be:
CRBC,h = J
+
hh(θ) (60)

The choice of the first constraint is not only motivated by its common use. As mentioned in sec-
tion 5.2, this constraint (possibly combined with the linear constraint on the phase) leads to the minimal
constrained CRB.
In Figure 2, we illustrate the importance of the choice for a constraint by comparing the proposed
CRB tr{J+hh(θ)} to a constrained CRB for which one of the channel coefficients (of varying position)
is assumed known. Two channels are tested: a randomly chosen channel and a channel with slowly
decreasing coefficients:
H1 =
[
0.9477 −1.1156 1.1748 1.6455
−0.5257 −1.5923 0.4851 −0.4542
]
(61)
H2 =
[
1.0000 0.5000 −0.1500 0.0695
1.5000 −0.9500 0.3050 0.0550
]
(62)
One observes that when the channel coefficient which is assumed known is small, the corresponding
CRBC can get quite large (arbitrarily large as the coefficient magnitude shrinks).
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Figure 3: Deterministic case: asymptotically equivalent constraints.
Some Equivalent Constraints Another choice for the constraint, which leads to the same range
{
∂KThR
∂hR
}
is the following linear constraint:
hoHh = hoHho . (63)
This constraint, which leaves no sign ambiguity, corresponds to forcing the components of h in the
nullspace of Jhh to their true values.
Often, h is estimated under a unit norm constraint ‖hˆ‖ = 1, and the scale factor is adjusted in
different ways. The following adjustments lead to the same minimal CRB.
• The norm of the channel is adjusted so that ‖hˆ‖ = ‖ho‖ and the phase using the phase constraint
(55). We denote the resulting estimate
ˆˆ
hNO.
• The scale factor is adjusted in the least–square sense [15],[16]: minα ‖ho − αhˆ‖2. To be more
precise, in this case the trace of the corresponding constrained CRB is tr {CRBC} of equation
(56).
Proof: The solution of the least-squares problem is
ˆˆ
hLS = αˆhˆ = Phˆh
o. Then, ∆
ˆˆ
h = Phˆh
o − ho =
−P⊥
hˆ
ho; C
∆
ˆˆ
h∆
ˆˆ
h
= EP⊥
hˆ
hohoHP⊥
hˆ
.
tr
{
C
∆
ˆˆ
h∆
ˆˆ
h
}
= tr
{
EP⊥
hˆ
Pho
}
‖ho‖2 = tr
{
EP⊥ho hˆhˆ
H
}
‖ho‖2
= tr
{
EP⊥ho(hˆ‖ho‖)(hˆ‖ho‖)HP⊥ho
}
= tr
{
EP⊥ho(∆
ˆˆ
hNO)(∆
ˆˆ
hNO)
HP⊥ho
}
= tr
{
P⊥hoC∆ˆˆhNO∆ˆˆhNO
P⊥ho
}
≥ tr{P⊥hoCRBC,hP⊥ho} = tr {CRBC,h}

Another way to adjust the scale factor consists of adjusting α by the following linear constraint
hoH
ˆˆ
hLIN = h
oHαhˆ = hoHho, leading to the following channel estimate:
ˆˆ
hLIN =
hˆhoH
hoH hˆ
ho . (64)
When the estimation of h is consistent, then, asymptotically, the CRB for this constrained channel
estimate is the same CRBC,h of (56).
In figure 3, we show the solutions
ˆˆ
hNO,
ˆˆ
hLS ,
ˆˆ
hLIN for a real channel of length N = 1 and with 2
subchannels.
6.2.5 Reducible Channel Case
In this case, H(z) = HI(z)Hc(z) where Hc(z) is a monic (first coefficient equal to 1) polynomial in z
−1.
In the time domain, this becomes h = Tc hI where Tc = T TNI (hc) ⊗ Im. This decomposition leads us
to introduce AI = T (hc)A, the input signal filtered by Hc(z) and we can write the noise-free received
signal in the following ways
X = T (h)A = T (hI) T (hc)A = T (hI)AI = AI hI
= Ah = ATc hI = AI hI (65)
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where AI = ATc. Since T (h) = T (hI) T (hc), we have PT (h) = PT (hI). In the reducible case, the
quantities that are blindly identifiable are hI , AI , up to one scalar indeterminacy (assuming certain
identifiability conditions for the burst length M and the excitation modes in A [1]).
To get h = Tc hI from hI , there are Nc−1 indeterminacies (the coefficients of hc). To get A from
AI = T (hc)A, there are also Nc−1 indeterminacies (modes of A that are potentially coinciding with
zeros of Hc(z); alternatively, one needs Nc−1 ”initial conditions” to get A from AI , given hc (which
was already needed to get h from hI)). So there are 2Nc−1 indeterminacies all in all and hence Jθθ has
2Nc−1 singularities. Now,
Jhh(θ) =
1
σ2v
AHP⊥T (h)A =
1
σ2v
AHP⊥T (hI)A (66)
has Nc singularities. Indeed, an alternative decomposition for h is h = TI hc where TI is block Toeplitz
with [hTI 01×(Nc−1)m]
T as first column. Now consider h
′
= TI h
′
c where h
′
c is arbitrary (not monic).
Then Ah′ = T (h′)A = T (hI)T (h′c)A. Hence Jhh(θ)h
′
= 0 and null {Jhh(θ)} = range {TI}. So we get:
Result 2 The CRB for estimating a reducible h under the constraint T oHI h = T
oH
I h
o is
CRBC,h = J
+
hh(θ) = σ
2
v(AHP⊥T (h)A)+ . (67)
Note that this set of constraints implies in particular hoHh = hoHho. Note also that under these
constraints, an estimate ĥ will not necessarily be of the form ĥ = T̂I ĥc with ĥc equal to hc or not: ĥ is
not necessarily reducible. Nevertheless, the constraints mentioned are sufficient to make h identifiable.
Indeed, identifiability of h with deterministic symbols implies being able to determine h from the noise–
free signal. If we do that with for instance the subspace fitting method, then the signal subspace will
be range {T (hoI)}. Subspace fitting will force range
{
T (ĥ)
}
⊂ range {T (hoI)} which implies Ĥ(z) =
HoI(z) Ĥc(z). The application of the constraints now leads to Ĥc(z) = H
o
c(z) and hence ĥ = h
o.
If we want the estimated channel to be reducible, then we have to apply the explicit constraint
h = T oc hI , which can be reformulated as the following implicit constraint: Kθ1 = P⊥T oc h = 0. It turns
out that in this case of deterministic input symbols, we can remain working in the complex domain,
which we shall do. So we get
∂KHθ1
∂θ1
= P⊥T oc and we can take Vθ1 = PT oc . Hence, the constrained CRB for
h satisfying the constraints P⊥T oc h = 0 (compare to (32)) and h
oHh = hoHho is
CRBC,h = (PTc AHP⊥T (h)APTc)+ = (PTc Jhh(θ)PTc)+ (68)
which in general will be smaller than J+hh(θ) since more a priori information is introduced (in the form of
m(Nc−1)+1 constraints, compared to the minimal number of Nc constraints to ensure identifiability).
6.3 Gaussian Model
In the Gaussian model, the estimation of h is not decoupled from the estimation of σ2v and the estimation
parameter is θ =
[
hH σ2v
]H
. Unlike in the deterministic model, as Jθθ∗ 6= 0, we cannot treat the
complex and real constellations together. Identifiability here occurs from CY Y (θ) as mY (θ) ≡ 0. Blind
identifiability in the Gaussian model does not require the channel to be irreducible [1].
6.3.1 FIMs
Circular Complex Symbol Constellation When the input constellation is complex, the FIM com-
putation is based on the complex probability density function of Y :
Y ∼ N (mY , CY Y ), with CY Y = σ2aT (h)T H(h) + σ2vI, mY = 0 . (69)
Let hR = [Re(h
T ) Im(hT )]T and θR = [h
T
R σ
2
v ]
T , the real parameter vector. As Jθθ∗ is non zero, we
cannot consider the complex CRB anymore: the real FIMJθRθR is determined via (7) thanks to the
quantities:
Jθθ(i, j) = tr
C−1Y Y
(
∂CY Y
∂θ∗i
)
C−1Y Y
(
∂CY Y
∂θ∗j
)H (70)
14
Jθθ∗(i, j) = tr
{
C−1Y Y
(
∂CY Y
∂θ∗i
)
C−1Y Y
(
∂CY Y
∂θ∗j
)}
(71)
where:

∂CY Y
∂h∗i
= σ2aT (h)T H
(
∂h
∂h∗i
)
∂CY Y
∂σ2v
=
1
2
I .
(72)
Real Symbol Constellation When the input constellation is real, the FIM is:
Jθθ(i, j) = 1
2
tr
{
C−1Y Y
(
∂CY Y
∂θi
)
C−1Y Y
(
∂CY Y
∂θj
)T}
(73)

∂CY Y
∂hi
= σ2aT (h)T T
(
∂h
∂hi
)
+ σ2aT
(
∂h
∂hi
)
T T (h)
∂CY Y
∂σ2v
= I .
(74)
6.3.2 FIM singularities
Circular Complex Symbol Constellation Under the Gaussian blind identifiability conditions [1],
a complex channel h is identifiable up to a phase factor. This corresponds to one singularity of the
global FIM JθRθR :
JθRθR =
[ JhRhR JhRσ2vJσ2vhR Jσ2vσ2v
]
(75)
as well as of:
JhRhR(θR) = JhRhR − JhRσ2v
(Jσ2vσ2v)−1 Jσ2vhR . (76)
J−1hRhR(θR) would be the unconstrained CRB for h if its estimation were regular. The null space of
JhRhR(θR) is spanned by
hS =
[−ImT (h) ReT (h)]T = hS2 . (77)
Real Symbol Constellation The real FIM Jθθ is regular under the identifiability conditions, as well
as Jhh(θ).
6.3.3 Equivalence between FIM regularity and local identifiability
Theorem 14 The (complex or real) FIM is singular if and only if there exist a vector h′ (complex or
real) and a scalar σ2
′
v such that:
σ2aT (h)T H(h′) + σ2aT (h′)T H(h) + σ2
′
v I = 0 . (78)
Proof:
Complex case: The complex FIM matrix is singular if there exists a θ
′
R =
[
ReT (h′) ImT (h′) σ2
′
v
]T
,
such that:
JθRθRθ
′
R = 0 (79)
⇔
[ (
∂vecT {CY Y }
∂h∗
)T (
∂vecT {CY Y }
∂h
)T (
∂vecT {CY Y }
∂σ2v
)T ] h′h′ ∗
σ2
′
v
 = 0 (80)
⇔
∑
j
(
∂CY Y
∂h∗j
)H
h′j +
∑
j
(
∂CY Y
∂h∗j
)
h′j
∗
+
1
2
σ2
′
v I = 0 . (81)
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We have:
∂CY Y
∂h∗j
= σ2aT (h)T H
(
∂h
∂hi
)
and
∑
j
T
(
∂h
∂hi
)
h′j = T (h′), then:
(79) ⇔ σ2aT (h′)T H(h) + σ2aT (h)T H(h′) +
1
2
σ2
′
v I = 0 . (82)
which is equivalent to equation (78) (with 12σ
2 ′
v → σ2
′
v ).

Real case: The real FIM matrix is singular if there exists a θ′ =
[
h′T σ2
′
v
]T
, such that:
Jθθθ′ = 0 (83)
⇔
[ (
∂vecT {CY Y }
∂h
)H (
∂vecT {CY Y }
∂σ2v
)H ]H [ h′
σ2
′
v
]
= 0 (84)
⇔
∑
j
(
∂CY Y
∂hj
)H
h′j + σ
2 ′
v I = 0 . (85)
We have
∂CY Y
∂hj
= σ2aT (h)T H
(
∂h
∂hi
)
+ σ2aT H
(
∂h
∂hi
)
T H(h). Then:
(83) ⇔ σ2aT (h′)T H(h) + σ2aT (h)T H(h′) + σ2
′
v I = 0 . (86)

From (78), we can deduce the following theorem.
Theorem 15 The real/complex channel is locally blindly identifiable if and only if the FIM is regular/1–
singular.
Note that locally a complex channel is identifiable up to a continuous phase factor but a real channel is
locally identifiable strictly speaking.
Proof: Assume that the FIM has a null vector θ′ = [h′T σ2
′
v ]
T which in the complex channel case is
non colinear to hS . Then theorem 14 says that θ
′ satisfy (78). Now, with  > 0 arbitrarily small,
CY Y (θ+θ
′)−CY Y (θ) =
(
σ2aT (h+h′)T H(h+h′)+
(
σ2v+σ
2 ′
v
)
I
)
− (σ2aT (h)T H(h)+σ2vI)
= σ2aT (h)T H(h′)+σ2aT (h′)T H(h)+ σ2
′
v I+O(
2) = O(2) .
(87)
This means that the covariance matrix is locally constant in the direction of θ′ around θ. Similarly to
the proof of theorem 12, one can show that if the channel is identifiable, the FIM is regular or 1–singular.

In Appendix B, we study the conditions on the characteristics of the channel to have local identi-
fiability. The results are contained in the theorem below. The channel is assumed reducible: H(z) =
HI(z)H(z).
Theorem 16 The Gaussian FIM for a real/complex multichannel is regular/1–singular and the channel
is locally blindly identifiable if:
(1) M ≥ max(M I + 1, Nc − 1),
(2) the channel has no conjugate reciprocal zeros, i.e. there exists no zo ∈ R/C such that H(zo) =
H(1/z∗o) = 0.
Proof: Appendix B.

The no conjugate reciprocal zeros condition was also given in [17], but for the real channel case
only, without mentioning that the complex case is singular in any case. Remark that, in particular, the
Gaussian FIM is regular if there are arbitrary zeros (not in conjugate reciprocal pairs) due to the fact
that a minimum phase channel is identifiable (example of local identifiability).
The monochannel case is treated in Appendix A: the results mentioned above for a multichannel
are valid here also except that the noise variance σ2v cannot be identified, which results in an additional
singularity of the FIM when the channel has no conjugate reciprocal zeros (when the channel has
conjugate reciprocal zeros, there is no additional singularity).
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6.3.4 Regularized Blind CRBs
Complex symbol constellation As in the deterministic case, we need to define a regularized CRB,
by introducing some a priori knowledge on the parameters, allowing us to determine the ambiguous
phase factor. We assume that the channel is (blindly) identifiable: we do not treat the monochannel or
conjugate reciprocal zeros.
The estimation of hR is considered under the constraint:
ho TS2 hR = 0 (88)
which leads to the constrained CRB for hR:
CRBC,hR = J +hRhR(θ) . (89)
This linear constraint does not allow to estimate the phase factor completely and a sign ambiguity is left
but not reflected in the FIM singularities as it is a discrete ambiguity. For MSE computation purposes,
the sign ambiguity can be resolved by requiring ho TR hR > 0, which together with (88) can be stated as
hoHh > 0.
Real symbol constellation No regularization is necessary and the CRB is J−1hh (θ). To compare the
MSE for an estimator to this CRB, the knowledge of the right sign and right phase of the zeros (e.g.
minimum phase in the reducible case) should be used.
7 Conclusions
We have provided a compact derivation of the CRB under parameter constraints. In blind channel
estimation under the deterministic or Gaussian symbol model, the estimation problem has indeed to
be augmented with constraints to remove singularities. We have introduced the notion of minimal
constraints and shown how several intuitively attractive and hence popular constraint sets lead simply
to the pseudo inverse of the FIM as constrained CRB. For the blind channel estimation problem, we
have illustrated the connection between local identifiability problems and FIM singularities. In fact, if
the symbol model would be a discrete alphabet constellation [18], no more continuous ambiguities would
persist and the unconstrained CRB would typically exist. Deterministic and Gaussian symbol models
have their raison d’eˆtre though, since they are typically less plagued with local minima problems and
hence can lead to estimates with which to initialize methods based on discrete symbol alphabets.
Appendix A
For a minimal number of independent constraints, we prove that CRBC = J +θθ is the constrained CRB
which gives the lowest value for tr {CRBC} and is attained when range
{
∂Kθ
∂θ
}
= null(Jθθ).
Let Kθ = 0 be an arbitrary set of constraints on θ; Vθ =
(
∂KTθ
∂θ
)⊥
has full column rank and we
assume that VTθ JθθVθ is invertible. The corresponding constrained CRB is:
CRBC = Vθ
(VTθ JθθVθ)−1 VTθ (90)
Introduce the eigendecomposition of Jθθ = S1Λ1ST1 + S2 0ST2 . In general, Vθ has components along S1
and S2: Vθ = S1Q1 + S2Q2. The fact that the constraints Kθ are independent and minimal in number
implies that Q1 is square and invertible. Then we obtain
CRBC = Vθ
(VTθ S1Λ1S1TVθ)−1 VTθ
= Vθ
(
QT1 Λ1Q1
)−1 VTθ
= VθQ−11 Λ−11 Q−T1 VTθ
=
(
S1 + S2Q2Q
−1
1
)
Λ−11
(
S1 + S2Q2Q
−1
1
)T (91)
The difference between the CRBC and J +θθ = S1Λ−11 S1H may be indefinite in general, however:
tr (CRBC) = tr
(J +θθ)+ tr (Q2Q−11 Λ−11 Q−T1 QT2 ) (92)
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The second term is nonnegative, so tr (CRBC) ≥ tr
(J +θθ), with equality iff Q2 = 0, i.e. range{∂KTθ∂θ
}
=
null(Jθθ) or range {Vθ} = range {Jθθ}. In that case CRBC = J +θθ.
Appendix B
In this appendix, we study the solutions (h′, σ2
′
v ) of the equation:
T (h)T H(h′) + T (h′)T H(h) + σ2′v I = 0 . (93)
We first treat the monochannel case for a complex or real channel, which allows us to then treat the
multichannel case.
B.1 Complex Monochannel
We assume that M ≥ N − 1; in this case, equation (93) can be written in the z–domain as:
σ2aH(z)H
′†(z) + σ2aH
′(z)H†(z) + σ2
′
v = 0 (94)
where H†(z) = HH(1/z∗). Let’s denote p(z) = H(z)H′†(z), then:
(94)⇔ p(z) + p†(z) + σ2 ′v = 0 . (95)
B.1.1 Solutions of the form [∗ ∗ 0]T : σ2 ′v = 0.
p(z) =
d′p∑
i=−dp
αiz
−i and p†(z) =
dp∑
i=−d′p
α∗−iz
−i (96)
p(z) + p†(z) = 0⇒ d′p = dp (and αi = −α∗−i) . (97)
As H(z) and H†(z) are respectively causal and anticausal, deg(H(z)) = deg(H′(z)) = N − 1 = dp. In
the following, we assume that H(z) is monic. Equation (95) is also equivalent to:
p(z) = −p†(z) . (98)
From this equation, we can deduce that if zo is a zero of p(z), so is 1/z
∗
o , which implies that p(z) is of
the form:
p(z) = α
N1−1∏
i=0
(1− ziz−1)(1− z∗i z)
[
(1− z−1)(1 + z)]N2 . (99)
where N1 + N2 = N − 1. We will differentiate the zeros that are equal to 1 or −1: {zi}i=1:N1−1 are
different from 1 or −1. z equals 1 or −1.
The number of singularities depends on the characteristics of the channel H(z) and namely the
presence of conjugate reciprocal zeros.
(1) H(z) has no conjugate reciprocal zeros:
The N − 1 zeros of H(z) are among the zeros of p(z), this implies that p(z) has no zeros equal to 1
or −1:
p(z) = α
N−2∏
i=0
(1− ziz−1)
N−2∏
i=0
(1− z∗i z) = H(z)H′†(z) (100)
furthermore, without loss of generality, we can assume that:
H(z) =
N−2∏
i=0
(1− ziz−1) . (101)
In that case:
H′†(z) = α
N−1∏
i=0
(1− z∗i z) = αH†(z) (102)
(95)⇒ H′(z) = jH(z) . (103)
The FIM is 1-singular. Its null space is spanned by
[−ImT (h) ReT (h)]T .
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(2) H(z) has 1 pair of conjugate reciprocal zeros: (zo, 1/z
∗
o), zo 6= 1, zo 6= −1.
Again, without loss of generality, we can assume that:
H(z) = (1− zoz−1)(1− z∗oz)z−1z−∗o
N−3∏
i=1
(1− ziz−1)︸ ︷︷ ︸
H1(z)
. (104)
There are 2 degrees of freedom in H′(z) coming from the fact that H′(z) can admit 1 and −1 as
zeros or not. Two possible choices for H′(z) are then:{
H′(z) = j(1− zN−1z−1)(z−1 − z∗N−1)zo H1(z) ,
H′(z) = (1− z−1)(z−1 − 1)zo H1(z). (105)
The FIM has 2 singularities coming from the pair of conjugate reciprocal zeros, and 1 singularity
corresponding to jH(z).
(3) H(z) has one zero equal to 1 or −1.
We assume that this zero is equal 1. H′(z) can be chosen as:
H(z) = (1− z−1)
N−3∏
i=0
(1− ziz−1)︸ ︷︷ ︸
H1(z)
, H′(z) = (1 + z−1)H1(z) . (106)
(4) H(z) has several conjugate reciprocal zeros:
Then, to each pair of conjugate reciprocal zeros different from 1 and −1, correspond 2 singularities,
and to each zero equal to 1 or −1 corresponds 1 singularity.
B.1.2 Solutions of the form [∗ ∗ σ2 ′v ]T : σ2
′
v 6= 0
(1) H(z) admits conjugate reciprocal zeros zo:
p(zo)︸ ︷︷ ︸
=0
+ p†(zo)︸ ︷︷ ︸
=0
+σ2
′
v = 0⇒ σ2
′
v = 0 . (107)
So there is no singular vector of the desired form in this case.
(2) H(z) has no conjugate reciprocal zeros:
H(z) is of the form H(z) =
N−2∏
i=0
(1− ziz−1). One can verify that
H′(z) =
N−2∏
i=0
(1 + ziz
−1) (108)
is such that:
σ2aH(z)H
′(z) + σ2aH
′(z)H(z) = σ2a2
N−1
N−2∏
i=0
(1− ‖zi‖2) . (109)
And so H ′(z) and σ2
′
v = −σ2a2N−1
N−2∏
i=0
(1− ‖zi‖2) verify (94); and it can also be proved that this is
the only singular vector due to the unidentifiability of σ2v . It can also be verified that H
′(z) is not
a solution of (94) if H(z) has conjugate reciprocal zeros.
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B.2 Real Monochannel
B.2.1 Solutions of the from [∗ ∗ 0]T : σ2 ′v = 0.
Similar reasonings apply here.
(1) H(z) has no pair of conjugate reciprocal zeros:
p(z) + p†(z) = 0 can only be satisfied by p(z) ≡ 0. So the FIM is regular.
(2) H(z) has 1 pair conjugate reciprocal zeros: (zo, 1/z
∗
o), zo 6= 1, zo 6= −1.
H(z) = (1− zoz−1)(1− zoz)z−1z−1o
N−3∏
i=1
(1− ziz−1)(1− ziz)︸ ︷︷ ︸
H1(z)
. (110)
There is now only 1 H′(z) possible (the first solution in (105) is not valid here):
H′(z) = (1− z−1)(1− z)z−1zoH1(z) . (111)
The FIM has 1 singularity.
(3) H(z) has one zero equal to 1 or −1.
We assume that this zero is 1. H′(z) can be chosen as:
H(z) = (1− z−1)
N−2∏
i=0
(1− ziz−1)︸ ︷︷ ︸
H1(z)
, H′(z) = (1 + z−1)H1(z) . (112)
(4) H(z) has several conjugate reciprocal zeros:
Then, to each pair of conjugate reciprocal zeros different from 1 and −1, and to each zero equal to
1 or −1 corresponds 1 singularity.
B.2.2 Solutions of the form [∗ ∗ σ2 ′v ]H : σ2
′
v 6= 0
The same singularity as in the complex case, due to the inidentifiability of σ2v , appears (except again if
the channel H(z) has conjugate reciprocal zeros).
B.3 Multichannel
Assume now that H(z) is a true multichannel, possibly reducible:
H(z) = HI(z)Hc(z) . (113)
As for the monochannel case, we search first the solutions of the form:
[
ReT (h′) ImT (h′) 0
]T
. Then
h′ verifies:
T (h)T H(h′) + T (h′)T H(h) = 0 . (114)
The burst length is assumed to be M ≥ M + 1 which can be lower than N − 1 (so the transposition
to the z-domain is not as convenient as in the monochannel case). The previous equation implies that
T (h′) should have for effect to reduce the previous quantity to at least the same rank as T (h). So:
range{T (h′)} ⊂ range{T (h)} (115)
which implies (see e.g. Appendix B in [1]):
H′(z) = HI(z)H′c(z) (116){
H′(z) = HI(z)H′c(z)
H(z) = HI(z)Hc(z)
⇒ T (hI)T (hc)T H(h′c)T H(hI) + T (hI)T (h′c)T H(hc)T H(hI) = 0 . (117)
20
As T (hI) is full column-rank,
(117)⇔ T (hc)T H(h′c) + T (h′c)T H(hc) = 0 . (118)
As T (hc) is of length at least Nc−1 according to the identifiability conditions, (118) implies:
Hc(z)H
′†
c(z) + H
′†
c(z)Hc(z) = 0 (119)
which leads to the monochannel case treated previously.
As for the solutions of the form
[
∗ σ2′v
]T
, σ2
′
v 6= 0, there are none in this case (σ2v is identifiable in
any case).
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