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ABSTRACT
Training deep neural networks on large-scale datasets requires significant hardware
resources whose costs (even on cloud platforms) put them out of reach of smaller
organizations, groups, and individuals. Backpropagation (backprop), the workhorse for
training these networks, is an inherently sequential process that is difficult to parallelize.
Furthermore, it requires researchers to continually develop various tricks, such as
specialized weight initializations and activation functions, in order to ensure a stable
parameter optimization. Our goal is to seek an effective, parallelizable alternative
to backprop that can be used to train deep networks. In this paper, we propose a
gradient-free learning procedure, recursive local representation alignment, for training
large-scale neural architectures. Experiments with deep residual networks on CIFAR-10
and the large-scale benchmark, ImageNet, show that our algorithm generalizes as well
as backprop while converging sooner due to weight updates that are parallelizable
and computationally less demanding. This is empirical evidence that a backprop-
free algorithm can scale up to larger datasets. Another contribution is that we also
significantly reduce total parameter count of our networks by utilizing fast, fixed noise
maps in place of convolutional operations without compromising generalization.
1 Introduction
At the heart of training artificial neural networks (ANNs) is the calculation of adjustments that need to be
made to parameters given some data. This calculation is used in tandem with an optimization procedure,
such as a stochastic hill climbing procedure, to then alter the ANN’s actual parameters in order to ensure
it makes better future predictions. This adjustment process entails using an algorithm that can conduct
credit assignment, i.e., the task of determining the contribution that individual neuronal units (within the
ANN) make to the system’s overall error. To conduct credit assignment and compute weight updates in
state-of-the-art networks today, back-propagation of errors (backprop) [43] is the popular algorithm of
choice. While backprop provides a theoretical basis for training networks, i.e. gradient descent, it also
presents practical challenges, e.g., exploding/vanishing gradients [12].
In order to deal with the problems posed by backprop, researchers must resort to tricks and heuristics,
e.g., careful initialization of weights, often following from a network-specific analysis of backprop’s
learning dynamics [12, 14, 49, 33] or modifying network structure, for example by using ReLU instead of
sigmoid activations. Challenges such as these often prevent new users from exploiting the benefits of deep
learning in novel applications (i.e., that have no pre-trained models) and divert attention from designing
models that can solve defined problems. Furthermore, backprop is purely sequential in nature – layers
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must be updated in order, reducing opportunities for parallelization. This limits how well we can exploit
the processing power afforded by multi-CPU/GPU setups.
This paper seeks to demonstrate that a biologically-motivated algorithm can scale up to the training of
large-scale architectures for large databases. Specifically, we will present a procedure that is better suited
to parallelization, adjusting synaptic weight parameters with rules that are local in nature (in particular,
layers can be updated out of order). The contributions of this work are as follows: (1) The algorithm,
recursive local representation alignment (rec-LRA), is proposed for training large-scale ANNs. Results
show that it handles non-differentiable activations, converges faster than backprop, and offers faster
training for large-scale benchmarks (ImageNet), and (2), Strong generalization across several datasets,
including the benchmark ImageNet, is demonstrated for architectures trained using rec-LRA. Furthermore,
results show that strong performance in a convolutional system can be achieved with far fewer parameters
using simple fixed noise maps in place of convolution.
2 Related Work
It has long since been a desire of connectionist researchers to develop learning algorithms that si-
multaneously are biologically-plausible and yield robust generalization to out-of-sample patterns
[18, 10, 47, 1, 46, 35, 24]. One key motivation behind the development of alternative algorithms is
the removal of the required symmetry between forward pathways for inference and backwards pathways
for credit assignment, as is required by backprop. This has also been referred to as the weight-transport
problem [13, 27], a strong neuro-biological criticism of backprop as well as one source of its practical
issues. Algorithms such as random feedback alignment (FA) [28] and direct feedback alignment (DFA)
[34] have shown that learning is possible, surprisingly, even if the feedback pathway is partially decoupled
and random, fixed weights are used to transmit derivative signals backward. FA simply replaces the trans-
pose of the feedforward weights in backprop with a similarly-shaped random matrix while DFA directly
wires the output layer’s pre-activation derivative to each layer’s post-activation – both algorithms use
these random matrices to generate proxies for the partial derivatives normally given by backprop. Under a
proposed framework known as discrepancy reduction, it has been shown in [40, 38] that these feedback
loops are better suited for generating target representations, entirely removing the global feedback pathway
of backprop – a key idea our algorithm builds on. Algorithms such as target propagation [26, 3], which
belong to the discrepancy reduction framework [38], generate targets through an auto-encoding framework
(a decoder attempts to approximate the inverse of a forward encoder’s underlying function).
The idea of local learning, with origins in the classical frameworks of Hebbian [17], anti-Hebbian [11],
and competitive learning [44], has slowly begun to gain increased attention in the training of ANNs.
Recent proposals have included decoupled neural interfaces [21], greedy relaxations of backprop [6], and
others [2, 50]. Furthermore, [57] demonstrated that neural models using simple local Hebbian updates
(in a predictive coding framework) could efficiently conduct supervised learning. Earlier approaches
that employed local learning included the layer-wise training procedures that were once used to pre-train
networks [52, 8, 25, 41]. The problem with these older approaches is that they were greedy–a model was
built from the bottom-up, freezing lower-level parameters as higher-level feature detectors were learned.
However, modern, improved generalizations have been proposed [5].
3 Recursive Local Representation Alignment
In this section, we present our proposed gradient-free learning procedure for training ANNs. First, we
will define our problem and present notation. Then, we will specify the algorithm’s design in detail.
3.1 The Problem & Notation
While our algorithm could be applied to any type of neural architecture (including recurrent ones), in this
paper, we will focus on ones that attempt to learn a nonlinear mapping fΘ from inputs x to outputs y. As
usual, each input example can be modeled as a matrix x ∈ RI×C (e.g., for images with I pixels and C
channels) or vector x ∈ RI (e.g., for grey-scale images with I pixels or text document vectors with I
distinct tokens),1 or even as tensors. On the other hand, the target y ∈ RY can be modeled as a one-hot
encoding, where Y is the number of distinct classes/categories in a dataset.
1Vectors and matrices are assumed to be in column-major form.
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The nonlinear mapping fΘ(x) contains a set of learnable parameters housed in the construct Θ, which are
what any learning procedure, such as backprop, is trying to modify to improve predictive performance.
In feedforward networks, a stack of nonlinear transformations, or {f`(z`−1; θ`)}L`=1, is applied to the
input x. As an example, if the network is a multilayer perceptron (MLP), each transformation z` =
f`(z`−1) produces an output z` from the value z`−1 of the previous layer with the help of a parameter
θ` = {W(`−1)→`} in the form a weight matrix. f` is decomposed into two operations (biases omitted for
clarity.):
z` = φ`(h`), h` = W(`−1)→` · z`−1 (1)
where φ` is an activation function, z` ∈ RH is the post-activation of layer ` while h` ∈ RH is the
pre-activation vector of layer `. Note that a matrix multiplication is denoted by (◦ · ◦), a Hadamard
multiplication is denoted by (◦ ⊗ ◦), and (◦)T denotes the transpose operator. For convenience, we set
z0 = x (referring to the input vector) and zL is the final output or prediction made by the stacked model
fΘ(x). We have also introduced special notation for our synaptic weight matrices, where Wi→j indicates
that this parameter matrix connects neurons in layer i to j.
For classification, the output activation is the softmax: y = φL(v) = exp(v)/(
∑
j exp(v[j])), where j
indexes scalar elements of a vector. Any element in the output vector, i.e., y[j] ≡ φL(v)[j] = p(j|v), is
the scalar probability of class j. Generally, the goal of training is to adjust Θ to minimize the output loss
known as the negative Categorical log likelihood, or L(y,v) = −∑i (y ⊗ log p(y|v))[i].
3.2 The Learning Algorithm
The central idea behind our algorithm, recursive local representation alignment (rec-LRA), is that every
layer, not just the output layer, has a target and each layer’s parameters/weights are adjusted so that its
output moves closer to its target. While this idea is also an aspect of prior work such as target-prop
[9, 7, 26], one key difference between rec-LRA and these prior efforts is that rec-LRA chooses targets
that are in the “possible representation” of the associated layers. Hence, a layer’s parameters are updated
more effectively, i.e., a layer is not forced to match a target that is impossible to achieve [38]. Thus, unlike
innovations such as target-prop, batch normalization [20], etc, our procedure does not need to introduce
new layers in the architecture. As a result, it can be viewed either as an alternative to such approaches,
or as a complementary technique because it is compatible with other methods, i.e., batch normalization,
residual blocks, and any other layer helpful for problem-specific representations that a deep network
would need to acquire. Our algorithm, which builds on and generalizes the ideas in [38, 37] (which only
focused on fully-connected models), aims to decompose the larger credit assignment problem in ANNs
into smaller sub-problems that are not only easier to solve but are also solvable in parallel of each other.
rec-LRA’s goal is to aggressively decompose the full, underlying directed, acyclic computation graph
that defines any stacked neural architecture into small, operation “sub-graphs”. In this paper, we will
show how rec-LRA, through its error synaptic network, breaks down a network into its L individual
transformations, {f`(z`−1; θ`)}L`=1. It follows that this divide-and-conquer behavior naturally facilitates
distributed training if high performance computing resources are available.
To specify rec-LRA, we start by defining the function it is ultimately meant to optimize, the total
discrepancy , which is a “pseudo-energy function” that measures the amount of overall system disorder.
Specifically, this function computes the degree of mismatch between the current activity of a neural
architecture’s layers and the activity of a set target activities/states. rec-LRA automatically determines the
targets but, in principle, the target could come from external sources or be internally generated based on
some partially observed external data, representing values that the network’s neuronal processing elements
should have taken in order to better predict aspects of its environment. Under the framework of discrepancy
reduction, a neural system is engaged with minimizing the weighted sum of local representational
mismatch functions:
D(Θ) =
L∑
`=1
κ`L`(y`, z`),where, L`(y`, z`) =
(||z` − y`||p)q (2)
where {y1, · · · ,y`, · · · ,yL} are the layer-wise targets and yL is the output (i.e. it is y). The value p sets
the type of distance function or norm used to compute mismatch between a state’s prediction and the actual
target, i.e., p = 2 is the L2 (Euclidean) norm and p = 1 is the L1 (Manhattan) norm (typically q = p).
For this study, we set p = q = 2 and choose the Euclidean distance function as our representational
mismatch function. The scalar κ` is a local coefficient that, while typically set to one for all layers, i.e.,
κ1 = · · · = κ` = · · · = κL = 1, if set to values less than one, one could simulate different time-scales
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of parameter evolution within various levels of the model. By taking derivatives of this objective with
respect each layer of neurons, one can then derive vectors of special neurons called “error neurons”, or e`
(derivation provided in the appendix). These neurons measure the difference between the post-activity
values of one set of neurons z` with a corresponding set of target activity values y`. These error neurons
form the backbone of a learning process conducted in two phases using only forward operations: 1) a
target generation phase aided by the use of synaptic parameters that transmit mismatch signals across the
system, and 2) a local weight update step that does not require knowledge of the point-wise derivatives of
the ANN’s activations.
One particularly powerful and previously unexplored aspect of the discrepancy framework is that
the target generation process is independent of the nonlinear mapping fΘ(x) we are optimiz-
ing. This means that, when conducting credit assignment, we are not constrained by the tar-
get network’s forward inference process as is the case for the popular backprop algorithm, which
forces us to utilize specific neural circuitry that follows from applying the chain rule of calcu-
lus. This ties to backprop’s need for a long global feedback pathway that runs an error signal
computed at the output back along the same weights used to forward propagate information [38].
W  (L-1)→L
e L
z L
E L→i
z L-1
z L-2
yL
z i
z i-1
z i-2
y i
W  (L-2)→(L-1)
W  i→(L-2)
E L→j
z j
W  (i-1)→i
W  (i-2)→(i-1)
W  j→(i-2)
Δ W  (L-1)→L
Δ W  (L-2)→(L-1)
W  i→(L-2)Δ 
W  (i-1)→iΔ 
W  (i-2)→(i-1)Δ 
W  j→(i-2)Δ 
e i
e j
Figure 1: (Left) Rec-LRA in action. Left of blue line
depicts target creation & right depicts update calculation.
This is not only quite neuro-biologically im-
plausible but it is the central cause of the
well-known vanishing/exploding gradient prob-
lem [12] since a single error signal must
traverse backwards using the same forward
weights/parameters along the central informa-
tion propagation pathway of fΘ(x), constantly
multiplied by the local derivatives of each layer
it passes through. In our learning framework,
error signals are instead transmitted to the re-
gions/layers of the subgraphs that require them
through the use of what we call skip-error
connections. Skip-error synapses facilitate a
direct transmission of mismatch signals com-
puted by neurons at any layer i directly to any
layer j, serving as a short-circuit pathway. One
could also interpret these short-circuit path-
ways as “error highways”, inspired by the for-
ward synaptic skip connections used to improve
the stability of learning deep ANNs via backprop [48].
Given the error neurons and an error synaptic pathway described above, we may now specify how to
generate layer-wise targets. In rec-LRA (depicted in Figure 1), targets in LRA can be considered to be
the latent representations that are more desirable for a network to acquire when trying to learn a useful
predictive mapping of x to y. Generally, in rec-LRA, starting from any error neuron region ej , we
compute the target for any immediately connected region/layer ei in the following manner:
yi = φi(hi − βdi),where, di = Ej→i · ej (3)
noting that all is required for computing a target at i is its original pre-activation vector and knowledge
of its post-synaptic activation function φi(◦). β is the modulation factor to control the influence of the
transmitted error message from node j to i. Again, notice that we explicitly indicate the direction of
transmission from region j to i with the subscript notation j → i for error synapses Ej→i. In an MLP, hi
could simply be the pre-activation of a layer i (as in Equation 1) and the post-activity of that layer zi could
be computed by applying a non-linear activation function, such as the linear rectifier, φi(v) = max(0, v),
or a non-differentiable function such as the signum, φi(v) = sign(v). However, hi could be the output of
a complex function, such as a stack of operations, i.e., convolution and max-pooling operators, as in the
case of a residual convolutional network.
The full process of computing all of the error neurons embedded in an arbitrary neural architecture is given
in Algorithm 1. After running the architecture’s forward pass procedure to gather layer-wise activities,
rec-LRA computes mismatch signals by starting at the layer L and computing the corresponding error
neurons eL. From there, rec-LRA retrieves the layer indices of the regions that immediately connect to L
(via an implementation of the function EXTRACTCHILDRENINDICES(◦)), storing these in the array Υ.
Υ is an un-ordered list of integers, since transmitting the mismatch signal from j to i does not depend on
the transmission from j to Υ \ i. This means that the transmission of mismatch signals to each of L’s
4
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Algorithm 1 The general recursive local representation alignment algorithm.
1: Inputs: x, y, fΘ(x), β, γ
2: // Routine for computing parameter updates for function fΘ(x)
3: function COMPUTEUPDATES(x, y, fΘ(x))
4: H,Z = RUNINFERENCE(x,y, fΘ(x)) . Get pre-activitiesH & post-activities Z
5: E , ϑ = COMPUTEERRORNEURONS(y, fΘ(x),H,Z), ∆all = ∅
6: forWi→j ∈ Θ do
7: zi ← Z[i], ej ← E [j]
8: ∆Wi→j = ej · (zi)T , ∆all = ∆all ∪ {∆Wi→j}
9: for Ej→i ∈ Θ do
10: di ← ϑ[i], dj ← ϑ[j],
11: ∆Ej→i = −γ(ei · (dj)T ) ∆all = ∆all ∪ {∆Ej→i}
12: return ∆all . Return full set of parameter updates to Θ
13: // Routine for calculating all error neuron & delta signal vectors for function fΘ(x)
14: function COMPUTEERRORNEURONS(y`, fΘ(x),H, Z )
15: E = {∅} ∗ L, ϑ = {∅} ∗ L . Initialize arrays w/ empty error neurons & delta signals
16: COMPUTESIGNALS(L,y`, fΘ(x),H,Z, E , ϑ)
17: return E , ϑ
18: // Sub-routine meant to support the routine COMPUTEERRORNEURONS(◦)
19: function COMPUTESIGNALS(`, y`, fΘ(x),H, Z , E , ϑ )
20: z` = Z[`], e` = (z` − y`), E [`]← e`
21: Υ← EXTRACTCHILDRENINDICES(`, fΘ(x)) . Get children node indices for error node `
22: // Recursive Case: Traverse into each children error node & compute its error vector
23: if Υ is not ∅ then
24: for i ∈ Υ do
25: hi = H[i], di = E`→i · e`, yi = φi(hi − βdi), ϑ[i]← di
26: COMPUTESIGNALS(i,yi,GΘ, fΘ(x),H,Z, E , ϑ)
27: // Base Case: No children error neurons, so no need to further update graph at node `
neighbors can be done in parallel if multiple processors are available. For a target region i connected to L,
rec-LRA will compute its target yi via Equation 3. It will then recursively call itself on that region using
the newly computed target, subsequently computing the error neuron vector at i and further computing
targets for any regions Υ connected to i and so on and so forth. The base case for termination in full
rec-LRA is simply the situation when Υ = ∅, i.e., there are no regions that immediately connect to i.
Once all error neuron vectors have been computed, we can calculate updates to all parameters of not only
the neural architecture but also to each error matrix used to transmit γ is a decay factor (typically set
close to 1.0) meant to ensure that the error weights change more slowly than the forward weights. While
the pseudocode in Algorithm 1 first computes the error neurons (COMPUTEERRORNEURONS(◦)) then
calculates parameters updates (lines 6-11 in COMPUTEUPDATES(◦)) after, one could actually merge the
two functions together and immediately compute the updates for any incoming model weights Wk→i
that connect to region i as well as relevant error weights Ej→i. Furthermore, even though the algorithm
as presented would execute each recursive call sequentially (in the sub-routine COMPUTESIGNALS(◦)),
given that transmission of error from j to i is independent of that from j to Υ \ i, one could allocate each
call to a cluster/set of CPUs/GPUs dedicated to generating targets for the parts of the operator graph that
the call will see. This design highlights one of rec-LRA’s key strengths – it compute targets and parameter
updates in a divide-and-conquer approach using pathways defined by error connectivity.
3.3 Residual Neural Networks and rec-LRA
While rec-LRA could be applied to any neural architecture, in this paper consider the case of the residual
(neural) network (ResNet) [15, 16]. Residual networks, which have recently achieved state-of-the-art
performance on several popular vision benchmarks, are architectures that are composed of many hidden
layers wired together with a special forward connectivity pattern. Specifically, residual networks utilize
skip/shortcut connections that allow the forward propagation of information to jump over some hidden
layers, specifically those that might not prove useful in mapping x to y. Formally, the layers in the network
that permit a residual mapping are defined as: z` = f`(z`−1; θ`) + z`−g where g controls the length of the
gap/skip, typically of size 2 or 3. The idea behind the formulation above is that, in the event that directly
fitting the transformation function f`(z`−1; θ`) is too challenging, the residual mapping (as indicated by
5
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the second term of the equation) will be easier to optimize. This, in effect, gives the network the choice of
retaining the input if it finds that a particular layer or layers are not needed. The transformation f`(z`−1;
could be as simple as a linear transformation or a stack of fully-connected layers (as in Equation 1).
Algorithm 2 Rec-LRA (depth 2) applied to L-
layered network fΘ(x) with residual gap g.
1: Inputs: x, y, Θ = {W1, · · · ,WL}, β, γ, g
2: ΘE = {EL→(L−1), · · · , Ei→j , · · · , EL→1}
3: // Inference procedure for network fΘ(x)
4: function RUNMODEL(x, Θ)
5: for ` = 1 to L do
6: if ` mod g ≡ 0 then
7: h` = W` · h`−1 + z`−g
8: else
9: h` = W` · h`−1
10: z` = φ`(h`)
11: return Z = {z0, z1, · · · , zL}
12: // Compute error neurons given activities
13: function CALCERRNEURONS(y, Θ, ΘE , Z)
14: yL = y, eL = zL − yL
15: for ` = (L− 1) to 1 do
16: if ` mod g ≡ 0 then
17: d` = EL→` · eL
18: else
19: d` = E`+1→` · e`+1
20: y` = φ`(h` − βd`), e` = z` − y`
21: return E = {e1, · · · , eL}
22: Υ = {d1, · · · ,dL}
23: // Compute updates given error neurons
24: function COMPUTEUPDATES(E , Z , Υ)
25: for ` = 1 to L do
26: ∆W` = e` · (z`−1)T
27: if ` > 1 then
28: if ` mod g ≡ 0 then
29: ∆EL→` = −γ(d`−1 · (eL)T )
30: else
31: ∆E`+1→` = −γ(d`−1 · (e`)T )
32: return {∆W1,∆W2,∆E2, · · · ,∆WL,∆EL}
In computer vision, it is often formulated as
a residual “block”, i.e., a stack of multiple
operations including convolutions, the relu
activation (v = max(0,v)), pooling, nor-
malization layers, etc.
Training a residual network with rec-LRA
exploits the block-based structure of the net-
work to craft the error message transmission
pathways. If, for example, a residual block
is a stack of nonlinear transformations (or a
3-hidden layer MLP as depicted in Figure
1), we can choose to embed a vector of error
neurons at the output of each residual block
and wire them to the output error neurons
at layer L. In the case of the two residual
blocks depicted in Figure 1 (left), we would
use skip-error connections EL→i and EL→j .
Wiring skip-error connections in this way
means that rec-LRA treats each residual block
as a computational subgraph (which maps
a representation zi−g to zi). Once a skip-
error connections wired to each a block gen-
erates its desired target, rec-LRA will recur-
sively enter the block to compute its internal
error neurons and weight updates, indepen-
dently of the blocks above and below, effec-
tively decoupling its update calculation from
the rest of the blocks. In treating the resid-
ual blocks as decoupled computation graphs,
one could view the output of each block as
a “meta-representation” (in Figure 1, these
would be zi, zj) , or a post-activation layer
that serves as the focus of LRA’s target gener-
ation process while the other layers within it
serve as computational “support” layers, i.e.,
{zi−1, zi−2} and {zj−1, zj−2} in Figure 1.
Algorithm 2 depicts the targets/weight update
computations in a (fully-connected) residual network with skip g.
While rec-LRA could continue to decompose each block using additional skip-error connections and
compute weight updates using the simple local rule presented in Algorithm 2, one could opt to use a
different learning algorithm for the internal operations of the residual blocks. Specifically, one could use
rec-LRA to generate meta-representation targets for the residual blocks, e.g., zi, and then employ another
procedure such as backprop (treating the block’s output error neuron vector as a proxy for ∂L∂zi ) or a local
Hebbian rule [17] to compute the actual weight adjustments.
Replacing Convolution with Fixed Perturbation: To further save on computation, we replaced the
convolutional operator with a fixed noise “pseudo-convolution”, which was proposed in [22] (referred to
as a “perturbative layer”). As was shown in [22], the pseudo-convolution is not only drastically faster than
actual convolutional but the generalization performance of the underlying model using it is comparable to
one with convolution. A pseudo-convolution is computed as follows:
zc` =
M∑
m=1
wm` φr(z
m
`−1 + n
m
`−1),where, φr(v) = max(0, v)
where w`m is a scalar weight that is applied to its corresponding noise map. In the above formula, we
see that M noise maps nm` must be cycled through in order to compute the final desired output channel
6
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Table 1: Generalization error on the MNIST, Fashion MNIST (FMNIST), & CIFAR-10 benchmarks.
MNIST FMNIST
Algorithm Train Test Train Test
BP 0.00% 1.48% 12.10% 12.98%
TP 0.00% 1.86% 21.078% 19.66%
E-Prop 7.59% 9.21% 16.56% 20.97%
LRA-E 0.16% 1.97% 9.84% 12.31%
FA 0.00% 1.85% 12.09% 12.89%
DFA 0.85% 2.75% 12.58% 13.09%
rLRA, tanh 0.00% 1.82% 6.57% 11.87%
rLRA, lrelu 0.22% 2.26% 8.95% 14.13%
rLRA, elu 0.09% 1.93% 9.39% 13.17%
rLRA, sign 0.85% 2.33% 12.42% 14.879%
CIFAR
Algorithm Train Test
TP 28.69 39.47
FA 17.46 37.44
DFA 32.74 44.41
CNN, BP 7.89 33.17
CNN, rLRA 13.88 35.22
ResNet, BP 5.00 5.94
ResNet, rLRA 5.88 6.12
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Figure 2: Error for networks on MNIST (top) & FMNIST (middle) & ImageNet ResNets (bottom).
(map) z`c. The idea is that, for the price of the memory required to store the pre-generated M noise
maps (the elements of each are each sampled from a centered Gaussian distribution, ∼ N (0, σ2)), we
side-step the need for learn-able kernel parameters for the convolution operation.The only parameters
in a pseudo-convolution that require updating are the linear combination weights (1 update per scalar
weight applied to each noise map). Under rec-LRA, which would embed error neurons right next to zc`,
the update for the mth noise map weight w`m would be:
∆wm` =
∑
i
∑
j
(
e` ∗
(
φr(z
m
`−1 + n
m
`−1)
)T)
[i, j]
where the update is collapsed by summing over all dimensions to get a scalar update for weight wm` .
4 Experiments
In this section, we experiment with our proposed algorithm adapted to feedforward networks and compare
it to results reported for other backprop-alternatives. Specifically, we experimented with rec-LRA adapted
to fully-connected MLPs, convolutional networks (CNNs), and residual networks (ResNet). Experimental
setup, architecture, and optimization details can be found in the appendix.
MNIST & Fashion MNIST: This dataset contains 28× 28 images with gray-scale pixel feature values
in the range of [0, 255]. The only preprocessing applied to this data is to normalize the pixel values
to the range of [0, 1] by dividing them by 255. On the other hand, Fashion MNIST (FMNIST) [54]
serves as a challenging drop-in replacement for MNIST. Fashion MNIST (pre-processed the same as
MNIST) contains images each depicting one of 10 clothing items. Training had 60000 samples, test-
ing had 10000, and 2000 validation samples was drawn from the training set. In Table 1, we report
our classification error on both training and test sets for rec-LRA and compare to prior reported re-
sults. Prior results have been reported for backprop (BP) as well as relevant biologically-motivated,
gradient-free algorithms such as feedback alignment (FA), direct feedback alignment (DFA), error-
driven local representation alignment (LRA-E), equilibrium propagation (E-Prop), and target propa-
gation (TP) ([3] & [37]). For the rec-LRA results, we report 4 variations (5 layers, 256 units), each
using a different activation function. To be comparable to prior work, the first variant of rec-LRA
utilizes hyperbolic tangent units (rLRA, tanh). The bottom three variants entailed using leaky recti-
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fier units (rLRA, lrelu), exponential linear units (rLRA, elu), and finally, signum units (rLRA, sign)
in order to investigate rec-LRA’s effectiveness in training networks with non-differentiable functions.
Table 2: ImageNet results.
ImageNet Top-1 Top-5
TP 98.34 94.56
FA 93.08 82.54
ResNt, FA+BP 73.01 51.24
ResNet, SS [55] 37.91 16.18
ResNet, SS+BP [55] 37.01 15.44
CNN, BP 62.58 39.89
CNN, rLRA 73.69 49.78
ResNet, BP 28.15 9.81
ResNet, rLRA 30.48 11.97
We observe that rec-LRA outperforms all of the other
algorithms on Fashion MNIST, including backprop. On
MNIST, rec-LRA outperforms all of the other gradient-
free alternatives but does not beat out backprop. While
the signum networks do not reach the performance of
the topmost networks, they are not among the worst per-
forming, which offers encouraging evidence that non-
differentiable networks can make viable classifiers. We
further analyzed the training dynamics of more complex,
nonlinear networks, i.e., 8 layers of either 256 logistic
sigmoid or tanh neurons, trained via backprop and rec-
LRA over 100 epochs. Deep sigmoidal models are known
to be incredibly difficult to train due to the well-known
vanishing gradient problem [12], especially if naive Gaussian initializations are used. In Figure 2, on both
MNIST and Fashion MNIST, we observe that rec-LRA successfully trains networks of both kinds of units
with the same initialization and converges sooner. The fact that this result holds for the networks with
tanh units, which are friendlier to a backprop-centric optimization, offers some evidence of rec-LRA’s
potential robustness and stability.
CIFAR-10: The CIFAR-10 dataset has 50, 000 training and 10, 000 test images, across 10 categories.
Images are of size 32×32 pixels. 5, 000 training sample were set aside to measure validation loss/accuracy.
Global contrast normalization and ZCA whitening were used to pre-process images. While this dataset
is far more challenging than that of MNIST, we observe in Table 1 that rec-LRA outperforms networks
trained with other gradient-free methods, i.e, target prop and feedback alignment. Furthermore, rec-LRA
comes quite close to the performance the same architecture trained with backprop, offering evidence of its
ability to handle a challenging problem involving color images. In the appendix, we further dissect the
networks’ predictions and visualize latent representations.
ImageNet: The large-scale benchmark ImageNet [45], specifically the ILSVRC-2010 subset, is contains
over 1.2 million images, of size 224 × 224, each contain one out of 1000 different categories. Given
that the number of classes is large, it is convention to report two types of error rates: top-1 and top-5.
The top-5 error rate is the fraction of test images for which the correct label is not among the 5 classes
considered most probable by the model being evaluated.
In Table 2, we observe that rec-LRA-trained models outperformed ones trained via other gradient-free
methods and, again, comes quite close to the performance of the backprop-trained architecture (for both
top-1/top-5 test error). Furthermore, we measured wall-clock training time for both both networks to
determine if rec-LRA training offered a speed-up (since it does not require traversing down a long global
feedback pathway nor does it require computing activation function derivatives). Notably, in terms of
total training run-time over 90 epochs using a small set of 8 V100 GPUs, the backprop ResNet took
3 hours and 45 minutes (min) to train (speed was about 2.5-2.7 min/epoch) while rec-LRA took 2.127
min/epoch, training over the course of 3 hours and 12 min. In Figure 2 (bottom), we see that rec-LRA
does reach lower validation error sooner than backprop (though this result is not as obvious as it was for
MNIST/FMNIST). Furthermore, rec-LRA converges more smoothly than the backprop-trained ResNet.
We also report the performance of the (best-performing) sign symmetry (SS) of [55], which we outperform
though the margin of improvement is far narrower. It is important to note that this performant version of
SS we report still utilizes partial backprop in its calculations while rec-LRA is completely gradient-free.
State-of-the-art performance of deep networks on ImageNet is better [56] than that obtained by gradient-
free algorithms such as our own and in [3]. However, our aim was to show that a gradient-free algorithm
can indeed yield strong generalization on difficult, large-scale datasets – modern-day heuristics would
further boost our model performance.
5 Conclusions
In this paper, we proposed a gradient-free learning algorithm, recursive local representation alignment
algorithm (rec-LRA), for training deep neural architectures. rec-LRA generalizes as well as backprop and
outperforms other current gradient-free procedures across several datasets, notably on the massive-scale
benchmark ImageNet. Furthermore, it offers improved convergence due to faster, parallelizable weight
8
Preprint, Work in Progress
updates, as shown in our experiments. As a result, this work offers empirical evidence that a backprop-free
procedure can indeed scale up to larger datasets.
Broader Impact
The algorithmic framework proposed in this paper also presents a computationally efficient alternative
to training artificial neural networks (ANNs). The design of this approach, which obviates the need for
expensive calculations such as those related to point-wise derivatives, offers a pathway to reducing the
carbon footprint of ANN training by using fewer computational resources. Since our approach is strongly
inspired by human brain dynamics, our algorithm might have broad reach across the statistical learning and
computational neuroscience communities in the effort to build biologically-motivated models/algorithms
that generalize well. This research is a step towards building ANNs that learn and behave a bit more like
human agents, opening up a computational pathway that bridges our understanding of human intelligence
and artificial neural systems.
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Appendix: Large-Scale Gradient-Free Deep Learning with Recursive Local
Representation Alignment
Experimental Details
For the parameter optimization carried out on the MNIST and Fashion MNIST benchmarks, we employed the Adam
[23] adaptive learning rate, using a learning rate of λ = 2e− 4 (tuned using validation performance for each dataset).
Updates to parameters, whether they were calculated via backprop or rec-LRA, were estimated over mini-batches
of size 32 and layers (both forward and error synaptic weights) were initialized according to an element-wise, zero-
mean Gaussian distribution with standard deviation σ selected in the range of [0.025− 0.1] (tuned using validation
performance). Models with 5 layers of 256 neurons were trained over 500 epochs and those with 8 layers of 256
neurons were trained for 100 epochs. Note that we chose this configuration (including # of epochs) to be comparable
to related prior work [3].
For the CIFAR-10 and ImageNet benchmarks, with respect to image pre-processing, global contrast normalization was
applied, where each color channel’s pixel mean was subtracted from itself. ZCA whitening was then applied, where: 1)
the image data was centered and rotated onto its principle components, 2) the principle components were normalized,
and 3) the image was finally rotated back. Parameter updates were estimated with mini-batches of 10 samples. To
optimize network weights using either rec-LRA or backprop, we employed AdamW [29] with a global learning rate
of λ = 1e − 4 and used both layer normalization and batch normalization in the architectures for regularization.
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Figure 3: A depiction of recursive-LRA on a feed-
forward neural, with recursive depth of 2 shown.
Green diamonds represent error neurons while blue
dashed lines represent error weights that transmit
mismatch signals to specific layers in the network.
For the CNN and residual network models, a further gen-
eralization of the error neurons was employed. Inspired
by the success of combining L1 and L2 losses (similar
to elastic net regression) in the domain of neural image
compression [39, 31], we used a convex combination of
two sets of error neurons:
e` = αe(z` − y`) + (1− αe)sign(z` − y`)
where αe is a scalar factor meant to control the trade-off
between the two types of error neurons. We found, af-
ter preliminary experimentation, that αe = 0.19 for error
neurons that exist at the end of skip-error connections (re-
cursive depth 1, or error neurons embedded at the output
of a block of operations) and αe = 0.24 for neurons that
exist at the end of error synapses that connect a pair of lay-
ers locally (recursive depth 2, or error neurons embedded
within a block of operations). We used additive noise set to
a level of 0.1, 256 perturbation masks per layer for Imag-
Net, and 160 perturbation masks per layer for CIFAR-10.
We trained each model for 100 epochs and tuned indi-
vidual meta-parameters based on validation performance.
Rec-LRA specific meta-parameters found from validation
tuning were found to be β = 0.1205 and γ = 0.1524.
The rest of our configuration settings were set to be sim-
ilar to [22] to ensure a fair comparison among models,
i.e. we use rec-LRA and BP to train ResNet-18 models
[15]. Layers (forward and error weights) were initialized
with a unit Gaussian distribution (Xavier and orthogonal
initialization schemes were found to yield unsatisfactory
performance). The architectures of our trained CNN mod-
els were set to be identical to those of [3], hence meaning
we trained using the locally-connected structure originally
proposed in that study as a more biologically-plausible
replacement of standard convolution. The update rule for
locally-connected receptive field structures are the same as
that used for fully-connected weights.
In Figure 3, we present another visual of what the error synaptic structure would look for two arbitrary blocks of
operations (note, as in the main paper, a block could be a residual operator block or any collection of operators that
are designated as belonging to a group). The blue-dashed lines depict the flow of information of error messages
from one layer to another, but it should be noted that they visually abstract away the actual, fully-connected error
weight matrices that connect any two layers. For example, take EL→i – its concrete instantiation would be a matrix of
|yL|×|zi|, where |v|measures the dimesionality of vector v and the green diamond at layer L would be implemented
as a vector |yL| neurons, since there would be one error neuron per standard neuron in order to measure its mismatch
from a corresponding target value. The black solid arrows would be implemented as feedforward weights in the
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diagram example. The dashed black curved arrows simply imply that an internal target (to the right of a green
diamond) would simply be a function of the original latent state (to the left of the green diamond) and weighted
displacement signal (transmitted by error weights).
Expanded ImageNet Results: We presented in Figure 3 an expanded table of results
for ImageNet that include some additional relevant algorithm measurements. We report
Table 3: (Expanded) ImageNet results.
ImageNet Top-1 Top-5
TP 98.34 94.56
FA 93.08 82.54
ResNt, FA [55] 90.52 77.32
ResNt, FA+BP [55] 73.01 51.24
ResNet, BP [55] 33.14 12.49
ResNet, SS [55] 37.91 16.18
ResNet, SS+BP [55] 37.01 15.44
CNN, BP 62.58 39.89
CNN, rLRA 73.69 49.78
ResNet, BP 28.15 9.81
ResNet, rLRA 30.48 11.97
the performance of the (best-performing) sign symmetry (SS) of
[55], which we outperform though the margin of improvement
is far narrower. It is important to note that the best version of
SS we report still utilizes partial backprop in its calculations
while rec-LRA is gradient-free.
Update Re-Projection / Gradient Re-Scaling: For all
architectures and algorithms, in all experiments of this paper, we
re-projected weight updates (or gradients) back to a Gaussian
ball of radius c (as in [42]). Formally:
Nm(∆, c) =
{
c
||∆||∆, if ||∆|| ≥ c, and ∆, if ||∆|| < c
}
where ∆ is any parameter update matrix returned by a learning
algorithm. We found that gradient re-projection was useful to
consistently ensure stable training.
Derivation of Recursive LRA Model Updates
An artificial neural system, under our proposed framework of discrepancy reduction, is engaged with minimizing
the weighted sum of local representational mismatch functions. In general, for a neural system to work effectively
under this framework, two neural computational processes must be specified: 1) target representation generation
(in order to compute layer representation mismatch errors), and 2) synaptic weight updating (in order to improve
the model’s long-term performance at guessing target representations that facilitate a good mapping between x and
y) [37]. Under recursive LRA (rec-LRA) (and predecessor related work), the specification of both computational
processes centers around the introduction of a new type of neuron called the “error neuron”, a processing element
solely tasked with calculating mismatch values between the latent states of the network (given data) and target states
that better describe an effective mapping between input x and output (target) y.
To design the error neurons needed for rec-LRA to work, we start from the start from the objective function that a
neural system attempts to minimize under the framework of discrepancy reduction. The objective function, called
total system discrepancy or total discrepancy, is formally defined as:
D(Θ) =
L∑
`=1
κ`L`(y`, z`),where, L`(y`, z`) =
(||z` − y`||p)q
where {y1, · · · ,y`, · · · ,yL} are the layer-wise targets, {z1, · · · , z`, · · · , zL} are the current latent states (given
input data z0 = x), {h1, · · · ,h`, · · · ,hL} are their corresponding pre-activation values, and yL is the output
target (i.e. it is y, the encoded classification label). The value p sets the type of distance function used to compute
mismatch between a state’s prediction and the actual target, i.e., p = 2 is the L2 (Euclidean) norm and p = 1 is the L1
(Manhattan) norm (typically q = p). In this work, we set p = q = 2, as mentioned in the main paper, choosing the
square of the Euclidean distance as our representational mismatch function. κ` is a scalar coefficient used to weight
a particular local loss’s (at `) contribution to total discrepancy and, if set to values less than one, could be used to
simulate different time-scales of parameter evolution within various levels of the neural system. In the event that
p = q = 2, the local loss could further be interpreted as a local Gaussian log likelihood where the κ` = 1σ2 is used to
set its fixed scalar variance σ2. The error neurons themselves are then set to be equal to the partial derivatives of the
function with respect to its latent states, or ∂D(Θ)
∂z`
. The needed partial derivative for any layer ` (with p = q = 2)
would be:
e` =
∂D(Θ)
∂z`
=
∂κ`
(||z` − y`||2)2
∂z`
=
κ`
2
(z` − y`)⊗ ∂(z` − y`)
∂z`
= (z` − y`), with κ` = 2.
It should be noted that the other kinds of error neurons could be designed to specify rec-LRA’s central computational
processes using other flavors of local representational mismatch losses.
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If we assume a simple feedforward process for the neural system’s propagation of information from x to y, i.e.,
z` = φ`(h`) and h` = W` · z`−1 which means that the forward parameters are {W1,W2, · · · ,WL}, then deriving
the weight update proceeds from the error neuron derivation in the following manner:
∆W` =
∂D(Θ)
∂W`
=
∂D(Θ)
∂z`
∂z`
∂W`
=
∂D(Θ)
∂z`
∂z`
∂h`
∂h`
∂W`
=
(
e` ⊗ φ′`(h`)
) · (z`−1)T (4)
where we observe that the weight updates directly follow from the error neuron derivation.
Note that prior work [38, 36] has found that it is permissible to omit the activation function’s point-wise derivative
so long as the activation is monotonically non-decreasing in its input. This has been demonstrated to work well in
several prior efforts [37, 32]. One hypothesis for this empirical performance is that if the input is in the approximately
linear region of the activation function, removing the derivative makes no difference; meanwile, if the input is in the
saturated region (e.g., left side of ReLU or both tails of the the sigmoid), the activation derivative strongly attenuates
the directional signal provided by other parts of the chain rule (especially when multiplied by the 0 derivative in parts
of the ReLU function). In such a case, removing the derivative activation would allow a neuron to take a larger step
size and escape the saturated region if necessary. Thus we replace Equation 4 with the update e` · (z`−1)T which is
also a type of error-driven Hebbian learning rule [19, 37] and similar in spirit to the classical delta rule [53] and the
prescribed error rule [30, 4].
The final remaining part is to define how the targets are generated, i.e., {y1, · · · ,y`, · · · ,yL}, since
the error neurons expect to be provided with some type of target representation that they can use
when measuring representational mismatch. While the targets could come from a variety of sources,
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Figure 4: Measured angles between updates given by
backprop and: 1) rLRA (red), or 2) rLRA, dx (blue).
e.g., the outputs of other complementary neural sys-
tems, a database of desired latent representations, or
an iterative inference process [38], one of the simplest
ways to create targets is to introduce a simple, learn-
able generative structure that projects errors from one
layer down to the one below it [37] using another
set of parameters called error synapses. These error
weights could also be likened to the decoder weights
of the inverse mapping of target propagation [26],
however, these weights project error messages while
target propagation decoder weights project perturbed
post-activation activities. While rec-LRA employs
a complex generative structure that entails skipping
across long distances to transmit mismatch informa-
tion from one region to another, to show how the
error synapses interact with the latent states and are
updated themselves, we will provide intuition using
the simplified setting of a simple layer pair-wise trans-
mission structure, where, in the notation of the main
paper, the error weight (matrix) connecting any two
layers, (` + 1) and `, would be denoted E(`+1)→`.
The generative structure in this case for a network with L layers would be:
y` = φ`(h` − βd`), where, d` = E(`+1)→` · e`+1
where we see that the error neurons play a further role beyond their use in updating the forward synaptic weights, i.e.,
their information content is first projected down to the layer below (stored as signal d`, which is the displacement
vector for latent state z`) and then used to adjust the original pre-activation of ` through a single weighted integration
step. Much like that in the case of the forward weights, the updates to the error weights themselves also follow from
the total discrepancy function:
∆E(`+1)→` =
∂D(Θ)
∂E(`+1)→`
=
∂D(Θ)
∂y`
∂y`
∂E(`+1)→`
=
∂D(Θ)
∂y`
∂φ`(h` − βd`)
∂d`
∂d`
∂E(`+1)→`
=
(− e` ⊗ φ′`(h` − βd`))∂(h` − βd`)
∂d`
∂d`
∂E(`+1)→`
= −β(− e` ⊗ φ′`(h` − βd`)) · (e`+1)T ≈ −β(− e`) · (e`+1)T .
While the derive update rule above would work with updating the error synapses (provided that we multiply it by
−γ/β), in this work we experimented with two other error update alternatives. One was a simpler Hebbian rule (as
14
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was presented in the main paper): ∆E` = γ(−d` · (e`+1)T ) and the other was: ∆E` = γ(z` · (e`+1)T . In practice,
we have found these two alternative Hebbian rules to yield faster convergence in general – the first one proved to
be useful for the large-scale models (trained on CIFAR-10 and ImageNet) and the second one proved useful for the
MNIST/FMNIST experiments. The second rule is similar to [37], prescribing that error weights are adjusted via a
product of incoming source error messages they receive and the latent states they wire to.
So long as the updates given by rec-LRA are within 90◦ of the gradients given by backprop (which greedily follows
the path of steepest descent), the algorithm will move network parameters in the same general direction as backprop
and still locate good local optima [34, 37]. While we defer a formal proof of this algorithmic angle relationship for
future work (where one could adapt a proof form of similar structure to that of [34]), we offer empirical support of
this fact in Figure 4. In this experiment, we measured the angle between two versions of rec-LRA and backprop every
100 mini-batches throughout the course of a full 100 epoch training simulation for the 8-layer residual architecture
trained on MNIST in the main paper (but with relu activation functions). The first version of rec-LRA (rLRA) used
the error Hebbian rule presented above and the second version (rLRA, dx) utilized the unaltered, derived update rules
(which included activation function derivatives). As observed in Figure 4, the updates computed by either version of
rec-LRA do appear to indeed yield updates are within 90◦ those that would be calculated by backprop, though they
appear to be closer to backprop at the start of learning and converge to roughly just under 75◦ and remain relatively
stable throughout the learning process. Note that it appears that rec-LRA updates are bit further away from backprop
than pair-wise LRA [37] (reported at ∼ 40◦).
Additional Analysis of Model Predictions and Latent Visualization
In Table 4, for both CIFAR-10 and ImageNet, we dissect the networks’ predictions (beyond accuracy) by an-
alyzing their confusion matrices on the test set – we calculate precision (Prec), recall (Rec), and the F1 score
(the harmonic mean between Prec and Rec). For CIFAR-10, in terms of these metrics, it appears that rec-
LRA is a bit weaker in recall comapred to backprop, though its precision is quite close to that of backprop.
Table 4: Generalization performance measurements of
networks trained on CIFAR-10 and ImageNet.
Algorithm Acc F1 Prec Rec
BP 91.15% 90.24 89.51 90.58
rLRA 90.88% 89.96 89.20 88.61
Algorithm Acc F1 Prec Rec
BP 71.84% 70.04 70.12 69.96
rLRA 69.52% 67.82 68.12 67.52
We speculate that the small gap in performance could
be closed with a more rigorous tuning of the meta-
parameters of rec-LRA on the validation set. Nonethe-
less, rec-LRA’s strong generalization on CIFAR-10
already offers evidence of its ability to scale up to a
more challenging problem involving color images.
On ImageNet, we observe a bit of a larger perfor-
mance gap, especially in terms of recall. How-
ever, with only minimal tuning of the ResNet trained
via rec-LRA, its generalization performance is quite
impressive. We hypothesize that with more rigor-
ous/careful tuning and the use of additional model heuristics, performance will improve across all metrics.
In Figure 5, for the trained CIFAR-10 networks, we visualize the top-most latent representations acquired by those
trained by backprop and rec-LRA, using t-SNE [51]. Perplexity was set to 30 and 100 iterations were used to fit
t-SNE on the latents. Qualitatively, we observe that rec-LRA does indeed learn a good separation/clustering of classes
in its latent representations (just as backprop does).
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Figure 5: t-SNE visualization of Resnet trained with either backprop (left) or rec-LRA (right).
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