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By Ronald Getoor
University of California at San Diego
During the three decades from 1930 to 1960 J. L. Doob was, with
the possible exception of Kolmogorov, the man most responsible for
the transformation of the study of probability to a mathematical
discipline. His accomplishments were recognized by both probabilists
and other mathematicians in that he is the only person ever elected
to serve as president of both the IMS and the AMS. This article is
an attempt to discuss his contributions to two areas in which his
work was seminal, namely, the foundations of continuous parameter
stochastic processes and probabilistic potential theory.
1. Introduction. J. L. Doob was a true mathematical pioneer. He was in-
strumental in establishing and developing a number of areas of mathematics
that became major topics for further research in the mathematical theory
of probability. I have emphasized mathematics in the preceding sentence be-
cause Doob himself insisted on it. In fact, I think that what we owe most to
him is his steadfast, unrelenting insistence that probability is mathematics.
He clearly stated this in the preface to his 1953 book [36]—such numbers
refer to Doob’s publications in his accompanying complete bibliography that
was compiled by D. Burkholder—where he wrote, “Probability is simply a
branch of measure theory, with its own special emphasis and field of applica-
tion . . . .” In one of his earliest papers on probability [10] he wrote, and the
emphasis is his, “It is the purpose of this paper to show that the statement
that a successful system is impossible in a game of chance corresponds to
a mathematical theorem . . . .” This insistence that a stochastic process is a
mathematical object not to be confused with the empirical process of which
it may be a model may seem obvious today but that was not the case in the
1930s.
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In order to appreciate Doob’s early achievements, one must first have some
understanding of the state of probability at the beginning of the 1930s. It
was not clear at the time whether probability was part of mathematics or
part of physical science. Although many important results had been estab-
lished, there was no “theory” of probability. Doob, himself, described this
state of affairs in [81]. Then in 1933, Kolmogorov proposed the now famil-
iar axiomatic system for probability based on measure theory. Today this is
almost universally accepted as the appropriate framework for mathematical
probability.
In fact, Kolmogorov showed how to construct a family {xt : t∈ T} of ran-
dom variables with given finite dimensional distributions where T is an ar-
bitrary index set. This Kolmogorov construction was adequate when T is
countable; in particular, it provided a mathematical model for a sequence of
independent random variables with given distributions. Hence, it was suffi-
cient to formulate and discuss the classical results of probability theory such
as the central limit theorem, the strong law of large numbers, etc. However,
this is no longer the case when T is uncountable. For example, if T = R,
the probabilities that t→ xt is continuous or that t→ xt is measurable are
not defined in the Kolmogorov construction. But such regularity properties
of the trajectories are precisely what are needed in developing a theory of
stochastic processes (i.e., family of random variables) indexed by R. There-
fore, it is necessary to modify the Kolmogorov construction in order to have
the probabilities of such events defined.
Although Wiener had given a rigorous construction of Brownian motion
in the 1920s, there was hardly any theory of continuous parameter stochas-
tic processes in the mid 1930s. This is the problem that Doob addressed for
the first time in his 1937 paper [12]. He returned to this problem a number
of times, especially in [27] and his book [36]. He was the first to rigorously
address such questions. This required a serious use of measure theory and I
believe it is fair to say that many probabilists in the late 1930s and 1940s
(and, perhaps later) were uncomfortable with the type of measure theory re-
quired for the analysis of the trajectories of a continuous parameter process.
Of course, there were exceptions, especially K. Itoˆ who has written that he
was influenced by Doob’s work.
Joe Doob was a true pioneer in this area. Elsewhere I have called him a
lonely voice in the wilderness during much of this time. (In a letter dated
September 27, 1979, he wrote, “Your idea that I was a lonely voice is quite
justified.”) The appearance of his book Stochastic Processes in 1953 was an
event of great importance in the theory of probability. It contained along
with many other things a culmination of his work on continuous parameter
process and a presentation of the state of the art at that epoch of martingale
theory. P. A. Meyer has said that it marked the beginning of the modern era
in the theory of stochastic processes. The enormous influence of this book
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cannot be measured by a mere list of citations. It helped shape the spirit
and outlook of the generation of probabilists that came of age in the 1950s
and 1960s. It is hardly ever cited directly today, having been superseded by
a myriad of modern books. It was so successful that it became obsolete.
On a personal note, I first saw, I won’t say met, Joe during the sum-
mer of 1953. I was in my last year as a graduate student at the University
of Michigan and Marcel Brelot was spending a month or two visiting the
University of Michigan that summer. At some point during his visit, there
was a conference on potential theory and Joe was one of the participants. I
must have attended his talk, but I don’t recall anything about it. That fall
Shu–Teh Moy returned to Ann Arbor to complete her doctorate. She had
spent the previous year in Urbana studying with Joe and she brought back
some of the page proofs—or perhaps the galleys—of the 1953 book. During
the Fall semester of 1953 we organized a seminar to work through the parts
of Chapters 1 and 2 dealing with conditioning and separable processes. As
there were no copy machines in those days, the proof sheets were just about
worn out by the end of the term. The material on separability was especially
difficult for me and it was only much later that I understood what he had
achieved.
Since his death in June 2004 at the age of 94, numerous testimonials to
Doob and his work have appeared. Volume 50 (2006) of the Illinois Journal
of Mathematics consists entirely of papers dedicated to his memory and
contains a short commentary, by Donald Burkholder, on his life and work.
See also [B] and [BP]. I especially recommend [Sn] to the reader.
I am going to attempt to describe Doob’s work in two of the areas in which
his contributions were seminal: the establishment of a measure theoretic
foundation for continuous parameter stochastic processes and probabilistic
potential theory. In preparing these remarks I have benefited greatly from
and also borrowed freely from two historical notes by P. A. Meyer [M2], [M3]
and from [Sh] by M. J. Sharpe.
2. Continuous parameter stochastic processes. As mentioned before in
his 1933 monograph, Kolmogorov had shown how to construct a family
of real valued random variables with prescribed finite dimensional distribu-
tions; a construction that is familiar to all probabilists. Let T be an arbitrary
index set and let Ω∗ be the set of all real valued functions ω∗ :T →R. Let B
denote the Borel σ-algebra of R and let F0 be the product σ-algebra in Ω∗,
that is, the σ-algebra generated by the coordinate maps Xt :Ω
∗→ R where
Xt(ω
∗) = ω∗(t). It is convenient to use X(t,ω∗) and Xt(ω
∗) interchangeably
as notation for ω∗(t). Given a family of finite dimensional distributions sub-
ject to the necessary compatibility conditions, Kolmogorov constructed a
probability measure P ∗ on (Ω∗,F0) such that {Xt; t ∈ T} is a family of ran-
dom variables with the given finite dimensional distributions. Let F∗ denote
the P ∗-completion of F0.
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The intuition is that the finite dimensional distributions associated with
an empirical process are the only things that are physically observable, at
least theoretically, and so any family of random variables with the given
finite dimensional distributions ought to be a reasonable model for the un-
derlying empirical process. This is indeed the case when T is countable.
The Kolmogorov space (Ω∗,F∗, P ∗) provides a satisfactory model for a se-
quence of random variables with prescribed finite dimensional distributions,
in particular, for a sequence of independent identically distributed random
variables.
However, if T is uncountable, this is no longer the case. Until further
notice, I shall suppose that T is either R or R+ = [0,∞[. A set in F0 depends
on at most a countable number of t-values, but in doing analysis one is
interested in events such as {ω∗ :X(·, ω∗) is continuous} or {ω∗ :X(·, ω∗) is
measurable} and these sets are not in F0 nor in F∗. Therefore, their P ∗
probabilities are not defined. This is the problem that Doob addressed for
the first time in his 1937 paper [12]. He began with the Kolmogorov space
(Ω∗,F∗, P ∗) where, as above, F∗ is the P ∗-completion of F0. If Λ ⊂ Ω∗,
define P
∗
(Λ) as the infimum of P ∗(Λ′) for Λ′ ∈ F∗ with Λ′ ⊃ Λ. P
∗
is the
outer measure induced by P ∗. If Ω⊂Ω∗ with P
∗
(Ω) = 1, define a σ-algebra
F on Ω to consist of those sets Λ⊂Ω such that Λ = Ω∩Λ∗ for some Λ∗ ∈F∗
and set P (Λ) = P ∗(Λ∗). Doob first proved that P is well defined and that
(Ω,F , P ) is a probability space. F (resp. P ) is called the trace of F∗ (resp.
P ∗) on Ω. Although this is easily checked, I believe that it had not been
formalized previously. In any case, he certainly was the first to appreciate its
importance. Indeed, he proceeded to define a stochastic process as a subset Ω
of Ω∗ with outer measure one. Since (Ω∗,F∗, P ∗) is complete, so is (Ω,F , P ).
In view of his later insistence on not confusing the mathematical object
with the empirical process of which it may be a model, it is interesting that
he qualifies this definition with the following footnote: “Strictly speaking,
the stochastic process should be defined as the physical system or other
entity whose changing is represented by the mathematical formulation of
the definition, but it seems wiser to use the term stochastic process both for
the mathematical formulation and for the concretization it represents, than
to introduce more terminology.” This definition suffers from the fact that it
involves the rather arbitrary choice of the set Ω. Doob, himself, makes this
comment in [27].
In [12] he introduced two concepts. First of all, a process Ω is quasi-
separable provided there exists a countable dense set S ⊂ T such that, for
every open interval I ⊂ T,
sup
t∈I∩S
Xt(ω) = sup
t∈I
Xt(ω) and inf
t∈I∩S
Xt(ω) = inf
t∈I
Xt(ω)
for all ω ∈ Ω. Actually his definition is slightly different; the above is an
equivalent formulation as is easily seen and is contained in the proof of his
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Theorem 1.2. One can show that Ω is quasi-separable if and only if for each
ω ∈Ω the graph of ω restricted to the countable set S is dense in the graph
of ω. Since the graph of any real valued function on T is separable as a
subspace of T ×R, quasi-separability is a type of “uniform” separability of
the graphs of ω ∈Ω in that a single countable parameter set S suffices for all
ω ∈Ω. Note that if Ω is quasi-separable, then supt∈IXt as a function on Ω
is F measurable since it is identical with supt∈I∩SXt on Ω; the crucial point
being that this and many other functions on Ω∗ that are not F∗ measurable
become F measurable when restricted to Ω.
Doob defined a stochastic process, Ω, to be measurable provided that
(t,ω)→ X(t,ω) is measurable on T × Ω relative to the product measure
λ× P where λ is a Lebesgue measure on T . By this he meant measurable
with respect to the λ× P completion of B × F or, equivalently, the λ× P
completion of L × F . Here B(L) is the σ-algebra of the Borel (Lebesgue)
measurable subsets of T . He showed that the set of ω∗ such that X(·, ω∗)
is not Lebesgue measurable always has P ∗ outer measure one for any Kol-
mogorov space. This and Fubini’s theorem imply that Ω∗ itself is never a
measurable stochastic process.
In Theorem 2.3 he obtained a necessary and sufficient condition on P ∗
measure that there exists a measurable process Ω in Ω∗. Perhaps more in-
teresting is the sufficient condition contained in Theorem 2.4. Namely, if for
λ almost every t,Xt+h →Xt in P
∗ measure as h→ 0, then there exists a
measurable process Ω⊂Ω∗. He also established a sufficient condition for the
existence of a quasi-separable measurable process Ω in Theorem 2.5. I won’t
describe this since better results are contained in [16]. Most of the remainder
of [12] is devoted to establishing the basic properties of processes with in-
dependent increments, here called differential processes. It culminates with
the following result which, for simplicity, I shall state in modern terminol-
ogy. A centered process with independent increments has a version in which
almost surely the sample functions have only discontinuities of the first kind
and are right continuous except possibly, at the fixed points of discontinuity
which form a countable set.
I now turn to the 1940 paper [16]. This paper is best known for its de-
velopment of the basic properties of martingales including the convergence
theorems and the sample function properties of continuous parameter mar-
tingales. But Section 2 contains an expanded and improved treatment of
much of the material in [12]. Adopting the same definition as in [12], he
proved that there always exists a quasi-separable process Ω, although in
some cases it may be necessary to allow the functions in Ω to take infinite
values. However, the coordinate functions (Xt) have the same finite dimen-
sional distributions on (Ω,F , P ) as they do on (Ω∗,F∗, P ∗). Of course this is
essentially the basic theorem for the existence of a separable version as for-
mulated in the 1953 book [36]. (I do not know if [36] is the first place where
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he adopted the terminology separable in place of quasi-separable.) He also
showed that if a measurable process exists, then a quasi-separable measur-
able process Ω exists which, in fact, possesses additional nice properties that
I won’t describe here. For later applications the following result is, perhaps,
the most important. It is contained in his Theorem 2.8. Suppose that P ∗ has
the property that if S is any countable dense subset of T , then almost surely
P ∗, lims∈S,s↓tXs exists for each t. Let D1(D2) be the subsets of T such that,
for any sequence, (tn) ⊂ T with tn ↓ t(tn ↑ t),Xtn → Xt almost surely P
∗
provided t /∈D1(D2). Then D1 and D2 are countable. Moreover, there exists
a quasi-separable process, Ω, such that, for almost all ω ∈ Ω,X(·, ω) has a
limit from the right at all t, has at most a countable set of discontinuities
(depending on ω) and is right continuous at all t /∈D1.
That same year, 1940, in a joint paper [15] Doob and Ambrose discussed
the relationship between a stochastic process defined as a subset Ω⊂Ω∗ of
outer measure one and a stochastic process defined as one usually sees it
today, namely, a stochastic process defined as a family {Yt, t∈ T} of random
variables on some probability space (W,G0,Q). They called it a process in the
sense of Wiener. Let Y (t,w) also denote Yt(w). The function (t,w)→ Y (t,w)
is a random function in their terminology. They began by describing the, now
familiar, way that a random function induces a probability P ∗ on (Ω∗,F0).
Recall that F0 is the σ-algebra generated by (Xt; t ∈ T ). Let Y be the
map from W to Ω∗ defined by Y (w)(·) = Y (·,w). Y is measurable, that is,
Y
−1
(F0)⊂ G0. Define P ∗ to be the image of Q under Y ,P ∗(Λ) =Q[Y
−1
(Λ)]
for Λ ∈ F0, and F∗ to be the P ∗ completion of F0. Then (Ω∗,F∗, P ∗) is
a Kolmogorov space on which the coordinate maps (Xt; t ∈ T ) have the
same finite dimensional distributions as (Yt, t ∈ T ) on (W,G
0,Q). Set Ω =
Ω(Y ) = Y (W )⊂ Ω∗. Then as in [12] or [16], (Ω,F , P ) denotes the trace of
(Ω∗,F∗, P ∗) on Ω. Also let G be the σ-algebra onW generated by (Yt; t∈ T )
and G its Q-completion. Now G ⊂ G0 and the inclusion may be proper.
Next they proved that Λ is P -measurable (i.e., Λ ∈ F) if and only if Λ′ =
Y
−1
(Λ) ∈ G and, hence, P (Λ) =Q(Λ′). They remarked that if (Ω∗,F∗, P ∗)
is a Kolmogorov space, then any stochastic process Ω ⊂ Ω∗ is determined
by a random function, namely, X(t,w) on (Ω,F , P ). Therefore, there is an
equivalence of the two ways of defining a stochastic process.
Let Y be a random function on (W,G0,Q) and, as in the previous para-
graph, G be the σ-algebra generated by (Yt, t ∈ T ). They defined Y to be
strongly measurable provided (t,w)→ Y (t,w) is measurable with respect to
the λ×Q completion of L × G. They proved that Ω(Y )⊂ Ω∗ is a measur-
able stochastic process if and only if Y is strongly measurable. Two random
functions Y and Z on the same probability space (W,G0,Q) are equivalent
provided that Y (t, ·) =Z(t, ·) a.e. Q for each fixed t ∈ T . Then the following
result was established. A random function is strongly measurable provided
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it is equivalent to a random function that is (t,w) measurable, that is, mea-
surable with respect to the λ×Q completion of L × G0. This differs from
strongly measurable in that G is replaced by the possibly larger σ-algebra
G0. As a corollary, if Y is a random function and P ∗ is the measure on Ω∗
that it induces, then Ω∗ will contain a measurable process Ω provided Y is
equivalent to a (t,w) measurable random function.
In [27], which is based on an address delivered at the Summer Meeting
of the AMS in August 1946, Doob proposed an alternative approach. He
also changed his notation somewhat in [27], and I will adapt my notation to
conform more closely with that of [27]. Given a family of compatible finite
dimensional distributions, Doob now let (Ω,F0, P0) denote the correspond-
ing Kolmogorov space except that each ω ∈ Ω is now a function from T to
R = [−∞,∞], that is, Ω =R
T
. Of course, P0(|Xt|<∞) = 1 since the finite
dimensional distributions are carried by Rd for the appropriate d <∞. Note
that Ω equipped with the product topology is a compact Hausdorff space.
Let Ω1 ⊂Ω have outer measure one. Doob asserted that the method of “rel-
ative measure,” that is, taking the trace on Ω1, is inelegant and that it is
more elegant to extend the domain of the definition of P0. So let F1 be the
σ-algebra in Ω generated by F0 and the set Ω1 of outer measure one. It
is easy to see that P0 extends uniquely to a probability P1 on F1. Clearly
(Xt, t∈ T ) has the same finite dimensional distributions when considered on
either the trace of Ω on Ω1 or on (Ω,F1, P1), and so this procedure accom-
plishes exactly what the trace does. This allowed him to more easily compare
this technique to a method suggested by Kakutani, namely, to extend P0 on
F0 to P2 defined on the Borel σ-algebra F2 of the compact Hausdorff space
Ω. Since F0 is the Baire σ-algebra of Ω, that is, the σ-algebra generated
by the continuous functions, there is a unique regular extension P2 of P0 to
F2. P. A. Meyer has called (Ω,F2, P2) the second canonical process in [M1].
Since {supt∈I Xt > k} is open for any I ⊂ T , this supremum is a random
variable on the probability space (Ω,F2, P2). Note that F1 ⊂ F2 provided
the additional set Ω1 ∈ F2. But this is still not satisfactory. Doob showed,
for example, that there are difficulties when discussing measurable processes.
For example, if Ω1 is a measurable process as defined in [12], Ω1 may not be
in F2.
In Sections 1 and 2 of Chapter II of his 1953 book [36], Doob gave an
expanded treatment of this material. Here he adopted as the definition of a
stochastic process what in [15] was called a process in the sense of Wiener.
Namely, an arbitrary probability space (Ω,F , P ) is given, but it is no longer
assumed that F is complete. A random variable X is an extended real valued
measurable function on Ω with the property that P (|X| <∞) = 1, and a
stochastic process is a collection (Xt, t ∈ T ) of random variables where T
is an arbitrary index set. As before, T will denote either R or R+ = [0,∞[
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in what follows and either Xt(ω) or X(t,ω) will be used to denote the
evaluation of Xt at ω ∈Ω. Parenthetically, it is interesting to note that here
he used the name random variable, while in the earlier papers [12, 15, 16, 27]
he used chance variable. On page 307 of [Sn] he explained that this change of
nomenclature was the result of a chance (random) experiment: He lost a coin
toss. Of course, today random variable is the well established terminology
and I, personally, am glad that he lost.
Let X = (Xt, t ∈ T ) be a stochastic process and A a subfamily of the σ-
algebra, B, of Borel subsets of T . Then X is separable relative to A if there is
a countable subset S ⊂ T and Λ ∈ F with P (Λ) = 0 such that if A ∈A and I
is any open interval, then {Xt ∈A, t ∈ I ∩ T} and {Xs ∈A,s ∈ I ∩ S} differ
by a subset of Λ. If A is the class of all (possibly unbounded) closed intervals,
then X is just separable without reference to A. If Λ is empty, separable is
essentially what was called quasi-separable in [12]. In this situation X is
separable if and only if the graph of X(·, ω) is contained in the closure in
T ×R of the graph of X(·, ω) restricted to S for each ω /∈ Λ. Let F(T ) be
the σ-algebra generated by (Xt, t ∈ T ) and F(T ) be the completion of F(T )
relative to P . A second process X˜ = (X˜t, t ∈ T ) on the same probability
space (Ω,F , P ) is a standard modification of X provided that, for each
t ∈ T,{Xt 6= X˜t} ∈ F(T ) and P (Xt 6= X˜t) = 0. This is stronger than just
requiring that P (Xt 6= X˜t) = 0 for t ∈ T since the exceptional set for each t
depends only on the process X .
Theorem 1. Let X be a stochastic process. Then there exists a standard
modification X˜ of X that is separable relative to the class of all closed sets,
and hence, separable.
This is a stronger result than the corresponding theorem in [16].
The definition of a measurable process in the book is that a process
(Xt, t ∈ T ) is measurable provided Xt(ω) defines a function measurable in
the pair of variables (t,ω). Reading the proof of the following theorem, it is
evident what is meant here is that (t,ω)→Xt(ω) is measurable with respect
to the λ× P completion of B ×F(T ). Here is the basic existence theorem
for a standard modification given in the book.
Theorem 2. Let (Xt, t ∈ T ) be a stochastic process. If there exists T1 ⊂
T with λ(T1) = 0 such that lims→tXs =Xt in probability for each t ∈ T \T1,
then there exists standard modification of X that is measurable and separable
relative to the closed sets.
On page 67 (1953 edition) Doob states a somewhat complicated neces-
sary and sufficient condition for a process X to have a measurable standard
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modification. Then he goes on to say (emphasis added), “Moreover, it can
be shown that there is a separable (relative to the closed sets) measurable
standard modification whenever there is a measurable standard modifica-
tion. Note that the stated necessary and sufficient condition is a condition
on the measures of F(T ) sets, that is, on the finite dimensional distribu-
tions.”
The two theorems quoted above were the culmination of Doob’s efforts
to develop a framework general enough for a rigorous treatment of continu-
ous parameter processes. In the late sixties and early seventies several new
types of process measurability appeared. Predictable, optional or progressive
processes were defined and proved to be of great importance. For the most
part, these ideas were introduced and developed by P. A. Meyer and his
school and became known as the general theory of processes or, sometimes,
Strasbourg probability. However, progressive or progressively measurable
processes were defined by Chung and Doob in [67] where they also estab-
lished the basic properties of such processes. Doob returned to this subject
in [85] where he related the older notion of separability to these newer (in
1975) concepts.
Let (Ω,F , P ) be a complete probability space and let (Ft, t ≥ 0) be a
right continuous filtration such that F0 contains all P null sets. Then if
0 ≤ s < t <∞,Fs ⊂ Ft and Fs =
⋂
t>sFt. A process X = (Xt, t ≥ 0) will
always have R+ as parameter set and be adapted to (Ft). A stopping time is a
stopping time relative to the given filtration, and a stopping time is discrete
provided its range is countable. In [85] Doob proved the following result.
Let X be a bounded separable process. Then a sufficient condition that
almost surely X has left (right) limits at all t > 0 (t≥ 0) is that whenever
(Tn) is a uniformly bounded increasing (decreasing) sequence of discrete
stopping times limnE(X(Tn)) exists. This should be contrasted with the
more familiar result that this holds with separable replaced by optional. Of
course, every process, X , has a separable modification, X̂ . Since P (Xt 6=
X̂t) = 0, X̂ is also adapted to (Ft). Recall F0 contains all P null sets.
Doob also defined two new types of separability in [85]. A process X is
optionally (predictably) separable provided there exists a sequence (Tn) of
bounded (predictable) stopping times such that for each ω the set {Tn(ω), n≥
1} contains 0, is dense in [0,∞[ and the graph of X(·, ω) is in the closure of
the graph restricted to this parameter set. He then proved that if X is op-
tional (predictable), it is indistinguishable from an optionally (predictably)
separable process X̂ . The result described in the previous paragraph remains
true if separable is replaced by optionally separable except that one can no
longer restrict the Tn to be discrete. There is also a predictable version. If
X is a bounded predictably separable process and if limnE(S(Tn)) exists
whenever (Tn) is a uniformly bounded increasing sequence of predictable
stopping times, then almost surely X has left limits.
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Today Doob’s approach to continuous parameter processes based on sep-
arability, for the most part, has been replaced by the newer concepts men-
tioned above, even though separability is more general in that every process
has a separable version. But it was Doob’s work during the fifteen years
leading up to the publication of his book [36] that set the stage for the ma-
jor developments in the theory of continuous parameter stochastic processes
that were to come in the years immediately following the appearance of
[36]. Moreover, the principal probabilists, at least in the West, responsible
for this sudden burst of progress in the late 1950s and 1960s belonged to the
generation steeped in the rigorous approaches of his book.
3. Potential theory. Doob’s first paper on potential theory [37] appeared
in 1954 just one year after his book [36]. This marked a shift in his research
interests, as most of his efforts during the next few years were devoted to
what is sometimes called probabilistic potential theory. Although his thesis
and first few papers dealt with analytic function theory, he had not pub-
lished in this area for some time. Yet in [37] he made use of some of the
recent (in 1954) deep results of H. Cartan and M. Brelot in potential the-
ory. A major theme underlying much of Doob’s work in potential theory is
that a superharmonic (harmonic) function composed with Brownian motion
yields an almost surely continuous supermartingale (martingale) subject to
finiteness conditions, and that this provides a powerful tool for investigat-
ing properties of such functions, especially their boundary behavior. Here
the key word is continuous. That a superharmonic function composed with
Brownian motion is a supermartingale results from a rather trite calculation.
That this composition is almost surely continuous is a deep result that is
crucial for the applications. It is one of the most important results in Doob’s
early work in potential theory.
Recall that ∆=
∑d
j=1
∂2
∂x2
j
denotes the Laplacian in Rd. Let |x− y| denote
the Euclidean distance between x and y in Rd. Then B(x, r) = {y ∈Rd : |x−
y|< r} and S(x, r) = {y ∈Rd : |x− y|= r} denote the open ball and sphere
with center x and radius r. If G ⊂ Rd is open, then u :G→ R = [−∞,∞]
is superharmonic on G provided u > −∞, u 6≡ +∞, u is lower semicontin-
uous (lsc) and for every ball whose closure B(x, r) ⊂ G one has u(x) ≥∫
S(x,r)u(y)σx,r(dy), where σx,r is normalized surface measure on S(x, r).
Also u is subharmonic provided −u is superharmonic and u is harmonic
provided it is both superharmonic and subharmonic. Of course, u is har-
monic if and only if u is twice differentiable and ∆u= 0. In fact, a harmonic
function is real analytic.
Let B = (Bt)t≥0 denote Brownian motion in R
d and let P x denote its law
starting from x ∈ Rd;P x(B0 = x) = 1. Let (Ω,G) be the sample space on
which B is defined. We write Bt(ω) or B(t,ω) when we want to display the
J. L. DOOB 11
dependence on the sample point ω ∈ Ω. It sometimes is also convenient to
write B(t) or B(t, ·) for Bt.
If f is a Borel function on Rd that is positive (i.e., non-negative) or
bounded, define
Ptf(x) =E
x[f(Bt)] =
∫
gt(y − x)f(y)dy.(1)
Here dy denotes d-dimensional Lebesgue measure and gt(x) = (2pit)
−d/2
exp(−|x|2/2t) is the Gauss kernel on Rd. Setting P0 = I , one checks that
(Pt)t≥0 is a strongly continuous semigroup of contraction operators on C0(R
d)
– the continuous functions on Rd vanishing at infinity.
Some superficial relations between Brownian motion and classical po-
tential theory are immediate. For example, 12∆ is the formal generator of
the semigroup (Pt), gt(x) is the fundamental solution of the heat equation
∂u
∂t =
1
2∆u and if d≥ 3,
∫∞
0 gt(x)dt = c(d)|x|
2−d is a multiple of the Newto-
nian potential kernel. In 1944 Kakutani [K] took the first nontrivial step in
a development that would come to recognize that as M. J. Sharpe has writ-
ten in [Sh] “Brownian motion and classical (Newtonian) potential theory are
just different mechanisms for studying the same problems.” He identified the
Brownian exit distribution from a domain with the corresponding harmonic
measure. To explain this, suppose that A is a Borel subset of Rd, then the
hitting time, T (A), of A is the infimum of the strictly positive t > 0 such
that Bt ∈ A and T (A) =∞ if there are no such t. Here the fact that the
infimum excludes t= 0 is crucial. The exit time, τ(A), from A is the hitting
time of Ac =Rd\A. Now let D be a connected open set with compact closure
and boundary ∂D. If x ∈D, HD(x,dy) = P
x[Bτ(D) ∈ dy] defines a probabil-
ity measure on ∂D. Here Bτ(D) is the position of the Brownian trajectory
when it first exits D. If ∂D is smooth and f is continuous on ∂D, Kakutani
showed that
u(x) =
{∫
HD(x,dy)f(y), x ∈D,
f(x), x ∈ ∂D
(2)
solves the Dirichlet problem for D with boundary data f in the sense that u
is harmonic inD, continuous onD and u= f on ∂D. In other words,HD(x, ·)
is a harmonic measure for D. Kakutani did not give complete proofs of either
the harmonicity of u in D or the continuity of u on D. The proof that u is
harmonic in D required a special case of the strong Markov property (SMP).
Kakutani clearly stated the result that was needed, but omitted the proof
since it “requires a complicated argument.”
The next major advance was Doob’s paper [37]. This paper might best
be described as an application of martingale theory to the study of har-
monic and subharmonic functions. After pointing out that there is a formal
parallelism between subharmonic functions and submartingales, he wrote,
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“We are more interested in a study which brings the two topics together,
and thereby obtain new results in the theory of subharmonic and harmonic
functions.” This parallelism is explicitly spelled out in his 1984 book Clas-
sical Potential Theory and Its Probabilistic Counterpart [91]. See also the
expository paper [89]. Doob considered subharmonic functions but I shall
state his results for superharmonic functions. In the body of [37] he supposed
that d= 2, but the results carry over to d > 2 with only minor changes as he
remarked in a concluding section, and I shall suppose d≥ 2 in what follows.
(The results when appropriately interpreted also hold for d= 1.)
In [37] Doob proved a special case of Kakutani’s result “since Kakutani
has not yet published the details of his proof.” Namely, if 0< r < |x|<R<
∞, then the probability p(x) that Brownian motion starting from x hits
SR = {y : |y| = R} before it hits Sr = {y : |y| = r} is the unique harmonic
function in the annulus {x : r < |x| < R} with boundary values one on SR
and zero on Sr. Of course, this harmonic function has a simple explicit
expression depending on the dimension. In proving this, he used (SMP)
without explicitly mentioning it. But earlier in the paper he had clearly
stated (SMP) and treated it with the following comment: “Although this
fact gives considerable insight into some of the results of this paper, it will
not be proved, because it is intuitively obvious, and because it is a special
case of a much more general theorem which will be proved elsewhere.” It
is interesting that this evaluation of p(x) is the only place in the paper
that SMP is used. The first proofs of SMP for Brownian motion (and more
general processes) appeared almost simultaneously in 1956 in the United
States [H] and in the Soviet Union [DY]. However, Doob had stated and
proved SMP for a class of continuous parameter Markov chains in 1945
[26]. Just before its statement he wrote, “The following theorem, which is
a special case of a very general theorem on Markoff processes . . .” (emphasis
added).
Doob went on to show that if u is superharmonic (harmonic) on Rd,
then, subject to an integrability assumption, the composition u(Bt) is a su-
permartingale (martingale). This is an easy consequence of the rotational
symmetry of the Gauss kernel. But to turn it into a powerful tool, one needs
to establish some regularity properties of t→ u(Bt). Although a superhar-
monic function u may be very discontinuous and take the value +∞, he
proved that t→ u(Bt) is finite and continuous on ]0,∞[ almost surely P
x
for all x, and if u(x) <∞, then zero may be included. To my mind, this
is perhaps the most important probabilistic result in the paper, and it cer-
tainly is the key technical fact that is needed for some of the deeper results
of the paper. Doob based his proof on a previous result of Cartan that states,
roughly speaking, given ε > 0, there exists an open set of capacity less than
ε such that u restricted to its complement is continuous.
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I have slurred over a very important point. What Doob needed and proved
is that if G is an open subset of Rd, u is superharmonic (harmonic) on G
and D is open with D⊂G, then Xt = u(Bt∧τ(D)) is an almost surely contin-
uous supermartingale (martingale), subject to a finiteness condition, with
respect to P x for x ∈D. The fact that X = (Xt; t≥ 0) is a supermartingale
(martingale) is no longer a simple calculation. Doob proved this by reducing
the general case to that in which G is all of Rd. It was in accomplishing this
reduction that he needed the special case of Kakutani’s result mentioned
above.
Doob used these results to obtain an intuitive probabilistic characteriza-
tion of “thinness,” a concept that had been introduced by Brelot. Namely,
a set A is thin at x if and only if almost surely, the Brownian path starting
from x avoids A on some interval ]0, ε[ where ε > 0 depends on ω. Actu-
ally there is a zero–one law and one has the criteria that A is thin at x if
P x(T (A) > 0) = 1 and A is not thin at x if P x(T (A) = 0) = 1. This holds
for any Borel or even analytic set A⊂ Rd, although Doob only considered
the case in which A is an Fσ set. The general result uses Choquet’s theorem
that analytic sets are capacitable, which only appeared a year later in 1955.
Let G be an open subset of Rd and, for simplicity, suppose that G has
compact closure. There is a class of measurable functions (not necessarily
finite) on ∂G such that for each f in the class the Perron–Wiener–Brelot
(PWB) method assigns a unique harmonic function uf on G. Such func-
tions are called resolutive for G. In particular, continuous functions are
resolutive. A point y ∈ ∂G is regular for the Dirichlet problem provided
limx∈G,x→y uf (x) = f(y) for all continuous f on ∂G. In 1940 Brelot had
proved that y ∈ ∂G is regular for the Dirichlet problem on G if and only if Gc
is not thin at y. Therefore, the probabilistic description of thinness gave the
following intuitive condition that y is regular if and only if P y(τ(G) = 0) = 1.
Recall that τ(G) = inf{t > 0 :Bt /∈G}. Now for each x ∈G,f → uf (x) is a
positive linear functional on C(∂G). Therefore, the Riesz representation the-
orem implies that for each x ∈G there exists a probability measure µG(x, ·)
on ∂G such that uf (x) =
∫
f(y)µG(x,dy) for f ∈ C(∂G). Thus, µG(x, ·) is
harmonic measure for G. Brelot had established that a necessary and suf-
ficient condition that f be resolutive for G is that f be µG(x, ·) integrable
for at least one x in each connected component of G. Then f is µG(x, ·)
integrable for all x∈G and uf (x) =
∫
f(y)µG(x,dy).
This raises the question: In what sense is a resolutive f the boundary
function of uf? Doob gave an elegant probabilistic answer to this question:
Theorem. Let f be resolutive for G and let u = uf . Then for each
x ∈G:
(i) limt↑τ(G) u(Bt) = f(Bτ(G)), a.s. P
x,
14 R. GETOOR
(ii) u(x) =Ex[f(Bτ(G)].
Note the second assertion immediately implies that µG(x,dy) = P
x(Bτ(G) ∈
dy) and this proves and generalizes Kakutani’s identification of harmonic
measure. Doob made the following comment about this result: “According
to this theorem, the Brownian motion solves the Dirichlet problem whenever
this problem has a solution, and gives the simplest possible explicit relation
between solution and boundary function.”
It is very interesting that in proving (ii) Doob managed to finesse the
direct use of the strong Markov property. He began by defining u to be the
solution of the Dirichlet problem given by the PWB method and then proved
that u so defined satisfied (ii) and also (i). However, it was here that he used
the fact that Xt = u(Bt∧τ(D)) is a martingale for D open with D⊂G which
depended on the identification of the probability of hitting SR before Sr as
described above. Thus, the proof of the theorem did depend on SMP albeit
indirectly.
The following year (1955), Doob turned his attention to the heat equation
in [42]. Here the situation was quite different. In [37], Doob made use of the
extensive existing results for the potential theory of the Laplace equation,
but the existing potential theory for the heat equation was, at best, rudimen-
tary. Doob’s key insight was to treat as a Dirichlet problem what heretofore
had been treated as a Cauchy problem. But from a probabilistic viewpoint
there is no essential difference between the elliptic and parabolic cases. Doob
began by defining parabolic and superparabolic functions and establishing
their basic properties. I won’t go into a detailed discussion. Suffice it to
say that they are analogous to harmonic and superharmonic functions. Let
X = (Xt) be a space time Brownian motion; that is, if X0 = (x, s) ∈R
d×R,
then Xt = (Bt, s− t)∈R
d×R where B is a Brownian motion on Rd with law
P x. Doob proved that the composition u(Xt) of a superparabolic function u
and the process (Xt) is almost surely right continuous in t. Here there was
no previous result on which to base a proof such as Cartan’s that he had
used in [37]. Rather he devised an argument which is essentially the method
Hunt adopted several years later to prove the analogous result for a general
class of Markov processes. The argument depended on the strong Markov
property. But this time there is no mention of it. He went on to discuss
the Dirichlet problem for the heat equation. He proved results for the heat
equation that were completely analogous to those that he had proved the
previous year for Laplace’s equation in [37].
These two papers were seminal in that they contained new methods and
techniques and opened new areas for research that would be pursued for
many years by probabilists and by Doob himself. The key idea underlying
most of the main results of [37] and [42] is that a wide class of functions
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naturally associated with the process in question (superharmonic, super-
parabolic) when composed with the process yield well behaved (continuous
or right continuous) supermartingales. The same idea proved to be funda-
mental in much of the future development of the subject. In my opinion [42]
was never properly appreciated; most likely because two years later Hunt
presented a theory that contained many of the results of [42] as special cases.
Doob’s next major innovation was the introduction of the h-transform of
Brownian motion in [45]. Brelot had developed a “relative potential theory”
in which, roughly speaking, an arbitrary strictly positive harmonic function
h plays the role of 1 in the classical theory. In [45] Doob showed that this
h-transform of Brownian motion (described in the next paragraph) corre-
sponded to Brelot’s relative theory just as ordinary Brownian motion corre-
sponded to the classical theory. This transform when applied to more general
processes became one of the central techniques in many later developments
in probabilistic potential theory.
If d≥ 3, let R be an arbitrary nonempty open subset of Rd, or if d= 2,
suppose that the complement of R has positive capacity. In his 1984 book
[91], Doob called such sets greenian. In [45] Doob worked more generally in
that R was an arbitrary Green space, but, for simplicity, I shall suppose that
R is a greenian subset of Rd, d≥ 2. I’ll say a few words about Green spaces
later. Let B = (Bt) be Brownian motion on R
d and let τ = τ(R) be the exit
time from R. Then Xt = Bt if t < τ is Brownian motion on R and it has
“lifetime” τ which may be finite with positive probability. The previous year
Hunt [H] had shown that for any open subset R⊂Rd, d≥ 1,X has a strictly
positive transition density q(t, x, y) with respect to the Lebesgue measure on
R, finite and continuous for t > 0, x, y ∈R which is symmetric in x and y. Let
h > 0 be superharmonic on R and define qh(t, x, y) = h(x)−1q(t, x, y)h(y) for
t > 0, x, y ∈R provided not both h(x) and h(y) are infinite and set it equal to
1 if h(x) = h(y) =∞. Then one verifies that qh is a transition density relative
to the Lebesgue measure and there exists a Markov process Xh on R with
this transition function. Xh is called the h-transform of X and its paths
t→Xht are called h-paths. The process X
h has lifetime τh which may be
finite. Doob began by establishing the basic properties of Xh. In particular,
almost surely t→Xht is continuous on [0, τ
h[ and if u is superharmonic on
R, then u ◦Xht is almost surely continuous on [0, τ
h[. The proof of this last
property is the same as that given for B in [37]. Moreover, Xh has the strong
Markov property. Doob called Xh a conditional Brownian motion. I’ll come
to the reason for this shortly. I shall write P x|h for the law of Xh starting
from x ∈R.
I shall discuss briefly some of the main results of [45] which hopefully
will make it clear where the title comes from. A positive superharmonic
function h is minimal provided the only positive superharmonic functions
that it dominates are multiples of it. Doob’s main purpose in this paper
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was to investigate the “boundary behavior” of ratios u/h where u and h
are strictly positive superharmonic functions on R. He began by showing
(u/h)(Xht ) has a finite limit almost surely P
x|h as t ↑ τh provided h(x)<∞.
If h is minimal harmonic, then this limit is infx∈R u(x)/h(x) on almost every
such path; in particular, the limit is constant almost surely and does not
depend on x in this case.
To investigate this limit behavior further, following Brelot, he introduced
the Martin boundary R′ of R;R ∪ R′ is compact and R is a dense open
subset of R ∪R′. Let g(x, y) denote the Green function of R. The Martin
kernel is defined as follows. Fix x0 ∈R. Then
Kx0(x, y) =
{
g(x, y)/g(x,x0), if x, y ∈R,
lim
z→x,z∈R
Kx0(z, y), if x ∈R
′, y ∈R,(3)
the limit existing by the definition of the Martin boundary, and one has the
Martin representation: if u is a positive superharmonic function on R, then
there exists a finite measure µu on R ∪R′ such that
u(y) =
∫
Kx0(x, y)µ
u(dx).(4)
Restricting µu to R (respectively R′) in (4) yields the Riesz decomposition
of u into a potential p(y) =
∫
RKx0(x, y)µ
u(dx) and the largest harmonic
minorant of u, v(y) =
∫
R′Kx0(x, y)µ
u(dx).
Doob showed that if h > 0 is harmonic on R, then almost every h-path
from a point of R converges to a point of R′; that is,Xht converges to a point
of R′ as t ↑ τh almost surely P x|h for each x∈R. In particular, if h is minimal,
almost all h-paths converge to the same point of R′ called the pole of h. Thus,
the Martin boundary serves as an “exit boundary” for X on R. This idea
that the Martin boundary is an exit boundary was extended to more general
processes and became an important concept in probabilistic potential theory.
More generally, if h is a strictly positive minimal superharmonic function,
then almost every h-path from a point of R converges to a unique point
of R ∪ R′, the pole of h. For example, if h = g(x, ·) where g is the Green
function for R, then x is the pole of h, or if h > 0 is a minimal harmonic
function, its pole is in R′ and is called a minimal point of R′. In this sense
Xh may be thought as X “conditioned” to converge to the pole of h as t ↑ τh
whenever h is a strictly positive minimal superharmonic function on R.
Doob then investigated the Dirichlet problem for h-harmonic functions
on R when h > 0. He established results in this context that were analogous
to those he had obtained in [37] for the ordinary Dirichlet problem. For
this it was necessary that R be equipped with its Martin boundary R′ and
not its Euclidean boundary. Since a function v on R is h-harmonic (h-
superharmonic) provided u = hv is harmonic (superharmonic), the results
for the possible limiting values of v at the boundary R′ gave results about
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the ratio u/h. This led him to a far-reaching generalization of the classical
Fatou theorem for harmonic or analytic functions on the disk. To describe
this, one needs the fine topology. This is the topology on Rd generated by
the class of superharmonic functions and had been introduced by H. Cartan.
The fine topology is strictly finer (i.e., strictly weaker) than the Euclidean
topology if d ≥ 2 and is the Euclidean topology if d = 1. Somewhat later
Brelot observed that x is a fine limit point of A provided A is not thin at x.
Consequently, in light of Doob’s characterization of thinness, a set A is finely
open provided the Brownian path from a point in A remains in A for an
initial interval [0, η[ where η > 0 almost surely. Intuitively a set is finely open
provided it “looks open” to a traveler along the Brownian path. L. Naim
extended the concept of thinness to points of R′ and thereby extended the
fine topology to R ∪ R′. Doob was able to show that fine limits were the
same as limits along h-paths in the following sense. If x ∈R, let h= g(x, ·)
or if x is a minimal point of R′, let h > 0 be a minimal harmonic function
with pole at x. Then a function u on R has fine limit b at x if and only if u
has limit b along almost all h-paths from a point of R to x.
I can now state the generalization of the Fatou theorem alluded to above.
If u and h are positive superharmonic functions on R and h > 0, then u/h
has a finite fine limit at almost all points of R ∪ R′ relative to µh—the
measure in the Martin representation (4) of h. If h is harmonic, µh is carried
by the minimal points of R′. Two years later in [53], Doob presented a
nonprobabilistic proof of this relative Fatou theorem.
As mentioned before, Doob actually supposed the R was a Green space
in [45] rather than a greenian set in Euclidean space. Green spaces had been
introduced in potential theory by Brelot and Choquet. Roughly speaking,
a Green space R is a locally compact, connected Hausdorff space with a
countable base that is “locally Euclidean” of a fixed dimension d ≥ 2 and
on which a strictly positive nonconstant superharmonic function exists. A
connected greenian subset of Rd, d ≥ 2 is a Green space. Doob established
the existence and properties of Brownian motion on a Green space in [46].
The construction involved piecing together processes defined locally on coor-
dinate patches to obtain a globally defined process. This technique became
an important method for constructing processes. However, from a contem-
porary point of view, his argument was sketchy and the treatment of certain
technical points was rather minimal, but the fundamental idea was clear.
This paper was probably the first in which the consideration of processes
with finite lifetimes was truly important since the locally defined processes
on coordinate patches appeared naturally with finite lifetimes. This also was
probably the first place where the device of adjoining an additional point
to the state space was used in order to reduce the finite lifetime case to the
situation in which the lifetime is infinite.
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All of the results that I have discussed (and much more), with the excep-
tion of Green spaces, received an expanded treatment in his 1984 book [91].
This book of 800 pages is a veritable cornucopia of information about po-
tential theory, including parabolic potential theory. In contrast to the 1953
book which appeared at the beginning of an era of very rapid development
in the theory of stochastic process, this book appeared toward, if not at, the
end of an era in which potential theory and especially probabilistic potential
had undergone rapid advancement and were major areas of mathematical
research. Although these areas are still active, in my opinion, they are now
more peripheral to the main body of mathematical research.
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