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PERFECT MODULES WITH BETTI NUMBERS (2,6,5,1)
ANDREW R. KUSTIN
ABSTRACT. In 2018 Celikbas, Laxmi, Kras´kiewicz, and Weyman exhibited an
interesting family of perfect ideals of codimension three, with five generators,
of Cohen-Macaulay type two with trivial multiplication on the Tor algebra. All
previously known perfect ideals of codimension three, with five generators, of
Cohen-Macaulay type two had been found by Brown in 1987. Brown’s ideals
all have non-trivial multiplication on the Tor algebra. We prove that all of the
ideals of Brown are obtained from the ideals of Celikbas, Laxmi, Kras´kiewicz, and
Weyman by (non-homogeneous) specialization. We also prove that both families
of ideals, when built using power series variables over a field, define rigid algebras
in the sense of Lichtenbaum and Schlessinger.
1. INTRODUCTION.
The theorems of Hilbert-Burch and Buchsbaum-Eisenbud serve as inspirations
and models for structure theorems about finite free resolutions in commutative al-
gebra. The Hilbert-Burch Theorem [9] states that if I is a perfect ideal of grade two
in a commutative Noetherian local ring R, then I is generated by the maximal order
minors of an n× (n−1)matrix X (for some integer n) and I is presented by X . The
Buchsbaum-Eisenbud Theorem [8] states that if I is a perfect Gorenstein ideal of
grade three in a commutative Noetherian local ring R, then I is generated by the
maximal order Pfaffians of an n×n alternating matrix X (for some odd integer n)
and I is presented by X .
Let R be a commutative ring and F : 0→ Fn → ·· · → F0 be an acyclic complex
of free R-modules of finite rank. We write that F has Betti number format b =
(bn, . . . ,b0) if rankFi = bi for each i. The pair (R,F) is called a generic pair for
the format b if, whenever S is a commutative Noetherian ring and G is an acyclic
complex of free S-modules of format b, then there exists a ring homomorphism
R→ S with G isomorphic to F⊗R S.
For each plausible collection of Betti numbers b = (b2,b1,b0) of length two,
Hochster [16, section 7] proved that there exists a generic pair (RGen,FGen) for
the format b. Hochster also proved that for complexes of length two, RGen is a
Noetherian, Cohen-Macaulay, normal, graded domain, which is finitely generated
as an algebra over the ring of integers. In the monograph [16] Hochster encouraged
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the commutative algebra community to find generic pairs for other formats and to
identify the properties of the generic rings in these formats. He also made numerous
conjectures.
Bruns [3, Thm. 1] proved that for every plausible Betti number format b =
(bn, . . . ,b0), there is a generic pair (RGen,FGen). Unfortunately, however, Bruns’
generic rings are in general not Noetherian. This aspect of Bruns’ work is rather
disappointing. It shows that some of Hochster’s conjectures about generic pairs are
false, without shedding any real light on the structure of finite free resolutions.
Nonetheless, Weyman has been studying resolutions of length three since the
1980’s. In [24] he associated a Lie algebra L to each length three Betti number
format b. In [24] he also proposed a candidate for the generic pair corresponding
to b and he proved that the candidate is the generic pair provided certain homology
groups involving modules over the enveloping algebra of L are zero. The recent
paper [25] is a major tour de force. The bottom line is that Weyman’s candidate
from 25 years earlier really is the generic pair for the Betti number format b for
complexes of length three. The process that Weyman used to reach this conclusion
is fairly amazing. He associated a graph T (consisting of vertices and edges forming
a capital “T”) to each Betti number format. There is a Kac-Moody Lie algebra g
that corresponds to T and L is a subalgebra of g. The critical complexes from [24]
are parts of Bernstein-Gelfand-Gelfand complexes associated to g and therefore the
required homology groups are automatically zero and the candidate for the generic
pair for each length 3 format b which is proposed in [24] is indeed the generic pair
for b.
Of course, extra information can be gleaned from [25]. In particular, if (R,F)
is a generic pair for the length three Betti number format b, then R is Noetherian
if and only if the graph associated to b is a Dynkin diagram. There aren’t very
many Dynkin diagrams that look like a capital T . (There are straight lines which,
according to [11], correspond to Gorenstein ideals and almost complete intersection
ideals; and there are the three exceptional Dynkin diagrams: E6, E7, and E8.) These
generic resolutions that correspond to Dynkin diagrams are of particular interest!
The present paper, as well as the papers [2] and [10], are about resolutions of
perfect modules of Betti number format (2,6,5,1). This format corresponds to the
Dynkin diagram E6.
Anne Brown [2] studied perfect ideals I of grade three in the ring R in a local or
homogeneous setting. If the Betti numbers in the minimal resolution of R/I by free
R-modules are
(1.0.1) 0→ R2 → R6 → R5 → R
and at least one of the Koszul relations on the minimal generators of I is a mini-
mal relation on the generators of I, then Brown described all of the differentials in
(1.0.1).
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The resolution in [10] is obtained using the generic ring technique of Weyman
from [25]. In the resolution of [10] none of the Koszul relations on the minimal
generators of I are minimal relations on the generators of I. A homogeneous (or
local) specialization will not produce units where units did not previously appear.
At the “Structure of length 3 resolutions workshop” at the University of California,
San Diego in August 2019, Weyman asked if some non-homogeneous specializa-
tion of the most general resolution from [10] is equal to the most general resolution
from [2]. We answer Weyman’s question in the affirmative in Theorem 5.10.
The resolution of [10] only makes sense when two is a unit. The resolution Q
that we construct in Definition 3.3 makes sense over any base ring; in particular, Q
may be constructed over the ring of integers. Furthermore, Q is isomorphic to the
resolution of [10] when two is a unit; see Theorem 4.5.
The recipe for creating the resolution Q of Definition 3.3 is given (but was not
used) in [10]. The resolution in [10] was obtained using methods from Geometry
and Representation Theory, followed by a deformation. Once the resolution was
obtained, then the linkage history of the resulting ideal was found. Linkage is a
symmetric operation. The authors of [10] linked from the ideal with Betti number
format (2,6,5,1) to a complete intersection. We used their instructions to link from
a complete intersection to obtain the resolution of the most general ideal that is
studied in [10]. We do not need to deform; indeed, the expression in our approach
that corresponds to the deformation variable in [10] is fairly complicated and this
explains why our ultimate formulas are less complicated than the formulas of [10].
We used Brown’s Theorem to produce our specialization from the resolution of
[10] to the resolution of [2]. As a first approximation, we set “y12” equal to 1 and
made no other change; this step was proposed by Weyman. It is clear from the
multiplicative structure on the resolution of [10] that the zeroth homology of the
resulting complex satisfies the hypothesis of Brown’s Theorem and therefore can
be resolved by Brown’s resolution. We used invertible row and column operations
to carefully maneuver the resolution of [10], with y12 set equal to one, into Brown’s
form. Most of the variables involved in Brown’s ideal appear as linear forms in the
middle differential. We were able to read the rest of an appropriate specialization
from this information.
When the resolutions of [2] and [10] are built as generally as possible, they are
candidates for generic resolutions. Thus, the zeroth homologies of these resolutions
should be rigid in the sense that they can not be deformed in a non-trivial manner.
We use linkage theory to verify this fact in Section 7.
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2. NOTATION, CONVENTIONS, AND ELEMENTARY RESULTS.
2.1. Unless otherwise noted, R is a commutative Noetherian ring and all func-
tors are functors of R-modules; that is, ⊗, Hom, ( )∗, and
∧i mean ⊗R, HomR,
HomR( ,R), and
∧i
R, respectively.
2.1.1. A complex C : · · · → C2 → C1 → C0 → 0 of R-modules is called acyclic if
H j(C ) = 0 for 1≤ j.
2.1.2. We use “im” as an abbreviation for “image”.
2.1.3. If M is a matrix (or a homomorphism of free R-modules), then Ir(M) is the
ideal generated by the r× r minors of M (or any matrix representation of M). If M
is a matrix, then MT is the transpose of M. If M is a square matrix, then detM and
|M| both represent the determinant ofM. The square matrixM = (mi j) is called an
alternating matrix ifM+MT = 0 and mii = 0 for all i.
2.1.4. If I and K are ideals in a ring R, then K : I = {r ∈ R|rI ⊆ K}.
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2.A. Grade and perfection.
2.2. Let I be a proper ideal in a commutative Noetherian ring R. The grade of I is
the length of a maximal R-regular sequence in I. (The unit ideal R of R is regarded
as an ideal of infinite grade.)
2.3. Let M be a non-zero finitely generated module over a Noetherian ring R,
ann(M) be the annihilator ofM, and pdRM be the projective dimension ofM. If
gradeann(M) = pdRM,
thenM is called a perfect R-module.
2.4. Let I be a proper ideal in a commutative Noetherian ring R. The ideal I is called
a perfect ideal if R/I is a perfect R-module. The ideal I is a complete intersection if
I is generated by an R-regular sequence. A perfect ideal I of grade g is a Gorenstein
ideal if Ext
g
R(R/I,R) is a cyclic R-module. A perfect ideal I of grade g is an almost
complete intersection if I is not a complete intersection but I can be generated by
g+1 elements. The ideal I is said to satisfy a property generically if IQ satisfies the
property for every associated prime Q of R/I.
2.B. Multilinear algebra.
2.5. Let V be a free module of finite rank d over the commutative Noetherian ring
R. Consider the evaluation map ev :V ⊗V ∗ → R and let
ev∗ : R→V ∗⊗V
be the dual of ev. Both of these R-module homomorphisms are completely indepen-
dent of coordinates. We refer to ev∗(1) as the canonical element of V ∗⊗V . Notice
that if x1, . . . ,xd and x
∗
1, . . . ,x
∗
d are dual bases for V and V
∗, respectively, then
d
∑
i=1
x∗i ⊗ xi
is the canonical element of V ∗⊗V . In particular, if χV ∗ is a basis for
∧dV ∗ and χV
is the corresponding dual basis for
∧dV , then χV ∗⊗χV is the canonical element of
∧dV ∗⊗
∧dV .
2.6. Our complexes are described in a coordinate-free manner. Let V be a free
module of finite rank d over the commutative Noetherian ring R. We make much
use of the fact that the exterior algebras
∧•V and
∧•V ∗ are modules over one
another. In particular, if ai ∈
∧iV and αi ∈
∧iV ∗, then
(2.6.1) ai(αi) = αi(ai) ∈ R.
An R-module homomorphism f :V →V ∗ is an alternating map if ( f (a1))(a1) = 0
for all a1 ∈V ; furthermore, f is an alternating map if and only if there is an element
α2 ∈
∧2V ∗ such that f (a1) = a1(α2) for all a1 in V .
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The following facts about the interaction of the module structures of
∧•V on
∧•V ∗ and
∧•V ∗ on
∧•V are well known; see [7, section 1], [8, Appendix], and
[18, section 1].
Proposition 2.7. Let V be a free module of rank d over a commutative Noetherian
ring R and let br ∈
∧rV, cp ∈
∧pV, and αq ∈
∧q(V ∗).
(a) If r = 1, then (br(αq))(cp) = br ∧ (αq(cp))+(−1)
1+qαq(br ∧ cp).
(b) If q= d, then (br(αq))(cp) = (−1)
(d−r)(d−p)(cp(αq))(br).
(c) If p= d, then [br(αq)](cp) = br∧αq(cp).
(d) If Ψ :V →V ′ is a homomorphism of free R-modules and δs+r ∈
∧s+r(V ′∗), then
(
∧s Ψ∗)[((
∧r Ψ)(br))(δs+r)] = br[(
∧s+r Ψ∗)(δs+r)]. 
Example 2.8. Let V be a free module of rank d over a commutative Noetherian
ring R, ∑x∗i ⊗ xi be the canonical element of V
∗⊗V in the sense of 2.5, y1, . . . ,yd
be elements of V , and Θ be an element of
∧dV ∗. Then
(2.8.1) (y1∧· · ·∧ yd)(Θ) ·∑
i
x∗i ⊗ xi = ∑
i
(−1)i+1(y1∧ . . .∧ ŷi∧ . . .∧ yd)(Θ)⊗ yi.
Proof. Let θ be an arbitrary element of V ∗. Observe that when 1⊗θ is applied to
the left side of (2.8.1) one obtains
(y1∧· · ·∧ yd)(Θ) ·∑
i
θ(xi) · x
∗
i = (y1∧· · ·∧ yd)(Θ) ·θ
and when 1⊗θ is applied to the right side of (2.8.1) one obtains(
θ(y1∧ . . .∧ yd)
)
(Θ) = (y1∧· · ·∧ yd)(Θ) ·θ.
The final equality is due to either (a) or (c) of Proposition 2.7. 
2.C. Linkage.
2.9. If I is a perfect ideal of grade g in a commutative Noetherian ring R and K is
a complete intersection ideal which is contained in I, then K : I is a perfect ideal of
grade g. Furthermore, if K is the Koszul complex which resolves R/K, F is a reso-
lution of R/I of length g, and α : K→ F is a map of complexes which extends the
identity map in degree zero, then the dual of the mapping cone of α is a resolution
of R/(K : I). These results are due to Peskine and Szpiro (see [22, Props. 1.3 and
2.6] or [8, Props. 5.1 and 5.1a]). The results were originally stated under the hy-
pothesis that R is Gorenstein and local. Golod [13] proved that the results continue
hold when R is an arbitrary commutative Noetherian ring.
The concept of perfection is particularly useful because of the “Persistence of
Perfection Principle”, which is also known as the “transfer of perfection”; see [16,
Prop. 6.14] or [4, Thm. 3.5].
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Theorem 2.9.1. Let R→ S be a homomorphism of Noetherian rings, M be a perfect
R-module, and P be a resolution of M by projective R-modules. If S⊗RM 6= 0 and
grade(annM)≤ grade(ann(S⊗RM)),
then S⊗R M is a perfect S-module with pdS(S⊗R M) = pdRM and S⊗R P is a
resolution of S⊗RM by projective S-modules.
Definition 2.10. Let I be a perfect ideal in a commutative Noetherian ring R. The
linkage class of I is the set of all ideals J in R which can be obtained from I by a
finite number of links. The ideal I is licci if I is in the linkage class of a complete
intersection.
2.D. Regular sequences.
Proposition 2.11. Let R be a domain, (a1, . . . ,an) be a proper ideal of R of grade
g, c1 and c2 be an integers with c1+c2 ≤ g, X = (xi j) and Y = (yi j) be (n−c1)×c1
and (n−c1)×c2, respectively, matrices of indeterminates, S be the polynomial ring
S= R[{xi j,yi j}], and b be the product matrix
b=
[
a1 · · · an
][ X Y
Ic1 0c1×c2
]
,
where Ic1 is the c1× c1 identity matrix. Then the following statements hold.
(a) If c1+ c2 ≤ g−1, then the entries of b form a regular sequence on S and gen-
erate a prime ideal of S.
(b) If c1+ c2 ≤ g, then the entries of b form a regular sequence on S.
Proof. Let I be the ideal (a1, . . . ,an)R. If c1 = 0, then the assertion is [17, Props. 21
and 22]. Furthermore, once one proves the result for an arbitrary c1, with 0≤ c1≤ g,
then one may apply [17, Props. 21 and 22] to the ideal (a1, . . . ,an) in the ring
R
I1
([
a1 · · · an
][X
Ic1
])
in order to draw the stated conclusion because this ideal is generated by
(a1, . . . ,an−c1)
and has grade g− c1. Consequently, it suffices to prove the result for c2 = 0.
Assume, henceforth, that c2 = 0. The proof is by induction on c1. We first treat
the case c1 = 1. Let y1, . . . ,yn be indeterminates and S1 be the polynomial ring
S1 = R[y1, . . . ,yn]. Apply [17, Props. 21 and 22] to see that
∑
i
aiyi is a regular element of S1, if 1≤ g, and
∑
i
aiyi generates a prime ideal of S1, if 1≤ g−1.
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The element yn of S1 is not an element of the ideal of S1 generated by ∑i aiyi,
because I is a proper ideal of I. It follows that
∑
i
aiyi is a regular element of S1[
1
yn
], if 1≤ g, and
∑
i
aiyi generates a prime ideal of S1[
1
yn
], if 1≤ g−1.
On the other hand,
S1[
1
yn
]
(∑i aiyi)
=
R[ y1
yn
, . . . , yn−1
yn
](
n−1
∑
i=1
ai
yi
yn
+an
) [yn, 1
yn
]
.
We conclude that
n−1
∑
i=1
ai
yi
yn
+an is a regular element of R[
y1
yn
, . . . , yn−1
yn
], if 1≤ g, and
n−1
∑
i=1
ai
yi
yn
+an generates a prime ideal in R[
y1
yn
, . . . , yn−1
yn
], if 1≤ g−1.
Apply a change of variables to obtain the assertion when c1 = 1.
Notice that the ideal
I
R[y1c1 ,...yn−1,c1 ](
n−1
∑
i=1
aiyic1+an
)
is generated by (a1, . . . ,an−1); consequently, when one considers this ideal, the
parameters c1, g, and n all have decreased by one. Induction yields that
(2.11.1)
n−c1
∑
i=1
aixi1+an−c1+1, . . . ,
n−c1
∑
i=1
aixi,c1−1+an−1,
n−1
∑
i=1
aiyic1 +an{
is a regular sequence of R[{xi j},{yic1}], if c1 ≤ g, and
generates a prime ideal of R[{xi j},{yic1}], if c1 ≤ g−1.
One can add the appropriate linear combination of the first c1−1 entries of (2.11.1)
to the last entry of (2.11.1) to remove yn−c1+1,c1, . . . ,yn−1,c1 from the last entry
of (2.11.1), without changing the ideal generated by the entries of (2.11.1), at the
expense of complicating the multipliers of a1, . . . ,an−c1 in the last entry of (2.11.1).
One further change of variables produces the assertion of the proposition on the
nose. 
Observation 2.12. Let R be a ring, f be a polynomial in R[x], and r be an element
of R. If f (r) is a regular element of R, then f is a regular element of R[x].
Proof. Write f as a polynomial in the symbol x− r; in particular, the constant term
of f in this expression is f (r). Recall that if a polynomial is a zero-divisor, then
its coefficients generate an ideal of grade zero; see, for example, [21, 6.13 on page
17]. 
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Example 2.13. If (a1,a2,a3,a4) is a proper ideal of grade at least three in a domain
R and x1,x2,x3,x4 are indeterminates, then the entries of the product matrix
[
a1 a2 a3 a4
]
x1 x2 x3
1 0 0
0 1 0
0 0 x4

form a regular sequence in the polynomial ring R[x1,x2,x3,x4].
Proof. Apply Proposition 2.11 to see that the entries of
[
a1 a2 a3 a4
]
x1 x2 x3
1 0 0
0 1 0
0 0 1

form a regular sequence in R[x1x2,x3]. The assertion now follows from Observa-
tion 2.12. 
3. THE COMPLEX Q.
A coordinate-free description of Q is given in Definition 3.3. A matrix version
of Q may be found in 3.9.
Data 3.1. Let R be a commutative Noetherian ring, F andG be free R-modules with
rankF = 3 and rankG= 2, φ :F→G and ℓ :F∗→G be R-module homomorphisms,
ψ∈
∧2F∗, ζ∈
∧2G, and z2 ∈ R. Let p :
∧2G⊗
∧3F∗→ R be a fixed isomorphism.
Notation 3.2. Adopt the data of 3.1. We use gi, γi, fi, and fi for arbitrary elements
of
∧iG,
∧iG∗,
∧iF , and
∧iF∗, respectively. We use χF ⊗χF∗ and χG⊗χG∗ for
the canonical elements of
∧3F ⊗
∧3F∗ and
∧2G⊗
∧2G∗, respectively; see 2.5.
Let ∑3i=1Ei⊗E
∗
i be the canonical element of F⊗F
∗. Notice that every expression
which involves χF must also involve χF∗ . The analogous statement is also in effect
for each of the objects χF∗ , χG, and χG∗ .
Definition 3.3. Adopt Data 3.1 and Notation 3.2. Let Q be the following collection
of R-module homomorphisms:
0→ Q3
q3
−→ Q2
q2
−→ Q1
q1
−→ Q0,
where
Q3 = G
∗, Q2 =
∧3F∗⊕G⊕F∗, Q1 = (
∧2G⊗
∧3F∗)⊕
∧3F∗⊕
∧2F,
Q0 =
∧3F,
q3(γ1) =
 φ∗(γ1)∧ψ(φ◦ ℓ∗)(γ1)− γ1(ζ)
[ℓ∗(γ1)](ψ)+ z2 ·φ
∗(γ1)
 ,
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q2
f30
0
=
 ζ⊗ f3−z2 · f3
−p(χG⊗ f3) · (
∧2 ℓ∗)(χG∗)
 ,
q2
 0g1
0
=

−[g1∧φ(ψ(χF))]⊗χF∗
0
−p(χG⊗χF∗) · [ℓ
∗(g1(χG∗))]∧ψ(χF)
−z2 · p(χG⊗χF∗) · [φ
∗(g1(χG∗))](χF)
 ,
q2
00
f1
=

+χG⊗
(
f1∧ [(
∧2φ∗)(χG∗)]
)
+(f1∧ψ)
−p
(
∑i[φ(Ei)∧ ℓ(E
∗
i )]⊗χF∗
)
· f1(χF)
+p(χG⊗χF∗) ·
[
φ∗
(
[ℓ(f1)](χG∗)
)]
(χF)
−p(ζ⊗χF∗) · f1(χF)
 ,
q1
g2⊗ f30
0
=

−p(g2⊗ f3) · p((
∧2 ℓ)(ψ)⊗χF∗) ·χF
−z2 · p(g2⊗ f3) · p(∑i[φ(Ei)∧ ℓ(E
∗
i )]⊗χF∗)) ·χF
−z2 · p(g2⊗ f3) · p(ζ⊗χF∗) ·χF ,
q1
0f3
0
=

+p(χG⊗ f3) · p
(
[
∧2(φ◦ ℓ∗)](χG∗)⊗χF∗
)
·χF
−p(ζ⊗χF∗) · p(∑i[φ(Ei)∧ ℓ(E
∗
i )]⊗ f3) ·χF
−p(ζ⊗χF∗) · p(ζ⊗ f3) ·χF ,
and
q1
 00
f2
=

+p(χG⊗χF∗) · f2∧ ℓ
∗
(
[φ(ψ(χF))](χG∗)
)
−p(χG⊗χF∗) · z2 · f2∧ [(
∧2 φ∗)(χG∗)](χF)
−p(χG⊗χF∗) ·ζ(χG∗) · f2∧ψ(χF).
Remark 3.4. We have chosen to name an isomorphism p :
∧2G⊗
∧3F∗ → R;
do everything in a coordinate-free manner; and not name a preferred basis for any
module. An alternate approach would involve naming preferred bases for
∧2G
and
∧3F∗ and then recording the maps of Q in terms of the preferred bases, when
necessary. These two approaches are essentially equivalent; indeed, one can insist
that p(χG⊗χF∗) = 1 provided one removes the last two sentences of Notation 3.2
and one holds χG, χG∗ , χF∗ , and χF fixed.
Theorem 3.5. The maps and modules Q of Definition 3.3 form a complex; further-
more, if the ideal imq1 of R has grade at least three, then Q is acyclic.
Proof. A routine calculation, using (2.6.1), Proposition 2.7, and (2.8.1), shows that
Q is a complex. If the data of 3.1 is sufficiently general (for example, if φ, ℓ, ψ,
ζ, and z2 are all represented by matrices of indeterminates over the ring of inte-
gers), then Theorem 6.2 shows that Q is obtained from the resolution of Brown [2,
Prop. 3.6] by way of linkage. Hence Q resolves a perfect module when the data of
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3.1 is represented by indeterminates over the ring of integers. One applies the “Per-
sistence of Perfection Principle”, Theorem 2.9.1, to obtain acyclicity in the general
case. 
3.A. Write Q using matrices. We first fix bases and write the data of 3.1 in terms
of matrices.
Notation 3.6. Adopt the data of 3.1. Fix dual bases {ei} and {e
∗
i } for F and F
∗,
respectively; dual bases {βi} and {β
∗
i } for G and G
∗, respectively; dual bases
ΩF = e1∧ e2∧ e3 and ΩF∗ = e
∗
3∧ e
∗
2∧ e
∗
1
for
∧3F and
∧3F∗, respectively; and dual bases
ΩG = β1∧β2 and ΩG∗ = β
∗
2∧β
∗
1
for
∧2G and
∧2G∗, respectively. Let φ and ℓ have matrices
A=
[
a11 a12 a13
a21 a22 a23
]
and L=
[
ℓ11 ℓ12 ℓ13
ℓ21 ℓ22 ℓ23
]
with respect to the above bases; in particular,
φ(e j) = a1 jβ1+a2 jβ2 and ℓ(e
∗
j) = ℓ1 jβ1+ ℓ2 jβ2,
for 1≤ j ≤ 3. Let
ψ = ψ12e
∗
1∧ e
∗
2+ψ13e
∗
1∧ e
∗
3+ψ23e
∗
2∧ e
∗
3
and ζ = z1β1∧β2. Let P be the vector
P=
 ψ23−ψ13
ψ12
 .
Define p(ΩG⊗ΩF∗) = 1.
Definition 3.7. Retain the notation of 3.6. If
S= {ai j|1≤ i≤ 2,1≤ j ≤ 3}∪{ℓi j|1≤ i≤ 2,1≤ j ≤ 3}∪{ψ12,ψ13,ψ23,z1,z2}
are indeterminates over the commutativeNoetherian ringR0 and R is the polynomial
ring R0[S], then one says that Q is built using variables over R0 and one refers to R
as R0[Q].
Remark 3.8. When we give the matrices from a matrix version of Q, we include
the basis of the source across the top of the matrix and the basis for the target down
the left hand column.
Proposition 3.9. When the notation of 3.6 is used, then the complex Q of Defini-
tion 3.3 has the form
0→ R2
〈q3〉
−−→ R6
〈q2〉
−−→ R5
〈q1〉
−−→ R,
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where
〈q1〉=
ΩG⊗ΩF∗ e2∧ e3 −e1∧ e3 e1∧ e2 ΩF∗
ΩF gen1 gen2 gen3 gen4 gen5
,
〈q2〉=
[
q2,ℓ q2,r
]
, and
〈q3〉=
β∗1 β
∗
2
β1 a11ℓ11+a12ℓ12+a13ℓ13 a11ℓ21+a12ℓ22+a13ℓ23+ z1
β2 a21ℓ11+a22ℓ12+a23ℓ13− z1 a21ℓ21+a22ℓ22+a23ℓ23
ΩF∗ −a11ψ23+a12ψ13−a13ψ12 −a21ψ23+a22ψ13−a23ψ12
e∗1 −ℓ12ψ12− ℓ13ψ13+ z2a11 −ℓ22ψ12− ℓ23ψ13+ z2a21
e∗2 ℓ11ψ12− ℓ13ψ23+ z2a12 +ℓ21ψ12− ℓ23ψ23+ z2a22
e∗3 ℓ11ψ13+ ℓ12ψ23+ z2a13 +ℓ21ψ13+ ℓ22ψ23+ z2a23
,
with
gen1 =−
∣∣∣∣∣∣
ψ23 −ψ13 ψ12
ℓ11 ℓ12 ℓ13
ℓ21 ℓ22 ℓ23
∣∣∣∣∣∣− z2 ·
3
∑
i=1
∣∣∣∣a1i ℓ1ia2i ℓ2i
∣∣∣∣− z2z1,
gen2 = P
TAT
[
ℓ21
−ℓ11
]
− z2
∣∣∣∣a12 a13a22 a23
∣∣∣∣+ z1ψ23,
gen3 = P
TAT
[
ℓ22
−ℓ12
]
+ z2
∣∣∣∣a11 a13a21 a23
∣∣∣∣− z1ψ13,
gen4 = P
TAT
[
ℓ23
−ℓ13
]
− z2
∣∣∣∣a11 a12a21 a22
∣∣∣∣+ z1ψ12,
gen5 =−det(AL
T)− z1
3
∑
i=1
∣∣∣∣a1i ℓ1ia2i ℓ2i
∣∣∣∣− z21,
and q2,ℓ and q2,r given in Tables 1 and 2.
Remark 3.10. Adopt the notation of 3.6. If R is a bi-graded ring with
ai j, ℓi j ∈ R(1,0), z1 ∈ R(2,0), and ψi j, z2 ∈ R(0,1),
then Q is the bi-homogeneous complex
0→ R(−5,−2)2
〈q3〉
−−−−→
R(−3,−2)2
⊕
R(−4,−1)4
〈q2〉
−−−−→
R(−2,−1)4
⊕
R(−4,0)
〈q1〉
−−−−→ R.
4. THE COMPLEX M OF CELIKBAS, LAXMI, KRAS´KIEWICZ, AND WEYMAN.
We begin by recording the complex of [10]. We copied the second and third
differentials without change and we made three necessary sign adjustments in the
first differential.
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q2,ℓ =
β1 β2 ΩF∗
ΩG⊗ΩF∗

ψ12a23
−ψ13a22
+ψ23a21

−ψ12a13
+ψ13a12
−ψ23a11
z1
e2∧ e3

−ℓ22ψ12
−ℓ23ψ13
+z2a21

ψ12ℓ12
+ψ13ℓ13
−z2a11
∣∣∣∣ℓ12 ℓ13ℓ22 ℓ23
∣∣∣∣
−e1∧ e3

ℓ21ψ12
−ℓ23ψ23
+z2a22

−ψ12ℓ11
+ψ23ℓ13
−z2a12
−
∣∣∣∣ℓ11 ℓ13ℓ21 ℓ23
∣∣∣∣
e1∧ e2

ℓ21ψ13
+ℓ22ψ23
+z2a23

−ψ13ℓ11
−ψ23ℓ12
−z2a13
∣∣∣∣ℓ11 ℓ12ℓ21 ℓ22
∣∣∣∣
ΩF∗ 0 0 −z2
TABLE 1. The matrix q2,ℓ of Proposition 3.9.
Definition 4.1. Let R be a commutative Noetherian ring and let
{xi j,yi j|1≤ i< j ≤ 4}∪{zi jk|1≤ i< j < k ≤ 4}∪{t}
be elements of R. The complexM is
0→ R2
m3−→ R6
m2−→ R5
m1−→ R,
where
m1 =
[
−u234+ tz234 −u134+ tz134 −u124+ tz124 −u123− tz123 −u+ t
2
]
,
m2 =
[
m2,ℓ m2,r
]
,
m3 =

{
x12y34− x13y24+ x14y23
+x34y12− x24y13+ x23y14+ t
2
(
x12x34− x13x24+ x14x23
)
−2
(
y12y34− y13y24+ y14y23
) {−x12y34+ x13y24− x14y23
−x34y12+ x24y13− x23y14+ t
−
(
− y12z134+ y13z124− y14z123
)
−
(
− x12z134+ x13z124− x14z123
)
−y12z234+ y23z124− y24z123 −x12z234+ x23z124− x24z123
−y13z234+ y23z134− y34z123 −x13z234+ x23z134− x34z123
−
(
− y14z234+ y24z134− y34z124
)
−
(
− x14z234+ x24z134− x34z124
)

,
with
u123 =
{
−2z234D(12,13)+2z134D(12,23)
−2z124D(13,23)+ z123(D(13,24)−D(12,34)+D(14,23)),
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q2,r =
e∗1 e
∗
2 e
∗
3
ΩG⊗ΩF∗
∣∣∣∣a12 a13a22 a23
∣∣∣∣ − ∣∣∣∣a11 a13a21 a23
∣∣∣∣ + ∣∣∣∣a11 a12a21 a22
∣∣∣∣
e2∧ e3

−
∣∣∣∣∣a12 ℓ12a22 ℓ22
∣∣∣∣∣
−
∣∣∣∣∣a13 ℓ13a23 ℓ23
∣∣∣∣∣
−z1
+
∣∣∣∣a11 ℓ12a21 ℓ22
∣∣∣∣ + ∣∣∣∣a11 ℓ13a21 ℓ23
∣∣∣∣
−e1∧ e3
∣∣∣∣a12 ℓ11a22 ℓ21
∣∣∣∣

−
∣∣∣∣∣a11 ℓ11a21 ℓ21
∣∣∣∣∣
−
∣∣∣∣∣a13 ℓ13a23 ℓ23
∣∣∣∣∣
−z1
∣∣∣∣a12 ℓ13a22 ℓ23
∣∣∣∣
e1∧ e2
∣∣∣∣a13 ℓ11a23 ℓ21
∣∣∣∣ + ∣∣∣∣a13 ℓ12a23 ℓ22
∣∣∣∣

−
∣∣∣∣∣a11 ℓ11a21 ℓ21
∣∣∣∣∣
−
∣∣∣∣∣a12 ℓ12a22 ℓ22
∣∣∣∣∣
−z1
ΩF∗ −ψ23 +ψ13 −ψ12
TABLE 2. The matrix q2,r of Proposition 3.9.
u124 =
{
2z234D(12,14)−2z134D(12,24)
+z124(D(12,34)+D(13,24)+D(14,23))−2z123D(14,24),
u134 =
{
2z234D(13,14)+ z134(−D(12,34)−D(13,24)+D(14,23))
+2z124D(13,34)−2z123D(14,34),
u234 =
{
z234(−D(12,34)+D(13,24)−D(14,23))−2z134D(23,24)
+2z124D(23,34)−2z123D(24,34),
u= b2−4ac,
for
D(i j,kℓ) =
∣∣∣∣xi j xkℓyi j ykℓ
∣∣∣∣ ,
a= x12x34− x13x24+ x14x23,
b= x12y34− x13y24+ x14y23+ y12x34− y13x24+ y14x23,
c= y12y34− y13y24+ y14y23,
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m2,ℓ =


−y12z134
+y13z124
−y14z123

−x12z134
+x13z124
−x14z123

−x12y34+ x34y12
+x13y24− x24y13
−x14y23+ x23y14
+t
y12z234
−y23z124
+y24z123

x12z234
−x23z124
+x24z123
−2(x23y24− x24y23)
−y13z234
+y23z134
−y34z123

−x13z234
+x23z134
−x34z123
2(x23y34− x34y23)
−y14z234
+y24z134
−y34z124

−x14z234
+x24z134
−x34z124
2(x24y34− x34y24)
0 0 −z234

TABLE 3. The matrix m2,ℓ of Definition 4.1.
m2,r =

2(x13y14− x14y13) −2(x12y14− x14y12) −2(x12y13− x13y12)
−x12y34+ x34y12
−x13y24+ x24y13
+x14y23− x23y14
+t
2(x12y24− x24y12) 2(x12y23− x23y12)
2(x13y34− x34y13)

−x12y34+ x34y12
−x13y24+ x24y13
−x14y23+ x23y14
−t
−2(x13y23− x23y13)
2(x14y34− x34y14) −2(x14y24− x24y14)

x12y34− x34y12
−x13y24+ x24y13
−x14y23+ x23y14
+t
−z134 z124 z123

TABLE 4. The matrix m2,r of Definition 4.1.
and m2,ℓ and m2,r are given in Tables 3 and 4.
Theorem 4.2. The maps and modulesM of Definition 4.1 form a complex; further-
more, if the ideal imm1 of R has grade at least three, thenM is acyclic.
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Proof. This result is [10, Thm. 3.1]. One could also use Theorems 3.5, 4.5, and
2.9.1. 
Definition 4.3. Retain the notation of 4.1. If
S= {xi j,yi j|1≤ i< j ≤ 4}∪{zi jk|1≤ i< j < k ≤ 4}∪{t}
are indeterminates over the commutativeNoetherian ringR0 and R is the polynomial
ring R0[S], then one says thatM is built using variables over R0 and one refers to R
as R0[M].
Remark 4.4. Adopt the language of Definition 4.1. If R is a bi-graded ring with
xi j, yi j ∈ R(1,0), t ∈ R(2,0), and zi jk ∈ R(0,1),
thenM is the bi-homogeneous complex
0→ R(−5,−2)2
m3−−−→
R(−3,−2)2
⊕
R(−4,−1)4
m2−−−→
R(−2,−1)4
⊕
R(−4,0)
m1−−−→ R.
4.A. The map which carries Q ontoM.
Theorem 4.5. Let R0 be a commutative Noetherian ring in which two is a unit. If the
complexes Q and M of Definitions 3.3 and 4.1 are both built using variables over
R0, in the sense of 3.7 and 4.3, then there is a surjective R0-algebra homomorphism
µ : R0[Q]→ R0[M] such that the complexes Q⊗R0[Q]R0[M] andM are isomorphic.
Proof. Let R= R0[M]. Define µ : R0[Q]→ R0[M] by
µ(a11) =−x12, µ(a12) =−x13, µ(a13) = x14, µ(ℓ13) = x23,
µ(ℓ12) = x24, µ(ℓ11) =−x34, µ(a21) = y12, µ(a22) = y13,
µ(a23) =−y14, µ(ℓ23) =−y23, µ(ℓ22) =−y24, µ(ℓ21) = y34,
µ(ψ12) = z123/2, µ(ψ13) =−z124/2, µ(ψ23) =−z134/2, µ(z2) = z234/2,
and
µ(z1) = (−t+ x12y34− x13y24+ x14y23− x34y12+ x24y13− x23y14)/2.
Observe that
0 // R2
µ(〈q3〉)
//
σ3

R6
µ(〈q2〉)
//
σ2

R5
µ(〈q1〉)
//
σ1

R
σ0

0 // R2
m3
// R6
m2
// R5
m1
// R
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is an isomorphism of complexes, where
σ3 =
[
0 −1
1 0
]
, σ2 =

2 0 0 0 0 0
0 2 0 0 0 0
0 0 −2 0 0 0
0 0 0 2 0 0
0 0 0 0 2 0
0 0 0 0 0 2
 , σ1 =

4 0 0 0 0
0 4 0 0 0
0 0 −4 0 0
0 0 0 4 0
0 0 0 0 −4
 ,
and σ0 = 16. 
5. THE COMPLEX B OF BROWN.
A coordinate-free description of the complex B from [2, Prop. 3.6] is given in
Definition 5.3. A matrix version of B may be found in 5.8. A map which carries Q
onto B is given in Theorem 5.10.
Data 5.1. Let R be a commutative Noetherian ring, F andG be free R-modules with
rankF = 3 and rankG= 2, φ : F →G be an R-module homomorphism, ψ ∈
∧2F∗,
ζ ∈
∧2G, and z2 ∈ R. Let p :
∧2G⊗
∧3F∗ → R be a fixed isomorphism.
Notation 5.2. Adopt the data of 5.1. We use gi, γi, fi, and fi for arbitrary elements
of
∧iG,
∧iG∗,
∧iF , and
∧iF∗, respectively. We use χF⊗χF∗ and χG⊗χG∗ for the
canonical elements of
∧3F⊗
∧3F∗ and
∧2G⊗
∧2G∗, respectively; see 2.5. Notice
that every expression which involves χF must also involve χF∗ . The analogous
statement is also in effect for each of the objects χF∗ , χG, and χG∗ .
Definition 5.3. Adopt Data 5.1 and Notation 5.2. Let B be the following collection
of R-module homomorphisms:
0→ B3
b3−→ B2
b2−→ B1
b1−→ B0,
where
B3 = (
∧2G∗⊗
∧3F)⊕
∧3F, B2 =
∧3F⊕G∗⊕F, B1 = G⊕F
∗,
B0 =
∧2G⊗
∧3F∗,
b3
([
γ2⊗ f3
f ′3
])
=
 ζ(γ2) · f3− z2 · f ′3−[φ(ψ( f3))](γ2)
[(
∧2φ∗)(γ2)]( f3)+ψ( f
′
3)
 ,
b2
 f3γ1
f1
= [φ(ψ( f3))+ γ1(ζ)+ z2 ·φ( f1)
−φ∗(γ1)+ f1(ψ)
]
,
and
b1
([
g1
f1
])
=
{
−g1∧φ[ψ(χF)]⊗χF∗ + z2 ·χG⊗ f1∧ (
∧2 φ∗)(χG∗)
+ζ⊗ f1∧ψ.
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Remark 5.4. Our phrasing of the data involved in 5.1 is slightly different than the
phrasing in [2, Prop. 3.6]. Brown uses a 5× 5 alternating matrix T . Brown also
points out, in the note above [2, Prop. 3.6], that no generality is lost if t12 is set
equal to zero. We view this data as a 2×3 matrix 〈φ〉 together with an element ψ
of
∧2F∗0 . The element ψ corresponds to 3×3 alternating matrix A as is described
in 2.6 and 2.1.3. Thus, our data can be configured as[
02×2 〈φ〉2×3
(−〈φ〉T)3×2 A3×3
]
,
which is Brown’s data.
Theorem 5.5. The maps and modules B of Definition 5.3 form a complex; further-
more, if the ideal imb1 of R has grade at least three, then B is acyclic.
Proof. This result is [2, Prop. 3.6]. An alternative argument which explicitly works
over any commutative Noetherian base ring is sketched in Example 6.1. As in the
proof of Theorems 3.5 and 4.2 it suffices to prove that B is acyclic when the data of
5.1 is sufficiently general. 
5.A. Write B using matrices. We first fix bases and write the data of 5.1 in terms
of matrices.
Notation 5.6. Adopt the data of 5.1. Fix dual bases {ei} and {e
∗
i } for F and F
∗,
respectively; dual bases {βi} and {β
∗
i } for G and G
∗, respectively; dual bases
ΩF = e1∧ e2∧ e3 and ΩF∗ = e
∗
3∧ e
∗
2∧ e
∗
1
for
∧3F and
∧3F∗, respectively; and dual bases
ΩG = β1∧β2 and ΩG∗ = β
∗
2∧β
∗
1
for
∧2G and
∧2G∗, respectively.
Let φ have matrix
U =
[
u11 u12 u13
u21 u22 u23
]
with respect to the above bases; in particular,
φ(e j) = u1 jβ1+u2 jβ2.
Let ζ = w1β1∧β2, ψ = pi1e
∗
2∧ e
∗
3−pi2e
∗
1∧ e
∗
3+pi3e
∗
1∧ e
∗
2,
Π =
[
pi1 pi2 pi3
]T
,
and ∆i = (−1)
i+1 times the determinant ofU with column i deleted.
Definition 5.7. Retain the notation of 5.6. If
S= {ui j|1≤ i≤ 2,1≤ j ≤ 3}∪{pii|1≤ i≤ 3}∪{w1,z2}
PERFECT MODULES WITH BETTI NUMBERS (2,6,5,1) 19
are indeterminates over the commutativeNoetherian ringR0 and R is the polynomial
ring R0[S], then one says that B is built using variables over R0 and one refers to R
as R0[B].
Proposition 5.8. When the notation of 5.6 is used, then the complex B of Defini-
tion 5.3 has the form
0→ R2
〈b3〉
−−→ R6
〈b2〉
−−→ R5
〈b1〉
−−→ R,
where
〈b3〉=
ΩG∗⊗ΩF −ΩF
ΩF w1 z2
−β∗2 (UΠ)1 0
β∗1 (UΠ)2 0
e1 ∆1 pi1
e2 ∆2 pi2
e3 ∆3 pi3
,
〈b2〉=
ΩF −β
∗
2 β
∗
1 e1 e2 e3
−β2 (UΠ)2 0 −w1 −z2u21 −z2u22 −z2u23
β1 −(UΠ)1 w1 0 z2u11 z2u12 z2u13
e∗1 0 u21 −u11 0 −pi3 pi2
e∗2 0 u22 −u12 pi3 0 −pi1
e∗3 0 u23 −u13 −pi2 pi1 0
,
and 〈b1〉 is equal to
−β2 β1 e
∗
1 e
∗
2 e
∗
3
ΩG⊗ΩF∗ (UΠ)1 (UΠ)2 z2∆1−w1pi1 z2∆2−w1pi2 z2∆3−w1pi3
.
Remark 5.9. Adopt the notation of 5.6. If R is a bi-graded ring with
ui j ∈ R(1,0), w1 ∈ R(2,0), and pii, z2 ∈ R(0,1),
then B is the bi-homogeneous complex
0→
R(−4,−2)
⊕
R(−2,−3)
〈b3〉
−−−−→
R(−2,−2)
⊕
R(−3,−1)2
⊕
R(−2,−2)3
〈b2〉
−−−−→
R(−1,−1)2
⊕
R(−2,−1)3
〈b1〉
−−−−→ R.
5.B. The map which carries Q onto B.
Theorem 5.10. If the complexes Q and B of Definitions 3.3 and 5.3 are both built
using variables over the commutative Noetherian ring R0, in the sense of 3.7 and
5.7, then there is a surjective R0-algebra homomorphism Φ : R0[Q]→ R0[B] such
that the complexes Q⊗R0[Q] R0[B] and B are isomorphic.
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Proof. Let R= R0[B]. Define Φ : R0[Q]→ R0[B] by
Φ(a12) = Φ(a13) = Φ(ℓ13) = Φ(ℓ12) = Φ(ℓ21) = 0,
Φ(a11) =−z2, Φ(ℓ11) =−1, Φ(a21) =−w1−pi1, Φ(a22) = u12,
Φ(a23) = u13, Φ(ℓ23) =−u22, Φ(ℓ22) = u23, Φ(z1) = w1,
Φ(ψ12) = pi3, Φ(ψ13) =−pi2, Φ(ψ23) =−u11, Φ(z2) = u21.
Observe that
Φ(A) =
[
−z2 0 0
−w1−pi1 u12 u13
]
, Φ(L) =
[
−1 0 0
0 u23 −u22
]
,
Φ(P) =
−u11pi2
pi3
 , Φ( 3∑
i=1
∣∣∣∣a1i ℓ1ia2i ℓ2i
∣∣∣∣
)
=−w1−pi1,
Φ(ALT) =
[
z2 0
w1+pi1 u12u23−u13u22
]
, and
Φ(PTAT) =
[
u11z2 u11(w1+pi1)+u12pi2+u13pi3
]
.
Observe further, that
0 // R2
〈b3〉
//
J3

R6
〈b2〉
//
J−12

R5
〈b1〉
//
J1

R
=

0 // R2
Φ(〈q3〉)
// R6
Φ(〈q2〉)
// R5
Φ(〈q1〉)
// R
is an isomorphism of complexes with
J1 =

0 1 0 0 0
1 0 0 0 0
0 0 0 −1 0
0 0 0 0 −1
0 0 −1 0 0
 , J2 =

−1 0 0 0 0 0
0 0 0 −1 0 0
u11 1 0 0 0 0
u21 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0
 , and
J3 =
[
0 −1
−1 0
]
.

6. THE LINKAGE HISTORY OF Q.
Example 6.1. Let R0 be a commutative Noetherian domain and let B be the res-
olution of Proposition 5.8 built over R0 using bi-graded variables as described in
Definition 5.7 and Remark 5.9. We give the linkage history of B and thereby give
an alternative proof of Theorem 5.5. This linkage history also plays a crucial role
in our discussion of rigidity in Section 7. Let
(6.1.1) R= R0[{λi j|1≤ i≤ 3, 1≤ j ≤ 2}∪{δ0,α1,α2,α3,β}]
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be a bigraded polynomial ring. The variables of R have the following degrees:
α1,α2,λi j ∈ R10, for 1≤ i, j ≤ 2; α3 ∈ R20; and β,δ0,λ31,λ32 ∈ R01.
(This choice of bi-grading is compatible with the bi-grading in (3.10), (4.4), and
(5.9). On the other hand, it can be ignored with no damage done.) Let Λ be the
3×2 matrix (λi j), δ = [δ1,δ2,δ3] be the row vector of signed maximal minors of Λ
with δΛ = 0. The ideal (δ0,δ1,δ2,δ3) is a hyperplane section of a grade two almost
complete intersection. This ideal is perfect of grade three and the resolution of the
quotient ring it defines
(6.1.2) 0→ R(−2,−2)2 →
R(−1,−2)2
⊕
R(−2,−1)3
→
R(0,−1)
⊕
R(−1,−1)2
⊕
R(−2,0)
→ R
is well known. Let N be the product
N =
[
δ0 δ1 δ2 δ3
]
α1 α2 α3
1 0 0
0 1 0
0 0 β
 .
Recall, from Example 2.13, that the entries of N form a regular sequence, denoted
n1,n2,n3. The technique of linkage (see, for example, 2.9) yields that
(n1,n2,n3) : (δ0,δ1,δ2,δ3)
= (n1,n2,n3,λ11α1β+λ21α2β+λ31α3,λ12α1β+λ22α2β+λ32α3).
Observe that the bi-homogeneous R0-algebra isomorphism Ψ : R → R0(B) with
Ψ(λi j) = ui j, for 1≤ i, j ≤ 2,
Ψ(λ31) = pi2, Ψ(λ32) =−pi1, Ψ(δ0) =−pi3, Ψ(α1) = u23,
Ψ(α2) =−u13, Ψ(β) = z2, and Ψ(α3) = w1,
satisfies
Ψ(n1,n2,n3,λ11α1β+λ21α2β+λ31α3,λ12α1β+λ22α2β+λ32α3) = im〈b1〉.
Thus, the resolution B is constructed from the resolution (6.1.2) by linkage.
Theorem 6.2. The resolutionQ of Definition 3.3 may be obtained from the resolu-
tion B of Definition 5.3 by linkage.
Proof. Start with the resolution B of Definition 5.3 (and the data and notation of 5.1
and 5.2). Fix a homomorphism ℓ : F∗→ G. Define
c1 =
[
ℓ
id
]
: F∗ → B1 = G⊕F
∗.
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Recall, from Proposition 2.11, that if ℓ is sufficiently general, then the image of
p◦b1 ◦c1 is a grade three complete intersection ideal in R. Define R-module homo-
morphisms c2 and c3:
(6.2.1) 0 //
∧3F∗
p◦b1 ◦c1
//
c3

∧2F∗
p◦b1 ◦c1
//
c2

F∗
p◦b1 ◦c1
//
c1

R
p−1

0 // B3
b3
// B2
b2
// B1
b1
// B0
by
c3(f3) =

−p((
∧2 ℓ)(ψ)⊗ f3) · p(χG⊗χF∗) ·χG∗⊗χF
−z2 · p(∑i[φ(Ei)∧ ℓ(E
∗
i )]⊗ f3)) · p(χG⊗χF∗) ·χG∗⊗χF
−z2 · p(ζ⊗ f3) · p(χG⊗χF∗) ·χG∗⊗χF
+p(χG⊗χF∗) · p
(
[
∧2(φ◦ ℓ∗)](χG∗)⊗ f3
)
·χF
−p(ζ⊗ f3) · p(∑i[φ(Ei)∧ ℓ(E
∗
i )]⊗χF∗) ·χF
−p(ζ⊗ f3) · p(ζ⊗χF∗) ·χF

in B3 = (
∧2G∗⊗
∧3F)⊕
∧3F and c2(f2) is equal to
p(χG⊗χF∗) ·

−[(
∧2 ℓ)(f2)](χG∗) ·χF
+
[
ℓ
(
[ψ(χF)](f2)
)]
(χG∗)
+z2 · [φ(f2(χF))](χG∗)
−∑i[φ(Ei)∧ ℓ(E
∗
i )](χG∗) · f2(χF)− ℓ
∗
((
φ[f2(χF)]
)
(χG∗)
)
−ζ(χG∗) · f2(χF)

in B2 =
∧3F⊕G∗⊕F , for fi ∈
∧iF∗. We used ∑Ei⊗E
∗
i as the canonical element
of F⊗F∗ in the sense of 2.5. (The map p◦b1 ◦c1 : F
∗→ R is an element of F , and
∧•F∗ is a module over
∧•F ; hence p ◦ b1 ◦ c1 :
∧iF∗ →
∧i−1F∗ is a meaningful
R-module homomorphism.) It is not difficult to check that (6.2.1) is a map of com-
plexes, denoted c :
∧•F∗ → B. The theory of linkage guarantees that the mapping
cone of the dual of c (denoted Tot(c∗)) is a resolution of
R
im(p◦b1 ◦ c1) : imb1
.
One removes a split exact summand from Tot(c∗) in order to obtain Q. 
7. RIGIDITY
In this section we prove that if B and Q are built using variables over a field
k, then the completions of H0(B) and H0(Q) are rigid k-algebras. Artin [1] and
Hartshorne [14] are excellent references for the basic definitions and results about
deformation theory; the primary source is Lichtenbaum and Schlesinger [20]. Let
A be a Noetherian algebra over a field k and let ℓ be the ring of dual numbers ℓ =
k[ε]/(ε2). View k as an ℓ-algebra by way of the natural quotient map ℓ→ ℓ/(ε) = k.
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A first order infinitesimal deformation of A over k is a flat homomorphism η of
k-algebras
η : ℓ → B
such that there exists an isomorphism φ of k-algebras φ : B⊗ℓ k→ A. The deforma-
tion η is called trivial if there exists an isomorphism of ℓ-algebras
Φ : B→ A⊗k ℓ
such that Φ⊗ℓ idk = φ. The ring A is a rigid k-algebra if every first order infinitesi-
mal deformation of A over k is trivial.
7.1. Let R= k[[X ]] be a power series ring over a field k, I be an ideal of R, A be the
quotient ring A= R/I, and ωA be the canonical module of A.
Recall the upper cotangent functors T i(−,−) as defined by Lichtenbaum and
Schlessinger in [20]. In this language, T 0(A/k,A) is the module of k-derivations
Derk(A,A), T
1(A/k,A) corresponds to the space of isomorphism classes of first-
order infinitesimal deformations of A over k, and T 2(A/k,A) contains the obstruc-
tions for lifting infinitesimal deformations of A. Therefore A is rigid over k if
T 1(A/k,A) = 0 and unobstructed if T 2(A/k,A) = 0. If I is generically a complete
intersection and perfect, then A is called strongly unobstructed if the twisted conor-
mal module I/I2⊗A ωA is Cohen-Macaulay. It is shown in [15] that if A is strongly
unobstructed, then A is unobstructed. An important tool for proving results about
deformations is the fact, established in [20], that there exists a natural embedding
Ext1A(I/I
2,A) 

// T 2(A/k,A) ,
which is an isomorphism whenever I is generically a complete intersection.
The deformation theory of rings defined by licci ideals (see Definition 2.10) is
especially well-behaved. Retain the setup of 7.1. It is shown in [6] that the depth
of the twisted conormal module I/I2⊗A ωA and the depth of the normal module
HomA(I/I
2,A) are invariants of the linkage class of A. Thus, the results of [6]
reprove the fact, established in Buchweitz’s thesis [5], that the Cohen-Macaulay
property of I/I2⊗A ωA is preserved under linkage, for ideals I which generically
are complete intersections. Fix an ideal I of R which is licci and is generically
a complete intersection. It follows from the above discussion, that I is strongly
unobstructed, every first order infinitesimal deformation of A = R/I may be lifted
without restriction, and A is isomorphic to A˜/(a) for some rigid complete local
k-algebra A˜ and some regular A˜-sequence a.
If A and B are complete local k-algebras, then Herzog [15] writes A∼ B if there
is a third such algebra C containing regular sequences x and y such that A∼=C/(x)
and B =C/(y). This relation becomes an equivalence when the algebras involved
are strongly unobstructed. In particular,∼ is an equivalance relation when the rings
involved are defined by licci ideals which generically are complete intersections.
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Example 7.2. If the ring R0 is a field k, then the ideal (δ0,δ1,δ2,δ3) of Example 6.1
defines a rigid k-algebra. Indeed, the determinantal ideal I = (δ1,δ2,δ3) of the
power series ring R̂ = k[[{λi, j}]] has been shown to define a rigid quotient many
times; see for example, [23, pg. 685], [12], [15, Satz 3.4d], or [19, between 4.2 and
4.3]. Furthermore, if R′= R̂[[δ0]] and I
′ is the ideal (IR′,δ0) of R
′, then R′/I′= R̂/IR̂
is also a rigid k-algebra.
Our main tool for proving rigidity is the following result about the passage of
rigidity across semi-generic linkage. The result appears as [19, Thm. 4.2].
Theorem 7.3. Let k be a field, S be a power series ring in a finite number of vari-
ables over k, and a be a 1×n matrix whose entries generate a perfect grade g ideal
I of S. Suppose S/I is a rigid k-algebra. Let X be the n×g matrix
X =
[
It 0
Y
]
,
where Y is an (n−t)×g matrix of indeterminates for some t with 0≤ t ≤ g, and It is
the t× t identity matrix. Let K be the ideal in R= S[[Y ]] generated by the entries of
the product matrix aX. If J is linked to IR by K in R, then R/J is a rigid k-algebra.
Remark 7.4. The statement of Theorem 7.3 in [19] includes the hypothesis “As-
sume that K is a complete intersection”; however, Proposition 2.11 ensures that the
hypothesis is automatically satisfied.
Corollary 7.5. If the complex B of Definition 5.3 is built using variables over a
field k, in the sense of 5.7, then the completion of H0(B) is a rigid k-algebra.
Proof. Let R0 be the field k;
R̂= k[[{λi j|1≤ i≤ 3, 1≤ j ≤ 2}∪{δ0,α1,α2,α3,β}]]
be the completion of the polynomial ring of (6.1.1) in them-adic topology, wherem
is generated by all of the variables; andR be the power series ringR= R̂[[β1,β2]].
We consider three ideals of R:
K : I, K′ : I, and K′′ : I′,
where I = (δ0,δ1,δ2,δ3) is exactly as described in Example 6.1, I
′= (δ0,δ
′
1,δ
′
2,δ
′
3),
where δ′1,δ
′
2,δ
′
3 are the signed maximal minors of λ11 λ12λ21 λ22
λ31−β1λ11−β2λ21 λ32−β1λ12−β2λ22
 ,
K is generated by the entries of the matrix product [δ0,δ1,δ2,δ3]X for
X =

α1 α2 α3
1 0 0
0 1 0
0 0 β
 ,
PERFECT MODULES WITH BETTI NUMBERS (2,6,5,1) 25
K′ is generated by the entries of the matrix product [δ0,δ1,δ2,δ3]X
′ for
X ′ =

α1 α2 α3
1 0 0
0 1 0
β1 β2 β
 ,
and K′′ is generated by the entries of the matrix product [δ0,δ
′
1,δ
′
2,δ
′
3]X .
According to Example 6.1, the quotientR/(K : I) is equal to
(H0(B)⊗R R̂)[[β1,β2]];
thus, H0(B)⊗R R̂ is a rigid k-algebra provided R/(K : I) is a rigid k-algebra. The
quotient R/(K′ : I) is a rigid k-algebra by Example 7.2 and Theorem 7.3. The
k-algebra isomorphism which sends
λ3 j 7→ λ3 j−β1λ1 j−β2λ1 j, for 1≤ j ≤ 2,
and is the identity map on all of the other variables, induces a k-algebra isomor-
phism
R/(K : I)→R/(K′′ : I′).
We complete the proof by showing the the ideals (K′′ : I′) and (K′ : I) of R are
equal. Observe that
δ′1 = δ1+β1δ3, δ
′
2 = δ2+β2δ3, and δ
′
3 = δ3.
It follows that the ideals I′ and I are equal and the matrices[
δ0 δ
′
1 δ
′
2 δ
′
3
]
X and
[
δ0 δ1 δ2 δ3
]
X ′
are equal. 
Corollary 7.6. If the complex Q of Definition 3.3 is built using variables over a
field k, in the sense of 3.7, then the completion of H0(Q) is a rigid k-algebra.
Proof. Apply Theorem 6.2, Theorem 7.3, and Corollary 7.5. 
REFERENCES
[1] M. Artin, Lectures on Deformations of Singularities, Tata Institute, Bombay, 1976.
http://www.math.tifr.res.in/∼publ/ln/tifr54.pdf
[2] A. Brown, A structure theorem for a class of grade three perfect ideals, J. Algebra 105 (1987),
308–327.
[3] W. Bruns, The existence of generic free resolutions and related objects, Math. Scand. 55
(1984), 33–46.
[4] W. Bruns and U. Vetter, Determinantal rings, Lecture Notes in Mathematics, 1327, Springer-
Verlag, Berlin, 1988.
[5] R.-O. Buchweitz, Contributions a` la the´orie des singularite´s, Thesis, University of Paris, 1981.
[6] R.-O. Buchweitz and B. Ulrich, Homological properties which are invariant under linkage,
preprint, 1983.
[7] D. Buchsbaum and D. Eisenbud, Generic free resolutions and a family of generically perfect
ideals, Advances in Math 18 (1975), 245–301.
[8] D. Buchsbaum and D. Eisenbud, Algebra structures for finite free resolutions, and some struc-
ture theorems for ideals of codimension 3, Amer. J. Math. 99 (1977), 447–485.
26 A. R. KUSTIN
[9] L. Burch, On ideals of finite homological dimension in local rings, Proc. Cambridge Philos.
Soc. 64 (1968), 941–948.
[10] E. Celikbas, J. Laxmi, W. Kras´kiewicz, and J. Weyman, The family of perfect ideals of codi-
mension 3, of Type 2 with 5 generators, Proc. Amer. Math. Soc., (to appear).
[11] L. Christensen, O. Veliche, and J. Weyman Free resolutions of Dynkin format and the
licci property of grade 3 perfect ideals, https://arxiv.org/pdf/1712.04016.pdf
Math. Scand. (to appear).
[12] P. de Carli and S. Gabelli, Una classe di algebre rigide, Ann. Univ. Ferrara Sez. VII (N.S.) 25
(1979), 69–74.
[13] E. S. Golod, A note on perfect ideals, Algebra (A. I. Kostrikin, ed.), Moscow State Univ.
Publishing House, (1980), 37–39.
[14] R. Hartshorne, Deformation theory, Graduate Texts in Mathematics, 257 Springer, New York,
2010.
[15] J. Herzog, Deformationen von Cohen-Macaulay Algebren, J. Reine Angew. Math. 318 (1980),
83–105.
[16] M. Hochster, Topics in the homological theory of modules over commutative rings, Expository
lectures from the CBMS Regional Conference held at the University of Nebraska, Lincoln,
Neb., June 24–28, 1974, 24, American Mathematical Society, Providence, R.I., 1975.
[17] M. Hochster and J. Eagon,Cohen-Macaulay rings, invariant theory, and the generic perfection
of determinantal loci, Amer. J. Math. 93 (1971), 1020–1058.
[18] A. Kustin, Ideals associated to two sequences and a matrix, Comm. Algebra 23 (1995), 1047–
1083.
[19] A. Kustin and M. Miller, Deformation and linkage of Gorenstein algebras, Trans. Amer. Math.
Soc. 284 (1984), 501–534.
[20] S. Lichtenbaum and M. Schlessinger, The cotangent complex of a morphism, Trans. Amer.
Math. Soc. 128 (1967), 41–70.
[21] M. Nagata, Local rings, Interscience Tracts in Pure and Applied Mathematics, No. 13 Inter-
science Publishers a division of John Wiley & Sons, New York-London, 1962.
[22] C. Peskine and L. Szpiro, Liaison des varie´te´s alge´briques. I., Invent. Math. 26 (1974), 271–
302.
[23] M. Schaps, Deformations of Cohen-Macaulay schemes of codimension 2 and non-singular
deformations of space curves, Amer. J. Math. 99 (1977), 669–685.
[24] J. Weyman, On the structure of free resolutions of length 3, J. Algebra 126 (1989), 1–33.
[25] J. Weyman,Generic free resolutions and root systems, Ann. Inst. Fourier (Grenoble) 68 (2018),
1241–1296.
ANDREW R. KUSTIN, DEPARTMENT OF MATHEMATICS, UNIVERSITY OF SOUTH CAROLINA,
COLUMBIA, SC 29208, U.S.A.
E-mail address:
