We propose a new method for making inference for networked population quantities like the population size and average out-degree of nodes when samples are selected via a link-tracing (adaptive) sampling design and when the population size is unknown. Our novel procedure utilizes a sufficient statistic which in turn allows for adaptively recruited members of the target population to be included in the analysis. Preliminary estimates of population quantities are based on randomly selected initial samples. Rao-Blackwellization of the estimator entails averaging over preliminary estimates obtained from full sample reorderings that are consistent with the sufficient statistic which incorporates information from the adaptively recruited members. We evaluate the method for an adaptive sampling design when applied to an empirical population of individuals at risk for HIV/AIDS. The results demonstrate that the new method provides improved estimates of population quantities.
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Introduction
In this article we introduce a new design-based method for estimating unknown quantities of networked populations that is based on samples selected through a linktracing (adaptive) sampling design when the population size is unknown. Since the population size is often unknown in the study of hard-to-reach populations (Magnani et al., 2005) , we have developed a novel inference procedure that is based on a sufficiency result for such a situation. In a typical sampling study the usual minimal sufficient statistic for the population parameter vector is the unordered set of distinct units in the sample with their associated values of the variables of interest (Thompson and Seber, 1996) . In our approach we now get a different sufficient statistic since the sample selection probabilities under the sampling design depend on the unknown size of the population and therefore cannot be observed.
Mark-recapture methods have become of increasing importance for estimating the size of hidden human populations (see Frischer et al. (1993) , Mastro et al. (1994) , Hook and Regal (1995) , and Nguyen et al. (2010) ). This article therefore places an emphasis on the estimation of the population size, though the inference methods we have developed can be used to estimate other population quantities like the average out-degree. In our strategy we use mark-recapture estimation methods with linktracing sampling designs to estimate the size of the population. In order to overcome the bias that could result from the link-tracing, we initially use the overlap only from the non-traced part of the sample. Because this overlap may be small, which can make standard mark-recapture estimates inefficient, we use the new sufficient statistic via the Rao-Blackwell method to weigh in overlap among the traced parts of the samples as well, thereby not increasing the bias while substantially increasing the efficiency.
There has been a growing interest in the use of link-tracing sampling designs to facilitate the study of hard-to-reach populations like those comprised of injection drug-users, commercial sex-workers, and the homeless. Such hard-to-reach populations may have a tendency to exhibit social links between members based on a 1 relationship such as the sharing of drug-injection equipment or the coming into of a sexual relationship. As such hard-to-reach populations consist of individuals that may be extremely difficult to locate and recruit for research study purposes, linktracing sampling designs can be employed to (further) increase participation rates amongst such target populations.
Sampling bias in network settings can manifest in many forms. For example, the refusal of interviewees to share the required study information on whom they have a drug-using relationship with and the non-response of invited peers of sampled individuals are two obstacles commonly encountered in the study of hidden populations (Potterat et al. (1993) , Rothenberg et al. (1995) , and Darrow et al. (1999) ). One possible way of minimizing such occurrences is to drive the link-tracing strategy with the use of appropriate incentives. Heckathorn (1997) summarized the use of primary and secondary incentives to facilitate recruitment amongst such hidden networked populations. Typically, primary incentives are offered to individuals based on the information given during initial recruitment. For example, this may be based on the offering of a reward for the completion of an interview where the interviewee's peers are divulged. Secondary incentives can be used to encourage further participation amongst linked members of the current sample. For example, the surveyor(s) may be able to harness the peer pressure between currently sampled individuals and their peers via the offering of some sort of financial reimbursement for those currently sampled when their peers are brought in for the study.
There is a growing body of literature on both design-based and model-based approaches to making inference for population characteristics through the use of adaptive sampling strategies when the population size is assumed known. Recently, Thompson (2006) generalized the design-based method for estimating population proportions based on an adaptive sampling strategy termed adaptive web sampling. The adaptive web sampling strategy allows for fixed sample sizes as well as the flexibility to allocate as much random or adaptive effort as desired at each step in the sample selection procedure. In the model-based setting Thompson and Frank (2000) described an approach to likelihood-based inference for link-tracing sampling designs, and this approach was used in further development in Chow and Thompson (2003) . Handcock and Gile (2010) developed a theoretical framework for basing inference for population unknowns on exponential random graph models when using an adaptive sampling design. For additional information on the modeling of networked populations, Goldenberg et al. (2010) provides a comprehensive overview of the procedures that have been studied in the network literature. Feinberg (2010a and 2010b) also provides a summary and discussion of some of the work on the modeling and analysis of networked populations, as well as a general introduction to papers with applications towards sampling, and analyzing, rare and social populations.
The use of some link-tracing designs has found increasing use in empirical practice. For example, Heckathorn (1997 and 2002) developed a procedure termed respondentdriven sampling which bases estimates of population proportions on Markov chain theory. Abdul-Quader et al. (2006) describes empirical findings based on a respondentdriven sampling design to collect data on an HIV-related population in the New York City area. Goel and Salganik (2010) deliver an analysis based on a comprehensive simulation study of respondent-driven sampling over many empirical populations and present some of the expected obstacles when this method is used in practice. Recent work by Gile and Handcock (2011) and Handcock et al. (2012) proposes a modified estimator of population means when employing respondent-driven sampling. This method utilizes a model-assisted approach to help overcome the initial bias introduced with the selection of an initial sample that is not a probability sample. As their inference procedure requires knowing the population size, they propose a method for estimating population size based on an assumption of successive sampling as an approximation to the actual design used.
There are many methods for estimating population sizes through a mark-recapture style of study (see Schwarz and Seber (1999) , and Chao et al. (2001) for a summary of the existing methods), and some of these classic methods have been implemented for estimating the size of hidden drug-using populations (again, see Frischer et al. (1993) , Mastro et al. (1994) , Hook and Regal (1995) , and Nguyen et al. (2010) ). Several model-based approaches for estimating population sizes with the use of a link-tracing design have been developed for when a subset of the target population is accessible from a sampling frame. Felix-Medina and Thompson (2004) developed an approach that combines model-based and design-based inference. This approach assumes that links from the partial sampling frame are made with a homogenous pattern that facilitates a mark-recapture style of inference. Felix-Medina and Monjardin (2006) extended on this work by proposing a Bayesian-assisted approach to overcome some of the bias that the maximum likelihood estimators present.
Many hidden populations have a high degree of unpredictable behavior, for example in the form of erratic clustering patterns amongst its members. In such situations model-based estimators may not be a robust measure for the population size because of departures from the model-based assumptions and hence a design-based approach would be more ideal. One such method was presented by Frank and Snijders (1994) where they developed a design-based approach to inference that achieves consistent moment-based estimates of the population size based on a Bernoulli sample.
A design-based approach is developed in this paper to avoid dependence on modelbased assumptions. The method outlined in this article consists of selecting independent adaptive web samples and using mark-recapture concepts. Adaptive sampling designs have a tendency to yield members of the population with a larger degree (i.e. number of neighbors/peers) relative to a random sample. In consequence, ordinary mark-recapture estimators like the Lincoln-Petersen estimator will tend to underestimate the population size. To correct for this, we base the mark-recapture estimator on information in the initial random samples and then exploit the sufficient statistic to incorporate the information from adaptively recruited members. Our method averages these initial mark-recapture estimates conditional on the sufficient statistic. We use a simulation study based on an empirical population of individuals that are at risk for HIV/AIDS to show that the additional sampling efforts required for adaptive recruitment will result in improved estimates that have a significant gain in precision over their preliminary estimator counterparts.
In Section 2 we introduce the notation that is used in this article and outline the linktracing sampling design that is further explored. Section 3 is reserved for developing estimates of the population size and average out-degree of the population as well as the variances of these estimates. As tabulating the preliminary estimates from all reorderings of the final samples is computationally cumbersome for the samples selected in this study, in Section 4 we outline a Markov chain resampling procedure to obtain estimates of the Rao-Blackwellized estimates. In Section 5 we perform a two and three-sample study based on the empirical population, and then draw conclusions and provide a general discussion of the novel methods developed in this article in Section 6.
Sampling Setup and Design
We define a population U to consist of the set of units/individuals U = {1, 2, ..., N } where N is the unknown population size. Each pair of units (i, j), i, j = 1, 2, ..., N, is associated with a weight w ij that reflects the strength of the relationship between the two units. In this study we use a simple approach to assigning weights and set w ij = 1 if there is a link (or predetermined relationship) from unit i to unit j, and zero otherwise. We define w ii = 0 for all i = 1, 2, ..., N .
An adaptive web sampling design that is selected without replacement consists of an initial sample and adaptive additions. In our study we consider a practical case where a random initial sample is obtained and further recruitment is based only on the tracing of links. We outline this procedure in further detail below. More general cases of adaptive web sampling designs, that is those that permit for random jumps to be taken at intermediate steps, are explained in detail in Appendix 1 with a corresponding proof for the sufficiency result in Appendix 2.
Suppose a study is based on K samples. For each sample k = 1, 2, ..., K, where selection is based on an initial sample of size n 0k and a desired final sample of size n k , the sample selection procedure is carried out as follows:
Step 0: Select n 0k members completely at random.
For t = 1, 2, ..., n k − n 0k , do the following.
Step t: Define s t be the current sample and let a t ⊆ s t be the active set at time t (that is, those units in the sample whose neighbors we are considering for adaptive selection). Let w at,+ be the number of links from the active set to U \ s t . If w at,+ = 0 then the sampling procedures stops and the final sample is of size n 0k + t − 1. If w at,+ > 0 then select an individual i U \ s t with probability q t,i = wa t,i w a t ,+ where w at,i is the number of links from the active set out to unit i at step t.
The observed data is
.., K} where s k refers to sample k for k = 1, 2, ..., K; w + i is the out-degree of individual i (that is, the number of members acknowledged by individual i); t i,k is the time (or step) in the sampling sequence that unit i is selected for sample k. The reduced data is r(
.., K} where r is the reduction function that removes the time element that is assigned to each unit that is selected for each sample. Appendix 3 shows that the reduced data d r is a sufficient statistic for the population size and unobserved adjacency data of the population elements.
The probability of observing d 0 is expressed as
where the first terms in the expression correspond with the random selection of the initial samples and q
is the probability of selecting the unit that was selected at step t for sample k. It shall be understood that for t = 0 and t > n k − |s k |, q
We shall clarify the notation and sample selection procedure with the following example. Figure 1 provides an example of two final samples that are selected under the design that is outlined in this section where the two samples comprise the study (that is, K = 2). The size of the initial random samples are n 01 = n 02 = 1 and the number of members added after the initial samples is two to bring the final sample 6 sizes up to n 1 = n 2 = 3. Suppose that in each case the active set is always the current sample in the sample selection procedure. For ease of understanding, define s (0 1 ,...,0 K ) to be the list of the samples in the original order they are selected in. Fur-
(|s k | − n 0k )!, the total possible number of reorderings under sample k when this design is used. Figure 1 : A two-sample study where samples are selected via the design that does not permit for random jumps. The initial sample sizes are one and the final sample sizes are three. The active set was always the current sample. Sample reorderings consistent with the sufficient statistic are discussed in this section.
For the samples provided in this example, suppose that
At a slight abuse of notation, we will leave it implicit within the probability expressions that the corresponding adjacency data is observed. The probability of selecting the samples in this order is
One probable pair of sample reorderings is
(3 − 1)! = 6 for k = 1, 2, since there are always links to trace out of the active set at each intermediate step. The probability of selecting this reordering is
Notice that when this design is used (that is, when random jumps are not permitted 7 at intermediate steps), any hypothetical (set of) reorderings whose sample(s) sequence(s) does not contain at least one link from the current active set out to those members not currently selected for the sample has zero probability of being obtained in the empirical setting. For example, one pair of sample reorderings that cannot be selected under this design is ((C, A, B), (D, A, E)) since there is an absence of a link from unit C to unit A.
Estimation

Population size estimators
Suppose thatN 0 is a preliminary estimate of the population size based on the K initial random samples. For example, in a two sample study a preliminary estimate of the population size based on the initial random samples is the LincolnPetersen estimator (Petersen, 1896) , or its more practical counterpart, the biasedadjusted Lincoln-Petersen (LP) estimator proposed by Chapman (1951) . Both estimators are asymptotically unbiased, though this estimator is less biased than the Lincoln-Petersen estimator. The biased-adjusted Lincoln-Petersen estimator is of the formN
where m denotes the number of individuals that are selected for both initial samples s 01 and s 02 . An improved estimator that has variance equal to or smaller than, and shares the same expectation as, its preliminary counterpart is obtained via RaoBlackwellizing over the sufficient statistic d r . This estimator is of the form
(see Appendix 3 for further details) whereN
is the preliminary population size estimate based on the hypothetical initial samples corresponding with reorderings r 1 , r 2 , ..., r K of samples 1, 2, ..., K, respectively, and p(s (r 1 ,r 2 ,...,r K ) |d r ) is the conditional probability of obtaining the sample reorderings r 1 , r 2 , ..., r K given the data observed for d r .
Average out-degree estimators
Estimates of the distribution of individual responses, like the out-degree of the population members, are of interest to researchers of hard-to-reach populations as estimates for the rate of exchange of needles can benefit from such information. We can obtain estimates of such characteristics as follows. For notational convenience, we shall let M = K k=1 s 0k . We can then estimate the average out-degree of the population,
with the estimator based on the unique members selected for the initial samples, namelyŵ
Conditional on | M | this estimator can be viewed as being based on a random sample of | M | individuals selected without replacement. Therefore,ŵ 0 can be shown to be an unbiased estimator for w µ . The Rao-Blackwellized version of the preliminary estimator of the average out-degree is made possible through the same procedure as obtaining the Rao-Blackwellized version of a preliminary estimator of the population size. The corresponding formula used for obtaining the Rao-Blackwellized version of
3.3 Variance estimators Schwarz and Seber (1999) outlined several methods for obtaining estimates of the variance of the estimates based on a K sample mark-recapture study. In our twosample study we shall take, as an estimator of the variance of the preliminary estimatorN 0 , the estimator that was proposed by Seber (1970) . This estimator is approximately unbiased and is of the form
An estimate of the variance ofŵ 0 is the conditionally unbiased estimatê
where N −|M | N corresponds with the finite population correction factor and
As the population size is not known in advance, in our empirical study we shall substitute N with an estimateN 0 in the finite population correction factor.
An unbiased estimate of the variance of the Rao-Blackwellized estimators can be obtained as follows. For any estimatorθ RB = E[θ 0 | d r ] for some population unknown θ, whereθ 0 is the preliminary estimate, the conditional decomposition of variances gives
An unbiased estimator of var(θ RB ) iŝ
This estimator is the difference of the expectation of the estimated variance of the preliminary estimator over all reorderings of the data and the variance of the preliminary estimator over all the reorderings of the data. As this estimator can result in negative estimates of the variance, a conservative approach is take the estimate of var(θ RB ) to be E[v ar(θ 0 ) | d r ] if such a situation arises.
Markov Chain Resampling Estimators
When sample sizes are small, it would be ideal to enumerate all sets of sample reorderings with their corresponding empirical selection probabilities and preliminary estimates as the improved estimators can then be obtained exactly. However, when sample sizes exceed computational feasibility for exact enumeration, a Markov chain resampling procedure can be implemented to obtain approximations of the RaoBlackwellized estimates. As the sampling strategy presented in this paper selects multiple independent adaptive web samples, the Markov chain resampling strategy needs to be modified. We outline the modified Markov chain accept/reject (Metropolis et al., 1953 and Hastings, 1970) resampling procedure below.
Suppose θ is an unknown population quantity we wish to estimate with the improved
where d r is a sufficient statistic.
Step 0: Letθ
0 be the estimated value of θ andv ar(θ
0 ) be the estimated value of var(θ 0 ) that is obtained from selecting K adaptive web samples in the original order they were selected. Also, let t (0) = s (0 1 ,0 2 ,...,0 K ) be the ordered original samples in the order they were selected.
For step l = 1, 2, ..., R, where R is sufficiently large:
Draw a an ordered set of candidate sample reorderings, t (l) say, from a candidate distribution. Suppose the most recently accepted set of candidate reorderings is t (y)
for some ordered set of reorderings of the samples where y = 0, 1, 2, ..., l−1. Let p(t (l) ) be the empirical probability of obtaining t (l) and q(t (l) ) be the probability of obtaining t (l) under the candidate distribution. With probability equal to min
0 ) be the estimates of θ and var(θ 0 ), respectively, obtained with the ordered set of sample reorderings t (l) . Otherwise, takeθ
). Recall that with the design that does not permit for random jumps p(t (l) ) needs only be known for the (hypothetical) adaptive recruitment probabilities found in the corresponding ordered set of sample reorderings. The reason for this is that all terms involving the unknown population size N can be factored out of the ratio of the true probabilities of obtaining sample reorderings and canceled from the expression (see Appendix 3 for details).
Final step: Take the estimate ofθ RB to bẽ
and take the estimate ofv ar(θ RB ) to bẽ
With the adaptive web sampling designs restricted to only recruiting members that are linked to the current active set, and not allowing for random jumps, a large number of the sample reorderings will likely have zero probability of being selected in the empirical setting. The primary reason for this is that the sample reorderings that consist of at least one member added after the hypothetical current sample, with whom do not share a link to any previously selected members that are in the active set, result in a sample that is not sequentially obtainable under an adaptive web sampling design that does not permit for random jumps.
An ideal choice of a candidate distribution is one which gives a positive probability to all consistent reorderings and relatively little to no probability for inconsistent reorderings. For example, with the adaptive web sampling design that does not permit for random jumps, one possible candidate distribution is outlined as follows. Consider each sample individually and first place all corresponding sampled units that are not nominated by any other sampled units into the hypothetical initial sample with probability one (notice that these members must be in the corresponding original initial sample as there are no links to them from other members of the sample). Next, fill in the rest of the initial sample at random with members from the sample not yet selected. Finally, attempt to select the remaining members for the sample based only on tracing links out of the hypothetical current sample.
In the event that links out of the active set of the reordered sample are exhausted at an intermediate stage of selecting a candidate reordering, an empirical probability of zero is assigned to the reordering and a new iteration is considered. Furthermore, in the event that the final sample size is less than that which was pre-specified (that is, |s k | < n k ), this will be due to an absence of links from the active set out of the (final) sample. Careful attention must then be paid to determining which reorderings are consistent since such sample reorderings must have a final active set that does not reach out of the final sample (otherwise this reordering would be permitted to continue with sampling, which would have resulted in a different, and larger, final sample than that which was originally obtained). A moment's thought will reveal that in the event that the active set is always the current sample and there is such an occurrence, all reorderings will have a final active set that is consistent with that from the original ordering.
Empirical Study
We will apply the link-tracing design that only traces links and does not permit for random jumps, with the inference procedure outlined in this article, to an empirical population of individuals at risk for HIV/AIDS in the Colorado Springs area (Potterat et al. (1993) , Rothenberg et al. (1995) , and Darrow et al. (1999) ) to evaluate the new strategy. The population data is summarized in Figure 2 and is based on Project 90, a prospective study that was funded by the Centers for Disease Control and Prevention 1 .
Figure 2: HIV/AIDS at-risk population (Potterat et al., 1993) . The dark nodes indicate individuals whom are injection drug users, and links between pairs of nodes indicate drug-using relationships (all ties between nodes are reciprocated). The size of the population is 595. Figure 3 shows two adaptive web samples where 60 members were selected for the initial samples with (up to) 10 members further added adaptively to each sample. In both cases the active set was the current sample. The first sample is represented by light colored nodes and the second sample is represented by dark colored nodes. Nodes that are selected for both samples are highlighted as shaded nodes. The number of individuals selected for both initial samples was seven, and the number of individuals selected for both final samples was nine. The preliminary bias-adjusted Lincoln-Petersen estimator for the population size wasN 0 = 464 and its improved counterpart wasN RB = 552. A two-sample and three-sample simulation study was conducted as follows. In each study 2000 simulation runs were taken where initial samples of size 60 with (up to) 10 members recruited adaptively were selected for each sample. In both studies the active set was the current sample. A total of 20,000 resamples from each pair of samples for the Markov chain resampling procedure were obtained and 30,000 resamples from each set of three samples for the Markov chain resampling procedure were obtained. The candidate distribution that was outlined in the previous section was used.
In the two-sample study we utilized the bias-adjusted Lincoln-Petersen population size estimator (Chapman, 1951) . In the three-sample study, we utilized the following population size estimators:
• the M 0 estimator based on a log-linear model (Rivest and Baillargeon, 2007) ,
• the Poisson2 (using a Poisson model) estimator based on an M h assumption (Rivest and Baillargeon, 2007) , (Darroch et al., 1993) , and
• the Gamma3.5 (using a Gamma model) estimator based on an M h assumption (Rivest and Baillargeon, 2007) .
The first estimator is based on a homogenous sampling model, the M 0 model, so that all individuals have equal probability of being selected for each sample. Each of the other estimators is based on a heterogeneity sampling model, the M h model, to allow for differing selection probabilities between individuals. Though our study is one that is based on homogenous selection probabilities, we shall explore the use of the estimators based on the M h model to gauge the increase in precision of the improved estimators. In both studies we also explored the estimator for the average out-degree that was presented in Section 3.
The aforementioned estimators can be obtained with the "closedp.bc" function in the "Rcapture" package in R. The "closedp.bc" function was chosen since it has the feature of performing a bias correction through frequency modifications (see Rivest and L´evesque (2001) and Rivest and Baillargeon (2007) for further details). Tables 2 and 3 provide the approximate expectation and variance of the preliminary and improved estimators, as well as the variance scores based on a simple random sample of size 70. Notice that even with a relatively small number of members added adaptively to each sample, in all cases a significant improvement was seen with the Rao-Blackwellized estimators relative to their preliminary counterparts. Furthermore, it can be seen that the Rao-Blackwellized estimators offer a competitive alternative to the use of estimators based on random samples of size moderately larger than the initial sample sizes. Estimates of the variance of the estimates are based on the use of expressions (3) and (4) as well as the estimates of the variance of the population size estimators that are provided with the "closedp.bc" function. Coverage rates for the population size and average out-degree when using nominal 95% confidence intervals based on the Central Limit Theorem (CLT) and a log transformation strategy that was outlined in Chao (1987) for population size estimators are provided in Tables 4 and 5 . Notice the high coverage rates of the population average out-degree indicates that substituting the estimate of the population size, namely the Lincoln-Petersen estimator from the (first) two samples in both the two and three-sample study, into the corresponding variance expression found in expression (4) was a suitable choice. In all cases the coverage rates of the confidence intervals based on the improved estimators were on par with those based on the preliminary estimators while for most estimators, on average, keeping a tighter confidence interval. In our study a large number of negative estimates for the variance of the improved estimates were found with the Darroch and Gamma3.5 estimators. We resorted to using the more conservative approach that was suggested in the previous section and this appears to have resulted in coverage rates that are comparable to those based on their preliminary counterparts.
Discussion
In this article we have outlined a new strategy that uses link-tracing sampling and design-based inference to estimate the size and average out-degree of networked hardto-reach populations. The new method possesses the ability to adaptively recruit hard-to-reach members for the study without introducing additional bias into the improved estimates while allowing for control over sample sizes. As the theoretical results and simulation studies showed, the new methods outlined in this article will give rise to more precise estimators relative to those obtained with estimators based on the random initial samples.
An advantage the new methods presented in this article possess over some of the existing mark-recapture methods is outlined as follows. In some empirical settings when sampling from a large population with relatively small sample sizes, the selection of random samples may give rise to little or no overlap in the samples, hence rendering an undesirable estimate of the population size when using a mark-recapture style of estimator. With the methods outlined in this article, overlap in the adaptive recruitment stage of the samples is more certain and hence the use of the new inferential procedure should result in a much more reliable estimate of the population size.
As we considered a practical case where recruitment after selecting the initial random sample is based entirely on tracing links out of the current sample, future work on exploring design variations that permit for random jumps is deserving of attention. Furthermore, MCMC strategies that are used to approximate the improved estimators will benefit from research on candidate distributions that encourage the selection of consistent sample reorderings.
In this article we have considered a design-based approach to inference. The caveat of using such an approach is that in order to avoid sampling bias from measurement error the inference strategy requires fully observing the necessary adjacency data of the units selected for the sample. In many empirical settings it may be difficult to measure exactly how many peers of a selected unit are reachable and, perhaps due to privacy concerns, even more difficult to determine which members of the sample identify each other. Future work on strategies that make use of model-assisted designbased approaches (Sarndal et al., 1992) when it is anticipated that such stringent assumptions cannot be met is deserving of attention. Such a contribution has already been made in the literature on respondent-driven sampling (Gile and Handcock, 21 2011 ).
Extending on the methods outlined in this article to be compatible with other closed population models commonly used in mark-recapture studies (see Schwarz and Seber, 1999 for a review of some of these methods) is certainly deserving of future attention. For example, because of self-selection of some individuals for the sample we may introduce heterogeneity into the sampling procedure via selection probabilities that are heterogenous between groups. In this case we may assume that there are G groups that the population are divided into, and hence we may select a predetermined number of individuals, n 0k,g say, to be selected for initial sample k = 1, 2, ..., K from group g, g = 1, 2, ..., G. When the sampling design is permitted to take random jumps (see Appendix 1 and 2 for details) the original data is
.., K} where g i is the group that unit i belongs to. It can then be shown that d r = {(i, w ij , w i +, g i ), J : i, j s k , k = 1, 2, ..., K} is a sufficient statistic for the population size and adjacency data where reorderings that are consistent with the reduced data must have initial samples with n 0k,g units for each k = 1, 2, ..., K and g = 1, 2, ..., G (note that this is left implicit in the sampling design and therefore does not need to be reflected upon in the observed or reduced data).
Appendix 1 outlines the link-tracing design that permits for random jumps at intermediate stages of the sample selection procedure and provides a discussion of the sample reorderings that are consistent with the corresponding sufficient statistic.
Suppose a study is based on K samples. For each sample k = 1, 2, ..., K, where selection is based on an initial sample of size n 0k and a final sample of size n k , the sample selection procedure is carried out as follows:
Step t: Define s t to be the current sample and let a t ⊆ s t be the active set at time t (that is, those units in the sample whose neighbors we are considering for adaptive selection). Let w at,+ be the number of links from the active set to U \ s t .
• If w at,+ = 0 then select a unit i U \ s t with probability 1 N −(n 0k +t−1) .
• If w at,+ > 0 then either 1. with probability d: select a unit i U \ s t with probability q t,i = wa t,i w a t ,+ , or 2. with probability 1 − d: select a unit i U \ s t with probability
.., K} where s k refers to sample k for k = 1, 2, ..., K; w + i is the out-degree of individual i (that is, the number of members acknowledged by individual i); t i,k is the time (or step) in the sampling sequence that unit i is selected for sample k; J k and H k are indicator vectors of length L = max j=1,2,...,K {n j } that record when random jumps were taken and when the active set was exhausted in the sample selection procedure (so that a random jump was forced at this step), respectively. Note that H t,k = 1 implies J t,k = 1 but the converse will only always hold when d = 1. It shall be understood that for all k = 1, 2, ..., K, J 1,k , ..., J n 0k ,k = H 1,k , ..., H n 0k ,k = 0 and if n k < L then
.., K}, where r d is the reduction function and J = (
In this case the reduction function removes the time element that is assigned to each unit that is selected for each sample, removes the H k vectors, and reduces the records of when random jumps are taken to a sum of the number of random jumps that are taken at the corresponding steps across all samples. The reduced data can be shown to be sufficient for the population size and unobserved adjacency data (see Appendix 2 for the corresponding proof).
We shall clarify the notation and sample selection procedure with the following example. Figure 4 provides an example of two final samples that are selected under a design that permits for random jumps where the two samples comprise the study (that is, K = 2). Notice that this example is different from that provided in Figure  1 since unit E is now an isolated node. Figure 4 : A two-sample study where samples are selected via the design that permits for random jumps. The initial sample sizes are one and the final sample sizes are three. The active set was always the current sample. Sample reorderings consistent with the sufficient statistic are discussed in this section.
Suppose the size of the initial random samples are n 01 = n 02 = 1 and the number of members added after the initial samples is two to bring the final sample sizes up to n 1 = n 2 = 3. Suppose that in each case the active set is the current sample in the sample selection procedure. For the samples provided in this example, suppose that
First suppose that 0 < d < 1. Suppose that for sample 1 unit B is added via tracing a link and unit C is added via a random jump. Suppose that for sample 2 unit D is added via taking a random jump (which must be forced at this step) and unit A is added via tracing a link. Then
= (0, 1, 0) are the original J and H vectors (and hence J ≡ J (0 1 ,0 2 ) = (0, 1, 1)). At a slight abuse of notation, we will leave it implicit within the probability expressions that the corresponding adjacency data is observed. Now, the probability of obtaining the original data is then
One probable pair of sample reorderings is s (x 1 ,x 2 ) = ((C, A, B), (D, A, E)) if we allow for a random jump to be taken when unit A is added to the corresponding reordering for sample 1. Notice that this requires unit A to be added via tracing a link out of sample 2 since there is only one jump that is taken at this point in the combined sample selection procedure. In this case, J
The probability of obtaining this consistent reordering is then
We note that since reorderings can be obtained through different combinations of random jumps, only those whose sum of the jump vectors are consistent with those based on the original data will be consistent with the sufficient statistic.
In the event that d = 1 (and therefore random jumps are permitted only when links out of the active set are exhausted) then Notice that, when d = 1, s (x 1 ,x 2 ) = ((C, A, B), (D, A, E)) is not a pair of probable sample reorderings as there is no link to trace from unit C to unit A in the first sample. However, s (x 1 ,x 2 ) = ((A, B, C), (E, A, D)) is a pair of probable reorderings that shares the same J and H vectors as the original sample reorderings and has empirical probability of selection p(s x 1 ,x 2 ) = 1 N 1 2
Thompson (2006) showed that when the population size is known and the adaptive web sampling design that permits for random jumps at intermediate steps is used the observed data for an adaptive web sample is d 0 = {(i, w ij , w + i , t i,k ) : i, j s} and the minimal sufficient statistic for the unobserved variables of interest is d r = {(i, w ij , w i +) : i, j s}. Notice that in our study, since the population size is unknown we require additional information in the observed data to utilize a sufficient statistic for the purposes of formulating Rao-Blackwellized estimates. Furthermore, in the case where the population size is known, all reorderings have a positive empirical probability of being selected. However, in the case where the population size is not known, as demonstrated above, this is not necessarily the case.
Appendix 2 provides a mathematical proof for the sufficiency claim based on a linktracing sampling design that permits for random jumps at intermediate stages of the sample selection procedure.
We shall define θ = (N, w N , w + N ) to be the parameter of interest where N is the population size, w N is the adjacency matrix (of size N × N ) of the population graph, and w + N is a vector (of length N ) which displays the out-degree of the members of the population. We will make the definition that θ is consistent with the reduced data d r if there exists a subset d ⊆ {1, 2, ..., N } such that w d ≡ w dr and w
The set of all θ that are consistent with the reduced data d r shall be labeled as Θ dr . Notice that since the population size is unknown, N (and hence all sizes of matrices and lengths of vectors corresponding with w N and w + N , respectively) is permitted to range over all values in the natural number set N.
Claim: D r is a sufficient statistic.
Proof:
First consider sample k and step t = 1, 2, ..., n k − n 0k . Recall that J t+n 0k ,k = 0 if a link is traced and J t+n 0k ,k = 1 if a random jump was taken at step t of the selection of sample k. Also recall that H t+n 0k ,k = 1 if w at,+ = 0 (that is, a random jump was forced at this step in the sample selection procedure as there were no links to trace out at time t) and 0 otherwise. For t > 0 we will define q (s k ) t to be the probability of obtaining that unit which was selected at time t for sample k if the unit was added via tracing a link, otherwise we will take q (s k ) t = 1. For t = 0 we shall take q 
Therefore, by the Fisher-Neyman Factorization Theorem, D r is a sufficient statistic for θ = (N, w N , w + N ). Thompson and Seber (1996) also make use of the Neyman Factorization Theorem for their adaptive sampling sufficiency result in the known population size setting. In their result the g function is the corresponding indicator function in ours. In our result, we include the N values found in the selection of the initial random samples and the intermediate random jumps for the g function.
