We consider a zero-sum average cost stochastic game with the unbounded lower semi-continuous cost function, and by using the contraction property ([6, 7]) for the average case we give sufficient conditions for which there exists a minimax stationary strategy. Also, we formulate a rninimax inventory model as a stochastic game and show that for any € > 0 there exists an €-minimax .random (s, S) ordering policy, which is a modification of (s, S) ordering policy, under some weak conditions.
Introduction and Notation
A zero-sum stochastic game has been investigated by many authors and the existence of equilibrium strategies has been discussed. For example, see [9, 11] for the discounted case and [2, 13] for the average case.
In this paper we consider an average cost stochastic game with the unbounded lower semi-continuous cost function, ·and by using the contraction property ( [6, 7] ) for the average case we give sufficient conditions for which there exists a minimax stationary strategy. Also, we apply these results to the inventory model with an unknown demand distribution and show that for any £ > 0 there exists an £-minimax random (s,S) ordering policy, which is a modification of (s,s) ordering policy, under some weak conditions. By a Borel set we mean a Borel subset of some complete separable metric space. For a Borel set X, ~ X denotes the Borel subsets of X. If X is a non-A strategy of player 1 will be a sequence TI = ( A strategy of player 2 is a sequence ° = (00' 01'''') such that, for each t;;;O, 0t is a stochastic kernel on ..EBSll.(BSA)t. We note that the t-th action of player 2 is taken after knowing the action taken by player 1 at the t-th time. Let ~ denote the set of all strategies for player 2. Stationary strategies of player 2 are defined analogously.
The sample space is the product space rl = S(ABS)"'. Let X t ' b. t and r t be random quantities defined by Xt(w) xt:' b.t(w) = at and ft(w) 
Existence of Minimax Strategy
In this section we shall give sufficient conditions for the existence of a minimax stationary policy.
In order to insur,e the ergodicity of the process, we introduce the fol--lowing contraction property ( [6, 7] 
if this expression exists, where In the next section we shall show that the usual inventory model satisfies Condition Band C.
For any non-empty Borel set X, we denote by S+(x) the set of all non-negative 
Therefore, by (2.3) and (2.4) it holds that when
n->-oo n n n Clearly (ii) follows.
Q.E.D. 
Using the condition B2, there are a subsequence {a } of {a } and a E: A(x) for n. n which a ->-a as j ->-00 and n. 
where
Proof: By Lemma
all x£ s.
U(x,a,w) £ B+(SA)
, so that it holds from the selecs that for any £ > 0 there exist f£ B(S~A) and
Thus, by the definition of U, we have
which implies (2.5) . 
and if so that as E -*0 we observe that (2.10) holds for n = 1.
Suppose that (2.10) holds for n. Similarly, for any E >0 there exist If we let lji* = Jv(y)y(dy) in (2.11), (2.11) means (2.7).
For lji* and v£B+(s) as in (2.7), we define
Then, it holds from (2.7) that SUPbEB .p(x,a,b) <;: 0 for all x£s and a£A(x), so that using the selection theorem ( [ 1, 12] ) for any E > 0 there exists 
A Minimax Inventory Model
In this section we consider the single-item stochastic inventory model whose demand distributions for each period are assumed to be unknown but are restricted to a class of distributions on R+ = (0,00).
And by transforming this model equivalently to a stochastic game between a decision maker and Nature we shall give a characterization of a minimax ordering policy which minimizes the maximum average expected cost over the infinite planning horizon. Here, the demands in successive periods are assumed to form a sequence of independent random variables whose distributions can change from period to period in a restricted class of distributions and any unfilled demand in a period is backlogged. We note that a reader may refer to Jagannathan [5] for the discounted minimax case.
Let P(R+) be the set of all probability measure or, equivalently, distributions on R+. Then it is known that P(R+) is a complete separable metric space with respect to the weak topology (for example, see [1] ). Let ~ be a 
where L(a,F) is the expected holding and shortage cost at the inventory a after ordering when the demand distribution is F and K > 0 is a set-up cost and ID is the indicator function of D.
We introduce the following conditions to apply the results of Section 2.
Condition D. The following Dl-D2 hold.
Dl. There exist K > 0 and 6 > 0 such that 
D2. L (a ,F) is convex in a E
Then, it is easily verified that 0 < '1(5) < 1 and
Q(Dix,a,N+()J,02»
~ y(D) for any DE and C in Section 2 are satisfied in a stochastic game defined above.
Proof: For any integer m and real number S' such that
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Then, it holds that U(x,a,F,v) ~ vex) for all XES, aEA(x) and FE:;i, where
U(x,a,F,v) is defined in (2.2).
In fact, for example, when x E (-m,M], we have
where Q is defined in (2.6). Thus we get Uv ~ v.
Also, it is easily verified that other conditions in Conditions A, Band C hold.
Q.E.D.
Before stating the theorem, we give the following lemma.
Lemma 3.2. Suppose that g(X,A) is K-convex in x ER+ for each A E I".

Then, SUPA Er g(X,A) is K-convex in x ER+.
Proof: Let g(x) = sU P A
Er g(X,A). For any E>O and XES, g(x)
:Sg(X,A) + E for some AEr. Thus,
)/e -(l+d/e)g(x,A) -(l+d/e)E
~ -(l+d/e)E from the hypothesis of K-convexity.
As E + 0 in the above, we have 
a,F,u)I(x,M] (a)} -!u(y)y(dy).
From the results of Iglehart [3, 4] , G(x,a,F,u ) is K-convex in a EA if u is n n K-convex.
Since sUP F E::; G (x,a,F,u f(X t ) with probability 1 -E: l and the action x t V Sl with probability E: l .
Then we can state the main theorem.
Theorem 3.2. Suppose that Condition D holds and L(a,F) is linear in F '-P(R+) for each a E: A.
Then for any E: > 0 there exists a random (s,S) ordering policy which is E:-minimax.
In order to prove Theorem 3.2, we shall introduce a subsidiary stochastic game for which Condition E holds.
Let ~ E P(R+) be such that ~ has density ~(x) with ~(x) = (2M)-1 if M $ x $ 3M and = 0 otherwise. For this ~ and '-1 (0 < '-1 < 1), put :; E: 1 {E:l~ + (l-E: l )F:F ,-:;}. Now we consider a subsidiary inventory model G(:; ) in which the set of '-1 actions available to player 2 is:; but the state space and the set of E:l actions available to a decision maker (player 1) at state x are respectively
S=(-oo,M] and A(X)=[OV x,M].
Notice that the sample space of G(:; ) is It' = SeA:; S)oo. In G(~7 ), E: 1 El E: 1 we denote respectively by x~, 6~ and r~ the state and the actions at the t-th time taken by players 1 and 2 (t ~ 0). Also, in G(:; ) let IT' and L' be E:l respectively the classes of strategies for players 1 and 2 and ~'(x,n',o') the average cost defined by (1.1) for any x '-S, n' E: IT' and 0' E: L'. In the proof of Theorem 3.2 given later it is shown that Condition E holds for For convenience, we say n' E IT' (0' EL') a strategy constructed from 11 E IT (0 E L) using the random transformation (p).
Conversely, we try to construct 11 E IT and 0 E L from n' E IT' and 0' E L'.
Let {n t } and {Zt} be sequences of independent random variables with prob(n t = 1) = 1 -Prob(n t = 0) = E1 and Zt is distributed with ~ for all t ~ O. We say n £ 11 (0 £ l:) a strategy constructed from n' £ 11' (0' £ l:') using the random transformation (v).
In this case, since n' is an (s,S) ordering policy, n becomes a random (s,S) ordering policy. Proof: For any given n £ 11 and £1 > 0 let n' £ 11' be a strategy constructed from n using the random transformation (p). Then when £1 is sufficiently small, we will show that this n' £ 11' is the desired strategy.
For any 0 £ l:, let 0' £ E' be a strategy constructed from 0 £ l: using the random transformation 
Also, by the definition we have We note that Nakagami [10] has studied the inventory problem with the unbounded lower semi-continuous cost function and by using weighted supremum norms and the Banach contraction principle derived the optimal inventory equation for the discounted case.
