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Abntract
Three methods of measuring the thermal expansivity of solids
are reviewed, namely x-ray, interferometric and dilatometrie methods
and a description of the design, construction and operation of a
dilatometer capable of measuring the thermal expansivity of solids
from room temperature to about 1000K is given.
The effects of Schottky defects on thermal expansivity measure¬
ments are discussed and a method of measuring the concentration of
these defects together with their energies and entropies of formation
is given.
The thermal expansivities of lead, copper and aluminium, from
room temperature to near the molting point of these elements , were
measured. It was found that the thermal expansivities,"4*, for lead
and copper varied linearly with temperature as
Pb ^ = (21.U - 0.21) x 10"6 + (25.7 - 0.4) x 10~9T K"1
Cu d = (14.07 - 0.09) x 10"6 + (6.93 - 0.15) x 10~9 K~1
Aluminium, however, was found to vary non-linearly with temperature
and above 750K the values for'*1-for a fall in temperature were
/
significantly greater than those for a rise in temperature and 4n
explanation of this phenomenon is given. In all throe caso3 close
agreemont exists between the present expansivity results and thos€of
other workers.
Comparison between the theoretical specific heat as obtained
from the Debye model and experimental values is made. The experimental
values of specific heat at constant pressure were corrected for
dilation, electronic and energy effects, these corrections and their
effects being explained and detailed. Any discrepancy found to
arise betweon the Debye specific heat and the specific heat determined
from experiment is referrod to as "excess specific heat", AC^.
The analysis was porformod on five face centred cubic metals from
room temperature to the melting point of the elements and approximate
linear relationship between AC^ and temperature was established for
lead. For aluminium and gold, different results for different sets
of experimental data were obtained and no excess specific heat was
detected for coppor and silver. Considerable discrepancies are
reported between different sets of published specific heat values
and it was concluded that further progress in the verification of
the theory of solids using high temperature specific heat data can
only be achieved when more consistent results are available.
Finally, the Gruneisen "constant" and its temperature dependence
for these five metals was investigated. The Gruneisen "constant",
G, was found to increase with temperature for all these materials,
the increase being fairly linear for lead, aluminium, gold and
copper according to the expressions
Lead G = (2.59 - 0.03) + (6.7 - 0.6) x 10~U T
Aluminium G = (2.O3 - 0.05) + (5.5 - 0.8) x 10"^T
Gold G = (2.97 - 0.0A) + (3-8 - 0.L) x 10"^T
Copper G = (1 .92 - 0.02) + (2.0 - 0.2) x 10~^ T
For silver, G varied little with temperature and an approximate
relationship may be
Silver G = (2.42 - 0.02) + (0.6 - 0.3) x 10"^ T
In all cases close agreement existed between previous literature




2. Experimental Determination of Thermal Expansivities .. 5
1. Review of experimental methods of measuring thermal
expansivity 5
2. Lattice defects and their effect on thermal
expansivity 8
3. Design and construction of High Temperature
Dilatometer 12
A. Transducer calibration and experimental technique .. 15
5. Thermal expansivity results for.lead, copper and
aluminium 18
3. Analysis of High Temperature Specific Heat Data .. .. 25
1. Debye Theory 25
2. Experimental determination of specific heat at
constant pressure 29
3. Debye specific heat .. .. 32
A. Dilation Term 33
5. Electronic specific heat .. .. 3A
6. Effect of vacancy formation 38
7. Some determinations of excess specific heat .. .. 39
8. Summary of results .. .. A6
9. Gruneisen "Constant1" A9
Appendix I - Analysis of Specific Heat data
AppendixII - Thermal Expansion in Solids
CHAPTER 1
INTRODUCTION
The work described in this thesis deals with the measurement
of thermal expansivities of some face centred cubic metals along
with an analysis of previously published high temperature specific
heat data.
In the solid state the mean positions of atoms are fixed in
space and the environment of a particular atom is exactly the
same as that of many other atoms in the solid. Hence any theory
describing the behaviour of such atoms must be essentially different
from theories describing liquids and gases where the atoms are free
to alter their position relative to each other in space. Owing to.
the nearness of neighbouring atoms, each atom cannot be considered
as being independent of its neighbours and its motion will depend on
the magnitude of the interatomic forces. Any theory which success¬
fully describes the thermodynamic properties of real solids must be
able to predict these interatomic forces, from which the distribution
of frequencies and energies of the vibrating atoms may be obtained.
Of these properties, this thesis is particularly concerned with
the temperature dependence of thermal expansivity and specific heat.
Many successful theories in solid state physics are based on a
"harmonic approximation" which assumes that the force on a vibrat¬
ing atom is proportional to its displacement from the mean position
and therefore the motion of the atoms is of a simple harmonic
nature. This approximation is valid provided the displacements are
small and the potential energy, V(x), of an atom at a distance x
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from its mean position can be written in tho form
V(x) = V + £Kx2 (1.1)
where K is a constant.
However many well known physical effects cannot be accounted
for on the basis of the "harmonic approximation" and these are
known as "anharmonic effects'". Some common examples of anharmonic
effects are the variation of elastic constants with temperature, the
departure from linearity of the temperature dependence of the Debye-
Waller factors and the presence of thermal expansion. The latter
is one of the easiest effects to observe and measure and it forms
the basis of the discussion in Chapter 2.
Thermal expansivity can be understood by assuming that the
pair potential between two atoms lacks mirror symmetry and cannot be
expressed in the form of equation (1 .1 ). Figure 1 shows the
potential energy of a pair of atoms as a function of thoir separa¬
tion. At absolute zero the equilibrium position (ignoring zero
point energy) is at Z, so the equilibrium separation is YZ. As
the temperature is raised and the atom vibrates between P and Q, the
mean separation of the atoms will have moved to Y'Z' which, because
of the asymmetry in the shape of the potential curve, is greater
than YZ. Thus the mean separation increases with temperature along
the curve Z, Z', Z", shown as a locus of points in figure 1, and a
consequent increase in tho dimension of the solid will occur.
Although this theory tends to simplify the problem, it does give an
insight into the mechanism of interatomic expansions. In a purely
harmonic lattice the potential energy curve is symmetric about tho
line ZR and as a result there would be no lattice expansion because
>c
Figure 1 Potential energy V(X) for a pair of atoms, separation X.
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the interatomic separation would be always YZ for all energies.
In Chapter 2 the various methods of measuring thermal
expansivities are reviewed ana the design construction and.use of
apparatus, based on one of these methods, the high temperature
dilatometer, is described.
Chapter 3 deals with the analysis of high temperature specific
heat data. In this thesis the term specific heat refers to the
molar specific heat, C, which is defined as the quantity of heat
required to raise the temperature of 1 gram mole of the material by
1K, and is given by
r - ci ^
ci T
where ci U is the quantity of heat required to raise the temperature
of 1 gram mole by d T.
Specific heat varies with temperature and several theoretical
models have been proposed to explain this effect. One of the most
successful of these is due to Debye (1912). In this model the
atoms are considered to be a system of coupled harmonic oscillators
and the predicted specific heat is zero at OK and rises to a constant
value at high temperatures. Although the observed temperature
dependence follows this predicted behaviour fairly closely, discrep¬
ancies have been found to arise at high temperatures where the
harmonic approximation is no longer valid and higher order terms in
the pair potential give significant contributions to the specific
heat. In the present work these discrepancies have been investigated
by comparing the values of the specific heat obtained from the Debye
model with experimental values which have been corrected for dilation,
electronic and vacancy energy effects, and any differences are called
• I
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"excess specific heat". The analysis was performed for five
face centred cubic metals namely lead, aluminium, copper, gold
and silver and the temperature dependence of the Gruneisen "constant"
for these materials was investigated.
CHAPTER ?
EXPERIMENTAL DETERMINATION OF THERMAL EXPANSIVITIES
1. Experimental Methods
Any method of accurately determining the thermal expansivities
of solids must achieve the precise measurements of very small dis¬
placements. For example, the length of a bar of copper, 1 cm
long, increases by 17 x 10 ^cm for a 1K rise in temperature at
room temperature.. This chapter discusses both x-ray and interfer-
ometric techniques for measuring expansivities and describes the
construction and operation of a high temperature dilatometer to
measure the thermal expansivity of solids over a wide temperature
range.
X-rny Diffraction Technique
When a monochromatic beam of x-rays is diffracted by a
crystalline material, the positions of the diffraction maxima are
functions of the direction of the incident beam and the size of the
unit cell of the crystal. If the temperature of the sample is
increased, resulting in an expansion of the material and. an increase
in the size of its unit cell, the positions of the diffraction
maxima will change. A measurement of this change will enable the
thermal expansivity of the material to be found.
The position of the maxima is determined by Bragg's Law
2d Sin Q = nA (2.1)
where d is the separation of the diffracting planes,
0 is the Bragg angle,
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n is an integer
and A is the wavelength of the x-rays.
The angular change in the position of a diffraction maxima, A 0 ,
can be derived by the differentiation of equation (2.1) and is
AG = -(—~)tanG .. u. .. .. (2.2)
whore Ad is the increase in the separation of the diffracting
planes. Obviously, for large values of AG, Bragg angles as close
as possible to 90° should be used and hence a long wavelength
radiation is desirable. The angular change, A9 , in the position
of the diffraction peaks is determined by measuring the movement of
these peaks round the circumference of an x-ray camera, the radius
of which should therefore be made as large as possible. Such a
camera was designed by Wilson (194-1) and was used to determine the
thermal expansivity of aluminium. The camera had a radius of about
10 cm and, therefore, for a temperature rise of 100K and a Bragg
angle of about 4-5°, the movement in the position of the maxima on
the x-ray film was approximately 0.03 cm.
The main advantage of the x-ray technique is that it involves
the measurement of the change in lattice parameter and not in the
overall dimension of the sample and, thus, the results are not com¬
plicated by the problems of sublimation or vacancy formation assoc¬
iated with macroscopic techniques. It also has the advantage that
small, irregularly shaped samples of unknown dimensions can be used.
The disadvantages are (1) the complications involved in
building an x-ray camera in conjunction with a furnace,, (2) the
increase in the general background intensity that occurs as the
temperature increases, making the estimate of the position of the
diffraction peaks uncertain, and (3) the restriction that the method
can only be used for crystalline powders or single crystals.
Interferometric Technique
The interferometric method of Fizeau permits the measurement
of the thermal expansivity of samples of relatively large dimensions.
The sample is placed between two parallel semi-reflecting surfaces
through which passes a monochromatic beam of light. Interference
fringes are formed due to a phase difference between light reflected
from the two surfaces, and, if they move relative to each other, the
phase difference alters and the fringes appear to move. This
'
movement enables an accurate measurement to be made of the displace¬
ment between these two surfaces.
Many researchers have developed this technique, the most recent
being Hahn (1970) in his work to establish copper as a standard
reference material. In his interferometer, three 1 cm specimens
of copper were clamped at equal intervals around a copper ring
specimen holder to which was attached a Pt versus Pt--10% Rb thermo¬
couple. This ring was placed between two fused quartz interferometer
plates and adjusted to provide optimum fringe separations when
illuminated by a mercury source, the whole system being evacuated.
This type of equipment provided a high degree of accuracy with the
error in each measurement of expansivity being - 0.05 x 10" K" .
However, errors may be larger than this if the experiment is carried
out in air because of the presence of air films and the formation of
oxide layers.
High Temperature Dilatometrlo Technique
The x-ray diffraction technique can be used to measure the
fractional increase in the size of a unit cell, ^a/a, which occurs
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during expansion. However, when a dilatometer is used with a
bulk sample, a measure of the fractional change in the overall
length of the solid, "/i, ? is obtained. In the past, these
measurements were made using micrometers, microscopes and dial
gauges. Recently it has been the practice to use linear differ¬
ential transducers , which transfer the mechanical movement of a
sample into electrical variations, making it possible to measure
very precise changes in length. Such a system, incorporating a
furnace, an extension rod and a transducer has been designed, and
details of its construction and usage are given later in this
chapter.
2. Lattice Defects and their Effect on Thermal Expansivity
The orderly nature of the arrangement of atoms in crystalline
materials can be disturbed by defects which have a marked effect
on some physical properties of these substances. In particular
there are two main types of defect which can affect the apparent
thermal expansivity. The first type of defect involves the
removal of atoms from atomic sites and is known as 1,vacancy forma¬
tion" whereas the second type involves the introduction of extra
atoms into non-regular atomic sites and is called "interstitial
formation".
A particular kind of vacancy, known as a Schottky defect,
occurs when an atom gains sufficient thermal energy to move out of
its lattice position and migrate to the surface of the crystal.
This will result in an increase in the size of the sample but not in
the size of the unit cell and thus the thermal expansivity of the
material measured "by the dilatometric technique will be greater
- 9 -
than that measured by the x-ray technique. The difference between
the two expansivities can be used to provide information on the
density of vacancies in solids and the corresponding energies
required to produce them.
In any real crystal, at a temporature T, there exists an
equilibrium atomic fraction of the jth type of defect given by
(Damask and Dienes, 1963)
n. AS. ~W
—
"jj — sxp( ^ ) exp( ) .. .. .. (2.3)
where n. is the number of such defects,
t)
N is total number of atoms present,
AS..is the entropy of formation of the defect,
3
and W. is the energy of formation of the defect.
3
The types of vacancies which can occur are monovacancies,
divacancies and trivacancies where one, two or three neighbouring
atoms respectively are missing from a region in a solid. Mono-
vacancies are much more common in elements (Simmons and Balluffi,
I960) and it will be assumed that only monovacancy formation has
any effect on the thermal expansivity.
If an increase in temperature dT produces an increase in the
number of monovacancies, dn, this will result in an increase in the
size of the specimen and give an apparent increase in the thermal
expansivity of
A . _ 1 dn
~
3N dT
This apparent increase due to monovacancy formation, can
be equated to the difference between the expansivity measured by
dilatometer to the expansivity measured by means of x-rays.
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.A . _ 1 dl 1 da
" ^ ~ I dT ~ a dT
where L is the length of the sample,
and a is the unit cell dimension.
Integrating the two expressions for with respect to T gives
(Aoc dT* fdn _ n_ GJ 3N 3N 3
and
(dJL fda _ / t- A,i\
" 1 r~ - a 'SA~dT=Jir - J
where i\Z and A a are the total increases in the length of the
specimen and unit cell dimension respectively.
C = - ~)
From this equation, a measurement of the difference between
AVl and A'a/a will give a measure of the vacancy concentration, C.,
and the energy of formation may be obtained from
a ^ 1 dn
3N dT




If the defects are interstitials, this would result in a decrease
in the sample size and ( would be negative. For most8.
materials, however, the possibility of the production of inter¬
stitials is much smaller than that for vacancies.
Simmons and Balluffi (1960a, 1960b) have used this relationship
to determine experimentally the fractional density of vacancies in
aluminium and in other materials by simultaneously measuring the
macroscopic and x-ray expansions. Their apparatus is shown in
figure 2. The specimens, 50 cm long, were housed in a specially
prepared graphite core. The graphite provided a smooth inert
support allowing free expansion and contraction of the specimen and,
by virtue of its high thermal conduction, protected the specimen
against thermal gradients.
All temperatures were measured with a Pt versus Pt-10$ Rh
thermocouple which could be moved parallel to the specimen in order
to ascertain the temperature at any point. The furnace, enveloping
the sample, was of the resistance heating type, specially con¬
structed to provide thermal equilibrium, with a system of ports to
allow micrometer readings to be taken and x-rays to reach the
samples. Specimens of high purity were used and the x-ray diffrac¬
tion measurements were taken from a suitably orientated large grain
near the centre of the bar. ^ /ft, was measured by observing the
movement of reference marks on the specimen surface with two parallel
mounted micrometer microscopes. In a typical length measurement,
the specimen along its whole length was maintained at constant
temperature (- 0.2K) and at least 10 consecutive pairs of microscope
readings were taken over a period of 7 minutes and a measurement of
the average temperature of the bar over this period was also
determined.
Simultaneously x-ray lattice expansion measurements were made
using NiKo^ radiation whose beam was oscillated over the crystal
with an amplitude of 4-0' of arc. The diffracted beam was photo¬
graphed on a film at a distance of 70 cm from the camera, for an
exposure time of between 5 to 7 minutes with an average temperature
/\ £ .
at the crystal being found. /a was then obtained from equation
Figure 2 Schematic top view of apparatus used for length and
x-ray lattice expansion measurement, a= butt-welded Pt versus
Pt-10% jRh thermocouple, b — x-ray tube and collimator, c—Sim
cassette, d—path of incident and diffracted x-rays, e—rotating
stage supporting x-ray tube platform and film cassette arm,
/= vertical axis of rotation of x-ray apparatus, g—specimen
(polycrystal possessing "bamboo" structure), h=x-ray crystal,
i=Invar mounting bar for microscope assembly, j— filar microme¬
ter microscope equipped with relay lens, k — thermocouple.
(2.2) since, for a material with cubic crystalline symmetry,
Aa / Ad/,/a = /a.
Experimental Results
Simmons and Balluffi's values of ^ /£, and ^a/a for
aluminium are shown in figure 3 for the temperature range 229°C -
655°C with 20°C taken as the reference temperature for both heating
and cooling curves. At about 500°G ^ /fL becomes noticeably
greater than ^a/a and this difference increases continuously up to
melting point. The reversible nature of the high temperature
divergence of the two curves confirms the reversible behaviour of
the defect formation.
This net difference is due to all types of vacancies but Simmons
and Balluffi have shown that, for aluminium, monovacancies are
mainly responsible and they deduced the values of the entropy and
energy of formation of these defects to be
As/k = 2.A - 0.2; W = (0.76 - 0.01) eV
The results of other work carried out by Simmons and Balluffi
for monovacancy formation in other materials are shown in the table
below.
A S/k W(eV)
Silver (1960b) 1.5 (1.09 - 0.09)
Copper (1963) 1.5 i • 0 1+ 0 • \
Gold (1962) 0.5 (0.94 - 0.09)
3. Design and Construction of High Temperature Dilatometer
The important factors which had to be taken into account in
the design and construction of the dilatometer used in the present
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work were the elimination of unwanted thermal expansion and
mechanical hysteresis, the minimisation of friction between moving
parts and the protection of the transducor from excessive heat.
The apparatus is illustrated in figure 4.
The sample is placed on an anvil, at the base of a silica
glass tube of diameter 2.5 cm, via an access port cut in the side
of the tube. The sample is connected to the shaft of the trans¬
ducer by means of a silica push rod, silica glass being used because
6 1
of its low thermal expansivity (0.5 x 10 K ) and high melting
point. The silica tube is fixed between two firmly supported
metal clamping plates on top of which is a stainless steel cylinder
which houses the transducer, the overall length of the transducer
and tube being 24 cm. The top of the cylinder is fitted with a
threaded cap which, when screwed down, enables the iron core of the
transducer to be placed near to the centre of the primary coil
giving a very small voltage output. The whole apparatus is
supported by three legs joined to the metal clamping plates.
Further insulation is provided, at the neck of the furnace, by pack¬
ing 4 cm of the silica tube with powdered magnesium oxide to prevent
furnace heat loss and to provide protection for the transducer.
Above 1100K, silica begins to transfer heat by radiation and this
problem was overcome by internally staining 1 cm of the rod with a
blue cobalt salt to absorb the heat energy.
Figure 5 shows a schematic diagram of a linear differential
transducer. An iron core is located inside the windings of a
primary coil at either end of which are situated two secondary coils
whose outputs are connected in series opposition. As the position'
of the core is varied in relation to the secondary coils, the
Fi^in-a 3 Simmons and Balluffi's measurements of the expansion of
aluminium by x-ray (-%—) and macroscopic (-^=0 methods.
C*. ±j
Figure 4 Cross-sectional diagram of the dilatometer











































PRIMARY WINDING SECONDARY B
different voltage induced in each will result in a net output
voltage. This voltage is proportional to the displacement of the
core to which the sample is attached via the push rod and shaft.
The transducer used was model ER/O.100 manufactured by Sangamo
Western Control Limited, working on D.C. input and output. As well
as the primary and secondary coils, the instrument comprised (l) a
transistor oscillator, the output of which is fed to the primary
winding, (2) a phase sensitive transistor detector circuit and (3)
a passive filter network.
The input to the transducer was from a Farnell stabilised
power supply Model E30/1 which could produce up to 30 volts with a
stability of 0.039%. The output voltage was measured on a Keithly
digital multimeter, Model 100, capable of reading - 1U V.
The electrical resistance furnace was constructed out of a 20 cm
cube of low density firebrick encased in a 2 cm layer of glass wool
with an outer shield of 2 cm thickness of polystyrene. The
resistance heating element was 100 cm of Kanthal A of diameter 0.8 cm
wound longitudinally round a cylindrical quartz former of height 3 cm
and diameter 3.5 cm placed at the centre of the tube. An access
port, slightly wider than the silica tube, was drilled from the top
of the cube to the centre. The sample could thus be lowered into
the furnace so that it was situated towards the base of the quartz
former where the temperature gradients were minimal. A Ni-Cr/Ni-Al
thermocouple was positioned within the heating chamber so that it
was in close proximity to the sample and the temperatures were read
from a Comark Digital Thermometer 3000.
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4. Transducer Calibration and Experimental Technique
Since the expansivities were to be determined from measure¬
ments of the output voltage from the transducer, it was necessary
to calibrate the instrument over the'total range of output voltage
which was expected to be about - :200 mV. This was achieved by
firmly clamping both the transducer and a depth micrometer to a
suitable support, with the end of the transducer in contact with
the spindle of the micrometer. The micrometer spindle was then ex:-
•f
tended until an output of - 200 mV was obtained and then the whole
arrangement was left for 30 minutes to stabilize. The spindle was
_3
then advanced in units of 5 x 10 cm and output readings taken at
these intervals. Below is a table showing a typical set of
results from one calibration run, and the least squares straight line
fit gave a shift of (49.93 - 0.10)mV for a movement of 5 x 10~^cm.
Two similar transducers were used in the experiments, the calibra¬
tions being frequently checked.
















The calibration is usually expressed in units of raVV cm
and in this case, since the voltage to the transducer was 15.0V,
the calibration factor Y was
Y = 4-9.98 raV per 15V per 5x10 ^cm
= (664 - 1 Vw"'cm"""'
The thermal expansivity, w; of a substance of length X whose




In practice «=>< is determined experimentally by measuring the








where y = change in output voltage of transducer for a rise in
temperature t (mV)
and V = transducer input voltage (V).
However, as the material expands, the silica glass also expands
I
and the change in the length of the material measured is actually
the difference between the real expansion of the material and the
expansion of an equal length of silica whose thermal expansivity,
—6 —1(0.5 x 10 )K , is very small and is almost independent of temper¬
ature. Thus the true thermal expansivity of the material is given
by
= (£vft" + 0.5 x 10"6)K~1 (2.4)
r
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Dug to unavoidable fluctuations in the transducer output of
the order of - 20pV the output voltagos wore measured to - 0.1 mV.
In the results for lead to be described later, a change in temper¬
ature of 50K resulted in a change of output of - 20 mV. The error
in y was therefore 0.5%, while the error in t was about 2%.
Obviously greater accuracy could have been achieved by using a
larger temperature range but the equation 2.4. assumes over the
temperature range to be a constant and, since =>< is usually a
function of temperature, small values of y and t must be taken.
It was therefore necessary to choose a temperature range
sufficiently large to minimise the error in temperature measurement
and yet small enough to be able to detect variations in thermal
expansivities.
The furnace was placed on a vibration-free table. Each sample
was in the form of a cylinder approximately 1 cm long and carefully
ground to ensure that the flat surfaces were parallel. The length
of tho samples were measured accurately by a micrometer at room
temperature. Each was then placed in turn on the silica anvil, and,
with the push rod in position, the sample and lower part of the
silica tube were lowered into the furnace with the apparatus firmly
resting on its throe supporting logs on the table. The power
supplies and moasuring instruments wero switched on and allowed to
stabilize for 30 minutes. At the end of this period the power
input to the transducer was recorded and periodically checked for
constancy during the experiment. The transducer was then placed-in
its holder and adjusted until its output was about - 200 mV. The
whole system was then given further time to stabilize and the first
recording only commenced when all the instrument readings had
remained steady for a reasonable time.
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The temperature of the sample was raised (mode A) through
temperature intervals of 50K and a constant temperature maintained
for about 5 minutes to ensure both thermal equilibrium and accurate
readings of transducer output. A similar procedure was used on
cooling the sample (mode B). The thermal expansivities were then
calculated for modes A and B at the mid-point of the temperature ' >
interval.
5 . Thermal Expansivity Results for Lead , Conner and Aluminium
Lead
The experimental studies on lead were designed to produce
information on the reproducibility of the apparatus and to yield
detailed results on the variation of the thermal expansivity with
temperature.
The expansivity was measured many times for both modes A and B
in the temperature ranges 303& to 34-3K and 553K to 593K. The
results listed in table 1 show that the values of ^ obtained at the
lower temperature were reproducible giving an average value of
+ £> 1
(29.3 - 0.1) x 10" K~ at 323K. A close study of the results at
the higher temperature indicates that expansivities measured by mode
A were slightly lower than those measured by mode B, the average
expansivities being (35.6 - 0.1) x 10 ^ and (35.9 - 0.1) x 10 ^
respectively at 573K,
The thermal expansivity of lead from room temperature to its
melting point (600K) was then measured using modes A and B. A set
of experimental results are shown in table 2 and the average values
obtained from five runs are listed in table 3 and shown graphically
Table 1
Lead - Hipb and Low Temperature Funs
V = 14.53V
Y = 770 mW~1cm"1
& = 1.010 era at 293K
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Lean - Satgole "snults
V = 14.53V
-1 -1
Y = 770 mW cm
1 = 1 .010 cm at 293K
cx = + 0.50 x 10"°)K"
tr
T(K) tr mV o<( X 106)K""1 T(K)
295























































































Lead - Wines of Thernal Bxann?ivities ( ?: 10°)
T(K) -<ir! T(K) ocK"1 m'y-\ . -rr—11 [K J o< K
323 29.3




















































































Figure 6 The experimental thermal expansivities of lead
compared with the results of other workers.
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in figure 6. <=< was found to. vary linoarily with temperature
as
=[(21.14 - 0.21) x 10~6 + (25.7 - 0.4) x 10~9t] K"1
Copper
The thermal expansivities of copper were determined from room
temperature up to 350K. Attempts to raise the temperature above
350K were hindered by the formation of a thick oxide layer on the
material which could only have been eliminated by evacuating the
furnace enclosure. A typical set of results are shown in table 4
and the average results from five runs of modes A and B are listed
in table 5 and shown graphically in figure 7. No significant
difference in the results of modes A and B were found. In the
measured temperature range, o< varied linearly with temperature as
cf-~ = fC 14- 67 - 0.09) x 10~6 + (6.98 - 0.15) x 10"9t\k"15 -i
Aluminium
The thermal expansivities of aluminium from room temperature
to the melting point were measured in a similar manner. The results
are listed in table 6 and are illustrated on figure 8. The thermal
expansivity of aluminium was found to vary non-linearly with temper¬
ature and, above 750K, the values of oL for mode.B were greater than
those for mode A.
Discussion of Results
The greatest uncertainties in these determinations of thermal
expansivities are associated with the measurements of the temperature
rise and of the change in the voltage output of the transducer. The
temperature rise was normally restricted to an interval of 50K,
Table 4
Copper - Sample Ticpults
V - 15.00V
Y = 666 mW"~'cm ^
& = 1 .090 cm at 293K
°<= (9|1l''?y + 0.50 X 1C"°)K"1
T(K) X r mV 7 ' cxx 1G"k 1 T(K)
300 52.3
|
. 50 8.9 16.8 325
350 43.4
50 9.0 17.1 375
400 34.4
50 9.3 17.6 425
450 25.1
50 9.5 18.0 475
500 15.6
50 9.7 18.4 525
550 5.9
50 9.9 18.7 575
600 -4.0
50 10.1 19.1 625
650 1 / 1— I 4j. . I
67550 10.3 19.4
700 -24.4









50 10.8 20.3 775
750 -34.7






50 9.9 18.7 575
550 6.2
50 9.7 18.2 525
500 15.9
50 9.5 18.0 475
450 25.3
50 9.4 17.8 425
400 34-7
50 9.0 17.1 375
350 43.7
Table 5
























































Figure 7 The experimental thermal expansivities of cooper compared
with the results of other workers and showing the best






Fif ure 8 The experimental thermal expansivities of aluminium"compared with
the results of othor workers and showing the high temperature
variation of<=<.botweon mode A and mode B.
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being a compromise between detection of variations of the
thermal expansivities with temperature and achieving sufficient
•J*
accuracy from a digital thermometer which could be read to - 0.5K.
Over a temperature rise of 50K, this gave an accuracy of 1.%% for
each individual temperature range. However, since the readings
were usually taken five times, an overall accuracy of 0.6% would
be expected. The output from the transducer could be read to
- 0.1 mV and, since the average change in output per temperature
interval was approximately 20 mV, an accuracy of 0.3% was expected
over the five readings. These two uncertainties, coupled with
other less significant errors in the calibration of the transducer,
the voltage applied to the transducer and the original length of
the samples, suggested that accuracies of less than 0.8% could be
claimed. For the substances under investigation this represents
the following uncertainties
Lead - 0.24- x lO'V"1 at 300K; - 0.28 x 10~6K"1 at 600K
Copper - 0.13 x 10-6K~1 at 300K; - 0.16 x 10~6K~1 at 825K
Aluminium - 0.2% x 10~6X_1 at 300K; - 0.32 x 10~6K~1 at 825K
The reproducibility of the results for lead given in table 3.
suggest an average standard deviation in the moan value at each
+ 6r 1
temperature of 1 0.08 x 10~ K~" , (i.e. about 0.3%) which is much
smaller than would be expected when the errors in the temperature
and voltage reading were considered. During the expansion
measurements, the temperature of the samples were kept constant for
about 5 minutes, during which time there were very few changes on
the digital thermometer and no voltage changes were read unless the
reading on the thermometer had remained unchanged for at least one
- 21 -
minute. The error in the temperature reading was therefore
+
probably less than - 0.5K.
Lead
Previous investigations into the expansion of lead had been
carried out by Stokes and Wilson (1941) and by Feder and Nowick
(1957) and are shown in figure 6. Stokes and Wilson determined
the thermal expansivity of lead up to its melting point and found
the variation of thermal expansivity with temperature to be quite
linear and their results were expressed as
=[21.71 x 10"° + 23.6 x 10"9t] K~1
They claimed an accuracy over the temperature range of - 0.3 x 10
Feder and Nowick were concerned with the detection of lattice
vacancies and, consequently, they measured the expansion by both
x-ray and ailatometric methods. They found no difference between
the two expansions, showing a small concentration of vacancies in
lead. Their results were presented graphically in the form of
fractional increases in the sample size but it was possible to deduce
an expression for the thermal expansivity of
=•< =[23.5 x 10~b + 20.4 x 10~9t] K"1
No assessment of accuracy of this expression was possible.
The values obtained by Stokes and Wilson (l94i) are not signif¬
icantly different from those obtained in this work which show a
linear variation of thermal expansivity with temperature according
to
°< =[(21.14 - 0.21) x 10~6 + (25.7 - 0.4) x 10"9t] K"1
The agreement between these sets of results, being measured by
- 22 -
x-ray methods and dilatoraetric results respectively, confirms
the results of Foder and Nowick (1957) regarding the low concentra¬
tion of vacancies in lead.
Copper
Recent thermal expansivity work on copper, above room temper¬
ature, has been performed by Hahn (1970) and Simmons and Balluffi
(1963). Hahn, using an interferometer, -was concerned with the
establishing of copper as a standard reference material (S.R.M.)
on thermal expansion for the National Bureau of Standards in
Washington. Claiming a high degree of accuracy (0.2$), he produced
results on expansivity up to temperatures of 850K and the variation
of with temperature was linear as
°< =[l5.6 x 10~6 + 5.7 x 10~9Tj K~1
This figure agreed closely with the work of Simmons and Balluffi in
their effort to detect lattice vacancies and may be compared to the
present results which gave to be
= (14.67 - 0.09) x 10"6 + (6.98 - 0.15) x 10"9T K"1
Taking a temperature of 500K, the value of o£ for Hahn is (18.4S -
6 —1 +0.04) x 10" K~ and that for the present investigation is (18.16 1
—O —10.13) x -10" K~ and these results cannot be considered to be signif¬
icantly different. All three sets of data are plotted in figure 7.
Aluminium
The thermal expansivities of aluminium have been measured by
Simmons and Balluffi (1960a), Feder and Nowick (1957) and Wilson
(1941).
The first two of these investigations were concerned with the
- 23 -
detection of lattice vacancies and both observed significant
differences between the results obtained by the x-ray method and
those of the dilatometer method at temperatures above 750K.
For example, Simmons and Balluffi reported at near melting
pointedx-ray) to be (37.0 - 0.2; x 10" K while =>< (macroscopic)
^ 6 1
to be (39.2 - 0.3; x 10 K '. These significant differences
led them to the conclusion that aluminium had a large vacancy con¬
centration near the melting point and provided sufficient informa¬
tion to deduce the values of the entropy and energy of formation of
these defects.
Wilson (1941) measured the expansivities of aluminium by x-ray
techniques and his results are shown in figure 3 and used as a com¬
parison with the dilatometer results of Simmons and Balluffi and
tho present investigation.
Up to 750K, the present values agree with those of Simmons and
Balluffi. At higher temperatures, significant differences were
noted between expansivities obtained for mode A as for mode B (see
table 6). This phenomenon was not reported by Simmons and Balluffi
but Feder and Novick observed that, close to the melting point, an
initial expansion was followed by a permanent contraction. This
they attributed to creep.
One possible explanation of this phenomenon would be that,
since the effect occurs only very close to the melting point, a
certain amount of sublimation of the metal would be taking place.
During heating, the expansion of the metal could be counteracted to
a certain extent by loss of material due'to sublimation and thus the
net change in length of the sample would be the difference between
the changes due to expansion and sublimation. Similarly, during
- 2A -
cooling, the net change in length would be the sum of the changes
due to contraction and sublimation. The effect is further
enhanced by the experimental technique whereby the sample remains
longer at the finishing temperature than the starting temperature
and, since it is reasonable to suppose that the greater sublimation
takes place at the higher temperatures , there will be le3S sublima¬
tion during cooling and the expansivities measured during a fall in
temperature should be more accurate and greater than that measured
during a temperature rise. With reference to table 6 it can be
seen that the expansivities for a fall in temperature are much
closer to the results of Simmons and Balluffi than for a rise in
temperature.
This effect would not be observed by Simmons and Balluffi
because they did not measure the total length,of the sample but
considered the distance between two reference marks near the ends
of the specimen. Since sublimation would remove material from the
surface, this would not affect the distance between the two refer¬
ence marks.
Close agreement exists between published thermal expansivities
and those obtained from the present dilatometer. It can therefore
be concluded that the apparatus is sound in design and capable of
accurately measuring the variation of thermal expansivities in many
materials from room temperature to 1000K. It has the advantages
that it is easy to use and relatively cheap to produce. An




ANALYSIS OF HIGH TEMPERATURE SPECIFIC HEAT DATA
1. Debye Theory
In classical statistical mechanics a solid can be considered to
be made up of a system of simple harmonic oscillators of average
kinetic energy per degree of freedom -gkT, where k is Boltzmann's
constant. Therefore for a gram mole of the substance, having N
oscillators, the total internal energy, U, is
U = 3NkT
= 3K
where R is the universal gas constant.
The molar specific heat, at a constant volume, C^, is then 3R
i.e. C = 24.977 J mole"1K~1
v
This value is in quite good agreement with the observed heat
capacity of many solids at room temperature, but the agreement
fails at low temperature since specific heats fall towards zero as
the temperature tends to zero. An explanation for this variation
of specific heat with temperature cannot bo found in classical
theory and it requires quantum theory and a knowledge of the possible
distribution of frequencies and energies of the atoms in a solid to
provide a method of estimating the temperature dependence of
specific heat.
The first attempt to account for the low temperature behaviour
of specific heat was due to Einstein (1907). In his model a solid
is considered to be a system of 3N independent harmonic oscillators,
- 26 -
each having an identical angular frequency, 62>. The energies
of the oscillators are quantized according to Planck's theory of
radiation, such that the energy E may only have the values
E = niuc>
where n = 1, 2, 3
L
and h = where h is Planck's constant.
2 ' i
Ho then assumed these energies to be distributed according to
Boltzmann's distribution law from which the average energy of the
oscillation is
ntjoo exp(-nto co/kT)
v - n r. ° 7
exp(-nK co/kT
n = o
and the total energy of the crystal then becomes
TT _ 3Nh co
exp(fo ci>/kT )-1
•g
The Einstein specific heat at constant volume, C^, is
rE _ cAH>) _ oNlr(h^±)2 co/kT)Cv ~ " 3Mc( kT } Lexp(Aeo/kT)-1j^
At high temperatures, the specific heat agrees with the.
classical value of 3H and, at lower temperatures, tends to zero as
= 3Nk(~™)2 exp(-htO/kT)
Although this does not quite agree with the experimentally observed
3
T variation, it gives a moderately good fit.
The assumption that all the oscillators have the same frequency
is an obvious over-simplification and the exact specific heat can
only be calculated provided the distribution of frequencies is
known. If we define a frequency distribution cj (co) such that
^(Gj)dui is the number of modes having frequencies in the range tO to
- 27 -
CO + ato then the total energy of the crystal is
CO
y __ , P\ CO C> (co) ci GO
[exp (i\ co/kT)-lJ





The specific heat at constant volume then becomes
, /T\CJ)^2 0x0(7^ CO/kT) Q-(co)dCOk(~) lexpthwAh-lJ4
and can be determined if C^- (co) is known.
In general,g(co) is not a simple function of Co . However,
Debye (1912) devised a relatively simple model of a solid and deter¬
mined a frequency distribution which, although it did not agree very
well with experimentally determined distributions, nevertheless
gives values of in good agreement with observation, especially
at low temperatures. The frequency spectrum used by Debye was that
obtained by considering the acoustic spectrum which could be set up
in a homogeneous medium. He introduced a maximum frequency 60
ra to
correspond to the minimum wavelength which would result due to the





where vq is the velocity of sound in the crystal.





v3 Jo2-nV 0 exp('h cx>/kT)-1
0
Debye defined a characteristic temperature for a material, the Debye
temperature ,0) using the relationship
K tom = k <Q)
. ...... hw "^^m <S>




it _ * dx
2v?27S3v3 o exp(x)-l
o
which, on differentiating with respect to T, gives the Debye spec¬
ific heat at constant volume, as
v
x ,
PD Q... ,Tx3 f111 e i dx nCv - 9Nk© J (exp(x)-1p ** " ^3* ^
Figure 9 shows plotted.as a function of the reduced
temperature, T/0 , and the function has been found to satisfy exper¬
imental observations. At high temperatures, the specific heat
tends to the classical value of 3R while at low temperatures it
D 3
gives values which are proportional.to T .
The Debye theory is therefore based on a more realistic model
than the Einstein theory and has the great virtue that the Debye
specific heat at constant volume is a function of only one parameter,
the Debye temperature. This simplification, however, has only
been achieved by making two basic assumptions. The distributions
of the frequency modes is taken to be that of acoustic waves in the
solid, and the motion of the oscillators is harmonic. Since the
Debye theory is in such common use it is of great importance to
test how closely real materials obey the theory. Experiments show
that measured frequency distributions are usually quite different
to that predicted by the Debye theory and, since all materials have
a thermal expansivity, the harmonic approximation, on which the
Debye theory is based, is invalid.
The values of specific heats obtained from the Debye theory
cannot be verified directly by experiment since it would be extremely
difficult to measure with any degree of accuracy the specific heat
Figure 9 The specific heat at constant volume of a Debye solid as
a function of reduced temperature.
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at constant volume of a solid- Experimental measurements of
specific heats are always made at constant pressure and therefore
yield values of the specific heat at constant pressure, C .
-The contribution to the specific heat at constant pressure
due to the expansion of the material, which will be referred to as
the dilation effect, C , can easily be determined. However,
during experimental determinations of C , a certain amount of
energy is given to the free electrons and used in the formation of
lattice defects giving contributions of and respectively to
C . A comparison of the specific heat at constant volume of a
substance and its Debye specific heat can only be made if all those
effects are taken into account. If the excess specific heat, AC ,
is defined as the difference between the real specific heat at
constant volume, C , and the Debye specific heat, then values of
AC can be calculated from experimental C values usingv p
AC = C - CD
V V V
= Gp-Gv-Cx-CE-CD - •• <3.2)
Each term in the above equation is dependent on the experimental
measurement of at least one physical quantity and physically meaning¬
ful values of excess specific heats can only be obtained by a
thorough analysis of all the available exoeriraental values of these
parameters which occur in each of the terms.
2. Experimental Determination of Specific Heat at Constant Pressure
In the experimental determination of the specific heat of a
material, the material must be supplied with a measurable amount of
heat and the corresponding rise in temperature measured. As the
- 30 -
temperature of the material rises, it will lose heat to its
surroundings and the amount of heat lost will be very difficult
to determine. This problem can be overcome by controlling the
environment in such a way that the process may be considered to
be either isothermal or adiabatic.
In the isothermal method, the calorimeter is surrounded by
an outer jacket which is maintained at a constant temperature thus
making it possible to calculate heat losses. While this method
is very easy to use, it is not suitable for high temperatures
because of the high rates of radiation heat transfer which introduce
large errors.
Most recent experiments have employed the adiabatic method in
which the calorimeter is surrounded by an outer jacket maintained
at the same temperature as the calorimeter. This condition can be
achieved by use of a thermocouple, in conjunction with automatic
controlling devices. The adiabatic calorimeter is the more
accurate and a typical example of this apparatus has been described
by Stansbury, Mcllroy, Picklesimer, Elder and Pawel (1959) and
modified by Stansbury, Nauman and Brooks (1965).
The specimen, in the form of a polished cylinder, is suspended
inside a closed metal cylinder which acts as a main adiabatic shield.
This shield is heated by a bare metal wire controlled by a system of
thermocouples to maintain the specimen ana shield at the same temper-
ature. The system is evacuated to a pressure of 10 Torr to
eliminate convectional heat transfer and oxidation and the adiabatic
shield is surrounded by a granular refractory and .a water cooled
outer jacket to avoid temperature fluctuations and gradients. A
heater is placed in a hole in the centre of the specimen and the
power leads brought up through the specimen wall to establish good
thermal equilibrium. By measuring the time taken to raise the
temperature of a known weight of specimen through a predetermined
temperature range, the power to the specimen heater can be calculated
and hence the average specific heat of the specimen determined.
A correction is made to this apparent specific heat to account
for the difference between the specific heat of the specimen and
that of the heater. This correction is minimised by making the
heater very small and keeping its heat capacity below 1% of that of
the specimen. For materials having specific heats near that of
copper, the error introduced by adding the heater mass to the
specimen mass is 0.1%.
A further correction is necessary to account for the deviation
from adiabatic conditions. The apparent specific heat, C , was




where E = mean heater voltage
I = current
t = time
T = temperature interval
m = mass
Inevitably some heat is lost from the specimen and a correction
factor, applied to the apparent specific heat, has been derived by




where R is a measure of the rate at which the temperature of the
specimen falls at a particular temperature and K is the power input
to the specimen.
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Brooks, Noram, Hendrix, Wright and Northcott (1968) produced
a further modification of this apparatus to measure the specific
heat at constant pressure of copper, aluminium and gold, and values
for aluminium and lead have been obtained using a similar apparatus
by Leadbetter (1963). These latter determinations have been
quoted by the author to better than 1$ but, as will be shown later,
significant differences between determinations of the same substance
exist.
3. Delve Specific Heat
The Debye specific heat of a material is a function only of the
Debye temperature which was related by Debye to the maximum vibration
frequency, by
/-n ^ co m
<S)D = -Y~
The Debye temperature, (0)^, is thus defined as a function of the
maximum frequency, but relating to measurable physical quantities
requires the averaging of the complete frequency distribution. The
various methods of equating the physical properties to tend to
use different methods of averaging and different approximations
resulting in slightly differing estimates of the Debye temperature.
The more common methods of determining are based on measurements
of (a) elastic constants (Blackman, 1955), (b) low temperature
specific heats and (c) Debye-Waller factors (Debye, 1914.; Waller, 1923).
Using these three methods the values for copper have been deter¬
mined at room temperature. They are respectively 332K, 31 OK and
308K (Gschneidner, 1964-) •
Since both the maximum frequency and the frequency distribution
- 33 -
vary with temperature, the Debye temperature will also be a
function of temperature and studies on Gu, Pb, Au, Ag and A£
suggest that decreases slowly with increasing temperature.
The Debye specific heat is obtained by substituting the Debye
temperature in the Debye function as in equation (3.1). At
temperatures greater than the Debye temperature, the Debye function
varies very slowly with temperature and any uncertainties in <0^
give rise to small changes in the Debye specific heat. For
example, with reference to copper from the three methods mentioned
above, the variation in the Debye specific heat is no more than 0.2$
at 600K.
A. Dilation Term
During an experimental determination of the specific heat at
constant pressure some of the energy given to the solid is used to
increase the volume of the sample. The specific heat at constant
volume, C , can be deduced from the specific heat at constant
pressure, C , using the well-known thermodynamic relation,
P
-'^'Cp ~ Cv =
_T(AV)2 ,a_p,1 ^ dT;p V OLV'T
1 3L V
Volume thermal expansivity, B = — ("^jt)p






since B = 3 ck. and c£ is the linear expansivity.
-3U-
Thus C - C = G = (3.3)
p v x Kj
where V is the specific volume. In this derivation it is assumed
that no electronic or vacancy formation effects are present.
The dilation contribution, C , can therefore be determined
x
provided values of oc, V and are available over the required
temperature range. The determination of the thermal expansivities,
has already been described. Very accurate values of V are
readily available from density measurements at one temperature,
usually room temperature, to which corrections for expansion can be
applied. Compressibility experiments usually yield values of the
adiabatic compressibility, K , from which the isothermal compress-s
ibility can be determined. It can be shown that (Ze'mansky, 1957)
K - TC +KI " Ks + C
P
The adiabatic compressibilities are obtained from measurements
of the velocities of sound waves in the principal direction in the
material which yield values of the elastic moduli in these directions.
The magnitude of C rangos from about 5% of the C value at room
x p
temperature to as much as 20% for a material of high melting, point.
Errors of injboth cx and should therefore not significantly
affect the overall analysis.
5. Electronic Specific Heat
According to the free electron model of a metal, the valence
electrons of the constituent atoms of the metal are able to move
freely through the volume of the solid and classical statistical
mechanics predicts that a free point particle should have a heat
3
capacity of ~k. If N atoms each give one valence electron, then
the electronic contribution to the heat capacity should be gNk -
making a total specific heat at constant volume
Cv = 3R + 1.5R = 4.5R
This is far higher than any measured specific heat and the contribu¬
tion from the electrons must be much less than that deduced from
classical theory.
The introduction of the Pauli exclusion principle in conjunction
with Ferrni-Dirac statistics provided an understanding of the small •
contribution given to the specific heats of metals by electronic
effects.
. According to Fermi-Dirac statistics, the probable number
particles in energy state is
&k
Nk " exp[( ek - e.p)/kl] + 1
where
= number of levels with energy
^p = Fermi energy level
Thus the probability that a particular state is occupied is given by
the Fermi Dirac distribution function
£ r e•.) - 3 ,
J 1 exp [_( c - c p)/kTj + 1
As T—>0, { ( €.) is unity for any energy less than € p and then
abruptly drops to aero for vL>C.p. In other words, all the energy
states below (£.p are fully occupied, while all the states above Gp
are empty.
Therefore on heating from absolute zero, with quantum restrictions
it can be seen that not every electron gains in energy kT, but only
- 36 -
those within the energy range kT of the Fermi level are thermally
excited.
This modification of the thermal properties of the conduction
electrons gives an immediate qualitative solution to the problem of
the heat capacity. If n is the total number of free electrons per
atom, only a fraction, of the order of T/T-,, where'T„ is the FermiX1 1?
temperature and is defined as = kTp, can be excited thermally at
a temperature T since only these lie within kT of the top of the
energy distribution. Each of these nNT/Tp electrons has a thermal
energy of kT and so the total electronic thermal energy, E , is of
the order of
Eg = ~kT
The electronic heat capacity is therefore
n - <^EE^ nNkT
TP ^ -J rpCi JL J.^F
As stated earlier, the contribution of the electronic specific
heat to the lattice specific heat is very small at room temperatures.
\ ■
However at sufficiently low temperatures, the lattice specific heat
3
decays as T towards zero, and the electronic specific heat decays
linearly with T. This means that ultimately the CL, must dominate
and in typical metals this may be expected to occur at below 10K.
This dominance allows experimental values of electronic specific heat
to be measured at low temperatures and the total heat capacity at a
constant volume may be written as
fTotal _ ^ T + at3
v
where if = electronic heat constant
^ r n a a 1 21? ^NKand, from the Debye theory, A = 50^
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Parkinson (1958) has shown that for a temperature much less
than the Fermi temperature,
vT - A^mk2 /2Nvfx£ T
3n
2\
= 1.36 x 10-^vV^T J mol"1K"2
where n = number of electrons per atom.
The values of If obtained from the above equation are of the
same order of magnitude as those obtained experimentally but the
agreement is not entirely satisfactory, in each case the experimental
value is greater than the theoretical. The experimental values are
those quoted by Gschneidner (1964-).
*-(x104) ' ^(x104)
n (theoretical) (experimental)
Cu 1 7.09 5.02 6.93
AJL 3 9.99 9.11 13.06
Au 1 10.21 6.4-1 7.49
Ag 1 10.27 6.43 6.60
Pb 4 13.34. 15.05 31.40
There are two possible reasons for the significant differences
between experimental and theoretical values. The first is that the
experimental values are determined at low temperatures and extrapolated
to higher temperatures, where the variation of ^ with temperature may
not be linear. Another possible explanation was put forward by
Buckingham and Schaforth (1954), who suggested that the specific heat
is enhanced at lox-/ temperatures by electron phonon interactions but
it is unlikely that this effect could account for the large dis¬
crepancies which exist between theoretical and experimental values
in some elements, for example, lead and aluminium.
- 33 -
Various experimental determinations of f suggest that the
errors in kf are quite small (- 2%) and, since the electronic con-
-1 -1
tributions to the specific heat is usually less than 1J mol K ,
the corresponding error in will be very small provided these
experimental values do actually represent the correct electronic
contribution at higher temperatures.■
6. Effect of Vacancy Formation
In Chapter 2 reference was made to the presence of defects in
crystals and their effect on some physical properties. Upon raising
the temperature of a sample, the defect concentration increases to a
new equilibrium value and in so doing the material absorbs energy.
This energy absorption causes a rise in heat capacity. For the t
purpose of this work attention will be centred only on the formation
of monovacancies as they are the most common defects present in
simple metal crystals.
Equation (2.3) gives a measure of the concentration of vacancies
present at a temperature T and the total energy required to produce
these defects will be
Eo-nW
where ¥ is the energy of formation of the defect
and n is the number of defects per gram mole.
The contribution to the heat capacity of the formation of these
monovacancies is given by
G'd = exp (ASA) exp(-WA-T) .. (3.4)
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7. Some Determinations of Excess Specific Heat




- if T - exp (AS/k) exp (-W/kT)-|_/n <•kT
and ACy is to be considered as the difference between the specific
heat at constant volume and the Debye specific heat and its value
will reflect any discrepancies in the Debye theory.
The working equation for the determination of the excess specific
heat contains many physical quantities whose values can only be ob¬
tained from experiment. There exist extensive experimental data
for five face centred cubic metals, Pb, AL, Cu, Ag and Au, enabling
an analysis of these substances to be carried out. For most of the
physical quantities required, more than one recent determination is
available and in some cases significantly different values of the
same physical parameter have been reported.
The largest two terms in the equation are and C . As has°
v p
already been mentioned, although the errors in the Debye temperature
may be large, the errors in the corresponding Debye function are
sufficiently small so that no significant errors in occur.
However the G values did differ significantly, in some cases the
P
difference between the values quoted was greater than the expected
excess specific heats necessitating an analysis to be made for all
recently determined data sets.
The other possible errors associated with the working equation
are of less significance. Errors in the dilation term would
originate from the reported experimental data on thermal expansivities
and compressibilities and determinations of thermal expansivity
were found, in some cases, to differ significantly. However
these uncertainties were partially resolved by employing data
obtained from x-ray diffraction which, as mentioned in Chapter 2,
requires no correction for vacancy formation. Compressibility
experimental values of the materials in question have been reported
for temperatures well short of the melting point and as a con¬
sequence they have had to be extrapolated. This results in a further
increase in the uncertainties.
Uncertainties could also arise from the values of the electronic
constants used. In general, the experimental values were employed
but, in the case of Pb and AiL , where there were large discrepancies
between tf experimental and theoretical, the analysis was carried
out for both values. The contribution of the vacancy term is
usually sufficiently small that errors in W and AS/k only have a
small effect close to melting point.
In addition to the individual C data sets for the five metals,
P
there also exists data sets of Hultgren, Orr, Anderson and Kelly
(1963) compiled by averaging results from earlier experiments.
These sets have also been analysed, although no estimate of error can
be made for these results.
Before embarking on a detailed investigation of the excess
specific heats of the five face centred metals, it is worth noting
that theoretical investigations, into specific heat at constant
volume and its variation with temperature are sufficiently complicated
to have been restricted to simple close packed crystals. Such
calculations have been made by Leibfried and Ludwig (l96l) and
Maradudin, Flinn and Caldwell-Horsfall (l96l) and they have suggested
the specific heat at a constant volume can be written in the
form
C = 3B(1 + AT + BT2 + )
v
Since C = C — C — Gn — G-,
v p x D E
and, at temperatures greater than the Debye temperatures,
we have AG = C -
v v v
= G - 3R
v
= 3R(AT + BT2)
= A'T + B'T2
To a first approximation the excess specific heat can therefore
be expected to vary linearly with temperature and it has been
further suggested that A' would be negative. This result has been
confirmed by Leadbetter (1968b) for aluminium and lead but con¬
flicting results showing positive values of A' have been reported
for copper, aluminium and gold by Brooks (1968), Brooks and Bingham
(1968) and Cordoba and Brooks (l97l) respectively.
The following section describes the determination of the excess
specific heats for all five metals at intervals of 50K from 300K to
the melting temperature for each substance. The values of the
specific heats at a constant pressure and the thermal expansivities
at these temperature intervals were determined by three point inter¬
polation of the published experimental results. The values of the
adiabatic compressibilities were determined similarly except when
the high temperature data was unavailable, in which case values up
to the melting point were obtained from extrapolation. The
calculations were done on an IBM 1130 computer. The outputs
from the computer are to be found in the Appendix showing the
individual terms of equation (3.2) at temperature intervals of
50K together with the values of the Gruneisen "constant".
The &Cv values for the five metals are shown graphically in
figures 11, 13, 14, 16, 18 and 20. The values of AC^, calculated
at intervals of 50K, from 300K to melting point have been joined by-
smooth curves but it is not suggested that these curves indicate
the true Variation of excess specific heat with temperature and in
some cases a linear variation is suggested in the text.
Lead
C (a) Leadbetter (1968a), I 0.2%
P
(b) Cordoba and Brooks (1971a), - 1$
(c) Hultgren et al (1963), - 0.1%
Stokes and Wilson (1941), - 1%
K Waldorf and Alers (l9o2), - 3%
Ql
W = (0.50 ~ 0.02)oV (D'Heurle, Feder and Nowick, 1965)
AS/K = (1.5 - 0.5) (D'Heurle, Feder and Nowick, 1965)
X = (3.U - 0.04) x 10~3 J mol~1K"2 (Gschneidner,1964)X
ITt = 1.50 x 10~3 J mol-lK~2
© = (102 1 5) K (Gschneidner, 1964)
Error in AC (a) - 0.10 at 300K to - 0.22 J mol- K at melting point
—1 —1
(b) 0.26 at 300K to - 0.35 J mol- K~' at melting point
—1 —1
(c) 0.26 at 300X to 0.34 J mol- X" at melting point
The experimental data sets (a) and (b) do not differ signific¬
antly and are very similar to set (c). The excess specific heat
values were always negative and varied linearly with temperature as
- 43
ACy = -(3.3 - 0.7) x 10"3T J mol":K"1 U exp)
compared with
dCv = -(A.O - 1.0) x 10~3T J mol^K"1
obtained by Leadbettor (1968b) using data set (a) and with the
theoretical electronic constant sets (b) and (c) give the approx¬
imate relation
= -(1.8 - 0.7) x 1 C~3T J mol"1K~'
The data sets and the calculated AsC^ are shown graphically in
figures 10 and 11 respectively.
Aluminium
0^ (a) Leadbetter (1968a), - 0.2$
(b) Brooks and Bingham (1968), A 0.7$
(c) Hultgren et al (1963), - 0.1$
o< Simmons and Balluffi (1960b)
K Gerlich and Fisher (1968)
a
W = (0.75 - 0.01)eV (Simmons and Balluffi, 19o0b)
As. S/K = (2.2 - 0.2) (Simmons and Balluffi, 1960b)
X = (1 .36 - 0.01) x 10 3 J mol (C-schneidner,1964)X
* = (0.911) x 10~3 J mol^'x"2
(ED = (423 - 5) K (Gschneidner,1964)
+ + * "1
Error in (a) 6 0.2 at 300K to 6 0.15 J mol~'K" at melting point
(b) - 0.28 at 300K to A 0.25 J mol **K ^ at melting point
, *}• "* *1
(c) A 0.28 at 300K to - 0.37 J mol" K~ at melting point
The G values (a) and (b) were significantly different, set
P
(a) being in all cases greater than (b) by 0.27 J mol" K~ (1.1$) at
Figure The experimental specific heats
the analysis.
of lead used in
X Leadbetter (1968a)
o Cordoba and Brooks (1971a)
A Hultgren et al (1963)
Figure 11 The excess specific heats for lead using both
theoretical and experimental electronic specific
heat constants.
300K and 1.61 J mol""1K~1 (5.2%) at 772K, the highest temperature
reached in the Leadbetter experiment. Very different values of the
excess specific heats were obtained from the analysis of these sets
and it must be concluded that one of the sets was subject to
systematic error.
Obviously no conclusion could be reached as to the correct
values of AC^, Very approximate linear relationships of
hCT = -(0.9 - 0.3) x 10"3T J mol-1 K~1
and • = (0.6 - 0.3) x 10"3T J mol"1 K~1
wore obtained for (a) and (b) respectively, the equation for (a)
agreeing with that of Leadbetter (1968b). The data set of Hultgren
et al (1963) gave no significant values for AC if a 1% error in
their data is assumed.
The C data sets and the calculated AC !s are shown in
? v
figures 12, 13 and 14- respectively.
Cooper
C^ (a) Vollmer and Kohlhaas (1968), 4 2$
(b) Brooks et al (1968), - 0.7%
(c) Hultgren et al (1963), - 1%
o< Simmons and Balluffi (1963), - 1$
K Chang and Himmel (1966), 1 2$
cl
W = (1.0 - 0.1)eV (Simmons and Balluffi, 1962a)
AS/K = (1.5 - 0.5) (Simmons and Balluffi, 1962a)
If. = (0.693 - 0.007) x 10~3 J mol~1K"2 (Ggchneidner, 1964)
X
(0)= (342 - 2) K (C-schneidner, 1964)
+ 4- —*1
Error in AC (a) - 0.5 at 300K to - 0.76 J mol" K at melting point
(b) 4 0.2 at 300K to - 0.4 J mol"'X~1 at 1200K
-i- —1 —1(c) - 0.3 at 300K to - 0.5 J mol K at melting point
T(K)
Figure 12 The experimental specific heats of aluminium used
in the analysis.
&Cv
Figure 11 The calculated excess specific heats of aluminium using
the experimental electronic heat constant.
A Cv
Figure 14. The excess specific heat of aluminium using the
theoretical electronic heat constant.
The values (a), (b) and (c), shown, in figure 15 agree
well up to 1 COOK with a divergence of 3% occuring at 1 200K betwTeen
(b) and (c), the maximum temperature quoted for set (b). Data
set (a) gives no significant excess specific heat over the whole
temperature range and the set of Hultgren et al (1963) follows the
values of set (a) very closely, never differing from it by more
-1 -1
than 0.3 <1 mol K . The excess specific heat obtained from data
set (b) , however, increases fairly uniformly from zero at 300K to
0.7 J mol "'k 1 at 1 200K according to the approximate relation
AGy = (0.4 - 0.2) x 10"3T J mol"1K"1
The excess specific heat is shown in figure 16.
Silver
G (a) Vollraer and Kohlhaas(l963), - 2%
P
(b) Hultgren ot al (1963) - 1%
o< Simmons and Balluffi (1960a), - 1$
K& Chang and Himmel (l966), - 2%
W = (1.09 - 0.1)eV (Simmons and Balluffi, 1960a)
A S/K = (1.5 - 0.5) (Simmons and Balluffi, 1960a)
~^x = ~ 6.O3) x 10 3 J mol (Gschneidner, 1964)
<&) = (228 1 3) K (Gschneidner, 1964)
Error in AC^ (a) 0.48 at 300K to 0.7 J mol K at melting point
—1 —1
(b) 0.25 at 300K to 0.4 J mol K at melting point
The excess specific heat was about -0.6 J moi K at 300K,
increasing to zero at 850K and remaining at that value up to the
melting point. Due to the relatively large uncertainty in the




Figure 15 The experimental specific heats of copper used in
the analysis.
Figure 16 The excess specific heats of copper.
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The C? and AC^ values are shown respectively in figures
17 and 18.
Gold
0^ (a) Vollmer and Kohlhaas (1968), -
(b) Cordoba and Brooks (1971b) - 1^
(c) Hultgren et al (1963), - 1$
Simmons and Balluffi (1962), - 1%
K Chang and Himmel (1966), - 2%>3.
W = (0.94- - 0.10)qV (Simmons and Balluffi, 1962b)
A S/K = (1.0 1 O.p) (Simmons and Balluffi, 1962b)
TS = (0.749 - 0.013) x 10"3 J mol^K"-1 (Gschneidner,1964)
(ED = (165 ~ 1) K (Gschneidner,1964)
Error in ACv (a) 0.47 at 300K to 0.7 J mol K at melting point
(b) 0.24 at 300K to 0.4 J mol^K"'' at melting point
-1
(c) 0.24 at 300K to 0.4 J mol~'K~' at melting point
Sets (a) and (b) differ significantly, by as much as 6% at the
melting point, while much closer agreement exists between (a) and
(c), particularly at high temperatures (see figure 19). No relation
between AC and T could be given for set (b) while for set (a) and
v
set (c) the approximate linear relation would be
AC = -(1.4 1 0.6) T x 1G"3 J mol"1K"'
V
The three sets of AC curves are shown in figure 20
8. Summary
A study of the excess specific heat calculations reveal that
consistent results were only obtained for lead where the AC^. values
T(K)
Figure 17 The experimental specific heats of silver used in
the analysis.
Figure 13 The excess specific heats for silver.
T(K)
Figure 19 The experimental specific heats of gold used in
the analysis.
Figure 20 The excess specific heats of gold.
were always negative and varied approximately linearly with
temperature (see figure 11). This consistency can be attributed
to the close agreement between existing published valuos which •
varied by no more than 1-g$ at melting point (see figure 10). A
low Debye temperature (102K) enables the Debye specific heat to be
determined accurately, independent of any errors in the Debye
temperature, and this, coupled with the low number of vacancies
which will be formed at the melting temperature of 600K, suggests
an accurate determination of AC for lead. The one weakness in
the lead analysis is common to most of the other materials; namely,
the lack of information on compressibilities at high temperatures,
necessitating the extrapolation of information into high temperature
regions. In the case of lead, it was necessary to extrapolate the
low temperature information of Waldorf and Alers (1962) from 300K
to 600K, resulting in possible errors of - 3$ which would affect the
dilation term.
The use of both theoretical and experimental electronic heat
constants for load produced significantly different values of A.C^
at all temperatures but they did not affect the overall production
of a negative excess specific heat.
Very different relationships for excess specific heats are pro¬
duced for the other four materials, all of which reflects the lack
of consistency in the published C values. In particular, the
P
calorimetry work of Brooks and his co-workers, from 1967 to 1971, on
copper, aluminium and gold produced C values which were consistently
P
greater than those of other workers, suggesting that the design of
their adiabatic calorimeter was subject to a systematic error.
Naturally, these larger C values resulted in more positive excess
P
specific heat values being produced. In reporting these
values, Brooks and his co-workers also carried out an analysis
similar to the present investigations and produced even larger
excess specific heats for aluminium and gold, being 2.75 and O.63
-1 -1
J mol K respectively at melting point compared with 0.9 and
-1 -1
-0.1 J mol K obtained by this analysis of the same data.
These differences in can be accounted for by the different
values of thermal expansivities used. In aluminium, for example,
Brooks and Bingham (1768) used the thermal expansivities of Wilson
(l942), extrapolating his data from 600K to the melting point, and
/
thus obtained a final value of 35.6 x 10~ at melting point. The
present analysis uses the results of Simmons and Balluffi (l960b),
—6 —1
who obtained a value of 39.1 x 10~ K at the same temperature and
-1 -1
this difference alters the dilation tern by 1.3 J mol K , bringing
the two analyses more into line.
Inaccuracies in values, particularly at lower temperatures,
will be increased in materials such as aluminium and copper which
have high Debye temperatures, since any errors in the Debye temper¬
ature will have a significant effect on the Debye specific heats.
As mentioned in the summary of lead, extrapolation of compressibility
data is not entirely acceptable but Chang and Himmel (1966) suggested
that the linear temperature deoendence of compressibility in Ag, Au
and Cu held remarkably woll to temperatures within 80$ of the
absolute melting point. Aluminium was different from other materials
in so far as compressibility data was available from Gerlich and
Fisher (1968) up to melting point.
In conclusion an approximate linear relationship between A
and T has been obtained for aluminium, lead and gold with a negative
gradient. However, conflicting results are produced in
aluminium and gold when values of Brooks et al are employed.
Considering the accuracies of the physical quantities used in the
analysis, it must be concluded that no excess specific heat has
been found for copper and silver.
Further progress in the experimental verification of the
theory of solids using high temperature specific heat data can
only be achieved by accurate and repeated measurements of C__ until
consistent results are obtained by different experimenters.
-1 -1
Since the expected excess specific heat is less than 2J mol K for
most materials, the C values will have to be measured to - 0.2%.
P
Sufficiently accurate measurements of the other physical parameters
exist with the exception of measurements of the adiabatic compress¬
ibilities up to melting point to avoid errors caused by extrapolating
existing data.
9. Grunelsen Constant
For a purely harmonic solid, the specific heats at constant
volume and at constant pressure are equal, the elastic constants
are independent of temperature and the solid has no thermal expans¬
ivity. However, for a real solid, both expansivity and specific
heat are very much dependent'on temperature since their values are
determined by the distribution of vibrational frequencies of the
atoms and it would be reasonable to expect a close relationship
between these two properties. A study of this relationship over
the complete temperature range shows that the two properties are
approximately proportional, both being zero at OX and increasing
proportionately as T at lower temperatures. Above the Debye
temperature, the thermal expansivity increases up to melting
point while the specific heat at constant volume levels off to the
classical 3H value.
As the lattice expands the frequency distribution of the
vibrations and the maximum frequency will vary with temperature.
This will lead to a variation of the Debye temperature,© , with the
specific volume, V, and Gruneisen (1926), using the thermodynamic
relation for the free energy of a solid and taking the contribution
of the lattice vibration to the free energy as that obtained from
Dabye theory, showed that the quantity
p _ -d (log© )
d (log V )
should be a constant, where G is known as the Gruneisen constant.
He also showed that G can be expressed as
G = gf (3.4)
I V
where c<= thermal expansivity
V - specific volume
Kj = isothermal compressibility





where = adiabatic compressibility
0^ = specific heat at a constant pressure
The Gruneisen constant can therefore be calculated at any
temperature provided the experimental values of these four temper¬
ature dependent properties, namely V, K and are known. The
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variation of the Gruneisen constant with temperature can be
illustrated by assuming, as a first approximation, that all these
properties vary linearly with temperature. Equation (3.4-) can
then be re-written in the form
3(oc +<*»T)(V + V'T)
o o
G =
(K + K'T)(C + C «T)v
o vo V
= 3^"°Vo ft +T(^<L + IL _ Ki _ JL.
KC L cKn Vo K C0 VO o o o vo
3cx V
o o
where y-y is a constant, Gq, representing the values of c<, V,
"
o vo
K and extrapolated to OK. (This analysis will of course only
be applicable above the Debye temperature since, at OK, the thermal
expansivities and the specific heats will be zero and it does not
represent the actual value of Gruneisen's constant at OK.)
By examining equation (3.4-) and noting the variation of the
ex1 K'
. experimental values of oc and K it can be seen that and ~ are
o o
V' v'
large and positive but tend to cancel each other; — and — are
o vo
aoproximatply an order of magnitude le3s. The temperature depend¬
ence of Gruneisen is therefore very dependent on the magnitude of the
cx' K' V'
difference between yyy~ and , on the magnitude of —, and on the
Oq g O O
magnitude and sign of ;r—.
vo
For lead, a linear variation of oc, K, V and with temper¬
ature is obeyed very closely and values of the relevant parameters
were calculated to be :-
= .21 .71 x 10"°K"1 ,c< « = 2.36 x 10-SK~2
;. — = 0.109 x io'V1
^o
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Vq = 17.723 era3, V' = 0.13 x 10"2 cm3K"1
~~ = 0.010 x 10-2K~1
o
K = 0.185 x 10 ^3 cm2 dyne""'' , K1 = 0.013 x 10 '3 cm2 dyne-"' K~^
Kl _i
~ = 0.100 x 10 T
o
C = 24.97 J G 5 = -0.33 x TO-2 J mol~1K~^
Cv' V _o_-j
. . ~ = -0.013 x 10 1
vo
G = GQ [l + (0.109 + 0.010 - 0.100 + 0.013) x 1 0_2tJ
= 2.5 (1 + 0.032 x 10~2T)
.*. G = 2.50 + 0.0008T.
Hence, for lead, the Gruneisen pararaetor increases with temper¬
ature from 2.74 at 300K to 2.98 at its melting point.
The values of the Gruneisen parameter at temperatures between
300K and melting point wero determined for Pb, At , Cu, Au, and Ag,
using the same experimental values as those used for determining
excess specific heat and therefore not assuming a linear variation
of the physical quantities concerned with temperature.
Figures 21 and 22 show the variation of the Gruneisen constant
with temperature using the specific heat data of Leadbetter \19o8)
for lead and aluminium and Vollmer and Kohlhaas (1968) for copper,
gold and silver.
The Gruneisen constant increased with temperature for all
materials, the increase being fairly linear for lead, aluminium,
gold and copper according to the expressions
Lead G = (2.59 - 0.03) + (6.7 - 0.6) x 10"4" T
Aluminium G = (2.O3 - 0.05) + (5.5 - 0.8) x 10""4 T
Gold G = (2.97 - 0.04) + (3.8 - 0.4) x 10"4 T
Copper G = (1 .92 - 0.02) + (2.0 - 0.2) x 10""^ T
3.0 , LEAD
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T(K)
11 CO 1300
Figure 21 The variation of Grime is en 'constant1' with
temperature for lead, aluminium and copper with
best straight line drawn in each ease.
2.6 SILVER
O
300 500 .700 900 -1100 1300
Figure 22 The variation of the Griineisen "constant'' wit
temperature for silver and gold, with.the b
straight line drawn in each case.
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For copper, the Gruneisen constant is fairly constant from
room temperature up to 700K and thereafter it increases rapidly
up to melting point. This increase is consistent with the sudden
-1 -1
^decrease in the excess specific heat from 0.31 J mol K at 950K
to -0.34. J mol"1K~' at 1350K.
The Gruneisen constant for silver varies less than 1% from
2.4-5 over the temperature range 300K to 1000K, thereafter increasing
to 2.53 at 1200K. A linear expression for G may be
G = (2.4'2 - 0.02) + (0.6 - 0.3) x 10~^ T
Gschneidner (1964) lists a range of Gruneisen constants obtained
from literature and these are listed along with the present values
in the following table and it can be seen that there is a close
agreement.
Literature Values Present Results
Lead 2.62 - 0.27 2.73
Aluminium 2.19 - 0.1 2.24
Copper 2.00 - 0.03 2.02
Silver 2.36 - 0.1 2 2.46
Gold 3.04 - 0.04 - 3.03
Brooks and Bingham (1963) and Brooks (1968) determined the
Gruneisen constant for aluminium and copper respectively and found
it to fall linearly from room temperature to melting point. This
contradiction of the present results can be explained by the fact
that these workers did not correct their values for either
electronic or defect contributions. In the case of aluminium the
Gruneisen constant was further underestimated by the use of Wilson's
expansivity results extrapolated linearly in the higher temperature
regions.
APPENDIX I
Computer output shows the values of the Debye temperature,
the electronic heat constant and the energy and entropy of
formation of the monovacancies. The C values are those obtained
P
by three point interpolation of the experimental data and the
data are those calculated from the Debye function. The excess
specific heat, ^C^, values are obtained from
& C — C — C
V p V
C - - Cn
x E D
where C = soecific heat at constant oressure
P
= Debye specific heat
C = dilation term
x
(3.2)
Cg = electronic specific heat
0^ ~ vacancy contribution
and the Gruneisen constant, G, from
G ~
KTC1 v
where ^ = linear thermal expansivity
V = specific volume
Kj= isothermal compressibility
C = specific heat at constant volume
(3.4)
ANALYSIS OF SPECIFIC HEAT DATA FOR LEAD
SPECIFIC HEAT DATA OF LEADBE7T£R(i988j
DEBYE TEMPERATURE" 102.0K _
ELECTRONIC HEAT CONSTANTS.Q0X5Q5 J mol^K
ENERGY OF FORMATION OF MONOVACANCIES~ 0.50 oT












28.48 24.74 1.71 0.45 0.00 -0.42 2.713 300 .0
26.30 2k. 79 2.10 0.52 0.00 -0.53 2.757 ■ 330.0
27.37 2k.ok 2.53 0.60 ■ 0.00 A fZfo u i" 2.7S3 400 .0
2 7. SI 2k.88 2.99 0.67 0.01 "0. S5 2.821 45 0.0
28.52 2 k .91 3.47 0.75 0.04 -0.67 1 *? ?• A& O *v Li 500.0
23.23 24.93 3 ..98 0.82 0.10 -0.62 2.849 550.0
30.06 24.33 •v . A* 0. SO 0.22 -0.51 2.8 43 600 .0
ANALYSIS OF SPECIFIC HEAT DATA FOR LEAD
SPECIFIC HEAT DATA OF CORDUSA AND BROOKS (l97l)
DEBYE TEMPERATURE- 102e0K
ELECTRONIC HEAT CONSTANTS.001505J nol^K"2
ENERGY OF FORMATION OF MONOVACANCIE5a 0.50 GV
ENTROPY OF FORMATION OF MONOVACANCEES— 1.50
G ^ Du G C_ S Ac., ' G T(K)P V - ■ E
26. b 9 . 2h.7h. 1.71 0.L5 0.00 -O.LI 2.712 300 .0
2S.83 2L.79 2.10 0.52 0.00 -0 -51a. 2.753 350.0
27.33 2L.8L 2.53 0.60 0.00 -0.65 2.797 LOO .0
27^72 24^88 2 .93 0. 67 0.01 -0 2.8L1 L50.0
28.25 2L.91 3 ok 7 0.75 Q.OL
'
-0.33 2.868 500.0
23.2 h 2L.93 3.S7 0.82 0.10 -0.90 2.873 550.0
29.80 2L.S3 L .51 0«S 0 0.22 -0.77 2.87S 600.0
ANALYSIS OF SPECIFIC HEAT DATA FOR LEAD
SPECIFIC HEAT DATA OF HULTGREN ET AL(l963j
DEBYE TEMPERATURE- 102oOK . .
0
ELECTRONIC HEAT CONSTANTS*001505 J mol K
ENERGY OF FORMATION OF MONOVACANCIESa 0*50 oV
ENTROPY OF FORMATION OF MON0VACANCIES- 1*50
0 C D Ct-5 G_ Ac G T(K)
p V ' . . 0 V
26.43 24.74 1.71 0.45 0.00 -0.45 2.717 300 .0
26.92 24.79 2.10 0.52 Co 00 -0 .5.0 2.754 3 50.0
27.42 24.84 2.53 0.60 0.00 -0.56 2.788 400.0
27.30 24.88 2.99 0.57 0.01 -0.56 2.822 45 0.0
28.38 24.91 3.47 0.75 0.04 -0.82 <5 © f,2 • © 3 4 500.0
28^85 24.93 3^97 0.8 2 0 .,10 -0 .98 -7 SOP 5 5 0.0
2 9.54 24.93 4.50 0.90 0.22 — 9 9& & i— cL o ZJ £> SCO. 0
ANALYSIS OF ■SPECIFIC HEAT DATA FOR LEAD
SPECIFIC HEAT DATA OF LEADBETTER(l363)
DEBYE TEMPERATURE° 102.OS
ELECTRONIC HEAT CCNSTANT«0..OO314O J mol & "
ENERGY OF FORMATION OF MONOVACANCIESK Q.5GoY






£l CD Ac— v G 7(K)
26.43 24.74 1.71 0.24 0.00 -0.91 2.763 300 .0
26.90 24.79 2 dO 1.09 0.00 -1.10 2.823 550.0
27 s.37 24.84 2.53 1.25 0. G 0 -la 27 2.871 400.0
27.01 24.83 2.92 1.41 0.01 -1.39 2.903 450.0
28.52 24.91 3.47 1.57 0.04 ~ i >• oa ut £i 2 . S i 3 500.G
29.23 24.93 3.38 1.72 0.10 ™ C'5 2.959 550.0
30.06 24.93 4.51. 1.33 0.22 2.969 600 .0
ANALYSIS OF SPECIFIC HEAT DATA FOR LEAD
i \
SPEC IFIC HEAT DATA OF CORDOBA AND BROOKS (l971)
DEBYE TEMPERATURE® 102.OK . 1 «
ELECTRONIC HEAT CONSTANT»0.Q031k0T sol" K
ENERGY OF FORMATION OF MONOVACANCIES® OaSOcV
ENTROPY OF FORMATION OF MONOVACANCIES® 1.50
0








2k. 7k 1.71 0.9k 0.00 "0 a 0.9 2.767 300.0
26.89 2k.79 2.10 1.09 0.00 -1.11 2.82k 350.0
2 7.33 2k.8k. 2.53 1.25 0.00 -1.30 2.875 kOO.8
27.72 2k.88 2.98 l.kl 0.01 -1.58 2.9.30 kSO.O
28.25 2k.91 3.k7 1.57 0.0k' -1.75 2.959 500.0
28.9k 2 k • 9 3 3.97 1.72, 0.10 -1.80 2.S91 550.0
29.30 2k.93 k.51 1.88 0.22 -1.75 2.997 500.0
ANALYSIS OF SPECIFIC HEAT DATA FOR LEAD
SPECIFIC HEAT DATA OF HULTGREN ET >Al(l963)
DEBYE TEMPERATURE® 102*0 K . 1 0
ELECTRONIC HEAT CONSTANTsO. 0-0311*0 5 nol K
ENERGY OF FORMATION OF MON GVACANC! E S25 0.50 ©V










26.1*3 2k«7k 1 7 1© a J. 0.91* 0.00 -0.95 2.773 300.0
26.92 21*. 79 2.10 1.0 9 Q..QQ -1.07 2.820 350.0
27 A2 2.53 J, .2d 0.00 -1.22 2.865 1*00.0
27,2? 2 A . o 8 o q qOk tj *2J 1 ?®> 1 0.01 -1.1*0 2.913 l* 5 0 • 0
28.38 21*. 91 3.1*7 1.57 0.01* -1.62 2.955 500.0
23 .85 2%.93 3.97 1.72 0.10 — 1.88 3.000 550.0
29.31* 21*.S3 1* .50 1.88 0.22 -2. 20 3. OAS £00.0
UJ(S3COJ50[\5Cf O o©essoâ«^3ciat
€>•WGOiN5Ct--5D'iO©IS
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ANALYSES OF SPECIFIC HEAT DATA FOR ALUMINIUM
SPECIFIC HEAT DATA OF BROOKS AND BI NGHAM(1958)
DEBYE TEMPERATURE® 423.OK -2
ELECTRONIC HEAT CONSTANT=0.000911J mol K
ENERGY OF FORMATION OF MONOVACANCiES= 0.75©V
ENTROPY OF FORMATION OF MONOVACAN C I ES= 2.20
G c D Cv °Tl Ac G- TOE)13 V r . J2§ - iJ ^ v
24.32 22.62 1.07 0.27 0.00 0.35 2.212 300.
25.0k 23 . 23 1.32 0.31 0.00 0.16 2.217 35 0.
or- *7
Cm o y O 25.62 1.59 0.35 0.00 0.19 2.217 400.
26. hi 23.90 1.89 • 0.40 0.00 0.20 2 © 225 450.
26.98 24.10 2.20 0.45 0.00 0. 22 2.235 5 00.
z7.53 2 4 .25 2.53 0.50 0.00 0.23 2.241 550.
28.24 24.38 9 o ad, a O © 0.54 0.00 ■ 0.44 2.239 600.
28.95 24.45 3.28 0.53 0.02 0 o 60 2.2.48 • 650.
29.74 OS, sr 9£m *V C. «-> £ 3.70 0.53 0.0 4 0.82 2.247 700.
30.59 24.53 4.26 0.63 0.89 0. s s 2.277 750.
31.53 24.6 4 4.83 0.72 0.16 1 "? ■?JL o A-J 2.297
'
800.
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ANALYSIS OF SPECIFIC HEAT DATA FOR GOLD
SPEC I FI C HEAT DATA OF CORDOBA AND BROOKS (l97i)
DEBYE TEMPERATURE= 155.0K ^2
ELECTRONIC HEAT CONSTANTS. 00074 9 J m°l K
ENERGY OF FORMATION OF MONOVACANCIES= 0.94oV
ENTROPY OF FORMATION OF MONOVACANCIES® 1.00
^
G G G AC G T(K)0 C D ~~ v
24.56 24.61 0.22 0.22 0.00 -1.10 3.092 300.0
25.2*2 2 k. 57 1.12 0.25 0.00 -0.54 3.05 7 35 0.0
25.07 24.70 1.32 .0.29 0.00 -0.25 3.033 400 .0
25.53 2 k. 7 2 1.53 0.33 0.00 0.03 3.018 4,0.
2 7.11 2k.75 1.7 k 0.37 0.00 0.23 3.0 OS 5 00 .0
2 7.52 2 4.78 1.95 0.41 Q.OG 0.36 3 .0 G 4 5D0.0
27 .87 2 Ik 81 2.18 0.44 0.00 0.41 3.00/ ^00.028.15 2k.8k 2.k2 Q.43 0.00 0.40 3.015- 650 .0
28.45 2k.87 2.65 0.52 0.00 0.,9 ,.022 /00.0
28.58 2 Ik 8 9 2.91 0.55 0.00 G.3 2
28.93 2k.SI 3.15 0.59 0.00 0.24 ,.054 800.
29.17 2k.92 5. kk 0. 53 0.00 0.,5 ^0.29.41 24.93 3.72 0.57 0.01 0.05 3.0,., -Ou.
29.53 24.93 4.02 0.71 0.03 -0.01 3.118 9,0.0
29.97 24.34 4.35 0.74 0.04 -0.11 3.144 1000.0
30.34 24.94 4.70 0.7S 0.07 3.169
11000-y "7 o f f. r" A "7 A ^ O 0 ^ J """ U o -- © J. O X X U u © ^??•!? I'V-, I'll 2 7s -0. 22 3 . 222 1150 .0-t 70 91. 05 5 2*.7 0.86 0.14 — . ,, 1 • £. z ^">."3 I..-*,
->c;i. ionn (171 /> h q c s en 0 89 0. z j. - u . 2 4 ,.z,4 , z u u . ^2 X . /, 24.,, , . 3 i. J.,,
97c 10^0 0in o fi oil S h A 0 Q *> O.Zo ~ J . i , , . Z / , i. Z , u . ,











































































































































































































































































































































































































































































































































































ANALYSIS OF SPECIFIC HEAT DATA FOR GOLD
SPECIFIC HEAT DATA OF HULTGREN ET AL(l9 63)
DEBYE TEMPERATURE^ 155.OK
ELECT RON IC HEAT CONSTANT =0.000749 J mol"1 K
ENERGY OF FORMAT I ON OF MONOVACANCIES= 0.94 eV






"ST CT?E CD AcV G T(K)
25 .*41 21*. 51 0.93 0.22 0.00 -0.3 4 2.9 93 300
25. SO 2U.67 1.12 0.25 0.00 -0.4 5 3 .035 350
25.73 24. 70 1.32 0.23 0.00 -0.53 3 .055 400
26.01* 2k.72 1.52 0.33 0.00 -0.55 3.088 450
25.29 2k. 75 1.74 0.37 0.00 -0.57 3.104 500
25.52 2k.73 1.S5 0.41 0.00 -0.53 3.119 550
25.75 2k. 31 2.18 0.44 0.00 -0.53 3.135 500
25.98 2 k. 8 k 2.41 0.48 0.00 -0.75 3.14 9 550
27.21 2k.37 2.54 0.52 0. GO -0.3 3 3.153 700
27 .50 2k. 89 o 9 n 0.55 0.00 -0.85 3.173 750
27.73 21*. 01 3.15 0.59 0.00 -0.88 3.182 800
28.00 2k.92 3.42 0.53 0.00 -1.00 3.206 850
28.21 2k. 93 3.7 0 0.67 0.01 -1.12 3.230 900
20.50 21*.93 4.GO 0.71 0.0 3 — 1.18 3.252 950
28 .80 21*. SI* 4.32 0.74 0.04 -1.26 3.277 1000
29 .05 21*. Si* 4.55 0.78 0.07 -1.42 3.315 1050
29.30 21*. SI* 5.03 0.82 0.11 -1.51 5.350 1100
29.55 2 k. 25 5.42 0.85 0.15 -1.84 3.415 1150
29.80 2k. 25 5.84 0.89 0.21 -2.10 3.477 1200
30.09 24.85 6.30 0. S3 0.23 -2.37 .545 1250
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