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Abstrakt 
Tato diplomová práce se zabývá využitím technik data miningu v oblastech 
bankovnictví, pojišťovnictví a nákupních center. Práce teoreticky popisuje algoritmy a 
metodologii CRISP-DM, která je určena pro procesy data miningu. Na základě 
teoretických poznatků a metod pak práce navrhuje možná řešení pro jednotlivá odvětví 





This master’s thesis concerns about the use of data mining techniques in banking, 
insurance and shopping centres industries. The thesis theoretically describes algorithms 
and methodology CRISP-DM dedicated to data mining processes. With usage of 
theoretical knowledge and methods, the thesis suggests possible solution for various 
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 Táto diplomová práca sa sústredí na použitie konkrétneho nástroja business 
intelligence, a to data miningu (DM – dolovanie z dát). Využitie tohto výkonného 
nástroja je dnes možné už takmer v každej ľudskej činnosti, vo verejných inštitúciách, aj 
v súkromných spoločnostiach. Vzhľadom na fakt, že približne každých 20 mesiacov 
dochádza k zdvojnásobeniu objemu digitálnych dát uložených na celom svete, sa 
dôležitosť data miningu ešte zvyšuje.  
 V tejto práci sa budeme zaoberať teóriou, ktorá s data miningom priamo súvisí. 
Predovšetkým sa však zameriame na jeho použitie v rôznych odvetviach a s pomocou 
dostupných dát budeme môcť získať skryté informácie o klientoch alebo možnostiach 
zvýšenia tržieb. V práci sa venujeme trom odvetviam. Sú to oblasti bankovníctva, 
poisťovníctva a nákupných centier. Pre každé odvetvie bude použitý dátový set, 
pomocou ktorého využijeme možnosti dolovania z dát tak, aby bolo možné navrhnúť 
riešenia do praxe.  
 Diplomová práca je štruktúrovaná do 4 kapitol. V prvej vymedzíme problém, 
pokúsime sa zadefinovať ciele práce a možné spôsoby ich dosiahnutia. Zároveň si 
zdôvodníme, prečo by sa mali v jednotlivých odvetviach využívať techniky data 
miningu.  
 V druhej kapitole popíšeme teoretické východiská práce. Rozoberieme využitie 
business intelligence v procesoch firmy a detailnejšie nástroj data mining. Zadefinujeme 
si procesy KDD a metodológiu CRISP-DM. V skratke budú popísané aj data miningové 
algoritmy, ktoré budeme využívať v praktickej časti práce. 
 V kapitole číslo 3 budeme analyzovať súčasný stav. Začneme všeobecnou 
potrebou využívania nástroja data mining, kvôli stále rastúcemu množstvu digitálnych 
dát. Následne prejdeme k jeho využitiu v jednotlivých odvetviach. Najväčším prínosom 
DM pre popisované odvetvia spočíva v manažmente vzťahov so zákazníkmi, ale je 
možné ho využiť aj pri získaní nových zákazníkov a zvýšení tržieb. 
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 V poslednej kapitole budeme navrhovať konkrétne riešenia pre jednotlivé oblasti 
využitím rozličných dátových setov a techník, ktoré máme k dispozícii. Kapitola začína 
predstavením softvéru Microsoft Visual Studio 2008 a nástrojov v ňom integrovaných. 
Potom sa už budeme venovať jednotlivým odvetviam a pre každé vypracujeme návrh 
riešenia s ohľadom na metodológiu CRISP-DM. 
 V závere zrekapitulujeme dosiahnuté výsledky a  zhodnotíme prínos práce. 


























1 Vymedzenie problému a ciele práce 
 Táto práca si kladie za cieľ navrhnúť riešenie pre efektívne fungovanie nástroja 
business intelligence – data miningu, v odvetviach bankovníctva, poisťovníctva 
a nákupných centier.  Jednou z úloh práce pritom bude aj spracovanie teoretických 
poznatkov z oblasti data miningu a business intelligence.  
 Na dosiahnutie efektívneho využívania DM je potrebné zadefinovať podstatné 
problémy, ktoré dokážu vplývať na efektivitu procesov, získanie alebo udržanie 
klientely v jednotlivých odvetviach a pod. Správne využívanie techník dolovania z dát 
môže v konečnom dôsledku znamenať konkurenčnú výhodu, vyššie tržby alebo 
redukciu rizík. V tejto diplomovej práci sa budeme snažiť využiť dátové sety tak, aby 
sme dokázali odhaliť znalosť, ktorá je pre odvetvie zásadná. Získané informácie 
prostredníctvom dolovania z dát môžu mať rôzne využitie. 
 V bankovom sektore je veľmi dôležitá identifikácia jednotlivých klientov. Je 
potrebné zistiť preferencie zákazníkov, aké atribúty ich určujú a čo identifikuje 
bonitnejších klientov. Ak banka dokáže lepšie poznať preferencie svojich klientov, 
dokáže aj lepšie zamerať svoje marketingové kampane a riadiť vzťahy so zákazníkmi. 
Na druhej strane je dôležité poznať rizikovejších klientov a zistiť aké majú spoločné 
atribúty.  
 V oblasti poistenia sú preferencie podobné ako v bankovníctve a zameriava sa 
na riadenie vzťahov so zákazníkmi. Pri poisteniach je však dôležité, či napr. dokážeme 
odhaliť prípadných podvodníkov a včas upozorniť na rizikovejších klientov. Dôležité sú 
však tiež informácie o bonite a preferenciách klientov. 
 V poslednej časti zameranej na nákupné centrá je možné využitie DM takisto 
rôzne. Dôležitou súčasťou tohto odvetvia je napr. analýza nákupného košíka. Dolovanie 






2 Teoretické východiská 
 V tejto kapitole sa budeme zaoberať teoretickými znalosťami nevyhnutnými 
k správnej aplikácii data miningu. Informácie uvedené v tejto časti sú čerpané 
predovšetkým z odborných publikácii. Okrem samotného data miningu sa budeme 
vo všeobecnej miere zaoberať aj procesmi business intelligence, ktorých súčasťou je 
práve aj dolovanie z dát. Keďže sa však práca sústredí na data mining, najväčší dôraz 
bude kladený predovšetkým na túto oblasť. 
2.1 Business Intelligence 
 Business Intelligence (BI) je termín označujúci celý komplex činností, úloh 
a technológií, ktoré dnes stále častejšie tvoria bežnú súčasť riadenia podnikov a ich 
informačných systémov.  
 BI predstavuje komplex prístupov a aplikácii IS/ICT, ktoré takmer výlučne 
podporujú analytické a plánovacie činnosti podnikov a organizácii a sú postavené na 
princípe multidimenzionality, ktorá ponúka možnosť viacerých pohľadov na realitu 
z niekoľkých možných uhlov. (Novotný-Pour, 2005) 
 Business Intelligence vznikla zo systémov na podporu rozhodovania (Decision 
Support Systems – DSS), ktoré vznikali začiatkom 60-tych rokov minulého storočia 
a vyvíjali sa do polovice 80-tych rokov. V druhej polovici 80-tych rokov prišli na trh 
USA prvé firmy s komerčnými produktmi, založenými na multidimenzionálnom 
uložení a spracovaní dát, čo je označované ako EIS (Executive Information System). 
Trh s EIS produktmi sa potom veľmi rýchlo rozvíjal na začiatku 90-tych rokov. 
(Novotný-Pour, 2005) 
 V tomto období, teda na prechode 80-tych a 90-tych rokov, sa v Spojených 
štátoch amerických začína presadzovať ďalší trend a to dátové sklady (Data Warehouse) 
a dátové trhoviská (Data Marts). V súvislosti s dátovými skladmi a narastajúcim 
objemom dát v tomto prostredí sa v priebehu 90-tych rokov začínajú stále častejšie 
objavovať aj technológie a nástroje súvisiace s dolovaním dát, ktoré využívajú 
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sofistikované analýzy dát s pomocou najrôznejších matematických a štatistických 
metód. (Novotný-Pour, 2005) 
2.1.1 Využitie Business Intelligence v procesoch firmy 
 Spracovanie a uloženie dát v transakčných systémoch, predovšetkým 
v aplikáciách ERP (Enterprise Resource Planning), je založené na využití relačných 
databázových systémov. Dáta sú tu prehľadne usporiadané a v prípade efektívne 
navrhnutej dátovej základne umožňujú rýchle vykonávanie jednotlivých transakcií. 
Navyše zaisťujú integritu dát, bezpečnosť prístupu k nim a ďalšie potrebné 
charakteristiky spojené s riadením firmy na taktickej a operačnej úrovni. (Novotný-
Pour, 2005) 
 ERP však majú z hľadiska analytických a plánovacích činností  určité 
obmedzenia: 
- Neumožňujú rýchlo a pružne meniť kritéria na analýzy podnikových dát. 
- V obrovských objemoch dát sa náročne rieši zaistenie okamžitého prístupu 
pracovníkov k agregovaným dátam. 
- Sú primárne určené na získanie a aktualizáciu dát, pričom analytické úlohy 
tieto systémy nadmerne zaťažujú. 
- Možné zahltenie dátami, ktoré sú často redundantné a nekonzistentné, čo 
spôsobuje problémy pri využití v rozhodovacích procesoch. (Novotný-Pour, 
2005) 
 Riešenie uvedených problémov sa postupne stalo doménou špeciálnych 
technológii a aplikácií Business Intelligence. Aplikácie BI pokrývajú analytické 
a plánovacie funkcie väčšiny oblastí podnikového riadenia, t.j. predaja, nákupu, 
marketingu, finančného riadenia, controllingu, majetku, riadenia ľudských zdrojov, 
výroby, IS/ICT a pod. (Novotný-Pour, 2005) 
 Príkladmi nástrojov a aplikácii BI sú transformačné a integračné nástroje, dátové 
sklady a trhoviská, OLAP, reporting, dolovanie z dát, nástroje na zaistenie kvality dát 
a správa metadát. (Novotný-Pour, 2005) 
15 
 
2.2 Data Mining 
 Data mining (DM) môže byť definovaný ako prehľadávanie a analýza veľkého 
množstva dát za účelom objavenia vzorov alebo vzťahov medzi nimi. DM umožňuje 
pomocou špeciálnych algoritmov automaticky objavovať v dátach strategické 
informácie. Jedným z cieľov je teda aj umožnenie spoločnostiam zlepšiť svoj 
marketing, predaje a podporu zákazníkom (napríklad lepším porozumením ich potrieb). 
Treba však dodať, že techniky dolovania z dát môžu byť využiteľné 
v mnohých oblastiach, od zložiek policajného zboru, cez medicínu, až po ovládanie 
firemných procesov. (Berry-Linoff, 2004)  
 Jedná sa teda o pojem, zastrešujúci širokú škálu techník používaných v rade 
odvetví a dá sa definovať aj ako proces extrakcie relevantných, dopredu neznámych 
alebo nedefinovaných informácií z veľmi rozsiahlych databáz. (Petr, 2006) 
2.2.1 História data miningu 
 Jedna z foriem dolovania dát známa ako Data Dredging (voľne preložiteľné ako 
„bagrovanie z dát“) bola kedysi považovaná za niečo, čo je pod úrovňou dobrého 
výskumníka. Pojem naznačoval, že bolo možné skutočne prehľadávať dáta bez 
akýchkoľvek predbežných hypotéz. V súčasnosti sa však tejto forme data miningu 
dostalo zadosťučinenia predovšetkým preto, že tento spôsob dolovania z dát viedol 
k objaveniu veľmi cenných informácii. (Petr, 2006) 
 Na konci osemdesiatych a začiatkom deväťdesiatych rokov minulého storočia 
začala získavať popularitu v marketingovej aréne iná forma dolovania z dát. Niekoľko 
bánk špecializovaných na kreditné karty uvidelo v DM cestu k vystupňovaniu 
akvizičných aktivít a vylepšeniu riadenia rizika. Nevídané akvizície a bezprecedentný 
rast sa stal úrodnou pôdou pre rozmach dolovania z dát. Úspešné využitie DM otvorilo 
cestu uplatnenia a zdokonalenia týchto techník i v ďalších odvetviach. (Petr, 2006) 
2.2.2 Využitie DM v oblasti marketingu a predaja 
 Vzhľadom na zostrenú konkurenciu v oblasti marketingu sa dolovanie z dát stalo 
nevyhnutnou praxou vedúcou k udržaniu konkurencieschopnosti v každej fáze 
životného cyklu podniku. (Petr, 2006) 
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 Zaujímavým príkladom využitia dolovania z dát sú spoločnosti, ktoré 
sprostredkúvajú telekomunikačné služby. Pre tieto firmy je absolútne nevyhnutné, aby 
získali vzory správania, ktoré môžu využiť pri vytváraní nových služieb. Následná 
propagácia týchto služieb je potom namierená na cieľovú skupinu zákazníckej základne. 
Data mining tak umožňuje zamerať sa na zákazníkov, z ktorých majú firmy najväčší 
profit. Rovnako je možné za pomoci tejto techniky rozdeliť zákazníkov do skupín 
a diferencovať tak portfólio svojich produktov a služieb. (Witten-Frank, 2005) 
 Data mining je veľmi úspešne využívaný aj v maloobchode a to takzvanou 
analýzou nákupného košíka. Tá vyplýva z jednoduchej podstaty vyhľadávania skupín 
tovarov, ktoré sa vyskytujú spoločne v jednotlivých transakciách. Aby to bolo možné, 
mnohé obchodné reťazce prichádzajú s programom vernostných zliav, ktoré zákazník 
dostane, ak používa čipovú kartu vydanú daným obchodom. Osobné dáta, ktoré 
obchodník takto získa sú však oveľa hodnotnejšie ako zľava, ktorú zákazníkovi 
poskytuje. Identifikovaním jednotlivých zákazníkov prináša nielen historickú analýzu 
vzorov nakupovania, ale napr. aj schopnosť presne zamerať špeciálne ponuky na určitý 
typ zákazníkov, rozloženie tovaru v obchodoch, prípadne optimalizovať objednávky 
tovaru a pod. (Witten-Frank, 2005) 
2.2.3 Aplikácia data miningu 
 Existuje niekoľko metodológií pri aplikácii DM vo firemných procesoch. 
V tomto prípade by sa dalo povedať, že sa jedná o procesy spojené s dolovaním z dát, 
pretože metodológie poskytujú určitý postup ako sa dopracovať k výsledku pomocou 
DM. V tejto práci sa pozrieme na dve hlavné metodológie a obe vychádzajú z procesov 
KDD (Knowledge Discovery in Databases). Sú to SEMMA a CRISP-DM.  
2.2.3.1 KDD 
 KDD je proces využívania metód data miningu na získanie znalostí. Metódy 
využívajú databázu spolu s akýmkoľvek nutným predspracovaním, vzorkovaním 
a transformovaním databázy. Používaných je 5 krokov: 
1. Selekcia – spočíva vo vytvorení cieľového dátového setu alebo zameraním sa na 




2. Predspracovanie – vyčistenie dát od nepotrebných, nerelevantných alebo 
nesprávnych údajov, aby sa zabezpečili konzistentné dáta. 
3. Transformácia – redukcia dimenzií a transformácia dát za pomoci 
transformačných metód. 
4. Data Mining – hľadanie vzorov alebo vzťahov medzi dátami, ktoré sú niečím 
zaujímavé a majú určitú hodnotu, v závislosti na cieli dolovania z dát. 




Obrázok č. 1: Grafické znázornenie procesu KDD (Prevzaté z [13]) 
 
2.2.3.2 SEMMA 
 Akronym SEMMA je zložený zo slov Sample (vzorkovať), Explore (skúmať), 
Modify (modifikovať), Model (modelovať), Asess (vyhodnotiť). 
 Vzorkovanie pozostáva z extrahovania časti dátového setu, ktorá je dostatočne 
veľká, aby obsahovala významnú informáciu a zároveň dosť malá na to, aby s ňou bolo 
možné rýchlo zaobchádzať.  
 Vo fáze skúmania sa snažíme vyhľadať nepredpokladané trendy, odchýlky alebo 
anomálie, aby sme dokázali tak pochopiť skúmaný dátový set. 
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 Modifikovanie môže byť definované ako modifikácia dát prostredníctvom 
tvorby, výberu a transformácie premenných s cieľom zamerať sa na selekčný proces.  
 Modelovanie pozostáva z modelovania dát prostredníctvom softvéru, ktorý 
automaticky hľadá kombinácie dát, spoľahlivo predpokladajúc želaný výsledok.  
 Fáza vyhodnotenia sa týka ocenenia a zhodnotenia výsledku z hľadiska 

























 Metodika CRISP-DM (CRoss-Industry Standard Process for Data Mining) 
vznikla v rámci Európskeho výskumného projektu. Cieľom tohto projektu bolo 
navrhnúť univerzálny postup (tzv. štandardný model procesu dobývania znalostí 
z databáz), ktorý bude použiteľný v najrôznejších komerčných aplikáciách. Vytvorenie 
takejto metodiky umožní riešiť rozsiahle úlohy dobývania znalostí rýchlejšie, 
efektívnejšie, spoľahlivejšie a s nižšími nákladmi. Okrem návrhu štandardného postupu 
Obrázok č. 2: Znázornenie procesov SEMMA (Prevzaté z [13]) 
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má CRISP-DM ponúkať „sprievodcu“ potenciálnymi problémami a riešeniami, ktoré sa 
môžu vyskytnúť v reálnych aplikáciách. (Petr, 2006) 
2.2.4 Etapy a úlohy metodológie CRISP-DM 
 CRISP-DM ako metodika zaoberajúca sa projektmi súvisiacimi s dolovaním dát 
je najrozšírenejšia, a preto bude použitá aj v tejto práci na riešenie praktických úloh. 
Z tohto dôvodu je jej aj venovaná celá podkapitola, kde si rozoberieme ako projekt pri 
použití tejto metodiky prebieha a čo všetko je potrebné vykonať, aby sa zvýšila 
efektivita a projekt bol úspešný. 
 Hierarchická štruktúra sa skladá z popisu úlohy v štyroch úrovniach abstrakcie 
(od všeobecnej k špecifickej): fáza projektu, všeobecné úlohy, špecializované úlohy 
a aplikácie v procese. 
 
 
Obrázok č. 3: Procesy CRISP-DM (Prevzaté z [14]) 
 
 Tento procesný model sa nesnaží zachytiť všetky možnosti, ktoré môžu nastať 
v procese data miningu, pretože by to vyžadovalo príliš zložitý model procesov. 
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Životný cyklus projektu DM je podľa metodiky CRISP-DM tvorený šiestimi fázami 
(obrázok č.3): 
1. Porozumenie problému (Business understanding) 
2. Porozumenie dátam (Data understanding) 
3. Príprava dát (Data preparation) 
4. Modelovanie (Modeling) 
5. Hodnotenie (Evaluation) 
6. Využitie v praxi (Deployment) (Petr, 2006) 
 Výsledok dosiahnutý v jednej fáze ovplyvňuje voľbu krokov v nasledujúcich. 
Často je potrebné sa k niektorým krokom a fázam vracať. Vonkajší kruh na obrázku 
symbolizuje cyklickú povahu procesu dobývania znalostí z databáz. (Petr, 2006) 
 Úvodnou fázou je porozumenie problému. Táto fáza je zameraná na pochopenie 
cieľov úlohy a požiadaviek na riešenie z manažérskeho hľadiska. Manažérsky problém, 
ku ktorému pomocou metód data miningu hľadáme informácie, môže byť formulovaný 
takmer bez väzby na informácie získavané pomocou metód DM z dostupných dát. 
Príkladom môže byť snaha ponúknuť uloženie časti peňazí na zvláštny účet s dlhšou 
výpovednou lehotou pomocou reklamy, ktorá je vhodne zacielená na určitú skupinu 
zákazníkov. Iná možná úloha je otázka včasného rozpoznania rizikových klientov 
v prípade splácania úverov. Dolovaním z dostupných dát dokážeme  nájsť 
charakteristiku klientov alebo potenciálnych zákazníkov, ktorá odpovedá zadanej úlohe. 
V úvodnej fáze CRISP-DM sa tiež vykonáva inventúra zdrojov (dátových, výpočtových 
a ľudských), hodnotia sa možné riziká, náklady a prínos použitia metód DM. Stanovuje 
sa taktiež predbežný plán prác. (Petr, 2006) 
 Porozumenie dátam začína prvotným prevzatím dát. Nasledujú činnosti, ktoré 
umožnia získať základnú predstavu o dátach, ktoré sú k dispozícii (posúdenie kvality 
dát, prvý „náhľad“ do dát, vytypovanie zaujímavých podmnožín záznamov v databáze). 
Obvykle sa zisťujú rôzne deskriptívne charakteristiky dát (početnosť hodnôt rôznych 
atribútov, priemerné hodnoty, minimá, maximá apod.). Využívajú sa aj rôzne vizuálne 
techniky. (Petr, 2006) 
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 Príprava dát zahrňuje činnosti, ktoré vedú k vytvoreniu dátového súboru, ktorý 
bude spracovaný jednotlivými analytickými metódami. Tieto dáta by mali obsahovať 
údaje vyznačené pre danú úlohu a mať podobu, ktorá je vyžadovaná vlastnými 
analytickými algoritmami. Príprava dát teda zahrňuje selekciu a čistenie dát, 
transformáciu dát, vytváranie dát, ich integrovanie a formátovanie. Je to obvykle časovo 
najnáročnejšia časť riešenia celej úlohy. (Petr, 2006) 
 Vo fáze modelovania sú nasadené analytické metódy (algoritmy pre dobývanie 
znalostí). Obvykle existuje množstvo rôznych metód na riešenie danej úlohy a je 
potrebné vybrať tie najvhodnejšie (odporúča sa použitie viacerých metód a ich výsledky 
kombinovať) a správne nastaviť ich parametre. Činnosť teda predpokladá opakovanú 
aplikáciu algoritmov s rôznymi parametrami. Navyše, použitie analytických algoritmov 
môže viesť k potrebe modifikovať dáta a teda k návratu k dátovým transformáciám 
z predchádzajúcej fázy. Na hľadanie zaujímavých skupín klientov je možné použiť 
napríklad metódy rozdelenia do skupín alebo asociačné pravidlá a následne skupiny 
charakterizovať pomocou metódy rozhodovacích stromov tak, aby bol výsledok 
zrozumiteľný. Súčasťou tejto fázy je tiež overovanie nájdených znalostí z pohľadu 
metód dobývania znalostí. Viac o algoritmoch použitých v rámci tejto fázy budeme 
hovoriť v kapitole 2.2.5. (Petr, 2006) 
 Vo fáze využitia výsledkov sme sa dopracovali do stavu, keď sme našli znalosti, 
ktoré sa zdajú byť v poriadku z hľadiska metód dobývania znalostí. Dosiahnuté 
výsledky je ale ešte potrebné vyhodnotiť z pohľadu manažérov a určiť, či boli splnené 
ciele formulované pri zadaní úlohy. Niektoré výsledky nemusia priniesť nové alebo 
prekvapujúce informácie. Avšak, ak sa v prípade banky podarí nájsť skupiny klientov, 
ktoré je taktiež možné osloviť v rámci marketingovej kampane, tak táto informácia má 
pre banku vysokú hodnotu. (Petr, 2006) 
 Vytvorením vhodného modelu riešenia úloha všeobecne nekončí. Aj keď 
riešenou úlohou bol iba popis dát, tak je potrebné získané znalosti upraviť do podoby 
použiteľné pre zákazníka (manažéra – zadávateľa úlohy). Podľa typu úlohy môže 
využitie výsledkov znamenať obyčajné spísanie záverečnej správy alebo aj hardvérové 
a softvérové, prípadné organizačné zavedenie systému pre automatickú klasifikáciu 
nových prípadov. Väčšinou je to práve zákazník a nie analytik, kto vykonáva kroky 
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vedúce k využívaniu výsledkov analýzy. Preto je veľmi dôležité, aby pochopil ako 
využívať dosiahnuté výsledky efektívne. (Petr, 2006) 
 Z popisu procesov CRISP-DM je evidentné, že sa jedná o širokú škálu úloh 
a výstupov. Je potrebné venovať jednotlivým etapám potrebnú pozornosť, aby sme 
mohli dosiahnuť úspešné riešenie. Časová náročnosť a celkový význam jednotlivých 
etáp CRISP-DM je ukázaný na nasledujúcich grafoch. (Petr, 2006) 
 
 





















Graf č. 2: Celkový význam etáp v rámci procesu CRISP-DM (vytvorené podľa [2]) 
 
2.2.5 Algoritmy využívané v data miningu 
 V tejto práci budeme využívať niekoľko data miningových algoritmov. Keďže 
dáta sú diskrétneho charakteru, boli zvolené algoritmy, ktoré sa na takéto dáta hodia 
najviac. Sú to tieto: rozhodovacie stromy, asociačné pravidlá, clustering, Naive Bayes 
a neurónové siete. Algoritmy ako lineárna a logická regresia, časové rady alebo k-
means nebudú v práci využívané a preto sa im v tejto časti venovať nebudeme. 
2.2.5.1 Rozhodovacie stromy 
 Rozhodovacie stromy sú jednoduchou, ale užitočnou formou analýzy viacerých 
premenných. Ponúkajú unikátne možnosti ako dopĺňať alebo nahrádzať: 
- Tradičné štatistické formy analýzy (napr. násobná lineárna regresia) 
- Rôzne druhy nástrojov dolovania z dát (napr. neurónové siete) 
- Nedávno vyvinuté viacrozmerné formy reportov a analýz v obore business 

















 Rozhodovacie stromy sú produkované algoritmami, ktoré identifikujú rôzne 
spôsoby ako rozdeliť dáta do segmentov podobných vetvám. Tieto segmenty formujú 
obrátený rozhodovací strom, ktorý začína koreňovým uzlom na vrchu stromu. Objekt 
analýzy sa nachádza v tomto koreňovom uzle ako jednoduché, jednorozmerné 
zobrazenie v rozhraní rozhodovacieho stromu. Rozhodovací strom môže odrážať ako 
diskrétne, tak aj spojité objekty analýzy. Rozhodovacie pravidlá formujúce vetvy 
a segmenty pod koreňovým uzlom sú založené na metóde, ktorá získava vzťahy medzi 
objektom analýzy a jednou alebo viacerými vstupnými premennými. Hodnoty vo 
vstupných premenných sa používajú na odhad pravdepodobnej hodnoty v cieľovej 
premennej. Vo chvíli, keď je vzťah získaný, jedno alebo viac rozhodovacích pravidiel 
môže byť odvodených na popísanie vzťahov medzi vstupnými a cieľovými 
premennými. Pravidlá môžu byť vyberané a použité na zobrazenie stromovej štruktúry, 
ktorá poskytuje možnosť vizuálne zhodnotiť a popísať stromovú sieť vzťahov, ktoré 
charakterizujú vstupné a cieľové hodnoty. (de Ville, 2006)   
2.2.5.2 Asociačné pravidlá 
 Asociačné pravidlá fungujú na základe klasifikácie. Príkladom asociačného 
pravidla môže byť napr. „Ak si zákazník kúpi mlieko, tak si kúpi aj chlieb“. V podstate 
sa ale na pravej strane pravidla môže vyskytnúť akýkoľvek atribút s akoukoľvek 
hodnotou. Navyše jedno asociačné pravidlo dokáže predpokladať hodnotu viacerých 
atribútov. Nájsť také pravidlá by ale vyžadovalo spúšťanie procedúry generujúce 
pravidlá raz pre každú kombináciu atribútov so všetkými možnými kombináciami 
hodnôt. To môže spôsobiť generáciu obrovského množstva asociačných pravidiel, ktoré 
sú ďalej redukované na základe ich pokrytia (coverage/support – počet inštancií, ktoré 
pravidlá predpovedali správne) a ich presnosti (accuracy/confidence – rovnaké číslo, ale 
v pomere k počtu inštanciám na ktoré sa pravidlo aplikuje). Takýto postup je však často 
neuskutočniteľný z dôvodu príliš veľkého množstva generovaných pravidiel 
a nemožnosti poskytnúť užívateľom efektívne a presné odporúčania. (Chakrabarti et al., 
2009) 
 Bol teda navrhnutý algoritmus, ktorý upravuje hodnotu pokrytia a ďalej limituje 
počet generovaných pravidiel. Ďalším vylepšením algoritmu asociačných pravidiel bolo 
vytvorenie tzv. „šablón na pravidlá“ (rule templates). Tieto šablóny hľadajú zaujímavé 
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pravidlá z veľkého množstva asociačných pravidiel. Správne definovanie šablón na 
pravidlá spôsobí získanie iba zaujímavých pravidiel, ktoré odpovedajú šablónam. 
(Honghua et al., 2004) 
2.2.5.3 Clustering 
 Clustering je disciplína zameraná na odhaľovanie a popísanie homogénnych 
skupín entít v dátových setoch. Týmto skupinám hovoríme clustere. Nasledovné 
kategórie sa vzájomne nevylučujú a nepokrývajú všetky možnosti využitia tejto metódy. 
Zameriavajú sa na hlavné aplikácie clusteringu. (Mirkin, 2005) 
1. Štruktúry – reprezentujú dáta ako skupiny objektov s podobnými 
vlastnosťami. Je to hlavná úloha clusteringu a pomocou nej môžeme 
vytvárať skupiny entít podľa požadovaných špecifík. Skupiny sa môžu 
navzájom prelínať alebo budú entity rozdelené na základe vlastností, ktoré sa 
vzájomne vylučujú. 
2. Popis – clustere popisujeme z hľadiska vlastností, ktoré nie sú nutne spojené 
s vyhľadávaním clusterov. Správne popísanie clusterov môže byť použité na 
lepšie porozumenie a interpretáciu dát, čím zlepšíme aj možnosti predikcie.  
3. Asociácia – hľadanie vnútorných vzťahov medzi rozličnými aspektmi 
určitého javu pomocou porovnávania popisu clusterov korešpondujúcich 
k týmto aspektom. Clustering je teda vhodným nástrojom na klasifikáciu 
empirických dát, kde hľadáme vzťahy medzi rozličnými aspektmi určitého 
javu. 
4. Zovšeobecnenie – tvorba všeobecných tvrdení o dátach a potenciálne o jave, 
ku ktorému sa vzťahujú. Na generalizáciu je potrebné využiť analýzu 
z predošlých krokov. Najskôr vytvoriť a štrukturalizovať dátový set, potom 
popísať jednotlivé clustere a nakoniec hľadať asociácie medzi rôznymi 
aspektmi. Tento typ využitia clusteringu je veľmi užitočný v oblasti text 
miningu.  
5. Vizualizácia – reprezentácia clusterových štruktúr ako názorných obrázkov. 
Patrí k nejasným oblastiam clusteringu a zahrňuje psychológiu, kognitívne 
vedy a pod. Podstatou vizualizácie dát je vytvorenie mentálnych obrazov na 
získanie náhľadu a porozumenie dátam. (Mirkin, 2005) 
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2.2.5.4 Naive Bayes 
 Majme skupinu objektov, ktoré patria do určitej známej triedy a každá z nich má 
známy vektor premenných. Našim cieľom je vytvoriť pravidlo, ktoré nám umožní 
priradiť budúce objekty do niektorej z tried na základe vektoru premenných, ktoré tieto 
objekty popisujú. Tento problém sa nazýva kontrolovaná klasifikácia (supervised 
classification) a bolo vytvorených mnoho metód na tvorenie takýchto pravidiel. Jednou 
veľmi dôležitou je naive Bayes (naivný Bayes), tiež nazývaný idiot’s Bayes (idiotský 
Bayes) alebo simple Bayes (jednoduchý Bayes). (Xindong – Vipin, 2009) 
Táto metóda je veľmi dôležitá z niekoľkých dôvodov:  
1.  Je veľmi jednoduchá na zostavenie, čiže nepotrebuje žiadne komplikované 
iteratívne schémy na odhad parametrov. To znamená, že dokáže byt okamžite 
aplikovaná na obrovské dátové sety.  
2. Naive Bayes je tiež veľmi jednoduchá na interpretovanie, takže užívatelia 
neskúsený v technológii klasifikácie dokážu porozumieť prečo sa používa 
práve daná klasifikácia. 
3. V konečnom dôsledku poskytuje často správne výsledky. Nie je to zákonite 
najlepšia metóda na klasifikáciu pre akúkoľvek úlohu, ale užívatelia sa môžu 
spoľahnúť na jej robustnosť a celkom dobré výsledky. (Xindong – Vipin, 
2009) 
2.2.5.5 Neurónové siete 
 Neurónové siete sú veľmi populárne v data miningu a v mnohých aplikáciách na 
podporu rozhodovania. Je to trieda výkonných a všeobecne užitočných nástrojov, ktoré 
sú zvyčajne využívané na predikciu, klasifikáciu a clustering. Neurónové siete sú 
aplikované na veľkom množstve odvetví, od predpovede časových radov vo finančnom 
svete až po diagnostikovanie zdravotných ochorení. (Berry-Linoff, 2004) 
 Neurónové siete pozostávajú z jednotiek, ktoré napodobňujú v zjednodušenom 
ponímaní správanie biologických neurónov nachádzajúcich sa v prírode, či už sa jedná 
o mozog človeka alebo žaby. Každá neurónová jednotka má mnoho vstupov, ktoré 
rôzne kombinuje na jedinú výstupnú hodnotu. Existuje teda iba jeden prúd cez 
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neurónovú sieť a to zo vstupov na výstupy, pričom sa v sieti nevyskytujú žiadne cykly. 
(Berry-Linoff, 2004) 
Jednotlivé kroky, ktoré sú súčasťou neurónových sietí je možné zhrnúť do 
siedmych bodov: 
1. Identifikovať vstupné a výstupné vlastnosti. 
2. Transformovať vstupy a výstupy tak, že sa nachádzajú v malom rozsahu (-1 až 
1). 
3. Nastaviť sieť na vhodnú topológiu. 
4. Vytrénovať sieť na reprezentatívnej vzorke tréningových príkladov. 
5. Využiť možnosť validačného setu dát na vybratie váhy, ktorá minimalizuje 
chybu. 
6. Vyhodnotiť sieť za pomoci testového setu dát na určenie ako dobre model 
obstál. 
7. Aplikovať model generovaný neurónovou sieťou na predikciu výsledku pre 
neznáme vstupy. (Berry-Linoff, 2004) 
 Dnes už data miningové softvéry vykonávajú väčšinu týchto krokov 
automaticky. Detailná znalosť fungovania neurónových sietí nie je síce potrebná, avšak 
je určitou pomôckou ako úspešne tento algoritmus využívať. Ako pre všetky prediktívne 
nástroje, tak aj pre neurónové siete platí, že najdôležitejší problém je výber vhodného 
tréningového setu dát. Ďalej je dôležité reprezentovať dáta spôsobom, aby bola 
maximalizovaná schopnosť siete rozoznávať vzory. A v neposlednom rade je to 
reprezentácia výsledkov z neurónovej siete. V konečnom dôsledku aj porozumenie 
detailom ako topológia siete a kontrola parametrov môže pomôcť pri pracovaní so 









3 Analýza súčasného stavu 
 Dáta sú veľmi dôležitým prínosom vo väčšine odvetví, ktoré ľudia dnes 
vykonávajú. Či už sa jedná o supermarkety, vedecké strediská alebo verejné úrady, tak  
bez spracovaných dát (a vedomostí, ktoré nám dokážu poskytnúť) by len veľmi ťažko 
mohli efektívne fungovať. Potenciál, ktorý v sebe dáta skrývajú môže často ostať 
nevyužitý. Ich hodnota môže byť určená až potom, čo sa nám z nich podarí získať 
hodnotné znalosti. Súkromné firmy, či už sa jedná o priemysel alebo služby, takisto 
nevyhnutne znalosti potrebujú, hoci nie vždy sú schopné ich efektívne získať alebo 
uvedomiť si ich význam, či vôbec ich existenciu v dátach. Znalosti však dokážu byť pre 
spoločnosť kľúčové, môžu im poskytnúť konkurenčnú výhodu alebo pomôcť lepšie 
pochopiť správanie svojich zákazníkov a dodávateľov, či urýchliť vývoj 
a technologický progres. 
Svet je zaplavovaný dátami každú minútu každého jedného dňa a toto tempo 
rozhodne nespomaľuje. Približne 2,5 zettabajtov (1 ZB = 1021 B)  bolo vytvorených za 
rok 2012 a štatistiky ukazujú, že množstvo dát vytvorených každý rok neustále rastie. 
Na základe údajov získaných od spoločnosti Oracle, vytvoríme každý rok o 40% viac 
dát ako rok predtým. Odhaduje sa, že do roku 2020 sa objem dát obsiahnutých na celom 
svete bude približovať hodnote 45 ZB. Objem obchodných dát sa podľa odhadov bude 
zdvojnásobovať každého 1,2 roka. Tento enormne rastúci trend je cítiť aj dnes, keď od 
začiatku roka 2011 od januára 2013 bolo vytvoreného až 90% vtedajšieho objemu 
všetkých dát. Nesprávna práca s dátami a ich nevhodné využívanie (resp. nevyužívanie)  
môžu spôsobiť stratu až 35% prevádzkových výnosov spoločnosti. V neposlednom rade 
je ale potrebné povedať, že obrovské množstvo dát, ktoré môžeme očakávať 
v nasledujúcich rokoch má potenciál prakticky zničiť množstvo obchodných modelov, 




Obrázok č. 4: Predpokladaný vývoj rastu množstva dát v nasledujúcich rokoch 
(prevzaté z [15]) 
 
 Spoločnosti sa snažia svoje interné dáta zväčša chrániť a to z niekoľkých 
dôvodov: 
- Dáta môžu byť tajné a zo zákona ich nemožno zverejniť (toto sa týka 
predovšetkým verejných inštitúcií). 
- Zverejnením dát by mohla spoločnosť poskytnúť výhodu konkurencii. 
- Dáta sú chránené autorskými právami (spoločnosť môže mať právo dáta 
používať, ale nesmie ich šíriť), prípadne sú vlastnené tretími stranami.  
- Dáta sú zákazníckeho charakteru a teda musia spadať do ochrany súkromia 
klientov.  
 Spoločnosti však zo zákona niektoré dáta zverejňovať musia a zväčša sa jedná 
o účtovné výkazy ako rozvaha a výkaz zisku a strát. V Českej republike túto povinnosť 
ukladá  Zákon č. 563/1991 Sb., o účetnictví.  
 Pri práci s dátami treba mať teda na pamäti povinnosti a obmedzenia, ktoré 
s touto činnosťou súvisia a možné dopady v prípade ich zneužitia. Práca s dátami, 
a predovšetkým s dátami súvisiacimi s určitými osobami, má vážne etické aspekty. 
Každý, kto s nimi pracuje musí jednať zodpovedne a obozretne s ohľadom na konkrétnu 
aplikáciu. Existuje pomerne vysoké riziko, že dáta môžu byť použité diskriminujúco na 
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základe pohlavia, rasy alebo náboženského presvedčenia. Táto situácia môže nastať aj 
v prípade, že citlivá informácia bola z výskumu odstránená alebo skúmaná nebola 
vôbec. Môže sa napríklad jednať o použitie dát z oblastí, kde dominuje určitá národnosť 
alebo etnikum a použiť tieto dáta na posúdenie správania pri splácaní pôžičky. Často tak 
nemusí dochádzať iba k porušeniu etiky, ale aj zákona. (Witten-Frank, 2005) 
3.1 Bankový sektor 
 Banky v súčasnosti chápu vzťahy so zákazníkmi ako veľmi dôležitý faktor ich 
úspešnosti. Stratégia, ktorú využívajú na zlepšenie tejto oblasti sa nazýva CRM 
(Customer Relationship Management), manažment vzťahov so zákazníkmi. CRM je 
spôsob, akým banky dokážu udržať dlhodobé vzťahy s klientmi a zvýšiť tak svoje 
príjmy a zisky. Cieľom CRM nie je ani tak získavanie nových zákazníkov, ako udržanie 
tých stávajúcich. V podstate je to spôsob ako udržať tých najbonitnejších klientov za čo 
najnižšiu cenu. Zlepšuje sa tak aj individuálny prístup k zákazníkom, ktorý vyžadujú 
väčšiu pozornosť. DM ale dokáže pomôcť aj pri zameraní marketingu na nových 
zákazníkov a to v skúmaní vzorov pri vyberaní jednotlivých produktov a služieb. 
(Chitra-Subashin, 2013) 
Na zlepšenie udržania zákazníkov sú potrebné tri kroky: 
1. Meranie zákazníckej udržateľnosti. 
2. Identifikácia koreňových problémov a kľúčových nedostatkov v službách. 
3. Vytvorenie korekčného postupu, ktorý zlepší udržateľnosť zákazníkov. 
 Ďalším významným prínosom dolovania z dát pre bankový sektor je možnosť 
predikcie bankových podvodov. Pri zohľadnení demografie a histórie transakcií je 
možné odhadnúť, ktorý zákazníci sú náchylnejší vykonať bankový podvod. Techniky 
dolovania z dát tieto vzory analyzujú a pomáhajú určiť transakcie, ktoré povedú 
k podvodu. Avšak detekcia a prevencia podvodu je veľmi náročná, pretože podvodníci 
vynachádzajú stále nové spôsoby a nové schémy ako banky oklamať. (Chitra-Subashin, 
2013) 
 Vzhľadom na fakt, že zákaznícke dáta sú citlivého charakteru, nie sú obvykle 
verejne prístupné alebo sú nejakým spôsobom obmedzené. V tejto práci budeme 
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pracovať s dátovým setom anonymnej banky so zameraním na marketingové využitie 
dolovania z dát. Budeme sa teda snažiť zistiť, ktoré zákaznícke atribúty najviac 
ovplyvňujú bonitu klienta alebo jeho rozhodnutie vziať si úver. Potom budeme schopný 
určiť, na aký typ klientov by sa banka mala sústrediť najviac. 
3.2 Poisťovacie spoločnosti 
 Poisťovne sú svojím charakterom inštitúcie podobné bankám. Rovnako aj ony 
využívajú data mining na dôležité a často kritické rozhodnutia. Aj keď existuje mnoho 
faktorov, ktoré ovplyvňujú tržby, mnohé z nich sa často nezohľadnia pre ich 
neintuitívny charakter a vzťahy, ktoré na prvý pohľad nemusia byť zjavné. V takých 
prípadoch je nutné aplikovať oveľa detailnejšiu analýzu, ktorá podobné závislosti 
dokáže odhaliť. Ďalšie možnosti uplatnenia dolovania z dát môžu byť napr. tvorba 
portfólia, marketing alebo správa aktív a pasív. (Guo, 2003) 
 Medzi dôležité a zaujímavé časti DM z pohľadu tejto práce patrí predovšetkým 
analýza úrovne zákazníkov (Customer Level Analysis) a návrh nových produktových 
radov (Developing New Product Lines).  
 Aby sme dokázali lepšie pochopiť potreby zákazníkov, je potrebné analyzovať 
klientov na zákazníckej úrovni, a nie pomocou agregovaných súborov klientov. Data 
mining ponúka nasledovné možnosti: 
- Segmentácia zákazníckej databázy za účelom vytvorenia klientských profilov. 
- Analyzovať rast a prepad pre každý zákaznícky segment týkajúci sa určitého 
produktu. Môže sa to týkať napríklad aj nových produktov pre určitý klientský 
segment. 
- Analýza zákazníckych segmentov pre niekoľko produktov pomocou 
skupinového spracovania a viacerých cieľových premenných. Využitie 
bundlingu v určitých klientských segmentoch. 





 Pri návrhoch nových produktových radov môžu poisťovacie spoločnosti 
profitovať z toho, že identifikujú najlukratívnejšie segmenty a dokážu prioritne určiť 
marketingové kampane. Profit sa môže závažne znížiť, pokiaľ nie sú ponúkané správne 
pravidlá a správne tempo rastu správnym zákazníkom. (Guo, 2003) 
 V práci sa budeme venovať dátovému setu, ktorý popisuje určité oblasti na 
základe poštového smerovacie čísla a kvantifikuje výskyt jednotlivých druhov poistení. 
Zároveň sú v dátach zahrnuté informácie osobného charakteru ako vek, náboženská 
príslušnosť alebo vzdelanie. V dátach budeme znovu hľadať zaujímavé vzťahy medzi 
dátami, ktoré by dokázali určiť, za akých okolností a aký typ poistenia si ľudia berú 
najčastejšie. Dáta obsahujú 85 atribútov, z ktorých je 43 spoločenských 
a demografických. Zvyšných 42 stĺpcov súvisí s vlastníctvom jednotlivých produktov. 
Dátový set pozostáva z viac ako 9000 záznamov.  
3.3  Nákupné centrá 
 V prípade nákupných centier sa jedná predovšetkým opäť o manažment vzťahov 
so zákazníkmi. CRM dokáže zvýšiť atraktívnosť nákupných centier a viesť k zvýšeniu 
predaja jednotlivých obchodov. Existuje niekoľko spôsobov ako efektívne využiť data 
mining v nákupných centrách.  
 Využitie analýz nákupného košíka je možné, avšak aplikácia je vhodnejšia pre 
konkrétne obchody alebo supermarkety, ktoré sa v nákupných centrách nachádzajú. Ak 
chceme teda uplatniť manažment vzťahov so zákazníkmi, jednou z možností sú 
dotazníky, na ktoré návštevníci centra odpovedajú. Pomocou takýchto dát je možné 
získať množstvo veľmi hodnotných informácií. 
 Štúdia sa bude zameriavať na nákupnú zónu letiska. Letiská (a predovšetkým tie 
medzinárodné) nie sú štandardnými nákupnými centrami a odlišujú sa od nich 
v niekoľkých bodoch:  
1. Diverzita zákazníkov – návštevníci letiska pochádzajú z rôznych oblastí, 
krajín a kontinentov. Kultúrne sa teda odlišujú a nespĺňajú štandardné 




2. Nižšie daňové zaťaženie – neuplatňovanie daňovej sadzby v tzv. „duty-free“ 
zónach spôsobuje rozdielne ceny predovšetkým tovarov, ktoré majú za 
normálnych okolností sadzbu dane vysokú. Nastáva určitá deformácia trhu 
a takýto tovar je zákazníkmi preferovaný. 
3. Časový faktor – väčšina cestujúcich má obmedzený čas, kvôli odletu lietadla. 
Ich pobyt v nákupnej zóne je teda spravidla kratší ako v bežných nákupných 
centrách. 
4. Sortiment – ponuka tovaru je prispôsobená bežnému dopytu a preto je 
ponúkaný sortiment odlišný. Zákazníci tiež môžu preferovať kaviarne 
a reštaurácie pred napr. obchodmi s oblečením. 
 V rokoch 2009 a 2011 letisko v San Franciscu (San Francisco International 
Airport - SFO) vypracovalo prieskum, ktorý sa týkal hodnotenia určitých segmentov 
letiska. Išlo o dotazník, ktorý vypracovávali cestujúci na letisku v San Franciscu. 
Napríklad sa jednalo o kvalitu reštaurácii, spôsob dopravy na letisko alebo spokojnosť 
s obchodmi. Vplyv jednotlivých odpovedí na celkovú spokojnosť zákazníkov bude 
jedným z hľadaných vzorov so snahou zistiť, ktorá premenná ma najväčší vplyv na 

















4 Návrhy riešenia 
 Táto kapitola sa zameriava na vymedzenie problému a jeho následné riešenie 
prostredníctvom metodiky CRISP-DM. V rámci práce sú rozoberané 3 prípadové štúdie 
z oblasti bankového sektora, poisťovacích spoločností a nákupných centier. Týmto 
spôsobom bude kapitola rozdelená na 3 časti, kde v každej zadefinujeme problém, 
úlohy a hypotézy, ktoré nakoniec potvrdíme alebo vyvrátime. V každej časti si tiež 
rozoberieme jednotlivé dátové sety, aké informácie nám poskytujú a aké modely je 
možné zvoliť, aby sme získali určitú znalosť. V tejto kapitole bude stručne predstavený 
aj nástroj Microsoft SQL Server 2008 R2. 
 Z hľadiska metodiky CRISP-DM budú v každej z trochu častí vykonané 
jednotlivé kroky vedúce riešeniu zadanej úlohy.  
1. Porozumenie problému (Business understanding) – Tvorba úloh a hypotéz, 
ktoré budú neskôr potvrdené alebo vyvrátené. Formálne stanovené 
požiadavky na riešenie a objasnenie cieľov úlohy. 
2. Porozumenie dátam (Data understanding) – Základná predstava o dátach. 
Analýza poskytnutého dátového setu a jeho charakteristika. Potenciálne 
prehodnotenie stanovených úloh a hypotéz. 
3. Príprava dát (Data preparation) – Výber dát, ich transformácia a eliminácia 
nevhodných alebo zle charakterizovaných atribútov. Po vyčistení 
poskytnutých dát zvoliť vhodný tréningový set dát. 
4. Modelovanie (Modeling) – Pomocou softvéru Microsoft SQL Server 2008 
R2 bude vytvorený model využívajúci rôzne data miningové algoritmy, 
s ohľadom na jednotlivé úlohy a hypotézy. 
5. Hodnotenie (Evaluation) – Prezentácia a hodnotenie výsledkov získaných 
prostredníctvom vytvorených modelov. Potvrdenie alebo vyvrátenie hypotéz.  
6. Využitie v praxi (Deployment) (Petr, 2006) – Odporúčané možné využitie 
vydolovaných znalostí v praxi. 
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4.1 Microsoft SQL Server 2008 R2 
 SQL Server je systém manažmentu relačných databáz (Relational Database 
Management System - RDBMS) vytvorený spoločnosťou Microsoft. SQL server 
využíva T-SQL (Transact-SQL), čo je súbor rozšírení od spoločností Sybase 
a Microsoft, ktorý pridáva niekoľko vlastností k štandardnému jazyku SQL.[19] 
 SQL Server 2008 R2 je integrovaný v rámci softvéru Visual Studio 2008 
a obsahuje SQL Server Integration Services Designer, v rámci ktorého je k dispozícii aj 
Business Intelligence Development Studio (BIDS). [20] Tieto nástroje budú vďaka 
akademickej licencii využívané na tvorbu jednotlivých modelov v tejto práci.  
 BIDS je systém v rámci Visual Studia, ktorý je využívaný na vývoj riešení 
Business Intelligence. V rámci tohto systému sa využívajú integračné služby (SQL 
Server Integration Services – SSIS), analytické služby (SQL Server Analysis Services - 
SSAS) a reportovacie služby (SQL Server Reporting Services). Výsledkom je plynulé 
riešenie BI problémov, ktoré poskytuje koncovým užívateľom možnosti vytvárať 
databázy, hľadať dáta, spracovávať ich, analyzovať a vytvárať reporty. Všetko toto je 
možné uskutočniť pomocou veľmi výkonných nástrojov, ktoré pracujú nezávisle a teda 
je možné napr. začať pracovať s analytickými nástrojmi a ostatné časti projektu ako 
pripojenie k databáze spojiť neskôr. [20] 
4.2 Návrh riešenia pre bankový sektor 
 Dátový set v tejto časti práci bol poskytnutý anonymnou zahraničnou bankovou 
spoločnosťou a je dostupný na [17]. 
4.2.1 Porozumenie problému 
 Základnou úlohou pre túto časť práce bude identifikácia najbonitnejších klientov 
banky na základe ich veku, vzdelania, pracovnej pozície a rodinného stavu. Sekundárne 
budeme hľadať, ktorý z týchto atribútov má na bonitu klienta najväčšiu váhu. Toto sú 
informácie potrebné pre banku, aby dokázala prispôsobiť svoje budúce marketingové 
kampane. Ako ukazovateľ bonity klienta bude použitý priemerný zostatok na účte. 
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 Ďalšou úlohou bude identifikácia klientov, ktorý neplnia záväzky voči banke. 
Ak banka bude schopná identifikovať riziko, môže vykonať preventívne kroky, aby sa 
počet neplatičov znížil a predišlo sa tak neplánovaným stratám. 
 V ďalšej časti budeme zisťovať, ktoré atribúty vplývajú na to, či si zákazník 
vezme úver alebo hypotéku a za akých okolností investovali klienti do termínovaného 
vkladu. 
Súčasťou definície problému je aj potvrdenie alebo vyvrátenie nasledujúcich 
hypotéz: 
H.1 : Zamestnanie klienta má najväčší vplyv na jeho bonitu. 
H.2 : Rodinný stav súvisí s bonitou klienta najmenej. 
H.3 : Neplnenie záväzkov klienta súvisí s tým, že klient má aj hypotéku aj úver. 
H.4 : Klient, ktorý bol kontaktovaný častejšie a telefonáty boli dlhšie má väčšiu 
pravdepodobnosť investície do termínovaného vkladu. 
H.5 : Úver a hypotéku si najčastejšie berú bonitný klienti. 
4.2.2 Porozumenie dátam 
 Dáta obsahujú 17 stĺpcov, ktoré reprezentujú jednotlivé atribúty. Každý riadok je 
priradený práve k jednému klientovi a jednotlivé atribúty klienta popisujú. Dáta sú vo 
formáte „.csv“, ktorý je čitateľný pomocou softvéru Microsoft Excel. Celý dátový set 
obsahuje údaje o 45 211 klientoch. V nasledujúcich tabuľkách je náhľad na 
nespracované dáta (prvých 8 riadkov dátového setu rozdelených do 2 tabuliek). 
age job marital education default balance housing loan contact 
58 management married tertiary no 2143 yes no unknown 
44 technician single secondary no 29 yes no unknown 
33 entrepreneur married secondary no 2 yes yes unknown 
47 blue-collar married unknown no 1506 yes no unknown 
33 unknown single unknown no 1 no no unknown 
35 management married tertiary no 231 yes no unknown 
28 management single tertiary no 447 yes yes unknown 
42 entrepreneur divorced tertiary yes 2 yes no unknown 





day month duration campaign pdays previous poutcome term_deposit 
5 may 261 1 -1 0 unknown no 
5 may 151 1 -1 0 unknown no 
5 may 76 1 -1 0 unknown no 
5 may 92 1 -1 0 unknown no 
5 may 198 1 -1 0 unknown no 
5 may 139 1 -1 0 unknown no 
5 may 217 1 -1 0 unknown no 
5 may 380 1 -1 0 unknown no 
Tabuľka č. 2: Nespracované dáta (2. časť) 
 
Pre lepšiu orientáciu bude potrebné jednotlivé atribúty preložiť a popísať. 
Hodnoty niektorých atribútov budú preložené v samostatných tabuľkách. Pri každom 
atribúte bude uvedený v zátvorke preklad s nasledujúcim stručným popisom. 
1. Age (vek) – numerický atribút určujúci vek klienta. 
2. Job (zamestanie) – diskrétny atribút popisujúci zamestnanie klienta. Viď. 
tabuľku č. 3 pre hodnoty, ktoré môže nadobúdať. 
3. Marital (rodinný stav) – diskrétny atribút popisujúci rodinný stav klienta. Viď. 
tabuľku č. 4 pre hodnoty, ktoré môže nadobúdať. 
4. Education (vzdelanie) – diskrétny atribút popisujúci vzdelanie klienta. Viď. 
tabuľku č. 5 pre hodnoty, ktoré môže nadobúdať. 
5. Default (neplnenie záväzkov) – binárny atribút určujúci klientov, ktorý si voči 
banke neplnia svoje záväzky. Môže nadobúdať hodnoty „yes“ (áno) a „no“ 
(nie). 
6. Balance (zostatok na účte) – numerický atribút určujúci priemerný ročný 
zostatok na účte v eurách. 
7. Housing (hypotéka) – binárny atribút určujúci, či má klient hypotéku. Môže 
nadobúdať hodnoty „yes“ (áno) a „no“ (nie). 
8. Loan (úver) - binárny atribút určujúci, či má klient úver. Môže nadobúdať 
hodnoty „yes“ (áno) a „no“ (nie). 
9. Contact (kontakt) – diskrétny atribút, ktorý popisuje spôsob komunikácie 
s klientom. Viď. tabuľku č. 6 pre hodnoty, ktoré môže nadobúdať. 




11. Month (mesiac) – diskrétny atribút, ktorý popisuje mesiac v roku, kedy bol 
klient naposledy kontaktovaný. Nadobúda hodnoty jednotlivých mesiacov 
v roku. 
12. Duration (trvanie) – numerický atribút určujúci dĺžku posledného kontaktu 
s klientom.  
13. Campaign (kampaň) – numerický atribút určujúci početnosť kontaktov 
v rámci tejto kampane. 
14. Pdays (počet dní) – numerický atribút. Počet dní, ktoré ubehli od posledného 
kontaktu v predošlej kampani. 
15. Previous (predošlé) – numerický atribút určujúci počet kontaktov s klientom 
pred touto kampaňou.  
16. Poutcome (predošlý výsledok) – diskrétny atribút popisujúci výsledok 
predošlej kampane. Viď. tabuľku č. 7 pre hodnoty, ktoré môže nadobúdať. 
17. Term_deposit (termínovaný vklad) – binárny atribút určujúci, či má klient 
termínovaný vklad. Môže nadobúdať hodnoty „yes“ (áno) a „no“ (nie). 
 V nasledujúcich tabuľkách sú ukázané a preložené jednotlivé atribúty, ktoré 

























Tabuľka č. 5: Hodnoty, ktoré nadobúda atribút „education“ (vzdelanie) 
 
unknown neznámy 
telephone pevná linka 
cellular mobilný telefón 






Tabuľka č. 7: Hodnoty, ktoré nadobúda atribút „poutcome“ (predošlý výsledok) 
 
4.2.3 Príprava dát 
 Súčasťou prípravy dát je aj vyčistenie dátového setu od nedefinovaných alebo 
nesprávnych hodnôt atribútov. Taktiež je dôležité vybrať správne stĺpce, ktoré budeme 
pri úlohe využívať a tie ktoré nie sú vhodné pre daný typ úlohy, vyškrtnúť.  
 Dáta sú vo formáte, ktorý je výborne čitateľný pomocou BIDS integrovaného 
v Microsoft Visual Studiu. Jednotlivé hodnoty sú v každom riadku oddelené 
tabulátorom. Pomocou integrovaných služieb je možné jednoducho naviazať atribúty 




Obrázok č. 5: Ukážka mapovania vstupných premenných na stĺpce v databáze 
 
 Za použitia dotazu v jazyku SQL je možné tabuľku s požadovanými stĺpcami 
vytvoriť (viď. obrázok č.6). Je nutné dávať pozor na rozsah jednotlivých typov, a to 
predovšetkým typu „varchar“, aby niektorá hodnota nespôsobila chybu tým, že tento 
rozsah prekročí. 
 
Obrázok č. 6: Dotaz (query) v jazyku SQL na vytvorenie tabuľky v databáze 
 




Obrázok č. 7: Úspešné vloženie dát do databázy 
 
 Takto vytvorená tabuľka v databáze obsahuje aj stĺpce, ktoré v práci využívať 
nebudeme. Toto je možné filtrovať v rámci projektu analytických služieb, ktorý je 
rovnako súčasťou BIDS. Vstupné atribúty sa budú meniť s každou úlohou alebo 
hypotézou, ktoré budeme potvrdzovať alebo vyvracať.  
 Stĺpce, ktoré potrebovať nebudeme vôbec sú tieto: 
1. Contact – tento atribút neprináša zaujímavú informáciu a často je neznámy. 
V práci nás nebude zaujímať akým spôsobom sme kontaktovali klienta. 
2. Day – tento atribút prináša informáciu o dátume posledného kontaktu 
s klientom. Nie je to pre žiadnu z úloh zaujímavý atribút. 
3. Month – mesiac, podobne ako deň, nie je z hľadiska tejto úlohy zaujímavý. Oba 
atribúty by boli viac využiteľné v oblasti tvorby reportov. 
4. Pdays – väčšina predošlých kontaktov buď nie je evidovaných alebo žiadne 
neprebehli. Preto je častá hodnota atribútu -1 a pre model by to nebola 
relevantná hodnota na trénovanie.  
5. Previous – Rovnaká situácia ako v predošlom prípade. Väčšina riadkov má pri 
tomto atribúte hodnotu 0. 
6. Poutcome – hodnoty tohto atribútu sú väčšinou „unknown“ (neznámy) a preto 
rovnako nie je použiteľný ako vstupná premenná. 
 Každý model potrebuje určité množstvo dát na natrénovanie. Na základe toho sa 
na zvyšných dátach dá vykonávať predikcia určitého atribútu. Množstvo dát na 




 Prvou úlohou v rámci modelovania je určenie najbonitnejších klientov. Na 
identifikáciu týchto klientov bola použitá hodnota ich priemerného zostatku na účte 
počas roka. Klient, ktorý má vysoký zostatok na účte, síce nemusí byť zákonite aj 
najbonitnejší, ale má k dispozícii väčšie množstvo nevyužitej likvidity, ktorú by mohol 
napr. investovať v rámci investičných programov banky. 
 V rámci modelovania tejto úlohy boli použité nasledovné atribúty: Age, 
Education, Loan, Housing, Marital, Job, Campaign. 
 Na modelovanie boli použité algoritmy neurónové siete, clustering 
a rozhodovacie stromy. V nasledujúcej tabuľke je uvedená ich úspešnosť stanovená 
pomocou Business Intelligence Development Studia. 
Algoritmus Skóre 
Rozhodovacie stromy 0,43 
Neurónové siete 1,00 
Clustering 1,08 
Tabuľka č. 8: Skóre algoritmov v BIDS 
 
 Clustering sa ukázal byť najpresnejším algoritmom a jeho možnosti vizualizácie 
sú veľmi dobre využiteľné pre túto úlohu. 
 
Obrázok č. 8: Veľkosť clusterov a ich vzťahy 
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 V nasledujúcej tabuľke sú popísané jednotlivé clustere, pričom sa popis 
zameriava na veľkosť clustera, priemerný zostatok (cieľová premenná) a stručný popis, 
ktorý daný cluster charakterizuje. 
Cluster Veľkosť Zostatok Popis 
Cluster 1 8557 1279,88 43% klientov vo veku 36 – 46 rokov, 1-5 kontaktov 
v rámci kampane, základné a stredoškolské 
vzdelanie má až 71% klientov. 
Cluster 2 7974 1122,06 Práve 1 kontakt s klientom, 78% má stredoškolské 
vzdelanie, 69% má hypotéku, 19% pracuje 
v administratíve. 
Cluster 3 4547 1746,44 80% má vysokoškolské vzdelanie, 58% pracujúcich 
v obore manažmentu, 1-5 kontaktov v rámci 
kampane. 
Cluster 4 2805 933,08 43% klientov vo veku 36 – 46 rokov , 85% má 
stredoškolské vzdelanie, 79% má hypotéku, 40% je 
technikov a pracovníkov v službách. 
Cluster 5 2647 1255,04 53% vo veku 46 – 57 rokov, 39% má iba základné 
vzdelanie, až 45% robotníkov, 38% bolo 
kontaktovaných 5-8 krát v rámci kampane. 
Cluster 6 1933 1163,39 Až 70% bolo kontaktovaných 8 a viac krát počas 
kampane, 21% technikov.  
Cluster 7 1861 1747,45 48% vo veku 46 – 57 rokov, 72% s vysokoškolským 
vzdelaním, najviac podnikateľov (8%). 
Cluster 8 1908 1588,64 95% klientov je vysokoškolsky vzdelaných, sféra 
manažmentu (73%), 86% vo veku 25 – 36 rokov, 
58% je slobodných. 
Cluster 9 1771 2011,02 Vysoký vek, 73% má viac ako 56 rokov, 40% má 
iba základné vzdelanie, prevažne dôchodcovia 
(83%). 
Cluster 10 1208 1214,87 28% má menej ako 26 rokov a menej ako 36 majú 
všetci klienti, 76% nemá hypotéku, 40% je 
študentov, 99% slobodných. 
Spolu 35211 1353,00  
Tabuľka č. 9: Popis clusterov 
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 Zaujímavé vzťahy medzi clusterami sú nasledovné: 
- Vekovo blízke sú clustere 1 až 8 (aspoň tretina je vo veku 36 – 46 rokov) 
- Cluster 9 a Cluster 10 sú v mnohých faktoroch komplementmi (vek, 
povolanie, zostatok). Nemajú medzi sebou žiadny vzťah a dá sa povedať, že 
vlastnosti klienta v jednom clustri sa nezhodujú s vlastnosťami v tom druhom. 
Zároveň oba clustere popisujú pomerne úzko špecifikované skupiny 
a s ostatnými nemajú žiadne alebo len slabé vzťahy. 
- Iba základné vzdelanie sa často vyskytuje u dôchodcov v Clustri 9 a u ľudí 
s pomerne vysokým vekom v Clustri 5. 
- Viac ako 2/3 klientov má stredoškolské vzdelanie v clusteroch 2, 4 a 10. 
- Vysokoškolsky vzdelaných ľudí reprezentujú clustere 3, 7 a 8. Zároveň sú 
zamestnaní v oblasti manažmentu a tiež je tu najviac samostatne zárobkovo 
činných osôb. 
- Najviac hypoték si vzali ľudia v clusteroch 2 a 4. 
- Robotníkov je najviac v clusteroch 2, 4 a 5 a administratíva sa vyskytuje 
najviac v clusteroch 2, 4 a 10. 
- Technici sú zastúpení najmä v clusteroch 1, 2, 4, 6 a 10. 
- Najmenej úverov (10% a menej) je v clusteroch 8, 9 a 10. 
- Vdovci a rozvedení sú predovšetkým v clusteroch 7 a 9 (20%). 
- Mladí ľudia v clusteroch 8 a 10 sú obvykle slobodní. 
 Ďalšou modelovacou úlohou bolo zistenie za akých okolností klient neplní svoje 
záväzky voči banke. Na modelovanie sa použili algoritmy Naive Bayes a rozhodovacie 
stromy. Z obrázku je jasné, že model bol veľmi úspešný. V ďalšej podkapitole bude 
vysvetlené prečo je takýto model nepoužiteľný. Na obrázku č.9 vidíme v riadku 
presnosť oboch algoritmov a ideálny model, ktorý by dokázal predpovedať hodnoty 
presne. Jednotlivé stĺpce v grafe v rámci obrázku hodnotia algoritmy podľa skóre, 
správne ohodnotenej populácie v pomere k ideálnemu modelu a pravdepodobnosti 









Obrázok č. 9: Úspešnosť algoritmov pri určovaní neplnení záväzkov klientov 
 
 Poslednou úlohou v rámci modelovania bolo zistiť ktoré atribúty najviac 
vplývajú na to, či má klient hypotéku, úver alebo si založí termínovaný vklad. Na 
modelovanie úlohy boli použité tri algoritmy: neurónové siete, rozhodovacie stromy 
a clustering. Rozhodovacie stromy sa ukázali ako algoritmus, ktorý z tohto porovnania 
vyšiel najlepšie v prípade predikcie hypotéky. Čo sa týka predikcie termínovaného 
vkladu, tam si o niečo lepšie viedli neurónové siete. Celkovo však rozdiel môže byť 
považovaný za zanedbateľný a kým šancu na predikciu konkrétnej hodnoty majú väčšiu 
neurónové siete, tak v počte správnych odpovedí vedú rozhodovacie stromy.  
 V nasledujúcej tabuľke je ukázané koľko hodnôt správne predpokladali 
jednotlivé algoritmy na predpoveď úveru, hypotéky a termínovaného vkladu. Ďalej je 







Úspešnosť v % Skóre 
Hypotéka 
Rozhodovacie stromy 6 963/11 000 63,30 0,69 
Neurónové siete 6 855/11 000 62,32 0,68 
Clustering 6 536/11 000 59,42 0,63 
Úver 
Rozhodovacie stromy 9 245/11 000 84,05 0,87 
Neurónové siete 9 245/11 000 84,05 0,87 
Clustering 9 245/11 000 84,05 0,86 
Termínovaný 
vklad 
Rozhodovacie stromy 9 756/11 000 88,69 0,95 
Neurónové siete 9 772/11 000 88,84 0,95 
Clustering 9 708/11 000 88,25 0,93 
Tabuľka č. 10: Algoritmy pri určovaní hypotéky, úveru a termínovaného vkladu 
 Pri samotnej predikcii získame jednotlivé predpokladané hodnoty aj 
s pravdepodobnosťou správnosti odhadu. Na obrázku je možné vidieť ako sa algoritmu 
rozhodovacie stromy darilo predpovedať jednotlivé hodnoty. V zátvorkách je uvedené 
k akým hodnotám sa atribút vzťahuje: pôvodná (A), predpovedaná (P), 
pravdepodobnosť správnosti predikcie (Pi). 
 




 V tejto kapitole sa vrátime k jednotlivým úlohám a pokúsime sa zhodnotiť 
jednotlivé aspekty a implikácie, ktoré vyplývajú z jednotlivých modelov. Takisto sa 
pokúsime vyhodnotiť jednotlivé hypotézy. 
 Pri náhľade na dáta po aplikovaní data miningového modelu v rámci prvej 
úlohy, sa ukazuje veľký rozdiel medzi skutočnými a predpovedanými hodnotami 
zostatku na účte. Predikcia týchto hodnôt za pomoci atribútov, ktoré boli k dispozícii sa 
ukázala ako menej presná. Hoci predpovedať veľkosť priemerného zostatku sa 
v mnohých prípadoch odchyľuje, tak úloha klasifikujúca jednotlivých zákazníkov bola 
splnená. Zákazníci sú rozdelení do určitých skupín, pre ktoré je možné vyprofilovať 
produkty banky, aby mohli byť tejto skupine ponúknuté a v tomto duchu aj orientovať 
marketingovú kampaň. 
 Clustere 3, 7 a 8 reprezentujú prevažne klientov s vysokoškolským vzdelaním. 
Treba si všímať, že tieto clustere sú zložené z veľkého množstva mladých ľudí a tiež, že 
priemerný zostatok na účte je dosť nad priemerom, ktorý má hodnotu 1 353 eur. 
V prípade clusterov 3 a 7 je priemerný zostatok na účte približne 1 747 eur a keďže 
v oboch clusteroch je dokopy 6 408 klientov, tak táto skupina klientov určite nie je 
zanedbateľná.  
 Suverénne najväčší zostatok na účte má cluster číslo 9. Tento reprezentuje 
prevažne dôchodcov, ktorí majú v priemere zostatok na účte až 2 011 eur. Tieto peniaze 
nijako nevyužívajú a možno krátkodobé investície napr. do termínovaných vkladov by 
boli pre týchto klientov (a rovnako aj pre banku) výhodné. 
 Nedostatkom likvidity naopak trpia technici, pracovníci v službách 
a administratíve a sčasti aj študenti. Predovšetkým clustere 2 a 4 sú výrazne pod 
priemerom, čo sa zostatku na účte týka. Súvisí to aj s tým, že tieto domácnosti sú 
zaťažené hypotékami a tiež sú klienti často iba stredoškolského vzdelania.  
 Pomocou rozhodovacích stromov môžeme zistiť ktorý z atribútov najviac vplýva 





Obrázok č. 11: Atribúty najviac vplývajúce na zostatok na účte 
 
 Z obrázku č.11 vyplýva, že najviac vplýva na priemerný zostatok na účte vek. 
Čím väčší, tým vyšší je aj zostatok. Potom nasleduje počet kontaktov v rámci kampane, 
čo ale skôr signalizuje, že zákazníci mohli byť kontaktovaní na základe priemerného 
zostatku na účte a teda v skutočnosti zostatok vplýva na počet kontaktov a nie naopak. 
Tretí najdôležitejší atribút je zamestnanie. Toto je očividné predovšetkým v prípade 
študentov, dôchodcov a manažérov. Dá sa teda povedať, že povolanie priamo vplýva na 
zostatok na účte. Súvisí to teda ja s mzdou klienta. Veľký vplyv na zostatok má aj 
hypotéka a to je najlepšie vidieť v clusteroch 2 a 4, kde je 69% resp. 79% klientov 
majúcich hypotéky. Hypotéky negatívne vplývajú na klientov zostatok na účte. 
 Úloha číslo 2 bola neúspešná. Ukázalo sa, že množstvo klientov, ktorí neplnia 
svoje záväzky je v dátovom sete príliš málo na to, aby sa mohol model naučiť 
identifikovať klientov na základe tohto atribútu. Model je teda presný iba preto, lebo 
odhaduje hodnotu atribútu „default“ ako zápornú v každom jednom prípade.  
 V poslednej úlohe sme sa venovali kľúčovým atribútom ovplyvňujúcich 
klientov, ktorí si vzali hypotéku, úver alebo termínovaný vklad. Algoritmy nedokázali 
úspešne identifikovať skupiny klientov, ktoré si potenciálne vezmú úver a preto 
nedokážu ani predpovedať, či si niektorí klient úver vezme. Atribúty najviac vplývajúce 
na túto premennú však boli nájdené. Pomerne nízka úspešnosť algoritmov pri určovaní 
hypoték svedčí o nedostatočnom množstve informácii, ktoré by umožnili presnejšiu 
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identifikáciu. Stále však bolo možné určiť klientov s hypotékou s pravdepodobnosťou 
vyššou ako je 50%. Najviac sa algoritmom darilo pri predpovedaní termínovaných 
vkladov. Závislosti jednotlivých atribútov sú naznačené na obrázku č.12.  
 
Obrázok č. 12: Najsilnejšie závislosti atribútov 
 
 Atribútom, ktorý najviac ovplyvňuje jednu z cieľových premenných je dĺžka 
hovoru s klientom. Je teda na mieste tvrdenie, čím dlhšie zamestnanec banky 
komunikoval so zákazníkom, tým väčšia šanca je, že si vezme termínovaný vklad. 
V tomto prípade sa aj do budúcnosti banke oplatí klientov telefonicky kontaktovať, 
pretože to prináša výsledky. Naopak, klienti s hypotékou si veľmi pravdepodobne 
termínovaný vklad nevezmú, a teda banke sa týchto klientov až tak kontaktovať 
neoplatí. Termínovaný vklad súvisí aj s vekom, hoci je to až tretí najpodstatnejší atribút 
v rámci tejto úlohy a termínovaný vklad je skôr produktom pre mladých ľudí. 
Vzhľadom na pomerne veľké zostatky na účtoch predovšetkým u staršej časti populácie 
by banka mohla ponúknuť zaujímavý investičný produkt aj pre túto skupinu. 
 Na hypotéku priamo vplývajú vek a zamestnanie. Pre vek platí to, čo v prípade 
termínovaného vkladu. Hypotéku majú od banky predovšetkým mladšie ročníky. Tu 
však treba povedať, že pre staršiu časť klientely neexistuje substitučný produkt, ktorý 
by pre ňu mohol byť zaujímavý. Zamestnanie sa predovšetkým odráža pri povolaniach 
ako študent, dôchodca a robotník. Tieto skupiny sú pomerne dobre určiteľné a aj na 
základe zamestnania je možné určiť, kto má väčší záujem o hypotéky. Určitý vplyv na 
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tento cieľový atribút má aj rodinný stav a slobodní ľudia si najčastejšie hypotéku 
neberú.  
 Podobne vplývajú atribúty aj na úver, ktorý je svojou podstatou podobný 
hypotéke, takže sa nejedná o prekvapujúcu informáciu. Rozdielom je iba vplyv atribútu 
zostatok na účte. Ten vplýva na úver negatívne a ľudia majúci úver majú obvykle nižší 
až záporný zostatok na účte. 
 Počet kontaktov neovplyvňoval ani jeden zo sledovaných atribútov, čo je hlavne 
v prípade termínovaného vkladu prekvapujúce. 
 Hypotézy, ktoré boli uvedené v časti porozumenie problému môžu byť teraz 
potvrdené alebo vyvrátené: 
H.1 : Zamestnanie klienta má najväčší vplyv na jeho bonitu. 
Hypotéza sa nepotvrdila. Zostatok na účte najviac ovplyvňuje vek. 
Zamestnanie klienta je v poradí až tretím atribútom, ktorý zostatok na účte 
ovplyvňuje. 
H.2 : Rodinný stav súvisí s bonitou klienta najmenej. 
Hypotéza sa potvrdila a skutočne rodinný stav so zostatkom na účte takmer 
nesúvisí. 
H.3 : Neplnenie záväzkov klienta súvisí s tým, že klient má aj hypotéku aj úver. 
Model nebol úspešný a preto sa hypotéza nepotvrdila. Treba však povedať, 
že úver súvisí s nízkym až záporným zostatkom na účte, čo môže súvisieť 
s neplnením záväzkov voči banke. 
H.4 : Klient, ktorý bol kontaktovaný častejšie a telefonáty boli dlhšie má väčšiu 
pravdepodobnosť investície do termínovaného vkladu. 
Hypotéza sa sčasti potvrdila, dĺžka telefonátu na rozhodnutie klienta vziať si 
termínovaný vklad skutočne vplýva. Avšak počet kontaktov vôbec. 
H.5 : Úver a hypotéku si najčastejšie berú bonitný klienti. 
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Hypotéza sa nepotvrdila a javí sa, že to je práve naopak. Klienti s nízkym 
zostatkom na účte sú predovšetkým tí, ktorí majú úver. 
4.2.6 Využitie v praxi 
 Úloha rozdeliť klientov do určitých skupín, ktoré by zachytávali ich preferencie 
a hospodárenie bola úspešná. Pre banku môžu byť tieto informácie užitočné a dokáže 
tak jednoduchšie identifikovať potreby nového klienta, ako aj zlepšiť možnosti 
manažmentu vzťahu so zákazníkmi.  
 Úloha ukazuje možnosti vytvorenia krátkodobého investičného finančného 
produktu zameraného na dôchodcov a klientov s vyšším vekom. Rovnako sa ponúka 
alternatíva úverov pre študentov s možnosťou splatnosti až po štúdiu. Úloha tiež 
potvrdila nižší objem zostatku na účte u klientov nižšej strednej triedy, ktorí sú navyše 
často zaťažení hypotékou. Týmto klientom by mohla banka ponúknuť o niečo lepšie 
podmienky pre ich produkty, aby tak zvýšila ich lojalitu. 
 Banka na základe získaných dát môže efektívnejšie využívať svojich 
obchodných zástupcov na kontakt s klientmi. Dĺžka telefonického kontaktu sa ukázala 
ako kľúčová v prípade termínovaných vkladov a signalizuje správne rozhodnutie banky 
klientov telefonicky kontaktovať. Počet kontaktov však relevantný nebol a preto by 
banka mala obmedziť ich frekvenciu na konkrétnych klientov, pretože sa to preukázalo 
ako neefektívne. Banka by teda mala kontaktovať klientov, ktorí v rámci danej kampane 
kontaktovaní ešte neboli. Vek a zamestnanie sú tiež veľmi dôležitými atribútmi, ktoré 
banka môže využiť, aby v budúcnosti ponúkala určitým klientom iba produkty, ktoré 
ich budú skutočne zaujímať.  
4.3 Návrh riešenia pre poisťovacie spoločnosti 
 Dátový set využitý pre toto odvetvie bol získaný od anonymnej poisťovacej 
spoločnosti zo zdroja [16].  
4.3.1 Porozumenie problému 
 Prvá úloha sa zameriava na identifikáciu a rozdelenie klientov na základe 
veľkosti príjmu. Cieľových premenných bude viac a všetky súvisia s veľkosťou príjmu 
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v danej oblasti. Budeme sa teda snažiť zistiť ako jednotlivé vybraté atribúty vplývajú na 
tieto cieľové premenné. V rámci tejto úlohy sa budeme snažiť nájsť tie najviac 
vplývajúce a zároveň zistíme na aké skupiny je možné klientov rozdeliť a ako môže 
poisťovňa využiť získané znalosti v rámci CRM. 
 Ďalšou úlohou bude zistiť možný vplyv atribútov na veľkosť príspevkov do 
rôznych druhov poistenia a rovnako aj na počet poistení v každej oblasti. V tomto 
prípade sa budeme venovať poisteniu automobilov, poisteniu proti požiaru a poisteniu 
proti nárokom tretích strán (toto poistenie sa týka napr. zákonného automobilového 
poistenia, kedy pri autonehode môžu byť využité prostriedky ma pokrytie škody iného 
účastníka nehody). Táto úloha nám môže pomôcť pri tvorení marketingových kampaní 
a možnosti získania nových zákazníkov.  
4.3.2 Porozumenie dátam 
 Keďže sú poskytnuté dáta viazané na oblasti rozlíšené poštovým smerovacím 
číslom, jednotlivé atribúty poskytujú buď priemer v danej oblasti alebo výskyt uvedený 
v percentách. Až na výnimky sú číselné hodnoty rozdelené do intervalov. Jednotlivé 
intervaly sú v dátovom sete reprezentované numerickou číslicou a popíšeme ich aj 
v tejto kapitole. V tabuľke č.11 je náhľad na nespracované dáta. 
33 1 3 2 8 0 5 1 3 7 0 2 1 2 6 
1 2 7 1 0 1 2 5 2 1 1 2 6 1 1 
8 8 0 1 8 1 0 4 5 0 0 4 3 0 0 
0 6 0 0 0 0 0 0 0 0 0 0 0 5 0 
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
Tabuľka č. 11: Jeden riadok nespracovaných dát z dátového setu 
 Dáta sú uložené v dvoch textových súboroch s rovnakým formátom a počtom 
záznamov 5822 a 4000, čo je dokopy 9822 riadkov. Dátový set obsahuje 85 atribútov, 
z ktorých 43 má spoločensko-ekonomický charakter a sú vhodnými kandidátmi na 
vstupné premenné. Atribúty sú oddelené tabulátorom a jednotlivé riadky symbolom 
nového riadku ({CR}{LF}).  
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 Atribúty boli priamo preložené zo slovníka, ktorý bol priložený k dátam. Názvy 
stĺpcov a aj interpretácia diskrétnych hodnôt, ktoré niektoré atribúty môžu nadobúdať, 
budú teda v slovenčine.  
 Na základe zadaných úloh môžu byť potenciálne  použité nasledovné 
spoločensko-ekonomické atribúty: 
 Podtyp zákazníka (diskrétna premenná a hodnoty, ktoré môže nadobúdať sú 
uvedené v tabuľke č.12), počet domov v danej oblasti (môže nadobúdať hodnoty 1 až 
10), priemerná veľkosť domácnosti (môže nadobúdať hodnoty 1 až 6), priemerný vek 
(hodnoty označujú interval v ktorom sa priemerný vek nachádza, viď. tabuľka č.13), typ 
zákazníka (diskrétna premenná a hodnoty, ktoré môže nadobúdať sú uvedené v tabuľke 
č.14). 
RH Priradená premenná RH Priradená premenná 
1 Vysoký príjem, náklady na dieťa 22 Zmiešaní obyvatelia bytov 
2 Veľmi dôležitý v rámci provincie 23 Mladí a rastúci 
3 Seniori s vysokým štatútom 24 Mladí a nízko vzdelaní 
4 Blahobytné seniorské apartmány 25 Čerství seniori v meste 
5 Zmiešaný seniori 26 Starší vlastniaci dom 
6 Kariéra a staranie sa o dieťa 27 Seniori v bytoch 
7 Dvojitý príjem, žiadne deti 28 Starší miestni 
8 Rodiny zo strednej vrstvy 29 Starší bez verandy a dvora 
9 Moderné, úplné rodiny 30 Nábožní, starší a slobodní 
10 Stabilná rodina 31 Nízkopríjmový katolíci 
11 Začínajúca rodina 32 Zmiešaní mladí 
12 Blahobytné mladé rodiny 33 Nižšia trieda, veľké rodiny 
13 Mladá americká rodina 34 Veľká rodina, zamestnané dieťa 
14 Mladí a kozmopolitní  35 Vidiecke rodiny 
15 Kozmopolitní seniori 36 Páry s teenagermi  
16 Študenti v bytoch 37 Zmiešaní obyvatelia malých miest 
17 Čerství vysokoškoláci v meste 38 Tradičné rodiny 
18 Mladí a slobodní 39 Veľké nábožné rodiny 
19 Mladí z predmestia 40 Veľké rodinné farmy 
20 Etnická diverzita 41 Zmiešaní vidiečania 
21 Mladí, chudobní mešťania   






RH Priradená premenná 
1 20 – 30 rokov 
2 30 – 40 rokov 
3 40 – 50 rokov 
4 50 – 60 rokov 
5 60 – 70 rokov 
6 70 – 80 rokov 
Tabuľka č. 13: Referenčná hodnota (RH) atribútu priemerný vek a interval, ktorý 
reprezentuje 
 
RH Priradená premenná RH Priradená premenná 
1 Úspešní pôžitkári 
 
6 Cestujúci seniori 
2 Motivovaní pestovatelia 7 Dôchodcovia a nábožní 
3 Priemerná rodina 8 Rodiny s dospelými deťmi 
4 Kariérny samotári 9 Konzervatívne rodiny 
5 Žijúci na dobrej úrovni 10 Farmári 
Tabuľka č. 14: Referenčná hodnota (RH) atribútu typ zákazníka a k nemu priradená 
premenná 
 
 Nasledovné atribúty vyjadrujú rozdelenie obyvateľstva v danej oblasti na 
základe spoločensko-ekonomických vlastností a čŕt. Hodnoty, ktoré atribúty môžu 
nadobúdať reprezentujú percentuálny interval v rámci rozdelenia (viď. Tabuľka č.15). 
Rozdelenie na základe náboženstva: rímsko-katolícke, evanjelické, iné, žiadne. 
Rozdelenie na základe rodinného stavu: zosobášení, žijúci spolu, iný vzťah, slobodní. 
Rozdelenie na základe prítomnosti detí v domácnostiach: bez detí, s deťmi.  
Rozdelenie podľa vzdelania: vysokoškolské, stredoškolské, základné. 
Rozdelenie na základe postavenia a profesie: vysoký spoločenský štatút, podnikatelia, 
farmári, stredný manažment, vyučení robotníci, nevyučení robotníci. 
Rozdelenie na základe spoločenských tried: trieda A, trieda B1, trieda B2, trieda C, 
trieda D.  
Rozdelenie na základe vlastníctva obývaných priestorov: nájomníci, vlastníci. 
Rozdelenie podľa počtu vlastnených áut: jedno auto, dve autá, žiadne auto. 
Rozdelenie na základe typu poistenia: verejné, súkromné.  
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Rozdelenie podľa ročného príjmu: menší ako 30 tis., medzi 30 tis. a 45 tis., medzi 45 
tis. a 75 tis., medzi 75 tis. a 122 tis., vyšší ako 123 tis. 
 O atribútoch priemerný príjem a kúpna sila nebolo možné zistiť veľa informácii. 
Pri kúpnej sile je vyjadrená jej trieda, ktorá nadobúda hodnoty 1 až 8. Priemerný príjem 
však vyjadruje intervaly v percentách, podobne ako pri rozdelení podľa ročného príjmu. 
Nebolo však možné zistiť, čo presne dané intervaly majú reprezentovať a preto atribút 
priemerný príjem v práci nevyužijeme. 
RH Priradená premenná 
0 0% 
1 1% - 10% 
2 11% - 23% 
3 24% - 36% 
 
4 37% - 49% 
5 50% - 62% 
6 63% - 75% 
7 76% - 88% 
8 89% - 99% 
9 100% 
Tabuľka č. 15: Referenčné hodnoty (RH) a k nim priradené intervaly v percentách 
 
 Z atribútov, ktoré hovoria o počte poistení v oblasti a veľkosť príspevkov boli 
ako cieľové premenné vybraté nasledovné: 
 Počet poistení automobilu a veľkosť príspevku, počet poistení proti požiaru 
a veľkosť príspevku, počet poistení proti nárokom tretích strán a veľkosť príspevku. 
 Veľkosť príspevkov do jednotlivých poistení je opäť vyjadrená pomocou 
referenčných hodnôt, ktoré odkazujú na interval určujúci sumu v britských librách, 
ktorú v danej oblasti klienti prispievajú (viď. tabuľka č.16). 
RH Priradená premenná 
0 £0 
1 £1 – £49  
2 £50 – £99  
3 £100 – £199  
 
4 £200 – £499  
5 £500 – £999  
6 £1 000 – £4 999  
7 £5 000 – £9 999  
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8 £10 000 – £19 000 
9 viac ako £20 000 
Tabuľka č. 16: Referenčné hodnoty (RH) a k nim priradené intervaly v britských librách 
 
4.3.3 Príprava dát 
 Ako už bolo spomenuté, poskytnuté dáta sú v textovom formáte, jednotlivé 
atribúty sú oddelené tabulátorom a záznamy symbolom nového riadku. BIDS, ktorý 
využívame na vkladanie dát do databázy vie pracovať aj s takýmito súbormi 
užívateľsky jednoduchým spôsobom. Keďže v dátovom sete nie sú uvedené názvy 
stĺpcov, je nutné ich manuálne definovať. Keďže väčšina premenných je diskrétneho 
typu alebo zachytáva určitý interval, nemôžu byť ani data miningovým algoritmom 
prezentované ako numerické. Za numerické atribúty môžu byť považované iba stĺpce 
s počtami poistení určitého druhu. 
 Pomocou Visual Studia sme naviazali jednotlivé atribúty na stĺpce v tabuľke 
vytvorenej v databáze. Ukážka tohto mapovania je na obrázku č.13.  
 
Obrázok č. 13: Atribúty a ich mapovanie na stĺpce v databáze 
 
 Za pomoci dotazu v SQL jazyku vytvoríme pomocou BIDS novú tabuľku 





Obrázok č. 14: Časť dotazu v jazyku SQL, ktorý vytvára tabuľku „Poistovna“ 
 
 Po úspešnom vytvorení tabuľky do nej môžeme vložiť dáta. 
 
Obrázok č. 15 a Obrázok č. 16: Vloženie záznamov do databázy 
 
 V závere je ešte potrebné vygenerovať stĺpec „ID“, ktorý bude reprezentovať 
primárny kľúč tabuľky: 
Alter Table Poistovna Add ID Int Identity (1, 1); 
 Stĺpce, ktoré z 85 atribútov neboli vybrané sa týkajú počtu jednotlivých poistení 
a veľkosti príspevkov do nich. Okrem troch spomenutých vyššie, nebudú ostatné 
využívané, pretože nesúvisia s úlohami, ktoré boli stanovené. V dátovom sete je tiež 
nedostatočný počet záznamov, ktoré by mali hodnotu vyššiu ako 0, čo naznačuje 
pomerne nízky výskyt týchto druhov poistení v jednotlivých regiónoch. 
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4.3.4 Modelovanie  
 Prvou úlohou v rámci modelovania je zistiť aké atribúty najviac vplývajú na 
premenné, ktoré sa týkajú rozdelenia podľa výšky príjmu (nie priemerný príjem) 
a kúpnej sily. Vzhľadom na to, že všetky vstupné aj cieľové atribúty reprezentujú 
diskrétne hodnoty, je možné použiť všetky algoritmy popísané v kapitole 2.2.5.  
 V rámci tejto úlohy bolo použitých 6 cieľových atribútov. V rámci úlohy sme 
použili  5 algoritmov, ktoré danú úlohu modelovali. Skóre jednotlivých algoritmov tak, 
ako ich ohodnotil softvér Visual Studio pre každý cieľový atribút, je zobrazené 
v tabuľke č.17. 
 Príjem 
 menší 
ako 30 tis 
medzi 30 
a 45 tis. 
medzi 45 
a 75 tis 
medzi 75 






Clustering 0,41 0,32 0,37 0,69 0,90 0,35 
Naive Bayes 0,63 0,55 0,62 0,71 0,90 0,96 
Rozhodovacie 
stromy 
0,67 0,52 0,62 0,80 0,95 0,98 
Asociačné 
pravidlá 
0,21 0,23 0,20 0,68 0,84 0,37 
Neurónové 
siete 
0,81 0,77 0,82 0,87 0,97 0,98 
Tabuľka č. 17: Skóre algoritmov pri určovaní rôznych atribútov 
 
 Z tabuľky č.17 vyplýva, že algoritmy clustering a asociačné pravidlá nie sú 
spoľahlivé a oproti ostatným zaostávajú. Na riešenie tejto úlohy preto použijeme 
algoritmy Naive Bayes, neurónové siete a rozhodovacie stromy. 
 Rozdiel medzi tromi vybratými algoritmami a tými ktoré vybraté neboli je veľmi 
dobre vidieť na obrázku č.17, ktorý ukazuje aké presné boli jednotlivé algoritmy. 
Výhodou algoritmu Naive Bayes oproti neurónovým sieťam a rozhodovacím stromom 
je tá, že odhaduje väčšiu presnosť pri posudzovaní jednotlivých prípadov. V skutočnosti 





Obrázok č. 17: Porovnanie skóre algoritmov pri určovaní atribútu kúpna sila 
 
 Kombináciou výstupov jednotlivých modelov budeme hľadať určité súvislosti, 
ktoré nám pomôžu riešiť danú úlohu. Jednotlivých záznamov použitých pri testovaní je 
4 911. Približné rozdelenie obyvateľstva na základe veľkosti príjmu môžeme dosiahnuť 
extrapoláciou hodnôt, ktoré jednotlivé cieľové atribúty môžu v rámci intervalu 
nadobúdať. Najväčšie percento populácie (približne 37,36%) má príjem na medzi 30 
a 45 tisíc libier ročne. Zatiaľ čo viac ako 123 tisíc dosahuje iba cca 1,56% obyvateľstva. 




Graf č. 3: Rozdelenie populácie na základe príjmu 
 
 Pokus o hľadanie korelácie  atribútov týkajúcich sa poistení automobilov, proti 
požiaru a proti nárokom tretích strán s atribútmi sociálno-ekonomického typu nebol 
úspešný. Na riešenie úlohy boli použité algoritmy neurónové siete, clustering 
a rozhodovacie stromy. Ani jeden z nich však nedokázal adekvátne predpovedať 
hodnoty na základe vstupných atribútov. Pokusy rôzne nastaviť jednotlivé algoritmy, 
aby sa dosiahol určitý výsledok rovnako zlyhali a algoritmy odhadovali hodnotu 0, 
ktorá sa vyskytovala v dátovom sete najčastejšie. Neúspešný trend je zobrazený na 
obrázku č.18. Pokiaľ model odhaduje iba jednu hodnotu, jedná sa samozrejme o model 
nesprávny.  
 Príčiny neúspechu algoritmov skúsime objasniť hodnotiacej časti tejto kapitoly, 
rovnako ako implikácie, ktoré z toho plynú. Fakt, že sociálno-ekonomické faktory 








Menej ako 30 tis.
Medzi 30 a 45 tis.
Medzi 45 a 75 tis.
Medzi 75 a 122 tis.








 Na základe porovnaní výsledkov jednotlivých algoritmov bolo možné určiť 
určité spoločné znaky klientov z jednotlivých príjmových vrstiev a tiež na základe 
kúpnej sily.  
 V nasledujúcej tabuľke č.18 sú uvedené určité charakteristické znaky, ktoré 
v danej skupine prevažujú a na ich základe je možné s určiť do ktorej skupiny bude 
zákazník pravdepodobne patriť. Tieto atribúty tak najviac ovplyvňujú atribúty súvisiace 
s výškou príjmu. Ako najdôležitejší atribút ovplyvňujúci výšku príjmu sa ukázalo byť 
vzdelanie. Príslušnosť k náboženskému etniku je pritom zanedbateľná a rovnako aj 
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Tabuľka č. 18: Charakteristika atribútov súvisiacich s výškou príjmu 
 
 V otázke kúpnej sily sú najvplyvnejšími faktormi predovšetkým typ a podtyp 




Obrázok č. 19: Závislosť typu a podtypu zákazníka na kúpnej sile 
 
 V tabuľke č. 19 je ukázané ako sa so zvyšujúcou kúpnou silou mení typ a podtyp 
zákazníka. Sú v nej všetky hodnoty, ktoré majú výskyt aspoň 20% pri každej 
alternatíve, ktorú môže kúpna sila nadobúdať. Keďže model bol v prípade kúpnej sily 
veľmi presný, je možné predpokladať, že čísla v zátvorke sa veľmi blížia realite. 
Kúpna 
sila 
Typ zákazníka  Podtyp zákazníka 
1 Dôchodcovia a nábožní (60,1%). 
Cestujúci seniori (33%). 
Zmiešaní mladí (22,8%). 
Nízkopríjmový katolíci (36,6%). 
2 Žijúci na dobrej úrovni (70,2%) Mladí a nízko vzdelaní (42,9%). 
Zmiešaní obyvatelia bytov (22,3%). 
Nábožní, starší a slobodní  (24,4%). 
3 Rodiny s dospelými deťmi (69,8%). Nižšia trieda, veľké rodiny (55,9%). 
4 Priemerná rodina (29,8%). Farmári 
(22,6%). Konzervatívne rodiny 
(30,7%). 
Tradičné rodiny (30,7%). Zmiešaní 
vidiečania (22,6%). Moderné, úplné 
rodiny  (29,8%). 
5 Rodiny s dospelými deťmi (40,1%). 
Konzervatívne rodiny (56,3%). 
Vidiecke rodiny (38,6%), Veľké 
nábožné rodiny (55,9%). 
6 Úspešní pôžitkári (43,9%), Priemerná 
rodina (31%), Rodiny s dospelými 
deťmi (22,3%). 
Seniori s vysokým štatútom (29,9%). 




7 Motivovaní pestovatelia (67,9%). 
Priemerná rodina (31,3%). 
Rodiny zo strednej vrstvy (66,4%). 
Blahobytné mladé rodiny (25,5%). 
8 Úspešní pôžitkári (32,7%). 
Motivovaní pestovatelia (33,2%). 
Priemerná rodina (34,1%). 
Vysoký príjem, náklady na dieťa 
(32,4%). Stabilná rodina (33,2%). 
Kariéra a staranie sa o dieťa (29,2%). 
Tabuľka č. 19: Typ a podtyp zákazníka pre rôzne hodnoty kúpnej sily 
 
 Druhá úloha, ako bolo povedané, nebola úspešná. Znamená to, že klienti majú 
rôzne druhy poistenia a nebolo možné nájsť koreláciu medzi týmito atribútmi a ďalšími 
sociálno-ekonomickými faktormi. Tento problém by mohol riešiť väčší dátový set alebo 
ďalšie atribúty, ktoré by v sebe zahŕňali viac informácií. Taktiež by bolo jednoduchšie 
nájsť koreláciu, ak by bol pre každého klienta zvlášť záznam a údaje o klientoch by 
nemuseli byť derivované z jednotlivých oblastí.   
4.3.6 Využitie v praxi 
 Na základe zistení, ktoré predstavujú predovšetkým tabuľky v hodnotiacej časti, 
môžeme učiniť určité závery a odporučiť ako by sa dali vydolované znalosti využiť 
v prospech poisťovne. 
 Ak sa pozrieme na obe tabuľky, tak zistíme, že aj najnižšie zarábajúci jednotlivci 
ešte nemusia patriť aj do najnižšej kúpnej sily. Znamená to, že aj keď ľudia nezarábajú 
veľa sú ochotní alebo nútení míňať viac. To však znamená, že k dispozícii majú menej 
voľného kapitálu. Z tohto pohľadu sa preto poisťovni primárne neoplatí zameriavať sa 
na dôchodcov, nábožných ľudí a rodiny s nižšími príjmami.  
 Jedným z ďalších zistení je aj fakt, že na cieľové atribúty má len zanedbateľný 
vplyv náboženská príslušnosť a priemerná veľkosť domácnosti. Naopak, vzdelanie, typ 
a podtyp zákazníka má na celkové výsledky pomerne zásadný vplyv. Poisťovňa teda 
môže rozdeliť zákazníkov do spoločných skupín na základe týchto atribútov 
a pristupovať ku klientom v každej oblasti čo najefektívnejším spôsobom.  
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4.4 Návrh riešenia pre nákupné centrá 
 V poslednej prípadovej štúdii sa budeme venovať nákupným centrám. Dátový 
set síce nepochádza z typického obchodného centra, ale charakteristicky má k nemu 
veľmi blízko. V tejto časti budeme mať k dispozícii dátový set, ktorý pochádza 
z Medzinárodného letiska v San Franciscu (SFO). Jedná sa o prieskum medzi 
návštevníkmi letiska z roka 2011, ktorý je dostupný na [18]. 
4.4.1 Porozumenie problému 
  V rámci riešenia sa zameriame na určenie tých atribútov, ktoré určujú celkovú 
spokojnosť zákazníkov s letiskom SFO. Nakoľko chce letisko zlepšiť služby pre 
zákazníkov, určenie tohto atribútu poukáže na faktory, na ktoré je potrebné primárne sa 
zamerať a tým zvýšiť spokojnosť návštevníkov.  
 V rámci tejto úlohy sa pokúsime ďalej zistiť, ktoré z atribútov ovplyvňujú to, či 
si návštevník zakúpi tovar v obchode alebo objedná jedlo či nápoj v reštaurácii. Účelom 
je zistiť, na akých zákazníkov sa obchody a reštaurácie majú zamerať a čo ľudí 
motivuje ku kúpe nejakého tovaru alebo služby.  
4.4.2 Porozumenie dátam 
 Dátový set pozostáva z 3 872 záznamov a každý je popísaný 68 atribútmi. 
Jednotlivé atribúty sú oddelené čiarkou a záznamy symbolom nového riadku 
({CR}{LF}). Súbor je vo formáte .csv, teda štandardnom formáte pre dátové sety. 
Ukážka jedného riadku nespracovaných dát je v tabuľke č.20.  
1 440 1 2 4 1 1 
1 1 25 LAS VEGAS 25 2 85600 
1 8:56 10:25 01:29 89 2 1 
2 1 1 2 2 2 1 
4 4 4 4 4 5 6 
6 4 5 6 5 6 4 
4 4 6 6 4 4 5 
2     5 5 
5 2 1 CA 94115 US 1 
5 1 3 1 1   
Tabuľka č. 20: Jeden riadok nespracovaných dát z prieskumu v SFO 
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 Vzhľadom na množstvo atribútov, ktoré sú štatisticky nevýznamné alebo nie sú 
vhodné pre stanovenú úlohu, boli vybraté iba tie, ktoré nás zaujímajú a rozoberieme si 
ich práve v tejto kapitole. Z dôvodu množstva hodnôt, ktoré môžu niektoré atribúty 
nadobúdať, nebudeme vybraté atribúty špecifikovať tak detailne ako v predošlých 
prípadových štúdiách. Atribúty s prefixom „Q“ sú otázky, na ktoré respondenti 
odpovedali v dotazníkoch. 
LATECODE  -  Meškanie lietadla. Atribút nadobúda hodnoty 1 až 6. Hodnota 1 
reprezentuje odlet načas. Hodnota 5 až 91 minút alebo zrušenie. Hodnota 6 znamená, že 
meškanie nie je známe. 
DESTGEO – Cieľový región. Atribút môže nadobúdať hodnoty 1 až 10, ktoré 
reprezentujú oblasť kam návštevník letiska cestuje (napr. Európa, USA – západ a pod.). 
TERM – Terminál z ktorého odlieta lietadlo. Nadobúda hodnoty 1 až 4, pričom  
terminál č. 4 je medzinárodný. 
STRATA – Časť dňa, kedy návštevník odlieta – ráno, na obed, večer. 
Q2_1 – Cieľ cesty. Nadobúda hodnoty ako práca, zábava, konferencia, svadba a pod. 
Q3_1 – Spôsob dopravy na letisko. Možné hodnoty – doviezol sa sám, dovezený, taxík 
a pod. 
Q4A –. Mali ste batožinu na skontrolovanie (check-in)? Možné hodnoty – áno, nie, 
neviem.  
Q4B – Kúpili ste si niečo v obchode počas návštevy letiska SFO? Možné hodnoty – 
áno, nie, neviem. 
Q4C – Objednali ste si niečo v reštaurácii počas návštevy letiska SFO? Možné hodnoty 
– áno, nie, neviem. 
Q7 – Počítajúc aj dnešok, koľkokrát ste leteli z letiska SFO za posledných 12 mesiacov? 
Hodnoty, ktoré atribút nadobúda sú v intervale 1 až 6. Pre hodnotu 1 platí že cestujúci 
za posledných 12 mesiacov cestoval raz, pre hodnotu 6 viac ako 24 krát. 
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 Nasledujúce otázky zo skupiny Q8 sa týkali spokojnosti zákazníkov 
s jednotlivými časťami letiska. Hodnoty, ktoré môžu nadobúdať sú uvedené v tabuľke 
č.21. 






Tabuľka č. 21: Referenčné hodnoty (RH) a premenné na ktoré odkazujú pre otázky Q8 
 
 Atribúty Q8A až Q8N vyjadrujú spokojnosť zákazníkov v týchto častiach letiska 
SFO (s ohľadom na abecedné poradie): výzdoba a výstavy; reštaurácie; obchody 
a prevádzky; značenie a smerové tabule na letisku SFO; eskalátory, výťahy a pohyblivé 
chodníky; informácie na obrazovkách a monitoroch; informačné búdky (dolné 
poschodie); informačné búdky (horné poschodie); značenie a smerové tabule na cestách 
do letiska SFO; parkovacie priestory letiska; AirTrain (letiskový vlak na vyvýšenej 
železnici); autobus na letisko; prenájom áut; letisko SFO ako celok.  
Q11 – Ako bezpečne ste sa cítili na letisku? Nadobúda hodnoty 1 až 5, od „vôbec nie 
bezpečne“ až po „extrémne bezpečne“.  
Q14 – Mestská oblasť, z ktorej ste sa dnes na letisko dopravili? Možné hodnoty – rôzne 
oblasti z okolia San Francisca. 
 Q15A – Ako ľahko ste sa orientovali na letisku? Možné hodnoty – 1 až 6. 1 pre veľmi 
ťažko, 5 pre jednoducho a 6 reprezentuje neviem.  
Q15B – Ako sa vám prechádzalo cez bezpečnostné kontroly? Atribút nadobúda rovnaké 
hodnoty ako v otázke Q15A. 
Q16 – Narazili ste počas svojho času stráveného na letisku na nejaké problémy? Možné 
hodnoty – áno, nie, neviem. 
Q18STATE – Štát trvalého pobytu respondenta (aplikuje sa iba na rezidentov USA). 
Možné hodnoty – skratky amerických štátov. 
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Q18COUNTRY – Krajina trvalého pobytu respondenta. Možné hodnoty – celý názov 
krajiny odkiaľ respondent pochádza. 
HOME – Kód odkiaľ respondent pochádza. Napr. 1 – San Francisco, 17 – Blízky 
východ. 
Q19 – Vek respondenta. Je rozdelený do siedmych intervalov, hodnota môže nadobúdať 
aj číslo 8, čo znamená, že opýtaný nechcel na túto otázku odpovedať. 
Q20 – Pohlavie respondenta. Možné hodnoty – mužské alebo ženské 
Q21 – Ročný príjem domácnosti v americký dolároch. Nadobúda hodnoty 1 – menej 
ako 50 tis., 2 – medzi 50 a 100 tis., 3 – medzi 100 a 150 tis., 4 – nad 150 tis., 5 – iné, 
nešpecifikované.  
4.4.3 Príprava dát 
 V predošlej kapitole sme vybrali iba relevantné atribúty, ktoré sú vhodné pre 
stanovenú úlohu. Niektoré atribúty v dátovom sete boli pre mnoho záznamov 
nedefinované a tieto tiež nemôžu patriť medzi vstupné premenné. Jedná sa o otázky 
týkajúce sa kvality webovej stránky, na ktoré mnohí návštevníci letiska nevedeli 
odpovedať. Tieto atribúty preto neboli zahrnuté ani v predošlej kapitole. 
 Podobne ako v predchádzajúcich prípadových štúdiách, aj tu využijeme 
integračné služby poskytované nástrojom BIDS. Na obrázku č. 20 je naznačený spôsob, 





Obrázok č. 20: Odfiltrovanie nepotrebných atribútov 
 
 V nasledujúcom kroku už môžeme vytvoriť tabuľku v databáze so žiadanými 
atribútmi. Na obrázku č. 21 je zobrazená časť SQL dotazu, ktorý vytvára danú tabuľku 
v databáze. Všetky atribúty sú diskrétneho typu. 
 
Obrázok č. 21: Časť SQL dotazu vytvárajúceho tabuľku SFO2011 
 
 Po vytvorení tabuľky, môžeme vkladať jednotlivé záznamy. Tento proces je 




Obrázok č. 22: Vloženie záznamov do tabulky 
 
 Na záver ešte vložíme primárny kľúč, pomocou ktorého budeme identifikovať 
jednotlivé záznamy. 
Alter Table SFO2011 Add ID Int Identity (1, 1); 
4.4.4 Modelovanie 
 Na riešenie úlohy boli použité 3 atribúty, ktoré sú cieľovými premennými. Sú to 
tieto: 
 Q8N – Celková spokojnosť návštevníkov s letiskom SFO2011. Bude nás najmä 
zaujímať vplyv ostatných atribútov zo skupiny Q8, aby sme zistili, ktorá časť letiska má 
najväčší vplyv na spokojnosť respondentov. Bude však zaujímavé sledovať aké ďalšie 
atribúty majú na túto cieľovú premennú vplyv. 
 Q4B – Otázka pre zákazníka, či si počas návštevy letiska zakúpil nejaký 
výrobok v jednej z predajní. Táto cieľová premenná bude braná aj ako vstupný atribút. 
 Q4C – Otázka pre zákazníka, či počas návštevy letiska objednal nápoj alebo 
jedlo v reštaurácii. Táto cieľová premenná, rovnako ako v predošlom prípade, bude 
braná aj ako vstupný atribút. 
 Vzhľadom na to, že pracujeme s premennými diskrétneho typu, môžeme pri 
riešení úlohy použiť všetky algoritmy, ktoré máme dostupné. Na nasledujúcich 




Obrázok č. 23: Úspešnosť predikcie atribútu Q8N 
 
 Z obrázka č.23 je jasné, že najlepšie skóre majú neurónové siete (zelená farba). 
Ďalšie algoritmy však výrazne nezaostávajú a pre danú úlohu môžu byť rovnako 
použité. Obzvlášť dobrý výsledok pri určovaní cieľovej premennej dosiahol algoritmus 
Naive Bayes (slabo žltá farba). Algoritmus tradične predpokladá vysokú úspešnosť 
predpovedí a to sa prejavuje predovšetkým pri rastúcej populácii, kde v závere dokáže 




Obrázok č. 24: Úspešnosť predikcie atribútu Q4B 
 
 Výsledok jednotlivých algoritmov v prípade určovania atribútu Q4B je trochu 
iný. Väčšie skóre dosiahli algoritmy rozhodovacie stromy (červená farba) a asociačné 
pravidlá (slabo modrá farba), zatiaľ čo clustering (fialová farba) má skóre najnižšie. 
Ako je na obrázku vidieť, neurónové siete a Naive Bayes nedosahujú až také dobré 






Obrázok č. 25: Úspešnosť predikcie atribútu Q4C 
. Najhoršie hodnotenie majú algoritmy pri určovaní atribútu Q4C, pričom najviac 
sa prepadli algoritmy clustering a Naive Bayes. Najúspešnejšími algoritmami sú 
v tomto prípade opäť rozhodovacie stromy a asociačné pravidlá. 
4.4.5 Hodnotenie 
 Po vyhodnotení výsledkov jednotlivých algoritmov môžeme určiť, ktoré atribúty 
vplývajú na celkovú spokojnosť respondentov (Q8N) a s akou silou. Na obrázku č.26 je 
vidieť ktoré atribúty vplývajú na cieľovú premennú podľa algoritmu Naive Bayes. 
Podľa očakávania sú najvplyvnejšími atribútmi otázky zo skupiny Q8. Veľmi slabý 
vplyv však majú atribúty Q8B (reštaurácie) a Q8C (obchody a prevádzky) na celkový 
dojem zákazníkov z letiska SFO. Tieto atribúty sa ako jediné zo skupiny Q8 v diagrame 
z obrázka č.26 nevyskytujú. Znamená to, že celkový dojem letiska tieto atribúty nijak 




Obrázok č. 26: Vplyv atribútov na cieľovú premennú Q8N 
 
 Na druhej strane, atribúty ktoré cieľovú premennú najviac ovplyvňujú sú podľa 
významnosti tieto: 
1. Q8D – Značenie a smerovacie tabule na letisku SFO. 
2. Q8F – Informácie na obrazovkách a monitoroch. 
3. Q8E – Eskalátory, výťahy a pohyblivé chodníky. 
4. Q8H – Informačné búdky (horné poschodie). 
5. Q8I – Značenie a smerovacie tabule na cestách na letisko SFO. 
 Z atribútov mimo skupiny Q8 má ešte určitú váhu otázka Q15A, orientácia na 
letisku. Medzi vstupnými atribútmi a cieľovou premennou je pozitívna korelácia. 
 Pri určovaní atribútov Q4B a Q4C mali najväčšiu úspešnosť rozhodovacie 
stromy. Závislosť jednotlivých atribútov je naznačená na obrázku č.27. Silná korelácia 
je medzi atribútmi Q4B a Q4C. Silnejší vplyv má však atribút Q4C na Q4B, čo 
znamená, že ak si zákazník objedná niečo v reštaurácii, tak je väčšia šanca, že si niečo 
kúpi aj v obchode. Platí to však aj opačne. Ďalšie atribúty, ktoré vplývajú na cieľové 
premenné sú Q4A (cestujúci s batožinou – check-in), Q8B (spokojnosť s reštauráciami) 
a Q8C (spokojnosť s obchodmi). V tabuľke č.22 sú zoradené atribúty podľa 




Obrázok č. 27: Vplyv atribútov na cieľové premenné Q4C a Q4B 
 
Cieľová premenná Q4B Cieľová premenná Q4C 
Atribút Q4C (pozitívna korelácia) Atribút Q4B (pozitívna korelácia) 
Atribút Q4A (negatívna korelácia) Atribút Q8B (pozitívna korelácia) 
Atribút Q8C (pozitívna korelácia) Atribút Q4A (negatívna korelácia) 
Atribút Q8B (pozitívna korelácia)  
Tabuľka č. 22: Vplyv atribútov na cieľové premenné podľa významnosti 
 
4.4.6 Využitie v praxi 
 Na základe hodnotenia vplyvu jednotlivých atribútov na cieľové premenné, je 
možné vyvodiť určité závery a odporučiť spôsob využitia vydolovaných znalostí v 
praxi.  
 Ako sa ukázalo, celková spokojnosť respondentov je najviac spojená 
s orientáciou a informáciami pre cestujúcich. Návštevníci letiska tak potrebujú 
prehľadné značenia a informácie tak, aby dokázali byť včas pri bráne a stihli tak svoj 
let. Letisko SFO preto musí dbať na to, aby informácie zobrazené na monitoroch boli 
vždy aktuálne a smerovacie tabule jednoznačné. Každé zjednodušenie a zrýchlenie 
pohybu cestujúceho po letisku bude znamenať vo výsledku jeho väčšiu spokojnosť. 
Dalo sa predpokladať, že spokojnosť s reštauráciami a obchodmi nie je až tak 
relevantná, keďže nakupovanie nie je primárna činnosť návštevníkov letiska.  
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 Vek, príjem domácnosti alebo krajina trvalého pobytu neovplyvňuje žiadny 
z cieľových atribútov. Úloha teda ukázala, že prispôsobenie marketingu na základe 
sociálno-ekonomických ukazovateľov nie je efektívne.  
 Spokojnosť zákazníkov s reštauráciami a obchodmi je vzájomne ovplyvňovaná. 
Využívanie marketingu v reštauráciách na propagáciu určitých produktov a naopak, 
lákanie zákazníkov obchodov do kaviarní a reštaurácii na letisku by mohlo byť 
efektívne. Hodnotenie samotných reštaurácii a obchodov je rovnako dôležité, takže sa 
























 Cieľom tejto diplomovej práce bolo navrhnúť využitie techník data miningu 
v rôznych odvetviach, kde tento nástroj môže pomôcť pri udržovaní zákazníkov alebo 
získaní nových, pri správnom smerovaní marketingových kampaní, či zvyšovaní tržieb.  
 V práci bol zadefinovaný správny proces data miningového projektu pomocou 
metodológie CRISP-DM. Teoretické východiská, ktoré práca popisuje, sa stali 
základom pre spracovanie reálneho obchodného problému. Analýza súčasného 
využívania dolovania z dát nám načrtla smer, ktorým sa práca bude ďalej uberať 
a ukázala, aké miesto má data mining v jednotlivých odvetviach. 
 K vypracovaniu tejto diplomovej práce bol použitý softvér od spoločnosti 
Microsoft, a to Microsoft Visual Studio 2008 rozšírený o nástroje BIDS, ktoré sú 
súčasťou Microsoft SQL Server Management Studia. Tento softvér, ktorý je dostupný 
v rámci akademickej licencie, je pomerne jednoducho ovládateľný, prehľadný 
a efektívny pri vypracovaní úloh, ktoré boli v rámci tejto práce prezentované.  
 Dosiahnuté výsledky v jednotlivých častiach práce môžeme hodnotiť ako 
úspech. Niektoré úlohy sa však ukázali neriešiteľné vzhľadom na poskytnutý dátový set. 
Presnosť algoritmov v niektorých prípadoch tiež nebola dostatočná a preto bolo dôležité 
prispôsobiť ich použitie na konkrétnu úlohu. Ako sa ukázalo, kvalita poskytnutých dát 
a ich prispôsobenie cieľu úlohy sú veľmi dôležité faktory úspechu.  
 Túto prácu by bolo možné rozšíriť o ďalšie prípadové štúdie alebo ponúknuť iné 
možnosti využitia dolovania z dát v rámci prezentovaných odvetví. Je možné však aj 
ďalej pracovať s dátovými setmi, ktoré boli v tejto práci použité a pokúsiť sa odhaliť iné 
zaujímavé informácie a vzťahy medzi atribútmi. 
 Na záver by som chcel dodať, že spoločnosti budú musieť vždy pracovať 
s dátami, ktorých je stále viac. Nástroje ako data mining im môžu pomôcť získať 
potrebné znalosti podobným spôsobom ako to prezentuje táto práca. Dôležitosť 
dolovania z dát bude stúpať a odhaľovaním skrytých znalostí môžu spoločnosti získať 
obrovskú výhodu. S príchodom tzv. „Big Data“ môžeme očakávať aj ďalší vývoj data 
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miningových nástrojov a vylepšovanie algoritmov tak, aby sa zefektívnilo spracovanie 
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Príloha č. 1: Výsledky predikcie algoritmov pri úlohe bankový sektor - určovanie 
termínovaného vkladu a hypotéky 
 
 
Hypotéka – Rozhodovacie stromy 
 Reálne „áno“ Reálne „nie“ 
Predikcia „áno“ 5249 3164 
Predikcia „nie“ 873 1714 
 
Hypotéka – Neurónové siete 
 Reálne „áno“ Reálne „nie“ 
Predikcia „áno“ 4652 2675 
Predikcia „nie“ 1470 2203 
 
Hypotéka – Clustering 
 Reálne „áno“ Reálne „nie“ 
Predikcia „áno“ 5143 3486 




Termínovaný vklad – Rozhodovacie stromy 
 Reálne „áno“ Reálne „nie“ 
Predikcia „áno“ 187 123 
Predikcia „nie“ 1105 9585 
 
Termínovaný vklad – Neurónové siete 
 Reálne „áno“ Reálne „nie“ 
Predikcia „áno“ 187 123 
Predikcia „nie“ 1105 9585 
 
Termínovaný vklad – Clustering  
 Reálne „áno“ Reálne „nie“ 
Predikcia „áno“ 0 0 













Príloha č. 2: Porovnanie úspešného algoritmu (rozhodovacie stromy) 
a neúspešného (clustering) pri úlohe poisťovne - určovanie kúpnej sily 
 
Kúpna sila – Rozhodovacie stromy (P – predikcia, R – skutočnosť) 
 R = 1 R = 2 R = 3 R = 4 R = 5 R = 6 R = 7 R = 8 
P = 1 458 16 3 2 4 1 0 0 
P = 2 10 326 3 2 0 0 0 0 
P = 3 0 0 1231 12 1 0 0 0 
P = 4 0 0 35 761 29 0 0 0 
P = 5 0 0 0 0 453 0 0 0 
P = 6 0 0 0 0 3 800 41 0 
P = 7 0 0 0 0 0 0 335 26 




Kúpna sila – Clustering (P – predikcia, R – skutočnosť) 
 R = 1 R = 2 R = 3 R = 4 R = 5 R = 6 R = 7 R = 8 
P = 1 0 0 0 0 0 0 0 0 
P = 2 4 1 0 0 0 0 0 0 
P = 3 403 302 1051 528 339 360 88 27 
P = 4 4 34 97 122 92 99 10 35 
P = 5 0 0 0 0 0 0 0 0 
P = 6 16 2 51 83 35 190 160 111 
P = 7 0 0 1 8 2 0 0 0 
P = 8 5 3 77 36 22 152 123 202 
 
 
 
 
 
 
 
 
 
 
 
