Keldysh Derivation of Oguri's Linear Conductance Formula for Interacting
  Fermions by Heyder, Jan et al.
Keldysh Derivation of Oguri’s Linear Conductance Formula for Interacting Fermions
Jan Heyder, Florian Bauer, Dennis Schimmel, and Jan von Delft
Arnold Sommerfeld Center for Theoretical Physics and Center for NanoScience,
Ludwig-Maximilians-Universita¨t Mu¨nchen, Theresienstrasse 37, D-80333 Mu¨nchen, Germany
(Dated: April 12, 2017)
We present a Keldysh-based derivation of a formula, previously obtained by Oguri using the
Matsubara formalisum, for the linear conductance through a central, interacting region coupled to
non-interacting fermionic leads. Our starting point is the well-known Meir-Wingreen formula for
the current, whose derivative w.r.t. to the source-drain voltage yields the conductance. We perform
this derivative analytically, by exploiting an exact flow equation from the functional renormalization
group, which expresses the flow w.r.t. voltage of the self-energy in terms of the two-particle vertex.
This yields a Keldysh-based formulation of Oguri’s formula for the linear conductance, which fa-
cilitates applying it in the context of approximation schemes formulated in the Keldysh formalism.
(Generalizing our approach to the non-linear conductance is straightforward, but not pursued here.)
– We illustrate our linear conductance formula within the context of a model that has previously
been shown to capture the essential physics of a quantum point contact in the regime of the 0.7
anomaly. The model involves a tight-binding chain with a one-dimensional potential barrier and
onsite interactions, which we treat using second order perturbation theory. We show that numeri-
cal costs can be reduced significantly by using a non-uniform lattice spacing, chosen such that the
occurence of artificial bound states close to the upper band edge is avoided.
I. INTRODUCTION
Two cornerstones of the theoretical description of
transport through a mesoscopic system are the Landauer-
Bu¨ttiker [1] and Meir-Wingreen [2] formulas for the con-
ductance. The Landauer-Bu¨ttiker formula describes the
conductance between two reservoirs connected by a cen-
tral region in the absence of interactions. The Meir-
Wingreen formula applies to the more general case that
the central region contains electron-electron interactions:
it expresses the current, in beautifully compact fashion,
in terms of the Fermi functions of the reservoirs, and
the retarded, advanced and Keldysh components of the
Green’s function for the central region.
To actually apply the Meir-Wingreen formula, these
Green’s functions have to be calculated explicitly, which
in general is a challenging task. Depending on the in-
tended application, a wide range of different theoretical
tools have been employed for this purpose. Much at-
tention has been lavished on the case of non-equilibrium
transport through a quantum dot described by a Kondo
or Anderson model, where the central interacting region
consists of just a single localized spin or a single elec-
tronic level, see Refs. [3, 4] for reviews. Here we are inter-
ested in the less well-studied case of systems for which the
physics of the interacting region cannot be described by
just a single site, but rather requires an extended model,
consisting of many sites.
We have recently used a model of this type in a paper
that offers an explanation for the microscopic origin of
the 0.7-anomaly in the conductance through a quantum
point contact (QPC) [5]. The model involves a tight-
binding chain with a one-dimensional potential barrier
and onsite interactions. In Ref. [5] we used two ap-
proaches to treat interactions: second-order perturbation
theory (SOPT) and the functional renormalization group
(fRG). Our calculations of the linear conductance were
based on an exact formula derived by Oguri [6, 7]. He
started from the Kubo formula in the Matsubara formal-
ism and performed the required analytical continuation
of the two-particle vertex function occurring therein us-
ing Eliashberg theory [8].
Since Oguri’s formula for the linear conductance is ex-
act, it can also be used when employing methods different
from SOPT, for example fRG, to calculate the self-energy
and two-particle vertex. If this is done in the Matsubara
formalism, and if one attempts to capture the frequency
dependence of the self-energy (as for the fRG calcula-
tions of Ref. [5]), one is limited, in practice, to the case
of zero temperature, because finite-temperature calcula-
tions would require an analytic continuation of numerical
data from the imaginary to the real frequency axis, which
is a mathematically ill-defined problem. This problem
can be avoided by calculating the self-energy and ver-
tex directly on the real axis using the Keldysh formalism
[9, 10]. However, to then calculate the linear conduc-
tance, the ingredients occuring in Oguri’s formula would
have to be transcribed into Keldysh language, and such
a transcription is currently not available in the literature
in easily accessible form.
The main goal of the present paper is to derive a
Keldysh version of Oguri’s formula for the linear con-
ductance by working entirely within the Keldysh formal-
ism. Our starting point is the Meir-Wingreen formula
for the current, J(V ), with the conductance defined by
g = ∂V J . Rather than performing this derivative nu-
merically, we here perform it analytically, based on the
following central observation: The voltage derivative of
the Green’s functions that occur in the Meir-Wingreen
formula, ∂V G, all involve the voltage derivative of the
self-energy, ∂V Σ. The latter can be expressed in terms of
the two-particle vertex by using an exact flow equation
from the fRG. (Analogous strategies have been used in
the past for the dependence of the self-energy on temper-
ature [11] or chemical potential [12, 13].) We show that
it is possible to use this observation to derive Oguri’s
formula for the linear conductance, expressed in Keldysh
ar
X
iv
:1
70
4.
05
75
1v
1 
 [c
on
d-
ma
t.s
tr-
el]
  1
9 A
pr
 20
17
2notation, provided that the Hamiltonian is symmetric
and conserves particle number. Our argument evokes a
Ward identity [14], following from U(1)-symmetry, which
provides a relation between components of the self-energy
and components of the vertex.
As an application of our Keldysh version of Oguri’s
conductance formula, we use Keldysh-SOPT to calcu-
late the conductance through a QPC using the model of
Ref. [5]. Some results of this type were already presented
in Ref. [5], but without offering a detailed account of the
underlying formalism. Providing these detail is one of
the goals of the present paper. We also discuss some
details of the numerical implementation of these calcula-
tions. In particular, we show that it is possible to greatly
reduce the numerical costs by using a non-monotonic lat-
tice spacing when formulating the discretized model. We
present results for the conductance as function of bar-
rier height for different choices of interaction strength U ,
magnetic field B and temperature T and discuss both the
successes and limitations of the SOPT scheme.
The paper is organized as follows: After introducing
the general interacting model Hamiltonian in Sec. II, we
present the Keldysh derivation of Oguri’s conductance
formula in Sec. III. We set the stage for explicit conduc-
tance calculations by expressing the self-energy and the
two-particle vertex within Keldysh SOPT in Sec. IV. We
introduce our the 1D-model of a QPC and discuss re-
sults for the conductance in Sec. V. A detailed collection
of definitions and properties of both Green’s and vertex
functions in the Keldysh formalism can be found in Ap-
pendix A and in Ref. [15] (in fact our paper closely follows
the notation used therein). A diagrammatic derivation
of the fRG flow-equation for the self-energy is given in
Appendix B and the Ward identity resulting from par-
ticle conservation is presented in Appendix C. In Ap-
pendix D we perform an explicit calculation to verify the
fluctuation-dissipation theorem for the vertex-functions
within SOPT. Finally, we apply the method of finite
differences in Appendix E, to discretize the continuous
Hamiltonian using a non-constant discretization scheme.
II. MICROSCOPIC MODEL
Within this work we consider a system composed
of a finite central interacting region coupled to two
non-interacting semi-infinite fermionic leads, a left lead,
with chemical potential µl, temperature T l and Fermi-
distribution function f l, and a right lead, with chemi-
cal potential µr, temperature T r and Fermi-distribution
function fr. The two leads are not directly connected
to each other, but only via the central region. A similar
setup was considered in Ref. [2] and Ref. [6].
The general form of the model Hamiltonian reads
H = H0 +Hint =
∑
ij
hijd
†
idj +
∑
ij
Uijninj , (1)
where hij is a hermitian matrix, and Uij is a real, sym-
metric matrix, non-zero only for states i,j within the cen-
tral region. d†i/di creates/destroys an electron in state i
and ni = d
†
idi counts the number of electrons in state
i. While in general the index i can represent any set of
quantum numbers we will regard it as a composite in-
dex, referring, e.g. to the site and spin of an electron
for a spinful lattice model. Note, that the Hamiltonian
conserves particle number, which is crucial in order to
formulate a continuity equation for the charge current in
the system.
We use a block representation of the matrix h of the
single-particle Hamiltonian
h=
 hl hlc 0hcl h0,c hcr
0 hrc hr
 , (2)
where the indices l, r, and c stand for the left lead, right
lead, and central region, respectively. For example, the
spatial indices of the matrix h0,c both take values only
within the central region, while the first spatial index of
hcl takes a value within the central region and the sec-
ond spatial index takes a value within the left lead. The
subscript 0 emphasizes the absence of interactions in the
definition of h0,c (the leads and the coupling between the
leads and the central region are assumed non-interacting
throughout the whole paper).
III. TRANSPORT FORMULAS
We henceforth work in the Keldysh formalism. Our
notation for Keldysh indices, which mostly follows that
of Ref. [15], is set forth in detail in Appendix A, to allow
the main text to focus only on the essential steps of the
argument.
A. Current formula
We begin by retracing the derivation of the Meir-
Wingreen formula. In steady state the number of par-
ticles in the central region is constant. Hence, the par-
ticle current from the left lead into the central region
is equal to the particle current from the central region
into the right lead, J := Jl→c = Jc→r. [We remark that
this continuity equation can also be obtained by imposing
the invariance of the partition sum under a gauged U(1)
transformation, following from particle conservation of
the Hamiltonian, see Appendix C]. This allows us to fo-
cus on the current through the interface between left lead
and central region. Expressing the current in terms of the
time-derivative of the total particle number operator of
the left lead, nl =
∑
i∈L ni, we obtain the Heisenberg
equation of motion J = −e〈n˙l〉 = −ie/~〈[H,nl]〉, where
e is the electronic charge and ~ is Planck’s constant. For
the Hamiltonian of Eq. (1), the current thus reads
J = − ie
~
∑
i∈L
j∈C
[
hij〈d−j (t)[d
+
i ]
†(t)〉 − hji〈d−i (t)[d
+
j ]
†(t)〉
]
=
e
~
[
Tr{(hlc − hcl)G−|+}
]
, (3)
3with the interacting equal-time lesser Green’s function
G
−|+
i|j =G
−|+
i|j (t|t)=−i〈d−i (t)[d
+
j ]
†(t)〉 (here we used time-
translational invariance of the steady-state). Fourier
transformation of Eq. (3) yields
J =
e
h
∫
dεTr
{
(hlc − hcl)G−|+(ε)
}
, (4)
with h=2pi~. We introduced the symbol G for a Green’s
function that depends on a single frequency only (as op-
posed to the Fourier transform of the time-dependent
Green’s function G, which, in general, depends on two
frequencies, see Appendix A, Eq. (A.7), for details).
Following the strategy of Ref. [2], we use Dyson’s equa-
tion, Eq. (A.26), to express the current in terms of the
central region Green’s function Gc and rotate from the
contour basis into the Keldysh basis (the explicit Keldysh
rotation is given by Eq. (A.10) and Eq. (A.14c)). This
yields
J=
ie
2h
∫
dε Tr{Γl[G2|2c − (1− 2f l)(G2|1c − G1|2c )]}, (5)
with retarded, G2|1c (ε), advanced, G1|2c (ε), and Keldysh
central region Green’s function, G2|2c (ε), and the hy-
bridization function Γl(ε) = i hcl(g
2|1
l (ε)− g1|2l (ε))hlc,
where gl(ε) is the Green’s function of the isolated left
lead. Here and below we omit the frequency argument
for all quantities that depend on the integration variable
only. Eq. (5) is the celebrated Meir-Wingreen formula
for the current (c.f. Eq. (6) in Ref. [2] for a symmetrized
version thereof).
We now present a version of the Meir-Wingreen
formula in terms of the interacting one-particle irre-
ducible self-energy Σ (with retarded, Σ1|2, advanced,
Σ2|1 and Keldysh component Σ1|1 [Eq. (A.3), Eq. (A.7),
Eq. (A.13)]). It can be derived by means of Dyson’s equa-
tion, Eq. (A.25), which enables a reformulation of the
Green’s functions in Eq. (5) in terms of the hybridiza-
tion functions Γ, the lead distribution functions f and
the self-energy Σ:
G2|1c −G1|2c = G2|1c
([G1|2c ]−1− [G2|1c ]−1)G1|2c
= G2|1c
(− i(Γl + Γr) +Σ1|2 − Σ2|1)G1|2c ,
G2|2c =G2|1c
(− i ∑
k=l,r
(1− 2fk)Γk +Σ1|1)G1|2c . (6)
Hence, the current formula can be written as the sum of
two terms,
J =
e
h
∫
dε
[
(f l − fr)Tr{ΓlG2|1c ΓrG1|2c }+ (7)
+
i
2
Tr{ΓlG2|1c
(
Σ1|1 − (1−2f l)(Σ1|2 − Σ2|1)
)
G1|2c }
]
.
In equilibrium, i.e. f := f l = fr, the current must
fulfill J = 0. With the first term of Eq. (7) vanish-
ing trivially, this imposes the fluctuation-dissipation the-
orem (FDT) for the self-energy at zero bias voltage,
Σ1|1 = (1−2f)(Σ1|2−Σ2|1). Note that a similar FDT
can be formulated for the Green’s function in Eq. (5).
B. Differential conductance formula
Differentiating Eq. (5) w.r.t. the source-drain voltage
V =(µl−µr)/e, i.e. the voltage drop from the left to the
right lead, provides the differential conductance gV =
∂V J . We denote derivatives w.r.t. frequency by a prime,
e.g. f l
′
:= ∂εf
l, and derivatives w.r.t. the source-drain
voltage by a dot,
.Gc := ∂V Gc. Using Dyson’s equation
[Eq. (A.25)], we can express the derivative of the Green’s
function in terms of derivatives of the self-energy:
.Gα|α′c =
∑
β,β′
Gα|β′c
.
Σβ
′|βGβ|α′c + Sα|α
′
,
S1|1 =S1|2 =S2|1 =0 , S2|2 = G2|1c
.
Σ
1|1
leadG1|2c . (8)
Here we introduced the socalled single scale propagator
S and the lead self-energy Σ
1|1
lead =−i
∑
k=l,r(1− 2fk)Γk
[Eq. (A.21)]. Hence, we can write the differential con-
ductance in the form
gV =
ie
2h
∫
dεTr
{
Γl
[∑
β,β′
Gα|β′c
.
Σβ
′|βGβ|α′c + S2|2
− (1− 2f l)(G2|1c
.
Σ1|2G2|1c − G1|2c
.
Σ2|1G1|2c )
+2
.
f l(G2|1c − G1|2c )
]}
. (9)
We specify the voltage via the chemical potentials in the
leads, µl = µ + αeV and µr = µ + (α − 1)eV , with
α∈ [0, 1]. This yields
S2|2 = −2ie G2|1c
[
αf l
′
Γl + (α− 1)fr ′Γr
]
G1|2c . (10)
Note that in the special case α= 0, i.e. if the voltage is
applied to the right lead only, the last term in Eq. (9)
vanishes and the differential conductance takes a partic-
ularly simple form. This is a consequence of our initial
choice to express the current via the time derivative of
the left lead’s occupation.
Eq. (9) for the differential conductance of an interact-
ing Fermi system involves derivatives of all self-energy
components,
.
Σ. Below, we show how these can be ex-
pressed in terms of the irreducible two-particle vertex L
and the single scale propagator S using the fRG flow
equation for the self-energy. In this paper we apply this
scheme to derive a Keldysh Kubo-type formula for the
linear conductance (i.e. taking the limit V → 0), which
for a symmetric Hamiltonian yields a Keldysh version of
Oguri’s formula. However, we emphasize that an exten-
sion to finite bias (V 6= 0) is trivial; for that case, too,
Eq. (9) can be written in terms of the two-particle vertex,
following the strategy discussed below.
In Ref. [5] we used Eq. (9) (with α=1/2) to calculate
the differential conductance (linear and non-linear) for a
model designed to describe the lowest transport mode of
a quantum point contact (QPC). The model involves a
1D parabolic potential barrier in the presence of an on-
site electron-electron interaction (see Sec. V for details of
the model). In Ref. [5] we used Keldysh-SOPT (details
4are presented in Sec. IV) to evaluate both the self-energy
and its derivative with respect to voltage. The results
qualitatively reproduce the main feature of the 0.7 con-
ductance anomaly, including its typical dependence on
magnetic field and temperature, as well as the zero-bias
peak in the non-linear conductance. For the remainder
of this paper, though, we will consider only the linear
conductance.
C. Linear conductance formula
In linear response, i.e. V → 0, the linear conductance
g0 does not depend on the specific choice of α. For the
sake of simplicity we use α= 1, which corresponds to a
voltage setup µl = µ+eV and µr = µ. Henceforth, a dot
implies the derivative at zero bias, e.g.
.
f l = ∂V f
l
∣∣
V=0
,
and we have
.
f l=−ef ′ and .fr=0. Differentiating Eq. (7)
w.r.t. the voltage, followed by setting V = 0, yields the
following formla for the linear conductance:
g0 = ∂V J |V=0
=− e
2
h
∫
dεf ′Tr{ΓlG2|1c (Γr+i(Σ1|2−Σ2|1))G1|2c }
+
e2
h
∫
dεTr{ΓlG2|1c ΦlG1|2c }. (11)
All quantities in the integrand are evaluated in equilib-
rium. The voltage derivatives of the self-energy are com-
bined in the expression
Φl=
i
2e
[ .
Σ1|1−(1− 2f)
( .
Σ1|2− .Σ2|1
)]
. (12)
Provided that all components of the self-energy and its
derivative in Eq. (12) are known at zero bias, Eq. (11)
is sufficient to calculate the linear conductance. But,
as is shown below, it is possible to express the voltage
derivatives of Σ directly in terms of the two-particle ver-
tex L, i.e. the rank-four tensor defined as the sum of
all one-particle irreducible diagrams with four external
amputated legs (see Appendix A). This not only reduces
the numbers of objects to be calculated, but more im-
portantly, it completely eliminates the voltage from the
linear conductance formula: whereas the derivative
.
Σ
needs information of the self-energy at finite bias, the
two-particle vertex does not.
To this end we use the fact that an exact expression for
the derivative of the self-energy w.r.t. some parameter Λ
can be related to the two-particle vertex via an exact re-
lation, the socalled flow equation of the functional renor-
malization group (fRG) (for a diagrammatic derivation of
this equation see Appendix B and Ref. [16]. A rigorous
functional derivation of the full set of coupled fRG equa-
tions for all 1PI vertex functions is given in e.g. Ref. [17]).
For example, this type of relation was exploited in Ref.
[18] and [19] to derive non-equilibrium properties of the
single impurity Anderson model. Though Λ is usually
taken to be some high-energy cut-off, it can equally well
be a physical parameter of the system, such as tempera-
ture [11], chemical potential [12, 13] or, as in the present
case, voltage: Λ = V . If only the quadratic part of the
bare action depends explicitely on the flow parameter, as
is the case here, the general flow equation reads
∂ΛΣ
α′|α
i|j (ε) =
1
2pii
∫
dε′
∑
ββ′
kl∈C
S
β|β′
Λ,k|l(ε
′)Lα′β′|αβΛ,ik|jl (ε′, ε; 0),
(13)
where L(ε′, ε; 0) is the irreducible two-particle vertex, de-
fined via Eq. (A.4) and Eq. (A.7). The specific form of
this equation for a given flow-parameter Λ is encoded in
the single-scale propagator S, which is given by
SΛ = −Gc∂Λ [G0,c]−1 Gc = GcG−10,c [∂ΛG0,c]G−10,cGc, (14)
with bare central region Green’s function G0,c(ε). Ac-
cording to Eq. (A.22) only its Keldysh component, G2|20,c ,
depends explicitly on the voltage. Additionally, we use[G−10,c]2|2 =0, following from causality, Eq. (A.12), which
yields:
S
2|2
V=0 = G2|1c
[G−10,c]1|2 ∂V=0G2|20,c [G−10,c]2|1 G1|2c
= −2ief ′G2|1c ΓlG1|2c ,
S
1|1
V=0 = S
1|2
V=0 = S
2|1
V=0 = 0. (15)
It is instructive to realize that this is indeed the single-
scale propagator already introduced in the derivation of
the differential conductance via Eq. (10). The trivial
Keldysh structure of S now implies, that the α′|α- de-
pendence of the self-energy derivatives only enters via
that of the two-particle vertex:
.
Σ
α′|α
i|j (ε)=
1
2pii
∫
dε′
∑
kl∈C
S
2|2
V=0,k|l(ε
′)Lα′2|α2il|jk (ε′, ε; 0).
(16)
This allows us to write Eq. (12) in the form
Φli|j(ε) =
1
2pii
∫
dε′f ′(ε′) (17)
×
∑
kl∈C
[
G2|1c (ε′)Γl(ε′)G1|2c (ε′)
]
k|l
Kil|jk(ε′, ε; 0),
with vertex response part
Kil|jk(ε′, ε; 0) =L12|12il|jk (ε′, ε; 0)− (1− 2f(ε)) (18)
× (L12|22il|jk (ε′, ε; 0)− L22|12il|jk (ε′, ε; 0)).
We use the invariance of the trace under a cyclic permu-
tation, Tr{ΓlG2|1c ΦlG1|2c } = Tr{ΦlG1|2c ΓlG2|1c }, and inter-
change the frequency labels, ε↔ ε′, to obtain the linear
conductance formula
g0 =−
e2
h
∫
dεf ′
[
Tr{ΓlG2|1c
(
Γr + i(Σ1|2 − Σ2|1)
)
G1|2c }
−Tr{ΓlG1|2c Φ˜lG2|1c }
]
, (19)
with the rearranged vertex correction term
Φ˜ll|k(ε) =
1
2pii
∫
dε′
5∑
ij∈C
[
G1|2c (ε′)Γl(ε′)G2|1c (ε′)
]
j|i
Kil|jk(ε, ε′; 0).
(20)
In Appendix C we show that particle conservation implies
that the imaginary part of the self-energy and the vertex
correction are related by the following Ward identity:
i[Σ1|2(ε)− Σ2|1(ε)] = Φ˜l + Φ˜r. (21)
This result is obtained by demanding the invariance of
the physics under a gauged, local U(1) transformation,
which must hold for any Hamiltonian that conserves the
particle number in the system. This symmetry implies an
infinite hierarchy of relations connecting different Green’s
functions. The first equation in this hierarchy repro-
duces the continuity equation used in the beginning of
the above derivation. The second equation in the hier-
archy is Eq. (21), which connects parts of one-particle
and two-particle Green’s function. Inserting the Ward
identity in Eq. (19) yields
g0 =−
e2
h
∫
dεf ′(ε)
×
[
Tr{Γl(ε)G2|1c (ε)
[
Γr(ε) + Φ˜l(ε) + Φ˜r(ε)
]G1|2c (ε)}
−Tr{Γl(ε)G1|2c (ε)Φ˜l(ε)G2|1c (ε)}
]
. (22)
This formula is the central result of this paper. It
expresses the linear conductance in terms of the two-
particle vertex L, which enters via the vertex part Φ˜
[Eq. (20)] and the response vertexK [Eq. (18)]. Note that
the two terms in Eq. (22) differ in their Keldysh structure
via the Keldysh indexing of the full Green’s functions,
which prevents further compactification of Eq. (22) for a
non-symmetric Hamiltonian (e.g. in the presence of finite
spin-orbit interactions, see. e.g. Ref. [20]). If, in contrast,
the Hamiltonian of Eq. (1) is symmetric (i.e. hij = hji),
Eq. (22) can be compactified significantly using the fol-
lowing argument: A symmetric Hamiltonian implies that
the Green’s function G, the self-energy Σ and the hy-
bridization Γ are symmetric, too. This in turn gives a
symmetric Φ˜ via Eq. (21). Hence, the trace in the first
term of Eq. (22) is taken over the product of four sym-
metric matrices, and transposing yields Tr{ΓlG2|1c
[
Γr +
Φ˜l + Φ˜r
]G1|2c } = Tr{ΓlG1|2c [Γr + Φ˜l + Φ˜r]G2|1c }. Hence,
all contributions involving Φ˜l cancel in Eq. (22) and the
linear conductance now simply reads
g0 =−
e2
h
∫ ∞
−∞
dεf ′(ε)
× Tr{Γl(ε)G1|2c (ε)[Γr(ε) + Φ˜r(ε)]G2|1c (ε)}. (23)
This equation constitutes a Keldysh version of Oguri’s
formula for the linear conductance for a symmetric
Hamiltonian (Eq. (2.35) in Ref. [6]). Oguri worked in
the Matsubara formalism and used Eliashberg theory to
perform the analytic continuation of the vertex from Mat-
subara frequencies to real frequencies. By comparing our
formula (23) to Oguri’s version, a connection between
the three Keldysh vertex components in Eq. (18) and
the ones used in Oguri’s derivation can be established, if
desired.
All calculations of the linear conductance reported in
Ref. [5] using Matsubara-fRG and SOPT, and in Ref. [21]
using Keldysh-fRG, were based on Eq. (23).
D. Linear thermal conductance formula
We end this section with some considerations regard-
ing thermal conductance, i.e. the conductance induced
by a temperature difference between the leads. In the
following we assume zero bias voltage, V = 0. The left
lead is in thermal equilibrium with T l = T + T˜ and
the right lead in thermal equilibrium with temperature
T r = T . Thus, the temperature gradient between the
leads will provide a charge current through the central re-
gion. Similar to above, we are now interested in the linear
response thermal conductance formula, g0,T = ∂T˜=0J ,
which we could calculate in similar fashion as the lin-
ear conductance g0. Much easier is the following though:
all terms in Eq. (22) were obtained by once time tak-
ing the derivative of the Fermi distribution f l w.r.t. the
voltage, partly explicitly in Eq. (7) and partly from eval-
uating the single-scale propagator in Eq. (15). Now note,
that ∂T˜=0f
l = ε−µT f
′ = − (ε−µ)eT ∂V=0f l. For a symmetric
Hamiltonian this directly implies, that the linear thermal
conductance is given by
g0,T =
e
hT
∫ ∞
−∞
dε(ε− µ)f ′(ε)
× Tr{Γl(ε)G1|2c (ε)[Γr(ε)+Φ˜r(ε)]G2|1c (ε)}. (24)
IV. VERTEX FUNCTIONS IN SOPT
In Ref. [5] we calculated the linear conductance of our
QPC model [Sec.V] using Eq. (23), and the non-linear
differential conductance using Eq. (9). There we used
fRG (within the coupled ladder approximation) to calcu-
late the linear conductance at T = V = 0, and SOPT
to calculate both the linear conductance at T 6= 0 and
the non-linear (V 6= 0) differential conductance at T = 0.
The details of the fRG approach can be found in Ref. [22].
The purpose of the present section is to present the de-
tails of the SOPT calculations.
In order to apply the conductance formulas derived
above we calculate the self-energy Σ and the two-particle
vertex L in second order perturbation theory (SOPT).
Both are defined in Eq. (A.7) and needed when evaluat-
ing the conductance formulas (22) or (23). The SOPT
strategy is to approximate them by a diagrammatic series
truncated beyond second order in the bare interaction
vertex ν, defined below.
Within this section the compact composite index no-
tation used above is dropped in favor of a more explicit
one. We henceforth use blue roman subscripts (i1, i2, ...)
for site indices only and explicitly denote spin dependen-
cies using σ ∈ {↑, ↓}={+,−}. A green number subscript
6denotes an object’s order in the interaction, e.g. Σ2 is the
desired self-energy to second order in the bare vertex ν.
Below, the quadratic part of the model Hamiltonian,
Eq. (1), is is represented by a real matrix that is sym-
metric in position basis and diagonal in spin space
hσij = h
σ
ji ∈ R , h = h↑ + h↓. (25)
In consequence, the bare Green’s function, too, is diago-
nal in spin space and symmetric in position space:
G0,iσ|jσ′ = δσσ′Gσ0,i|j , Gσ0,i|j = Gσ0,j|i. (26)
We distinguish between composite quantum numbers in-
cluding contour indices kn = (an, in, σn) and compos-
ite quantum numbers including Keldysh indices κn =
(αn, in, σn). The noninteracting Green’s function is rep-
resented by a directed line
G0,k1|k′1(ε) =
εk1 k1 . (27)
We choose an onsite interaction, which reduces the quar-
tic term in Eq. (1) to a single sum
Hint =
∑
i∈C
Uini↑ni↓, (28)
i.e. we evaluate the vertex functions for the case of an on-
site electron-electron interaction. Since the two-particle
interaction is instantaneous in time, we construct the
anti-symmetrized bare interaction vertex as
νk′1,k′2|k1,k2(t
′
1, t
′
2|t1, t2)
= Ui1δi1i2δi1i′1δi1i′2(−a1)δa1a2δa1a′1δa1a′2
× δ(t1 − t2)δ(t1 − t′1)δ(t1 − t′2)
× δσ1σ¯2δσ′1σ¯′2(δσ′1σ1 − δσ′1σ2) , (29)
with σ¯ = −σ. Note that its spin-dependence is de-
termined by Pauli’s exclusion principle and the Slater-
determinant character of the fermionic state. After
Fourier transformation [ Eq. (A.6), Eq. (A.7)] and
Keldysh rotation [Eq. (A.10), Eq. (A.11)] we find
νκ′1,κ′2|κ1κ2(ε
′
1, ε
′
2|ε1, ε2)=2piδ(ε1+ε2−ε′1−ε′2)u¯κ′1,κ′2|κ1κ2 ,
(30)
where we introduced the bare vertex
u¯κ′1,κ′2|κ1κ2 = ui1δi1i2δi1i′1δi1i′2ξ
α′1α
′
2|α1α2
× δσ1σ¯2δσ′1σ¯′2(δσ′1σ1 − δσ′1σ2)
=
κ1
κ2κ1
κ2
, (31)
with ui = Ui/2 and the modulo operation
ξα
′
1α
′
2|α1α2 =
{
1, if α′1 + α
′
2 + α1 + α2 = odd
0, else.
A. The two-particle vertex in SOPT
Our goal is to approximate the vertex part, Eq. (18),
to second order in the interaction. The fully interacting
two-particle vertex, L(ε, ε′; 0), has the following diagram-
matic representation:
Lκ′1κ′2|κ1κ2(ε′, ε; 0) =
ε
ε
ε
ε
κ1
κ1
κ2
κ2
(32)
In SOPT, the vertex L2 is given by the sum of all 1PI
diagrams with four external amputated legs and not more
than two bare vertices. Defining the frequencies
p = ε+ ε′ , x = ε− ε′, (33)
the vertex reads
L2(ε′, ε; 0) = u¯+ Lp2(p) + Lx2(x) + Ld2(0), (34)
with particle-particle channel Lp2, particle-hole channel
Lx2 and direct channel Ld2 defined as
Lp2,κ′1κ′2|κ1κ2(p) =
κ1 κ2
κ1 κ2
=
i
2pi
∫ ∞
−∞
dε′′
∑
q1q2q′1q
′
2
u¯κ′1κ′2|q1q2G0,q1|q′1(p− ε′′)G0,q2|q′2(ε′′)u¯q′1q′2|κ1κ2 , (35a)
Lx2,κ′1κ′2|κ1κ2(x) =
κ1
κ2
κ2
κ1
=
i
2pi
∫ ∞
−∞
dε′′
∑
q1q2q′1q
′
2
u¯κ′1q′2|q1κ2G0,q1|q′1(ε′′)G0,q2|q′2(ε′′ + x)u¯q′1κ′2|κ1q2 , (35b)
7Ld2,κ′1κ′2|κ1κ2(0) =
κ1
κ1
κ2
κ2
=
−i
2pi
∫ ∞
−∞
dε′′
∑
q1q2q′1q
′
2
u¯κ′1q′2|κ1q1G0,q1|q′1(ε′′)G0,q2|q′2(ε′′)u¯q′1κ′2|q2κ2 . (35c)
These expressions can be derived by a straightforward
perturbation theory.
Using Eq. (26) and Eq. (31), we can identify the only
non-vanishing components in spin- and real space,
Πσσ¯ij (p) = Lp2,iσiσ¯|jσjσ¯(p), (36a)
Xσσ
′
ij (x) = Lx2,iσjσ′|jσiσ′(x), (36b)
∆σσ
′
ij (0) = Ld2,iσjσ′|iσ′jσ(0). (36c)
Eq. (25) and the channel definitions, Eq. (35), imply
the symmetries
Πij = Πji , Xij = Xji , ∆ij = ∆ji, (37a)
Π(p) = Πσσ¯(p) = Πσ¯σ(p), (37b)
Xσσ
′
(x) = Xσ
′σ(−x), (37c)
∆σσ
′
(0) = ∆σ
′σ(0). (37d)
Moreover, and directly following from the Keldysh
structure of the bare vertex in Eq. (31), we are left with
only four non-zero components per channel in Keldysh
space. This is best seen from realizing, that the inter-
nal Keldysh structure of the diagrams in Eq. (35) only
depends on whether the sum of external indices belong-
ing to the same bare vertex is even/odd. Furthermore,
from the Keldysh structure of the bare vertex, combined
with G1|1 = 0 and the analytic properties of G, it fol-
lows that L22|22 = 0. Hence, SOPT preserves the theo-
rem of causality, Eq. (A.12), as it should. (this has also
been shown for a wide range of approximation schemes
in Ref. [23]). Thus, the Keldysh structure of the channels
Y = Π, X,∆ is given by the matrix representation
Y =
(
Y K Y R
Y A 0
)
=
(
Y 1|1 Y 1|2
Y 2|1 Y 2|2
)
. (38)
We define the individual components according to the
Keldysh structure of the full vertex,
Lα′1α′2|α1α22 = Πψ(α
′
1,α
′
2)|ψ(α1,α2)
+Xψ(α
′
1,α2)|ψ(α1,α′2)
+∆ψ(α
′
1,α1)|ψ(α2,α′2), (39)
where we introduced the modified modulo operation
ψ(α1, α2, ..., αn) =
{
1, if
∑
i=1,...,n αi = odd
2, else.
That leaves us with the following explicit formulas
Π
1|2
ij (p) = −
uiuj
2pii
∫
dε
[
Gσ,2|10,i|j (p−ε)Gσ¯,2|20,i|j (ε)
+Gσ,2|20,i|j (p−ε)Gσ¯,2|10,i|j (ε)
]
, (40a)
Π2|1 =
[
Π1|2
]∗
, (40b)
Π
1|1
ij (p) = −
uiuj
2pii
∫
dε
[
Gσ,2|20,i|j (p−ε)Gσ¯,2|20,i|j (ε)
+Gσ,2|10,i|j (p−ε)Gσ¯,2|10,i|j (ε)
+Gσ,1|20,i|j (p−ε)Gσ¯,1|20,i|j (ε)
]
, (40c)
Π1|1(p)
∣∣∣
V=0
= [1 + 2b(p− µ)]
[
Π1|2(p)−Π2|1(p)
]
V=0
,
(40d)
X
σσ′,1|2
ij (x) = −
uiuj
2pii
∫
dε
[
Gσ¯,1|20,i|j (ε)Gσ¯
′,2|2
0,i|j (ε+ x)
+Gσ¯,2|20,i|j (ε)Gσ¯
′,2|1
0,i|j (ε+ x)
]
,
(41a)
X2|1 =
[
X1|2
]∗
, (41b)
X
σσ′,1|1
ij (x) = −
uiuj
2pii
∫
dε
[
Gσ¯,2|20,i|j (ε)Gσ¯
′,2|2
0,i|j (ε+ x)
+Gσ¯,2|10,i|j (ε)Gσ¯
′,1|2
0,i|j (ε+ x)
]
+Gσ¯,1|20,i|j (ε)Gσ¯
′,2|1
0,i|j (ε+ x)
]
,
(41c)
X1|1(x)
∣∣∣
V=0
= [1 + 2b(x+ µ)]
[
X1|2(x)−X2|1(x)]
V=0
,
(41d)
∆
σσ′,1|2
ij (0) =
uiuj
2pii
∫
dε
[
Gσ¯,1|20,i|j (ε)Gσ¯
′,2|2
0,i|j (ε)
+Gσ¯,2|20,i|j (ε)Gσ¯
′,2|1
0,i|j (ε)
]
, (42a)
∆ = ∆2|1 = ∆1|2, (42b)
∆1|1 = 0. (42c)
Here, we introduced the Bose distribution function,
b(z) = 1/(e(z−µ)/T − 1), with chemical potential µ and
temperature T . [ ]∗ denotes the complex conjugate. Note
that the components of every individual channel fulfill
a fluctuation dissipation theorem (FDT) in equilibrium
[Eqs.(40d,41d,42c)], warranting the choice of notation in-
troduced in Eq. (38). We derive this FDT in detail in
Appendix D.
Finally we write down the three components of the
SOPT two-particle vertex that occur in the vertex-
correction part, Eq. (18):
L12|222,iσ,lσ′|jσ,kσ′(ε′, ε; 0) =
δσσ¯′δijδikδilui + δσσ¯′δilδjkΠ
1|2
ij (p)
+ δikδjlX
σσ′,1|2
ij (x) + δσσ′δijδkl∆
σσ′
ik (0), (43a)
8L22|122 = u¯+ Π2|1 +X2|1 + ∆, (43b)
L12|122 = Π1|1 +X1|1. (43c)
Utilizing the equilibrium’s FDT for the Π-, and X-
channel [Eq. (40d), Eq. (41d)], we find
Kiσ,lσ′|jσ,kσ′(ε′, ε; 0) =
δσσ¯′δilδjk [2f(ε) + 2b(p− µ)] (Π1|2ij (p)−Π2|1ij (p))
+ δikδjl [2f(ε) + 2b(x+ µ)] (X
σσ′,1|2
ij (x)−Xσσ
′,2|1
ij (x)).
(44)
We note, that this result (for µ=0) has been obtained
before by Oguri (see Eq. (4.7) of Ref. [6]) using Matsub-
ara formalism and an analysis of the two-particle vertex
following Eliashberg [8].
B. The self-energy in SOPT
Our goal is to approximate the self-energy to second
order in the interaction. The fully interacting self-energy,
Σ(ε), has the following diagrammatic representation:
Σκ′1|κ1(ε) =
κ1
κ1
ε
ε
(45)
In SOPT, the self-energy Σ2 is given by the sum of all
1PI diagrams with two external amputated legs and not
more than two bare vertices. This amounts to three topo-
logically different diagrams:
Σ2,κ′1|κ1(ε) =
κ1
κ1
+
κ1
κ1
κ1
κ1
+
=
−i
2pi
∫ ∞
−∞
dε′
∑
q1q′1
[
u¯k′1q′1|k1q1 + γ
d
2,k′1q
′
1|k1q1(0)
+ γp2,k′1q′1|k1q1(ε+ ε
′)
]
G0,q1|q′1(ε′). (46)
We note that, equivalently, the third diagram can also
be expressed via either spin configuration, Xσσ or Xσσ¯,
[Eq. (41a), Eq. (48a)] of the particle-hole vertex channel
γx2 instead of the particle-particle channel γ
p
2.
As a consequence of the spin-dependence of both the
noninteracting Green’s function and the bare vertex,
Eq. (26) and Eq. (31), as well as the real space sym-
metry of the Hamiltonian, Eq. (25), the self-energy, too,
is spin-diagonal and symmetric in real space:
Σiσ|jσ′ = δσσ′Σσi|j , Σ
σ
i|j = Σ
σ
j|i. (47)
The Keldysh structure of the self-energy is given by ma-
trix structure [Eq. (A.13)] with ΣR=Σ1|2. The theorem
of causality demands Σ2|2 = 0 [Eq. (A.12)]. Finally, ex-
plicit evaluation of the diagrams in Eq. (46) yields
Σ
σ,1|2
2,i|j (ε)=
−i
2pi
∫
dε′
[
δijuiGσ¯,2|20,i|i (ε′) + δij
∑
k
Gσ,2|20,k|k(ε′)∆σσik (0) + Gσ,2|20,i|j (ε′)Xσσ,1|2ij (ε− ε′) + Gσ,2|10,i|j (ε′)Xσσ,1|1ij (ε− ε′)
]
,
(48a)
Σ212 =
[
Σ12
]∗
, (48b)
Σ
σ,1|1
2,i|j (ε) =
−i
2pi
∫
dε′
[
Gσ,2|20,i|j (ε′)Xσσ,1|1ij (ε− ε′) + Gσ,2|10,i|j (ε′)Xσσ,1|2ij (ε− ε′) + Gσ,1|20,i|j (ε′)Xσσ,21ij (ε− ε′)
]
, (48c)
Σ
σ,1|1
2,i|j (ε)|V=0 = (1− 2f(ε))
[
Σ
σ,1|2
2,i|j (ε)− Σσ,2|12,i|j (ε)
]
V=0
. (48d)
We derive the FDT, Eq. (48d), in Appendix D.
C. Voltage derivative of the self-energy in SOPT
In order to calculate the differential conductance via
Eq. (9) we now provide explicit formulas for the voltage
derivative of the self-energy components. In principle we
could use the natural approach and differentiate the r.h.s.
of the self-energy expressions, Eq. (48), with the corre-
sponding vertex components given by Eqs.(40)-(42). To
illustrate the power of the fRG flow equation we choose
an alternative, more direct route, by expanding Eq. (16)
up to second order in the bare interaction and allow for
arbitrary values of the voltage V .
To first order in the interaction the single-scale propa-
gator, Eq. (14), reads
S
2|2
1,V =
.G2|20 + G2|10 Σ1|21
.G2|20 +
.G2|20 Σ2|11 G1|20 . (49)
Inserting both Eq. (49) and the SOPT vertex, Eq. (43c),
in Eq. (16) directly yields
9.
Σ
σ,1|2
2,i|j (ε) =
−i
2pi
∫
dε′
[
δijui
.Gσ¯,2|20,i|i + δij
∑
k
[
ui
(
Gσ¯2|10,i|kΣσ¯1|21,k|k
.Gσ¯2|20,k|i+
.Gσ¯,2|20,i|k Σσ¯,2|11,k|kGσ¯,1|20,k|i
)
+
.Gσ,2|20,k|k∆σσik (0)
]
+
.Gσ,2|20,i|j Xσσ,1|2ij (x) +
.Gσ¯,2|20,i|j
(
X
σσ¯,1|2
ij (x) + Π
1|2
ij (p)
)]
,
.
Σ
σ,2|1
i|j (ε) =
[ .
Σ
σ,1|2
i|j (ε)
]∗
,
.
Σ
σ,1|1
i|j (ε) =
−i
2pi
∫
dε′
[
.Gσ,2|20,i|j Xσσ,1|1ij (x) +
.Gσ¯,2|20,i|j
(
X
σσ¯,1|1
ij (x) + Π
1|1
ij (p)
)]
, (50)
where the derivative of the Keldysh bare Green’s function
is given by [e.g. Eq. (A.22)]
.G2|20 = G2|10
.
Σ
1|1
leadG1|20 =2iG2|10
( ∑
k∈l,r
.
fkΓk
)
G1|20 . (51)
For compactness, we dropped all arguments that match
the integration frequency in Eq. (50).
It is important to note that the energy integral
∫
dε′ in
Eq. (50) can be performed trivially for the special case
of zero temperature, T = 0: Then the derivative of the
Fermi functions in
.G2|20 are Dirac delta functions [for the
definition of the voltage see Sec.(III B)]:
.
f l(ε′) T=0= eα · δ(ε′ − µ− eαV )
.
fr(ε′) T=0= e(α− 1) · δ(ε′ − µ− e(α− 1)V ). (52)
This reduces the integration in Eq. (50) to evaluating the
integrand at the chemical potentials of the left and right
lead, respectively. Naturally, this simplification proves
extremely beneficial: we can express the self-energy at
arbitrary voltage as
Σ(V ) = Σ(0) +
∫ V
0
dV ′
.
Σ(V ′). (53)
Numerically calculating this voltage integration provides
both the self-energy Σ(V ′) and its derivative
.
Σ(V ′)
within the whole intervall 0≤ V ′ ≤ V . Hence, this pro-
cedure can save orders of magnitude of calculation time
compared to the direct evaluation of the self-energy and
its voltage derivative via Eq. (48) and Eq. (50), respec-
tively.
V. 1D MODEL OF A QPC
As an application of the above formalism, we now
study the influence of electron-electron interactions on
the linear conductance of a one-dimensional symmetric
potential barrier of height Vc (measured w.r.t. the chem-
ical potential µ) and parabolic near the top,
V (x) = Vc + µ− mΩ
2
x
2~2
x2, (54)
where m is the electron’s mass. The geometry of the bar-
rier is determined by the energy scale Ωx and the length
scale lx = ~/
√
2mΩx. While the system extends to in-
finity, the potential is non-zero only within the central
region C, defined by −`/2<x<`/2, and drops smoothly
to zero as |x| approaches |`|/2. We call the outer homo-
geneous regions the left lead L (x<−`/2) and the right
lead R (x>`/2).
Numerics cannot deal with the infinite Hilbert space of
this continuous system. Hence, we discretize real space
using the method of finite differences (see Appendix E
for details), which maps the system onto a discrete set
of space points {xj}. This results in the tight-binding
representation
H=
∑
jσ
[Eσj njσ−τj(d†jσdj+1σ + h.c.)]+
∑
j∈C
Ujnj↑nj↓, (55)
with spin-dependent onsite energy Eσj = Ej −σB/2 =
Vj+τj−1 +τj−σB/2, site-dependent hopping amplitude
τj = ~2/(2ma2j ), spacing aj=xj+1−xj and potential en-
ergy Vj = V (xj). Note that we included a homogeneous
Zeeman-field B to investigate magnetic field dependen-
cies, as well as an onsite-interaction, whose strength is
tuned by the site-dependent parameter Uj .
In Ref. [5] we have used this model to investigate the
physics of a quantum point contact (QPC), a short one-
dimensional constriction We showed that the model suf-
fices to reproduce the main features of the 0.7 anomaly,
including the strong reduction of conductance as function
of magnetic field, temperature and source-drain voltage
in a sub-open QPC (see below). We argued, that the
appearance of the 0.7 anomaly is due to an interplay of
a maximum in the local density of states (LDOS) just
above the potential barrier (the “van-Hove ridge”) and
electron-electron interactions.
In Ref. [5] we have introduced a real space discretiza-
tion scheme that dramatically minimizes numerical costs.
Here, we discuss this scheme in more detail. We discuss
both the noninteracting physics of the model as well as
the magnetic field and temperature dependence of the
linear conductance in the presence of interactions using
SOPT.
A. The choice of discretization
For a proper description of the continuous case it is
essential to choose the spacing much smaller than the
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length scale on which the potential changes (condition
of adiabatic discretization). We model the central re-
gion by N = 2N ′+1 sites, located at the space points
{x−N ′ , x−N ′+1, ..., xN ′−1, xN ′}, where N & 100 proves
sufficient for a potential of the form Eq. (54). Due to the
parity symmetry of the barrier we always choose x0 = 0
and xj=−x−j .
The discretization of real space introduces an upper
bound, Emax = max(Vj+ 2τj−1 + 2τj), for the eigenen-
ergies of the bare Hamiltonian. In addition, it causes
the formation of a site-dependent energy band, defined
as the energy intervall where the local density of states
(LDOS) is non-negligible, i.e. where eigenstates have
non-negligible weight. In case of an adiabatic discretiza-
tion this energy band follows the shape of the potential.
At a site j it is defined within the upper and lower band
edge
εminj = Vj , ε
max
j = Vj + wj , (56)
where the band width depends on the local spacing, i.e.
on the choice of discretization (see Appendix E for addi-
tional information):
wj = 2τj−1 + 2τj =
~2
m
(
1
a2j−1
+
1
a2j
)
. (57)
Note that a larger distance between successive sites leads
to a narrowing of the energy band and vice versa; while
the lower band edge is, for any adiabatic discretization,
directly given by the potential, the upper band edge de-
pends sensitively on the applied discretization scheme.
In the following we discuss and compare two differ-
ent discretization procedures: The standard approach of
equidistant discretization (constant hopping τ) causes a
local maximum εmax0 = V0 + 2τ of the upper band edge
in the vicinity of the barrier center. This approach leads
to artificial bound states far above the potential barrier,
which complicate numerical implementation and calcu-
lation. Hence, we recommend and apply an alternative
adaptive scheme where the spacing increases (the band
width decreases) with increasing potential, i.e. towards
j = 0. Note that this still implies a constant hopping
τ|j|>N ′=τ in the leads.
1. Constant discretization
We discuss the case of constant spacing a = aj , im-
plying grid points xj = aj and a constant hopping
τ = ~2/(2ma2). In a homogeneous system, V (xj) = 0,
the energy eigenstates are Bloch waves ψk(xj) = e
ikaj ,
which form an energy band εk = 2τ [1−cos(ka)] of width
w=4τ . Adding the parabolic potential,
V (xj) = Vc + µ− Ω
2
x
4τ
j2, (58)
these states are now subject to scattering at the barrier
which causes the formation of standing wave patterns for
energies ε < V0 = V (0) = Vc+µ below the barrier top.
The left half (xj < 0) of Fig. 1(a) shows the noninter-
acting central region’s local density of states (LDOS),
Aσ0(xj , ε) =−1/(pia)·ImGσ,2|10,j|j (ε) at B= 0, as a function
of position xj and energy ε. Due to the condition of
adiabaticity the energy band smoothly follows the shape
of the potential, implying a site-dependent upper band
edge, εmax(xj)=Vj+ 4τ .
The local maximum of εmax(xj) in the central region’s
center generates artificial bound states, owed to the dis-
cretization scheme, in the energy interval ε∈ [4τ, 4τ+V0].
This is illustrated in Figure 1(c), where the real and imag-
inary parts of the bare Green’s function of the central
site, G2|10,0|0(ε), are plotted. These bound states result
from the shape of the upper band edge: Since the band
in the homogeneous leads is restricted to energies below
4τ (unlike in the continuous case), all states with higher
energy are spacially confined to within the central region,
have an infinite lifetime and form a discrete spectrum,
determined by the shape of the applied potential V (xj).
The calculation of self-energy and two particle vertex,
Eq. (48) and Eq. (42), is performed by ad-infinitum fre-
quency integrations over products of Green’s functions.
Thus, the energy region of the upper band edge and the
local bound states must be included in their calculation
with adequate care. This involves determining the exact
position and weigth of the bound states, which requires
high numerical effort, as well as dealing with the numer-
ical evaluation of principal value integrals and convolu-
tions, where one function has poles and the other one
is continuous. While all this is doable with sufficient
dedication, we can avoid such complications entirely by
adapting the discretization scheme, discussed next.
2. Adaptive discretization
According to Eq. (56) and Eq. (57) we can modify
the band width locally by choosing non-equidistant dis-
cretization points. In the following we discuss a non-
constant discretization scheme that reduces the band
width within the central region enough so that the up-
per band edge exhibits a local minimum at x0 rather
than a local maximum (as in the case of constant spac-
ing). In consequence the Green’s functions are contin-
uous within the whole energy band, which facilitates a
numerical treatment of interactions.
For a non-constant real space discretization it proves
useful to first define the onsite energy Ej and the hopping
τj of the discrete tight-binding Hamiltonian Eq. (55) and
then use these expressions to calculate the geometry of
the corresponding physical barrier, i.e. its height Vc and
curvature Ωx.
We specify the onsite energy to be quadratic near the
top with
Ej = E˜j + 2τ ' E˜0
[
1− j
2
N ′2
]
+ 2τ, (59)
where E˜0 is positive. We use the shape of E˜j within C
(which, apart from its height and the quadratic shape
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Figure 1. (a), left half: The non-interacting LDOS of the central region, A0(ε, xj), resulting from a constant real-space
discretization. The position of the discrete points xj is indicated by the x-axis ticks. Both the lower and upper band edge
follow the shape of the potential: εminj =V (xj) and ε
max
j =V (xj)+4τ . The local maximum of ε
max
j at j=0 causes the formation
of bound states for energies ε > 4τ . (c), their discrete spectrum shows up as poles in the non-interacting Green’s function
G0,0|0(ε). (a), right half: The non-interacting LDOS of the central region resulting from an adaptive real-space discretization
with c = 0.55 [Eq. (60)], i.e. the spacing aj increases towards the barrier center (see x-axis ticks). Hence, the band width
decreases with increasing barrier height, resulting in a local minimum of εmaxj at j = 0. (b), the LDOS at the central site,
A0(ε, 0), for both schemes.
around the top does not influence transport properties,
as long as E˜j goes adiabatically to zero upon approaching
j = |N ′|) to define a site-dependent hopping (amounting
to a site-dependent spacing)
τj = τ
[
1− c
2τ
(
E˜j + E˜j+1
)]
, (60)
where we have introduced a dimensionless positive pa-
rameter c < τ/E˜0 that determines how strongly the band
width is to be reduced. Note that Eq. (60) describes
a hopping, that is constant (= τ) in the leads, where
E˜j=Vj=0, and decreases with increasing E˜j in the cen-
tral region. This corresponds to a site-dependent lattice
spacing aj=a
√
τ/τj , which increases towards the center
of the central region. The real space position xj that
corresponds to a site j is given by
xj = sgn(j)
|j|∑
j′=1
aj′ = a
√
τ sgn(j)
|j|∑
j′=1
1√
τj
, (61)
where sgn(x) is the sign function. Following Eq. (56), the
construction introduced in Eq. (59) and Eq. (60) leads to
an upper band edge given by
εmaxj ' Ej + τj−1 + τj ' 4τ + (1− 2c)E˜j , (62)
which for the choice c > 0.5 indeed exhibits a smooth
local minimum at j = 0, thus avoiding the bound states
discussed above for the constant discretization, c=0.
Despite the drastic manipulation of εmaxj , the lower
band edge still serves as a proper potential barrier,
εminj =Vj ' (1 + 2c)E˜j , (63)
with a quadratic potential barrier top whose height now
depends on the compensation factor c:
Vj ' (1 + 2c)E˜j
[
1− j
2
N ′2
]
. (64)
Finally, we write the potential barrier in the form given
in Eq. (58), i.e. express the curvature Ωx in units of the
constant lead-hopping τ . By comparison we find
Vc = V0 − µ, Ωx = 2
N ′
√
V0τ0. (65)
The right half (xj > 0) of Fig. 1(a) shows the LDOS
of the central region for an adaptive discretization with
c=0.55. All additional parameters are chosen such that
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Figure 2. : (a)-(c), Linear conductance as a function of barrier height Vc for some values of magnetic field B with interaction
strength U increasing from left to right. (d)-(f), Linear conductance as a function of barrier height Vc for some values
of temperature T with interaction strength U increasing from left to right. Interactions cause an asymmetric evolution of
conductance with magnetic field and temperature due to the interaction-enhanced reduction of conductance in the sub-open
regime – the 0.7 anomaly.
the resulting potential barrier matches the case of con-
stant discretization (plotted for xj < 0). Most impor-
tantly, the minimum of εmaxj at j= 0 prevents the occu-
rance of bound states above the barrier, which allows for
a faster numerical evaluation of the vertex functions. Im-
portantly, both discretization schemes approximate the
same physical system; their differences are non-neglegible
only for energies far above the barrier, i.e. far away from
the energies relevant for transport. This can be seen from
the matching grey scale at the interface j=0 for energies
ε < V0 +O(Ωx), as well as from comparison of the central
site’s LDOS in Fig. 1(c).
B. The choice of system parameters
To ensure that the discrete model reflects the trans-
port properties of the continuous barrier, Eq. (54), the
chemical potential of the system (or of both leads in non-
equilibrium) must be chosen far enough below the global
minimum of εmax(xj). Only in this case the unphysical
upper band edge does not contribute to the results. The
onsite-energy is chosen as
E˜j = θ(N
′ − |j|)E˜0 exp
(
−
(
j
N ′
)2
1− ( jN ′ )2
)
, (66)
where θ(x) is the Heavyside step function. Note, that
this definition is consistent with Eq. (59). In order to
calculate the site-dependent coupling we use c= 0.55 in
Eq. (60). Hence, for a barrier height V0 =µ (correspond-
ing to a noninteracting transmission T0=0.5, see Eq. (68)
below), we get a potential curvature Ωx=0.039τ . Finally,
the shape of the onsite interaction is chosen as
Uj = θ(N
′ − |j|)U0 exp
(
−
(
j
N ′
)6
1− ( jN ′ )2
)
. (67)
C. Non-interacting properties of the model
In Ref. [5] we argued that the model of Eq. (55),
combined with a potential with parabolic barrier top,
Eq. (54), is sufficient to describe the physics of the low-
est subband of a QPC: Making a saddle-point ansatz for
the electrostatic potential caused by voltages applied to
a typical QPC gate structure provides an effective 1D-
potential of the form Eq. (54). Information about the
transverse geometry of the QPCs potential can be in-
corporated into the site-dependent effective interaction
strength Uj , see Eq. (67).
The non-interacting, spin-dependent transmission
through a quadratic barrier of height V0 = Vc + µ and
curvature Ωx, Eq. (54), in the presence of a magnetic
field B can be derived analytically [24] and is given by
T σ0 (ε) =
1
e−2pi(ε−V0+σB/2)/Ωx + 1
. (68)
Hence, according to the Landauer-Bu¨ttiker formula, the
non-interacting (bare) linear conductance,
g0 = −
e2
h
∑
σ
∫ ∞
−∞
f ′(ε)T σ0 (ε), (69)
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is a step function of width Ωx at B=T =0, changing from
0 to 1, when the barrier top is shifted through µ from
above. This step gets broadened with temperature [see
Figure 2(d)] and develops a double-step structure with
magnetic field [see Figure 2(a)]. For all B and T the bare
conductance obeys the symmetry g0(Vc) = 1− g0(−Vc).
Furthermore, an analytic expression for the non-
interacting LDOS at the chemical potential in the barrier
center as function of barrier height Vc can be calculated
[see e.g. Ref. [25]],
A0(ε=µ, 0) = |Γ (1/4 + iVc/(2Ωx))|
2
4
√
2pi2epiVc/(2Ωx)
, (70)
where Γ(z) is the complex gamma-function. This is a
smeared and shifted version of the 1D van Hove singu-
larity [see Ref. [5] for further details], peaked at Vc =
−O(Ωx), i.e. if the barrier top lies sightly below the
chemical potential. Here, the value of the noninteract-
ing conductance is given by g0 ≈ 0.8. Hence, we call this
parameter regime sub-open.
D. Interacting results
As was discussed in Ref. [5], the shape of the LDOS
in the barrier center lies at the heart of the mecha-
nism causing the 0.7 conductance anomaly: Semiclassi-
cally, the LDOS can be interpreted as being inversely
proportional to the velocity v of the charge carriers,
A0(ε, xj) ∝ 1/vj(ε). Hence, the average time that a
non-interacting electron with energy ε = µ spends in
the vicinity of the barrier center is maximal in the sub-
open regime (where A0(µ, 0) is maximal, see Eq. (70)
and its subsequent discussion), resulting in an enhanced
scattering probability and thus a strong reduction of con-
ductance at finite interaction strength in this parameter
regime.
Figure 2 compares the bare conductance, calculated
via the Landauer-Bu¨ttiker formula [Eq. (69)], with the
conductance obtained by taking into account interac-
tions using SOPT, calculated via the Keldysh version of
Oguri’s formula [Eq. (23)], as a function of barrier height
Vc for several values of magnetic field (panels (a)-(c))
and temperature (panels (d)-(f)), for three interaction
strengths increasing from left to right. For small but fi-
nite interactions, U
√
Ωxτ = 0.5, the shape of the LDOS
causes a slight asymmetry in the conductance curves at
(b) finite magnetic field or (e) finite temperature: A finite
magnetic field induces an imbalance of spin-species in the
vicinity of the barrier center. This imbalance is enhanced
by exchange interactions via Stoner-type physics, where
the disfavoured spin species (say spin down) is pushed out
of the center region by the coulomb blockade of the the
favoured spin-species (say spin up). Hence, transport is
dominated by the spin-up channel, resulting in a strong
reduction of total conductance in the sub-open regime
even for a small magnetic field. A finite temperature,
on the other hand, opens phase-space for inelastic scat-
tering, which, again, is strongest for large LDOS, again
resulting in the reduction of conductance in the sub-
open regime. This interaction-induced trend continues
with increasing interactions, and gives rise to a weak 0.7
anomaly at B 6= 0, Figure 2(c), or T 6= 0, Figure 2(f), for
intermediate interaction strength, U
√
Ωxτ = 1.7. Upon
a further increase of interactions, SOPT breaks down
(see below), and more elaborate methods are needed to
obtain qualitatively correct results. This was done in
Ref. [5] and Ref. [22], where we used fRG to reach in-
teraction strength of up to U
√
Ωxτ = 3.5; they yielded
a pronounced 0.7 anomaly even at B = T = 0 and its
typical magnetic field development into the spin-resolved
conductance steps at high field.
The main limitations of SOPT when treating the in-
homogeneous system, introduced in Eq. (54), can be
explained as follows: Upon increasing interactions, the
LDOS is shifted towards higher energy, as Hartree contri-
butions cause an effective higher potential barrier com-
pared to the non-interaction case. As a consequence,
a proper description of interactions requires information
about this shift to be incorporated into the calculation
of the vertex functions via feed-back of the self-energy
into all propagators. However, SOPT calculates the self-
energy and the two-particle vertex [Section IV] using
only bare propagators, which only carry information of
the bare LDOS. Together with the drastic truncation of
the perturbation series beyond second order, this limits
the quantitative validity of SOPT to weak interaction
strength and the qualitative validity of SOPT to inter-
mediate interaction strength. In particular, the skewing
of the conductance curves with increasing temperature is
typically much stronger for measured data curves than
seen in Fig. 2(f). Nevertheless, SOPT does serve as a
useful too for illustrating the essential physics involved
in the appearance of the 0.7 conductance anomaly.
VI. CONCLUSION AND OUTLOOK
In this paper we discuss electronic transport through
an interacting region of arbitrary shape using the
Keldysh formalism. Starting from the well-established
Meir-Wingreen formula for the system’s current we derive
exact formulas for both the differential and linear conduc-
tance. In the latter case we use the fRG flow-equation
for the self-energy as well as a Ward identity, following
from the Hamiltonian’s particle conservation, to obtain
a Keldysh version of Oguri’s linear conductance formula.
As an application, we use SOPT to calculate the conduc-
tance of the lowest subband of a QPC, which we model by
a one-dimensional parabolic potential barrier and onsite
interactions – a setup we have recently used to explore
the microscopic origin of the 0.7 conductance anomaly
[5]. We present detailed discussion of the model’s proper-
ties and argue that an adaptive, non-constant real space
discretization scheme greatly facilitates numerical effort.
We treat the influence of interactions using SOPT, pre-
senting all details that are necessary to employ the de-
rived conductance formulas. Our SOPT-results for the
linear conductance as function of magnetic field and tem-
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perature illustrate that the anomalous reduction of con-
ductance in the sub-open regime of a QPC is due to an
interplay of the van-Hove ridge and electron-electron in-
teractions.
A logical next step would be to go beyond SOPT by
treating interactions using Keldysh-fRG. Work in this di-
rection is currently in progress. For example, in Ref. [21]
the conductance formula (23) was used to compute the
finite-temperature linear conductance through an inter-
acting QPC using Keldysh-fRG.
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Appendix A: Properties of Green’s and vertex
functions in Keldysh formalism
To investigate transport properties of the system in
and out of equilibrium, we apply the well-established
Keldysh formalism [9, 10]. Here we collect some of its
standard ingredients. We mostly follow the definitions
and conventions given in Ref. [15].
All operators carry Keldysh time-contour indices,
a1, a
′
1, a2, ... = {+,−}, marking the position of the time
argument t of an operator as lying on the forward (−)
or backward (+) branch of the Keldysh contour. We use
Keldysh indices with or without a prime, a or a′, to la-
bel the time arguments of annihilation or creation opera-
tors, respectively. Since the model Hamiltonian, Eq. (1),
is time-independent, the only non-zero matrix elements
of the Hamiltonian in contour space have equal contour
indices:
Ha1|a′10 = −a1 · δa1a′1H0,
Ha1a2|a′1a′2int = −a1 · δa1a2δa1a′1δa1a′2Hint, (A.1)
with {a} labeling the time arguments of annihilation op-
erators and {a′} labeling the time arguments of creation
operators. Note that a calligraphic H carries contour
indices, while a capital H does not.
We define time-dependent, n-particle Keldysh Green’s
functions as the expectation values
G
n,a|a′
i|i′ (t|t′) = G
a1,...,an|a′1,...a′n
i1,...,in|i′1,...i′n (t1, ..., tn|t
′
n, ..., t
′
1) =
(−i)n〈Tcda1i1 (t1)...danin (tn)[d
a′n
i′n
]†(t′n)...[d
a′1
i′1
]†(t′1)〉, (A.2)
where we use boldface notation for multi-indices x =
(x1, ..., xn). The operator d
a
i (t)/ [d
a
i ]
†
(t) destroys/creates
an electron at time t on contour branch a in quantum
state i, and the time-ordering operator Tc moves later
contour times to the left. In case of equal time argu-
ments, annihilation operators are always arranged to the
right of creation operators. The bare, non-interacting
Green’s function, whose time-dependence is governed by
the quadratic part of the Hamiltonian, H0, carries an
additional subscript, G0.
We define anti-symmetrized, irreducible, n-particle
vertex functions, γ
n,a′|a
i′|i (t
′|t), as the sum of all 1-particle
irreducible (1PI) diagrams with n amputated ingoing
and n amputated outgoing legs. For an explicit series
representation of the one- and two-particle vertex, see
Eq. (B.1). A formula for the prefactor of every single
diagram is given by Eq. (20) of Ref. [15].
The Dyson equation provides a direct relation between
the one-particle Green’s and vertex function:
G(t1|t′1)=G0(t1|t′1)−
∫
dτ1dτ
′
1G0(t1|τ ′1)γ(τ ′1|τ1)G(τ1|t′1).
(A.3)
Here and below, whenever quantum state indices i and
contour indices a/Keldysh indices α are implicit, they are
understood to be summed over in products.
Decomposing the two-particle Green’s yields a connec-
tion to the two-particle vertex function via
G(t1, t2|t′1, t′2) = G(t1|t′1)G(t2|t′2)−G(t1|t′2)G(t2|t′1)
−i
∫
dτG(t1|τ ′1)G(t2|τ ′2)γ(τ ′1, τ ′2|τ1, τ2)G(τ1|t′1)G(τ2|t′2).
(A.4)
Our choice of sign for γ is opposite to that of Ref. [15].
Since the Hamiltonian, Eq. (1), is time-independent,
the Green’s/vertex functions are translationally invariant
in time, implying that n-particle functions depend on
2n− 1 time arguments only:
G(t1, ..., tn|t′1, ...t′n) = G(0, ..., tn − t1|t′1 − t1, ..., t′n − t1),
γ(t′1, ..., t
′
n|t1, ...tn) = γ(0, ..., t′n − t′1|t1 − t′1, ..., tn − t′1).
(A.5)
As a consequence, the Fourier-transform,
G(ε|ε′) =
∫
dtdt′ eiεte−iε
′t′G(t|t′),
γ(ε′|ε) =
∫
dtdt′ eiε
′t′e−iεtγ(t′|t), (A.6)
fulfills energy conservation. In particular, this allows for
the following representation for the one- and two-particle
functions, where calligraphic letters G and L are used
when a δ-function has been split off:
G(ε1|ε′1) = 2piδ(ε1 − ε′1)G(ε1),
G(ε1, ε2|ε′1, ε′2) = 2piδ(ε1 + ε2 − ε′1 − ε′2)G(ε2, ε′1; ε1 − ε′1),
γ(ε′1|ε1) = −2piδ(ε′1 − ε1)Σ(ε′1),
γ(ε′1, ε
′
2|ε1, ε2) = 2piδ(ε′1 + ε′2 − ε1 − ε2)L(ε′2, ε1; ε′1 − ε1).
(A.7)
The one-particle vertex-function Σ, introduced above, is
called the interacting irreducible self-energy. We Fourier-
transform Dyson’s equation, Eq. (A.3), which provides
G(ε)=G0(ε)+G0(ε)Σ(ε)G(ε)=
[
[G0(ε)]−1 − Σ(ε)
]−1
.
(A.8)
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Note that this is a matrix equation in both Keldysh and
position space.
The four single-particle Green’s functions and self-
energies in contour space are called chronological (G−|−,
Σ−|−), lesser (G−|+, Σ−|+), greater (G+|−, Σ+|−) and
anti-chronological (G+|+, Σ+|+). As a consequence of the
definition, Eq. (A.2), the single-particle Green’s functions
fulfill the contour-relation
G+|+ + G−|− = G−|+ + G+|−. (A.9)
We define the transformation from contour space (a =
{−,+}) into Keldysh space (α = {1, 2}) by the rotation
R =
(
R−|1 R−|2
R+|1 R+|2
)
=
1√
2
(
1 1
−1 1
)
. (A.10)
Hence, any n-th rank tensor An,α
′|α in Keldysh space is
represented in contour space by
An,α|α
′
=
∑
a,a′
[
R−1
]α|a
An,a|a
′
Ra
′|α′ . (A.11)
As can be shown explicitly (see Chapter 4.3 of Ref. [15])
the Green’s and vertex functions fulfill a theorem of
causality:
G1...1|1...1 = 0,
L2...2|2...2 = 0. (A.12)
The remaining three non-zero Keldysh components of the
single-particle functions are called retarded (G2|1, Σ1|2),
advanced (G1|2, Σ2|1) and Keldysh (G2|2, Σ1|1):
G =
(
0 GA
GR GK
)
=
(
0 G1|2
G2|1 G2|2
)
,
Σ =
(
ΣK ΣR
ΣA 0
)
=
(
Σ1|1 Σ1|2
Σ2|1 0
)
. (A.13)
The transformation, Eq. (A.11), provides the identities
G−|+ = 1
2
[
G2|2 −
(
G2|1 − G1|2
)]
, (A.14a)
G+|− − G−|+ = G2|1 − G1|2, (A.14b)
H1|20 = H2|10 = H0 , H1|10 = H2|20 = 0, (A.14c)
all of which are used in the derivation of the conduc-
tance formula in Sec. I. Note that a calligraphic H car-
ries Keldysh indices, while a capital H does not. The
retarded/advanced components are analytic in the up-
per/lower half plane of the complex frequency plane.
Hence, the following notation is always implied,
G2|1(ε) = G2|1(ε+ iδ) , Σ1|2(ε) = Σ1|2(ε+ iδ), (A.15)
G1|2(ε) = G1|2(ε− iδ) , Σ2|1(ε) = Σ2|1(ε− iδ), (A.16)
with real, infinitesimal, positive δ. In contrast, the
Keldysh component describes fluctuations, restricted to
the real frequency axis. In equilibrium, the single-particle
functions fulfill a fluctuation dissipation theorem (FDT):
Σ1|1(ε) = (1− 2f(ε))[Σ1|2(ε)− Σ2|1(ε)], (A.17a)
G2|2(ε) = (1− 2f(ε))[G2|1(ε)− G1|2(ε)], (A.17b)
where f(ε) = 1/(1 + exp[(ε− µ)/T ]) is the Fermi distri-
bution function.
Within this work we consider a system composed of
a finite central interacting region coupled to two non-
interacting fermionic leads: The left lead, with chemical
potential µL and temperature TL, and the right lead,
with chemical potential µR and temperature TR. We can
represent the quadratic part of the Hamiltonian in block-
matrix form as
h0=
 hl hlc 0hcl h0,c hcr
0 hrc hr
 . (A.18)
where the matrices hl and hr fully define the properties of
the isolated leads, and the matrix h0,c describes the non-
interacting part of the isolated central region. Finally,
hcl and hcr specify the coupling of the central region to
the corresponding lead. Similarly, we write the system’s
Green’s function, G(ε) [Eq. (A.8)], in the same basis (for
the bare, non-interacting Green’s function G0 we set Σ=
0):
G=
 Gl Glc GlrGcl Gc Gcr
Grl Grc Gr
 . (A.19)
We use the small letter g to denote the Green’s func-
tion of an isolated subsystem, e.g. gl(ε) is the Green’s
function of the isolated left lead L. The non-interacting
Green’s function of the central region is given by Dyson’s
equation
G0,c = g0,c+g0,cΣleadG0,c =
[
[g0,c]
−1−Σlead
]−1
.
(A.20)
Again note that this is a matrix equation in Keldysh and
position space. We incorporated environment contribu-
tions into the lead self-energy
Σlead =
∑
k=l,r
hckgkhkc. (A.21)
The individual Keldysh components of the non-
interacting Green’s function are given by
G1|20,c(ε) =
(
ε− hc − Σ2|1lead(ε)
)−1
, (A.22a)
G2|10,c(ε) =
(
ε− hc − Σ1|2lead(ε)
)−1
, (A.22b)
G2|20,c(ε) = G2|10,c(ε)Σ1|1lead(ε)G1|20,c(ε)
= −i
∑
k=l,r
[1− 2fk(ε)]G2|10,c(ε)Γk(ε)G2|10,c(ε),
(A.22c)
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where we introduced the hybridization function, Γk(ε)=
ihck(g
2|1
k (ε)−g1|2k (ε))hkc.
With the interaction being restricted to the central re-
gion we use the notation Σ = Σc = CΣC for the inter-
acting self-energy. Dyson’s equation, Eq. (A.8), and the
real space structure, Eq. (A.19), yields
Gc(ε) =
[
[G0,c(ε)]−1 − Σ(ε)
]−1
. (A.23)
The matrix representation of its Keldysh structure is
given by
(
0 G1|2c
G2|1c G2|2c
)
=
( 0 G1|20,c
G2|10,c G2|20,c
)−1
−
(
Σ1|1 Σ1|2
Σ2|1 0
)−1 .
(A.24)
Block matrix inversion then provides the components
G1|2c (ε) =
(
ε− hc − Σ2|1lead(ε)− Σ2|1(ε)
)−1
, (A.25a)
G2|1c (ε) =
(
ε− hc − Σ1|2lead(ε)− Σ1|2(ε)
)−1
, (A.25b)
G2|2c (ε) = G2|1c (ε)
[
Σ
1|1
lead + Σ
1|1
]
G1|2c (ε). (A.25c)
From Eq. (A.8), we can show, that the off-diagonal com-
ponents of the full Green’s function, are given by
Gkc = gkHkcGc , Gck = GcHckgk, (A.26)
where in this single case, Hkc is the matrix-element hkc
with additional Keldysh-structure. In general, one has
G1|20,i|j=
[
G2|10,j|i
]∗
,G1|2i|j =
[
G2|1j|i
]∗
,Σ
1|2
i|j =
[
Σ
2|1
j|i
]∗
, (A.27a)
G2|20,i|j=−
[
G2|20,j|i
]∗
,G2|2i|j =−
[
G2|2j|i
]∗
,Σ
1|1
i|j =−
[
Σ
1|1
j|i
]∗
.
(A.27b)
For a symmetric, real Hamiltonian, the following addi-
tional symmetries hold in equilibrium
G1|20,i|j=G1|20,j|i , G1|2i|j =G1|2j|i , Σ1|2i|j =Σ1|2j|i , (A.28a)
G2|10,i|j=G2|10,j|i , G2|1i|j =G2|1j|i , Σ2|1i|j =Σ2|1j|i . (A.28b)
Appendix B: Diagrammatic discussion of the fRG flow-equation of the self-energy
In this appendix we provide a diagrammatic plausibility argument for the fRG flow-equation for the self-energy,
Eq. (13). A detailed diagrammatic derivation may be found in Ref. [16]. We use the observation, that every diagram
in the diagrammatic series of the self-energy contains a sub-diagram which appears in the diagrammatic series of
the two-particle vertex. As a consequence, taking the derivative of the self-energy, ∂ΛΣ, w.r.t. some parameter Λ
allows for a resummation of diagrams, such that the full two-particle vertex series can be factorized. Hence, we get
an equation which can formally be written as ∂ΛΣΛ =
∫
SΛLΛ, with the socalled single-scale propagator S and the
two-particle vertex L, both depending on the parameter Λ.
The self-energy Σ and two-particle vertex L are diagrammatically defined as the sum of all one-particle irreducible
diagrams with two and four amputated external legs, respectively. Using the graphical representation of the bare
Green’s function, Eq. (27), and the bare vertex, Eq. (31), the first terms of their perturbation series are (we omit the
arrows for the sake of simplicity)
= + + + +Σ + + ...= (B.1a)
= + + + + +  =L + ...
(B.1b)
We introduce a parameter Λ into the bare propagator, G0 → GΛ0 , and represent its derivative w.r.t. Λ by a crossed-out
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line, ∂ΛGΛ0 = . Hence, the derivative of the self-energy is given by
=∂ΛΣ
Λ [ ++ + + ...
[
+ [ ++ + ... [
+ [ ++ + ... [
=
=
+ ...
(B.2)
where we introduced the socalled single scale propagator
= + + + + ...SΛ =
= [1 + G0Σ + G0ΣG0Σ + . . . ]
(
∂ΛGΛ0 Σ
)
[1 + G0Σ + G0ΣG0Σ + . . . ]
= G [G0]−1
(
∂ΛGΛ0 Σ
)
[G0]−1 G (B.3)
Finally, we fix the prefactor of the diagram on the r.h.s. in Eq. (B.2) by the following argument: The first order
self-energy, Σ1, is of Hartree-type and hence purely determined by the local density nj and the local interaction
strength Uj . We calculate the first order self-energy in equilibrium
ΣR1,j
∣∣
V=0
= njUj =
1
pii
u¯j
∫
dε G<0,j|j(ε). (B.4)
The derivative of Eq. (B.4) is given by
∂ΛΣ
R
1,j
∣∣
V=0
=
1
2pii
u¯j
∫
dε ∂Λ
(
GK0,j|j(ε) + GA0,j|j(ε)− GR0,j|j(ε)
)
. (B.5)
GR is analytic in the upper half plane. For reasonable flow parameters (in particular flow parameters associated with
a physical quantity, like temperature or source-drain bias), ∂ΛG
R is also analytic in the upper half plane and ∂ΛG
R
decays sufficiently fast as function of energy that the contour may be closed in the lower half-plane to yield zero. For
analogous reasons, ∂ΛG
A yields zero, too. Therefore, Eq. (B.5) simplifies to
∂ΛΣ
R
1,j
∣∣
V=0
=
1
2pii
u¯j
∫
dε ∂ΛGK0,j|j(ε), (B.6)
which fixes the prefactor of the diagram on the r.h.s. in Eq. (B.2). Hence, we end up with Eq. (13) for the derivative
of the self-energy:
∂ΛΣ
α′|α
i|j (ε) =
1
2pii
∫
dε′
∑
ββ′
kl∈C
S
β|β′
Λ,k|l(ε
′)Lα′β′|αβik|jl (ε′, ε; 0). (B.7)
Appendix C: Charge conservation - Ward identity
In this Appendix we derive the Ward identity used in the main text, Eq. (21), from variational principles, following
Ref. [26]. Since the action corresponding to the Hamiltonian, Eq. (1), is invariant under a global U(1) symmetry, it
satisfies a conservation law. Starting from the path integral representation of expectation values using Grassmann
variables, the requirement of vanishing variation under the gauged U(1) transformation yields both a continuity
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equation for particle current and the desired connection between the interacting self-energy Σ, introduced in Eq. (A.7),
and the vertex part Φ, defined in Eq. (20).
Within this Appendix, for notational convenience, we combine the left and right lead, thus representing the matrix
h in the Hamiltonian Eq. (1) and the Green’s function by
h =
(
hc hc`
h`c h`
)
, G =
( Gc Gc`
G`c G`
)
, (C.1)
where l corresponds to spatial indices in either lead, and c to spatial indices within the central region. Let {ψ}, {ψ¯}
be sets of Grassmann variables, i.e. fermionic fields. We write n-particle expectation values in terms of the functional
path integral,
G
n,a|a′
i|i′ (t|t′)=(−i)n〈ψa1i1 (t1)...ψanin (tn)ψ¯
a′n
i′n
(t′n)...ψ¯
a′1
i′1
(t′1)〉=(−i)n
∫
D(ψ¯ψ)ψa1i1 (t1)...ψanin (tn)ψ¯
a′n
i′n
(t′n)...ψ¯
a′1
i′1
(t′1)e
iS[ψ¯,ψ],
(C.2)
where the Keldysh action is given by the Keldysh contour time integral
S[ψ¯,ψ]=
∫
C
dt
∑
ii′
ψ¯i′(t)(
[G0(t)
−1]i′i︷ ︸︸ ︷
iδi′i∂t − hi′i)ψi(t) + Sint[ψ¯,ψ]=
∫ ∞
−∞
dt
∑
a,ii′
(−a)ψ¯ai′(t) (iδi′i∂t − hi′i)ψai (t) + Sint[ψ¯,ψ]
=
∫ ∞
−∞
dt
∑
a
(−a)ψ¯a(t)(i∂t − h)ψa(t) + Sint[ψ¯,ψ]. (C.3)
In the last line we introduced the vector notation ψ=
ψ1ψ2
...
 and ψ¯=(ψ1, ψ2, . . .). Note that ∂t is a diagonal matrix.
1. Gauge transformation
The action, Eq. (C.3), is invariant under the global U(1) transformation ψ → ψeiα and ψ¯ → ψ¯e−iα, where α is a
real constant. Gauging this transformation, i.e. making α space-, and time-dependent, yields to linear order in α
δψai (t) = iα
a
i (t)ψ
a
i (t) , δψ¯
a
i′(t
′) = −iαai′(t′)ψ¯ai′(t′). (C.4)
Since we are interested in the current through the system, from one lead to another, it is convenient to pick α
non-vanishing only in the central region:
αai (t) =
{
αa(t), if i ∈ C
0, if i ∈ L. (C.5)
This is equivalent to first deriving the Ward identity using an arbitrary α and then summing over the central region.
The requirement that the right-hand side of Eq. (C.2) is invariant when applying the gauged U(1) transformation to
all ψ’s therein now reads:
δG
n,a|a′
i|i′ (t|t′) = 0. (C.6)
This requirement is simply a change of the integration variable in field space. In other words, the physical correlators
cannot depend on an arbitrary choice of basis in which the fields are represented.
2. The continuity equation (zeroth order Ward identity)
For n = 0, Eq. (C.6) sets a condition on the variation of the partition sum. Since the measure of the path integral is
invariant under the transformation in Eq. (C.4) (the U(1)-symmetry is not anomalous), this in turn sets a condition
on the variation of the action:
0 = δ
[∫
D(ψ¯ψ)eiS[ψ¯,ψ]
]
= i
∫
D(ψ¯ψ)δS[ψ¯,ψ]eiS[ψ¯,ψ]. (C.7)
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The quartic term, Sint, describes a density-density interaction. Hence, its variation vanishes trivially and the variation
of the total action reduces to the variation of the quadratic term:
δS[ψ¯,ψ] =
∫ ∞
−∞
dt
∑
a,i
(−a)
[
αai (t)ψ¯
a
i (t)∂tψ
a
i (t)− ψ¯ai (t)∂t(αai (t)ψai (t)) +
∑
i′
[
iαai′(t)− iαai (t)
]
ψ¯ai′(t)hi′iψ
a
i (t)
]
=
∫ ∞
−∞
dt
∑
a
(−a)αa(t)
[
∂t
(
ψ¯
a
c (t)ψ
a
c (t)
)− iψ¯ac (t)hclψal (t) + iψ¯al (t)hlcψac (t)]
=
∫ ∞
−∞
dt
∑
a
(−a)αa(t)
[
− ∂t
(
ψac (t)ψ¯
a
c (t)
)
+ iTr
{
hclψ
a
l (t)ψ¯
a
c (t)
}− iTr{hlcψac (t)ψ¯al (t)} ], (C.8)
where we used integration by parts in the first term Since Eq. (C.7) must hold for arbitrary α(t) this provides the
continuity equation
−∂t〈ψac (t)ψ¯ac (t)〉 = iTr
{
hlc〈ψac (t)ψ¯al (t)〉
}− iTr{hcl〈ψal (t)ψ¯ac (t)〉} . (C.9)
In steady-state, the time derivative of the density term on the l.h.s. vanishes and Eq. (C.9) reduces to current
conservation, i.e. the current into the central region equals the current out of the central region:
Tr
{
hlcG
−|+
cl (0)
}
= Tr
{
hclG
−|+
lc (0)
}
. (C.10)
Here we made use of the time-translational invariance of the Green’s function, Eq. (A.5), and the equivalence of the
contour Green’s function components for equal-time arguments G−|+(t, t)=G−|−(t, t)=G+|+(t, t).
3. Relation between self-energy and two-particle vertex (first order Ward identity)
For n = 1, Eq. (C.6) reads
0 = δ〈ψai (t)ψ¯a
′
i′ (t
′)〉 =
∫
D(ψ¯ψ)
[
(δψai (t)) ψ¯
a′
i′ (t
′) + ψai (t)(δψ¯
a′
i′ (t
′)) + iψai (t)ψ¯
a′
i′ (t
′)(δS[ψ¯,ψ])
]
eiS[ψ¯,ψ]. (C.11)
Since the r.h.s. contains both terms quadratic and quartic in ψ, this equation will eventually lead to a relation between
the self-energy and the two-particle vertex. For states i, i′∈C Eq. (C.11) can be written as
0 =
∫ ∞
∞
dt′′
∑
a′′
(−a′′)iαa′′(t′′)
{∫
D(ψ¯ψ)ψai (t)ψ¯a
′
i′ (t
′)
[
(−a)δ(t′′ − t)δaa′′ + a′δ(t′′ − t′)δa′a′′
+
∑
j∈C
∂t′′
(
ψ¯a
′′
j (t
′′)ψa
′′
j (t
′′)
)
+ i
∑
j1,j2
(
ψ¯a
′′
j1 (t
′′)h`c,j1|j2ψ
a′′
j2 (t
′′)− ψ¯a′′j2 (t′′)hc`,j2|j1ψa
′′
j1 (t
′′)
)]
eiS[ψ¯,ψ]
}
. (C.12)
Again, this must be true for arbitrary α(t), providing
[(−a)δ(t′′ − t)δaa′′ + a′δ(t′′ − t′)δa′a′′ ]Ga|a
′
i|i′ (t|t′)
=
∑
j1,j2
[
h`c,j1|j2G
a′′a|a′′a′
j2i|j1i′ (t
′′t|t′′t′) − hc`,j2|j1Ga
′′a|a′′a′
j1i|j2i′ (t
′′t|t′′t′)
]
− i∂t′′
∑
j∈C
G
a′′a|a′′a′
ji|ji′ (t
′′t|t′′t′). (C.13)
We proceed by decomposing the 2-particle Green’s function in the first term of the r.h.s. according to Eq. (A.4).
Since the first disconnected term, G(t′′|t′′)G(t|t′), vanishes due to the current conservation, Eq. (C.9), we get
[(−a)δ(t′′ − t)δaa′′ + a′δ(t′′ − t′)δa′a′′ ]Ga|a
′
i|i′ (t|t′)
= −
∑
j1,j2
[
G
a|a′′
i|j1 (t|t′′)h`c,j1|j2G
a′′|a′
j2|i′ (t
′′|t′)−Ga|a′′i|j2 (t|t′′)hc`,j2|j1G
a′′|a′
j1|i′ (t
′′|t′)
]
− i∂t′′
∑
j∈C
G
a′′a|a′′a′
ji|ji′ (t
′′t|t′′t′)
− i
∑
j1,j2
∑
k,b
∫
dτ G
a|b′2
i|k′2 (t|τ
′
2)
[
G
b1|a′′
k1|j1 (τ1|t′′)h`c,j1|j2G
a′′|b′1
j2|k′1 (t
′′|τ ′1)−(j1 ↔ j2, h`c↔hc`)
]
γ
b′1b
′
2|b1b2
k′1k
′
2|k1k2(τ
′
1, τ
′
2|τ1, τ2)Gb2|a
′
k2|i′ (τ2|t′).
(C.14)
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We find the corresponding relation in frequency domain after Fourier transformation w.r.t. all time arguments t, t′, t′′,
(−a)δaa′′Ga|a
′
i|i′ (ε+ ω) + a
′δa′a′′Ga|a
′
i|i′ (ε)
=−
∑
j1,j2
[
Ga|a′′i|j1 (ε+ ω)h`c,j1|j2G
a′′|a′
j2|i′ (ε)− (j1 ↔ j2, h`c↔hc`)
]
− ω
2pi
∫
dε′
∑
j∈C
Ga′′a|a′′a′ji|ji′ (ε, ε′;ω).
− i
2pi
∑
k,b
j1,j2
Ga|b′2i|k′2 (ε)
{∫
dε′
[
Gb1|a′′k1|j1 (ε′)h`c,j1|j2G
a′′|b′1
j2|k′1 (ε
′ + ω)−(j1 ↔ j2, h`c↔hc`)
]
Lb′1b′2|b1b2k′1k′2|k1k2(ε, ε
′;ω)
}
Gb2|a′k2|i′ (ε+ ω).
(C.15)
We set ω=0 and sum over a′′ on both sides to get the matrix equation
∑
a′′
[(−a)δaa′′ + a′δa′a′′ ]Ga|a′c (ε) = Y a|a
′
(ε), (C.16)
where we defined the response object
Y
a|a′
i|i′ (ε) =−
∑
a′′
∑
j1,j2
[
Ga|a′′i|j1 (ε)h`c,j1|j2G
a′′|a′
j2|i′ (ε)− (j1 ↔ j2, h`c↔hc`)
]
− i
2pi
∑
a′′
∑
k,b
j1,j2
Ga|b′2i|k′2 (ε)
{∫
dε′
[
Gb1|a′′k1|j1 (ε′)h`c,j1|j2G
a′′|b′1
j2|k′1 (ε
′)−(j1 ↔ j2, h`c↔hc`)
]
Lb′1b′2|b1b2k′1k′2|k1k2(ε, ε
′; 0)
}
Gb2|a′k2|i′ (ε).
(C.17)
With two independent contour arguments, a and a′,
Eq. (C.16) results in four independent contour space re-
lations
0 = Y +|+ = Y −|− , −2G+|−c = Y +|− , 2G−|+c = Y −|+.
(C.18)
Adding up all equations and transforming into Keldysh
space [Eq. (A.10)] yields
2(G+|−c − G−|+c ) = Y +|+ + Y −|− − Y +|− − Y −|+
Eq. (A.10)⇔ G2|1c − G1|2c = Y 1|1. (C.19)
As a consequence of the theorem of causality [Eq. (A.12)]
we have G1|1 = 0. Hence, only the summand with a′′= 2
in Y 1|1 is non-zero:
Y 1|1(ε) = b1|1(ε)− iG1|2c (ε)Φ˜(ε)G2|1c (ε), (C.20)
where we defined the coupling term
bα|α
′
= Gα|2c hc`G2|α
′
`c − Gα|2c` h`cG2|α
′
c
Eq. (A.26)
= Gα|2c hc`
∑
β,γ
g
2|β
` 〈β|γ`c Gγ|α
′
c
−
∑
β,γ
Gα|βc 〈β|γc` gγ|2` h`cG2|α
′
c , (C.21)
and the response function
Φ˜k′2|k2(ε) =
1
2pi
∫
dε′
∑
b1,b′1
k1,k
′
1
b
b1|b′1
k1|k′1(ε
′)Lb′12|b12k′1k′2|k1k2(ε, ε
′; 0).
(C.22)
Using the hybridization, Γ = ihc`(g
2|1
` − g1|2` )h`c, we find
b1|1 = −iG1|2c ΓG2|1c , b1|2 = −b2|1 = (1− 2f)b1|1.
(C.23)
Hence, the response function reads (since γ22|22 =0)
Φ˜k′2|k2(ε)=
1
2pii
∫
dε′
∑
j1,j′1
k1,k
′
1
G1|2k1|j′1(ε
′)Γj′1|j1(ε
′)G2|1j1|k′1(ε
′)
×
[
L12|12k′1k′2|k1k2(ε, ε
′; 0)− (1− 2f(ε′))
(
L12|22k′1k′2|k1k2(ε, ε
′; 0)− L22|12k′1k′2|k1k2(ε, ε
′; 0)
)]
, (C.24)
in accord with Eq. (20). Finally, we multiply
[G1|2]−1 from the left and [G2|1]−1 from the right in Eq. (C.19),
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which provides[
G1|2(ε)
]−1
−
[
G2|1(ε)
]−1
= −i
[
Γ(ε) + Φ˜(ε)
]
. (C.25)
Inserting Eq. (A.25) and using Σ
1|2
lead(ε) − Σ2|1lead(ε) =−iΓ(ε) [see Eq. (A.21)] the hybridization terms cancel
and we recover Eq. (21) (note that we combined the left
and right lead, which implies Φ˜ = Φ˜l + Φ˜r):
i
[
Σ1|2(ε)− Σ2|1(ε)
]
= Φ˜(ε). (C.26)
This equation is a necessary condition that any method
for describing the influence of interactions has to satisfy
in order to produce quantitative reliable results for trans-
port properties of the system. If Eq. (C.26), and therefore
particle conservation, is violated by a chosen approach
(such as e.g. truncated fRG schemes) one should exercise
great caution in interpreting the results.
Appendix D: Derivation of the fluctuation-dissipation theorem for the vertex channels and the self-energy
In this appendix we verify, within SOPT, that the fluctuation-dissipation theorem holds for both the frequency-
dependent vertex channels, Eq. (40d) and Eq. (41d), and the self-energy, Eq. (48d).
1. FDT for the Π-channel
We use the FDT for the bare Green’s function, Eq. (A.17), to write the Keldysh Green’s function in terms of the
difference between the retarded and advanced Green’s function. With that we can write the Keldysh component of
the Π-channel as
Π
1|1
ij (p) = −
uiuj
2pii
∫
dε
[
Gσ,2|20,i|j (p−ε)Gσ¯,2|20,i|j (ε) + Gσ,2|10,i|j (p−ε)Gσ¯,2|10,i|j (ε) + Gσ,1|20,i|j (p−ε)Gσ¯,1|20,i|j (ε)
]
= −uiuj
pii
∫
dε
[
1− f(ε)− f(p− ε) + 2f(ε)f(p− ε)
] (
Gσ,2|10,i|j (ε)− Gσ,1|20,i|j (ε)
)(
Gσ¯,2|10,i|j (p− ε)− Gσ¯,1|20,i|j (p− ε)
)
,
(D.1)
where we added zeros
∫
dε G2|10 (ε)G1|20 (p− ε) =
∫
dε G1|20 (ε)G2|10 (p− ε) = 0. We then use the relation
2f(ε)f(p− ε) = 2b(p− µ)[1− f(p− ε)− f(ε)], (D.2)
which yields
Π
1|1
ij (p) = −
uiuj
pii
[
1 + 2b(p− µ)
] ∫
dε
[
1− f(ε)− f(p− ε)
] (
Gσ,2|10,i|j (ε)− Gσ,1|20,i|j (ε)
)(
Gσ¯,2|10,i|j (p− ε)− Gσ¯,1|20,i|j (p− ε)
)
=
[
1 + 2b(p− µ)
] [
Π
1|2
ij (p)−Π2|1ij (p)
]
. (D.3)
This proves Eq. (40d).
2. FDT for the X-channel
A similar calculation as above shows the FDT for the x-channel:
X
σσ′,1|1
ij (x) = −
uiuj
2pii
∫
dε
[
Gσ¯,2|20,i|j (ε)Gσ¯
′,2|2
0,i|j (ε+ x) + Gσ¯,2|10,i|j (ε)Gσ¯
′,1|2
0,i|j (ε+ x) + Gσ¯,1|20,i|j (ε)Gσ¯
′,2|1
0,i|j (ε+ x)
]
= −uiuj
pii
∫
dε
[
f(ε)− f(ε+ x)− 2f(ε)f(−ε− x+ 2µ)
] (
Gσ¯,2|10,i|j (ε)− Gσ¯,1|20,i|j (ε)
)(
Gσ¯′,2|10,i|j (ε+ x)− Gσ¯
′,1|2
0,i|j (ε+ x)
)
= −uiuj
pii
[
1 + 2b(x+ µ)
] ∫
dε
[
f(ε+ x)− f(ε)
] (
Gσ¯,2|10,i|j (ε)− Gσ¯,1|20,i|j (ε)
)(
Gσ¯′,2|10,i|j (ε+ x)− Gσ¯
′,1|2
0,i|j (ε+ x)
)
=
[
1 + 2b(x+ µ)
] [
X
σσ′,1|2
ij (x)−Xσσ
′,2|1
ij (x)
]
. (D.4)
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3. FDT for the self-energy
Finally we show the FDT for the self-energy: Using the FDT for both the X-channel of the vertex as well as of the
bare Green’s function, we can rewrite the Keldysh component of the self-energy:
Σ
σ,1|1
2,i|j (ε) =−
1
2pii
∫
dε′
[
Gσ,2|20,i|j (ε′)Xσσ,1|1ij (ε− ε′) + Gσ,2|10,i|j (ε′)Xσσ,1|2ij (ε− ε′) + Gσ,1|20,i|j (ε′)Xσσ,2|1ij (ε− ε′)
]
=− 1
2pii
∫
dε′ ([1− 2f(ε′)] [1 + 2b(ε− ε′ + µ)] + 1)
(
Gσ,210,i|j(ε′)− Gσ,120,i|j(ε′)
)(
X
σσ,1|2
ij (ε− ε′)−Xσσ,2|1ij (ε− ε′)
)
=− 1
2pii
[1− 2f(ε)]
∫
dε′ [2− 2f(ε′) + 2b(ε− ε′ + µ)]
(
Gσ,210,i|j(ε′)− Gσ,120,i|j(ε′)
)(
X
σσ,1|2
ij (ε− ε′)−Xσσ,2|1ij (ε− ε′)
)
. = [1− 2f(ε)]
[
Σ
σ,1|2
2,i|j (ε)− Σσ,2|12,i|j (ε)
]
. (D.5)
Here we added zeros,
∫
dε′G2|10 (ε′)X2|1(ε− ε′) =
∫
dε′G1|20 (ε′)X1|2(ε− ε′) = 0, to get to the second line. Furthermore
we used the relation
b(ε− ε′ + µ) [f(ε)− f(ε′)] = −f(ε)f(−ε′ + 2µ) = −f(ε) + f(ε)f(ε′). (D.6)
Appendix E: Method of finite differences for
non-uniform grid
In this appendix we derive a discrete description of
a continuous system having the Hamiltonian H(x) =
~2/(2m)∂2x+V (x). While the standard precedure usually
involves discretization via a grid with constant spacing,
we focus on the more general case, where the spacing
is non-constant. This bypasses, for a proper choice of
non-monotonic discretization, the occurence of artificial
bound states close to the upper band edge, which are a
consequence of the inhomogeneity V(x).
We discretize real space using a set of grid points {xj}
(see Fig.(3)). The distance between two successive points
is given by aj = xj+1−xj . Now, a function ψ(x) and
its first and second derivatives ψ′(x) and ψ′′(x) are dis-
cretized as
ψj = ψ(xj),
ψ′j+1/2 =
ψ(xj+1)− ψ(xj)
aj
,
ajaj−1 aj+1
x
ψ(x)
ψj
ψj+1
ψj−1
ψj+2
xj+1xj−1 xj+2xj
Figure 3. Illustration of the choice of notation used to dis-
cretize real space.
ψ′′j =
ψ′j+1/2 − ψ′j−1/2
aj+aj−1
2
= 2
ψj+1−ψj
aj
− ψj−ψj−1aj−1
aj + aj−1
' 1
a2j−1
ψj−1 −
(
1
a2j−1
+
1
a2j
)
ψj +
1
a2j
ψj+1,
(E.1)
where we demanded that the spacing changes smoothly
as a function of j, implying (aj + aj−1)aj ' 2a2j and
(aj + aj−1)aj−1'2a2j−1. Note that the first derivative is
defined ‘in between’ grid points. Hence, the discretized
version of the Hamiltonian H(x) = − ~22m∂2x+V (x) at a
point xj is given by
Hψj = −τj−1ψj−1 − τjψj+1 + Ejψj , (E.2)
with site-dependent hopping τj = 1/(2ma
2
j ) (here and
below we set ~ = 1) and the onsite-energy Ej = τj−1 +
τj + Vj .
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