Abstract. This paper shows results obtained in the Automatic Speech Recognition (ASR) task for a corpus of digits speech files with a determinate noise level immerse. The experiments realized treated with several speech files that contained Gaussian noise. We used HTK (Hidden Markov Model Toolkit) software of Cambridge University in the experiments. The noise level added to the speech signals was varying from fifteen to forty dB increased by a step of 5 units. We used an adaptive filtering to reduce the level noise (it was based in the Least Measure Square -LMS-algorithm). With LMS we obtained an error rate lower than if it was not present. It was obtained because of we trained with 50% of contaminated and originals signals to the ASR. The results showed in this paper to analyze the ASR performance in a noisy environment and to demonstrate that if we have controlling the noise level and if we know the application where it is going to work, then we can obtain a better response in the ASR tasks. Is very interesting to count with these results because speech signal that we can find in a real experiment (extracted from an environment work, i.e.), could be treated with these technique and decrease the error rate obtained. Finally, we report a recognition rate of 99%, 97.5% 96%, 90.5%, 81% and 78.5% obtained from 15, 20, 25, 30, 35 and 40 noise levels, respectively when the corpus that we mentioned above was employed. Finally, we made experiments with a total of 2600 sentences (between noisy and filtered sentences) of speech signal.
Introduction
The science of speech recognition have been advanced to the state where it is now possible to communicate reliably with a computer by speaking to it in a disciplined manner using a vocabulary of moderate size. The interplay between different intellectual concerns, scientific approaches, and models, and its potential impact in society make speech recognition one of the most challenging, stimulating, and exciting fields today. The effect of the noise and filtering on clean speech in the power spectral domain can be represented as: To transform to the log spectral domain we apply the logarithm operator at both sides of the last expression resulting in )) ( ) ( ( ( log 10 )) ( ( log 10 Last expressions shows that is very difficult to intent to find noise and signal separately. For that is a good recommendation to eliminate the noise embedded into a speech signal using other methods. The different sources of variability that can affect speech determine most of difficulties of speech recognition. During speech production the movements of different articulators overlap in time for consecutive phonetic segments and interact with each other. This phenomenon is known as co-articulation mentioned above. The principal effect of the co-articulation is that the same phoneme can have very different acoustic characteristics depending on the context in which it is uttered [1] .
State-of-the-art ASR systems work pretty well if the training and usage conditions are similar and reasonably benign. However, under the influence of noise, these systems begin to degrade and their accuracies may become unacceptably low in severe environments [2] . To remedy this noise robustness issue in ASR due to the static nature of the HMM parameters once trained, various adaptive techniques have been proposed. A common theme of these techniques is the utilization of some form of compensation to account for the effects of noise on the speech characteristics. In general, a compensation technique can be applied in the signal, feature or model space to reduce mismatch between training and usage conditions [3] .
Characteristics and Generalities
Speech recognition systems work reasonably well in quiet conditions but work poorly under noisy conditions or distorted channels. The researchers in our speech group (Digital Signal Processing Research Group in the Center for Computing Research) are focused on algorithms to improve the robustness of speech recognition system, so we demonstrated when we employed syllables and Expert Systems for that; we have obtained very good results. Some sources of variability are illustrated in Figure 1 .
Speaker-to-speaker differences impose a different type of variability, producing variations in speech rate, co-articulation, context, and dialect, even systems that are designed to be speaker independent exhibit dramatic degradations in recognition accuracy when training and testing conditions differ [4] .
Substantial progress has also been made over the last decade in the dynamic adaptation of speech recognition systems to new speakers, with techniques that modify or warp the systems' phonetic representations to reflect the acoustical characteristics of individual speakers [5] [11] [12] . 
Automatic Speech Recognition Systems
In Automatic Speech Recognition (ASR) systems most of speech energy is under 7 or 7.5 KHz (woman or man voice can change the range mentioned before) dependently. A telephonic lower quality signal is obtained whenever a signal does not have energy out of the band 300-3400 Hz. The vocal tract configuration can be estimated by identifying the filtering performed by the tract vocal on the excitation. Introducing the power spectrum of the signal ) (ω 
The speech signal (continuous, discontinuous or isolated) is first converted to a sequence of equally spaced discrete parameter vectors. This sequence of parameter vectors is assumed to form an exact representation of the speech waveform on the basis that for the duration covered by a single vector (typically 10-25 ms) the speech waveform can be regarded as being stationary. In our experiments we used the following block diagram for the isolated speech recognition. The database employed consists of ten digits (0-9) for the Spanish language.
Hidden Markov Models
As we know, HMMs mathematical tool applied for speech recognition presents three basic problems [6] y [7] . For each state, the HMMs can use since one or more Gaussian mixtures both to reach high recognition rate and modeling vocal tract configuration in the Automatic Speech Recognition.
Gaussian Mixtures
Gaussian Mixture Models are a type of density model which comprise a number of functions, usually Gaussian. In speech recognition, the Gaussian mixture is of the form [8] [9], [10] , [11] and [12] . 
In 8, the summarize of the k w weights give us
As we can deduce, the sum of all i w is equal to 1. That is an interesting property of the Gaussian Mixtures employed for Automatic Speech Recognition.
Viterbi Training
We used Viterbi training, in this work for a set of training observations r O , R r ≤ ≤ 1 is used to estimate the parameters of a single HMM by iteratively computing Viterbi alignments. When used to initialise a new HMM, the Viterbi segmentation is replaced by a uniform segmentation (i. e. each training observation is divided into N equal segments) for the first iteration. Apart from the first iteration on a new model, each training sequence O is segmented using a state alignment procedure which results from maximising 
Experiments and Results
The evaluation of the adaptive filter implemented to reduce noise involved clustering a set of speech data consisting of 100 isolated patterns from a digits vocabulary. The training patterns (and a subsequent set of another 200 independent testing pattern) were recorded in a room free of noise. Only one speaker provided the training and testing data. All training and test recordings were made under identical conditions (we employed a special software created for us to record the sentences, at 16 kbps; monochannel and the sentence were normalized). The 200 independent testing patterns was addition with a level noise, we obtained a total of 1200 new sentences contaminated (200 per noise level, that is because we used 6 noise levels). After that, we used an adaptive filter to reduce that noise level and the results are shown below, then we obtained another 1200 sentences. Finally, we made experiments with a total of 2600 sentences (between noisy and filtered sentences) of speech signal. Figure 2 shows the adaptive filter algorithm employed. For each corpus created, we used three databases test to recognition task: with same characteristics, noisy and filtered. All sentences were recorded at 16 kHz frequency rate, 16 bits and mono-channel. We use MFCCs with 39 characteristics vectors (differential and energy components). A Hidden Markov Model with 6 states and 1 Gaussian Mixture per state. Table 1 Shows the results obtained when we used a noisy corpus to training the ASR. A total of 600 speech sentences were analyzed.
As we can see, when we used a noisy corpus like we hoped, recognition level with noisy database was adequately. When we used high S/N rate (25, 30, 35 and 40 dB), the recognition rate was increased. It is important because it means that the noisy corpus is a good reference. Figure 3 shows a histogram related with the table contents. Table 2 shows the results obtained when we used a noisy corpus to training the ASR. A total of 600 speech sentences were analyzed.
SPEECH RECOGNITION WITH NOISY CORPUS CREATED
As we can see, when we used a corpus compound by noisy and original signals, the recognition rate for filtered speech signal was increased considerably. Figure 4 shows that. Table 3 shows the results obtained when we used a noisy corpus to training the ASR. A total of 600 speech sentences were analyzed. Finally, with the original corpus the results was not satisfactory, although the recognition rate with filtered signals was better than noisy signals, it was poor and not enough to be considered important as Figure 5 shows.
SPEECH RECOGNITION WITH NOISY AND ORIGINAL CORPUS

Conclusions and Future Works
The results shown in this paper demonstrate that we can use an adaptive filter to reduce the noise level in an automatic speech recognition system (ASRS) for the Spanish language. The use of this paradigm is not new but with this experiment we propose to reduce the problems find out when we tread with real speech signals. MFCCs and CDHMMs were used for training and recognition, respectively. First, when we used database test with the same characteristics that corpus training a high performance was reached out, but when we used the clean speech database our recognition rate was poor. The most important results extracted of this experiment were when the clean speech was fixed with noisy speech, when we used filtered speech we obtained a high performance in our ASR. For that, our conclusion is that if we want to construct an ASR immerse in a noisy environment, it is going to have a high performance if we included in our database training clean and noisy speech signal. So, if we known the Signal/Noise ratio and it's great than 35%, we can use the filtered signal in an ASR without problems. For future works is recommendable try to probe the results obtained using another methods employed to reduce noise into signal (wavelets i. e.), and extract the results.
