Bifractional transformations which lead to quantities that interpolate between other known quantities, are considered. They do not form a group, and groupoids are used to described their mathematical structure. Bifractional coherent states and bifractional Wigner functions are also defined.
I. INTRODUCTION
Phase space methods [1, 2] are an important part of quantum mechanics. Techniques like fractional Fourier transforms [3] [4] [5] [6] , coherent states [7] [8] [9] , analytic representations [10] [11] [12] , Wigner and Weyl functions, Moyal formalism [13, 14] , Berezin formalism [15] [16] [17] [18] , etc, provide a deeper understanding of the nature of a quantum particle.
In this paper we introduce bifractional transforms, which lead to new quantities that interpolate between other known quantities. A preliminary version of this has been presented in [19] . Here we go deeper and expand these ideas as follows:
• In section II we review briefly for later use, the mathematical structure of groupoids [20] [21] [22] [23] .
They are weaker but more general than groups. Applications of groupoids in physics include non-commutative geometry [24, 25] , quantum tomography [26] , etc.
• In section III we introduce the bifractional displacement operators. They are two-dimensional fractional Fourier transforms, but we stress that they are not a straightforward generalization of the one-dimensional fractional Fourier transforms to the two-dimensional case (a technical point that we explain in section III). The bifractional transformations do not form a group and we use groupoids to describe their mathematical structure. We also study the marginal properties of the bifractional transforms (section III C).
• In section IV, we act with the bifractional operators on the vacuum, and we get bifractional coherent states. We study their analyticity properties and their resolution of the identity (proposition IV.2).
We also study their overlaps and interpret the result in terms of a distance (proposition IV.3). The presentation emphasizes the difference between the formulas for standard coherent states, and the corresponding formulas for the bifractional coherent states.
• In section V we study bifractional Wigner functions A(α, β; θ 1 , θ 2 |ρ). Their marginal properties follow immediately from the marginal properties of the bifractional displacement operators in section III C. In addition to that we give in proposition V.1, extra marginal properties that involve the |A(α, β; θ 1 , θ 2 |ρ)| 2 . We also interpret physically the bifractional Wigner functions, as quantities which interpolate between quantum noise and quantum correlations.
• In section VI we present briefly the Moyal star formalism for bifractional Wigner functions (proposition VI.3).
• In section VII we present briefly the corresponding Berezin formalism (proposition VII.2).
II. PRELIMINARIES: GROUPOID T OVER B
There are many cases where the concept of group is too strong for the description of a particular symmetry. A weaker concept is the groupoid, which is designed for 'variable symmetries'. Groups are special cases of groupoids.
A groupoid is a set T over a base set B such that
• there two maps from T to B
u 1 is the 'source' of t, and u 2 the 'target' of t. t can be viewed as an 'arrow' which starts at u 1 and ends at u 2 .
• A partial associative multiplication t 1 t 2 is defined only in the case that s 2 (t 1 ) = s 1 (t 2 ) ('the target of the first arrow is the same as the source of the second arrow').
• There is an involution ('inverse')
• The elements L t = tt −1 and R t = t −1 t are called left and right identities, and they are in general different. Also
Furthermore
The base set B, is isomorphic to the set of all left identities and to the set of all right identities.
• The set of all elements t such that s 1 (t) = s 2 (t) can be shown to form a group, called the isotropy group
In the special case that the base set B contains only one element (L t = R t = 1), the multiplication is defined for all elements t 1 , t 2 , and the groupoid is a group. If for all u 1 , u 2 ∈ B there exists t ∈ T such that s 1 (t) = u 1 and s 2 (t) = u 2 , the groupoid is called connected or transitive.
III. BIFRACTIONAL DISPLACEMENT OPERATORS
Letx,p be the position and momentum operators of the harmonic oscillator. We consider the displacement operators
and the displaced parity operators
They are related through the two-dimensional Fourier transform (e.g., [27] [28] [29] )
We also consider the fractional Fourier transform:
Special cases of this are
We can prove that
In [19] we have generalized Eq. (7) by replacing the Fourier transforms with fractional Fourier transforms.
This led to the bifractional displacement operators
They are unitary operators. The proof of unitarity is based on the integral
In order to prove Eq. (12) we use the relation
In the integration we are careful with the ordering of operators. The variables α ′ , β ′ in Eq. (11) , are dual to each other and in this sense our fractional Fourier transform is not a straightforward generalization into two dimensions, of the one-dimensional fractional Fourier transform. Below we give a deeper explanation of the origin of the prefactor | cos(
Since ∆(x, y; θ + π) = ∆(x, −y; θ) it follows that
Therefore we can take (
We exclude them because in this case the prefactor in Eq. (11) is zero. The following are special cases:
A.
(θ1, θ2) axes in phase space and the origin of the factor cos(θ1 − θ2)
In most of the formulas throughout the paper we get the factor cos(θ 1 − θ 2 ). The following arguments
show the Jacobian nature of this factor, and also give a distance used later, in terms of coordinates in a non-orthogonal frame.
We consider an orthogonal frame x − y, and a non-orthogonal frame x ′ − y ′ as shown in fig. 1 
Therefore the Jacobian corresponding to this change of variables is
The distance of the point (x ′ , y ′ ) from the origin is given in terms of the coordinates in the nonorthogonal frame, by
B. The groupoid of transformations between the U (α, β; θ1, θ2)
The bifractional transformations do not form a group under multiplication. It has been shown in [19] that they are elements of the semidirect product of the Heisenberg-Weyl group HW by the SU (1, 1) group of squeezing transformations: HW ⋊ SU (1, 1). This has general elements of the type
which depend on six parameters. The operators U (α, β; θ α , θ β ) depend only on four parameters, and they are special cases of the operators S(a 1 , a 2 , a 3 , a 4 , a 5 , a 6 ).
We describe the mathematical structure of U (α, β; θ 1 , θ 2 ) with groupoids. We consider the set of
We also consider the map
where
Eq. (22) is a generalized version of Eq. (11), which in the present notation is the map
The compatibility between the two, is shown in the first part of the proof of proposition III.1 below.
We next consider the following notation for the composition
The proposition below shows that the T (α, β; θ 1 , θ 2 |γ, δ; φ 1 , φ 2 ) form a groupoid:
} is a connected groupoid with base set B (in Eq. (20)), and with composition as multiplication. The inverse of T (α, β;
The left and right identities are T (α, β; θ 1 , θ 2 |α, β; θ 1 , θ 2 ) and T (γ, δ; φ 1 , φ 2 |γ, δ; φ 1 , φ 2 ).
Proof. The proof consists of the following three parts:
(1) We prove that the following compatibility relation holds
We start with the relations
and
Inserting Eq. (27) into Eq. (28) we get
The compatibility relation of Eq.(26) holds because using Eq.(10) we show that Eq.(29) reduces to
(2) For the left and right identities, we first point out that in the special case that φ 1 = θ 1 and φ 2 = θ 2 , the ∆ (β, δ; 0) and ∆ (α, γ; 0) are delta functions, and therefore in this case α = γ and β = δ and T (α, β; θ 1 , θ 2 |α, β; θ 1 , θ 2 ) is the identity map. We also show that
The inverse, is an involution:
(3) The above two parts show that T is a groupoid. In fact it is a connected groupoid because any two elements U (γ, δ; φ 1 , φ 2 ), U (α, β; θ 1 , θ 2 ) in the set U, are related through Eq. (22).
The proposition below summarizes the marginal properties of U (α, β; θ 1 , θ 2 ):
Proposition III.2.
(1) Integration of U (α, β; θ 1 , θ 2 ) with respect to α gives
(2) Integration of U (α, β; θ 1 , θ 2 ) with respect to β gives
Integration of U (α, β; θ 1 , θ 2 ) with respect to both α and β gives
Proof.
(1)
We have used here the relation
(2) This is proved in a similar way to the above.
(3) We integrate Eq.(33) with respect to β and we prove Eq.(35).
IV. BIFRACTIONAL COHERENT STATES
Acting on the U (α, β; θ 1 , θ 2 ) on the vacuum |0 we get the 'bifractional coherent states':
We introduce another type of bifractional coherent states, which we call 'R-bifractional coherent states', and denote with the index R:
They are eigenstates of the annihilation operator
and consequently they obey the resolution of the identity
The proposition below relates the bifractional coherent states in Eqs.(38), (39).
Proposition IV.1.
Proof. We will prove that
We write U (0, 0; θ 1 , θ 2 )D(α, β) as
Changing variables and combining similar terms we show that,
This proves Eq(43) and Eq.(42).
We will use the notation
w(θ 1 , θ 2 ) can be written in terms of the A, B, C, D in Eq. (16) as
e 1 , e 2 are such that the 'analyticity part' of the following proposition, which presents the properties of the bifractional coherent states, holds.
Proposition IV.2.
(1) [analyticity] The exp (E(w|w
, where
depends only on w, and does not depend on w * .
(2) [Resolution of the identity]
This can also be written as:
(1) We write the exp −
Analyticity of coherent states gives
and integration by parts gives
We will prove that
Eq.(54) gives The following proposition, gives the overlap of two bifractional coherent states. The square of the absolute value of this overlap is given in terms of a distance.
Proposition IV.3.
(1) The overlap of two of these coherent states is
The last two factors are the 'correction' to the usual result for the overlap of two coherent states.
(2) 
where,
Then we change notation using Eq.(46). 
V. BIFRACTIONAL WIGNER FUNCTIONS: INTERPOLATING BETWEEN QUANTUM NOISE AND QUANTUM CORRELATIONS
For a density matrix ρ we define the Wigner function W (α, β|ρ) and the Weyl function W (α, β|ρ) as
Using Eq. (7) we show that the Wigner and Weyl functions are related through the two-dimensional
Fourier transform:
In ref. [19] we have generalized them into the bifractional Wigner function
In the special case θ 1 = θ 2 = 0 this gives the Weyl function
In the special case θ 1 = θ 2 = π 2 it gives the Wigner function
Wigner functions quantify the noise, and Weyl functions quantify the correlations in a quantum system.
The Weyl function integrates a wavefunction with its displacement in phase space, and in this sense it describes correlations. The widths of the Wigner function describe noise (both quantum and classical) in both the position and momentum. The α, β in the Wigner function are position and momentum, while the α, β in the Weyl function are position and momentum increments, related to correlations.
The quantity A(α, β; θ 1 , θ 2 |ρ) interpolates between the two, and shows that correlations and uncertainties are different aspects of the same concept, which could be called 'correlation-noise duality'. If θ 1 , θ 2 are close to zero, this more general concept is close to correlations (because A(α, β; θ 1 , θ 2 |ρ) is close to the Weyl function), and if θ 1 , θ 2 are close to π/2, it is close to uncertainties (because A(α, β; θ 1 , θ 2 |ρ) is close to the Wigner function). For general values of θ 1 , θ 2 the A(α, β; θ 1 , θ 2 |ρ) interpolates between them, and quantifies the noise-correlations duality.
A. Marginal properties for |A(α, β; θ1, θ2|ρ)|
2
In section III C we gave the marginal properties for U (α, β; θ 1 , θ 2 ). Taking the trace of both sides of these equations with a density matrix ρ, we derive corresponding marginal properties for A(α, β; θ 1 , θ 2 |ρ).
Below we give marginal properties for |A(α, β; θ 1 , θ 2 |ρ)| 2 .
Proposition V.1.
(1) Integration of |A(α, β; θ 1 , θ 2 |ρ)| 2 with respect to α gives
Integration of |A(α, β; θ 1 , θ 2 |ρ)| 2 with respect to both α and β gives
(1) Using Eq.(64) we get
Using Eqn.(6), integration with respect to α gives a delta function, and then integration with respect
Integration with respect to β ′ gives a delta function, and changing variables,
, we get
(2) The proof of this is similar to that above (3) From Eqs (11), (64) we get
Integration over α, β gives δ-functions, and then we get Eq.(69).
A special case of Eq.(69) for θ 1 = θ 2 = 0 and also
We next introduce the quantities
and similarly for δβ(θ 1 , θ 2 ). Such quantities have been introduced in [30] for the special case of Wigner and Weyl functions. It has been shown there that for pure states they are the usual uncertainties, but for mixed states they are different. If θ 1 , θ 2 are close to zero, δα(θ 1 , θ 2 ), δβ(θ 1 , θ 2 ) quantify correlations in position and momentum, and if θ 1 , θ 2 are close to π/2, they quantify noise.
In ref [30] it has been proved that δα(
In the case of arbitrary angles considered here, we have not proved a similar inequality, but we study this product through an example. As an example, we plot the δα( π 2 , θ 2 )δβ(0, 0) as a function of θ 2 in fig.2 , for the quantum state described with the density
We also plot the δα( fig.3 , for the quantum state described with the density matrix
VI. MOYAL STAR FORMALISM FOR BIFRACTIONAL WIGNER FUNCTIONS
In this section we present the basic steps of the Moyal formalism for bifractional Wigner functions. We start with a lema which is needed in proofs later.
It is known [13, 14] that this is equal to γ|ζ ǫ|δ .
In the following proposition we express an operator Θ in terms of the U (α, β; θ 1 , θ 2 ), and the trace of a product of two operators Θ 1 Θ 2 , in terms of the corresponding bifractional Wigner functions.
Proposition VI.2.
Using Eq.(10) we get delta functions, which give
Integrating with respect to β ′′ , and changing variables, we show that:
Given the A(α, β; θ 1 , θ 2 |Θ 1 ) and A(α, β; θ 1 , θ 2 |Θ 2 ) of two operators Θ 1 , Θ 2 , the following proposition
Taylor expansion gives 
Then using Eq.(96), we prove Proposition VII.2.
VIII. DISCUSSION
We have studied bifractional transforms, and their application in the area of phase space methods.
They provide a two-parameter (θ 1 , θ 2 ) interpolation between other known quantities. We have explained that they do not form a group and we used groupoids to describe their mathematical structure. 
