S2 Text. Linear discriminant analysis
Linear discriminant analysis (LDA) is a commonly used multivariate classification method.
The objective of LDA is to develop discriminant functions that are linear combinations of independent variables that will maximize the discrimination between the categories of the dependent variable. It is simple, mathematically robust and often produce models whose accuracy is as good as more complex methods. We constructed two discriminant functions, one based on three independent variables (i.e., the neutrophil-lymphocyte count ratio, Creactive protein, and lactate) and one based on four independent variables (i.e., procalcitonin, the neutrophil-lymphocyte count ratio, C-reactive protein, and lactate), using IBM SPSS 
where Z is the discriminant score, the β's are the discriminant coefficients, and X's are the independent variables. The discriminant score Z was computed for each episode and used to predict category of the dependent variable as well to compute the area under the receiver operating characteristic curve (AUC).
