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Cílem této práce je popsat kontextové kompresní metody a jejich aplikaci na multimediální
data. Je zde popsán princip aritmetického kódování a metody prediction by partial matching
včetně tvorby pravděpodobnostního modelu. Také jsou popsány multimediální data a zá-
kladní principy jejich komprese. V další části jsou prezentovány kompresní metody, které
jsem implementoval v práci a jejich výsledky.
Abstract
Purpose of this thesis is to describe the context-based compression methods and their
application to multimedia data. There is described the principle of arithmetic coding and
prediction by partial matching method, including creation of the probability model. There
are also described multimedia data and the basic principles of their compression. The next
section presents compression methods, that I implemented at work and their results.
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V súčasnosti sme zaplavení veľkým množstvom dát, ktoré sa neustále zväčšuje. Tento nárast
nastal hlavne rýchlym rozvojom informačných technológií a ich širokej dostupnosti. S tým
súvisí aj prudký nárast objemu multimediálnych dát (fotografie, videozáznamy, hudba).
Veľké množstvo dát spotrebováva mnoho pamäťového priestoru, preto je žiaduce tieto dáta
komprimovať.
Kompresia dát (tiež komprimácia dát) je špeciálny postup pri ukladaní dát. Jej úlohou
je zmenšiť dátový tok alebo spotrebu zdrojov pri ukladaní informácií. Kompresia je daná
zvoleným kompresným algoritmom, ktorým sa zo súboru odstraňujú redundantné infor-
mácie (kapitola 3.1.1) a zvyšuje sa entropia dát (kapitola 3.1.2). Existuje veľké množstvo
kompresných metód, pričom je tu stále priestor na vytvorenie nových.
Táto práca pojednáva o kontextovej kompresii v spojení s multimediálnymi dátami. Sú
tu opísané multimediálne dáta (kapitola 2) a vysvetlené niektoré dôležité pojmy z oblasti
kompresie dát (kapitola 3.1). Ďalej je vysvetlený princíp aritmetického kódera a dekódera
(kapitola 3.2) a kompresná metóda PPM (kapitola 3.4).
V ďalšej časti práce sú následne predstavené a popísané mnou implementované kontex-
tové kompresné metódy pre obrazové dáta a taktiež je prevedené porovnanie týchto metód.
Tieto metódy sa snažia aplikovať hlavnú myšlienku metódy PPM (vhodnej na kompresiu
textu) na kompresiu čiernobieleho 2D obrazu (v práci pracujem s obrázkami v 256 odtieňoch
sivej).
Výsledky práce sú demonštrované na množine vybraných obrázkov (pozri prílohu A).
Veľkosti týchto obrázkov po kompresii sú v práci uvádzané v kilobajtoch (1 kilobajt = 1024




V tejto kapitole sú popísané multimediálne dáta a niektoré možné spôsoby ich kompresie. Za
multimediálne dáta je možné považovať prakticky akékoľvek zvukové, obrazové alebo filmové
dáta. Jednotlivé typy multimediálnych dát sa líšia aj spôsobom uloženia v pamäti. Tento
spôsob závisí hlavne od použitého kodeku – kompresnej metódy (stratovej alebo nestratovej)
využitej na vytvorenie multimediálneho súboru. Pri ukladaní do pamäte je treba zvoliť
vhodný spôsob s ohľadom na veľké dátové toky a dosiahnutie rýchleho čítania a dekódovania
dát.
2.1 Typy multimediálnych dát
Multimediálne dáta je možné rozdeliť do viacerých skupín podľa toho, akú množinu dát
reálneho sveta reprezentujú. Tieto dáta sú spojité signály, multimediálne dáta sú ich abs-
trakciou – môžeme ich rozdeliť podľa toho, koľko dimenzionálny signál zobrazujú.
2.1.1 Jednorozmerné multimediálne dáta
Patria sem napríklad zvuk, rádiové vlny, EKG a podobne. Ide o signály, ktoré sa v čase
menia len v jednom rozmere.
Zvuk je v počítačoch uložený ako sled vzoriek (samplov). Každá vzorka má určitý počet
bitov, ktoré zaznamenávajú aktuálnu veľkosť zvukovej vlny. Shannonov vzorkovací teorém
hovorí, že vzorkovacia frekvencia musí byť aspoň dvakrát väčšia ako frekvencia zaznamená-
vaného zvuku (signálu), aby bolo možné spätne zrekonštruovať pôvodný signál. Vzorkovacia
frekvencia udáva počet zaznamenaných vzoriek signálu (zvukovej vlny) za sekundu. Zvu-
kové súbory môžu obsahovať aj viac kanálov (typicky 2 – stereo). Napríklad na hudobných
CD je zaznamenaný audio signál s maximálnou frekvenciou 20 kHz, pričom vzorkovacia
frekvencia je 44,1 kHz a každá vzorka má 16 bitov [4]. Čím je záznam zvuku kvalitnejší,
tým viac miesta zaberá. Preto sú v dnešnej dobe populárne najmä stratové kompresné me-
tódy, ako napríklad MP3. Ukážka prevodu spojitého signálu na diskrétne hodnoty (vzorky)
je na obrázku 2.1.
2.1.2 Dvojrozmerné multimediálne dáta
Do tejto kategórie patrí najmä obraz (typický zástupca 2D dát). Obraz je možné do pa-
mäte uložiť množstvom rozličných spôsobov – od najjednoduchšieho prostého uloženia hod-
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Obrázok 2.1: Vzorkovanie signálu.
nôt všetkých pixelov za sebou do pamäte (pozri nasledujúci odstavec) až po frekvenčnú
transformáciu (kap. 2.2).
Nekomprimovaný obraz (napríklad súbory BMP) je uložený v pamäti po riadkoch (za
sebou – z pôvodne štvorcového obrázku vznikne akoby jeden dlhý riadok). Na každý pixel
obrazu pripadá určitý počet bitov. Konce riadkov obrazu sú ešte doplnené vhodne zvoleným
počtom
”
zarovnávacích“ bitov – tento počet sa volí tak, aby sa čo najviac optimalizovalo
čítanie z pamäte. Uloženie v pamäti je znázornené na obrázku 2.2, biele políčka predstavujú
jednotlivé pixely obrazu (kódované určitým počtom bitov) a sivé reprezentujú bity použité
na zarovnanie. Tento obrázok zobrazuje dva riadky obrazových dát. V operačnom systéme
Windows sa takéto súbory ukladajú od najspodnejšieho riadku po najvrchnejší, v iných
operačných systémoch (Linux, OS X) je to naopak.
Obrázok 2.2: Uloženie nekomprimovaného obrázku v pamäti.
Ak je obrázok farebný, najčastejšie sa na reprezentáciu farby pixelu používa model RGB,
väčšinou jeden bajt pre každú farebnú zložku (pixel je teda reprezentovaný 24 bitmi). Pri
obrázkoch v odtieňoch sivej sa najčastejšie používa jeden bajt, ktorý reprezentuje úroveň
jasu pre každý pixel.
Bezstratová kompresia obrazu prešla postupne od jednoduchých metód (ako napríklad
RLE) k sofistikovanejším, ako je napríklad formát PNG (PNG používa kompresný algo-
ritmus Deflate, ktorý je kombináciou slovníkovej metódy LZ77 a Huffmanovho kódovania
[8]).
Stratová kompresia obrazu je v dnešnej dobe pomerne rozšírená. Jej najznámejším zá-
stupcom je JPEG. Pri tejto kompresii sa z dát odstraňujú najmä tie detaily, ktoré sú
najmenej rozpoznateľné ľudským zrakom (tzv. perceptívna kompresia).
2.1.3 Sekvencia 2D multimediálnych dát
Patria sem videosúbory (so zvukom alebo aj bez). Ak záznam obsahuje aj audio zložku, je
zvuk kódovaný nezávisle od obrazu. Ďalej rozoberieme už len obrazovú zložku záznamu, na
jej kódovanie sa používajú rôzne techniky. Obraz je zložený zo sekvencie za sebou nasledu-
júcich obrázkov (európsky televízny štandard je 25 obrázkov (snímkov) za sekundu – snímky
za sebou nasledujú v rozostupoch 20 ms). Najjednoduchší spôsob je video zakódovať ako
sekvenciu statických obrázkov (napríklad MJPEG kodek), avšak kompresný pomer dosiah-
nutý týmto spôsobom nie je dostatočný. Často využívaný je pokročilejší spôsob, keď sú
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snímky rozdelené na kľúčové a nekľúčové. Kľúčový snímok je nezávislý na okolitých sním-
koch, je to vlastne klasický statický obrázok. Nekľúčový snímok je taký, ktorý na svoje
dekódovanie potrebuje iné snímky (zaznamenáva len rozdiely oproti predchádzajúcim alebo
nasledujúcim snímkom). Použitie nekľúčových snímkov výrazne znižuje pamäťové nároky
na uloženie videa.
2.1.4 Trojrozmerné multimediálne dáta
So spracovaním trojrozmerných dát – najčastejšie 3D obrázkov sa môžeme v dnešnej dobe
stretnúť okrem počítačových hier najmä v oblasti zdravotníctva. Konkrétnym príkladom
je zobrazovanie trojrozmerného obrazu orgánov v ľudskom tele pomocou magnetickej rezo-
nancie – MRI (obraz sa vytvára pomocou silného magnetického poľa). Ďalším vyšetrením
produkujúcim dáta z tejto kategórie je CT (počítačová tomografia).
2.2 Frekvenčná transformácia dát
Na transformáciu vstupných dát do podoby vhodnej na spracovanie sa používa niekoľko
druhov transformácií, ako napríklad diskrétna kosínusová transformácia – DCT (použitá
pri formáte JPEG), diskrétna Fourierova transformácia – DFT alebo diskrétna vlnková tran-
sformácia – DWT. Tieto transformácie prevádzajú pôvodné dáta do iných domén, napríklad
z časovej do frekvenčnej.
Význačnou vlastnosťou transformácie obrazu do iného priestoru je, že informácie sú
zobrazené odlišným spôsobom; použitie transformácie teda nie je stratová metóda. [7]
Tým, že máme dáta vo viacerých rozmeroch (dimenziách) dostávame aj viac korelova-
ných susedov vhodných pre kontextovú predikciu.
Frekvenčná transformácia patrí k základným nástrojom spracovania obrazových dát.
Jednou z najdôležitejších je diskrétna Fourierova transformácia používaná pri lineárnych
obrazových filtroch (napr. detekcia hrán). Gaborova transformácia sa používa na extrakciu
príznakov používaných pri analýze obrazu. Diskrétna kosínusová transformácia je využívaná
pri kompresii obrazu.
Nasleduje bližší popis niektorých významných frekvenčných transformácií.
2.2.1 Diskrétna Fourierova transformácia –DFT
Z matematického hľadiska prevedie diskrétna Fourierova transformácia konečnú množinu
rovnomerne navzorkovaných hodnôt funkcie (signálu) do konečnej množiny koeficientov
komplexných exponenciál (s rôznou frekvenciou). Tieto koeficienty vytvárajú funkciu, ktorá
sa nazýva spektrum. Spektrum je výsledná funkcia získaná pomocou DFT a udáva, na kto-
rých frekvenciách je vstupný signál zastúpený. Pri tejto transformácii je spektrum perio-
dické. DFT teda prevedie pôvodnú (navzorkovanú) funkciu do frekvenčnej oblasti.
Koeficient komplexnej exponenciály udáva, ako veľmi je vstupný signál podobný s kom-
plexnou exponenciálou, ktorá má určitú frekvenciu. Vstupné vzorky aj výstupné koeficienty
sú komplexné čísla (v praxi sa väčšinou používajú reálne čísla).
Diskrétna Fourierova transformácia je najdôležitejšou diskrétnou transformáciou použí-
vanou v mnohých aplikáciách. V spracovaní digitálneho signálu je vstupná funkcia akýkoľvek
signál, ktorý sa mení v priebehu času (napríklad zvukové vlny). Pri digitálnom spracovaní
obrazu môžu vzorky predstavovať hodnoty pixelov v riadkoch a stĺpcoch (v reálnom svete
sú obrazové dáta tiež signálom).
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Vzhľadom k tomu, že DFT pracuje s konečnou množinou dát, je vhodná na použitie
v oblasti informatiky. Často sa DFT implementuje pomocou rýchlej Fourierovej transfor-
mácie (fast Fourier transform – FFT).
Pri analýze obrazu sa používa dvojrozmerná DFT (2D DFT), pričom sa počíta najprv
séria jednorozmerných transformácií pre riadky a potom pre stĺpce (alebo opačne).
2.2.2 Diskrétna kosínusová transformácia –DCT
Diskrétnou Fourierovou transformáciou signálu vznikajú komplexné koeficienty. Táto tran-
sformácia je redundantná, čo nie je dobrá vlastnosť, ak chceme obraz komprimovať. Na
kompresiu obrazových dát je vhodnejšia diskrétna kosínusová transformácia (DCT), ktorá
pôvodný signál porovnáva s rôzne roztiahnutými kosínusoidami. Jej aplikáciou na sekvenciu
N reálnych čísiel vznikne N koeficientov, ktoré sú tiež nazývané spektrum. Na rozdiel od
DFT nie je pri DCT spektrum symetrické. Na analýzu obrazu je potrebné použiť dvojroz-
mernú formu transformácie (tak ako pri DFT). [13]
2.2.3 Gaborova transformácia
Gaborove funkcie sú často používané na extrakciu príznakov a následnú klasifikáciu alebo
detekciu hrán. V jednorozmernom prípade pozostáva Gaborova funkcia z komplexnej ex-
ponenciály (v reálnom z kosínusoidy alebo sínusoidy). Tá je lokalizovaná okolo 0 obálkou
v tvare Gaussovho okna. Posúvaním Gaussovho okna pri pevne zvolenom roztiahnutí kom-
plexnej exponenciály, vzniká jadro takzvanej Gaborovej transformácie. Jedná sa vlastne
o špeciálny prípad krátkodobej Fourierovej transformácie. Pri aplikovaní dvojrozmernej
Gaborovej transformácie na každý pixel obrazu je možné zistiť, koľko energie obraz okolo
tohto miesta nesie na danej frekvencii a v danom smere. [13]
2.2.4 Diskrétna vlnková transformácia –DWT
Diskrétnu vlnkovú transformáciu (discrete wavelet transform) môžeme považovať za zovšeo-
becnenie myšlienky DFT pre veľkú rodinu funkcií, nazývaných vlnky. Vlnková transformácia
reprezentuje signál pomocou posunutých a roztiahnutých verzií takzvanej materskej vlnky.
Toto je transformácia, kde pôvodná funkcia je spojitá a výsledok transformácie pozostáva
z diskrétnych hodnôt – série vlniek analogických k Fourierovej rade. Vlnkovú transformáciu
môžeme považovať za prostriedok k rozkladu signálu na jeho základné zložky.
Pri kompresii dát sa všeobecne stretávame s navzorkovanými funkciami, ktoré sú dis-
krétne v čase, pričom potrebujeme, aby reprezentácia času aj frekvencie bola diskrétna – toto
sa nazývaná diskrétna vlnková transformácia [9].
Diskrétna vlnková transformácia má mnoho aplikácii v matematike a informatike. Naj-
významnejším je použitie DWT na kódovanie signálov a predspracovanie signálov pri kom-
presii dát.
Vlnková transformácia poskytuje progresívne alebo
”
pyramídové“ kódovanie obrázku
vo viacerých veľkostiach (rozmeroch), čo je flexibilnešie ako konvenčný prístup (obrázok
2.3). Vlnky tvoria normalizovanú sadu ortogonálnych funkcií, na ktoré je premietaný obraz.
V súčasnosti sa používa sa viacero vlnkových funkcií, najjednoduchšia je Haarova vlnka, čo
je vlastne iba štvorcový krok. [7]
Na obrázku 2.31 je ukázaná diskrétna 2D vlnková transformácia použitá pri JPEG 2000.
1Obrázok je prevzatý zo stránky: http://en.wikipedia.org/wiki/File:Jpeg2000_2-level_wavelet_
transform-lichtenstein.png; autor obrázku: Alessio Damato.
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Obrázok 2.3: Rozklad obrázku pomocou vlnkovej transformácie.
DWT je tvorená približnými koeficientmi cj(n) (hrubý tvar signálu) a podrobnými ko-
eficientmi dj(n) (detaily signálu), kde j je úroveň rozkladu. Koeficienty v jednotlivých
úrovniach rozkladu medzi sebou korelujú – tento poznatok je možné následne využiť pri
kontextovej predikcii.
Vlnkovou transformáciou jednorozmerného diskrétneho signálu vznikne strom koeficien-
tov – pozri obrázok 2.4.
C1
C2
C4 C5 C6 C7
C3
Obrázok 2.4: Strom koeficientov DWT.
V prípade jednorozmerného signálu je možné strom koeficientov uložiť do pamäte ako
jediný vektor – pozri obrázok 2.5. Každý prvok s indexom i má svojich dvoch potomkov na
indexoch 2i a 2i+ 1.
C1 C2 C3 C4 C5 C6 C7
Obrázok 2.5: Uloženie koeficientov jednorozmerného signálu v pamäti.
Pri vlnkovej transformácii obrazu (obraz je dvojrozmerný signál) nie sú koeficienty re-
prezentované vektorom, ale maticou (dvojrozmerným poľom). Uloženie v pamäti je zjedno-
dušene znázornené na obrázku 2.6 (iba niektoré koeficienty). Štruktúra na tomto obrázku
odráža vzťahy medzi vlkovými koeficientmi, ktoré vznikli pyramídovým rozkladom.
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Obrázok 2.6: Uloženie koeficientov dvojrozmerného signálu v pamäti.
Obrázok 2.7 znázorňuje rozklad obrázku na jednotlivé podpásma. Podpásmo HL repre-
zentuje vertikálne (zvislé) hrany, podpásmo LH horizontálne (vodorovné) hrany a podpásmo
HH diagonálne hrany. Príkladom obrázku, rozloženého na koeficienty, je napríklad obrázok
2.3 (rozklad tohto obrázku ešte nie je úplný). Pri úplnom rozklade má podpásmo LL naj-






Obrázok 2.7: Podpásma pri rozklade pomocou DWT.
2.3 Kontextová kompresia obrazových dát
Táto práca sa zaoberá kontextovou kompresiou v spojení s obrazovými dátami. Pri obraze
je možné kontext predikovať nielen z posledných spracovaných pixelov v danom riadku
obrazu, ale aj z pixelov, ktoré sú už v dávnejšie spracovaných riadkoch – teda vo viacerých
rozmeroch. Túto myšlienku ukazuje obrázok 2.8. Moja diplomová práca bude zameraná
práve na takúto kompresiu obrazových dát.
Obrázok 2.8: Viacrozmerná kontextová predikcia.





V súčasnosti pozorujeme prudký nárast objemu dát. V tomto kontexte sa prirodzene obja-
vuje snaha zmenšiť ich veľkosť, na čo sa používajú mnohé kompresné metódy. Táto kapitola
sa zaoberá problematikou kompresie dát a predstavuje kompresná metódy, ktoré tvoria zá-
klad mojej práce.
3.1 Základné pojmy
Kompresia dát je komplexný pojem zahrňujúci širokú problematiku. Na jej pochopenie je
potrebné oboznámiť sa s niekoľkými dôležitými základnými pojmami. Táto podkapitola
preto obsahuje bližšie vysvetlenie vybraných pojmov.
3.1.1 Redundancia
Redundancia vo všeobecnosti znamená informačný alebo funkčný nadbytok (napríklad väč-
šie množstvo informácií, prvkov alebo zariadení, ako je nutné). V informatike sa redundancia
niekedy plánovane zvyšuje (napr. pri prenose údajov: parita, kontrolný súčet), inokedy je
naopak cieľom jej zníženie (alebo úplné odstránenie) – práve pri kompresii dát. Existuje viac
typov redundancií.
Abecedná redundancia – frekvencia výskytu istého symbolu v abecede, napríklad v an-
glických textoch sa najčastejšie vyskytuje písmeno E, preto sa mu v komprimovanom súbore
priradí najkratší kód (symbol je reprezentovaný minimálnym počtom bitov, na zakódovanie
zriedkavo vyskytujúceho sa písmena je naopak použitý väčší počet bitov – na tomto princípe
je založené Huffmanovo kódovanie).
Kontextová redundancia – výskyt istého symbolu je často viazaný na výskyt iného sym-
bolu – napríklad v anglicky písaných textoch za písmenom Q najčastejšie nasleduje pís-
meno U. Tento typ redundancie je výrazný u obrazových a zvukových dát.
3.1.2 Entropia
Entropia. Všetky kompresné metódy vychádzajú zo skutočnosti, že bežne používané spôsoby
reprezentácie dát sú navrhnuté tak, aby umožňovali ľahkú manipuláciu s dátami, v dôsledku
čoho obsahujú mnoho redundancií. Na uloženie dát sa preto používa viac miesta, ako je
potrebné. Nie je známy algoritmus, ktorý by dokázal presné množstvo informácie v dátach
zistiť. Možným spôsobom, ako zistiť mieru informácie, je entropia. Zápis entropie v nasle-
dujúcom texte je prispôsobený tak, aby bola vyjadrená v bitoch. [10]
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Definícia entropie: Nech sa dáta skladajú z n rôznych prvkov a1,a2,a3,a4, . . . ,an a tieto
prvky sa v dátach vyskytujú s pravdepodobnosťami P1,P2,P3,P4, . . . ,Pn. Potom množstvo
informácie reprezentovanej prvkom ai udáva jeho entropia Ei (v bitoch): Ei = −Pi log2 Pi.
Entropia Ei vyjadruje, akú veľkú informáciu nesie výskyt prvku ai. Čím je pravdepodobnosť
výskytu prvku ai menšia, tým je jeho entropia, a teda aj miera informácie, väčšia. Entropia
javu je tým väčšia, čím je nižšia pravdepodobnosť, že tento jav nastane. Je to prirodzené,
lebo informácia, že jav nastal, je tým významnejšia, čím je výskyt javu redší. [10]
Entropia sa dá definovať ako najnižší počet bitov, potrebných v priemere na reprezen-
táciu symbolu. Entropia dát závisí na jednotlivých pravdepodobnostiach Pi a je najväčšia
v prípade, keď je všetkých n pravdepodobností zhodných. Táto skutočnosť je použitá k defi-
novaniu redundancie dát R. Tá je definovaná ako rozdiel medzi najväčšou možnou entropiou


















Pi log2 Pi (3.1)
Pre úplne komprimované dáta (bez redundancie) platí: log2 n+
n∑
1
Pi log2 Pi = 0.
3.1.3 Kompresia dát
Kompresia dátových súborov zložených z náhodných hodnôt je prakticky nemožná, pretože
tu nie je redundancia. Vo všeobecnosti neexistuje algoritmus, ktorý by dokázal každý súbor
skomprimovať na menší než pôvodný.
Za predpokladu náhodných hodnôt v súboroch je kompresia mizivá, pretože náhodné
dáta majú malú redundanciu. Z tohto dôvodu univerzálna kompresná metóda neexistuje.
Kompresný algoritmus musí skúmať dáta, vyhľadávať v nich redundanciu a snažiť sa ju
odstrániť. Kompresné metódy sú teda dátovo závislé a líšia sa podľa typu dát, ktoré kom-
primujú [8].
Väčšina kompresných metód pracuje v prúdovom režime, kedy kompresor berie postupne
bajt, alebo niekoľko bajtov, tie spracuje, a takto postupuje až na koniec súboru. Niektoré
metódy však pracujú v blokovom režime, kedy sa vstupný tok číta po blokoch a každý blok
sa komprimuje oddelene. Veľkosť bloku musí byť nastaviteľný parameter, pretože sa tým
môže výrazne ovplyvniť účinnosť metódy.
Neadaptívna kompresia – fixná metóda, ktorá nemení svoj výpočtový postup. Je navrh-
nutá pre určitý typ dát, napríklad fax.
Adaptívna kompresia – metóda skúma vstupné dáta a na základe ich analýzy prispôso-
buje svoje operácie.
Bezstratová kompresia – po dekomprimovaní dostávame pôvodný dátový tok. Používa
sa napríklad na kompresiu textu, kde je strata informácií neprípustná. Bolo by chybou, ak
by z vety
”
Do not send money.“ vznikla veta
”
Do now send money.“ [9].
Stratová kompresia – dosahuje väčší kompresný pomer, avšak za cenu straty istých infor-
mácií. Po dekompresii dát nedostaneme pôvodný dátový tok. Takáto kompresia je využívaná
pri komprimovaní obrázkov, videa, zvuku. Ak je strata informácií malá, človek nespozná
rozdiel.
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Štatistické kompresné metódy sú založené na pravdepodobnostiach výskytov jednotli-
vých symbolov v dátach. Využíva sa fakt, že niektoré symboly sa vo vstupných dátach
vyskytujú často. Takéto symboly sú nahrádzané kratšími kódmi (sekvenciami bitov) ako
tie, ktoré sa vyskytujú zriedkavo. Do tejto kategórie kompresných metód patrí napríklad
Huffmanovo kódovanie, aritmetické kódovanie a taktiež kontextové metódy využívajúce
znalosti predchádzajúceho symbolu k predikcii nasledujúceho.
Slovníkové kompresné metódy sú založené na princípe vyhľadávania opakujúcich sa sek-
vencií symbolov. Prvé výskyty týchto sekvencií sú uložené do slovníka a všetky nasledujúce
výskyty sú v komprimovanom súbore nahradené odkazom do tohto slovníka. Medzi slovní-
kové metódy patria napríklad LZ77 a LZW.





Hodnota 0,57 znamená, že dáta po kompresii zaberajú iba 57% pôvodného objemu (veľ-




Väčšina kompresných metód je založená na priraďovaní kódov jednotlivým symbolom alebo
frázam zo vstupného súboru. Aritmetické kódovanie však prideľuje jeden dlhý kód celému
súboru. Dá sa povedať, že celý vstupný súbor bude vyjadrený číslom z intervalu 〈0, 1).
3.2.1 Princíp aritmetického kódovania
Aritmetické kódovanie potrebuje počas kódovania poznať frekvencie výskytu jednotlivých
symbolov vo vstupnom súbore. Tieto frekvencie sa môžu spočítať na začiatku kódovania –
prvý prechod súborom (pri druhom prechode sa kódujú dáta). Tento spôsob sa nazýva
semiadaptívny. Prvý prechod sa môže vynechať, pokiaľ môže program získať dobré odhady
frekvencií z iného zdroja. Nevýhodou semiadaptívneho modelu je, že musí byť distribuovaný
spolu so skomprimovanými dátami. Adaptívne aritmetické kódovanie nepotrebuje poznať
frekvencie pred samotným kódovaním, tieto frekvencie sa dynamicky spočítavajú počas
čítania vstupného súboru. V tejto diplomovej práci sa používa adaptívna verzia algoritmu,
avšak pre ľahšie pochopenie aritmetického kódovania bude v nasledovnom texte použitý
jeho semiadaptívny variant.
Metóda začína s intervalom 〈0, 1), ktorý sa postupne zužuje (približuje sa horná a dolná
hranica intervalu k sebe) počas čítania vstupného súboru. Špecifikácia užšieho intervalu
vyžaduje ďalšie bity, takže dĺžka čísla, ktoré algoritmus konštruuje, priebežne rastie [8].
Výsledkom je dlhé1 desatinné číslo, ktoré sa nachádza v konečnom zúženom intervale.
Myšlienkou metódy je deliť aktuálny interval na menšie podintervaly, pričom veľkosti
jednotlivých podintervalov sú v takom istom pomere ako pravdepodobnosti výskytu jed-
notlivých symbolov vo vstupnom dátovom toku. Z podintervalov sa vyberie ten, ktorý
zodpovedá aktuálne prečítanému symbolu a z tohto podintervalu sa stane nový (zúžený)
interval. Metóda postupne zužuje interval, pokiaľ neprečíta všetky symboly zo vstupného
dátového toku. Keďže množina reálnych čísiel je nekonečná, je možné interval neustále
zužovať a každému vstupnému dátovému toku priradiť jedinečnú hodnotu.
Čím je interval užší, tým sú dlhšie desatinné čísla potrebné na jeho špecifikáciu. Aby sa
dosiahla kompresia, je algoritmus navrhnutý tak, že symboly s väčšou pravdepodobnosťou
výskytu zužujú interval menej (a teda aj prispievajú menším počtom bitov do výstupu).
Princíp zužovania intervalov si vysvetlíme na nasledovnom príklade.






A 2 0,50 (50%) 〈0; 0,5) 0,5
B 1 0,25 (25%) 〈0,5; 0,75) 0,75
C 1 0,25 (25%) 〈0,75; 1) 1
Tabuľka 3.1: Pravdepodobnosti jednotlivých symbolov.
delil na menšie podintervaly. Symbol A má pravdepodobnosť výskytu 50% a preto jemu
zodpovedajúci podinterval 〈0; 0,5) je veľký ako polovica pôvodného intervalu. Na poradí
1Pod pojmom dlhé desatinné číslo je myslené číslo s veľkým počtom desatinných miest.
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symbolov v tabuľke (a teda aj podintervalov) nezáleží, musí byť však rovnaké pre kóder aj
dekóder.
V tomto bode potrebujeme zaviesť pojem kumulovaná pravdepodobnosť. Je to súčet
pravdepodobnosti výskytu daného symbolu a pravdepodobností výskytu všetkých predchá-
dzajúcich symbolov (v tabuľke).
Priebeh kódovania
Pre potreby kódovania musíme zaviesť 3 premenné: Low, High a Range. Low reprezentuje
spodnú a High hornú hranicu intervalu. Na začiatku kódovania majú hodnoty 0 a 1. Range
je aktuálny rozsah intervalu. Ako sa postupne spracovávajú symboly zo vstupného dátového
toku, tieto premenné sa aktualizujú podľa nasledujúcich predpisov (po každom prečítanom
symbole):
Range = High− Low (3.3a)
High = Low +Range×HighRange(X) (3.3b)
Low = Low +Range× LowRange(X) (3.3c)
LowRange(X) zodpovedá spodnej hranici podintervalu symbolu z tabuľky 3.1 (4. stĺpec)
a HighRange(X) hornej hranici.
Algoritmus začína s hodnotami premenných Low = 0, High = 1 a Range = 1 (obrázok
3.1a). Po prečítaní prvého vystupného symbolu A sa tieto hodnoty prepočítajú podľa (3.3a),
(3.3b) a (3.3c) na Low = 0, High = 0,5 a Range = 1,0, Range sa prepočítava vždy po načítaní

















Obrázok 3.1: Zužovanie intervalu pri kódovaní aritmetickým kóderom.
zakódovaní celého reťazca ABCA budú hodnoty premenných Low = 0,3475, High = 0,359375
(obrázok 3.1e). Za výsledok metódy sa obvykle považuje hodnota Low, teda 0,34375. Keďže
vieme, že je to desatinné číslo, do výstupného toku satčí zapísať 34375 (toto tvrdenie bude
ešte upravené). V tomto prípade by sa za výsledok metódy dalo považovať aj číslo 0,35
ktoré sa nachádza v intervale a je podstatne kratšie ako hodnoty High a Low.
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Priebeh dekódovania
Dekóder pracuje nasledovne: Najskôr musí zrekonštruovať tabuľku 3.1. Potom načítava kód.
Prvá číslica je 3, takže dekóder vie, že celý kód je číslo v tvare 0,3. . . . Toto číslo je vnútri
intervalu 〈0; 0,5), ktorý zodpovedá symbolu A. To znamená, že dekóder zapíše tento symbol
na výstup a eliminuje jeho vplyv na zbytok kódu odčítaním dolnej hranice jeho intervalu (0)
a následným vydelením kódu veľkosťou jeho intervalu (0,5), teda (0,34375−0)/0,5 = 0,6875.
Toto číslo zdopovedá podintervalu, do ktorého spadá symbol B. K vylúčeniu vplyvu symbolu
X na kód dekóder prevádza operáciu
Code = (Code− LowRange(X))÷Range(X) , (3.4)
kde Range(X) je šírka podintervalu symbolu X. Dekódovanie pokračuje elimináciou symbolu
B (0,6875 − 0,5)/0,25 = 0,75. Nový kód zodpovedá symbolu C, jeho elimináciou (0,75 −
0,75)/0,25 = 0 dostaneme kód zodpovedajúci symbolu A. (Rovnaký výsledok by sme dostali
aj pri dekódovaní čísla 0,35.)
Dekódovanie reťazca je ukončené, keď dekóder dekóduje všetky symboly. Preto je po-
trebné na začiatku povedať dekóderu, koľko týchto symbolov je, alebo zaradiť do tabuľky
špeciálny ukončovací symbol s frekvenciou výskytu 1 (a tým pádom aj minimálnou pravde-
podobnosťou výskytu). Keď dekóder narazí na tento špeciálny symbol, vie, že už dekódoval
celý reťazec.
3.2.2 Kódovanie a dekódovanie
Tabuľka 3.2 ukazuje činnosť aritmetického kódera. Na jej zostrojenie boli použité údaje





hod. novej hodnoty hodnota odsune
A
High 1 0 + 1 × 0,5 0,5 4999
Low 0 0 + 1 × 0 0 0000
B
High 0,5 0 + 0,5 × 0,75 0,375 3749
Low 0 0 + 0,5 × 0,5 0,25 2500
C
High 0,375 0,25 + 0,125 × 1 0,375 3749
3
7499
Low 0,25 0,25 + 0,125 × 0,75 0,34375 3437 4370
A
High 0,75 0,437 + 0,313 × 0,5 0,5935 5934
Low 0,437 0,437 + 0,313 × 0 0,437 4370
Tabuľka 3.2: Ukážka aritmetického kódera.
Na výstup sa zapisujú odsunuté číslice – pozri tabuľku 3.2 (v našom prípade len číslica 3).
Po zakódovaní posledného symbolu sa na výstup zapíše ešte hodnota Low (4370). Výstup
z kódera bude teda 34370.
Tabuľka 3.3 ukazuje činnosť dekódera v metóde aritmetického kódovania. Keďže pri de-
kódovaní sa hodnoty Low a High vypočítavajú rovnako ako pri kódovaní, boli tieto údaje
prevzaté z tabuľky 3.2. Dekóder najprv načíta časť vstupného súboru (v našom prípade
štyri desiatkové číslice: 3437) do premennej Code. Následne podľa hodnoty v tejto pre-
mennej vypočíta pravdepodobnosť (frekvenciu), ktorá určí o aký symbol ide (pozri rozsahy
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podintervalov v tabuľke 3.1). Táto pravdepodobnosť sa počíta podľa vzťahu
pravdepodobnosť = (Code− Low)÷Range , (3.5)
kde Range = High−Low. Prvá vypočítaná pravdepodobnosť je 0,3437, čo spadá do inter-
valu 〈0; 0,5) ktorý patrí symbolu A. Podobne ako pri kóderi, v momente keď premenné Low
a High budú mať rovnaké najľavejšie číslice, sú tieto číslice odsunuté. Takisto je odsunutá
najľavejšia číslica z premennej Code (operácia Shift Left) a na pozíciu najpravejšej číslice
je načítaná ďalšia číslica zo vstupu.
Code
Pôv. hod. Nové hodnoty Výpočet
Symbol
Low High Low High pravdepodobnosti
0,3437 0 1 0 0,5 (0,3437 − 0) ÷ 1 = 0,3437 A
0,3437 0 0,5 0,25 0,375 (0,3437 − 0) ÷ 0,5 = 0,6874 B
0,3437 0,25 0,375 0,3437 → 0,437 0,375 → 0,75 (0,3437 − 0,25) ÷ 0,125 = 0,75 C
0,4370 0,437 0,75 0,437 0,5935 (0,4370 − 0,437) ÷ 0,313 = 0 A
Tabuľka 3.3: Ukážka aritmetického dekódera.
Keďže údaje v tabuľke 3.3 boli vypočítané kombináciou teoretického a praktického po-
stupu, nie sú úplne presné (napr. pri dekódovaní symbolu C je v skutočnosti výsledok
výpočtu frekvencie mierne menší ako 0,75). Na ilustráciu princípu dekódovania však posta-
čujú. Úplné rovnice na výpočet hodnôt sú v kapitole 3.2.6.
3.2.3 Adaptívne aritmetické kódovanie
Algoritmus adaptívneho aritmetického kódovania v tejto práci bol implementovaný podľa
publikácie Arithmetic coding for data compression [12] z roku 1987 a publikácie Arithmetic
Coding revealed [1] z roku 2007. Pri tejto verzii algoritmu je sa používa adaptívny prav-
depodobnostný model, ktorý obsahuje všetky symboly z kódovanej abecedy (napríklad 256
symbolov – bajtov) a špeciálny symbol označujúci koniec dát. Pred použitím je potrebné
pravdepodobnostný model inicializovať – nastaviť frekvenciu výskytu každého symbolu na
1. Kóder aj dekóder si po spustení vytvoria a inicializujú pravdepodobnostný model. Kóder
prevádza aktualizáciu modelu po tom ako zakóduje (a odošle) aktuálne spracovaný symbol
(zvýši frekvenciu výskytu tohto symbolu). Tým, že kóder určí pravdepodobnosť symbolu
na základe starého počtu sa umožní, aby dekóder zrkadlil opéracie kódera. Teda dekóder si
svoj model aktualizuje po tom čo rozkóduje symbol a odošle (zapíše) ho na výstup.
3.2.4 Implementačné detaily
teoreticky opísaný proces aritmetického kódovania predpokladá čísla s neobmedzenou pres-
nosťou. To však v praxi nie je možné, pretože počítače pracujú s číslami s obmedzeným
rozsahom. Navyše aritmetika s pohyblivou desatinnou čiarkou je pomalá, preto je algorit-
mus upravený tak, aby pracoval s celými číslami, ktoré nesmú byť príliš dlhé.
Pre ilustráciu použijeme príklad, kde budú mať premenné Low a High veľkosť štyri
desiatkové číslice. V týchto premenných je aktuálna dolná a horná hranica podintervalu
ako celé čísla (z desatinného čísla sa berú len čísla za desatinnou čiarkou, napr. číslo 0,3
bude reprezentované ako 3000). Keďže podintervaly sú zľava uzavreté a sprava otvorené:
〈Low, High), bude hodnota v High o 1 menšia, teda číslo 0,5 v High sa zapíše ako 4999.
Na začiatku je Low nastavené na 0000 a High na 9999 (pozn. 0,9 = 1).
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Podtečenie 1
Pretože hodnoty High a Low sa k sebe približujú, môže nastať situácia, že sa budú sebe
rovnať, t.j. budú mať zhodné všetky štyri číslice – dochádza k podtečeniu. Aby sa tomu
predišlo, v situácii keď sa ich najľavejšie číslice budú zhodovať, odsunieme túto číslicu von
z obidvoch premenných a zapíšeme ju na výstup. Po tomto odsunutí doplníme na posledné
miesto Low 0 a na posledné miesto High 9. Premenné teda nemusia udržovať celý výstupný
kód2, ale len jeho najnovšiu časť.
Podtečenie 2
Približovaním High a Low može nastať aj extrémna situácia, že Low = 4999 a High =
5000. Najľavejšie číslice sa nezhodujú (nedôjde k odsunu), ale tento interval sa už nedá
deliť (zužovať), algoritmus prestáva fungovať – dochádza k podtečeniu. Aby sme takejto
situácii zabránili, musíme ju vedieť zavčasu rozpoznať: ak Low = 49xx a High = 50yy,
z obidvoch premenných odstránime druhú najľavejšiu číslicu, do High doplníme 9 a do Low
0 (Low bude 4xx0 a High 5yy9). Pri odstraňovaní druhej najľavejšej číslice inkrementujeme
pomocný čítač (funkcia pomocného čítača je popísaná v kap. 3.2.5).
Implementácia v praxi
Algoritmus pracuje s binárnymi číslami, premenné Low a High sú n-bitové a po odsune
najľavejších číslic (bitov) sa k Low pridáva 0 a k High 1.
3.2.5 Ukladanie bitov na výstup a podtečenie
Premenné High a Low sa nachádzajú v rozsahu 0 až 2n − 1. Ak sú obe v dolnej alebo
hornej polovici tohto rozsahu, majú rovnaký najľavejší bit (MSB3). V tomto prípade MSB
bit zapíšeme na výstup, premenné Low a High posunieme o 1 bit doľava (operácia Shift
Left) a k Low doplníme 0 a k High 1 (kap. 3.2.4). Tento krok opakujeme, pokiaľ sú MSB
premenných Low a High rovnaké (teda sa tieto premenné nachádzajú v rovnakej polovici
spomínaného rozsahu).
Ak Low začína prefixom 01 a High prefixom 10, tieto premenné môžu byť príliš blízko
pri sebe (napr. v extrémnom prípade 7FFFh a 8000h) a musíme ich vzdialiť od seba. Toho
dosiahneme nastavením druhého najľavejšieho bitu Low na 0 a druhého najľavejšieho bitu
High na 1. Táto operácia je vlastne odčítaním hodnoty 2
n
4 [12]. Následne posunieme Low
a High o jeden bit doľava a doplníme 0 k Low a 1 k High (kap. 3.2.4). Musíme si však
zapamätať, že sme previedli túto operáciu inkrementáciou pomocnej premennej underflow,
pretože sme nič nezapísali na výstup. Toto opakujeme, pokiaľ sú prefixy Low a High 01
a 10. Po najbližšom zápise MSB bitu na výstup sa na výstup zapíše underflow počet negácií
MSB bitu a premenná underflow sa vynuluje.
Symbol je úspešne zakódovaný (rozkódovaný) keď už nie je možné premenné Low a High
viac posúvať doľava (nie sú splnené podmienky popísané v predchádzajúcich odstavcoch).
Operácie s premennými Low a High sú rovnaké pre kóder aj dekóder. Dekóder nepoužíva
premennú underflow (nepotrebuje to), oproti kóderu má ešte premennú Code (o veľkosti
2Výstupným kódom je myslené dlhé číslo, ktoré je výsledkom tohto algoritmu.
3Most Significant Bit – bit s najväčšou hodnotou v binárnom čísle, najvýznamnejší bit; v obvyklom zápise
je to bit najviac vľavo; opakom MSB je LSB.
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n bitov) do ktorej sa pred začatím dekódovania načíta prvých n bitov zo vstupu. Keď sa
premenné Low a High posúvajú (shiftujú) o 1 bit doľava, rovnako sa o 1 bit sa posunie aj
premenná Code a sprava sa do nej doplní 1 bit zo vstupu. Dekóder podľa obsahu premennej
Code určuje aký symbol dekódoval a teda aj hodnoty premenných Low a High.
Ukončenie kódovania
Po zakódovaní všetkých symbolov musí byť zaručené, že výsledná hodnota kódového slova
(výstup z kódera) leží v podintervale zodpovedajúcemu poslednému zakódovanému sym-
bolu. Pre splnenie tohto požiadavku je možné využiť fakt, že rozsah High - Low je teda
aspoň taký veľký ako jedna štvrtina intervalu (pozri kap. 3.2.6).
Ak je premenná Low v prvej štvrtine intervalu (dva jej najľavejšie bity majú hodnotu 0)
je na výstup zapísaný bit 0 nasledovný underflow + 1 bitmi 1, inak je na na výstup zapísaný
bit 1 a underflow + 1 bitov 0. [12]
3.2.6 Frekvencie symbolov
Istým obmedzením algoritmu je, že súčet frekvencií (kumulovaná frekvencia) musí byť aspoň
4-krát menší než maximálny rozsah intervalu 〈Low, High). Premenné High a Low sú n-
bitové, teda súčet frekvencií musí byť menší ako 2n−2. V prípade ak je súčet frekvencií väčší,
treba frekvencie normalizovať [9] (napríklad každú vydeliť dvomi, pričom výsledná hodnota
nemôže byť menšia ako 1 (nemôžeme mať podinterval šírky 0 – nevedeli by sme potom určiť
správny symbol)).
Obmedzenie veľkosti celkovej kumulovanej frekvencie
Celý rozsah intervalu (z kapitoly 3.2.5) môžeme rozdeliť na 4 štvrtiny, ktoré začínajú pre-
fixami 00, 01, 10 a 11 (obr. 3.2).
0 2n − 1
00 01 10 11
Obrázok 3.2: Prefixy štvrtín rozsahu intervalu.
Ak sú Low a High v susedných štvrtinách, je potrebné ich vzdialiť od seba – počas spra-
covania symbolu sa premenné Low a High od seba vzďaľujú vždy keď je to možné – pozri
kap. 3.2.5, čiže po spracovaní (zakódovaní/rozkódovaní) symbolu neostanú v susedných štvr-
tinách. Rozsah High - Low je teda aspoň taký veľký ako jedna štvrtina intervalu.
V algoritme sa na výpočet nových hodnôt High a Low používajú nasledovné rovnice [1]:
step =







High = Low + step×HighRange(X)− 1 (3.6c)
Low = Low + step× LowRange(X) (3.6d)
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kde TotalFreq je kumulovaná frekvencia všetkých symbolov a Freq(X) je kumulovaná
frekvencia dekódovaného symbolu (vypočítava sa skôr ako (3.6c) a (3.6d)).
Pri výpočte premennej step (3.6a) sa rozsah aktuálneho podintervalu (High - Low)
celočíselne delí hodnotou TotalFreq. Ak by výsledkom tohto delenia bola 0, algoritmus
by nemohol ďalej pokračovať. [1] Ako bolo spomínané vyššie, rozsah tohto podintervalu je
minimálne jedna štvrtina intervalu 0 až 2n−1. Hodnota TotalFreq teda môže byť maximálne




Pod pojmom kontext symbolu rozumieme N symbolov, ktoré predchádzajú daný symbol. N
nazývame rád kontextu. Pretože dekóder nepozná budúci text (symboly), musí sa kontext
obmedziť len na predchádzajúce symboly.
Kompresné metódy založené na kontextovom modelovaní používajú kontext k predikcii
symbolu (priradia mu pravdepodobnosť výskytu podľa toho, v akom kontexte sa nachádza).
So znalosťou kontextu je teda možné predikovať nasledujúci symbol na vstupe. Je možné
povedať, že v danom kontexte sa nejaký symbol vyskytuje častejšie ako iný. Napríklad
písmeno h sa v anglickom texte vyskytuje s pravdepodobnosťou približne 5%. Ak je aktuálny
symbol t, je pravdepodobnosť, že bude nasledovať h, pomerne vysoká – asi 30%. [8]
Pravdepodobnosť výskytu symbolu teda nie je závislá iba od počtu jeho výskytov, ale
aj od kontextu v ktorom sa vyskytol – týmto je možné dosiahnuť skosené pravdepodob-
nosti výskytu symbolov a lepší kompresný pomer. Kontextové kompresné metódy sa často
používajú v kombinácii s aritmetickým kóderom, ktorý dosahuje dobré výsledky pri skose-
ných pravdepodobnostiach výskytu symbolov. Pojem skosená pravdepodobnosť znamená,
že niektoré znaky sa vyskytujú s omnoho väčšou pravdepodobnosťou ako iné. Doporučuje
sa, aby dĺžka kontextu (N) bola 3 – 6 symbolov.
3.4 Metóda PPM
Prediction by Partial Matching – PPM je bezstratová kompresná metóda používajúca kon-
text rádu N spolu s adaptívnym pravdepodobnostným modelom. Metódu vynašli John
Cleary a Ian Witten [3] v roku 1984. V pôvodnej práci sa hovorilo o variantoch PPMA
a PPMB, kde písmeno A alebo B označuje escape kód použitý v algoritme (bude vysvetlené
nižšie). V roku 1990 Alistair Moffat predstavil metódu PPMC [5]. Rozdiel medzi PPMC
a PPMA/PPMB je len v spôsobe výpočtu pravdepodobnosti escape sekvencie. Existujú
ešte aj ďalšie verzie algoritmu ako napríklad PPMD, PPMZ, PPM*.
3.4.1 Princíp PPM
V kapitole 3.2 bol popísaný pravdepodobnostný model, ktorý berie do úvahy len posledný
načítaný symbol. Tento model má rád 0.
Základnou myšlienkou PPM je použiť niekoľko posledných symbolov nekomprimovaného
dátového toku k predikcii ďalšieho symbolu. Počet predchádzajúcich symbolov –N určuje
rád kontextu metódy PPM. Pravdepodobnostný model metódy PPM sa skladá z viace-
rých modelov, pričom každý má iný rád. Keď PPM kóder spracuje symbol, odošle ho aj
s príslušnými pravdepodobnosťami aritmetickému kóderu. Používa sa adaptívny pravdepo-
dobnostný model, pretože veľkosť modelu exponenciálne rastie so zvyšujúcou sa hodnotou
N (so zvyšujúcim sa rádom) a distribúcia semiadaptívneho (statického) modelu spolu so
zakódovanými dátami by bola náročná a neefektívna.
Princíp tvorby adaptívneho pravdepodobnostného modelu bude ukázaný na nasledov-
nom príklade, použitá bude metóda PPMC. Tabuľka 3.4 ukazuje pravdepodobnostný mo-
del rádu 2 po zakódovaní reťazca abracadabra. V tabuľke sú obsiahnuté 4 modely, kde
N = 2, 1, 0,−1. Stĺpec f obsahuje frekvenciu príslušného symbolu a stĺpec p pravdepodob-
nosť jeho výskytu. Symbol Σ predstavuje celú použitú abecedu. [2]
Každý kontext obsahuje v pravdepodobnostnom modeli množinu symbolov, ktoré ho
doposiaľ nasledovali. V tejto množine je tiež obsiahnutý escape symbol, ktorého frekvencia
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rád N = 2 rád N = 1 rád N = 0 rád N = −1
predikcia f p predikcia f p predikcia f p predikcia f p
ab → r 2 23 a → b 2 27 → a 5 516 → Σ 1 1|Σ|
→ Esc 1 13 → c 1 17 → b 2 216
→ d 1 17 → c 1 116
ac → a 1 12 → Esc 3 37 → d 1 216
→ Esc 1 12 → r 2 216
b → r 2 23 → Esc 5 516
ad → a 1 12 → Esc 1 13
→ Esc 1 12
c → a 1 12
br → a 2 23 → Esc 1 12
→ Esc 1 13
d → a 1 12
ca → d 1 12 → Esc 1 12
→ Esc 1 12
r → a 2 23
da → b 1 12 → Esc 1 13
→ Esc 1 12
ra → c 1 12
→ Esc 1 12
Tabuľka 3.4: PPM model po zakódovaní reťazca abracadabra (N = 2).
je rovná počtu zvyšných symbolov v množine. Napríklad v našom prípade je pri kontexte
rádu 0 frekvencia escape symbolu 5. Frekvencia escape symbolu sa zvyšuje, ak sa do množiny
pridá nový symbol. Ak sa v rámci daného kontextu objaví symbol, ktorý už v množine
je, zvýši sa iba frekvencia tohto symbolu. Pravdepodobnosť výskytu symbolu sa vypočíta
ako podiel frekvencie výskytu daného symbolu a kumulovanej frekvencie výskytu všetkých
symbolov (vrátane escape symbolu).
Escape symbol je do pravdepodobnostného modelu pridaný z dôvodu, aby dekóder mo-
hol zrkadliť operácie kóderu. Pri spracovávaní vstupného dátového toku sa kóder, na rozdiel
od dekóderu, môže pozrieť, aký je nasledujúci symbol a podľa toho vykonať ďalší krok. Kó-
der zapisuje escape symbol na výstup vtedy, keď sa prepína na kratší kontext. Vďaka tomuto
aj dekóder vie, že sa má prepnúť na kratší kontext. [8]
Ako sa tabuľka PPM modelu vlastne tvorí? Predpokladajme situáciu, že už bola za-
kódovaná sekvencia abracadabra a nasledujúcim symbolom na vstupe je c. Ako prvé sa
pozrieme na kontexty najvyššieho rádu (N = 2). Kontext ra už bol raz nasledovaný týmto
symbolom (c). Zašleme teda aritmetickému kóderu pravdepodobnosť predikcie c, čo je mo-
mentálne 12 . Následne je potrebné aktualizovať model. Zvýšime preto počet výskytov sym-
bolu c, nasledujúceho za kontextom ra na 2. Je tiež potrebné zvýšiť frekvencie výskytu
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c v nižších rádoch kontextu, teda v ráde 1 pri predikcii a → c a v ráde 0 pri predikcii → c.
Avšak, čo by sa stalo, ak by nasledujúcim symbolom bol symbol d? Predikcia pri použití
najvyššieho rádu kontextu zlyhá, pretože kontext ra nebol ešte nasledovaný symbolom d.
Nevieme teda predikovať pravdepodobnosť výskytu d. Aritmetickému kóderu zašleme prav-
depodobnosť escape symbolu (v kontexte ra) a znížime kontext o jeden rád (skrátime o jeden
symbol). Teraz nastala situácia, že kontext a predikuje symbol d s pravdepodobnosťou 17 ,
ktorú zašleme aritmetickému kóderu. Pri aktualizácii pravdepodobnostného modelu je nutné
zvýšiť frekvenciu výskytu d vo všetkých rádoch. V najvyššom ráde modelu sa ku kontextu
ra pridá symbol d (f = 1) a tiež sa zvýši frekvencia escape symbolu. V ráde 0 sa zvýši
frekvencia výskytu d.
Ak by sa na vstupe objavil nový symbol (napríklad t), nebude ho možné predikovať





16) a skracovaniu kontextu, až by sme sa dostali k rádu −1. Tento rád
obsahuje všetky symboly použitej abecedy. Symboly tu majú frekvenciu výskytu 1, táto
frekvencia sa pri aktualizácii modelu nemení. [2]
3.4.2 Reprezentácia pravdepodobnostného modelu
Je viac možností ako implementovať pravdepodobnostný model PPM.
Jednou z nich je vytvorenie modelu obsahujúceho všetky možné kontexty až do rádu
N . Táto možnosť však nie je vhodná pre svoju extrémnu pamäťovú náročnosť (boli by vy-
tvorené kontexty, ktoré sa vôbec nemusia vyskytovať vo vstupných dátach). Veľkosť takejto
tabuľky by rástla exponenciálne so zvyšujúcim sa rádom kontextu.
Ďalšou z ich je hashovacia tabuľka 4. Problémom je, že nájsť vhodnú hashovaciu funkciu
nie je jednoduché.
Inou možnosťou je použiť štruktúru trie. Trie je strom, v ktorom sú na jednotlivých
úrovniach len časti dátových položiek, v našom prípade sú na jednotlivých úrovniach len
symboly a nie celé reťazce. Výsledný reťazec (kontext) získame spojením symbolov z celej
vetvy v smere od koreňa k listu. V prípade PPM je kontext rádu N reťazec zahrňujúci
všetky kratšie kontexty rádu N − 1 až 0, takže každý kontext môže pridať do trie len jeden
symbol. Maximálna výška tohto stromu je N + 1, bez ohľadu na počet prečítaných dát
(symbolov). Šírka trie rastie s čítaním ďalších vstupných symbolov, ale rýchlosť rastu nie
je konštantná. Niekedy sa pridá nový uzol, inokedy aktualizuje existujúci. Štruktúra trie
bude ďalej bližšie popísaná.
Štruktúra TRIE
Štruktúra trie je abstraktná dátová štruktúra, ktorá slúži v tomto algoritme na reprezen-
táciu pravdepodobnostného modelu.5
Na obrázku 3.3 je znázornená konštrukcia stromu trie pre vstupný reťazec abracadabra
a úroveň kontextu 2. V obrázku nie sú pre väčšiu prehľadnosť zahrnuté escape symboly.
Takisto strom neobsahuje kontext rádu −1, ktorý zahŕňa celú vstupnú abecedu.
Určiť symboly, ktoré nasledovali po určitom kontexte, je možné prechodom od koreňa
k listom. V každej úrovni stromu je ako kľúč použitý nasledujúci znak kontextu. Naprí-
4Implementácia dostupná na: http://www.arturocampos.com/ac_ppmc.html.
5Popis štruktúry trie vychádza z práce Tomáša Gacha: Tomáš Gach: Kompresní metody založené na















































































































































Obrázok 3.3: Konštrukcia trie pre reťazec abracadabra (N = 2).
klad kontext a (v poslednom strome (11) na obrázku) bol nasledovaný symbolmi b, c, d
s frekvenciami výskytu 2, 1, 1.
V skutočnosti by tento uzol (reprezentujúci kontext a) neobsahoval 3 ukazovatele na
jednotlivé symboly na nižšej úrovni. Obsahoval by ukazovateľ iba na prvý z nich, ktorý by
bol hlavičkou lineárneho zoznamu – pozri obrázok 3.4.
Veľkou výhodou štruktúry trie je aktualizácia kontextu s lineárnou časovou zložitosťou.
Aby to bolo možné, je nutné každý uzol rozšíriť o ukazovateľ na uzol reprezentujúci kratší

















Obrázok 3.4: Použitie lineárneho zoznamu v štruktúre trie.









































Obrázok 3.5: Použitie plazivých ukazovateľov.
Každý uzol štruktúry trie sa teda skladá z nasledovných prvkov:
• symbol
• počet výskytov symbolu
• ukazovateľ na dlhší kontext (ďalší symbol v kontexte)
• ukazovateľ na kratší kontext (plazivý ukazovateľ)
• ukazovateľ na nasledujúci symbol (pozri obrázok 3.4)
3.4.3 Priebeh kódovania a dekódovania
Metóda PPM pri svojej činnosti úzko spolupracuje s aritmetickým kóderom (dekóderom).
PPM vytvára a upravuje pravdepodobnostný model, ktorý predáva aritmetickému kóderu.
Ten podľa toho zakóduje príslušný symbol. Aritmetický kóder v tomto algoritme (PPM)
pravdepodobnostný model neupravuje.
Kódovanie sa prevádza v nasledujúcich krokoch:
1. Inicializácia algoritmu (pravdepodobnostného modelu).
2. Prečítanie symbolu zo vstupu.
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3. Vyhľadanie najdlhšieho dostupného kontextu (ktorý predchádza aktuálne spracová-
vaný symbol, pri znižovaní rádu kontextu sa aritmetickému kóderu posielajú frekven-
cie príslušných escape symbolov).
(a) Ak bol symbol nájdený, aritmetickému kóderu sú poslané príslušné frekvencie.
(b) Ak symbol nebol nájdený, aritmetickému kóderu je poslaná frekvencia escape
symbolu.
4. Aktualizácia pravdepodobnostného modelu, pokračovanie krokom 2.
Pri dekódovaní aritmetický dekóder zistí kumulovanú frekvenciu dekódovaného sym-
bolu. Táto frekvencia sa následne vyhľadá v aktuálnom kontexte v pravdepodobnostnom
modeli, na základe čoho sa určí, aký symbol bol dekódovaný.
Dekódovanie sa uskutočňuje v nasledujúcich krokoch:
1. Inicializácia algoritmu (pravdepodobnostného modelu, načítanie prvej časti vstupných
dát).
2. Určenie kumulovanej frekvencie zakódovaného symbolu.
3. Určenie, o aký symbol sa jedná.
(a) Ak bol symbol nájdený, je zapísaný na výstup.
(b) Ak sa jedná o escape symbol, zníži sa rád kontextu. Zo vstupu sa načíta ďalšia
časť dát a pokračuje sa krokom 2.
4. Aktualizácia pravdepodobnostného modelu, načítanie ďalších dát zo vstupu, pokra-
čovanie krokom 2.
3.4.4 Druhy PPM
Metódy PPMA, PPMB a PPMC sa od seba líšia len výpočtom pravdepodobnosti výskytu
symbolu. Tieto výpočty sú uvedené v tabuľke 3.5.
Kumulovaná frekvencia množiny symbolov (bez escape symbolu) je označená ako fc,
počet výskytov symbolu X v množine je označený ako nX a počet symbolov (bez escape
















Tabuľka 3.5: Výpočet pravdepodobností pri metódach PPM.
Metódy PPM* a PPMZ dokážu pracovať s kontextami neobmedzenej dĺžky.
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3.5 Formát PNG
Formát súborov PNG (Portable Network Graphics) bol vyvinutý uprostred deväťdesiatych
rokov dvadsiateho storočia. PNG bolo vytvorené ako reakcia na problémy s patentovými
právami pri formáte GIF (algoritmus LZW) [6]. PNG nie je zaťažený patentovými právami
a ponúka viac farieb a lepšiu kompresiu ako GIF.
Hlavnými rysmi PNG sú: [8]
• podpora obrázkov s 1, 2, 4, 8 a 16 bitovými rovinami
• sofistikované porovnávanie farieb
• priehľadnosť v obrázkoch s jemným nastavením alfa kanálu
• bezstratová kompresia algoritmom Deflate, kombinovaným s predikciou pixelov
• rozšíriteľnosť – k obrázku je možné pridať nové typy metainformácií bez vzniku ne-
kompatibility s existujúcimi implementáciami
Súbor PNG je tvorený zväzkami (chunks), ktoré môžu mať rôzne typy a veľkosť. Kri-
tické zväzky obsahujú informácie, podstatné pre vykreslenie obrázku a dekódery musia byť
schopné ich rozpoznať a spracovať. Iné zväzky sú doplnkové (metadáta).
Kompresia PNG je bezstratová a prevádza sa v dvoch krokoch. Prvý krok (nazývaný
delta filtrácia) prevádza hodnoty pixelov na čísla postupom, ktorý je podobný predikcii
v bezstratovom režime JPEG. Filtračný krok počíta pre každý pixel predikovanú hodnotu
a nahradí hodnotu pixelu rozdielom medzi predikovanou hodnotou a skutočnou hodnotou
pixelu. Druhý krok používa k zakódovaniu diferencií algoritmus Deflate (ktorý je kombiná-
ciou slovníkovej metódy LZ77 a Huffmanovho kódovania).
Samotnou filtráciou sa dáta nekomprimujú. Hodnoty pixelov sa len transformujú do for-
mátu, v ktorom sú ľahšie komprimovateľné. Filtrácia sa prevádza pre každý riadok oddelene,
čiže kóder môže prepínať z jedného obrazového riadku na ďalší (toto sa nazýva adaptívna
filtrácia). PNG stanovuje 5 filtračných metód (prvá je žiadna filtrácia). Filtrácia sa prevá-
dza s bajtmi, nie s úplnými hodnotami pixelu. Toto je ľahko pochopiteľné v prípadoch, keď
je pixel tvorený tromi bajtmi, pričom každý z nich určuje inú farebnú zložku pixelu (RGB).
Označme tieto tri bajty ako a, b, c. Dá sa očakávať, že ai a ai+1 budú v korelácii (taktiež
bi a bi+1 a ci a ci+1), avšak medzi ai a bi žiadna korelácia nie je. Takisto pri obrázkoch
v odtieňoch sivej so 16-bitovými pixelmi (dva bajty) má zmysel porovnávať zvlášť vyššie
a zvlášť nižšie bajty pixelov. Experimenty ukazujú, že pre obrázky s menej ako ôsmimi
bitovými rovinami je filtrácia neefektívna. Tiež je neefektívna pre obrázky s paletou farieb,
takže v takýchto prípadoch sa doporučuje filtráciu neprevádzať.
Heuristika, ktorú PNG doporučuje pre adaptívnu filtráciu, je použiť pre každý riadok
všetkých 5 typov filtrácie a vybrať ten, ktorý dáva najmenšiu sumu absolútnych chýb vý-
stupu (každý riadok PNG obrázku začína bajtom, ktorý udáva použitý typ filtrácie). [8]
Formát PNG umožňuje nastaviť 10 rôznych stupňov kompresie (úroveň je väčšinou
možné zvoliť v grafických programoch pri ukladaní obrázku). V tejto práci bude pre účely






V práci som implementoval niekoľko rôznych kontextových metód kompresie obrazu, pričom
každá z nich určuje kontext odlišne. V tejto časti práce sú jednotlivé metódy podrobne pred-
stavené (princíp fungovania a niektoré implementačné detaily). Je prevedené porovnanie
metód medzi sebou, ako aj s grafickým formátom PNG.
Referenčné obrázky, použité na porovnávanie účinnosti jednotlivých kompresných me-
tód, sa nachádzajú v prílohe A.
Všetky metódy používajú adaptívny aritmetický kóder, čo znamená, že pravdepodob-
nostný model sa dynamicky prispôsobuje kódovaným dátam – frekvencie jednotlivých sym-
bolov v modeli sa upravujú po každom spracovanom symbole (pixeli).
4.1 Význam kontextu
Náhodné dáta nie je možné komprimovať, pretože medzi jednotlivými náhodnými symbolmi
neexistujú žiadne vzťahy a korelácie. Účelom kontextových kompresných metód je nájsť také
vzťahy medzi komprimovanými symbolmi, vďaka ktorým by bolo možné dosiahnuť dobré
kompresné výsledky. Dáta, ktoré obsahujú veľa rovnakých symbolov, alebo v ktorých sa
vyskytujú sledy opakujúcich sa symbolov, sú všeobecne dobre komprimovateľné.
Úlohou kontextovej kompresie je teda rozdeliť vstupné symboly do skupín (kontextov),
ktoré majú nejaké výrazné spoločné rysy (napríklad po symbole A veľmi často nasleduje
symbol B, ak je okolie pixelu tvorené tmavými pixelmi, je pravdepodobné, že aktuálny
symbol bude tiež tmavý). Je preto možné pre daný vstupný súbor použiť viacero nezávislých
pravdepodobnostných pamäťových modelov. Ktorý pravdepodobnostný model sa použije na
zakódovanie aktuálne spracovávaného symbolu, sa určí na základe kontextu (napríklad ak
je okolie pixelu tmavé, na jeho zakódovanie sa použije model pre tmavé pixely).
V práci používam na kompresiu dát adaptívny aritmetický kóder, čo znamená, že je žia-
duce, aby v pravdepodobnostnom modeli boli niektoré symboly zastúpené s výrazne vyššou
frekvenciou ako iné. V takomto prípade sú podintervaly často sa vyskytujúcich symbolov
podstatne väčšie ako tých, čo sa vyskytujú zriedkavo. Čím väčší (širší) je interval, tým
menej bitov je potrebných na jeho zakódovanie (pozri kapitolu 3.2.1). Počas kódovania
a dekódovania je teda možné dynamicky prepínať medzi rôznymi modelmi na základe aktu-
álneho kontextu. Keďže dekóder musí zrkadliť prácu kódera, je možné kontext určovať len na
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základe predchádzajúcich symbolov – kóder sa síce môže
”
pozrieť“ dopredu pred aktuálny
symbol, ale v prípade dekódera toto nie je možné.
4.2 Pravdepodobnostný pamäťový model
Na kódovanie dát v tejto práci je použitý adaptívny aritmetický kóder (kapitola 3.2). Prav-
depodobnostný pamäťový model pre tento kóder bol implementovaný podľa modelu z pu-
blikácie Arithmetic coding for data compression [12].
Model využíva dve rovnako dlhé polia, pričom v jednom sú uložené frekvencie výskytu
jednotlivých symbolov danej abecedy a v druhom (na rovnakom indexe) kumulované frek-
vencie týchto symbolov. Pretože pole s uloženými kumulovanými frekvenciami udáva hranice
podintervalov pre aritmetický kóder, musí byť jeho dĺžka o jedno väčšia ako počet symbolov
kódovanej abecedy – každý symbol musí mať určenú vrchnú a spodnú hranicu podintervalu,
do ktorého spadá. Tieto hranice tvoria vždy dve susedné hodnoty v poli s kumulovanými
frekvenciami. Tabuľka 4.1 ukazuje príklad týchto polí pre abecedu tvorenú symbolmi A, B,
C s frekvenciami výskytu 2, 1, 1.
Symbol
Index Frekvencia Kumulovaná
v poli symbolu frekvencia
0 0 4
C 1 1 3
B 2 1 2
A 3 2 0
Tabuľka 4.1: Ukážka pravdepodobnostného pamäťového modelu.
Obrázok 4.1 znázorňuje interval aritmetického kódera rozdelený na jednotlivé podinter-
valy. Hranice týchto podintervalov sú tvorené jednotlivými hodnotami z poľa s kumulova-
nými frekvenciami symbolov (pozri tabuľku 4.1).
0 2 3 4
LOW HIGH
A B C
Obrázok 4.1: Podintervaly symbolov v modeli pre aritmetický kóder.
Pretože symboly, ktoré majú v pravdepodobnostnom modeli väčšie podintervaly, sú
lepšie komprimovatelné, je vhodné, aby sa čo najrýchlejšie zväčšila veľkosť podintervalu
kódovaného symbolu. Model som implementoval tak, že je možné určiť krok, o ktorý sa bude
zväčšovať frekvencia symbolov a veľkosť prvého zväčšenia frekvencie (prvý krok). Vďaka
tomuto je možné rýchlejšie dosiahnuť, aby niektoré podintervaly symbolov boli výrazne
väčšie ako iné, čo zlepšuje účinnosť kompresie. Frekvenciu symbolu kóder zväčšuje po tom,
ako zakóduje symbol a dekóder zvýši frekvenciu symbolu po tom, čo ho dekóduje.
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4.3 Kontextové metódy
V nasledujúcom texte sú postupne predstavené rôzne metódy určovania kontextu, ktoré boli
implementované v tejto práci a výsledky dosiahnuté pomocou nich. Takisto je prevedené
porovnanie dosiahnutých výsledkov. Základ týchto metód vychádza z myšlienky predikcie
(odhadu) hodnoty práve kódovaného pixelu na základe aktuálneho kontextu – myšlienka
rodiny metód PPM (pozri kapitolu 3.4).
4.3.1 Kompresia obrazu pomocou formátu PNG
Ako referenčné hodnoty pre porovnávanie účinnosti jednotlivých metód som zvolil grafický
formát PNG (pozri kapitolu 3.5). V tabuľke 4.2 sú výsledné veľkosti obrázkov1 v kilobaj-
toch (KiB) pre rôzne úrovne kompresie (0 – bez kompresie, 9 – najlepšia kompresia). Pre
porovnanie je tu uvedená aj veľkosť súboru vo formáte BMP (samotné obrazové dáta sú
o niečo menšie ako celková veľkosť súboru, 8-bitový BMP súbor totiž obsahuje aj paletu




0 3 6 9
Baboon 257,02 207,65 199,32 199,32 257,05
Elaine 257,02 180,52 165,65 165,66 257,05
Girl 64,46 37,86 33,40 33,40 65,05
Gradient 64,46 0,53 0,59 0,40 65,05
House 64,46 38,46 34,22 34,23 65,05
Jelly beans 64,46 26,33 23,79 23,25 65,05
Lena 257,02 164,69 147,53 147,54 257,05
Man 1026,76 705,11 637,54 637,47 1025,05
Moon surface 64,46 45,32 41,25 41,25 65,05
Ruler 257,02 4,93 3,66 2,90 257,12
Tabuľka 4.2: Veľkosti referenčných obrázkov (v KiB) v rôznych formátoch.
Údaje z tabuľky sú pre lepšiu názornosť vynesené do grafov na obrázku 4.2. Stojí za
povšimnutie, že už na úrovni kompresie 6 (7. úroveň z 10 dielnej stupnice), sú výsledky
podobné (takmer identické) ako na úrovni 9 (najvyššia kompresia).
4.4 Okolité pixely ako kontext
Táto metóda berie do úvahy všetky okolité pixely okolo aktuálneho pixelu, ktoré už boli
spracované. Jedná sa teda o 4 pixely A, B, C, D. Rozmiestnenie týchto pixelov okolo aktuál-
neho pixelu je znázornené na obrázku 4.3b.
V metóde je možné zvoliť, ktoré z pixelov budú tvoriť kontex. Tento kontext určuje,
ktorý pravdepodobnostný model sa použije na zakódovanie aktuálneho pixelu – model je
vlastne určený
”
adresou“, ktorú tvoria hodnoty pixelov tvoriacich kontext. Napríklad pre























































Obrázok 4.3: Okolité pixely tvoriace kontext.
kontext tvorený 3 okolitými pixelmi A, B, C s hodnotami A = 105, B = 24, C = 212, bude
”
adresou“ modelu trojica (105, 24, 212).
Metóda si postupne vytvára strom pravdepodobnostných modelov, ktorý je tým väčší,
čím viac rôznych kontextov sa v komprimovanom obrázku vyskytuje. Pravdepodobnostné
modely sa nachádzajú v listoch na poslednej úrovni stromu. Maximálny možný počet uzlov
na prvej úrovni stromu (potomkovia koreňového uzlu) je rovný počtu symbolov v abecede,
čo je v našom prípade 256. Každý uzol môže mať potom znova až 256 potomkov. Ak by
bola dĺžka kontextu 4 a obrázok by obsahoval všetky možné kombinácie pixelov v kontexte,
tak by vzniklo 2564 pamäťových modelov, pričom veľkosť spotrebovanej pamäte by bola
v rádoch gigabajtov.
Príliš veľký počet kontextov, a tým aj pravdepodobnostných modelov, nie je žiaduci,
pretože pomocou jednotlivých modelov je zakódovaný len malý počet pixelov. Z toho vy-
plýva, že aj veľkosti podintervalov v pravdepodobnostných modeloch budú malé, a teda
bude potrebný väčší počet bitov na ich zakódovanie. Tento jav je pozorovateľný na dátach
v tabuľke 4.3, kde pri niektorých obrázkoch s narastajúcou dĺžkou kontextu narastá aj
veľkosť skomprimovaného súboru.
Je výhodnejšie hodnoty okolitých pixelov tvoriacich kontext nakvantovať (navzorkovať)
na menší počet hodnôt (napríklad 16, 32, . . . ), čím sa zvýši počet symbolov zakódovaných
jednotlivými modelmi. Výsledky experimentov ukazujú, že najlepšia kompresia sa dosahuje
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pri nakvantovaní pôvodných 256 hôdnot pixelov na 16 hodnôt (teda na polovicu bitového
rozsahu – 8 bitov→ 4 bity).
Tabuľky 4.3 – 4.7 obsahujú výsledné veľkosti jednotlivých skomprimovaných súborov
(obrázkov) v kilobajtoch. V tabuľke 4.3 sú dosiahnuté hodnoty kompresie pre rôznu dĺžku
kontextu, pričom kontext bol tvorený pixelmi so všetkými 256 hodnotami (nebolo preve-
dené kvantovanie na menší počet hodnôt). Tabuľka 4.4 obsahuje hodnoty dosiahnuté pri
nakvantovaní hodnôt pixelov na 16 hladín a tabuľka 4.5 dosiahnuté hodnoty pri kvantovaní
na 64 hladín. Vo všetkých tabuľkách je kontext dĺžky 1 tvorený pixelom A (pozri obrázok
4.3b), kontext dĺžky 2 pixelmi A a B, kontext dĺžky 3 pixelmi A, B, C a kontext dĺžky 4 tvoria
pixely A, B, C, D.
Obrázok
Dĺžka kontextu
N = 1 N = 2 N = 3 N = 4
Baboon 218,01 245,63 254,73 255,37
Elaine 181,66 216,78 245,59 248,55
Girl 43,81 48,69 54,91 57,88
Gradient 14,39 13,99 13,99 13,99
House 38,83 45,77 51,66 54,29
Jelly beans 26,30 28,28 31,23 34,54
Lena 175,01 192,98 227,04 240,12
Man 691,82 749,52 902,32 957,19
Moon surface 49,48 57,42 62,36 62,64
Ruler 13,33 8,40 4,23 4,64
Tabuľka 4.3: Veľkosti obrázkov (v KiB) bez kvantovania pixelov v kontexte.
Obrázok
Dĺžka kontextu
N = 1 N = 2 N = 3 N = 4
Baboon 206,18 207,11 215,56 223,12
Elaine 176,30 172,16 172,93 175,02
Girl 42,75 39,35 39,99 40,63
Gradient 33,96 32,28 32,25 30,51
House 37,75 36,57 36,87 37,72
Jelly beans 34,11 33,25 33,29 33,55
Lena 172,41 160,64 162,01 162,75
Man 689,38 644,79 649,60 655,53
Moon surface 46,61 44,47 45,71 47,52
Ruler 13,33 8,40 4,23 4,64




N = 1 N = 2 N = 3 N = 4
Baboon 210,28 225,02 239,53 248,82
Elaine 175,03 182,28 202,60 226,45
Girl 41,56 40,43 43,66 47,32
Gradient 21,95 18,63 18,62 16,02
House 37,23 38,29 41,15 44,89
Jelly beans 27,96 27,15 27,91 28,75
Lena 167,82 164,79 177,46 194,88
Man 673,20 659,38 710,67 789,74
Moon surface 47,42 48,55 54,16 59,77
Ruler 13,33 8,40 4,23 4,64
Tabuľka 4.5: Veľkosti obrázkov (v KiB) s kvantovaním pixelov v kontexte na 64 úrovní.
Pri kontextoch, kratších ako 4, je možné zvoliť, ktoré zo 4 možných okolitých pixelov
sú použité ako kontext (výber inej n-tice pixelov zvyčajne zásadne neovplyvní dosiahnutú
kompresiu) – kombinácie iných pixelov tvoriacich kontext sú v tabuľke 4.6. Z údajov v tejto
tabuľke môžeme vypozorovať, že z pixelov tvoriacich kontext majú pixely A a B (ktoré
priamo susedia s aktuálnym pixelom) lepší vplyv na kompresiu ako pixely C a D. Výsledky
v tabuľke 4.6 boli dosiahnuté s kvantovaním okolitých pixelov na 16 hodnôt, teda by sa mali
porovnávať s výsledkami v tabuľke 4.4 (výsledky, ktoré sú lepšie ako v tabuľke 4.4 sú zvý-
raznené hrubým písmom). Tabuľka 4.7 obsahuje výsledky kompresie, pri ktorej boli pixely
tvoriace kontext kvantované do 16 rôznych hladín a krok zvyšovania frekvencie symbolu
v modeli bol 16 – môžeme pozorovať lepšie výsledky ako v tabuľke 4.4, kde bol krok 1.




B (N = 1) C (N = 1) D (N = 1) C, D (N = 2)
Baboon 214,29 217,91 217,86 219,36
Elaine 179,07 179,87 179,38 171,64
Girl 40,70 44,30 44,02 41,40
Gradient 34,89 34,92 34,92 31,65
House 39,30 40,48 40,61 39,38
Jelly beans 33,87 34,87 34,94 33,98
Lena 164,92 177,85 173,86 164,00
Man 679,39 714,09 714,04 674,89
Moon surface 44,90 46,77 47,74 46,25
Ruler 13,19 16,27 16,56 16,79




N = 1 N = 2 N = 3 N = 4
Baboon 202,49 200,67 209,98 219,17
Elaine 173,49 167,78 167,15 168,24
Girl 41,30 37,40 37,96 38,37
Gradient 32,50 30,11 30,11 27,64
House 36,31 34,99 35,25 36,08
Jelly beans 33,55 32,42 32,43 32,58
Lena 170,46 156,28 156,69 155,88
Man 686,23 636,36 637,37 639,16
Moon surface 45,22 42,67 43,79 45,65
Ruler 12,78 7,46 2,84 2,77
Tabuľka 4.7: Veľkosti obrázkov (v KiB) s kvantovaním pixelov v kontexte na 16 úrovní
a zyšovaním frekvencie symbolov o 16.
Najbližší kontext
Jednotlivé pravdepodobnostné modely v tejto metóde sú usporiadané v stromovej štruktúre,
pričom kontext určuje ich adresu (cestu od koreňa stromu až k listu – modelu). Tieto modely
sú do stromovej štruktúry pridávané dynamicky po tom, čo sa príslušný kontext vyskytne
v spracovávanom obrázku. Ak sa tento kontext vyskytne po prvýkrát, pridá sa do stromu
nový model, v ktorom majú všetky symboly rovnakú frekvenciu (model je ešte
”
prázdny“).
Zakódovanie symbolu takýmto modelom by nebolo veľmi efektívne. Preto sa na zakódovanie
symbolu použije tzv. najbližší kontext – taký kontext (adresa), ktorý už je v strome a zároveň
je najpodobnejší k aktuálnemu kontextu (z tých kontextov, čo sú už v strome). Symbol sa
zakóduje modelom z tohto najbližšieho kontextu a zároveň sa pridá do stromu nový model,
kde sa zvýši frekvencia tohto symbolu (pri ďalšom kódovaní už bude mať tento symbol
v tomto kontexte väčší podinterval).
Vplyv na kompresiu
Z hodnôt v tabuľkách v tejto kapitole sa ukazuje, že najlepšia kompresia sa dosahuje, ak sa
do kontextu vezmú iba pixely, ktoré majú spoločnú hranu s aktuálne kódovaným pixelom
(v našom prípade pixely A a B). Aj keď sa výsledné hodnoty kompresie väčšinou približovali
k hodnotám dosahovaným PNG (najmä v tabuľke 4.7), PNG (s najväčšou úrovňou kompre-
sie) bolo mierne prekonané iba v dvoch prípadoch (obrázky Man a Ruler v tabuľke 4.7).
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4.5 Gradient ako kontext
Ďalšou možnosťou, ako určiť kontext, je vypočítať gradient okolo aktuálne spracovávaného
pixelu. Následne sa podľa neho vyberie pravdepodobnostný model, ktorý sa použije na
zakódovanie pixelu (symbolu).
Gradient
Gradient (možné preložiť ako sklon, spád) je zovšeobecnením sklonu (strmosti) funkcie pre
viacero premenných. Reprezentuje sa pomocou vektora. Smer gradientu je smerom najväčšej
zmeny danej funkcie a veľkosť gradientu vyjadruje rýchlosť zmeny tejto funkcie. Gradient sa
značí symbolom ∇ (nabla) alebo jednoducho grad. Na obrázku 4.42 je gradient zobrazený
ako vektorové pole (šípky na spodnej ploche (rovine) grafu).
Obrázok 4.4: Gradient funkcie f(x,y) = −(cos2 x+ cos2 y)2.
V našom prípade si môžeme spracovávaný obrázok predstaviť ako 3D graf, kde obrázok
”
položíme“ na spodnú (vodorovnú) rovinu grafu (osi x a y) a kde z tejto roviny vystupujú
stĺpce o veľkosti hodnoty príslušného pixelu (os z ).
Čím bude veľkosť gradientu väčšia, tým rýchlejšie sa bude meniť intenzita farby v danom
mieste. Veľmi malý (až nulový) gradient znamená, že intenzita farby (v našom prípade
odtieň šedej) sa v danom mieste prakticky nemení.
Určenie kontextu
Výpočet gradientu prebieha na základe hodnôt okolitých pixelov, konkrétne sa jedná o pi-
xely A, B, C znázornené na obrázku 4.3b (aktuálne spracovávaný pixel je označený sivou
farbou). Z týchto hodnôt sa následne vypočítajú prvé derivácie na ose x a na ose y (dx,
dy). Derivácie sa počítajú podľa rovníc (4.1a) a (4.1b), z nich sa potom vypočíta hodnota
2Obrázok je prevzatý zo stránky: http://en.wikipedia.org/wiki/File:Gradient99.png.
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d – veľkosť gradientu (4.1c) a veľkosť uhla (smer) gradientu (rovnica (4.1d)3).
dx = C− B (4.1a)
dy = C− A (4.1b)
d =
√





Na základe hodnôt d (4.1c) a α (4.1d) sa podľa tabuľky na obrázku 4.5 vyberie príslušný
pamäťový model (M0 – M6). Premenné α1 –α3 a d1 – d3 na tomto obrázku pokrývajú určité
rozsahy, ktoré môžu nadobúdať premenné α a d. Tieto rozsahy boli zvolené tak, aby kom-
presia dávala čo najlepšie výsledky pre ľubovoľne zvolený obrázok. Uhol α bol rozdelený
rovnomerne, konkrétne α1 = 〈0, 13pi〉, α2 = (13pi, 23pi〉 a α3 = (23pi, pi〉. Do d1 spadajú hodnoty
od 0 do 4, do d2 hodnoty od 4 do 16 a všetky zvyšné hodnoty spadajú do d3. Veľkosti
týchto intervalov sú značne rozdielne, pretože v obrázkoch sa zvyčajne častejšie vyskytujú
gradienty s menšou veľkosťou (intenzita farby sa nemení tak rýchlo). Pamäťový model M0
(pozri obrázok 4.5) neberie do úvahy veľkosť uhla gradientu, pretože sa ním kódujú len malé
zmeny intenzity farby (celé plochy vyplnené približne rovnakou farbou), kde smer gradientu












Obrázok 4.5: Tabuľka na výber pravdepodobnostného modelu na základe gradientu.
Výsledkom rovnice (4.1d) však môže byť aj záporné číslo (od −pi do 0), preto je v mojej
práci tabuľka z obrázku 4.5 rozšírená aj o túto možnosť, je v nej teda 13 pravdepodobnost-
ných modelov (aj naďalej platí, že pri modeli M0 sa neberie do úvahy veľkosť uhla).
Kódovanie jednotlivých pixelov
Tabuľka 4.8 zobrazuje výsledné veľkosti súborov v kilobajtoch po tom, čo boli zakódované
hodnoty aktuálnych pixelov podľa príslušných pravdepodobnostných modelov. Z tabuľky
jasne vyplýva, že dosiahnutá kompresia nie je dobrá. Príčinou je kódovanie nesprávnej
veličiny (hodnoty aktuálneho pixelu).
Prečo je tento postup nevyhovujúci? Je to spôsobené tým, že pre veľa rôznych pixelov
v obrázku sa vypočíta rovnaký gradient – gradient vlastne udáva, ako a v ktorom smere
sa mení intenzita farby, či farba tmavne alebo bledne (v našom prípade). Toto spôsobí,
že v pravdepodobnostných modeloch bude zastúpených príliš veľa rôznych hodnôt pixelov
3Funkcia atan2(y,x) v jazyku C.
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Jelly beans 43,50 23,25
Lena 236,03 147,54
Man 949,98 637,47
Moon surface 55,58 41,25
Ruler 4,17 2,90
Tabuľka 4.8: Veľkosti obrázkov (v KiB) po kompresii (kódovaním aktuálneho pixelu).
s podobnými frekvenciami výskytu. Naším cieľom je, aby v modeloch boli niektoré hodnoty
zastúpené vo výrazne väčšej miere ako iné.
Na obrázku 4.6 je zachytené rozloženie frekvencií výskytu jednotlivých symbolov (pi-
xelov) v príslušných pamäťových modeloch po zakódovaní obrázku Lena. Na vodorovnej
osi grafov (x ) sú hodnoty pixelov, ktoré môžu byť v pravdepodobnostnom modeli (0 – 255).
Na zvislej osi (y) sú početnosti hodnôt jednotlivých pixelov v modeli. V obrázku sú zachy-
tené len modely pre kladné hodnoty uhla α (okrem M0, ktorý nerozlišuje kladné a záporné
hodnoty) – pozri obrázok 4.5. Modely pre záporné hodnoty majú rozloženie veľmi podobné
(majú opačný smer gradientu, jeho veľkosť a natočenie je rovnaké).
Ako bolo skôr spomínané, gradient vyjadruje smer a veľkosť intenzity zmeny farby. Je
preto výhodné namiesto hodnoty aktuálneho pixelu kódovať zmenu voči predchádzajúcemu
pixelu. Vzhľadom k tomu, že gradient sa v tejto práci vypočítava z troch okolitých pixelov
(A, B, C), najvhodnejšie je kódovať zmenu oproti priemernej hodnote týchto troch pixe-
lov. Táto priemerná hodnota je vlastne jednoduchým lineárnym 2D prediktorom. Vieme,
že pixel môže nadobúdať hodnoty od 0 do 255. Naivným spôsobom vyjadrovania zmeny
oproti predikovanej hodnote by bolo vyjadriť ju číslom z intervalu 〈−255, 255〉. Je tu však
lepší spôsob – vypočítať zmenu oproti predikovanej hodnote a s výsledkom urobiť operáciu
modulo 256. Takto bude možné zmenu oproti predikovanej hodnote vyjadriť číslom z inter-
valu 〈0, 255〉. Ako to celé funguje, si ukážeme na nasledovnom príklade. Predpokladajme,
že aktuálne spracovávaný pixel má hodnotu 191 a predikovaná hodnota je 127. Rozdiel
oproti predikovanej hodnote je: 191 − 127 = 64 a následne: 64 mod 256 = 64. Zakóduje
sa teda hodnota 64. Ak je hodnota aktuálneho pixelu 127 a predikovaná hodnota 191, tak
rozdiel oproti tejto hodnote bude: 127 − 191 = −64, −64 mod 256 = 192. Pri dekódovaní
sa sčíta predikovaná hodnota s práve rozkódovaným rozdielom voči nej a s týmto súčtom






































































0 64 128 192 255
(g) model M6
Obrázok 4.6: Početnosť pixelov v pravdepodobnostných modeloch po skončení kódovania
hodnoty aktuálneho pixelu.
0 127 191 255





Obrázok 4.7: Výpočet hodnoty pixelu pomocou operácie modulo.
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Tabuľka 4.9 zobrazuje výsledné veľkosti skomprimovaných obrázkov. Pri kompresii bol
kódovaný rozdiel oproti priemernej hodnote trojice pixelov, z ktorých bol počítaný gradient.






Jelly beans 20,14 23,25
Lena 143,38 147,54
Man 616,38 637,47
Moon surface 42,26 41,25
Ruler 6,00 2,90
Tabuľka 4.9: Veľkosti obrázkov (v KiB) po kompresii (kódovaním rozdielu oproti predchá-
dzajúcej hodnote).
Výsledky kompresie v tabuľke 4.9 prekonávajú formát PNG pri polovici referenčných
obrázkov. Tie obrázky, ktorých veľkosť je väčšia ako v prípade formátu PNG, sa svojou
veľkosťou tomuto formátu značne približujú (sú len nepatrne väčšie). Naopak, výsledky
v predchádzajúcej tabuľke 4.8 formát PNG neprekonávajú ani v jednom prípade (výsledné
veľkosti súborov nie sú zásadne menšie ako originálne neskomprimované obrázky – pozri
tabuľku 4.2).
Na obrázku 4.8 sú zobrazené grafy pre výsledné pravdepodobnostné modely (podobne
ako na obrázku 4.6), po kódovaní obrázku Lena. Pretože sa kódoval rozdiel oproti priemer-
nej hodnote pixelov A, B, C, na vodorovnej osi grafov (x ) sú možné hodnoty tohto rozdielu
a na zvislých osiach (y) grafov sú početnosti, s akými boli tieto rozdiely zastúpené v prav-
depodobnostných modeloch (po skončení kompresie).
Na grafoch (obrázok 4.8) je možné vidieť, že niekoľko hodnôt je v jednotlivých pravde-
podobnostných modeloch zastúpených v výrazne väčšej miere ako ostatné hodnoty. Vďaka
tomuto faktu sa dosahuje omnoho lepšia kompresia ako v prípade grafov na obrázku 4.6.
Podobne ako v kapitole 4.4, aj v tomto prípade je možné dosiahnuť ešte lepšie výsledky,
a to konkrétne zvyšovaním hodnoty frekvencie výskytu daného rozdielu o 16 (doteraz sa
v tejto kapitole táto hodnota zvyšovala o 1). Výsledky kompresie s krokom zvyšovania
frekvencie 16 sú v tabuľke 4.10.
Stojí za povšimnutie, že takmer pri všetkých obrázkoch sa dosiahla lepšia kompresia






































































0 64 128 192 255
(g) model M6
Obrázok 4.8: Početnosť rozdielov oproti predikovaným hodnotám v pravdepodobnostných
modeloch po skončení kódovania.






Jelly beans 19,45 23,25
Lena 141,44 147,54
Man 612,97 637,47
Moon surface 40,54 41,25
Ruler 4,91 2,90
Tabuľka 4.10: Veľkosti obrázkov (v KiB) po kompresii (kódovaním rozdielu oproti prediko-
vanej hodnote a zvyšovaním frekvencie o 16).
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4.6 Kontext ako pri formáte JPEG-LS
Pri tejto metóde sa kontext určuje rovnako, ako sa to robí pri metóde JPEG-LS. Tá využíva
algoritmus LOCO-I (LOw COmplexity LOseless COmpression for Images). Kontext sa
určuje zo štyroch okolitých pixelov A, B, C, D – pozri obrázok 4.9 (aktuálne spracovávaný
pixel je označený sivou farbou).
A
C B D
Obrázok 4.9: Okolité, už spracované pixely tvoriace kontext.
Pre každý spracovávaný pixel sa vypočítajú derivácie (4.2a), (4.2b) a (4.2c) (jedná sa
vlastne o výpočet gradientu zo štyroch okolitých bodov).
D1 = D− B (4.2a)
D2 = B− C (4.2b)
D3 = C− A (4.2c)
Trojica derivácií (D1, D2, D3) udáva veľmi veľa možných kontextov. Ako bolo ukázané
v kapitole 4.4, je vhodné spájať podobné kontexty do jedného (v kapitole 4.4 to bolo vidieť
na lepších výsledkoch, ak sa hodnota pixelov v kontexte kvantovala do určitého množstva
hladín).
Gradient, tvorený spomínanou trojicou derivácií, sa teda kvantuje na 93 = 729 hodnôt.
Pri tomto kvantovaní sa každá derivácia Di kvantuje do celočíselných hladín Qi v inter-
vale 〈−4, 4〉 (každá derivácia Di sa kvantuje na jednu z 9 hladín Qi, celkovo teda môže
vzniknúť 93 = 729 kvantovaných gradientov). Každá kvantovaná trojica (Q1, Q2, Q3) sa
následne spája s inou trojicou s rovnakými absolútnymi hodnotami, ale opačnými znamien-
kami (−Q1, −Q2, −Q3). Touto operáciou sa zníži počet možných kvantovaných gradientov
na 365. Pre abecedu s 256 symbolmi (8-bitové symboly) sú štandardné kvantovacie oblasti
{0}, ±{1, 2}, ±{3, 4, 5, 6}, ±{7, 8, . . . , 20}, ±{e|e ≥ 21}. [11]
Rovnako, ako v kapitole 4.5, sa nekóduje hodnota aktuálneho pixelu, ale rozdiel oproti
predikovanej hodnote. Predikovanú hodnotu tvorí priemer hodnôt pixelov A, B, C (jedno-
duchý lineárny 2D prediktor). Táto metóda pracuje s 365 pravdepodobnostnými modelmi
(postup určenia príslušného modelu je popísaný v predchádzajúcom odseku).
Vzhľadom na spôsob výpočtu kontextu (ktorý je tvorený gradientom), a teda aj spô-
sobu určenia, ktorý pravdepodobnostný model sa použije, nie je vhodné kódovať hodnotu
aktuálneho pixelu. Hodnoty frekvencie pixelov v pravdepodobnostných modeloch by v ta-
komto prípade boli nevhodné na dosiahnutie dobrej kompresie (podobne ako na obrázku 4.6
v kapitole 4.5). Preto je tu použité kódovanie veľkosti rozdielu oproti predikovanej hodnote.
Tabuľka 4.11 zobrazuje výsledky dosiahnuté touto kompresnou metódou. Podobne ako
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pri predchádzajúcich metódach, aj v tomto prípade sa dosahujú lepšie výsledky, ak sa
frekvencia symbolov v pravdepodobnostných modeloch zvyšuje o 16 – pozri tabuľku 4.12.






Jelly beans 22,20 23,25
Lena 156,96 147,54
Man 646,11 637,47
Moon surface 47,54 41,25
Ruler 8,98 2,90
Tabuľka 4.11: Veľkosti obrázkov (v KiB) po kompresii (s krokom zvyšovania frekvecnie 1).






Jelly beans 20,19 23,25
Lena 148,45 147,54
Man 624,98 637,47
Moon surface 45,61 41,25
Ruler 7,70 2,90
Tabuľka 4.12: Veľkosti obrázkov (v KiB) po kompresii (s krokom zvyšovania frekvecnie 16).
4.7 Prediktory
Prediktor sa snaží predikovať hodnotu práve kódovaného symbolu (pixelu) zo skôr spra-
covaných symbolov (ktoré sú prirodzene známe aj dekóderu). Následne sa kóduje rozdiel
hodnoty aktuálne spracovávaného symbolu a predikovanej hodnoty, čiže sa kódujú chyby
predikcie. Dekóder spočíta predikovanú hodnotu, rovnako ako kóder, a k tejto hodnote
pripočíta práve rozkódovanú chybu predikcie. Týmto spôsobom určí hodnotu aktuálneho
symbolu (pixelu).
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Prediktory je možné aplikovať na niekoľko predchádzajúcich symbolov – 1D , na niekoľko
okolitých (susedných) pixelov – 2D, prípadne susedných voxelov – 3D.
Prediktory môžu byť lineárne, napríklad priemerná hodnota okolitých pixelov, a neli-
neárne. Nelineárnymi prediktormi sú napríklad medián niekoľkých okolitých pixelov, MED,




Obrázok 4.10: Pixely použité na predikciu hodnoty aktuálneho pixelu (x).
Prediktor MED
Prediktor MED (Median Edge Detector) používa formát JPEG-LS. Na predikciu využíva
tri skôr spracované pixely – pozri obrázok 4.10. MED sa pokúša detekovať hranu, ak sa mu
to podarí, ako predikciu použije hodnotu pixelu, ležiaceho na hrane. V opačnom prípade ako
predikciu použije hodnotu, ktorá leží na rovine preloženej okolitými bodmi, teda výsledok
rovnice (4.3a). Predikované hodnoty prediktorom MED vyjadruje rovnica (4.3b).
p = A+ B− C (4.3a)
xˆ =

min(A,B) : c ≥ max(A,B)




Prediktor PAETH je používaný pri formáte PNG. Ako predikciu vracia tú z hodnôt A, B,
C, ktorá je najbližšie k hodnote p, vypočítanej v rovnici (4.3a).
Porovnanie prediktorov
V tabuľke 4.13 sú dosiahnuté výsledky kompresie pri použití rôznych prediktorov. Ako
kompresná metóda bola použitá metóda určenia kontextu na základe gradientu, popísaná
v kapitole 4.5. Krok zvyšovania frekvencie symbolov v pravdepodobnostných modeloch bol
nastavený na 16.
Tabuľka 4.14 zobrazuje výsledky kompresie pri kompresnej metóde z kapitoly 4.6 (vý-
počet kontextu ako pri formáte JPEG-LS) a použití rôznych prediktorov. Rovnako ako pri
predchádzajúcej tabuľke, bol krok zvyšovania frekvencie symbolov v modeloch 16.
Prediktor, označený v tabuľkách ako simple, predikuje hodnotu ako priemer hodnôt
pixelov A, B, C (tento prediktor bol použitý aj pri výklade v kapitolách 4.5 a 4.6).
Z nameraných hodnôt v tabuľkách 4.13 a 4.14 je vidieť, že kompresiu pri zvolenej metóde





simple MED PAETH (úroveň kompresie 9)
Baboon 196,71 195,58 196,43 199,32
Elaine 160,87 162,01 162,62 165,66
Girl 32,42 31,01 31,40 33,40
Gradient 0,32 0,09 0,09 0,40
House 32,63 31,87 32,25 34,23
Jelly beans 19,45 19,30 19,61 23,25
Lena 141,44 140,13 141,46 147,54
Man 612,97 610,15 615,08 637,47
Moon surface 40,54 40,85 41,17 41,25
Ruler 4,91 3,67 3,67 2,90




simple MED PAETH (úroveň kompresie 9)
Baboon 208,59 206,78 208,53 199,32
Elaine 165,95 172,34 173,57 165,66
Girl 36,08 34,03 34,51 33,40
Gradient 0,34 0,08 0,08 0,40
House 37,15 35,11 35,57 34,23
Jelly beans 20,19 20,26 20,57 23,25
Lena 148,45 145,48 147,20 147,54
Man 624,98 619,60 626,88 637,47
Moon surface 45,61 46,43 46,90 41,25
ruler 7,70 3,89 3,89 2,90




Z výsledkov predchádzajúcich kapitol sa ukazuje ako najúčinnejšia z metód, ktoré som im-
plementoval v práci, metóda, pri ktorej sa určuje kontext pomocou gradientu (pozri kapitolu
4.5). Z experimentov tiež vyplynulo, že je vhodné zvyšovať frekvenciu výskytu jednotlivých
hodnôt v pravdepodobnostných modeloch s krokom väčším ako 1. Pri väčšom kroku sa
rýchlejšie zväčšuje podinterval prislúchajúci danej hodnote (pozri kapitolu 4.2). Ak majú
niektoré hodnoty (tie, čo sa často vyskytujú) v modeli výrazne väčšie podintervaly ako
iné, dosahuje sa dobrá kompresia. Ideálnou veľkosťou kroku, o ktorý sa zvyšuje frekvencia
výskytu symbolu (danej hodnoty) v modeli, sa ukazuje krok o veľkosti 16. Preto všetky
výsledky kompresie, popísané v tejto kapitole, boli dosiahnuté s touto veľkosťou kroku. Po-
mocou experimentov, ktoré som robil, sa tiež ukázalo, že veľkosť prvého zvýšenia frekvencie
symbolu v pravdepodobnostnom modeli, má iba zanedbateľný vplyv na veľkosť výsledného
súboru (ak jej veľkosť nie je neúmerná (napríklad stonásobne väčšia) vzhľadom ku kroku
zvyšovania frekvencie). Je to preto, že táto veľkosť je iba zlomkom z celkovej veľkosti frek-
vencie výskytu daného symbolu v pravdepodobnostnom modeli (po skončení kódovania).
Výsledky, opísané v tejto kapitole boli dosiahnuté s nastavením tejto hodnoty na 16.
Pri metóde určovania kontextu na základe gradientu (kapitola 4.5) a pri metóde určova-
nia kontextu rovnako ako pri formáte JPEG-LS (kapitola 4.6), sa ukázalo ako najúčinnejšie
použiť prediktor MED (pozri kapitolu 4.7). Výsledky kompresie, prezentované v tejto kapi-
tole, boli dosiahnuté za použitia tohto prediktora. Metóda, ktorá určuje kontext na základe
okolitých pixelov, dosahuje najlepšie výsledky, ak sa ako kontext použijú pixely A a B (pozri
kapitolu 4.4).





pixely ako JPEG-LS (úr. kompr. 9) kóder
Baboon 200,67 195,58 206,78 199,32 236,99
Elaine 167,78 162,01 172,34 165,66 241,70
Girl 37,40 31,01 34,03 33,40 59,43
Gradient 30,11 0,09 0,08 0,40 65,16
House 34,99 31,87 35,11 34,23 53,42
Jelly beans 32,42 19,30 20,26 23,25 47,41
Lena 156,28 140,13 145,48 147,54 239,79
Man 636,36 610,15 619,60 637,47 964,35
Moon surface 42,67 40,85 46,43 41,25 55,10
Ruler 7,46 3,67 3,89 2,90 18,14
Tabuľka 4.15: Výsledné veľkosti obrázkov (v KiB) po kompresii rôznymi metódami.
Metódu z kapitoly 4.4, ktorá používa okolité pixely (nakvantované na určité množstvo
hodnôt) ako kontext, reprezentuje stĺpec okolité pixely (pixely boli kvantované na 16 hod-
nôt). Metódu určovania kontextu na základe gradientu, opísanú v kapitole 4.5, reprezentuje
stĺpec gradient. Stĺpec kontext ako JPEG-LS reprezentuje metódu, opísanú v kapitole 4.6,
ktorá určuje kontext rovnako ako formát JPEG-LS. Pri jednotlivých metódach v tabuľke
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4.15, boli zvolené také nastavenia, s ktorými sa dosahovali najlepšie celkové výsledky.
Pre názorné ukázanie významu kontextovej kompresie, sú v tabuľke aj výsledné veľkosti
súborov, skomprimovaných len pomocou adaptívneho aritmetického kódera.
Z údajov v tabuľke 4.15 je vidieť, že použitie kontextu má výrazný prínos. Oproti kom-
presii iba pomocou adaptívneho aritmetického kódera, sa dosahujú výrazne lepšie výsledky.
Výsledky jednotlivých kompresných metód, založených na kontextovom modelovaní, sú si
podobné. Dosiahnuté výsledky sú podobné výsledkom dosahovaným formátom PNG s naj-
vyšším stupňom kompresie, ktorý sa mi podarilo prekonať. V tabuľke 4.15 nebol formát
PNG prekonaný iba v jednom prípade, avšak je ho možné prekonať pri inom nastavení
parametrov kompresie – pozri tabuľku 4.7 v kapitole 4.4.
Ako najlepšou metódou sa ukazuje byť určovanie kontextu na základe gradientu spolu
s použitím prediktora MED a zvyšovaním frekvencie výskytu symbolov v pravdepodob-
nostnom modeli o 16.
V grafoch na obrázkoch 4.11, 4.12 a 4.13 sú zobrazené pomery veľkostí jednotlivých
súborov pri použití rôznych kontextových kompresných metód z tabuľky 4.15. Menšia hod-
nota znamená lepší výsledok. Na týchto grafoch je vidieť, že metóda, ktorá určuje kontext

























PNG (úroveň kompresie 9)
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Implementácia programu – knižnica
kontextových kompresných metód
Kompresné metódy opísané v kapitole 4 som implementoval vo forme programovej knižnice.
Ako programovací jazyk bol zvolený jazyk C, čo zaručuje dobrú prenositeľnosť programu
na rôzne platformy. Kompresné metódy sú implementované formou samostatných modulov,
ktoré sú skompilované do formy prenositeľnej knižnice.
Knižnica pozostáva z viacerých metód určených na kompresiu obrazu. Tieto metódy
komprimujú obrázky v 256 odtieňoch sivej. Ako vstupné dáta je možné zadať akýkoľvek
obrázok (v bežne používanom formáte). Tento obrázok je následne automaticky prevedený
do požadovaného formátu (pôvodný súbor sa nemení) a skomprimovaný zvolenou metódou.
Na otvorenie, uloženie a predspracovanie obrázkov (konverzia do odtieňov sivej) je pou-
žitá knižnica OpenCV 1.
5.1 Rozhranie knižnice
Knižnica poskytuje nasledujúce funkcie na kompresiu a dekompresiu obrazu:
I Metóda využívajúca okolité pixely (nakvantované na určitý počet hodnôt) na určenie
kontextu (pozri kapitolu 4.4).
• int c encode(); – kompresia (zakódovanie) obrázku
• int c decode(); – dekompresia (rozkódovanie) obrázku
I Metóda využívajúca gradient (vypočítaný z okolitých pixelov) ako kontext (pozri
kapitolu 4.5).
• int cg encode(); – kompresia obrázku
• int cg decode(); – dekompresia obrázku
I Metóda určujúca kontext, rovnako ako formát JPEG-LS (pozri kapitolu 4.6).
• int cl encode(); – kompresia obrázku
• int cl decode(); – dekompresia obrázku
1Dostupná na: http://opencv.org/.
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I Kompresia a dekompresia iba pomocou adaptívneho aritmetického kódera (pozri ka-
pitolu 3.2). V tejto metóde sa neurčuje žiadny kontext. Metóda komprimuje a dekom-
primuje ľubovoľné dáta (nie iba obrázky).
• int a encode(); – kompresia súboru
• int a decode(); – dekompresia súboru
Všetky tieto funkcie vracajú ako návratovú hodnotu stavový kód. Tento kód udáva, či
funkcie skončili korektne, alebo pri ich behu prišlo k nejakej chybe. Stavové kódy, ktoré
môžu byť návratovou hodnotou funkcií, sú v hlavičkovom súbore lib cont compr.h2.
V knižnici sú okrem funkcií na kompresiu a dekompresiu obrazu ešte tieto dve ďalšie
funkcie:
• int check args(int argc, char *argv[]); – Táto funkcia spracuje parametre prí-
kazového riadku a nastaví hodnoty v štruktúre data. Štruktúra opt t data; je glo-
bálnou premennou v rámci knižnice. Jej bližší popis je v nasledujúcej podkapitole.
Funkcia check args(· · · ) by mala byť volaná ako prvá, pred akoukoľvek inou funk-
ciou z knižnice.
• void print err(int err); – Funkcia vypíše reťazec zodpovedajúci danému stavo-
vému kódu.
Funkcie c encode(), cg encode() a cl encode() na začiatok výstupného súboru ukla-
dajú dvojicu 16-bitových hodnôt, reprezentujúcu rozmery obrázku. Za nimi nasledujú obra-
zové dáta zakódované po riadkoch. Aritmetickým kóderom (funkcia a encode()) je možné
kódovať ľubovoľné dáta, preto je v tomto prípade k abecede kódovaných symbolov (256
rôznych hodnôt) pridaný špeciálny EOF symbol, ktorý sa zakóduje po spracovaní celého
vstupného súboru. Tento symbol slúži na to, aby dekóder bezpečne rozpoznal koniec zakó-
dovaných dát.
5.2 Štruktúra data a parametre príkazového riadku
Knižnica obsahuje štruktúru extern opt t data;, ktorá je viditeľná pre všetky kompresné
metódy v knižnici. Hodnoty všetkých premenných v štruktúre data sú nastavované funk-
ciou check args(· · · ). Premenné v tejto štruktúre obsahujú nastavenia parametrov pre
jednotlivé kompresné a dekompresné funkcie:
I char *fin – názov vstupného súboru
I char *fout – názov výstupného súboru
I int action – určuje, čo sa bude robiť so vstupným súborom:
• ENCODE – kompresia vstupného súboru
• DECODE – dekompresia vstupného súboru
2Všetky zdrojové súbory sú na priloženom CD.
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I int state – určuje zvolenú kompresnú metódu z knižnice:
• AC – použitie iba aritmetického kódera
• CONT – metóda určujúca kontext na základe okolitých pixelov
• GRAD – metóda určujúca kontext podľa gradientu
• LS – metóda určujúca kontext rovnako ako formát JPEG-LS
I int pred – určuje typ prediktoru (pozri kapitolu 4.7):
• SIMPLE – jednoduchý prediktor
• MED – prediktor MED
• PAETH – prediktor PAETH
I int step – určuje krok, o ktorý sa zväčšuje frekvencia výskytu symbolu v pravdepo-
dobnostnom modeli
I int first step – určuje krok prvého zväčšenia frekvencie výskytu symbolu v prav-
depodobnostnom modeli
I unsigned char cont pix[4] – určuje, ktoré z okolitých pixelov (A, B, C, D) budú
považované za kontext (berie sa do úvahy iba pri funkciách c encode() a c decode();
0 – pixel nie je v kontexte, 1 – pixel je v kontexte) (pozri kap. 4.4)
I int cont len – počet pixelov tvoriacich kontext (funkcia check args(· · · ) túto hod-
notu vypočítava podľa hodnôt v poli cont pix[4]) (pozri kap. 4.4)
I int cont bins – počet hladín, do ktorých sa kvantuje hodnota pixelu (pozri kap. 4.4)
Funkcia check args(int argc, char *argv[]) nastavuje hodnoty jednotlivých pre-
menných v štruktúre data podľa týchto parametrov príkazového riadku:
• -i <file> – názov vstupného súboru
• -o <file> – názov výstupného súboru
• -e – kódovanie (kompresia) vstupného súboru
• -d – dekódovanie (dekompresia) vstupného súboru
• -a – použitie adaptívneho aritmetického kódera
• -c [ABCD] – použitie metódy určujúcej kontext na základe okolitých pixelov; je možné
zadať, ktoré pixely to budú (ak sa nešpecifikujú konkrétne pixely, použije sa celá
štvorica pixelov ABCD)
• -g – použitie metódy určujúcej kontext na základe gradientu
• -l – použitie metódy určujúcej kontext spôsobom, akým to robí formát JPEG-LS
• -s <step> – nastavenie kroku, o ktorý sa bude zvyšovať frekvencia výskytu symbolov
v pravdepodobnostných modeloch
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• -f <step> – nastavenie kroku, o ktorý sa prvýkrát zvýši frekvencia výskytu symbolov
v pravdepodobnostných modeloch
• -b <bins> – nastavenie počtu hladín, do ktorých sa bude kvantovať hodnota pixelu
(berie sa do úvahy iba pri metóde určujúcej kontext na základe okolitých pixelov –
pozri kapitolu 4.4)
• -p <s|m|p> – nastavenie prediktoru, ktorý sa použije (berie sa do úvahy pri metóde
určujúcej kontext pomocou gradientu a metóde určujúcej kontext ako pri formáte
JPEG-LS); s – jednoduchý prediktor, m – prediktor MED, p – prediktor PAETH
• -h – vypísanie nápovedy
Parametre -i a -o musia byť uvedené vždy (výnimkou je iba situácia, ak je zadaný
parameter -h), ostatné parametre sú nepovinné. Ak nie sú zadané, použijú sa predvolené
hodnoty. Pre parametre -e a -d je to -e; pre parametre -a, -c, -g, -l je to parameter -a.
Pre parameter -s je predvolená hodnota 1, pre -f 16, pre -b tiež 16; pre parameter -p je
predvolená hodnota s.
5.3 Použitie knižnice
Pri použití knižnice v programe je potrebné do tohto programu vložiť hlavičkový súbor
lib cont compr.h a pri kompilácii programu k nemu pridať knižnicu lib cont compr.a.
Jednoduchý ukážkový program, ukazujúci použitie tejto knižnice, sa nachádza v prílohe B.
V tomto programe sa ako prvá volá funkcia check args(int argc, char *argv[]),
ktorá spracuje parametre zadané v príkazovom riadku a ktorá nastaví hodnoty premenných
v štruktúre data. Toto je štruktúra z knižnice lib cont compr.a a v programe je dostupná




Cieľom tejto práce bolo vytvorenie knižnice obsahujúcej bezstratové kompresné metódy
založené na kontextovom modelovaní. Tieto metódy sú aplikovateľné na viacrozmerné mul-
timediálne dáta, konkrétne obraz (v 256 odtieňoch sivej). Knižnicu som implementoval
v jazyku C, čo zaručuje jej dobrú prenositeľnosť na rôzne platformy.
Metódy implementované v knižnici dosahujú dobrú kompresiu, ktorá dokáže prekonať
kompresiu ponúkanú grafickým formátom PNG. Konkrétne dosiahnuté výsledky kompresie
sú popísané v kapitole 4.8.
S prácou som sa zúčastnil konferencie a súťaže Student EEICT 2013, pričom môj príspe-
vok bol publikovaný v zborníku1 z tejto konferencie.
Metódy opísané v mojej diplomovej práci dokážu prekonať v súčasnosti používané me-
tódy kompresie obrazu. Preto je možné uvažovať o ich ďalšom rozvoji v budúcnosti, naprí-
klad rozšírením existujúcich grafických formátov alebo vytvorením nového.
1Proceedings of the 19thConference STUDENT EEICT 2013 Volume 2, Brno, 2013, ISBN 978-80-214-4694-6
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Zoznam obrázkov1 použitých na testovanie účinnosti kompresných metód.
Obrázok A.1: Baboon Obrázok A.2: Elaine
Obrázok A.3: Girl Obrázok A.4: Gradient
1všetky okrem
”
Gradient“ prevzaté z korpusu: http://sipi.usc.edu/database/database.php?volume=
misc
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Obrázok A.5: House Obrázok A.6: Jelly beans
Obrázok A.7: Lena Obrázok A.8: Man
Obrázok A.9: Moon surface Obrázok A.10: Ruler
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Jelly beans 256× 256
Lena 512× 512
Man 1024× 1024
Moon surface 256× 256
Ruler 512× 512






extern opt_t data; // štruktúra s parametrami z príkazového riadku
int main (int argc, char *argv[]) {
int err; // stavový kód (kód chyby)
err = check_args(argc, argv); // spracovanie príkazového riadku
if (err != EOK) {
print_err(err);
return (err == HELP)? EXIT_SUCCESS : EXIT_FAILURE;
}
int (*enc_arr[4])(void); // pole pointerov na funkcie na kompresiu









int func_idx; // index do poľa s pointermi na funkcie

















if (data.action == ENCODE) { // kódovanie (kompresia)
err = (*enc_arr[func_idx])();
} else { // dekódovanie (dekompresia)
err = (*dec_arr[func_idx])();
}
if (err != EOK) {
print_err(err);
return EXIT_FAILURE;
}
return EXIT_SUCCESS;
}
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