In what follows the term operator will mean a bounded linear operator T which acts on some infinite dimensional complex Banach space B. The spectrum of T will be denoted by g(T). An invariant subspace for T will always mean here a closed subspace Mc B such that TMc M. We say that M is hyperinvariant for T if it is invariant for every operator 
l. Introduction and main results
In what follows the term operator will mean a bounded linear operator T which acts on some infinite dimensional complex Banach space B. The spectrum of T will be denoted by g(T). An invariant subspace for T will always mean here a closed subspace Mc B such that TMc M. We say that M is hyperinvariant for T if it is invariant for every operator that commutes with T. A subspace M is called nontrivial if M~{0) and M~B. J. Wermer [27] proved that if T is an invertible operator which satisfies (1) ~ log IIT"II < oo n=-oo l q-n 2 and a(T) contains more than one point then T has a nontrivial hyperinvafiant subspace.
In the case where ~(T) consists of a single point 20, the existence of nontrivial invariant subspaces was proved in [27] 
only for invertible operators T which satisfy [[Tn][ = O(]n [k)
, n-+ + 0% for some integer k ~>0, by noticing that in this case, a theorem of Hflle [14] (see also [15, p. 60 
]) implies that (T--2ol)k+1=O
where I is the identity operator.
We prove the following result which is also valid in the case where a(T) consists of a single point: THEORWM 1. Let T be an invertible operator which satisfies the/oUowing conditions: (2) I[Tnll =O(nk) , n-+ co /or some integer k~O 
Then T has a nontrivial invariant subspace. Moreover, i] T is not a scalar multiple o] the identity operator, then T admits a nontrivial hyperinvariant subspaee. I/ a( T) consists o/a

A. ATZ~ON single point ~o then either (T-20I) k+l =0 or T admits an uncountable chain of hyperinvariant subspaces.
If a(T) contains more than one point, then the conclusion of Theorem 1 follows from the above mentioned theorem of Wermer. Actually Wermer does not state in [27] the existence of hyperinvariant subspaces but this follows easily from his proof. This fact is also proved in [6, p. 154, Corollary 3.3] . We also give a short proof of Wermer's theorem in section 6 which establishes this fact. In the case that a(T) consits of a single point, we
prove the existence of invariant subspaces by showing first that there exists a function /~0 bounded and analytic in the open unit disc, such that/(T) =0. This fact is also true in the more general case when (r(T) consists of finitely many points. More precisely we have:
T H E 0 R E M 2. Let T be an operator whose spectrum (x(T) is a finite set and which satisfies conditions (2) and (3). Then there exists an analytic/unction/(z) =~=0 a~z n, /~0 such that ~=ola~[nk< ~ and /( T)~ ~.~=o a~ Tn=O. More concretely if a(T)={z 1 ..... z,}, one can choose / to be the /unction
/(z) = I~ (z-zj) m exp a --]~1 Z --Zq]
with m=4/c+5 and a=2c ~ where c is the constant in (3).
We note here, that using the spectral radius formula, one can easily see that if T is an invertible operator which satisfies (1), then a(T) is contained in the unit circle. Thus in Theorem 2, we have /z j/= 1, ?'= 1, ..., v.
If a(T) consists of a single point ~o, and T satisfies (2) and (3), it is not true in general that T-201 is nilpotent. However if we replace (3) by the stronger condition: More generally we can deduce from Theorem 2 the following:
COROLLARY 1. Let T be an invertible operator such that a(T) is a finite set {z 1 ..... zv), and assume that T satisfies condition (2) and condition (4) (/or every z>0). Then if p denotes the polynomial p(z) = I~=1 (z-zj) TM, we have that p(T) =0; that is, T is an algebraic
operator. (For such operators, see [24, p. 63] .)
This extends the above mentioned theorem of Hflle [14] and is used in section 6
to obtain and extension of a theorem of Nagy, Foist, and Colojoar~ [22, p. 54] and [6, p. 134] .
In trying to extend Theorem 1 to operators T which satisfy less restrictive conditions than (3) by producing a nontrivial analytic functions / such/(T) =0, we found, somewhat surprisingly, that condition (3) is necessary for the existence of such a function. Moreover, it turns out that condition (3) is a necessary condition for the existence of such an annihilating functions for a large class of operators, including all C 0 operators in Hilbert space [22, p. 114 ] whose spectrum is contained in the unit circle.
Before stating our results in this direction we introduce some notations and defini- If A is an admissible Banach space, we shall denote, for every w E D, by Lw the operator on A defined by /~Lw/, /EA.
We give now some examples of admissible Banach spaces, some of which, will be used in the sequel. De/inition 3. If A is an admissible Banach space which operates on an operator T, we shall say that T is in C0(A), if there exists a function/~0,/EA, such that/(T) =0.
Remark. According to Definition 3, every C O contraction in Hflbert space [22, H ~ These methods are not applicable to the classes Co( k ) for k>0.
2. ]By conclusion (c) of Corollary 2, every C o operator with spectrum in ~D is 1I
unitary. In this connection we mention that C. Foia~ [10] 
C o R 0 L L A R ~: 4. I/ T satis/ies the hypotheses o/Corollary 3, then a(T) N ~D is o/measure zero.
The organization of the paper is as follows:
In section 2, we prove the results stated in this section.
In section 3, we prove some lemmas which are used to prove the theorems in section 2.
In section 4, we consider invertible operators T such that a(T)={1} and IITnH = 0 (exp c In]~), n-7 + oo for some c > 0 and 0 < zr < 1. We show that the problem of existence of nontrivial hyperinvariant subspaces for these classes is equivalent to their existence for a single class determined by some =0 6 (0, 1). We also show that if T satisfies the above conditions for some 0 < ~ < 89 then T admits a nontrivial analytic annihilating function. However, we are not able to deduce from this fact the existence of nontrivial invariant subspaces for these operators.
In section 5, we prove the existence of nontrivial invariant subspaces for some classes of quasinilpotent operators, by using the results of Section 1 and Section 4. We obtain, in particular, an extension of a result of Isaev [17] .
In section 6, we extend a result of Nagy, Foia~, and Colojoar~ mentioned before, and give a short proof of Wermer's Theorem [27] .
In section 7, we use the results of sections 1 and 4 to prove some results on closed primary ideals and restriction algebras of some Banach algebras of continuous functions on the unit circle. We thereby obtain in particular an extension of the results of [18] and [1] .
In Section 8, we mention some extensions of the results of section 1 and pose some problems.
For various results on invariant subspaces for operators on Hilbert space, including extensions of the above mentioned result of Wermer, we refer to [24] . The basic reference for results on contractions on Hilbert space is [22] . For results on invariant subspaces for operators on Banach spaces, which are related to the results of this paper, we refer to [6] .
ProoIs of main results
We shall now state several lemmas and use them to prove the theorems stated in section 1. In section 3 we shall prove the lemmas. We shall prove first Theorem 2 and then use it to prove Theorem 1. First, we introduce some notations and make some preliminary observations.
For an integer k ~>0 we shall denote by Bk the Banach space of analytic functions 
Izl<l
To obtain a similar estimate for 1 < Izl <2, we define u(z) =IT=x (z-zj) 2k+u and
/a(Z)=U(z)h(z), and ],(T)=u(T)h(T).
Using identity (5) with u we obtain:
u( T) R( T, z) = u(z) R( T, z) +Q( T, z)
where
Q(T, z) is a polynomial in z (with operator coefficients). Multiplying both sides by h(T) we obtain that /~( T) R( T, z) = h( T) u(z) R( T, z) + h( T) Q( T, z).
Thus taking into consideration (17) and the definition of u, we obtain that
sup {]] /a( T) R( T, z)ll: 1 < Izl <2)< oo.
Combining this with (19) , we see that 
Therefore the operator valued analytic function z ~ [a(T) R(T, z), z ~(r(T), has only removable singularities at the points of (r(T), and remembering that timl~i~oo HR(T,
z
(T-l)m/a(T)=O}. Since lim~_~/a(T)=/~(T), we obtain that (T-I)m/~(T)=O. Therefore if ~=0, (T-I)2m=O, (and by Corollary 1, also (T--I)k+l=O). Thus in this case
/a(T)/b(T)=O if a+b>~.
For every 0<s<~, let M~ denote the kernel of the operator f~(T). It is clear that M~ is a hyperinvariant subspace for T. From (20) we see that M~=4=B and from (21) (20) and (21) 
Proo] o/ Theorem 3.
Proo/o I (a). Let 150 be a function in A such that ](T)=0. Since A is an admissible
Banach space which operates on T, the identity
implies that for every 2 E D,
(21-T)(L~I ) ( T) = 1(~.)1;
therefore, if/(~)# 0, then 2 Ca(T). Thus / =0 on W, and since / is analytic in D and / ~ 0, W is at most countable. To show that W consists of eigenvalues of T, let / be as above and 2 E W. Then ~ is a zero of/, and denoting its order by s, we have that
where g is an analytic function on D such that g(2)# 0. Since A is admissible, g E A, and the identity above implies that (22) 
(T-2I)~g(T) = ](T) = O.
Since 2Ea(T) and g(2)#O, it follows from the first part of the proof that g(T)#O, and therefore by (22) , ~ is an eigenvalue of T. (1), and since a(T) contains more than one point, Wermer's theorem [27] implies that T has a non-trivial hyperinvariant subspace. Proo/ o/ Corollary 4. Let A be the Banaeh space introduced in the proof of Corollary 3.
Proo[ o] (bl)
.
Proo/o/(b~). If a(T) contains more than one point and 2 is an eigenvalue of T, then Ker (T-hi) is a nontrivial hyperinvariant for T. If T has no eigenvalues, then by (a), (~(T)~SD and therefore by (bl), T satisfies
Proo/o/ (Cl
(T)=O, then a(T)~_/-~(O). Thus if T is in C0(
The conclusion of Corollary 4 follows from Theorem 4 by observing that A satisfies the hypotheses of the theorem.
Proofs of the lemmas
Proo/of Lemma 1. Since A is an admissible Banach space which operates on T, we have for every z E D the identity
/( T) -/(z) I = G( T, z) ( T-zI)
and therefore for every z ED~a(T)
/( T) R( T, z) -/(z) R( T, z) = G( T, z)
and the Lemma is proved.
Proof of Lemma 2. Assume that T satisfies condition (6) . Let z E D be fixed and set I zl =r. Let N be the smallest integer such that
(-2-r)]
(where c is the constant appearing in (6)). Consider the two sums:
Zl= ~ r ~ exp (c~), Z~= ~ r" exp (cn~).
n=0 n=N+l For E1 we have the obvious estimate
Using the fact that cN ~-~ <log (2-r)<log (l/r), we obtain that
Combining all these estimates, noticing that R
(T, z)-~ T-~-lz n -/~o
, zED, and that the choice of N implies that N < [2c/(1-r)]1/(1-~)+ 1, we obtain (7) with d = 4Pc ~/~. This completes the proof of (a). As already noticed in section 1, we are not able to deduce from Proposition 2 the existence of nontrivial invariant subspaces for operator in L~, for 0 < a < 89
Proo/ o/ (b). Since a(T)~D the identity R(T, z)= ~o T-n-lz% zED
For the proof of Propositions 1 and 2, we shall need some equivalent characterizations of the classes L~. This is given in: 
Proo/ o/ (II)9(111).
Observing that
is an entire vector function of 1/(1-z), we obtain (III) from (II) by using once again the relation between the magnitude of Taylor coefficients and the order of entire functions (this time in the other direction).
Proo/ o/ (HI)9(1)
. This is an immediate consequence of Lemma 2. 
C o R 0 L L A• Y 5. Let T be an operator such that (r(T)= (1 }, let 0 < o~ < 1 and fl = cr ~).
The/ollowing conditions (a), (b) and (c) are equivalent: (a) HT~II =O(nk), n~co /or some integer k>~O and ]]Tn]]=O (exp (c]n]~), n -~-oo
/or some constant c > O. (b) ]]Tn]] =O(nk), n---~ /or some integer k>~O and II(T-I)nH =O(Rnn-n/~), n-->c~ /or some constant R > O.
COROLLARY 6. Let T be an operator such that q(T)={1} and ]]Tn]] =0(n~), n-->oo,
/or some integer k >~ O. A necessary and su//icient condition/or the existence o/an analytic /unction/(z)= ~=0 anz ~, [ ~0, such that ~=o la~ln ~<~ and/(T)=O is that ]J(T-I) II = 0(l/n), n
Proof. This is an immediate consequence of Theorem 2, Corollary 3 and Corollary 5. ] ~I e is a polynomial of degree ~<2k, hence dp is a polynomial of degree ~/~, thus A ~+1 =0. Since
COROLLARY 7. I/ T is an operator such that IIT II =O(nk), n-~, /or some integer k>~O, and ll(T-I)~]]~Z~=o(1/n), n-->c~, then (T-I)~+~=O.
Proof. The condition ]l(T-I)nll~/~=o(1/n) implies that a(T)= {1}, and that if
~A~-~
T-I= Aj:~ j! ,
we obtain that (T-I) ~+~ =0.
Proof o/Proposition 1. Let 0 <y < 1, and let n be a positive integer. It follows from Proposition 3(II) that if T is in L=, for some 0 < ~ < l, then T 1 = I +(T-I) ~ is in L~ where
fl = ~/(n(1 -~) + ~), and therefore for n large enough fl <~ and T x will be in Le, and since any hyperinvariant subspace for T 1 is also a hyperinvariant subspace for T the conclusion of Proposition 1 follows. we conclude that/(T) =0.
Proof of Proposition 2. Assume that T is in L~ for
Quasinilpotent operators
In this section we apply the results of section 2 and section 4 to some classes of quasinilpotent operators. Our first result is: 
I/A =4=0, then A has a non trivial hyperinvariant subspace, and i/A is not nilpotent then A
has an uncountable chain of hyperinvariant subspaces.
Proof. Let T be the Cayley transform of A, that is T=(I+iA)(I-iA) -1. Then a(T)={1} and a direct computation gives that i(l --z)~
R(T, z) = (i + z) -~ (A -il) R A, I +----7-7'
and from this we see that if A satisfies (34) 
Applications to Banaeh algebras
Most of our previous results could be stated and proved in the context of Banach algebras. For instance, it is clear that Corollaries 1, 6, and 7 are statements about elements in Banaeh algebras. In this section we apply the results of the previous sections to prove results on closed primary ideals and restriction algebras of certain Banach algebras of continuous functions on the unit circle. We obtain in particular some of the results of [18] and [2] and an extension of the results of [1] .
We recall ~irst some definitions and known facts from [11, pp. 214-215] and introduce some notations.
Definition. Let R be a Banach algebra of continuous functions on the unit circle aD.
R is called a homogeneous Banaeh algebra (in the sense of Shflov) if:
(H1) It is generated by the functions 1, e ~t. e -~t and its maximal ideal space is 9D. We recall that a primary ideal in a commutative Banach algebra with unit, is an ideal that is contained in a single maximal ideal. A primary ideal is called trivial if it is the zero ideal or a maximal ideal.
If R is a homogeneous Banach algebra on ~D, we shall denote by R0 the m~ximal ideal which consists of all functions / in R such that/(1) = 0. It follows from the homogeneity of R, that it suffices to consider primary ideals contained in tt o. The next result gives some information on these ideals, for certain homogeneous Banach algebras. Other results on the structure of closed primary ideas in Beurling algebras are given in [8] and [9] .
Next we consider closed primary ideals in the Banaeh algebras R + where R is a homogeneous Banach algebra on ~D which, for some positive integer k >0, contains the Banach algebra C~:(~D) of k-times continuously differentiable functions on aD. The structure of closed primary ideals in some of these algebras was determined in [18] and also follows from the more general result proved in [2] . The proofs in [18] and [2] are based on the Carlcman transform of elements in the dual of R +. We shall obtain these results on closed primary ideals, from Theorem 1 and Lemma 5, without using the Carleman transform or duality.
We recall [11, p. 215 ] that the assumptions on R imply that there exists a constant In what follows we shall denote for every real number ~ by v~ the function defined on/)~,{1} by f e'~ 11
and by g~ the function defined on 8D by g~(e~O)=(el~176 e~~ 1 and g~(1)=0.
It is easy to see that g~ belongs to Cg(OD) and therefore ~Iso to R. for every [ CIIg. Thus all these algebras satisfy the analytic Ditkin condition; they include in particular the algebra C(OD), the algebra of absolutely convergent Fourier series, and more generally the algebras considered in [18] . For many other examples of homogeneous Banach algebras which satisfy the analytic Ditkin condition we refer to [2, part II].
Our next application is to restriction algebras of the algebras R +. We extend and improve the results of [1] , thereby answering (in the negative) a question raised in that paper. Before stating our result, we recall some definitions and known facts and introduce some notations.
Definition. If R is a homogeneous Banach algebra on ~D, we say that E is a ZR + set if there exists a non-identically zero function in It+ which vanishes on E.
If E is a closed subset of ~D, we shall denote by R+(E) the restriction algebra of R + to E, which can be identified with the quotient algebra R+/I(E), where I(E) denotes the ideal of functions in It+ which vanish on E. If E is not a ZR + set, then I(E)= (0} and
It+(E) is isometrically isomorphic to It+. On the other hand, if E is a Ztt+ set, then the maximal ideal space of It+(E) is E. This is proved in [19] in the case where It is the algebra of absolutely convergent Fourier series and the same proof carries over to the general case.
We shall use this fact in the proof of the next result. If in addition we assume that p~ = 0(n~), n-~ oo for some integer k >~ 0, it is easily seen that If R is a homogeneous Banach algebra on 3D which contains Ck(OD) for some integer k>0, then the proof of part (b) of Proposition 8 shows that for every ZR + set E, lim~-.oo n-t log He-*~~ =0. Since this is in particular true for the algebra A of absolutely convergent Fourier series, we obtain a negative answer to the question raised in [1] . In this connection we mention that a ZA+ set E for which lim n-~ (log n)Z log I[~-'"~ = ~, v~ > 1, is constructed in [19] . By virtue of these results one can ask whether for every sequence of positive numbers ~o lira c= (cn)~=l such that = ~, there exists a ZA + set E such that lim~_~ n-ic~ log ]]e-~nO]lA+(E)= co We do not know the answer. The proof of Theorem 1" depends on methods which are different from those used in this paper, and it will be given elsewhere. We only mention here that in the proof of Theorem 1" we use also Theorem 1.
Extensions of results and problems
Another result which we mention here without proof is the following: ]] T~II = 0 (exp (ha)), n-+ oo for some 0 < g < 89 provided that condition (37) holds. We do not know whether operators T which satisfy the above conditions admit non trivial analytic annihilating functions. The proof of the Theorem uses a different method, and will also be given elsewhere.
We 
