In this work we apply the experimenting pressure field technique to the problem of the flow of two 10 or more immiscible phases in porous media. In this technique a set of predefined pressure fields 11 are introduced to the governing partial differential equations. This implies that the velocity vector 12 field and the divergence at each cell of the solution mesh can be determined. However, since none 13 of these fields is the true pressure field entailed by the boundary conditions and/or the source terms, 14 the divergence at each cell will not be the correct one. Rather the residue which is the difference 15 between the true divergence and the calculated one is obtained. These fields are designed such that 16 these residuals are used to construct the matrix of coefficients of the pressure equation and the 17 right hand side. The experimenting pressure fields are generated in the solver routine and are fed 18 to the different routines, which may be called physics routines, which return to the solver the 19 elements of the matrix of coefficients. Therefore, this methodology separates the solver routines 20 from the physics routines and therefore results in simpler, easy to construct, maintain and update 21 algorithms. 22
Introduction 26
The continuum hypothesis as applied to porous media furnishes a suitable framework in which 27 transport phenomena in porous media may be described, Salama and Van Geel (2008-a,b) . Under 28 this framework macroscopic field variables are continuous functions of space and time. Such 29 upscaled description allowed the governing laws to be described in the form of partial differential 30 equations. The solution of the governing equations is usually obtained numerically. However, 31 several aspects are unique to the numerical solution of transport phenomena in porous media. 32
Probably, the most important is the fact that, porous media application spans quite large number 33 of scales starting from small scale applications in confined spaces (porous filters, bed reactors, 34 etc.) to large scale applications that could span length scales of kilometers such as groundwater 35 reservoirs, oil and gas fields, etc. Furthermore, porous media are generally highly heterogeneous 36 even at the continuum scale and could also possess directional properties (i.e., anisotropy). The 37 problem could even get more complicated by the fact that many porous media applications involve 38 the flow and transport of multiphase systems. These pose tremendous challenges to numerical 39 schemes and a search for a robust one has never reached a conclusion. Although there have been 40 several attempts to speed up numerical algorithms, they abide to methods to enhance linear 41 equations solvers and iterative schemes. As for the algorithms themselves they are to a large extent 42 standard based on the numerical scheme (finite differences, finite elements, etc.), Blessent et significantly enhanced the speed of calculations they remain specific to those languages which 47
Single-phase flow 72
Consider a porous medium domain, Ω bounded by the boundary, Γ, the governing equations 73 describing the flow in this system may be given as: 74
where u is the velocity, K is the hydraulic conductivity, p is the pressure, p B and u B are the pressure 79 and velocity at the boundary, respectively. The traditional numerical solution methodology for this 80 problem is to substitute eq. 1 into eq. 2 to obtain an equation only in the pressure, such that 81
Applying any numerical scheme on this equation results in a system of algebraic equations which 83 can be written in a matrix form as: 84
Ap=b
(6) 85
Solving this system along with the boundary conditions, which are implemented in b, results in 86 the pressure field to be obtained from which the velocity field is obtained using eq. 1. This 87 methodology seems to be simple and straight forward. However, a number of remarks worth 88 investigation: the first is the need to do this extra manipulation of the governing equations to have 89 an equation in only one variable. Although, this may be trivial for this system, for other systems 90 (e.g., multiphase flows) it may be quite involved, as will be apparent later. The second point is that 91 no direct use of eqs. 1 and 2 to obtain the pressure field numerically have been implemented. Only 92 as a post processing to obtain the velocity field, that eq. 1 is used. Therefore, it is clear that the 93 solution methodology does not follow the physics, which suggests that given the pressure, one canfind the velocity and given the velocity, one can find the divergence. Furthermore, the difference 95 expression (in the sense of finite differences method) of eq. 10 can be long, particularly for 96 complex stencils. It is therefore beneficial to separate the physics from the solver as is suggested 97 in this new methodology. 98
The experimenting pressure field approach 99
In this section, the essence of the experimenting field approach is highlighted by considering how 100 it is applied to single phase flow problem in porous media. We include the effect of velocity 101 boundary condition and show several aspects related to this method including comparisons 102 between the time to solving the linear system of equation and that taken to constructing the matrix 103 of coefficients. Without loss of generality, we consider the cell-centered finite differences 104 approximation (which is a control volume method over Cartesian grid) of the governing equations. 105
We define a simple 2D problem in a rectangular porous medium domain, Ω: (a1,b1)×(a2,b2), 106 saturated with a fluid that moves as a result of pressure gradient. The approximation is thought 107 over the rectangular mesh defined by { 0 , 1 , 2 , ⋯ , ⋯ , } × { 0 , 1 , 2 , ⋯ , , ⋯ , }. In this 108 set up, the pressure is defined at the center of the cells and the velocity at the center of the edges. 109
As indicated earlier, the numerical solution of eq. 5 produces a set of algebraic equations of the 110 form: 111
where m and n are the number of segments in x and y-directions respectively, and the indices iˆand 113 ĩ runs over the boundary. That is, when i and j represent boundary cells, the terms In this system, the only unknown is the pressure vector with the coefficients in the global matrix 123 and the right hand side determined and placed by the user, which is usually prone to errors and 124 difficulties, particularly for complex systems. In the experimenting pressure field approach, the 125 entities of the matrix of coefficients are automatically obtained within the solver routine by 126 experimenting on the conservation laws with a set of predefined pressure fields. These fields are 127 designed such that when operating on the system, the coefficients of the global system and the 128 right hand side are obtained automatically. As an example, consider a pressure field in which the 129 pressure in the first cell is one and zero in all other cells, the system of equations given in eq.8 130 becomes: 131 On the other hand, when the experimenting pressure field is all zeros, the residue calculates the 142 contribution of the boundary conditions. To obtain the residue vector we define the vector function 143
If p is the true pressure field the above function produces the zero vector and if it is not the correct 147 pressure field this function, generally, produces a nonzero vector which we call the residue, R, 148 which may be given as, 149
where u   is the divergence for all the cells given the pressure field, p. In other words for any 151 pressure field, we use Eqs. 1 to obtain the velocity components at the mid cell faces which may be 152 used to calculate the divergence for each cell using Eq. 2. The residual is then calculated from Eq. 153 (14). From Eq. 13, we have, 154 
We call this the zeros pressure field which is zero everywhere in Ω. Eq. (18) becomes, 164
This produces a vector which is zero except when i represents boundary cells. That is eq 20 166 determines the contribution of the boundary conditions to the right hand side of eq. 6. Eq. 18, 167 therefore, can be written as 168
On the other hand, for the pressure field, 170 
This implies that an mxn experimenting pressure fields are required in order to construct the matrixof coefficients. The experimenting pressure fields are such that they are one at cell center of interest 176 and zero elsewhere as shown in Fig. 1 . It is apparent from this figure that the velocity at the mid-177 edges of the cell where the pressure is one will only be nonzero. Furthermore the divergence of 178 the four cells surrounding the cell where the pressure is one together with this cell will also be 179 nonzero. All the other cells will not get affected by this pressure field. As will be indicated later, 180 this behavior may be used to speed up the time to construct the matrix of coefficients. From this 181 equation one may be able to construct the coefficient matrix, A, and to obtain the pressure and 182 velocity fields. A flow chart diagram showing the features of this approach is shown in Fig. 2  183 below. It is noteworthy that this approach can work equally well with any numerical scheme in 184 which the local problem is described including control volume, finite element (and its variants, 185 e.g., mixed methods), etc. In mixed finite element (based on RT or BDM spaces), in particular, 186
where both the pressure and velocity fields are solved for simultaneously, the experimenting fields 187 in this case are not only for the pressure but also for the velocity. To sum up, in traditional schemes 188 such local problems are not solved, rather they are used to construct the global system manually. This, clearly, offers substantial reduction in the time required to construct the linear system. Figure  206 3 shows schematic of one of the experimenting nine pressure fields for the given mesh. It is also 207 noteworthy that such experimenting field could also be generated for velocity as well and this 208 facilitates solving even more complex problems (e.g., Navier-Stokes). 
where is the fractional flow of the non-wetting phase, = / . In the IMPES scheme Eq. 9 282 is used to obtain the pressure field given the saturation from the previous time step, thus 283
This equation generates a linear system of equations which can be written in matrix form as 285
To update the saturation one needs to decide which saturation equation to use for saturation update. are used. The matrix of coefficients that is used to obtain the pressure field is generated within the 296 solver routine as is described in the following section. It is noteworthy that the upwind scheme is 297 used when calculating the phase velocity. In this scheme the new pressure and gravity difference 298 is checked to determine the direction of the phase velocity and based on this direction the value of 299 relative permeability is chosen, Moortgat et al. (2011) . 300
The experimenting pressure field approach as applied to the problem of two-phase flow in 301 A flow chart to highlight the different processes involved in this technique is shown in Fig. 8 . In 318 this flow chart, the purple box collects all the physics of the problem including conservation laws. 319
The solver part includes the experimenting pressure field generator (pα) which is used to construct 320 the matrix of coefficients. These are a set of mn+1 pressure fields that operate on the conservation 321 laws and the residue is used to construct the components of the matrix of coefficients. After 322 constructing the matrix of coefficients, the linear system of equations is solved using sparse linear 323 solver. As indicated earlier, the time taken to construct the matrix constitutes negligible part of the 324 total time of solving the system. -4 PV/day at the left hand side end to displace oil to the other end. The porosity is assumed 339 0.2, the permeability K=100 mD, the viscosity ratio is assumed one and the relative permeability 340 relation with effective saturation is assumed quadratic. The residual saturation of both the water 341 and the oil are assumed 0.01 and 0.2 respectively. Figure 9 shows saturation contours of the water 342 phase after 100, 300, and 500 days, respectively, from which it is clear that the water phase is 343
advancing from left to right. In Fig. 10 The absolute permeability is taken as 10 mD and the porosity is assumed 0.3. The injected phase 369 is assumed at saturation of unity at the injection boundary and the initial saturation in the domain 370 is assumed residual with a sufficiently small value of one percent. For the LNAPL migration 371 example, Fig. 12 shows the CO2 plume history in terms of saturation propagation with time. 372 Apparently CO2 plume is buoyantly lifted upwards due to the density contrast between 373 supercritical CO2 and water. When the plume reaches the cap rock, it moves laterally. In this figure  374 only part of the lateral length is shown. To the contrary, DNAPL migration is downward as a result 375 of the higher density it has compared with water. When it reaches the impervious layer, it moves 376 laterally as shown in Fig. 13 . 377
Conclusions 378
A new methodology to implement numerical techniques to the equations governing transport 379 phenomena in porous media has been developed. The methodology follows the governing 380 equations as suggested by the physics of the problem with minimal manipulations. This produces 381 an algorithm which is easy to use, implement, maintain, and update. That is, while, traditional 382 techniques manipulate the governing equations so that a unified equation/s is obtained which is/are 383 reduced to a matrix form, whose entries are obtained within the algorithm, in this method, the 384 matrix of coefficient are constructed automatically within the solver. Furthermore, no need to 385 discretize a unified equation/s is required. Rather, the equations as suggested by the physics are 386 discretized which produces simpler algebraic equations. This is done by introducing a set of 387 predefined experimenting pressure fields which are used to determine the corresponding velocity 388 and divergence of velocity fields. These fields are then used to construct the matrix of coefficients 389 that is needed to construct the correct pressure field. This technique has been applied to the 390 simulation of LNAPL (in this work it is CO2) and DNAPL (in this work trichloromethane) in the 391 subsurface. The time incurred to construct the matrix of coefficients is found to be negligibly small 392 compared with the time required to solving the linear system of equations. 
