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ABSTRACT
The advancement in microarray technology enables the simultaneous measurement of ex-
pression levels of thousands of genes. However, due to the relatively high cost of making a
replicate in a microarray experiment, the number of replicates in a single experiment is typi-
cally small. This results in the “small n, large p” problem for statistical inferences, where there
are gene expression measurements for many genes, but only a few biological replicates (or ob-
servations) for each gene. In this dissertation, we develop statistical models and methods for
microarray data to borrow information across genes and/or even across experiments to improve
statistical inferences for specific biological questions.
In Chapter 2, we develop statistical methods to improve the estimation of gene expression er-
ror variances. Good estimation of error variances is crucial for detecting differentially expressed
genes (genes that differ in mean expression level across treatments or conditions of interest).
Since the sample size available for each gene is often low, the usual unbiased estimator of the
error variance can be unreliable. Shrinkage methods, including empirical Bayes approaches that
borrow information across genes to produce more stable estimates, have been developed in re-
cent years. Because the same microarray platform is often used for at least several experiments
to study similar biological systems, there is an opportunity to improve variance estimation fur-
ther by borrowing information not only across genes but also across experiments. We propose a
lognormal model for error variances that involves random gene effects and random experiment
effects. Based on the model, we develop an empirical Bayes estimator of the error variance for
each combination of gene and experiment and call this estimator BAGE because information
is Borrowed Across Genes and Experiments. A permutation strategy is used to make inference
about the differential expression status of each gene. Simulation studies with data generated
from different probability models and real microarray data show that our method outperforms
existing approaches.
xii
In Chapter 3, we develop statistical methods to improve the estimation and testing of gene
expression heterosis. Heterosis, also known as the hybrid vigor, refers to the superior phenotype
of the hybrid offspring relative to its two inbred parents. Though the heterosis phenomenon has
been extensively utilized in agriculture for over a century, the molecular basis is still unknown.
In an effort to understand the basic mechanisms responsible for the phenotypic heterosis at the
molecular level, researchers have begun to compare expression levels of thousands of genes in
the parental inbred lines and their offspring to find genes that exhibit gene expression heterosis.
In our study, we focus on three types of gene expression heterosis: high-parent heterosis, low-
parent heterosis and mid-parent heterosis. Currently, the sample average method is the most
commonly used method for estimation and testing of gene expression heterosis. However, the
sample average estimators underestimate high-parent heterosis and low-parent heterosis, which
consequently leads to loss of power in hypothesis testing. Though the sample average estimator
for mid-parent heterosis is unbiased, with only a few replicates in a typical microarray experi-
ment, estimation is highly variable. To improve the estimation and testing of all three types of
gene expression heterosis, we develop a hierarchical model, which permits information sharing
across genes. Based on the model, we derive empirical Bayes estimators, and test gene expres-
sion heterosis using posterior probabilities. The effectiveness of our approach is demonstrated
through simulations based on two real heterosis microarray experiments as well as hypothetical
probability models that violate our model assumptions.
Chapter 4 presents statistical analysis of a soil-based carbon sequestration experiment.
Driven by global climate change due to the increasing level of atmospheric carbon dioxide,
researchers have proposed a soil-based carbon sequestration approach. A soil-based carbon se-
questration approach reduces carbon dioxide emission from crop residues after harvesting and
sequesters more carbon into the land as a soil nutrient. Previous research has reported signifi-
cant differences across species in their rates of residue decomposition and the amount of carbon
dioxide emission. Because the biomass composition varies across maize genotypes, we hypoth-
esize that there are also differences among genotypes within the maize species in their rates
of biomass decomposition and abilities of carbon sequestration. We designed and performed a
longitudinal experiment to measure the amount of carbon dioxide flux from crop stover samples
xiii
of 14 maize varieties. Flux observations for more than 150 days were collected. We modeled
the logarithm of carbon dioxide flux as a linear function of genotype, day, and genotype-by-day
interaction effects as well as several other important fixed and random factors. The analy-
sis results show significant differences among maize varieties with respect to the accumulated
carbon dioxide flux from crop residues as well as flux pattern over time. We also investigate
relationships of carbon dioxide emission and several potentially influential chemical compounds
in the maize residue biomass composition. These results suggest the potential for development
of “carbon capturing crops” through bioengineering or hybrid methods.
1CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction
The field of biology, especially genomics, has become an interdisciplinary research area driven
by the advancement of high-throughput technologies, such as microarray and next-generation
sequencing technologies. In the analysis of data produced by these high-throughput technolo-
gies, many statistical questions arise that require further research. This dissertation reports on
three research papers. The first paper presents work on improving estimation of error variances
in microarray analysis for detecting differentially expressed genes. The second paper presents
work on improving the estimation and testing of gene expression heterosis. The last paper
investigates genetic variation among maize genotypes in carbon sequestration. This chapter
briefly introduces background knowledge in biology and statistics to help clarify the statistical
research presented in this dissertation, which is arranged in five subsections on the following
topics: gene expression and microarray technology, shrinkage method for error variance estima-
tion, heterosis and gene expression heterosis, estimation and testing of gene expression heterosis
and dissertation organization.
1.2 Gene Expression and Microarray Technology
The central dogma (Crick, 1958, 1970) states that the DNA (deoxyribonucleic acid) contains
the genomic information that provides recipes for assembling proteins. That information is first
transcribed to mRNA (messenger ribonucleic acid), and then translated into proteins. Proteins
perform essential biological functions. Whether a gene is transcribed into mRNA or not, and
the amount of transcription are crucial for delivering the genomic regulation information to the
proteins, and finally to the phenotype. We often use the measurement of the amount of mRNA
2transcribed from the DNA as a measurement of the gene expression level.
Microarray technology is a biological tool that can simultaneously measure gene expression
levels for hundreds of thousands of genes by measuring the mRNA quantity. There are many
variations of microarrays for different purposes, such as nucleotide microarrays (Schena et al.,
1995; Lockhart et al., 1996; Varczak et al., 2003), protein microarrays (MacBeath and Schreiber,
2000), antibody microarrays (Rivas et al., 2008), and tissue microarrays (Kononen et al., 1998).
Microarray technology revolutionizes genomic studies by measuring gene expression for many
genes in parallel in one experiment, whereas traditional experiments before the invention of
microarrays only measure gene expression levels on a small scale.
One goal of utilizing microarray experiments is to find genes related with the traits of
interest. For example, suppose we are interested in finding genes related with some disease of
interest. We collect tissues from three healthy people and three patients with the disease of
interest. Six microarray slides are utilized, and each microarray slide measures gene expressions
for one person (one biological replicate) simultaneously for hundreds of thousands of genes. With
the six observations for each gene under two different treatments (healthy and disease-infected),
we could find the genes whose mean expression levels differ across the two treatments by the
ordinary t or F -tests, and call these genes differentially expressed (DE) genes. Otherwise,
the genes are regarded as equally expressed (EE) genes. An important goal of microarray
experiments is to find these DE genes, which are potentially related with the traits (disease in
our example) of interest.
However, due to the relatively high cost of making a microarray slide for each biological
replicate in an experiment, there are often very few replicates in a microarray experiment, such
as three microarray slides for each treatment in the above hypothetical example. This situation
is often referred to as the “small n, large p” problem, where there are observations for many
genes, but only a few observations for each gene.
1.3 Shrinkage Method for Error Variance Estimation
Using the ordinary t or F -tests for finding DE genes in microarray data analysis requires the
estimation of gene expression error variance for each gene. However, because there are often a
3few replicates for each gene in a typical microarray experiment, the REML (restricted maximum
likelihood) estimation of error variances used in the ordinary t or F -tests is not expected to be
accurate and precise, even though it is an unbiased estimator.
In recent years, many groups have developed different statistical methods to improve the
estimation of error variances, which lead to more powerful tests in detecting DE genes. These
methods are based on the idea of borrowing information across genes to improve error variance
estimation for each gene in an experiment. Such work includes Efron et al. (2001), Baldi and
Long (2001), Lönnstedt and Speed (2002), Wright and Simon (2003), Smyth (2004), Cui et al.
(2005), Tong and Wang (2007), Lo and Gottardo (2007), and Hwang and Liu (2010) among oth-
ers. These methods developed modified versions of REML estimates of error variances, where
the REML estimates are shrunken toward a common value evaluated by using all observations
from all genes in a microarray experiment. Plugging the modified REML estimates of error
variances into the ordinary t or F -tests results in the modified versions of t or F -tests. These
research papers argue that the modified versions of t or F -tests are more powerful in detecting
DE genes than the ordinary t or F -tests; i.e., with fixed levels of falsely discovered DE genes,
the modified versions of the t or F -test could report more true DE genes. The LIMMA method
developed by Smyth (2004) is one of the most popular methods. LIMMA here stands for the
Linear Models for Microarray Data. The LIMMA method assumes the error variances of all
genes in a microarray experiment follow a scaled inverse χ2 distribution with the degrees of
freedom parameter d0 and the scale parameter σ20. Parameters d0 and σ20 are estimated using
observations from all genes in an experiment. Under an empirical Bayes framework, Smyth
(2004) derived the posterior distributions of error variances given the REML estimates, and
proposed to use the posterior expectations as the LIMMA estimates of the error variances. By
replacing the REML estimates by the LIMMA estimates in the denominators of the ordinary
t-test statistics, the resulting modified test statistics still follows a t distributions but with ad-
justed degrees of freedom. This test is called the moderated t-test in Smyth (2004). Simulations
based on different datasets and analysis in real applications have generally confirmed that the
moderated t-test of the LIMMA method is more powerful in detecting DE genes than the or-
dinary t-test. This method has also been developed into a popular R package called limma
4(Smyth, 2005).
1.4 Heterosis and Gene Expression Heterosis
Heterosis refers to the superior phenotype of the hybrid offspring compared to its two inbred
parents. For example, when we cross two maize inbred lines B73 and Mo17, the offspring F1
generation on average has taller plants, higher yields and matures faster than both B73 and
Mo17 inbred lines (Hallauer and Miranda, 1981). The heterosis phenomenon has also been
extensively observed and studied in many other species, such as rice (Yu et al., 1997), alfalfa
(Riday and Brummer, 2002), tomatoes (Krieger et al., 2010), fish (Wohlfarth , 1993), etc.
Since the heterosis phenomenon was first documented in Shull (1908), it has been intensively
practiced and studied over a century. However, the molecular basis giving rise to heterotic
phenotypes is still unclear (Coors and Pandey, 1999; Lippman and Zamir, 2004). There are
many speculations to try to explain the heterosis phenomenon at the molecular level. One
conjecture is gene expression heterosis. Specifically, three types of gene expression heterosis
are of particular interest – high-parent heterosis (HPH), low-parent heterosis (LPH) and mid-
parent heterosis (MPH). A gene is said to exhibit HPH if the offspring mean expression level
is higher than the maximum of the two parental mean expression levels. Similarly, a gene is
said to exhibit LPH if the offspring mean expression level is lower than the minimum of the
two parental mean expression levels. At last, a gene is said to exhibit MPH if the offspring
mean expression level is not equal to the average of the two parental mean expression levels.
Let i denote the two parental genotypes (i = 1, 2) and the offspring genotype (i = 3). Let j
(j = 1, · · · , J) index the genes, where J is the total number of genes in a heterosis study. Let
µij denote the gene expression level of genotype i and gene j. Then, gene j exhibits HPH if
and only if hj = µ3j −max(µ1j , µ2j) > 0, LPH if and only if lj = min(µ1j , µ2j) − µ3j > 0 and
MPH if and only if mj = µ3j − µ1j+µ2j2 6= 0. In statistical analysis, our goal is to identify genes
which exhibit the three types of gene expression heterosis, respectively.
51.5 Estimation and Testing of Gene Expression Heterosis
In the study of gene expression heterosis, we are interested in estimation and testing of
three types of gene expression heterosis – HPH, LPH and MPH as introduced in the preceding
subsection. The most commonly used method in the genomic literature is the sample average
method (Swanson-Wagner et al., 2006; Wang et al., 2006; Bassene et al., 2010). The sample
average method simply uses the sample means to replace the population means in estimating hj ,
lj and mj for gene j. In a heterosis microarray experiment, let yijk denote the normalized gene
expression measurement of gene j genotype i and replicate k (k = 1, · · · , ni), where ni denotes
the number of biological replicates for genotype i. Then, by definition, the sample average
estimates of hj , lj and mj are ĥsa,j = y¯3j. − max(y¯1j., y¯2j.), l̂sa,j = min(y¯1j., y¯2j.) − y¯3j. and
m̂sa,j = y¯3j. − y¯1j.+y¯2j.2 , respectively, where y¯ij. = 1ni
∑ni
k=1 yijk. The sample average estimators,
though easy to compute, are biased estimators for hj and lj (see proofs in Appendix A of
Chapter 3). Though the sample average estimator for mj is an unbiased estimator, with only
a few observations for a gene in typical microarray experiments, the estimation of mj is highly
variable. Using these problematic estimates in hypothesis testings results in low power of
detecting genes which truly exhibit any of the three types of gene expression heterosis.
1.6 Dissertation Organization
This dissertation consists of three main chapters (chapters 2, 3 and 4), and each chapter
corresponds to a journal article. Chapter 2 presents our proposed model and method for im-
proving error variance estimation by sharing information across both genes and experiments.
Chapter 3 presents a hierarchical Bayes method for improving the estimation and testing of
gene expression heterosis. Chapter 4 presents statistical analysis of a longitudinal study on
genetic variation among maize varieties in carbon sequestration. Each chapter is self-contained
and can be read independently. The scope of mathematical notations is confined to its chapter.
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Abstract
Statistical inference for microarray experiments usually involves the estimation of error
variance for each gene. Because the sample size available for each gene is often low, the usual
unbiased estimator of the error variance can be unreliable. Shrinkage methods, including empir-
ical Bayes approaches that borrow information across genes to produce more stable estimates,
have been developed in recent years. Because the same microarray platform is often used for at
least several experiments to study similar biological systems, there is an opportunity to improve
variance estimation further by borrowing information not only across genes but also across ex-
periments. We propose a lognormal model for error variances that involves random gene effects
and random experiment effects. Based on the model, we develop an empirical Bayes estimator of
the error variance for each combination of gene and experiment and call this estimator BAGE
because information is Borrowed Across Genes and Experiments. A permutation strategy is
used to make inference about the differential expression status of each gene. Simulation studies
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with data generated from different probability models and real microarray data show that our
method outperforms existing approaches.
Key Words: BAGE variance estimator, empirical Bayes, permutation test, shrinkage esti-
mator.
2.1 Introduction
Microarray technology is used to measure expression levels of thousands of genes simulta-
neously. Based on these expression levels, the ordinary t- or F -test can be applied to identify
differentially expressed genes (genes whose expression distribution differs across treatments).
However, the power of such tests is limited because there are usually only a few observations
for each gene.
To improve the power of the ordinary t- or F -test, several groups have developed approaches
for borrowing information across genes. Examples include Efron’s t-test (Efron et al., 2001),
the regularized t-test (Baldi and Long , 2001), the B-statistic (Lönnstedt and Speed, 2002),
the tests of Wright and Simon (2003), the moderated t-test (Smyth, 2004), the FS test (Cui et
al., 2005), the tests of Tong and Wang (2007), Lo and Gottardo (2007), and Hwang and Liu
(2010). These methods modify the t- or F -test by shrinking the REML (Restricted Maximum
Likelihood) estimates of error variances using information from all genes in one experiment and
show improved power over the ordinary t- or F -test.
Typically, many experiments are conducted using the same microarray platforms to study
the same biological system. Thus, there is a potential to further borrow information across both
genes and experiments. One example, out of many examples, is a study on aerenchyma forma-
tion in maize roots (Nakazono et al., 2009). This study contained four independent experiments
conducted with the same microarray platform (GEO Platform GPL4521). Each experiment
compared two different treatments using two-color microarrays, and treatments were different
across experiments. Details about these experiments are presented in the Appendix A. Because
there were only a few slides in each experiment, the REML estimator of error variance for each
combination of gene and experiment is highly variable. However, because the four experiments
used the same platform, the observations for the same set of genes were repeatedly collected
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in each experiment. Though these experiments did not compare the same set of treatments,
the error variance for a given gene may be similar across treatments in multiple experiments.
Thus, there is a potential benefit to utilize observations from all genes across all experiments
to improve the estimation of the error variance for each combination of gene and experiment.
In order to borrow information across genes and across experiments, we model the log of each
error variance as the sum of a random gene effect, a random experiment effect, and a random
error. We use data from all genes and all experiments to estimate the distributions of the gene,
experiment, and error effects. We use these estimates to obtain an improved variance estimator
that we refer to as the BAGE estimator because information is Borrowed Across Genes and
Experiments. The amount and direction of information borrowing for a given gene depends on
the relative values of the variances of gene effects, experiment effects, and error effects for the
log variances in our model.
Replacing the REML estimates with the BAGE estimates in the ordinary F -test statistic
results in a new statistic that we call FBAGE. We develop a permutation test based on the
FBAGE statistic to detect differentially expressed genes. Simulations based on both hypothetical
distributions and real data show that FBAGE provided better gene rankings compared with the
ordinary F -test and the moderated t-test (Smyth, 2004). When using the procedure for FDR
control proposed by Storey (2002) in conjunction with the q-value computation method of
Storey and Tibshirani (2003a), our method also identified more true positives while controlling
the false discovery rate (FDR) at nominal levels.
The remainder of the paper is organized as follows. Section 2 introduces the data structure,
the standard linear model with fixed error variances, the REML estimator of error variances, and
the ordinary F -test for detecting differentially expressed genes. In the context of the framework
established in Section 2, Section 3 introduces the proposed lognormal model for the variances
as well as its resulting BAGE estimator. Section 4 introduces a permutation test for detecting
differentially expressed genes based on BAGE estimates. Section 5 presents results comparing
our BAGE estimator with the REML estimator and the estimator used in the popular LIMMA
R package (Smyth, 2004) through simulations based on hypothetical data distributions. Section
6 presents results from simulations based on real experiments. Our proposed method is applied
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to the example experiments of Nakazono et al. (2009) in Section 7. Section 8 provides a summary
and future work of our study. The R code used in the paper is available upon request.
2.2 Standard Linear Modeling of Expression Data and Tests of Interest
In this study, we consider I microarray experiments using the same microarray platform
such that each experiment contains the same set of J genes. These experiments might have
different designs with ni observations for each gene in experiment i (i=1,2,...,I). We model yij ,
the vector of normalized log signal intensities (or log ratio of signal intensities for the case of
two-color microarrays) with length ni for gene j (j=1,...,J) in experiment i (i=1,...,I) as
yij = Xiβij + ij , (2.1)
where Xi is the design matrix for the ith experiment, βij is a vector of fixed parameters, and
ij is a vector of independent and identically distributed errors with mean 0 and variance σ2ij .
We are interested in knowing if gene j is differentially expressed across two or more treatments,
which can be equivalently represented as testing H0,ij : CTi βij = 0 versus Ha,ij : C
T
i βij 6= 0 for
an appropriately chosen matrix Ci. The ordinary F -test statistic for testing H0,ij versus Ha,ij
is
Fij =
βˆ
T
ijCi[C
T
i (X
T
i Xi)
−Ci]−1CTi βˆij/ri
S2ij
, (2.2)
where S2ij is the REML estimator of σ
2
ij , C
T
i βˆij is the best linear unbiased estimator of C
T
i βij ,
and ri is the rank of Ci. With a normality assumption for ij , the statistic Fij can be compared
to an F distribution to get a p-value. Alternatively, a permutation test can be used as suggested
in Cui et al. (2005).
Obtaining a good estimate of σ2ij for use in the denominator of Fij is crucial for effective
statistical inference regarding CTi βij . In the following section, we will introduce a new strategy
for estimating error variances by borrowing information both across genes and across experi-
ments.
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2.3 A Proposed Model for Error Variances and the Resulting Bayes
Estimates
We model the error variance σ2ij of gene j in experiment i as
log σ2ij = µ+ Ei +Gj + εij , (2.3)
where µ ∈ < is an unknown fixed parameter; E1, ..., EI are random experiment effects dis-
tributed as N(0, σ2E); G1, ..., GJ are random gene effects distributed as N(0, σ
2
G); and ε11, ..., εIJ
are random effects that allow non-additive effects of experiments and genes, and are distributed
as N(0, σ2ε). We assume that all random effects are mutually independent and that the param-
eters σ2E , σ
2
G, and σ
2
ε are unknown non-negative variance components. Model (2.3) is a natural
extension of a single-experiment model that, as shown by Hwang and Liu (2010), can be used to
derive the shrinkage estimator of error variance used in the denominator of the FS test proposed
by Cui et al. (2005).
More generally, model (2.3) provides a natural framework for borrowing information across
genes and experiments for improved error variance estimation. If the variance components σ2E ,
σ2G and σ
2
ε were all zero, then model (3) would imply a constant variance across all genes and
all experiments. Although some of the earliest approaches to microarray data analysis assumed
constant variance across genes, it is now well accepted that error variance differs from gene to
gene. The random gene effects (G1, . . . , GJ) allow for differences in error variance across genes.
If σ2G > 0 but the variance components σ
2
E and σ
2
ε were both zero, then gene-specific error
variances would be constant across experiments, and data from all experiments could be com-
bined together and analyzed like a single microarray experiment with many treatment groups.
However, differences from experiment to experiment in laboratory conditions, techniques, ex-
perimental materials, etc. may cause gene expressions to be more variable in some experiments
than in others. The random experiment effects (E1, . . . , EI) allow for error variances to differ
by experiment, and the random errors (ε11, . . . , εIJ) allow for non-additivity of gene and ex-
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periment effects. The assumed normal distributions for the gene, experiment, and error effects
permit information sharing across both genes and experiments to improve individual estimates
of error variance.
Our formulation of model (3) was motivated by an empirical investigation of error variance
estimates computed separately for each combination of gene and experiment using data from
multiple microarray experiments. While we do not expect model (3) to be precisely correct
for all collections of microarray experiments, we expect it to be very useful for improving error
variance estimates in most cases. As we shall demonstrate later in this section, our approach
motivated by model (3) adapts to data by borrowing information from other genes and/or other
experiments to a greater or lesser extent depending on the estimated values of σ2E , σ
2
G, and σ
2
ε .
If we let ζij = log σ2ij for all i = 1, ..., I and j = 1, ..., J , then
ζ ≡ (ζ11, ..., ζ1J , ..., ζIJ)T ∼ N(µ,Σ), (2.4)
where µ = 1µ and
Σ = σ2EII×I ⊗ JJ×J + σ2GJI×I ⊗ IJ×J + σ2εIIJ×IJ .
Here and throughout the remainder of the paper, we use 1 to denote a vector of ones, Im×m
to denote an identity matrix with dimension m by m, and Jm×n to denote a matrix of ones
with dimension m by n. If we assume ij in model (2.1) is multivariate normal, the conditional
distribution of S2ij given σ
2
ij is σ
2
ij
χ2ni−di
ni−di , where ni is the number of slides in experiment i, di is
the rank of the design matrix of experiment i, and χ2ni−di denotes a χ
2 random variable with
ni − di degrees of freedom that is independent of ζij . It follows that
(log S2ij |ζij) d= (ζij + log
χ2ni−di
ni − di |ζij). (2.5)
As discussed in Hwang and Liu (2010), the distribution of log
χ2ni−di
ni−di can be approximated by a
normal distribution with mean ai and variance bi, where ai and bi can be easily approximated
to any desired degree of accuracy by simulation. Denoting (log S2ij − ai) by zij , if we assume
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approximate normality and conditional independence of the zij ’s given ζ, it follows that
z|ζ is approximately distributed as N(ζ,V), (2.6)
where
z = (z11, z12, ..., z1J , ..., zI1, zI2, ..., zIJ)
T ,
V = diag(b), and b = (b1, ..., bI)T ⊗ 1J×1.
Combining (2.4) and (2.6), it is straightforward to show that
E(ζ|z) ≈ (Σ−1 + V−1)−1(Σ−1µ+ V−1z) (2.7)
We discuss how to estimate µ and Σ in Appendix B. Plugging those estimates into (2.7)
generates an empirical Bayes estimator of ζ, ζˆ ≡ (ζˆ11, ..., ζˆ1J , ..., ζˆIJ)T . Our proposed estimation
of σ2ij is given by σˆ
2
BAGE,ij ≡ exp(ζˆij) for all i=1,...,I and all j=1,...,J .
Let σˆ2BAGE ≡ (σˆ2BAGE,11, ..., σˆ2BAGE,1J , ..., σˆ2BAGE,IJ)T . Computation of σˆ2BAGE requires
(Σ−1 + V−1)−1, Σ−1 and V−1 in (2.7). Because V is a diagonal matrix, finding its inverse is
trivial. The inverse of Σ is described in Appendix C. The inverse of (V−1 + Σ−1) is computed
using a recursive algorithm illustrated in Appendix D.
It is straightforward to see that the posterior expectation E(ζ|z) in (2.7) is a weighted
average of the prior mean µ and the data z. Specifically, when the degrees of freedom are the
same for all experiments, then a1 = · · · = aI = a and b1 = · · · = bI = b. If the parameters are
replaced with their estimates in (2.7), the log BAGE estimator of the error variance for gene j
in experiment i is
log σˆ2BAGE,ij = Ê(ζij |z) = wzij + (1− w)zˆij , (2.8)
where
zˆij = z¯·· + wE(z¯i· − z¯··) + wG(z¯·j − z¯··), (2.9)
w =
σˆ2ε
σˆ2ε + b
, wE =
Jσˆ2E
σˆ2ε + b+ Jσˆ
2
E
, and wG =
Lσˆ2G
σˆ2ε + b+ Lσˆ
2
G
. (2.10)
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Note that (2.8) involves a convex combination of zij and zˆij . zij is an estimate of log σ2ij
solely based on the REML estimate of σ2ij , while zˆij in (2.9) is an estimate of log σ
2
ij based on
REML estimates of the error variances of all J genes in all I experiments. The weight coefficient
w in (2.8) depends on the proportion of variation in the log σ2ij values that can be explained by
the additive effects of experiments and genes in (2.3). If this proportion is small, the estimated
variance σ2ε for model (2.3) will be relatively large, and there is not much information to borrow
either across genes or experiments. In this case, w in (2.10) is computed close to 1, and σˆ2BAGE,ij
is based mainly on the REML estimator of σ2ij . On the other hand, if σˆ
2
ε is relatively small, w
is close to 0, and σˆ2BAGE,ij is largely determined by zˆij .
The term zˆij can be viewed as a prediction of log σ2ij as suggested by (2.9), where an estimate
of the ith experiment effect (z¯i· − z¯··) and the jth gene effect (z¯·j − z¯··) are weighted according
to estimates of experiment and gene variation respectively. For example, if σˆ2E and σˆ
2
G are both
small, then wE and wG are both small, and the prediction of log σ2ij is obtained by heavily
borrowing information across both genes and experiments to obtain zˆij ≈ z¯··. If σˆ2E is small and
σˆ2G is large, then the prediction of log σ
2
ij based on model (2.3) is obtained by heavily using the
jth gene effect to obtain zˆij ≈ z¯·j . Other scenarios can be interpreted similarly. The advantage
of this approach is that the extent and direction of information borrowing (across genes or
across experiments) is determined by the data.
2.4 Permutation Test
By replacing the REML estimator of error variance with the BAGE estimator in (2.2), we
propose to use the test statistic
FBAGE,ij =
βˆ
T
ijCi[C
T
i (X
T
i Xi)
−Ci]−1CTi βˆij/ri
σˆ2BAGE,ij
(2.11)
to test for differential expression.
Because the null distribution of FBAGE,ij is unknown, we propose to approximate its null
distribution through a permutation method within each experiment i. Since the number of
observations in each treatment group is often small for microarray experiments, the total number
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of distinct permutations per gene is also small. This leads to highly discrete p-values. To
overcome this problem, Storey and Tibshirani (2003b) proposed to pool the permutation-derived
test statistics across all genes. However, as pointed out by Storey and Tibshirani (2003b), Xie,
Pan, and Khodursky (2005), Fan et al. (2005), and Yang and Churchill (2007), permutation
distributions for differentially expressed genes and non-differentially expressed genes may differ.
Pooling permutation test statistics from all genes, including many differentially expressed ones,
tends to increase the variation of the permutation distribution. Consequently, the approximated
null distribution tends to have heavier tails than it should for some genes, and the p-values tend
to be conservative. To alleviate this problem, Yang and Churchill (2007) proposed to only pool
the permutation test statistics of a subset of genes that are most likely to be null. Through
simulations, Yang and Churchill (2007) suggested using a cutoff of 0.1 for p-values obtained
through ordinary F -tests when selecting a subset of null-like genes.
The idea of our permutation test is similar to Yang and Churchill (2007) except that, instead
of throwing away the genes with p-values no larger than 0.1, we modify their observations (as
described below) such that they become null-like genes, that is their p-values from the ordinary
F -test become larger than 0.1. Then, we pool the permutation test statistics of all genes after
this modification to approximate the null distribution. We illustrate the proposed modification
and permutation method for an experiment comparing two treatments. Other cases can be
handled similarly.
Suppose we test for differentially expressed genes between the two treatment groups of
experiment i. First, we select the subset of null-like genes, Gi0, using the criterion that the
p-value from the ordinary F -test is bigger than 0.1. Let Gia denote the set of remaining genes.
The next step is to modify observations for genes in Gia so that these genes become null-like
without affecting their REML estimates of error variances. Specifically, for each gene ja ∈ Gia,
we randomly select a gene j0 ∈ Gi0, and compute δij0 = 4trtij0√
S2ij0
, where 4trtij0 is the difference
between two treatment means for gene j0. Then we modify 4trtija to be δij0×
√
S2ija by adding
a constant to all replicates of one treatment group of gene ja. After this modification, all genes
in experiment i are null-like. The following steps are similar to those suggested in Yang and
Churchill (2007). We then permute the modified data in experiment i. The FBAGE,ij statistic
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is computed for each gene j and each permutation. The statistics pooled from all permutations
and all genes in experiment i are used to approximate the null distribution of FBAGE,ij for all
j. P -values for gene j in experiment i are evaluated by comparing FBAGE,ij computed by the
original observations against the approximated null distribution.
Note that when approximating the null distribution of the test statistic FBAGE,ij , the REML
estimates of error variances for the modified data remain the same as that of the original data for
experiment i, and observations in other experiments are kept unchanged. Hence, the estimates
of hyperparameters, σ2E , σ
2
G, σ
2
ε , µ, and b remain the same after modification, and the FBAGE
statistics for the null-like data can be computed without re-estimating Σ, V, and µ.
2.5 Simulation Studies Based on Probability Models
Through simulations based on different probability models, we compare the BAGE estimator
of error variances with the REML estimator and the estimator of variance used in the popular
LIMMA R package (Smyth, 2004). This latter estimator, developed by Smyth (2004) and
referred to here as the LIMMA estimator, borrows information across all genes separately within
each experiment. We also compare the FBAGE test with the ordinary t-test based on REML
estimates and the moderated t-test based on LIMMA estimates (Smyth, 2004).
For simulation studies in this section, we consider the case where each experiment compares
two treatment groups using one microarray slide per experimental unit. We simulated 1,000
genes for each experiment where 500 genes were randomly chosen to be differentially expressed.
In simulations 5.1 and 5.2, we generated data for 100 experiments with 6 slides in each experi-
ment. In simulations 5.3 and 5.4, we simulated 100 sets of three experiments (one with 6 slides,
one with 8 slides, and the other with 10 slides). In all simulations, slides in each experiment
were evenly allocated to two treatment groups.
2.5.1 Simulated Cases with Equal Degrees of Freedom across Experiments
In simulation 5.1, we generated error variances under the lognormal model in (2.3). In
order to set realistic hyperparameter values, we first analyzed data from the the maize root
study (Nakazono et al., 2009) by the BAGE method. Based on the estimated hyperparameter
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values, we used σ2G=0.44, σ
2
E=0.20, σ
2
=0.05, and µ=-2.00 in simulation to generate true error
variances, σ2ij ’s. Next, we simulated observations for gene j in experiment i independently from
N(0, σ2ij). For each differentially expressed gene, we added a treatment effect to observations in
one treatment group as described in Appendix E. We estimated error variances for simulated
data using the REML, LIMMA and BAGE methods. For the BAGE method, we combined every
2, 5, and 10 experiments together. These variations of the BAGE method are subsequently
denoted as BAGE(2), BAGE(5), and BAGE(10), respectively, with analogous notation for
combining over other numbers of experiments.
Figure 2.1(a) shows the contour plots of REML, LIMMA, and BAGE estimates, where
BAGE estimates were computed by combining 10 experiments together for analysis. The com-
plete contour plots are in Figure 2.3(a) in Appendix H. These plots show that BAGE estimates
are more concentrated around the diagonal line for all cases, which demonstrates that the BAGE
estimates are closer to the true error variances.
Figure 2.1(c) shows box plots of differences between estimates and true error variances in
log scale for all genes in all experiments. BAGE estimates have a smaller interquantile range
than REML and LIMMA estimates. In addition, by combining more experiments, the box plots
for BAGE estimates are more densely centered around the horizontal 0 line. Table 2.1 indicates
that BAGE estimates have smaller biases and smaller mean square errors (MSEs) computed on
the original scale as well averaged over all genes and all experiments.
In Figure 2.1(e), we plot the Receiving Operating Characteristic (ROC) curves from the
three tests: the ordinary t-test, the moderated t-test, and the FBAGE test. We only plot the
region where the false positive rate (FPr) is below 0.05 because this is the most interesting
region in practice. The ROC curves show that the BAGE method yields a higher true positive
rate (TPr) than the other two methods at any given FPr. Furthermore, the more experiments
combined in analysis by the BAGE method, the higher the ROC curve.
We applied the procedure for FDR control proposed by Storey (2002) in conjunction with
the q-value computation method of Storey and Tibshirani (2003a) to control FDR level at 0.05.
Table 2.1 lists the number of false positives (V), number of positives (R), and V/R for the
moderated t-test and the FBAGE test averaged across 100 experiments. The FDR of these
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Figure 2.1 Comparison of REML, LIMMA, and BAGE methods. Left column: data are sim-
ulated under the lognormal model (simulation 5.1). Right column: data are simu-
lated under the inverse gamma model (simulation 5.2). Top row: contour plots to
compare estimates of error variances. Middle row: box plots of estimation errors
in log scale. Bottom row: ROC curves.
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Table 2.1 Comparison of bias, mean square error, area under ROC curves, false positive num-
ber (V), positive number (R), and V/R for simulations 5.1-5.4 and 6.1-6.2.
Simul- Model Degrees Method Bias MSE AUC V R V/Rations of freedom
5.1 Log 4 LIMMA -.0387 .0173 .0203 9.58 196.22 .046
Normal BAGE(2) -.0186 .0129 .0215 8.77 198.75 .044
BAGE(5) -.0112 .0086 .0232 8.11 215.08 .036
BAGE(10) -.0077 .0063 .0241 8.42 226.95 .036
5.2 Inverse 4 LIMMA -.0396 .0282 .0216 8.79 200.94 .042
Gamma BAGE(2) -.0275 .0316 .0218 6.91 179.28 .037
BAGE(5) -.0215 .0250 .0228 7.47 202.49 .035
BAGE(10) -.0182 .0210 .0235 7.73 216.26 .035
5.3 Log Overall LIMMA -.0324 .0142 .0243 11.80 259.62 .045
Normal BAGE(3) -.0126 .0086 .0257 10.97 268.35 .040
8 LIMMA -.0256 .0104 .0251 12.05 269.91 .044
BAGE(3) -.0114 .0071 .0260 11.84 277.28 .042
6 LIMMA -.0331 .0146 .0241 12.14 260.35 .046
BAGE(3) -.0131 .0092 .0256 11.66 271.41 .043
4 LIMMA -.0386 .0176 .0236 11.22 248.61 .045
BAGE(3) -.0132 .0095 .0255 9.41 256.37 .036
5.4 Inverse Overall LIMMA -.0353 .0352 .0244 10.86 255.23 .042
Gamma BAGE(3) -.0241 .0690 .0254 10.13 260.19 .038
8 LIMMA -.0503 .0751 .0253 10.53 261.36 .040
BAGE(3) -.0464 .1151 .0257 10.57 266.50 .039
6 LIMMA -.0354 .0223 .0245 11.23 259.63 .043
BAGE(3) -.0167 .0223 .0255 10.80 266.19 .040
4 LIMMA -.0203 .0080 .0235 10.81 244.69 .043
BAGE(3) -.0093 .0073 .0250 8.67 247.87 .035
6.1 ALL 6 LIMMA - - .0228 105.88 2534.81 .039
BAGE(4) - - .0238 116.49 2714.84 .040
6.2 Golub 6 LIMMA - - .0218 45.12 1330.68 .033
BAGE(3) - - .0227 57.46 1528.09 .037
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methods were all controlled below 0.05. The BAGE method reported more true positives than
the LIMMAmethod regardless of the number of experiments that were combined (2, 5, or 10). In
addition, when the number of experiments combined in the BAGE method increased, the FBAGE
test reported more positives and more true positives. By combining 10 experiments together for
analysis, the FBAGE test identified nearly 15% more true positives than the moderated t-test.
Table 2.1 also shows that, with respect to ROC curves, the area under the curve values (AUCs)
of the FBAGE test, averaged across 100 experiments, were larger than the moderated t-test for
the region where FPr is no larger than 0.05. We also conducted a paired t-test to check whether
the AUCs are significantly different between the BAGE methods and the LIMMA method. Each
of the tests comparing BAGE(2), BAGE(5) or BAGE(10) with the LIMMA method yielded a
p-value less than 0.001.
The LIMMA method proposed by Smyth (2004) models the error variances within a single
experiment as draws from an inverse gamma distribution. In simulation 5.2, we simulated error
variances of each experiment from an inverse gamma distribution with parameters α = d0/2 and
β = 1/(d0s
2
0), where d0 and s20 are defined in Smyth (2004). We estimated the pair of parameters
(d0, s20) for each of the four maize experiments (Nakazono et al., 2009) by the LIMMA method,
and the estimates are (4.24, 0.16), (5.11, 0.12), (5.00, 0.06), and (4.59, 0.07). We generated data
for 100 experiments with 25 experiments simulated using each pair of parameters. Appendix
F provides further details about how error variances were simulated to be correlated across
experiments.
Similar to simulation 5.1, we analyzed these 100 experiments by the REML, LIMMA and
BAGE methods. Figure 2.1(b) compares the contour plots of REML, LIMMA, and BAGE(10)
estimates. The complete contour plots are in Figure 2.3(b) in Appendix H. Similar to the results
in simulation 5.1, the contour plots indicate that the BAGE estimates are more accurate and
precise than estimates by the other two methods. Figure 2.1(d) shows box plots of estimating
errors in log scale. The BAGE estimates have a smaller interquantile range than REML and
LIMMA estimates. In addition, by combining more experiments, the interquantile range for
the BAGE method becomes smaller and the median becomes closer to 0. Table 2.1 shows
that the BAGE estimators exhibited smaller biases than the LIMMA estimator on average.
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Furthermore, the estimated MSEs for BAGE(5) and BAGE(10) were smaller than that of the
LIMMA estimator on average.
The ROC curves are plotted in Figure 2.1(f). The FBAGE test yielded a higher TPr for any
given FPr, and hence had larger AUCs than the moderated t-test as presented in Table 2.1.
Similar to the study in simulation 5.1, paired t-tests were applied to test differences of AUCs for
the BAGE methods and the LIMMA method, and they all yielded p-values less than 0.01. By
combining more experiments in analysis, the BAGE method reported more positives and more
true positives. By combining 10 experiments, the FBAGE test reported nearly 10% more true
positives than LIMMA, even though the data were simulated under the LIMMA model rather
than the lognormal model used to derive the BAGE estimator.
2.5.2 Simulated Cases with Different Degrees of Freedom across Experiments
The variance estimates obtained from an experiment with more degrees of freedom are
more reliable than those from an experiment with fewer degrees of freedom. By appropriately
combining experiments together for analysis, inferences of all experiments should improve, and
the experiments with the fewest degrees of freedom are expected to benefit most.
In simulation 5.3, we generated microarray data with variances under the lognormal model
using the same hyperparameter values as in simulation 5.1. We simulated 3 experiments with
6, 8, and 10 slides, respectively. BAGE estimates were computed by combining data from these
3 experiments. This 3-experiment setting was simulated 100 times.
Table 2.1 shows that the estimated biases and MSEs, averaged over all experiments and genes
or averaged across genes over experiments with the same degrees of freedom, were smaller for
the BAGE estimators than for the LIMMA estimators in all cases. The contour plots in Figure
2.3(c) of Appendix H also show that BAGE estimates are closer to the true error variances than
REML and LIMMA estimates. In addition, Table 2.1 indicates that the FBAGE tests yielded
larger AUCs than the moderated t-tests on average. The improvement was more substantial for
experiments with smaller degrees of freedom than experiments with larger degrees of freedom.
A paired t-test comparing the BAGE(3) and LIMMA methods yielded a p-value less than 0.01
for all simulated experiments. Table 2.1 shows that by controlling FDR at the 0.05 level as
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discussed previously, BAGE(3) gave more true positives and less false positives on average.
In simulation 5.4, we generated microarray data similar to simulation 5.3 except that we
used an inverse gamma distribution to simulate error variances. The simulation method and
hyperparameter values are the same as in simulation 5.2.
Similar to the results in simulation 5.3, the contour plots in Figure 2.3(d) of Appendix H
and the statistics in Table 2.1 show that the BAGE estimates and the FBAGE test improved
upon the LIMMA estimates and the moderated t-test, respectively. Paired t-tests indicated
that the improvement of AUCs of the BAGE method over the LIMMA and REML methods is
significant at level 0.01. Although the inverse gamma distribution differs from the lognormal
distribution under which BAGE was derived, BAGE still reported more true positives for all
cases.
2.6 Real Data Simulation Examples
Instead of using hypothetical probability models for simulating error variances, in this sec-
tion, we evaluate the performance of the BAGE method through simulations based on two real
microarray data sets where the distribution of true error variances are not known.
Simulation 6.1 is based on the cancer data set ALL (Chiarentti et al., 2004). It contains 128
microarrays for 128 patients using the same Affymetrix microarray platform. Each microarray
contains the same set of 12,625 genes. These 128 samples are of two major cell types (B and
T). Each major cell type is further categorized into 5 sub cell types: B, B1, B2, B3, B4, T, T1,
T2, T3, and T4. There are 19 samples of B1 type, 36 samples of B2 type, 15 samples of T2
type, and 10 samples of T3 type.
We simulated four experiments with 8 slides each, and evenly allocated slides in an experi-
ment to two treatment groups. Specifically, we randomly selected 8 slides (samples) from each
of B1, B2, T2, and T3 cell types for four experiments respectively. Within each experiment,
we randomly picked 6,000 genes to be differentially expressed by adding treatment effects to
observations of one treatment group.
We analyzed these 4 experiments individually by REML and LIMMA methods, and then
we combined these 4 experiments together for analysis by the BAGE method. We simulated
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this 4-experiment setting 30 times.
The average ROC curves of 120 experiments in 30 simulations are in Figure 2.2 (a). These
curves show that, for any fixed FPr under 0.05, the FBAGE test detected more true positives
than both the ordinary t-test and the moderated t-test. A paired t-test comparing AUCs of
the BAGE(4) and LIMMA methods yielded a p-value less than 0.001. This indicates that the
improvement in AUC for the BAGE(4) method over the LIMMA method is significant. On
average, the FBAGE test also reported more true positives when controlling FDR level at 0.05
as described previously (Table 2.1).
In simulation 6.2, we simulated data based on another cancer data set (Golub et al., 1999).
This data set contains 38 microarray slides corresponding to 38 patients. Each slide follows the
same Affymetrix microarray platform with 7,129 genes. Of the 38 samples, 11 arise from acute
lymphoblastic leukemia (ALL), and 27 arise from acute myeloid leukemia (AML). In addition,
ALL has two different cell types (B and T).
We constructed 3 experiments with 8 microarray slides each, and evenly allocated slides to
two treatments in each experiment. The 8 slides in three experiments were randomly selected
from samples of ALL B type, ALL T type, and AML, respectively. In each experiment, we
randomly selected 3,500 genes to be differentially expressed. BAGE estimates were computed
by combining 3 experiments in analysis. We simulated this 3-experiment setting 30 times.
The ROC curves averaged over 90 experiments are plotted in Figure 2.2 (b), which show that
the FBAGE test found more true positives for any given FPr than both the ordinary t-test and
the moderated t-test. A paired t-test showed that the improvement of AUCs of the BAGE(3)
method over the LIMMA method is significant at the level 0.001. When using the procedure for
FDR control proposed by Storey (2002) in conjunction with the q-value computation menthod
of Storey and Tibshirani (2003a) to control FDR at the 0.05 level, Table 2.1 shows that the
FBAGE test reported more true positives than the moderated t-test while controlling FDR well
under the 0.05 level.
Both of the two simulations based on real experiments suggest that the BAGE method
works well and outperforms the LIMMA method for realistically generated data sets that do
not follow our parametric assumptions.
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Figure 2.2 Comparison of the ordinary t-test based on REML estimates, the moderated t-test
based on LIMMA estimates and the FBAGE test based on BAGE estimates through
simulations based on real data sets. (a) True error variances are simulated based
on the ALL data set (simulation 6.1). (b) True error variances are simulated based
on the Golub data set (simulation 6.2).
2.7 Analysis of the Study on Aerenchyma Formation in Maize Roots
The goal of the four maize experiments (Nakazono et al., 2009) is to identify genes involved
in different stages of aerenchyma formation in maize roots when roots undergo a shortage
of oxygen. All four experiments used 3-day-old seedlings of maize inbred line B73, and were
conducted with the same two-color microarrays (GEO Platform GPL4521) of 14,118 total genes.
We selected 4 microarrays from each experiment for analysis as listed in Table 2.4 in Ap-
pendix A. We estimated error variances for each combination of gene and experiment by the
REML, LIMMA and BAGE methods, and tested for differential expression by the ordinary
t-test, the moderated t-test and the FBAGE test, respectively. The number of reported differ-
entially expressed genes while controlling FDR at the 0.05 level as previously described is listed
in Table 2.2. The FBAGE test reported more positives than the other two methods, which is
not surprising given the outcomes of our simulation studies.
The BAGE method extends the idea of sharing information across genes to across both
genes and experiments. The amount of improvement by the BAGE method depends on the
relative size of σ2G, σ
2
E , and σ
2
ε . The estimated hyperparameters for the maize root data are
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Table 2.2 Number of reported positives for each experiment in the four motivating experiments
by three different methods.
XXXXXXXXXXXTest
Experiment 1 2 3 4
Ordinary t-test 255 0 0 0
Moderated t-test 6655 469 0 17
FBAGE test 6973 521 2 20
σˆ2G ≈ 0.48, σˆ2E ≈ 0.18, σˆ2ε ≈ 0.03, and µˆ ≈ −2.32. The small value of σˆ2ε relative to σˆ2G and σˆ2E
for the maize microarray data indicates that the additive gene and experiment effects in model
(2.3) account for much of the variability in log error variances across genes and experiments.
Because σˆ2E is small relative to σˆ
2
G, there are advantages to borrowing information across both
genes and experiments rather than only across genes. In Appendix G, we simulated data under
the lognormal model with 4 cases of different relative sizes of hyperparameters. Shown by the
results summarized in Table 2.6 in Appendix G, when σ2ε is smaller than σ2G and σ
2
E , the BAGE
method improves substantially over the LIMMA method with respect to bias, MSE, AUC, and
the number of reported true positives while controlling FDR well under a given level.
2.8 Conclusions and Discussion
Previous shrinkage methods only borrow information across genes within one experiment.
Because multiple related experiments are often conducted with the same microarray platform,
we can improve statistical inferences by incorporating information not only from genes within
one experiment but also from other experiments. We have proposed a two-way hierarchical
model for simultaneously estimating error variances of multiple microarray experiments when
these microarray experiments use the same platform. Based on this model, we developed the
BAGE estimator, an empirical Bayes estimator for estimating error variances of genes for each
combination of gene and experiment. We also proposed the FBAGE statistic and designed a
permutation test procedure for finding differentially expressed genes with FBAGE statistics.
Several simulations were done with different hypothetical probability models and real data
sets. The BAGE error variance estimates were shown to be more accurate and precise on average
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compared to REML and LIMMA estimates. The FBAGE statistic gave a better ranking for
identifying differentially expressed genes than competing approaches. Furthermore, the FBAGE
test also yielded more true positives on average than the ordinary t-test and the moderated
t-test while controlling FDR at the 0.05 level. The performance of the BAGE method improves
when combining more experiments together for analysis. In addition, the improvement is more
substantial for an experiment with a small number of replicates when it is analyzed by borrowing
information from other experiments with more replicates.
Although we have focused on modeling gene expression data from microarray experiments,
a similar idea could be adapted for analyzing data from next-generation sequencing (NGS)
experiments. Like microarray experiments, NGS experiments typically involve many genes
but only a few replicates for each gene within one experiment. Thus, there is clear potential
for improving inference in NGS experiments by borrowing information across both genes and
experiments.
2.9 Appendix
2.9.1 Treatments in the Motivating Experiments
Aerenchymas are air channels formed in roots when plants undergo a shortage of oxygen.
Aerenchyma formation enhances the oxygen exchange between roots and other parts of the
plants. In this study, researchers are interested in discovering genes involved in different stages
of aerenchyma formation in maize roots.
In order to approach this, four independent experiments were conducted. In all four ex-
periments, 3-day-old maize seedlings of inbred line B73 were used, and tissues of interest were
extracted. Each experiment compared two different tissues, conditions, or treatments. Ampli-
fied cDNAs were applied to the same two-color microarray platform (GEO Platform GPL4521)
with a dye-swap design. The comparisons in the experiments are summarized in Table 2.3.
Specifically, in experiment 1, seedlings were waterlogged, and basal and apical tissues were
compared under the resulting hypoxic condition. Aerenchymas were formed at the basal re-
gion but not the apical region of roots. In experiment 2, seedling roots under hypoxic and
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aerated conditions were compared. For the basal region of maize roots, aerenchymas were
formed under the hypoxic condition but not under the aerated condition. In experiment 3, two
groups of seedlings were both grown under the aerated condition. Ethylene gas treatment was
added to one group, where aerenchymas formed even under the aerated condition. Tissues from
the basal regions with and without ethylene treatment were compared. In experiment 4, two
groups of seedlings were both grown under the hypoxic condition. One group was treated with
1-methylcyclopropene (1-MCP), which is an ethylene perception inhibitor. No aerenchyma was
formed with the 1-MCP treatment. Tissues from the basal regions with and without the 1-MCP
treatment were compared.
The normalized data are downloadable from GEO (GSE26897). For the paper, we analyzed
4 slides from each experiment (see Table 2.4).
Table 2.3 Comparisons in the four motivating experiments.
Experiment Treatment 1 Treatment 2 trt 1/trt 21 Num2
1 Basal Tissue Apical Tissue Yes/No 6
2 Hypoxic condition Aerated condition Yes/No 5
3 No ethylene Ethylene No/Yes 4
4 No 1-MCP 1-MCP Yes/No 4
1 Aerenchyma formation under treatment 1 versus treatment 2.
2 Number of microarray slides in each experiment.
Table 2.4 Selected slides for analysis in the paper.
Experiment Slides (GSM number in GEO)
1 GSM662352; GSM662353; GSM662354; GSM662355
2 GSM662357; GSM662358; GSM662359; GSM662361
3 GSM662362; GSM662363; GSM662364; GSM662365
4 GSM662366; GSM662367; GSM662368; GSM662369
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2.9.2 Parameter Estimation
The hyperparameters to be estimated in model (2.3) are µ, σ2E , σ
2
G and σ
2
ε . This section
describes how we estimate these parameters using a method-of-moments approach. First, note
that based on (2.3) and (2.5), we have
zij = ζij + xij = µ+ Ei +Gj + εij + xij ,
where xij
d
=
(
log
χ2ni−di
ni−di − E
(
log
χ2ni−di
ni−di
))
, and all terms appearing in the sum are mutually
independent. Our estimators are derived as follows.
B.1 Estimation of σ2ε
We have zij − z¯i· − z¯·j + z¯·· = (εij − ε¯i· − ε¯·j + ε¯··) + (xij − x¯i· − x¯·j + x¯··). Define
MSerror =
1
(I − 1)(J − 1)
I∑
i=1
J∑
j=1
(zij − z¯i· − z¯·j + z¯··)2.
Then, E(MSerror) = σ2ε +
1
(I−1)(J−1)
∑I
i=1
∑J
j=1E(xij − x¯i· − x¯·j + x¯··)2. We further denote
1
(I−1)(J−1)
∑I
i=1
∑J
j=1 E(xij− x¯i·− x¯·j+ x¯··)2 by σ2x and we estimate it by simulating xij ’s. Thus,
an unbiased estimator of σ2ε is σˆ2ε = MSerror − σˆ2x.
B.2 Estimation of σ2E
We have z¯i· − z¯·· = (Ei − E¯·) + (ε¯i· − ε¯··) + (x¯i· − x¯··). Define
MSexp =
J
I − 1
I∑
i=1
(z¯i· − z¯··)2.
Then, E(MSexp) = Jσ2E+σ
2
ε+
J
I−1
∑I
i=1 E(x¯i·−x¯··)2. We use σ2x,exp to denote JI−1
∑I
i=1 E(x¯i·−
x¯··)2 and estimate it by simulating xij ’s. Our moment estimator of σ2E is σˆ
2
E =
1
J (MSexp− σˆ2ε −
σˆ2x,exp).
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B.3 Estimation of σ2G
We have z¯·j − z¯·· = (Gj − G¯·) + (ε¯·j − ε¯··) + (x¯·j − x¯··). Define
MSgene =
I
J − 1
J∑
j=1
(z¯·j − z¯··)2.
Then, E(MSgene) = Iσ2G + σ
2
ε +
I
J−1
∑J
j=1E(x¯·j − x¯··)2. We denote IJ−1
∑J
j=1 E(x¯·j − x¯··)2 by
σ2x,gene and estimate it by simulation. Our moment estimator of σ2G is σˆ
2
G =
1
I (MSgene − σˆ2ε −
σˆ2x,gene).
B.4 Estimation of µ
We have E( 1IJ
∑
i,j zij) = µ. Thus, an unbiased estimator for µ is µˆ =
1
IJ
∑
i,j zij .
In our simulations, σˆ2ε was rarely negative, and σˆ2E and σˆ
2
G were always positive. However,
in case any estimate of them is negative, we use 0 as the estimate to replace the negative value.
2.9.3 Computation of Σ−1
Let Σ ≡ σ2EII×I ⊗ JJ×J + σ2GJI×I ⊗ IJ×J + σ2 IIJ×IJ . If Σ is not singular,
Σ−1 = aII×I ⊗ JJ×J + bJI×I ⊗ IJ×J + cIIJ×IJ + dJIJ×IJ ,
where
a = − σ
2
E
σ2 (σ
2
 + Jσ
2
E)
, b = − σ
2
G
σ2 (σ
2
 + Iσ
2
G)
, c =
1
σ2
, and
d =
σ2Eσ
2
G(2σ
2
 + Jσ
2
E + Iσ
2
G)
σ2 (σ
2
 + Jσ
2
E)(σ
2
 + Iσ
2
G)(σ
2
 + Jσ
2
E + Iσ
2
G)
.
32
2.9.4 Computation of (Σ−1 + V−1)−1
Corollary 1 of Theorem A.76 on page 377 of Rao and Toutenburg (1999) states that
(M + ccT )−1 = M−1 − M
−1ccTM−1
1 + cTM−1c
for any symmetric and nonsingular n× n matrix M and any n-dimensional vector c.
A recursive algorithm was adopted to compute (Σ−1 + V−1)−1 based on Corollary 1. To
illustrate this, let b[k] denote the kth element of b. It is straightforward to show that V−1 =∑I×J
k=1 ckc
T
k , where ck = (0, ...,
1√
b[k]
, ..., 0)T with only the kth element non-zero. Thus, we want
to compute (Σ−1 + V−1)−1 = (Σ−1 +
∑I×J
k=1 ckc
T
k )
−1. Furthermore, let Σ[k,k], Σ[k,], and Σ[,k]
denote the kth diagonal element, the kth row, and the kth column of matrix Σ, with similar
notations for other matrices. The following explains the recursive algorithm with the initial
step and one-step forward recursion.
Initial step:
(Σ−1 + c1cT1 )
−1 = Σ− Σ[,1]Σ[1,]
b[1] + Σ[1,1]
.
One-step forward recursion: let A = Σ−1 +
∑K
k=1 ckc
T
k . Given A
−1, we have
(
Σ−1 +
K+1∑
k=1
ckc
T
k
)−1
=
(
A + cK+1c
T
K+1
)−1
= A−1 − (A
−1)[,K+1](A−1)[K+1,]
b[K+1] + (A−1)[K+1,K+1]
.
2.9.5 Generating Microarray Expression Data with Treatment Effects
Given the error variances, we simulated observations of gene j in experiment i independently
from N(0, σ2ij). For differentially expressed (DE) genes, we added some treatment effect to the
expression values in one treatment group. The treatment effect for DE gene j in experiment i,
γij , was generated from the model
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γij = δ × σij ×Xij , (2.12)
where δ is a tuning parameter and Xij is a random variable following a Beta(θ1, θ2) distribution.
Typically in microarray experiments, a small number of genes have large treatment effects
while a large number of genes have small treatment differences. Accordingly, we set up the
parameter values of θ1 and θ2 such that the Beta distribution is right skewed. σij is multiplied
in formula (2.12) because we want to scale the treatment difference proportional to the standard
deviation. The value of δ affects the magnitude of treatment difference and was set to produce
a realistic number of DE genes.
This method was used to generate treatment effects for simulations 5.1 – 5.4 and 6.1 – 6.2 in
the paper. The value of parameters δ, θ1, and θ2 in the above simulations are listed in Table 2.5.
Table 2.5 Parameter values for generating treatment effect for simulations 5.1 – 5.4 and 6.1 –
6.2.
Simulations δ θ1 θ2
5.1 and 5.2 5 9 10
5.3, 5.4, 6.1 and 6.2 8 2 4
2.9.6 Generating Error Variances Following Inverse Gamma Priors for Multiple
Microarray Experiments
Our goal is to simulate error variances of gene expression data for multiple microarray
experiments such that, within each experiment, the error variances are a random sample from
an inverse gamma distribution, and the error variances of the same gene across experiments are
correlated. This simulation method is used in simulations 5.2 and 5.4.
Let αi and βi be the two parameters for a gamma distribution with mean αiβi and variance
αiβ
2
i .
Let α, β be two constants such that 0 < α < min(α1, α2, ..., αI) and β > 0. We simulated Yj
independently from Gamma(α, β), and simulated Zij independently from Gamma(αi − α, βi)
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for j = 1, ..., J and i = 1, ..., I. It follows that βiβ Yj ∼ Gamma(α, βi) and 1σ2ij ≡
βi
β Yj +
Zij ∼ Gamma(αi, βi). It can be easily verified that Cov
(
1
σ2ij
, 1
σ2ik
)
= 0,Cov
(
1
σ2ij
, 1
σ2lj
)
=
αβiβl, and Cov
(
1
σ2ij
, 1
σ2lk
)
= 0, where j 6= k, i 6= l, j, k ∈ {1, ..., J}, and i, l ∈ {1, ..., I}.
Given αi’s and βi’s, the tuning parameter α controls the correlation of the inverse of error
variances of a gene across experiments. In simulations 5.2 and 5.4, we set α = 2. This was set
such that the simulated data in simulations 5.1 and 5.3 are comparable with that in simulations
5.2 and 5.4. That is, the BAGE method gives us about the same estimated values of σ2ε for
simulations 5.1–5.4. When α decreases, the estimated σ2ε increases, and there is less information
to borrow across genes or across experiments. In Appendix G, we discuss the cases where the
BAGE method has more advantage or less advantage over the LIMMA method with different
parameter values.
2.9.7 Results and Discussion When Changing Hyperparameter Values
In the lognormal model (3), σ2ε quantifies the departure from additivity of gene and exper-
iment effects. When σ2ε is large, we are not able to borrow much information across genes or
experiments. This can be understood more easily if we consider the situation where all exper-
iments have the same degrees of freedom as stated in formulae (8)–(10). When σ2ε is nearly
as large as σ2E and σ
2
G, the opportunity to borrow information across genes and experiments is
limited. This is the case where the BAGE method has the least advantage over the LIMMA
method. In the case where σ2ε is small, regardless of the values of σ2G and σ
2
E , according to
formula (8) in the main paper, the BAGE method can borrow considerable information either
across genes or across experiments or both depending on the values of σ2G and σ
2
E . When σ
2
E is
small and σ2G is large, BAGE estimates can be dramatically improved over LIMMA estimates
by borrowing information provided in other experiments. When σ2E is large and σ
2
G is small,
BAGE estimates still show substantial improvement over LIMMA though not as much as the
previous case.
Although in applying our method to the aerenchyma study in maize roots, σ2ε was estimated
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much smaller than σ2E and σ
2
G, and σ
2
E was estimated to be smaller than σ
2
G, we want to discuss
more possible cases and outcomes. We simulated four cases as below (µ was set as 0), where
case 1 σ2G ≈ σ2E ≈ σ2ε ;
case 2 σ2G > σ
2
E > σ
2
ε ;
case 3 σ2E > σ
2
G > σ
2
ε ;
case 4 σ2E ≈ σ2G > σ2ε .
The parameter values for the four simulations are listed in Table 2.6. For each case, we sim-
ulated data for 40 experiments using the lognormal model for error variances. Each experiment
contained 6 slides evenly allocated to two treatment groups. In each experiment, we simulated
observations for 1,000 genes, of which 500 genes were randomly selected to be differentially
expressed. We analyzed these data by the LIMMA method, and then by the BAGE method
using four separate groups of 10 experiments each. The average results of 40 experiments for
each method are listed in Table 2.6. AUCs are calculated for the region where FPr is no larger
than 0.05. V, R, and V/R are calculated by using Storey and Tibshirani (2003a) procedure to
control FDR at 0.05 level. In case 1, the BAGE method does not have much advantage over
the LIMMA method with some minor improvement for estimation and AUC. However, in cases
2 and 4, BAGE has substantial improvement over LIMMA in both estimation and testing. In
case 3, the BAGE method shows improvement over LIMMA in estimation and testing, but not
as much as in cases 2 and 4. Based on the above discussion, we suggest to use the BAGE
method to analyze experiments when σ2ε is estimated to be smaller than σ2E and σ
2
G.
Table 2.6 Parameter values and simulation results for four different cases.
Case σ2G σ
2
E σ
2
ε Method Bias MSE AUC V R V/R
1 .20 .20 .20 LIMMA -.239 0.676 .021 11.18 216.38 .051
BAGE(10) -.120 0.526 .022 8.05 202.73 .039
2 .50 .20 .05 LIMMA -.293 1.012 .019 10.83 200.43 .053
BAGE(10) -.076 0.384 .023 8.58 226.78 .037
3 .20 .50 .05 LIMMA -.216 0.728 .022 11.43 227.78 .049
BAGE(10) -.063 0.360 .024 9.05 227.98 .039
4 .50 .50 .05 LIMMA -.368 1.993 .019 10.15 188.38 .053
BAGE(10) -.080 0.718 .023 9.13 225.53 .039
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2.9.8 Complementary Contour Plots
Log of True Error Variance
L o
g  
o f
 E
s t
i m
a t
e
ï6 ï4 ï2 0 2
ï
6
ï
4
ï
2
0
2 REML
LIMMA
BAGE(2)
BAGE(5)
BAGE(10)
(a)
Log of True Error Variance
L o
g  
o f
 E
s t
i m
a t
e
ï6 ï4 ï2 0 2
ï
6
ï
4
ï
2
0
2 REML
LIMMA
BAGE(2)
BAGE(5)
BAGE(10)
(b)
Log of True Error Variance
L o
g  
o f
 E
s t
i m
a t
e
ï6 ï4 ï2 0 2
ï
6
ï
4
ï
2
0
2
REML
LIMMA
BAGE(3)
(c)
Log of True Error Variance
L o
g  
o f
 E
s t
i m
a t
e
ï6 ï4 ï2 0 2
ï
6
ï
4
ï
2
0
2
REML
LIMMA
BAGE(3)
(d)
Figure 2.3 Contour plots of simulations 5.1 – 5.4. (a) Simulation 5.1. Equal degrees of freedom
across experiments with true error variances sampled from the lognormal model.
(b) Simulation 5.2. Equal degrees of freedom across experiments with true error
variances sampled from the inverse gamma model. (c) Simulation 5.3. Different
degrees of freedom across experiments with true error variances sampled from the
lognormal model. (d) Simulation 5.4. Different degrees of freedom across experi-
ments with true error variances sampled from the inverse gamma model.
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CHAPTER 3. ESTIMATION AND TESTING OF GENE EXPRESSION
HETEROSIS
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Abstract
Heterosis, also known as the hybrid vigor, refers to the superior phenotype of the hybrid
offspring relative to its two inbred parents. The heterosis phenomenon has been extensively
utilized in agriculture for over a century though the molecular basis is still unknown. In an
effort to understand phenotypic heterosis at the molecular level, researchers have begun to
compare expression levels of thousands of genes between parental inbred lines and their hybrid
offspring to search for evidence of gene expression heterosis. The common practice is to use
sample averages to estimate the mean expression level for each gene of each genotype and then
use such estimates along with an estimate of error variance to test for gene expression heterosis
for each individual gene. However, because there are often only a few replicates for each gene,
such estimation and testing of gene expression heterosis is challenging. We develop a hierar-
chical model to borrow information across genes and derive empirical Bayes estimators and an
inference strategy that can be used to identify three different types of gene expression heterosis.
Simulation results show that our proposed method outperforms the more traditional strategy
used to detect gene expression heterosis.
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3.1 Introduction
Heterosis, or hybrid vigor, refers to the enhanced phenotype of the hybrid progeny relative
to its two inbred parents. Taking maize (or corn) as an example, the offsprings from crossing
the inbred lines B73 and Mo17 are taller, mature faster, and produce higher yields than the
parental lines (Hallauer and Miranda, 1981). Since heterosis was first documented in Shull
(1908), it has been successfully manipulated to improve many species for food, feed and fuel
industries, such as rice (Yu et al., 1997), alfalfa (Riday and Brummer, 2002), tomatoes (Krieger
et al., 2010), fish (Wohlfarth , 1993), etc. Despite the intensive study and successful utilization
of heterosis, the basic genomic mechanisms remain unclear (Coors and Pandey, 1999; Lippman
and Zamir, 2006). Researchers speculate that the gene expression heterosis could be part of the
mechanisms responsible for the phenotypic heterosis (Swanson-Wagner et al., 2006; Springer
and Stupar, 2007).
Due to the advancement in high-throughput technology (such as microarray technology), it
is now possible to measure and compare expression levels of thousands of genes in the parental
lines and their hybrid offspring. Specifically, it is of particular interest to test if a gene exhibits
any of the following three types of gene expression heterosis – high-parent heterosis (HPH),
low-parent heterosis (LPH) and mid-parent heterosis (MPH). A gene is said to exhibit HPH
if the mean expression level of the offspring is greater than the maximum of the two parental
means, LPH if the mean expression level of the offspring is smaller than the minimum of the
two parental means, and MPH if the mean expression level of the offspring is not equal to
the parental mean average. Let i index the genotypes of the two parents (i = 1, 2) and the
offspring (i = 3). Let j (j = 1, ..., J) index the genes, where J denotes the total number of
genes under study. We use µij to denote the mean expression level of gene j of genotype i. Let
hj = µ3j −max(µ1j , µ2j), lj = min(µ1j , µ2j)−µ3j and mj = µ3j − µ1j+µ2j2 . With this notation,
gene j exhibits HPH, LPH or MPH if and only if hj > 0, lj > 0 or mj 6= 0, respectively.
Past work on estimating gene expression heterosis (Swanson-Wagner et al., 2006; Wang et
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al., 2006; Bassene et al., 2010) has used an approach based on sample averages. The sam-
ple average method simply uses the sample means to replace the population means (µij , i =
1, 2, 3, j = 1, · · · , J) when estimating gene expression heterosis. Such estimators of hj and lj
are problematic because they are biased and tend to underestimate hj and lj (see proofs in
Appendix A), which consequently leads to a loss of power in testing for HPH and LPH. Though
sample average estimation produces an unbiased estimator ofmj , few observations for each gene
in a typical microarray experiment can often lead to high standard errors and low detection
power.
Since high-throughput technologies measure expression of hundreds of thousands of genes
simultaneously, we could potentially utilize information across genes to improve the estimation
of gene expression heterosis for each individual gene. For gene j, define two latent variables
αj =
µ1j−µ2j
2 and δj = µ3j −
µ1j+µ2j
2 . Notice that all three types of gene expression heterosis
can be written as functions of αj and δj ; i.e., hj = δj − |αj |, lj = − |αj | − δj and mj = δj .
Thus, modeling of αj and δj can help to develop statistical inferences for all three types of gene
expression heterosis. We model αj , the half parental difference, as a draw from a mixture of
a point mass at 0 distribution and a normal distribution. The point mass distribution in the
mixture model represents the case where the parental gene expression levels are equal while the
normal component corresponds to genes whose expression levels differ between the two parental
lines. Similarly, we model δj , the difference between the offspring mean and the average of the
parental means, with another mixture model that has normal and point mass at 0 as component
distributions. We estimate the parameters for these mixture distributions based on observed
data from all genes. Under an empirical Bayes framework, we derive posterior distributions of
αj and δj , based on which we draw inferences about gene expression heterosis. We compare
the empirical Bayes method with the sample average method through simulation studies based
on real heterosis microarray experiments and hypothetical probability models that violate our
model assumptions. Simulation studies show that the empirical Bayes estimators have smaller
bias and mean square error (MSE). Furthermore, the empirical Bayes approach is superior to
the sample average method at detecting all forms of heterosis.
The remainder of the paper proceeds as follows. Section 2 presents the proposed hierarchical
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model in full detail. In section 3, we derive the empirical Bayes estimators and tests based on
the framework constructed in section 2. Section 4 summarizes analysis results of two real
experiments. Section 5 presents results of several simulation studies. Section 6 summarizes this
work.
3.2 Hierarchical Model for Gene Expression Heterosis
Suppose there are ni biological replicates for genotype i. Let yijk denote the normalized gene
expression measurement for gene j, genotype i, and replicate k (k = 1, · · · , ni). As is common
in microarray data analysis, we assume the dataset for gene j (yijk, i = 1, · · · , 3, k = 1, · · · , ni)
consists of independent observations and that yijk ∼ N(µij , σ2j ). The sample average method
estimates hj , lj and mj by ĥsa,j = y¯3j· − max(y¯1j·, y¯2j·), l̂sa,j = min(y¯1j·, y¯2j·) − y¯3j· and
m̂sa,j = y¯3j· − y¯1j·+y¯2j·2 , where y¯ij· = 1ni
∑ni
k=1 yijk. Furthermore, σ
2
j is estimated by S
2
j =∑3
i=1
∑ni
k=1(yijk−y¯ij·)2
n1+n2+n3−3 .
In the previous section, we defined αj =
µ1j−µ2j
2 and δj = µ3j −
µ1j+µ2j
2 . In order to share
information across genes to improve estimation of gene expression heterosis, we propose the
following hierarchical models (3.1) to (3.3) for αj , δj , and the error variance σ2j . Suppose
αj∼piα1[αj=0] + (1− piα)N(µα, σ2α), (3.1)
δj∼piδ1[δj=0] + (1− piδ)N(µδ, σ2δ ), (3.2)
σ2j∼d0σ20χ−2d0 , (3.3)
and all αj ’s, δj ’s and σ2j ’s are mutually independent.
The mixture model for αj in (3.1) models the two cases where parental means are equal
and where parental means differ, respectively. The hyper-parameter piα specifies the proportion
of genes that are equally expressed between two parents. Similarly, the mixture model for δj
in (3.2) describes the two cases where gene expression in the offspring is equal or not to the
average of two parental means. Furthermore, we model the error variance σ2j following a scaled
inverse χ2 distribution with parameters d0 and σ20 as in Smyth (2004).
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(a) Alfalfa dataset.
(b) Maize dataset.
Figure 3.1 Scatter plots of α̂j ’s and δ̂j ’s based on two real heterosis experiments. (a) Alfalfa
dataset. B2, B5 and F1 denote the genotypes of the two parental inbred lines and
the hybrid offspring, respectively. (b) Maize dataset. B73, Mo17 and F1 denote the
genotypes of the two parental inbred lines and the hybrid offspring, respectively.
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Other than the biological meanings explained above, the model is also motivated by empirical
studies. Define α̂j =
(
y¯1j·−y¯2j·
2
)
and δ̂j =
(
y¯3j· − y¯1j·+y¯2j·2
)
. Then α̂j and δ̂j are the sample
average estimates for αj and δj correspondingly. Figure 3.1(a) presents a scatterplot of α̂j and δ̂j
of an alfalfa heterosis experiment (Barrett et al., 2011), and Figure 3.1(b) shows that of a maize
heterosis experiment (Swanson-Wagner et al., 2009). The relative sizes of αj ’s and δj ’s partition
the two-dimensional space virtually into subspaces based on the expression levels of two inbred
parents and their hybrid offspring as shown in Figure 3.1(a) and 3.1(b). The histograms in each
of the two figures are marginal histograms for α̂j ’s and δ̂j ’s, respectively. Based on our model
(3.1)–(3.3), we estimate the marginal distributions of α̂j ’s and δ̂j ’s for these two datasets, and
plot them on top of the marginal histograms as red lines in Figures 3.1(a) and 3.1(b), which
suggest that, for both datasets, it is reasonable to model α̂j and δ̂j from a mixture distribution
with a point mass at 0 and a normal component. In addition, the scatterplots do not present
obvious correlations between α̂j and δ̂j .
In the next section, we derive the empirical Bayes estimators of αj , δj and σ2j as well as hj ,
lj and mj . We then show how to use estimates of the posterior distributions of hj , lj , and mj
to identify genes whose expressions exhibit HPH, LPH, or MPH. Note that the model (3.1)–
(3.3) maybe modified as needed to better capture the features of a given dataset. For example,
the mixture model could include more than one normal component distribution for αj or δj .
Although all the details of our approach are carried out for the model specified in (3.1)–(3.3),
it is straightforward to modify our proposed approach to handle more complex models.
3.3 Empirical Bayes Estimation and Testing of Gene Expression Heterosis
Based on the definitions and assumptions in section 3.2, given αj , δj and σ2j , the conditional
distributions of α̂j , δ̂j and S2j are
(
α̂j
∣∣αj , σ2j )∼N
(
αj ,
(
1
n1
+
1
n2
)
σ2j
4
)
, (3.4)
(
δ̂j
∣∣δj , σ2j )∼N(δj ,( 14n1 + 14n2 + 1n3
)
σ2j
)
, and (3.5)
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(
S2j
∣∣σ2j )∼ σ2jχ2n1+n2+n3−3n1 + n2 + n3 − 3 . (3.6)
Based on (3.1) – (3.6), the joint posterior distribution of (αj , δj) given α̂j , δ̂j and S2j is
derived as follows (details of the derivation are in Appendix B).
p(αj , δj |α̂j , δ̂j , S2j ) =
p(S2j )
C∗j
∫
σ2j
p(αj |α̂j , σ2j )p(δj |δ̂j , σ2j )p(α̂j |σ2j )p(δ̂j |σ2j )p(σ2j |S2j )dσ2j , (3.7)
where C∗j =
∫
αj
∫
δj
p(α̂j , δ̂j , S
2
j |αj , δj)p(αj , δj)dαjdδj . Our goal is to be able to sample αj and
δj from the joint posterior distribution such that we could approximate posterior distributions
for hj , lj and mj and draw conclusions for gene expression heterosis. Based on the form in
(3.7), one common method to draw samples of αj and δj is through a Markov chain Monte
Carlo (MCMC) method, such as the Metropolis-Hastings algorithm. A good approximation
of the posterior distributions of hj , lj and mj for each gene j requires many draws from the
joint posterior distributions of (αj , δj) for each gene j. Due to the large number of genes
in a microarray experiment and inefficiency of the Metropolis-Hastings algorithm, extensive
computing power or time for analysis is needed.
To substantially reduce the computing requirement and maintain good approximations of
the posterior distributions of hj , lj and mj , we propose to approximate the joint posterior
distribution of (αj , δj) as follows.
p(αj , δj |α̂j , δ̂j , S2j ) ≈
p(S2j )
C∗j
(∫
σ2j
p(α̂j |σ2j )p(δ̂j |σ2j )p(σ2j |S2j )dσ2j
)
p(αj |α̂j , σ˜2j )p(δj |δ̂j , σ˜2j ), (3.8)
where
σ˜2j = E(σ
2
j |S2j ) =
∫
σ2j
p(σ2j |S2j )dσ2j =
(n1 + n2 + n3 − 3)S2j + d0σ20
(n1 + n2 + n3 − 3) + d0 − 2 . (3.9)
In (3.8), we use σ˜2j (the posterior expectation of σ
2
j ) to replace σ
2
j ’s in (3.7) that are not separable
from αj and δj .
Based on (3.8), we have
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p(αj , δj |α̂j , δ̂j , S2j ) ≈C1j × 1[αj=0,δj=0]+ (3.10a)
C2j × φ
(
αj
∣∣µ˜αj , σ˜2αj) 1[δj=0]+ (3.10b)
C3j × 1[αj=0]φ
(
δj
∣∣µ˜δj , σ˜2δj) + (3.10c)
C4j × φ
(
αj
∣∣µ˜αj , σ˜2αj) × φ (δj ∣∣µ˜δj , σ˜2δj) , (3.10d)
where
µ˜αj =
σ2αα̂j + (
1
n1
+ 1n2 )
σ˜2j
4 µα
σ2α + (
1
n1
+ 1n2 )
σ˜2j
4
, (3.11a)
σ˜2αj =
σ2α(
1
n1
+ 1n2 )
σ˜2j
4
σ2α + (
1
n1
+ 1n2 )
σ˜2j
4
, (3.11b)
µ˜δj =
σ2δ δ̂j + (
1
4n1
+ 14n2 +
1
n3
)σ˜2jµδ
σ2δ + (
1
4n1
+ 14n2 +
1
n3
)σ˜2j
, and (3.11c)
σ˜2δj =
σ2δ (
1
4n1
+ 14n2 +
1
n3
)σ˜2j
σ2δ + (
1
4n1
+ 14n2 +
1
n3
)σ˜2j
. (3.11d)
Here, and throughout the paper, we use φ(x|µ, σ2) to denote the normal density for variable x
given mean µ and variance σ2. The approximated joint posterior distribution of (αj , δj
∣∣∣α̂j , δ̂j , S2j )
in (3.10) is a mixture of four joint distributions where both αj and δj are from point mass 0
as in (3.10a), δj is from point mass 0 and αj is from a normal distribution as in (3.10b), αj is
from point mass 0 and δj is from a normal distribution as in (3.10c) and both αj and δj are
from normal distributions as in (3.10d). The coefficient constants C1j , C2j , C3j and C4j sum to
1 and are defined in Appendix B. The approximation of the joint posterior distribution allows
us to substantially reduce the computing requirement because we no longer need to go through
a large number of MCMC iterations but can instead directly sample from either a point mass
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at 0 distribution or a normal distribution. This approximation leads to good approximations
of the posterior distributions of hj , lj and mj , as demonstrated in simulation studies in section
3.5. The approximated posterior mixture distribution combines information from prior models
and empirical observations; i.e., each of the posterior means (µ˜αj and µ˜δj) is a weighted sum
of the prior means and the sample means, and each of the posterior variances (σ˜2αj and σ˜
2
δj) is
also a weighted sum of prior variances and sample variances.
The hyperparameters in the prior models are piα, µα, σ2α, piδ, µδ, σ2δ , d0 and σ
2
0, where d0
and σ20 can be estimated as in Smyth (2004). We propose to estimate other hyperparameters
by a combined approach of the moment method and the maximum likelihood method using
data from all genes as illustrated in Appendix C. Because thousands of genes in one experiment
are used to obtain the estimates of the hyperparameters, ignoring the uncertainty associated
with these estimates does not adversely affect the performance of our inferential procedures, as
illustrated in section 3.4.
Given the fully specified approximated posteriors of αj and δj and plugging in estimated
hyperparameters, it is straightforward to approximate posterior distributions of hj , lj and mj
by simulation. We propose to use the estimated posterior expectations ĥeb,j = Ê(hj |α̂j , δ̂j , S2j ),
l̂eb,j = Ê(lj |α̂j , δ̂j , S2j ), and m̂eb,j = Ê(mj |α̂j , δ̂j , S2j ) as point estimators for hj , lj , and mj ,
respectively. Tests of gene expression heterosis for each gene are based on the estimated pos-
terior probabilities p̂h,j = P̂ (hj > 0 | α̂j , δ̂j , S2j ) = P̂ (δj > |αj | | α̂j , δ̂j , S2j ), p̂l,j = P̂ (lj >
0 | α̂j , δ̂j , S2j ) = P̂ (δj < − |αj | | α̂j , δ̂j , S2j ) and p̂m,j = P̂ (mj 6= 0 | α̂j , δ̂j , S2j ) = P̂ (|δj | 6=
0 | α̂j , δ̂j , S2j ). For any cutoff c ∈ (0, 1), we declare that gene j exhibits HPH, LPH or MPH if
p̂h,j ≥ c, p̂l,j ≥ c or p̂m,j ≥ c, respectively.
We also use the estimated posterior probabilities to estimate false discovery rates (FDRs).
The number of positives, R, is the number of genes declared to exhibit a type of gene expression
heterosis. Taking HPH as an example, given the cutoff c, R(c) =
∑J
j=1 1[ph,j≥c]. The number
of false positives, V (c), is estimated as V̂ (c) =
∑J
j=1 1[ph,j≥c](1− ph,j), and the estimated FDR
for HPH based on estimated posterior probabilities is F̂DR(c) = V̂ (c)/R(c) given cutoff c.
Calculations of estimated FDRs for LPH and MPH are similar.
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3.4 Example Data Analysis
3.4.1 Analysis of an Alfalfa Dataset
An alfalfa microarray experiment examined the expression of 61,278 transcripts in parental
lines B2 and B5 and their hybrid offspring (B2×B5). The dataset is available in the Gene
Expression Omnibus (GEO) database (Barrett et al., 2011) with series number GSE25034. Each
genotype had 3 biological replicates applied to Affymetrix Medicago Genome Array (Platform
GPL4652). The dataset was normalized by the RMA (robust multi-array average) method
(Irizarry et al., 2003). We fitted the normalized data with our proposed method, and the
estimated hyperparameters are summarized in row 1 of Table 3.1.
Table 3.1 Estimated hyperparameters (obtained by using the methods described in Appendix
C) and the bias and MSE estimates (obtained by parametric bootstrap) for the
alfalfa and maize experiments.
Parameters piα µα σ2α piδ µδ σ2δ d0 σ
2
0
Alfalfa Exp 0.889 0.011 0.058 0.616 -0.004 0.193 2.84 0.023
Bias -5.3e-2 -3e-3 -1.3e-2 -3.6e-2 4e-4 -1.2e-2 2.1e-4 4e-6
MSE 8.84e-6 6.37e-6 1.24e-6 9.73e-6 8.34e-6 5.01e-6 4.47e-4 1.38e-8
Maize Exp 0.331 0.002 0.022 0.647 -0.008 0.046 2.34 0.03
Bias 2.75e-4 1.51e-6 9.83e-5 1.21e-3 4.92e-5 8.55e-5 -1.6e-4 1e-6
MSE 5.99e-6 2.60e-6 1.80e-8 3.77e-5 3.11e-7 7.17e-8 1.16e-3 1.70e-9
The estimated hyperparameters provide information about several interesting and important
aspects of gene expression heterosis in this alfalfa study. The proportion of genes differentially
expressed between two parental lines is P (α 6= 0) ≈ 1 − pˆiα = 0.111. The proportion of genes
exhibiting MPH is P (δ 6= 0) ≈ 1−pˆiδ = 0.384. Similarly, the proportion of genes exhibiting LPH
is P (δ ≤ − |α|) ≈ 0.184, and the proportion of genes exhibiting HPH is P (δ ≥ |α|) ≈ 0.184.
A parametric bootstrap method was adopted to assess the estimation of hyperparameters.
We used the fitted hyperparameter values in Table 3.1 as the true parameter values to simulate
data for 13,999 genes based on the hierarchical model described in section 3.2. Then, we re-
estimated the hyperparameters using the simulated data. We repeated this procedure 1,000
times. The estimated bias and MSE (mean square error) in Table 3.1 for each hyperparameter
based on these 1000 replications show that the hyperparameter values are reasonably accurate
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Figure 3.2 Example HPH gene (gene number 40 in the alfalfa dataset).
and precise.
For any gene j, we sample hj , lj and mj by simulating αj and δj from the approximated
joint posterior distribution (3.10). As an example, the contour plot of 10,000 random draws
of α40 and δ40 from the approximated joint posterior distribution of gene number 40 is plotted
in Figure 3.2. Based on these draws, P̂ (δ40 > |α40|) = 0.994. Thus, gene 40 can be included
among genes that exhibit significant evidence of HPH. Similarly, using the estimated posterior
probabilities of hj , lj and mj as well as cutoff c=0.95, we identified genes with strong evidence
of exhibiting HPH, LPH, or MPH but not HPH or LPH, respectively, as well as the genes that
do not exhibit significant evidence of any form of gene expression heterosis. Results for all genes
are color-coded in Figure 3.3(a).
We also used the sample average method to analyze the alfalfa dataset. The sample average
method tests gene expression heterosis through ordinary t-tests. Taking HPH as an example,
if y¯1j· ≥ y¯2j·, then ĥsa,j = y¯3j· − y¯1j·, and the t statistic for the one-sided ordinary t-test is
ĥsa,j√
( 1
n3
+ 1
n1
)S2j
. Similarly, we test for LPH using a one-sided ordinary t-test, and we test for MPH
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(a) Alfalfa dataset.
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(b) Maize dataset.
Figure 3.3 Segmentation of scatter plots of α̂j ’s and δ̂j ’s based on analysis results. By the
empirical Bayes method, genes are declared of exhibiting HPH (red), LPH (blue),
MPH but not HPH or LPH (green) are plotted, as well as genes not tested to
exhibit any form of gene expression heterosis (black).
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using a two-sided ordinary t-test. Given the p-values from the ordinary t-tests, we control FDR
for the sample average method with the q-value computation method of Storey and Tibshirani
(2003).
By controlling FDR at the 0.05 level, the numbers of genes show strong evidence to exhibit
the three types of gene expression heterosis by the sample average method and the empirical
Bayes method, respectively, are in Table 3.2. It shows that the numbers of genes declared by
the empirical Bayes method in testing all three types of gene expression heterosis are more than
those identified by the sample average method.
Table 3.2 Number of genes declared to exhibit gene expression heterosis by the sample average
method and the empirical Bayes method.
Datasets Heterosis Sample EmpiricalAverage Bayes
Alfalfa HPH 3107 4065
Dataset LPH 2812 4307
MPH 5217 8648
Maize HPH 55 390
Dataset LPH 197 595
MPH 1181 1447
3.4.2 Analysis of a Maize Dataset
Swanson-Wagner et al. (2009) compared gene expression of maize inbred lines B73 and Mo17
and their hybrid offspring F1 generation. There are totally 13,999 genes in the microarray exper-
iment, and 10 biological replicates for each of the three genotypes. The dataset is downloadable
in GEO with series number GSE16136.
The lowess normalization method was applied to normalize the raw data separately for
each slide. Then the lowess normalized data was median-centered across microarray slides
such that the expression measures are comparable across slides. We fitted the normalized data
by the empirical Bayes method and the estimated hyperparameters are summarized in Table
3.1. Based on the estimated hyperparameters, the proportion of genes differentially expressed
between two parental lines is estimated to be P (α 6= 0) ≈ 1 − pˆiα = 0.669. The proportion of
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genes exhibiting MPH is P (δ 6= 0) ≈ 1 − pˆiδ = 0.353. The proportion of genes exhibiting LPH
is P (δ ≤ − |α|) ≈ 0.126, and the proportion of genes exhibiting HPH is P (δ ≥ |α|) ≈ 0.136.
The parametric bootstrap method described in section 3.4.1 was used to estimate the bias and
MSE in estimating hyperparameters. The results are summarized in the last two rows of Table
3.1.
Based on posterior probabilities of hj , lj and mj , we identify genes with strong evidence
of HPH, LPH, or MPH but not HPH or LPH, respectively, as well as genes not exhibiting
significant evidence of any form of gene expression heterosis. These four categories of genes are
color-coded in Figure 3.3(b).
The reported numbers of genes exhibiting the three types of gene expression heterosis iden-
tified by the sample average method and the empirical Bayes method, respectively, are listed in
Table 3.2 where FDR was controlled at the 0.05 level. The empirical Bayes method reported
more genes in testing for all three types of gene expression heterosis than the sample average
method.
3.5 Simulation Studies
3.5.1 Simulation Descriptions
To evaluate the effectiveness of our suggested approach, we conducted a series of simulation
studies based on real experiments (the alfalfa experiment and the maize experiment) as well
as a simulation study based on hypothetical probability models. In each simulation study, we
simulated 100 datasets, where each dataset corresponds to a microarray experiment. For each
gene in each simulated experiment, we estimated and tested gene expression heterosis by both
the sample average method and the empirical Bayes method.
3.5.2 Simulation Study based on the Alfalfa Experiment
We simulated 100 datasets based on the prior models (3.1) – (3.3) and the estimated hy-
perparameters of the alfalfa experiment in Table 3.1. For each simulated dataset, we simulated
61,278 genes (the same number of genes with the alfalfa experiment) and 3 biological replicates
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for each genotype.
We used the empirical Bayes method to estimate hj ’s, lj ’s and mj ’s. For each dataset, we
ranked the estimation errors of hj ’s, lj ’s and mj ’s from the largest negative one to the largest
positive one. Then, we averaged the estimation errors of the same rank across 100 datasets
for hj ’s, lj ’s and mj ’s. We got the average of ranked estimation errors for the sample average
method in the same way. The box plots of averages of ranked estimation errors are plotted in
Figure 3.4(a) for hj ’s, Figure 3.4(b) for lj ’s and Figure 3.4(c) for mj ’s by the sample average
and empirical Bayes methods, respectively. These box plots suggest that the empirical Bayes
method on average has smaller ranked estimation errors than the sample average method. The
box plots also show that the average of ranked estimation errors by the empirical Bayes method
have narrower interquartiles than the sample average method for estimating each of hj ’s, lj ’s
and mj ’s. In addition, we also computed the estimated average bias and estimated average
MSE across all genes in all datasets, and summarize these statistics in Table 3.3. The empirical
Bayes estimates have smaller bias and MSE for all of hj ’s, lj ’s and mj ’s than the sample average
estimates. Both the plots and statistics show substantial improvement of the empirical Bayes
method over the sample average method with respect to bias and MSE in estimating hj ’s, lj ’s
and mj ’s. Though the sample average estimator of mj ’s is an unbiased estimator, the empirical
Bayes estimates still improved over the sample average method with respect to bias and MSE.
Table 3.3 Comparison of bias and MSE of the empirical Bayes estimates and the sample av-
erage estimates.
Simulations Variables
Bias (×10−4) MSE (×10−3)
Sample Empirical Sample Empirical
Average Bayes Average Bayes
Alfalfa hj -656 -58 57 16
Dataset lj -647 -55 55 16
mj -4.04 -1.66 42 14
Maize hj -252 1.95 41 7
Dataset lj -255 -1.03 43 7
mj 1.54 1.49 35 5
Probability hj -596 47 55 28
Models lj -598 45 56 21
mj 0.94 1.36 42 16
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Figure 3.4 Plots for the simulation study based on the alfalfa experiment data. Top row:
box plots of ranked estimation errors averaged over 100 simulations. Middle row:
ROC curves averaged over 100 simulations. Bottom row: estimated FDRs based
on posterior probabilities versus true FDRs. Left column: HPH. Middle column:
LPH. Right column: MPH.
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For each dataset, we computed the true positive rate (TPr) given any fixed level of false
positive rate (FPr) for testing each type of gene expression heterosis by the two methods,
respectively. Then, we averaged the TPrs across 100 datasets for each given level of FPr for
both the sample average method and the empirical Bayes method. The resulting ROC (receiver
operating characteristic) curves are plotted in Figures 3.4(d)–3.4(f) for testing HPH, LPH and
MPH, respectively. We only plotted the region of FPr between 0 and 0.05 because FPr>0.05 is
rarely used in practice. The ROC curves suggest that the tests based on the derived empirical
Bayes estimators identify more true positives given any fixed level of FPr for testing each type
of gene expression heterosis.
By the empirical Bayes method, we estimated the FDRs for testing each type of gene
expression heterosis based on estimated posterior distributions of hj ’s, lj ’s and mj ’s given any
fixed level of true FDR for each simulated dataset. Then, for each level of true FDR, we
averaged the estimated FDRs across 100 datasets for each type of gene expression heterosis.
We plotted the averaged estimated FDRs against the true FDRs in Figures 3.4(g)–3.4(i) for
testing HPH, LPH and MPH, respectively. We only plotted the region of true FDR from 0 to
0.25 because the region of small FDR is useful in practice. All three ROC curves show that
the averaged estimated FDRs based on posterior probabilities are very close to the true FDRs,
which demonstrate that the posterior probabilities of hj ’s, lj ’s and mj ’s are all well estimated.
3.5.3 Simulation Study based on the Maize Experiment
The estimated hyperparameters of the maize experiment were used as the true parameter
values to simulate 100 microarray experiments each with 13,999 genes (the same number of
genes as in the maize experiment) and 10 biological replicates for each gene of each genotype
in each simulated experiment.
We analyzed these 100 datasets by empirical Bayes method and the sample average method.
The estimation bias and MSE of hj ’s, lj ’s and mj ’s averaged across all genes in all datasets are
summarized in Table 3.3, which show that the empirical Bayes estimates are more accurate and
precise than the sample average method in estimating all of hj ’s, lj ’s and mj ’s. The box plots
of ranked estimation errors averaged over 100 datasets are plotted in Figure 3.5(a), 3.5(b) and
57
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Figure 3.5 Plots for the simulation study based on the maize experiment data. Top row:
box plots of ranked estimation errors averaged over 100 simulations. Middle row:
ROC curves averaged over 100 simulations. Bottom row: estimated FDRs based
on posterior probabilities versus true FDRs. Left column: HPH. Middle column:
LPH. Right column: MPH.
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3.5(c) for hj ’s, lj ’s and mj ’s, respectively. The box plots show that the sample average method
in general underestimates hj ’s and lj ’s, and the empirical Bayes estimators alleviate the bias
over the sample average estimators. In addition, the distribution of empirical Bayes estimates of
each of hj ’s, lj ’s and mj ’s has a smaller interquartile range than the sample average estimates.
The ROC curves averaged across 100 datasets for testing each type of gene expression heterosis
by the sample average method and the empirical Bayes method are in Figures 3.5(d), 3.5(e)
and 3.5(f). The results indicate that the tests based on the empirical Bayes method have higher
true positive rate (TPr) than the sample average method at any given FPr between 0 and 0.05.
The estimated FDRs based on posterior probabilities of hj ’s, lj ’s and mj ’s averaged across
100 datasets are plotted against the true FDRs in Figures 3.5(g), 3.5(h) and 3.5(i) for testing
HPH, LPH and MPH, respectively. In Figures 3.5(g) and 3.5(h), the average estimated FDRs
are slightly below the true FDRs. In Figure 3.5(i), the estimated FDRs are slightly above the
true FDRs. However, in general, for all three types of gene expression heterosis, the average
estimated FDRs based on the posterior probabilities are very close to the actual FDRs, which
implies the accuracy of the estimated posterior probabilities for all these three types of gene
expression heterosis.
3.5.4 Simulation Study based on Probability Models
To further assess the performance of the proposed empirical Bayes method, we simulated
data from probability distributions different from the models proposed in (3.1)–(3.3). Specifi-
cally, we simulated αj ’s from a mixture distribution with a point mass at 0 and a t distribution
with a small number of degrees of freedom 2 and a non-centrality parameter (ncp) 0.01. Inde-
pendently from αj ’s, we simulated δj ’s from a mixture model with a point mass at 0 and two
normal distributions N(−0.05, 0.2) and N(0, 0.2). We simulated data for 100 microarray experi-
ments, where each experiment contains 5,000 genes with 3 biological replicates for each of three
genotypes. Based on the estimated hyperparameters for the alfalfa experiment and the maize
experiment, we set piα=0.8, piδ=0.6, and simulated σ2j from a scaled inverse χ
2 distribution with
parameters d0=2.8 and σ20=0.025.
Though the data were not simulated from the proposed model, our empirical Bayes estima-
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Figure 3.6 Plots for the simulation study based on hypothetical probability models that violate
the model assumptions of the empirical Bayes method. Top row: box plots of
ranked estimation errors averaged over 100 simulations. Middle row: ROC curves
averaged over 100 simulations. Bottom row: estimated FDRs based on posterior
probabilities versus true FDRs. Left column: HPH. Middle column: LPH. Right
column: MPH.
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tors, compared to the sample average estimators, have substantially smaller bias and MSE as
shown in Table 3.3 and box plots in Figures 3.6(a), 3.6(b) and 3.6(c). ROC curves for testing
HPH, LPH and MPH are in Figures 3.6(g), 3.6(h) and 3.6(i), respectively, which show that
the empirical Bayes estimators have higher TPr at any value of FPr. The statistics and figures
show that the empirical Bayes method improves upon the sample average method even though
the data are not sampled from the assumed distributions in the model. The estimated FDRs
based on posterior probabilities of hj ’s, lj ’s and mj ’s averaged across 100 datasets are nearly
the same with the actual FDRs for all three types of heterosis as shown in Figures 3.6(g), 3.6(h)
and 3.6(i).
3.6 Conclusions
Gene expression heterosis is speculated to be one possible underlying explanation for phe-
notypic heterosis of tradition traits like plant height or grain yield. While not much discussed
in the statistical literature, one natural way (called the sample average method in this paper)
is to simply use the sample means to replace the population means in estimating three types
of gene expression heterosis. Because there are often few observations for each gene in a mi-
croarray experiment, such estimates have high standard errors. In addition, the sample average
estimators for high-parent heterosis and low-parent heterosis are also biased estimators. Thus,
testing gene expression heterosis by the sample average method yields low detection power for
all forms of gene expression heterosis.
A shrinkage method based on the sample average estimators could potentially improve
inferences on gene expression heterosis by sharing information across genes. We developed
hierarchical models by putting a mixture prior model on each of two latent variables motivated
by the biological meanings of the two latent variables and empirical experiment data. By an
empirical Bayes method, the sample average estimates of gene expression heterosis were adjusted
and shrunk towards the prior means. The extent of shrinkage was estimated empirically based
on data. Through simulation studies based on real datasets and different probability models,
we demonstrated that our empirical Bayes estimators have substantially smaller bias and MSE
than the sample average method, and the tests for all three types of gene expression heterosis
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based on the posterior probabilities also yielded higher TPrs given any level of FPr than the
ordinary t-tests based on the sample average estimates.
Though this paper focuses on developing models specifically for microarray analysis, the
analysis of gene expression heterosis for the next-generation sequencing experiments are facing
the same challenges because the cost of biological replicates is even higher than that of microar-
ray experiments. Our proposed hierarchical model, the derived empirical Bayes estimators and
tests could be similarly constructed for the next-generation sequencing experiments.
3.7 Appendix
3.7.1 Appendix A: Problems of Sample Average Method in Estimating hj’s and
lj’s
As defined in section 2, yijk denotes the normalized gene expression of gene j genotype
i and replicate k in a microarray experiment. The sample average method estimates hj by
ĥsa,j = y¯3j· −max(y¯1j·, y¯2j·) for gene j, where y¯1j·, y¯2j· and y¯3j· are sample averages of gene j
across replicates for 3 genotypes.
It is straightforward to show that E(max(y¯1j·, y¯2j·)) ≥ E(y¯1j·) = µ1j , and E(max(y¯1j·, y¯2j·)) ≥
E(y¯2j·) = µ2j . Thus, E(max(y¯1j·, y¯2j·)) ≥ max(µ1j , µ2j).
We want to see in which situation(s) we have the equality (or inequality).
E(max(y¯1j·, y¯2j·))
= E
(
y¯1j· + y¯2j·
2
+
|y¯1j· − y¯2j·|
2
)
=
∫
<
∫
<
(
y¯1j· + y¯2j·
2
+
|y¯1j· − y¯2j·|
2
)
f(y¯1j·, y¯2j·)dy¯1j·dy¯2j·
=
1
2
(µ1j + µ2j) +
1
2
∫
<
∫
<
|y¯1j· − y¯2j·|f(y¯1j·, y¯2j·)dy¯1j·dy¯2j·
≥ 1
2
(µ1j + µ2j) +
1
2
∣∣∣∣∫<
∫
<
(y¯1j· − y¯2j·)f(y¯1j·, y¯2j·)dy¯1j·dy¯2j·
∣∣∣∣
=
1
2
(µ1j + µ2j) +
1
2
|µ1j − µ2j |
= max(µ1j , µ2j)
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Thus, E(max(y¯1j·, y¯2j·)) ≥ max(µ1j , µ2j), and the equality holds if and only if y¯1j· ≤ y¯2j· a.s.
(almost surely) or y¯1j· ≥ y¯2j· a.s. Thus, the sample average estimator tends to underestimate
hj ’s.
Similarly, the sample average estimate of lj is l̂j = min(y¯1j·, y¯2j·)− y¯3j·. We have
E(min(y¯1j·, y¯2j·))
= E
(
y¯1j· + y¯2j·
2
− |y¯1j· − y¯2j·|
2
)
=
∫
<
∫
<
(
y¯1j· + y¯2j·
2
− |y¯1j· − y¯2j·|
2
)
f(y¯1j·, y¯2j·)dy¯1j·dy¯2j·
=
1
2
(µ1j + µ2j)− 1
2
∫
<
∫
<
|y¯1j· − y¯2j·|f(y¯1j·, y¯2j·)dy¯1j·dy¯2j·
≤ 1
2
(µ1j + µ2j)− 1
2
∣∣∣∣∫<
∫
<
(y¯1j· − y¯2j·)f(y¯1j·, y¯2j·)dy¯1j·dy¯2j·
∣∣∣∣
=
1
2
(µ1j + µ2j)− 1
2
|µ1j − µ2j |
= min(µ1j , µ2j)
The above equality holds if and only if y¯1j· ≤ y¯2j· a.s. or y¯1j· ≥ y¯2j· a.s.. Thus, the sample
average estimator tends to underestimate lj ’s also.
3.7.2 Appendix B: Derivation and Approximation of the Joint Posterior Distri-
bution of αj and δj
We have
p(αj , δj |α̂j , δ̂j , S2j ) =
p(α̂j , δ̂j , S
2
j |αj , δj)p(αj , δj)∫
αj
∫
δj
p(α̂j , δ̂j , S2j |αj , δj)p(αj , δj)dαjdδj
.
We use constant C∗j to denote the denominator. Therefore,
63
p(αj , δj |α̂j , δ̂j , S2j )
=
1
C∗j
p(α̂j , δ̂j , S
2
j |αj , δj )p(αj , δj)
=
1
C∗j
∫
σ2j
p(α̂j , δ̂j , S
2
j |αj , δj , σ2j )p(αj , δj |σ2j )p(σ2j )dσ2j
=
1
C∗j
∫
σ2j
p(α̂j |αj , σ2j )p(δ̂j |δj , σ2j )p(S2j |σ2j )p(αj)p(δj)p(σ2j )dσ2j
=
p(S2j )
C∗j
∫
σ2j
p(αj |α̂j , σ2j )p(δj |δ̂j , σ2j )p(α̂j |σ2j )p(δ̂j |σ2j )p(σ2j |S2j )dσ2j
=
p(S2j )
C∗j
piαpiδ
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φ
(
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+
1
n2
)
σ2j
4
)
φ
(
δ̂j
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)
σ2j
)
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1[αj=0,δj=0]dσ
2
j+ (3.11ea)
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4
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4
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4
σ2α + (
1
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σ2j
4
 dσ2j+ (3.11eb)
p(S2j )
C∗j
piα(1− piδ)
∫
σ2j
φ
(
α̂j
∣∣∣∣∣0,
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1
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+
1
n2
)
σ2j
4
)
φ
(
δ̂j
∣∣∣∣µδ, σ2j + ( 14n1 + 14n2 + 1n3
)
σ2j
)
×
p(σ2j |S2j )1[αj=0]φ
(
δj
∣∣∣∣∣σ2δ δ̂j + (
1
4n1
+ 14n2 +
1
n3
)σ2jµδ
σ2δ + (
1
4n1
+ 14n2 +
1
n3
)σ2j
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σ2δ (
1
4n1
+ 14n2 +
1
n3
)σ2j
σ2δ + (
1
4n1
+ 14n2 +
1
n3
)σ2j
)
dσ2j+
(3.11ec)
p(S2j )
C∗j
(1− piα)(1− piδ)
∫
σ2j
φ
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α̂j
∣∣∣∣∣µα, σ2α +
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1
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+
1
n2
)
σ2j
4
)
×
φ
(
δ̂j
∣∣∣∣µδ, σ2j + ( 14n1 + 14n2 + 1n3
)
σ2j
)
×
p(σ2j |S2j )× φ
αj
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+ 1n2 )
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σ2α(
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4
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φ
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1
n3
)σ2j
,
σ2δ (
1
4n1
+ 14n2 +
1
n3
)σ2j
σ2δ + (
1
4n1
+ 14n2 +
1
n3
)σ2j
)
dσ2j (3.11ed)
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The derived joint posterior distribution for αj and δj in (3.11e) is a mixture distribution
with four components (3.11ea) to (3.11ed). Each of the four components is an integration over
σ2j . Within each integration, it is a multiplication of five functions – a normal density function
of α̂j , a normal density function of δ̂j , a posterior density function of σ2j given S
2
j , a conditional
distribution density function of αj , and a conditional distribution density function of δj . To
utilize (3.11e) to derive statistical inferences for αj , δj and gene expression heterosis requires
intensive computation power, because the conditional distribution densities of αj and δj are
within the integration. In order to simplify the computation but still maintaining good statistical
inferences for αj , δj and gene expression heterosis, we plugged in the posterior expectation of
error variance σ˜2j in (3.9) for tems in the conditional density distributions of αj and δj . Then
we get the form of (3.11f), which is the same with (3.10) in the main paper. It is much easier
(substantially reduced computing power) for us to draw samples of αj and δj from (3.11f) than
(3.11e), since the functions of αj and δj are out of the integrations, and we could simply simulate
αj ’s and δj ’s by drawing samples from either point mass distributions or normal distributions.
p(αj , δj |α̂j , δ̂j , S2j )
≈C1j × 1[αj=0,δj=0]+ (3.11fa)
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∣∣∣∣∣∣σ
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n3
)σ˜2j
σ2δ + (
1
4n1
+ 14n2 +
1
n3
)σ˜2j
)
(3.11fd)
C1j = P1/(P1 + P2 + P3 + P4) (3.11ga)
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C2j = P2/(P1 + P2 + P3 + P4) (3.11gb)
C3j = P3/(P1 + P2 + P3 + P4) (3.11gc)
C4j = P4/(P1 + P2 + P3 + P4) (3.11gd)
P1j = piαpiδ
∫
σ2j
φ
(
α̂j
∣∣∣∣∣0,
(
1
n1
+
1
n2
)
σ2j
4
)
φ
(
δ̂j
∣∣∣∣0,( 14n1 + 14n2 + 1n3
)
σ2j
)
p(σ2j |S2j )dσ2j
(3.11ge)
P2j = (1− piα)piδ
∫
σ2j
φ
(
α̂j
∣∣∣∣∣µα, σ2α +
(
1
n1
+
1
n2
)
σ2j
4
)
×
φ
(
δ̂j
∣∣∣∣0,( 14n1 + 14n2 + 1n3
)
σ2j
)
p(σ2j |S2j )dσ2j (3.11gf)
P3j = piα(1− piδ)
∫
σ2j
φ
(
α̂j
∣∣∣∣∣0,
(
1
n1
+
1
n2
)
σ2j
4
)
×
φ
(
δ̂j
∣∣∣∣µδ, σ2j + ( 14n1 + 14n2 + 1n3
)
σ2j
)
p(σ2j |S2j )dσ2j (3.11gg)
P4j = (1− piα)(1− piδ)
∫
σ2j
φ
(
α̂j
∣∣∣∣∣µα, σ2α +
(
1
n1
+
1
n2
)
σ2j
4
)
×
φ
(
δ̂j
∣∣∣∣µδ, σ2j + ( 14n1 + 14n2 + 1n3
)
σ2j
)
p(σ2j |S2j )dσ2j (3.11gh)
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3.7.3 Appendix C: Estimation of Hyperparameters
The hyperparameters to be estimated are piα, µα, σ2α, piδ, µδ, σ2δ . Based on the proposed
model in section 2, we have
(
α̂j
∣∣piα, µα, σ2α ) ∼ piαN
(
0,
(
1
n1
+
1
n2
)
σ2j
4
)
+(1−piα)N
(
µα,
(
1
n1
+
1
n2
)
σ2j
4
+ σ2α
)
, (3.11h)
(
δ̂j
∣∣pi0, µδ, σ2δ ) ∼ piδN(0,( 14n1 + 14n2 + 1n3
)
σ2j
)
+
(1− piδ)N
(
µδ,
(
1
4n1
+
1
4n2
+
1
n3
)
σ2j + σ
2
δ
)
.
(3.11i)
By equating the first and the second theoretical moments with the corresponding sample
moments, we have

1
J
∑J
j=1 α̂j = (1− piα)µα
1
J
∑J
j=1
[
α̂2j −
(
1
n1
+ 1n2
)
σ2j
4
]
= (1− piα)(µ2α + σ2α)
1
J
∑J
j=1 δ̂j = (1− piδ)µδ
1
J
∑J
j=1
[
δ̂2j −
(
1
4n1
+ 14n2 +
1
n3
)
σ2j
]
= (1− piδ)(µ2δ + σ2δ )
(3.11j)
Notice that σ2j in (3.11j) is not known. We plugged in the estimated σ
2
j by Smyth (2004).
By the first two equations in (3.11j), µα and σ2α can be written as functions of piα as in (3.11k).

µα =
1
J
∑J
j=1 α̂j/(1− piα)
σ2α =
1
J
∑J
j=1
[
α̂2j −
(
1
n1
+ 1n2
)
σ2j
4
]
/(1− piα)−
(
1
J
∑J
j=1 α̂
2
j
)
/(1− piα)2
(3.11k)
Thus, by plugging in the method of moment estimators, the distribution of
(
α̂j
∣∣piα, µα, σ2α )
is only a function of piα. We estimated piα by maximizing the joint likelihood of α̂j ’s based on
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(3.11h) for all genes with constraint piα ∈ (0, 1). The estimation of µα and σ2α are computed by
plugging in (3.11k) the estimated piα.
Similarly, by the last two equations in (3.11j), µδ and σ2δ can be written as functions of piδ
as follows. 
µδ =
1
J
∑J
j=1 δ̂j/(1− piδ)
σ2δ =
1
J
∑J
j=1
[
δ̂2j −
(
1
4n1
+ 14n2 +
1
n3
)
σ2j
]
/(1− piδ)
−
(
1
J
∑J
j=1 δ̂
2
j
)
/(1− piδ)2
(3.11l)
Thus, after plugging in µδ and σ2δ above, the distributions of
(
δ̂j
∣∣pi0, µδ, σ2δ ) only depends
on piδ. We estimated piδ by maximizing the joint likelihood of
(
δ̂j
∣∣pi0, µδ, σ2δ ) with constraint
piδ ∈ (0, 1). The estimation of µδ and σ2δ are computed by plugging in the estimation of piδ in
(3.11l).
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Abstract
The rising level of atmospheric CO2 threatens the agriculture system. In order to reduce
the emission of CO2, researchers have proposed soil-based carbon sequestration. Soil-based
carbon sequestration slows the decomposition of crop residues by shifting more organic carbon
into soil nutrients to reduce atmospheric emission. Past research has reported differences in
rates of crop residue decomposition across species. Because biomass composition varies across
maize varieties, we hypothesize that rates of decomposition differ across maize genotypes. To
investigate, we collect stover samples from 14 different maize genotypes. We incubate these
samples and measure the CO2 flux rate from each sample over 164 days. We model the logarithm
of the CO2 flux as a sum of genotype, day, and genotype-by-day interaction effects as well as
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several other important fixed and random factors. The results indicate that, for all genotypes,
the CO2 flux rate follows an exponential decay curve over time and that the rate is faster
for around the first 10 days (stage 1) and slows down after that (stage 2). In addition, each
genotype also has its own variety specific decay rate in these two stages. F -tests suggest
significant differences among maize genotypes with respect to the accumulated CO2 emission
in stage 1, stage 2 and the entire 164-day period. We also investigate relationships of the CO2
emission and the lignin content. Analysis results indicate potential for development of maize
genotypes with enhanced carbon sequestration capability.
4.1 Introduction
It has been reported that over the last century, global temperatures have risen between 1 and
1.4 degrees fahrenheit (National Research Council of the National Academies, 2006; National
Oceanic and Atmospheric Administration, 2010) due to increasing carbon dioxide emission. The
rising level of the atmospheric carbon dioxide (CO2) is changing the earth’s hydrologic climate,
agriculture system and living environment (Knutson and Tuleya, 2004; Webster et al., 2005;
Sabine et al., 2004; Barry, 2010). With warmer temperatures, agriculture will face longer and
drier growing seasons. The soil organic matter content may decline, and plant available water
capacity (Veihmeyer and Hendrickson, 1927) may decrease. The Intergovernmental Panel on
Climate Change (IPCC) proposed soil-based carbon sequestration as one potential method for
slowing the increase in atmospheric CO2 (Metz et al., 2005). Carbon sequestration here means
to slow down the decomposition of crop residues such that more residual carbon is transferred to
be soil organic matter improving the soil fauna activity rather than emitted to the atmosphere.
The idea of soil-based carbon sequestration achieves two goals at the same time. On one hand,
it alleviates carbon dioxide emission from crop residues, and on the other hand, it enriches soil
organic matter and enhances soil quality.
Given fixed levels of other important factors (climate, tillage etc.), the rates of biomass
decomposition vary across crops due to the different biomass composition. As pointed out by
past research, biomass composition is a good predictor for the rate of decomposition (Melillo
et al., 1989; Heal et al., 1997; Silver and Miya, 2001; Johnson et al., 2007). Because biomass
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composition varies across maize genotypes, we hypothesize that there is a difference among
maize genotypes in their rates of decomposition and ability for carbon sequestration.
To address this hypothesis, we conducted a longitudinal experiment with 14 different maize
genotypes. We collected crop stover samples for these genotypes after harvesting and incubated
the samples for over 164 days. We measured carbon dioxide flux from each sample during
incubation. The amount of carbon dioxide flux indicates the rate of biomass decomposition and
the ability of carbon sequestration. The results demonstrate that there are differences among
maize genotypes in the rates of carbon dioxide flux as well as the patterns of flux over time.
Furthermore, our analyses indicate strong correlation between lignin content and the amount
and pattern of CO2 emission. Therefore, there is a potential to develop “Carbon Capturing
Crops” to enhance carbon sequestration through genetic methods.
This paper is organized as follows. Section 2 introduces the experimental design and data
collection. Section 3 presents our statistical model and the estimation of carbon dioxide emis-
sion. Section 4 investigates the lignin content association with carbon dioxide emission. Section
5 gives conclusions.
4.2 Experimental Design and Data Collection
In order to investigate genetic variation among maize varieties in carbon sequestration, we
collected two stover samples (biological replicates) from each of 14 maize genotypes. The 14
genotypes are (in alphabetic order) B73, bm1, bm2, bm3, bm4, CML103, CML277, CML52,
Hp301, Mo17, Mo18W, Ms71, NC350 and Oh43. The genotypes bm1, bm2, bm3 and bm4 are
four mutant types of B73. In order to estimate the amount of carbon dioxide emission only due
to crop residues, we also collected two soil samples without crop residues as a control.
For each of the 15 genotypes (including the control type), there were 2 biological replicates,
and each biological replicate was split into two technical replicates. These 60 samples (15
genotypes × 2 biological replicates × 2 technical replicates) were separately incubated in 60
pots of the same size (20 cm in diameter and 10 cm in depth). These pots were randomly placed
on 6 shelves with 10 pots per shelf. The arrangement of the 60 pots on each of the shelves is
summarized in Appendix A. The shelves were placed in a greenhouse with controlled room
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temperature and moisture. Shelves and positions on these shelves are two blocking factors.
The first day of incubation was recorded as day 1 (January 10th, 2011). From day 1 to day
164, the rate of carbon flux (umol/(m2 × s)) was measured on 45 selected days for all 60 pots.
The 45 selected days are listed in Appendix A. On each of the 45 selected days, CO2 flux rate
was measured continuously for 5 minutes on two occasions for each of the 60 pots. Then, the
two continuous measurements were averaged to obtain one observation of the flux rate. The
daytime soil temperature (celsius) and moisture (% of water content in soil) were recorded
because temperature and moisture have been reported to be influential for carbon dioxide
emission. From day 57 to day 164, only one technical replicate of each biological replicate was
measured. Among the total of 2,220 potential observations, 45 were missing.
4.3 Statistical Modeling and Estimation of Carbon Dioxide Emission
Let fijkl denote the observation of CO2 flux rate for technical replicate l (l = 1, 2), biological
replicate k (k = 1, 2), and genotype i (i = 1, . . . , 15) on day j (j ∈ {1, . . . , 164}). Let yijkl =
log(fijkl). We model yijkl as
yijkl = µ+ gi + dj + (gd)ij + βmmijkl + βttijkl + s(ikl) + p(ikl) + bik + eijkl, (3.11a)
where gi is a fixed genotype i effect, dj is a fixed day j effect, (gd)ij is the interaction effect
for genotype i and day j, and mijkl is the moisture measurement and tijkl is the temperature
measurement for genotype i, day j, biological replicate k, and technical replicate l. We use
s(ikl) and p(ikl) to, respectively, denote the random shelf effect and the random position effect
for genotype i, biological replicate k, and technical replicate l. The random shelf and position
effects capture the unknown factors that could affect CO2 emission at the shelf and position
levels. bik denotes the random biological replicate effect that could influence the CO2 emission
for the two technical replicates split from the same one biological replicate.
We assume that random shelf effects are independent with s(ikl)∼N(0, σ2s), random position
effects are independent with p(ikl)∼N(0, σ2p), and random biological effects are independent with
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bik∼N(0, σ2b ). Furthermore, we assume eijkl ∼ N(0, σ2e), where for measurements of the same
technical replicate on two different days j and j′, we modeled Cov(eijkl, eij′kl) = σ2eρ|j−j
′| where
ρ ∈ (0, 1), and the random errors of different technical replicates are mutually independent. This
covariance structure was selected by the Akaike information (AIC), Bayesian information (BIC)
and corrected Akaike information (AICc) criteria from several alternative variance-covariance
structures. In addition, we also assume mutual independence between any two different random
effects.
The estimated coefficients of covariates are βˆm=1.2590, βˆt=0.03613, and the estimated vari-
ances of random effects are σˆ2s=0.000790, σˆ2p=0.003379, σˆ2b=0.001187. The estimated parame-
ters for the error variance-covariance matrix are σˆ2e=0.03301 and ρˆ=0.7784. The tests on the
fixed effects show that the day effects, genotype by day interaction effects, temperature and
moisture effects are all significant with p-values less than 0.0001. The genotype effects are not
tested to be significant at the level of 0.05, however, since their interaction effects with days are
significant and it is an effect we want to investigate, we include it in the model. The denomi-
nator degrees of freedom in tests are computed by the Kenward-Roger (kr) method. The tests
on differences among the simple effects of genotypes within each day (see Appendix B) indicate
that there is a genotype variation in the amount of carbon dioxide flux rate (log-scaled) on the
day 2, 3, 4, 11, 31, 59, 80, 92, 94, 106, 108 and 162.
The greenhouse temperatures at day (from 7:30 A.M. to 9:30 P.M.) and night (from 9:30
P.M. to 7:30 A.M.) were regulated at different levels. Room temperature could influence the soil
temperature and consequently the flux rate. Though we had measurements of soil temperature
during the day, we did not measure soil temperature at night. From the relationship of room
temperature and soil temperature during the day, we extrapolated the night soil temperature
from the night room temperature. The details of the extrapolation are in Appendix C. Based on
the approximated soil temperature at night and the estimated coefficient βˆt for the temperature
effect, we adjusted the estimated daytime carbon flux rate to estimate the nighttime carbon
flux rate. The soil moisture levels were maintained nearly constantly during the day and the
night.
In order to estimate total CO2 emission on a given day, we separately estimated the flux
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rate during the daytime and the nighttime, and the estimated flux rate for a day is a weighted
sum of the daytime flux rate and the nighttime flux rate. Let yˆij,day and yˆij,night denote the
estimated logarithm of carbon dioxide flux rate of genotype i on day j while temperature is set
at the mean level of the daytime and nighttime of day j, respectively. Therefore, the estimate
of the logarithm of CO2 flux rate for genotype i on day j, yˆij , was computed as
yˆij = yˆij,day ×
14
24
+ yˆij,night ×
10
24
, (3.11b)
because 14 hours of a day was regulated at the day temperature level and 10 hours at the night
level.
We use fˆij = exp(yˆij) to estimate the CO2 flux rate for genotype i on day j. Because the
unit for fˆij is umol/(m2 × s), we convert it to mol/(m2 × day) to estimate the total CO2 flux
on day j for genotype i by multiplying 60 seconds × 60 minutes × 24 hours and then divided
by 106. After subtracting the estimated CO2 emission of the control type, the estimated CO2
emissions from crop residue decomposition across 14 genotypes and 164 days are plotted in
Figure 4.1. Figure 4.1 suggests a general flux rate pattern for all genotypes, i.e. the flux rate
is fast for around the first 10 days and starts to slow down after that. The general flux rate
pattern over time roughly follows an exponential decay curve.
The accumulated CO2 flux for genotype i over several days can be estimated as the area
under the curve in Figure 4.1. Specifically, let day j and day j′ (j′>j) are two adjacent days
in the 45 selected observation days. Then, the accumulated CO2 emission from after day j to
day j′ for any genotype i is computed as fˆij+fˆij′2 × (j′ − j). We estimate the accumulated CO2
emission over several days by summing up estimated accumulated CO2 between adjacent days.
We calculated the accumulated CO2 emission from day 1 to day 10 (stage 1), from after day 10
to day 164 (stage 2) and the entire 164 days for each genotype. We summarize the results in
Table 4.1. The rankings of accumulated fluxes across genotypes for stage 1 and 2 in Table 4.1
indicate that the genotypes that flux more in stage 1 tend to flux less in stage 2, and vice versa.
Figure 4.2 depicts this result also, which suggests variety specific flux patterns across maize
genotypes. With respect to the total flux for the entire 164 days, the genotype emitting the
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Figure 4.1 Estimated CO2 flux from crop residue decomposition across 14 genotypes and 164
days.
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Figure 4.2 Estimated accumulated CO2 flux from crop residue decomposition for each geno-
type for the first 10 days and last 155 days.
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least CO2 (Mo17) is about 77.45% of the genotype emitting the most (CML277) as shown in
the last second column of Table 4.1. We compared the total amount of carbon decayed (emitted
as CO2) with the initial organic carbon in the stover samples and found that around 40–50%
of the organic carbon was decayed across genotypes (see the last column of Table 4.1).
Table 4.1 Estimated accumulated flux (mol/m2) for two stages and the entire 164 days.
Genotype Day 1 to Ranking Day 10 to Ranking Total % w.r.t. % carbonDay 10 (decreasing) Day 164 (decreasing) top flux emitted
CML277 2.80 8 15.79 2 18.60 100.00 52.0
bm3 2.21 13 15.84 1 18.04 97.03 49.6
B73 2.08 14 15.69 3 17.75 95.44 50.8
NC350 2.86 6 14.70 4 17.56 94.43 50.1
CML52 2.95 4 14.52 5 17.48 93.98 48.7
CML103 2.75 9 14.06 6 16.81 90.41 48.1
Oh43 2.91 5 13.89 7 16.80 90.33 47.3
Mo18W 2.84 7 13.85 8 16.69 89.76 47.9
Ms71 3.35 2 13.16 11 16.51 88.76 46.4
bm1 2.40 12 13.69 9 16.09 86.51 46.1
bm4 2.51 11 13.37 10 15.88 85.40 46.5
Hp301 3.35 1 11.75 13 15.10 81.19 43.9
bm2 2.69 10 11.92 12 14.61 78.58 41.3
Mo17 3.13 3 11.27 14 14.40 77.45 42.1
To determine if there are significant differences among genotypes with respect to the ac-
cumulated CO2 emission for stage 1, stage 2 and the entire 164 days, we compare the areas
under the curves under the log-scale (by using yˆij ’s instead of fˆij ’s) across genotypes excluding
the control type. The method of computing the areas under the curves under the log-scale is
the same as the method for computing accumulated CO2 using fˆij ’s. We test the hypothesis
under the log-scale rather than the original scale, because observations are correlated under
the original scale (samples on the same shelf, at the same position or from the same biological
replicates, etc.), it is hard to compute the correct variances used in hypothesis testing. Under
the log-scale, the accumulated carbon flux across maize genotypes are significantly different for
stage 1, stage 2 and the entire 164 days with p-values 0.0005, 0.0110 and 0.0262, respectively.
In addition, we also develop tests under the original scale (using fˆij ’s) where the variances
in tests are estimated through the multivariate delta method. Let X′i,j denote the design matrix
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for the fixed effects of genotype i and day j; β denotes the vector of fixed effects; X denotes
the design matrix for the fixed effects; Z denotes the design matrix for the random effects; G
denotes the variance matrix for the random effects; and R denotes the variance matrix for the
error terms. We define
θ =

θ1,1
...
θ1,45
θ2,1
...
θ14,45

=

X′1,1β
...
X′1,45β
X′2,1β
...
X′14,45β

, and (3.11c)
g(θ) =

g1,1(θ)
g1,2(θ)
...
g1,45(θ)
g2,1(θ)
...
g14,45(θ)

=

eθ1,1
eθ1,2
...
eθ1,45
eθ2,1
...
eθ14,45

=

eX
′
1,1β
eX
′
1,2β
...
eX
′
1,45β
eX
′
2,1β
...
eX
′
14,45β

. (3.11d)
The multivariate delta method says that if θˆ ·∼ N(θ,Σ), then a vector of functions of θ,
g(θˆ), approximately follows a multivariate normal distribution that g(θˆ) ·∼ N(g(θ),D′ΣD).
Based on the above definitions of θ and g(θ), we have
D =

∂g1,1(θ)
∂θ1,1
∂g1,2(θ)
∂θ1,1
· · · ∂g14,45(θ)∂θ1,1
∂g1,1(θ)
∂θ1,2
∂g1,2(θ)
∂θ1,2
· · · ∂g14,45(θ)∂θ1,2
...
...
. . .
...
∂g1,1(θ)
∂θ14,45
∂g1,2(θ)
∂θ14,45
· · · ∂g14,45(θ)∂θ14,45

=

eθ1,1 0 · · · 0
0 eθ1,2 · · · 0
...
...
. . .
...
0 0 · · · eθ14,45

, and (3.11e)
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Σ = Var(θ) = Var(X′β) = X′(ZGZ′ + R)−1X. (3.11f)
Let C be a properly chosen matrix such that Cg(θ) is a vector containing the difference of
accumulated CO2 emission between two genotypes, i.e.
Cg(θ) =

accumulated CO2 for genotype 1 - accumulated CO2 for genotype 14
accumulated CO2 for genotype 2 - accumulated CO2 for genotype 14
...
accumulated CO2 for genotype 13 - accumulated CO2 for genotype 14

.
(3.11g)
Then, the hypothesis we want to test is
H0 : Cg(θ) = 0 vs. Ha : Cg(θ) 6= 0. (3.11h)
Under the null hypothesis H0, (Cg(θ))′[CVar(g(θ))C′]−1(Cg(θ))
·∼ χ2rank(C). We use
̂Var(g(θ)) = D̂′Σ̂D̂ to replace Var(g(θ)) in tests. Choosing proper matrix C for testing genetic
variation across genotypes for stage 1, stage 2 and the entire 164 days, respectively, the testing
p-values are 0.0215, 0.0317 and 0.0881, which shows that there is strong evidence to support the
claims that there is significant difference among genotypes for stage 1 and stage 2 with respect
to the accumulated CO2 flux, and there is weak evidence to support the claim that there is
significant difference among genotypes for the entire 164 days with respect to accumulated CO2
flux. These tests, along with other statistics in this sections, demonstrate a genetic variation
among genotypes in the rates and patterns of carbon emission and decomposition.
4.4 Analysis of the Association of Lignin Content with CO2 Emission
Lignin is a complex chemical compound that is hard to decompose. We hypothesize that the
lignin content (% of insoluble residues in the stover sample) is correlated with CO2 emission.
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We separately computed the correlations of lignin content and the accumulated CO2 emission
for stage 1, stage 2 and the entire 164 days, and the correlations are -0.778, 0.791 and 0.677,
respectively. These Pearson correlation coefficients are each significantly different from 0, with
p-values 0.001, 0.001 and 0.008 for stage 1, stage 2 and the entire 164 days, respectively. The
scatter plots of the estimated accumulated CO2 emission and the lignin content are in Figures
4.3(a), 4.3(b) and 4.3(c).
Let r1:j denote the correlation of lignin content and the accumulated flux from day 1 to day
j, and let rj:164 denote the correlation of lignin content and accumulated flux from after day
j to day 164. We calculated r1:j and rj:164 for j = 2, . . . , 162 and plotted these correlations in
Figure 4.4. As shown in Figure 4.4, |rj:164 − r1:j | is maximized over j = 2, . . . , 162 at j = 10,
the day chosen to mark the end of stage 1 and the beginning of stage 2.
To determine if the between-stage discrepancy in the correlation between flux and lignin is
statistically significant, we conducted the following permutation test. We permuted the observed
lignin contents among the 14 maize genotypes P = 10, 000 times. For each permutation p (p =
1, · · · , P ), we calculated maxp = max {|rj:164 − r1:j |, j = 2, . . . , 162} using the lignin contents
assigned to the genotypes according to permutation p. Then we used max1, . . . ,maxP to form
the null distribution of the original test statistic max {|rj:164 − r1:j |, j = 2, · · · , 162} = 1.569.
Compared with this null distribution, max {|rj:164 − r1:j |} = 1.569 is at the 0.01% of the upper
tail of the distribution. Therefore, we conclude that the discrepancy between stage-specific
correlation coefficients is statistically significant, which in this case means that the discrepancy
in correlation coefficients is much larger than would be expected if lignin content and flux were
unassociated.
4.5 Conclusions and Discussion
World agriculture systems are threatened by the global climate change due to the increasing
level of atmospheric carbon dioxide. Researchers have proposed the soil-based carbon seques-
tration method to slow down the crop residue decay and direct more organic carbon in residues
to soil nutrients rather than CO2 emission into the atmosphere. We designed and implemented
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Figure 4.3 Correlation of estimated CO2 flux and lignin content. (a) Correlation of estimated
total CO2 flux from day 1 to day 10 and lignin content. (b) Correlation of estimated
total CO2 flux from day 10 to day 164 and lignin content. (c) Correlation of
estimated total CO2 flux of the entire 164 days and lignin content.
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Figure 4.4 Correlations of lignin content and accumulated flux of two stages when choosing
different days to define the break point between stage 1 and stage 2.
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an experiment to investigate the rate of decomposition across maize genotypes by incubating
the crop stover samples and measuring the carbon flux rate from each genotype over 164 days.
We fitted a regression model by modeling the logarithm of carbon flux as a sum of genotype,
day, and genotype-by-day interaction effects as well as several other important factors. The
results suggest that there is genetic variation in maize species with respect to both rates and
patterns of carbon emission over time. We also observed strong correlations between lignin
contents and the amount and pattern of carbon dioxide flux over time. Based on the analysis
results in our experiment, we concluded that it is possible to develop maize genotypes for carbon
sequestration purpose.
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4.6 Appendix
4.6.1 Appendix A: Observation Days and Placement of Samples.
The 60 samples are randomly placed on the 6 shelf levels with 10 positions on each shelf
as summarized in Table 4.2. The black color is for the biological replicate 1 technical replicate
1; the red color is for the biological replicate 1 technical replicate 2; the blue color is for the
biological replicate 2 technical replicate 1; and the pine green color is for the biological replicate
2 technical replicate 2.
Table 4.2 Arrangement of 60 samples on 6 shelf levels with 10 positions on each shelf.
XXXXXXXXXXXPosition
Shelf 1 2 3 4 5 6
1 Oh43 bm4 CML277 Hp301 Mo17 B73
2 NC350 CML52 NC350 NC350 B73 Oh43
3 bm1 Mo17 Oh43 Mo17 bm3 bm1
4 bm3 Mo18W CML52 Control Ms71 CML277
5 Mo17 CML227 bm4 CML103 NC350 bm2
6 B73 bm1 B73 Mo18W CML52 Mo18W
7 Hp301 bm2 bm3 CML52 Oh43 CML103
8 Control CML103 bm2 bm4 Hp301 bm3
9 Ms71 Control Mo18W Ms71 bm1 bm4
10 CML103 Ms71 Hp301 bm2 CML277 Control
The 45 observation days are day 1, 2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, 15, 16, 17, 19, 22, 26,
29, 31, 33, 36, 38, 40, 43, 45, 47, 50, 52, 57, 59, 64, 66, 78, 80, 92, 94, 106, 108, 120, 122, 134,
136, 162 and 164.
4.6.2 Appendix B: Fitting Results for Genotype Effect
We tested the differences among the simple effets of gentypes within each day. The test
results are listed in the following table.
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Table 4.3 Testing simple genotype effects within each day.
Day Numerator Denominator F Value Pr > FDegrees of Freedom Degrees of Freedom
1 13 663 0.43 0.9592
2 13 674 7.22 <.0001
3 13 649 4.01 <.0001
4 13 620 2.71 0.0010
5 13 624 1.07 0.3843
7 13 648 0.56 0.8837
8 13 652 1.59 0.0834
9 13 648 1.51 0.1070
10 13 649 0.94 0.5102
11 13 649 1.86 0.0320
12 13 649 1.23 0.2506
13 13 648 0.55 0.8910
15 13 661 1.54 0.0974
16 13 648 0.72 0.7423
17 13 661 0.58 0.8737
19 13 661 0.51 0.9189
22 13 661 0.52 0.9122
26 13 675 0.42 0.9639
29 13 675 0.59 0.8641
31 13 661 2.89 0.0004
33 13 661 0.58 0.8700
36 13 650 0.94 0.5093
38 13 661 0.93 0.5163
40 13 648 1.23 0.2560
43 13 649 0.73 0.7335
45 13 119 0.81 0.6517
47 13 248 1.69 0.0631
50 13 674 1.56 0.0910
52 13 687 1.18 0.2899
57 13 1112 0.88 0.5729
59 13 1094 3.05 0.0002
64 13 1096 1.25 0.2356
66 13 1111 1.06 0.3901
78 13 1095 1.11 0.3445
80 13 1110 2.95 0.0003
92 13 1096 2.40 0.0035
94 13 1093 5.96 <.0001
106 13 1095 2.26 0.0062
108 13 1093 3.76 <.0001
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Table 4.3 (Continued)
Day Numerator Denominator F Value Pr > FDegrees of Freedom Degrees of Freedom
120 13 1095 0.60 0.8527
122 13 1093 0.55 0.8922
134 13 1095 0.63 0.8296
136 13 1092 0.64 0.8199
162 13 1095 4.42 <.0001
164 13 1092 0.24 0.9974
4.6.3 Appendix C: Extrapolation of Nighttime Soil Temperatures
The greenhouse room temperatures were changed across seasons. From day 1 to day 58,
the room temperatures were for winter season, from day 58 to day 143, the room temperatures
were regulated for early spring, and after day 143, the temperatures were changed for summer.
This is shown in Figure 4.5. The room temperatures in the greenhouse were measured every 15
minutes, which are plotted as black dots in the figure. The measured soil temperatures on the
45 observation days are plotted as green dots in the figure.
We plot the room temperatures of the 45 observation days in Figure 4.6. The pink points
are the room temperatures, where there are two separate bands. The lower band is for the
winter days, and the higher band is for the spring and summer days. It also shows that the
room temperatures are nearly constant during the day (14 hours) and the night (10 hours) for
each season, respectively. The light blue points are the soil temperature measurements on 45
observation days for 60 samples, which suggests that the soil temperatures are lower than the
room temperatures in general.
The scatter plot of the room and soil temperatures is in Figure 4.7. A linear model was fitted
to the plot, which indicates a linear relationship of the soil temperature (tsoil) and the room
temperature (troom) as tsoil = 11.97 + 0.43× troom. We could also fit curve with a second order,
but the fitted curve does not deviate much from the straight line. We used this fitted linear
model to extrapolate the night soil temperatures from the night greenhouse room temperatures.
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Figure 4.5 Room temperature and soil temperature measurements over 164 days. The black
points are for room temperatures measured by machines in the greenhouse, and
the green points are for soil temperatures measured by researchers.
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Figure 4.6 Temperatures of 24 hours across 164 days.
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Figure 4.7 Scatter plot of the daytime room temperatures and soil temperatures (celsius).
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CHAPTER 5. GENERAL CONCLUSIONS
In this dissertation, we developed models and methods for analyzing microarray data where
there are observations from hundreds of thousands of genes but only a few observations for each
gene, which is often called the "small n, large p" problem.
In Chapter 2, we developed a statistical model and method to borrow information both
across genes and experiments to improve the estimation of error variances for testing differ-
entially expressed genes. Our proposed approach was motivated by the fact that the same
microarray platforms have been used in many experiments to study the same or similar bio-
logical systems, and the same set of genes were repeatedly measured in all these experiments.
Thus, there is a potential to further borrow information across both genes and experiments to
improve statistical inferences for each gene in each experiment. Our idea of borrowing informa-
tion from both genes and experiments could be further adapted for next-generation sequencing
technology.
In Chapter 3, we developed a hierarchical model for estimation and testing gene expression
heterosis for microarray experiments. The most commonly used estimators in practice underes-
timate high-parent and low-parent heterosis. Though the estimator for the mid-parent heterosis
is unbiased, with only a few observations from each gene in a typical microarray experiment,
the estimation is not accurate and precise. Using an empirical Bayes method, our proposed hi-
erarchical model permits information sharing among genes and alleviates the bias in estimating
the high-parent heterosis and the low-parent heterosis as well as improving the estimation of
mid-parent heterosis. We test gene expression heterosis based on posterior probabilities. Our
method could be further developed to consider correlations of latent variables in the hierar-
chical model. It could also be adapted to help analyze data from next-generation sequencing
experiments.
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In Chapter 4, we hypothesize that the rates of decomposition among maize varieties are
different, and if this is true, it is possible to develop maize genotypes to reduce the carbon
emission from crop residues. We designed and implemented a longitudinal experiment with
14 maize varieties. We measured carbon dioxide flux from each genotype over 164 days. We
modeled the logarithm of carbon dioxide flux as a sum of several important fixed and random
factors. The fitting results suggest significant differences among maize genotypes with respect
to the amount and pattern of carbon dioxide flux over time. We also found strong correlation
of lignin content with the amount and patter of flux over time across genotypes. These analysis
results indicate the potential of developing “carbon capturing crops”.
