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We prove existence and multiplicity theorems for nonlinear elliptic boundary 
value problems with noninvertible linear parts. It is considered the case in which 
the kernel of the linear part is unidimensional and the nonlinearity is taken 
either bounded or sublinear at infinity. Applications to nonlinear elasticity are 
giViYl. 
This paper deals with existence and multiplicity results for nonlinear elliptic 
Dirichlet problems of the type 
-C (-1)lal P(a,,D%) + A,24 +f(x, U) = g on Q, 
laJ=JSI=m. (0.1) 
Bu =0 on 852, 
where 3~ = C (--l)l”l D”(u,~ Dsu) is an uniformly elliptic formally self- 
adjoint operator, defined in the open bounded set Sz C R”, B denotes the Dirichlet 
boundary conditions, and A, is a simple eigenvalue of -3% = Au, Bu = 0. 
Our starting point has been the paper [21] of Landesman and Lazer. They 
assumef(S) +-f(&co) as s + &co and 
f(-m) <f(s) cf(+m) (0.2) 
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and are able to prove a necessary and sufficient condition for (0.1) to be solvable. 
For a short and elegant proof see Hess [17]. S everal people have extended the 
Landesman and Lazer result in various directions (see [l 1, 15, 16, 18, 22, 
27-29],...). 
While all these papers are concerned with existence theorems, it is our main 
purpose to study (0.1) also with respect to the existence of multiple solutions 
(only in [27] multiplicity results are given but for odd nonlinearities using 
minimax arguments). 
The approach we use is a global version of the classical Lyapunov-Schmidt 
method. A similar procedure has been employed by De Simon and Torelli [12] 
in a hyperbolic equation (see also [25]) and by Berger and Podolak [9] and by 
Fucik [ 141 (cf. also [23]) to study a problem treated by Prodi and the first author 
in [5] by means of a global inversion theorem in presence of singularities. 
Roughly speaking, we project (0.1) on [WV, and on ([WV,)’ where V~ is an eigen- 
function corresponding to &. , and obtain an equivalent system of two equations. 
Under the assumption 
A,-, < const < h, + fs’(x, s) < const < h,,, (0.3) 
(Xi eigenvalues of the linear problem) the equation on (Rv,)~ can be uniquely 
solved and thus the problem is reduced to the study of a function on [WV, , whose 
behavior at infinity is related to thef one. 
Before stating our results about multiplicity, we give in Section 4 a general 
theorem on solvability of (0.1): Vg E lV212(Q), set g, = g - (sgv,)v, , there 
exist a -~1 < c~, such that if J-gv, E ]gB1 , 
J-m 6 k%, > 
ag,[, (0.1) has solutions, while if 
agl] then (0.1) has no solution. Such _a, and ag, are related with the 
lim inff(s) and lim supf(s). Iff 1 a so satisfies (0.2) me can obtain the Landesman 
and Lazer theorem as a corollary. Even if these kinds of existence results are 
essentially known we preferred to give our proof as for the elementary arguments 
used, as well as for the sake of completeness and homogeneity. Moreover such 
method of proof enables us to obtain the multiplicity results too, which are new. 
Section 5 is devoted to such arguments. A typical situation is illustrated by the 
equation 
Au + x,u + & = g, (0.4) 
We show (Theorem 5.2) that for every g E r@‘(Q) there exist CZ,~ < 0 < c?!~ 
such that (0.1) has solutions if and only if as, < sgvx, < gQ . Moreover If 
jgvk E lcz,, , O[ u IO, gfl[ then (0.1) h as at least 2 distinct solutio&. 
In Section 6 we consider the particular case h, = X, and assume 9 is a second- 
order operator in such a way that v1 can be taken positive in Q. Then results 
precise enough can be proven, as uniqueness or multiplicity. 
The method above applies, with a few more technicalities, when either 
f(s) + -co as s - + 0~) or f(s) - + co as s --j. -co or both. This situation is 
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studied in Part II of the paper; the same results as above can be proven, but now 
either _a”r or g0 or both are allowed to be infinite. Also in this case multiple 
solutions occur.’ To illustrate this sort of result, we consider in Section 10 an 
application to nonlinear elasticity: Precisely we study the equilibrium states of a 
clamped plate subjected both to an external force g and to forces along the edge. 
Using the global Lyapunov-Schmidt method in connection with a global 
inversion theorem for mappings with singularities, we are able to prove that, if g 
is small enough and under suitable forces along the boundary, then the plate 
possesses at least three distinct solutions. 
In general, with respect to earlier papers our method has the disadvantage to 
have to assume (0.3) and the simplicity of h, , but, besides weakening the 
asymptotic hypothesis, it permits us to obtain more precise results for the 
existence of multiple solutions, which are new. In particular our result in the 
case f(+ co) = f(-ok) = 0 improves those of [16, 181, as well as the applica- 
tions to nonlinear elasticity extend earlier results [26]. Moreover, many of the 
results above are connected with some of those contained in a recent paper by 
Kasdan and Warner [19]. They study, among other topics, equations such as 
(0.1) with h, = X, and second-order -Y using lower and upper solutions. Besides 
stating more precise results we weaken the two assumptions above. 
We begin with Section 1 devoted to preliminaries and notations, while in the 
Appendix we list some known results which we need such as global invertibility. 
A preliminary communication of this paper, as well as other related results, 
has been given in a seminar on at ICTP, Miramare, Trieste [4]. 
Essentially, the case of multiple eigenvalue X, can be treated in the same way, 
even if the statements we can prove are not so detailed. Such results will be given 
in a future paper. 
We wish to thank Hess for indicating references [16, 181. 
1. NOTATIONS 
Let Q be a bounded open subset of RN with boundary aQ. We will denote by 
11 u 11 the norm in E = Wr*“(Q), where the usual Sobolev space notations are 
employed, by II u hp the D’(Q) norm, and by // u (1s the norm in L’(Q). The 
scalar product in E will be indicated by (u, ZI),, while (u, V) denote the scalar 
product in L*(Q). 
Let us consider the formal differential operator 
In what follows we shall assume 
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Set, for u, v E E, 
((u, v)) = j c ua6 Dau D’k. (1.1) 
JJ lol=jB[=rn 
9, jointly with the Dirichlet boundary condition Bu = 0, defines by the 
position (Lu, v),,, = -((u, w)) a linear bounded self-adjoint operator of E in E, 
with infinitely many eigenvalues 0 < hi < h, < ... and a corresponding 
complete orthonormal set of eigenfunctions V, , va ,... . We remember that X, 
has the variational characterization: 
X, = min 
I 
=::~~E,(o,o~)=O,i=1,2 ,..., K-l. 
II v 11: I 
U.2) 
Let us denote by L,: E -+ E the linear operator defined by (L,u, w), = 
(Lu, v), + &(u, v). Letf(x, s): Q x Iw --F [w be a function such that 
(H2) f is measurable in x E Q Vs E R, and f e Q1 in s a.e. in Q 
We shall denote by f’(x, s) the derivative (a/&)f(x, s). For notation simplicity 
we shall writef(S), f’(s) forf(x, s),~‘(x, s). 
Given i E L’(O), we will deal with the boundary value problem 
924 + x,u +f(x, 24) = ,&j on Q, 
Bu = 0 on a;2. 
(1.3) 
In Part I we will consider the case in which f is bounded, while in Part II, f shall 
allow to be unbounded. 
PART I: BOUNDED NONLINEARITIES 
2. THE GLOBAL LYAPUNOV-SCHMIDT METHOD 
In all Part I, besides assuming (Hl) and (H2) we shall suppose: 
(H3) X, is a simple eigenvalue, 
(H4) h,-, < const < h, +f’(s) < const < h,+r if K > 1; const < 
A, +f’(s) -( const < X, , 
(H5) f is bounded. 
To study (1.3) we begin to convert it in an operator equation in E. In fact the 
weak solutions of (1.3) are the u E Wan* such that 
224 AMBROSETTI AND MANCINI 
and therefore they are the solutions of 
L,u + F(u) = g u E Fv~~2(Q), (2.0) 
where F: E + E and g are respectively defined by 
and 
w E E. 
We remark that F is a V mapping in E, by H4 and H5. 
Denoted by V the kernel of L, and by V1 his L2-orthogonal complement, it 
results E = V @ Ir-L, and thus every u E E can be put in the form u = ta, + w, 
w E I’“. Let P and Q be the projectors on I’ and Vl, respectively. Applying P 
and Q to (2.0), we obtain 
L,w + QF(%. + w) = Qg, (2.1) 
PF(tc, + w) = Pg. (2.2) 
The following lemma is evident. 
LEMMA 2.1. Problem (2.0) is equivalent to the systems (2.1) and (2.2). 
Now we begin to study (2.1). Fixed t in R, we denote by Qt the following 
mapping from V-’ in itself: 
c&(w) = L,w + QF(tv, + w). 
In the lemma below we will show (2.1) is uniquely solvable Vg E E, Vt E R. 
For the proof we need some results on the global inversion of mappings between 
Banach spaces. For the reader’s convenience we shall quote in the Appendix the 
main results we use; for more details we refer, for example, to [25]. 
LEMMA 2.2. Let (HI)-(HS) be satisfied. Then Vt E [w Qt is a globaf difleo- 
meorphism from V1 onto itself. 
Proof. By Proposition A.2 it suffices to show: 
(1) Qt is locally invertible in every point w E V-$ 
(2) at is proper. 
For (1), let us consider the Frechet differential of a,: 
c&‘(w): z + L,z + QF’(tv, + w)z, ZE V1. 
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We shall prove the equation Qt’(w)z = 0 has only the zero solution, and then 
Lemma A. 1 will give (1). Set V1 = IV1 @ IV, , with IV, = span (vi , i > k + l), 
l%; = span (zyr ,..., zlk-J z = a1 + aa, z E VL, ai E Wi, i = 1, 2, and nTTi the 
projections on It,: . From 
L,z + QF’(ta, + m)z = 0 (2.3) 
it follows 
L,z, + 7rlQFp, f w)z = 0, (2.4) 
L,z, + n-‘,QF’(tq + w)z = 0. (2.5) 
from (2.4) and (2.5) we easily obtain 
= Jnf’(te, + w) z2’2 - J-Qf’(tw, + w) 2:. (2.6) 
Using (H4) from (2.6) it follows, for some E > 0, 
By the variational characterization (1.2) of the eigenvalues and since (xi , vi) = 0 
for i = 1 ... k, it follows that ((x2, aa)) ,< X,-i 11 za I!: and -((ai, zr)) < 
-&+r I/ a1 IIt . Then from (2.7) we obtain E 11 z &, < 0 and therefore (2.3) has 
only the solution z = 0. 
To prove (2) we observe L, has a bounded inverse Ton T’I. Eq. (2.1) is equiv- 
alent to w = TQ(g - F(tw, + w)). If g belongs to a compact set in E, since F 
is bounded by (H5), it is well known that w = TQ(g - F(tv, + w)) belongs to 
a compact set in E. Therefore cD~ is proper, and this completes the proof of the 
lemma. 
Fixed g in E we denote by wg(t) = w,,(t) the solution of Dt(w) -= Qg. The 
lemma below gives an a priori bound for zoL’, . 
LEMMA 2.3. Fixed g in E, 3c such that (/ wB(t)lI < c Vt. Moreover wg(t) is a %?” 
function of t. 
Proof. Using the same notations of Lemma 2.2, wg(t) satisfies 
q(t) = TQ(g - F(% + w)), 
then the first result easily follows. The fact that wg(t) is a ??l function is standard 
too. 
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We put the solution we(t) of (2.1) on the left-hand side of (2.2) and we obtain 
the equation TO(t) = S&k where 
rg(t) = r,,(t) = Jf(tvlL + wg(t)) Vk . (2.8) 
The next section is devoted to the study of (2.8). 
3. STUDY 0~ rg(t) 
Let us introduce the following symbols 
‘+ = j-,+f(+=)) ‘k + j” J(-=)) vk; 
a- 
b- = 1,+f(-‘%) Vk + 1 f(+a) ok, 
l-- 
6+=~n+f(+m)Vk+~Qmf(-m)Vk; 
b-=,- f(-00)Vk+J‘n-f(+~)Vk, 
s;)+ 
where 
Q+ =.f&+ = (x E 9: t+(X) >o}, Q- = A?,- = {x E Q: Vk(X) < 0) 
The following lemma study the behavior of r. 
LEMMA 3.1. Let us assume (Hl)<H5). Then, for g in EJisEed: 
(i) lim sup,,,, TJr) < 6+, lim inf,,,, Pg(t) > _b+ 
(ii) lim suptePar, To(t) < 6-, lim inft+, To(t) > _b-. 
Proof. Consider 
]s,+f (t,Vk + wn) % + S,-f kvk + =‘n) %/T (3.1) 
where t, is any sequence with t, - +CO, and w, indicate ws(tn). By Lemma 2.3 
/I w, I/ 6 c, with c constant independent from t, , and therefore w, contains 
a subsequence, which we label w, too, such that w, + U? a.e. in Q. Then it 
follows that if x E a+ then t,v, + w, 4 $00 a.e., while if x E Qn- then 
tnvk + w, + --CO a.e. Moreover since f is bounded, an application of Fatou’s 
lemma leads to 
lim Sup f f (‘&k + wn> vk < Jn+ li~;yf(tnVk + wn) Vk < / *,++m Qf 
j( +a) Vk 
R+ 
(3.2) 
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and 
liET:p j f(Wr + w,) vIc < /Qdf(-m) wk. (3.3) 
n R- 
Equations (3.1), (3.2), and (3.3) imply lim sup rs(t) < b+. In the same way we 
can prove the other inequalities. 
LEMMA 3.2. Let US assume (HI)-(H5). Moreover Zet us suppose 
(H5’) f(zka) =J(ia) =f(zta). 
Then: 
(i) lim t-+oo Tg(t) = _b+ = 6+ = bf, 
(ii) lim,,-, Tg(t) = _b+ = 6- = b-. 
PYOO~. It is an immediate consequence of Lemma 3.1. 
4. THE GENERAL THEOREM 
We are now in position to state our main general theorem. 
THEOREM 4.1. Let us aSSume (Hl)-(HS). Then for every g E E there exist 
tz,, = lz, < zg = SQg with _a, < min(b+, 6-), a, > max@+, _b-) such that: 
0) if J.&h E kg , ii& then (1.3) has at least one soZution;l 
(ii) if j&~~ 6 [a, , go] then (1.3) has no solution. 
Moreover if we assume H5’, then a, < min(b+, b-) and So > max(b+, b-). 
Proof. By Lemma 2.3, Tg(t) is a continuous function of t. Then taking 
ge = inf(r,(t): t E R), Zg = sup(r,(t): t E R), it follows: If Jgv, E ]_a, , ag[ 
then the equation Tg(t) = jgv, h as at least one solution, while if g $ [a, , z,J 
then such an equation has no solution. Then Lemma 2.1 implies ug = t,v, + 
wg(tp) is a solution of (1.3). The bounds for gO , a, follow from Lemmas 3.2 and 
3.3 (for the case in which (H5’) is satisfied). This completes the proof. 
As corollary of Theorem 4.1 we can obtain the Landesman and Lazer result. 
THEOREM 4.2 (Landesman and Lazer). Assume (Hl)-(H5) and (H5’). 
Moreover let us suppose 
f(-a) <f(s) <f(fa)* (4.1) 
Then (1.3) has solutions if and onZy ij b- < sjvk < b+. 
1 If _a, = &g we intend ]a,, ci,[ = [g, , ~~1 = {a,}. 
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Proof. By (4.1) it follows that b- < b+. Moreover (4.1) also implies 
b- = I f(-a)% +/n-f(++k < /f@,Q 
Ca+ R 
< j- f(-mm)vk Tj f(+a~)vk = b+. 
n- bf 
Thus -a0 = inf FB(t) > b- and Z~ = sup rs(t) < b+. Since by Theorem 4.1 
ag < b- and %g > b+ it follows a, = b- and a, = bf. The “if” part is then a 
consequence of Theorem 4.1(i). The “only if” part is obvious. 
Similar results can be obtained if (4.1) isreplacedbyf(+co) <f(s) <f(-a). 
Remarks 4.3. (1) Theorem 4.1 gives no informations if min(b+, 6~) >/ 
max@+, _b-). However we shall see in Sections 5 and 6 that in many cases, under 
additional hypothesis on f, it is possible to show that -as < a, . 
(2) If for some g it results ge < min(6+, 6-), namely if (1.3) has solutions 
for jgv, < min(6+, 6-) then (1.3) h as one more solution for such a g. These 
multiplicity results will be investigated more precisely in what follows. 
5. SOME ~VULTIPLICITY RESULTS 
It is our goal in this section to prove that in many cases, a more precise 
hypothesis on f permit us to obtain stronger results, as the existence of multiple 
solutions. As an example of this kind of argument we will consider first the 
problem 
,$iil-l,l t-l)‘-“ W%3 Dau) + Xku + f (u) = 0 on Q, 
(5.1) 
Bu = 0 on Z?, 
where we assume f is independent on x and f(0) -= 0 in such a way that u = 0 
is a solution of (5.1) and we are looking for nontrivial solutions. The following 
proposition enables us to find them. 
PROPOSITION 5.1. Let us assume (Hl)-(H5) and (H5’). Moreover we suppose f 
is independent on x, f (0) = 0, f '(0) < 0, and 
f(-La)Jn+zjk +f(+m) J vk c 0 cf(-TXi) J z)k +f(+4 1 cR. (5.2) 
n- b- R+ 
Then (5.1) has at least two distinct nontrivial solutions uI f un # 0. 
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Proof. We use the same procedure as in Section 2. Here, since g = 0 and 
f(0) = 0, the equation on V’- 
L,w + QF(tv, + w) = 0 (5.3) 
has for t = 0 the solution w,,(O) = 0. Moreover, 
above, we have 
whith the same notations 
rO(o) = j,f (wO(o)) vk = o 
and 
r,‘(o) = j,f’(o)(@k + w,‘(o)) vk * (5.4) 
Since w,,‘(O) E I/‘I and f’(0) < 0, from (5.4) it follows r,‘(O) < 0. Last, since 
lim t++m To(t) = b+ and lim,,-, I’,,(t) = b- by Lemma 3.2, we obtain, using (5.2) 
lim To(t) < 0 < !nnm T&t). i---m 
Then the equation T,(t) = 0 has at least two nonzero solutions t, # t, # 0, 
and then zci = t,v, + w,,(t,), u, = t,v, + wUo(t,) are the required solutions. 
Next we will consider the case in which f (-a) = f (+ co) = 0. In a first 
version of the following theorem it was assumed on f a condition similar to that 
of [13]. The new assumption (see (5.6) below) is suggested us by two very recent 
papers [16, 181 which were brought to our attention by Hess. 
THEOREM 5.2. Consider the problem (1.3) and let us assume (Hl)-(H5) and 
(H5’). Moreover we suppose 
lim g(s) = p > 0. s++n (5.5) 
Then Vg E lV,Tn(G) ho0 = _a, < 0 < So = &og such that: 
(i) (1.3) has sohtions if and only if jivk E [_a, ~~1; 
(ii) if J&7, E 1~7~ , 0[ U IO, Z& then (1.3) h as at least two distinct solutions. 
Proof. Theorem follows from the arguments of Sections 2, 3, and 4, if we 
show that the function To(t) takes both positive and negative values. For this, we 
consider 
It results 
trg(t) = s, tf(tvk + wg(t>> vk * 
trg(t) = J.#v, + w&>)f(tvl; + w&H - I6 f(tv, + w&)> w&), (5.6) 
505/28/2-5 
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where 0 = {x E Q: Q(X) # O}. N ow, if t, + +co, then t,w, + w&t,,) tends, 
passing possibly to a subsequence, to + 03 (resp. -00) provided x E .Q+ (resp. 
x E Q-). In any case from (5.5) it follows 
The last integral in (5.6) tends to 0 for t, + + co, becausef(s) ---f 0 for s -+ f co 
(Hypothesis 5.5), f is bounded, and ws(tn) has a subsequence converging in 
L’(Q) by Lemma 2.3. Then from (5.6) we obtain 
tr,(t) + CL I Q I > 0 for t-+$-m 
The same arguments leads to 
tr&) + P I Q I > 0 for t--t-co. 
Then tTg(t) is positive for large 1 t 1, and the result follows. 
EXAMPLE 5.3. Consider the problem (see [16, 18, 191) 
Au + XL24 + (u/(1 + 24’)) = g on Q, u = 0 on aa. (5.8) 
Then (i) and (ii) of Theorem 5.2 are obtained. 
Remark 5.4. Theorem 5.2 improves the results of [16, 181 provided (H3) and 
(H4) are satisfied. The application to (5.8) improves Proposition 2.15 of [19]. 
6. THE EQUATION c& I (Q&u) +Q+f(x,u) =g 
In this section we shall deal with equations as 
In such a case (i.e., for second-order operator and first eigenvalue) X, is simple 
and or can be taken positive on Q. We will always assume (Hl)-(HS’). Moreover, 
besides (Hl) we suppose in this section 
(Hl’) aii are smooth. 
All the arguments of Sections 2-5 apply, but here stronger results can be 
proved. 
We shall use the same symbols as above, for example, Tg(t) = sf (x, to, + 
%Wl ’ 
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We begin with a uniqueness result. 
THEOREM 6.1. Let US aSsume (Hl)-(H5’). If f’(s) # 0 Vs then (6.1) has a 
solution if and only if min(b-, b+‘) < j’&r < max(b-, b+). Moreover this solution 
is unique. 
Proof. We will show that To’(t) # 0 Vt. Assume the contrary: 
3: T,‘(i) = S,f ‘(tq + a> vl(zll + a’) = 0, 
where w = ru,(t) is the solution of 
IV’ = wp’(t), and 9 indicates the linear differential operator. From (6.2) it follow 
c!ZW + hIa’ + QF’(iw,, + w)(q + ET’) = 0 
and therefore, since I”(t) = 0 
2%’ + A@ + f ‘(k$ + q(e)l + a’) = 0 (6.3) 
By (6.3) we obtain, if ii = tvr + w, u’ = r,+ + w’, 
L?iz’ + AJZ’ + f’(iT)a’ = 0. (6.4) 
But then from hr + f ‘(s) < Xs (see (H4)) and (6.4) it follows C’ > 0 in Q. 
Therefore 
F,‘(i) = 1 f ‘(ii) WI@’ = 0 
gives a contradiction because zlr > 0 andf’(s) # 0 Vs. Then Tg(t) is monotone 
and the conclusion follows. 
EXAMPLE 6.2. The equation (see [lo] for a different approach) 
Au + h,u + (u/(1 + zS)~/~) = g on Q, u = 0 on a.0 
has exactly one solution if and only if 1 Jgv, 1 < Jr~r . 
Next we are concerned with the existence of multiple solutions. First a lemma. 
LEMMA 6.3. Suppose (Hl)-(H5’) and (HI’) and let us assume f (s) > f(+m) 
Vs > 0 (f(s) < f (--a) Vs < 0). Then Vg EL-(Q) 3 > 0 such that r,(t) > 
Jf(+co)q (req. 3 -=c 0: T,(t) < Jf(-a3)q). 
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Proof. Let g be fixed. By well-known regularity results (see [I]) we have 
that wXt> is uniformly bounded, with respect to t, in the %F(J2) norm. Therefore, 
since z’i > 0 in Q, there exists t > 0 such that 
ii = iv, + w,(t‘) > 0. 
Then for such value of t we obtain, since f(s) > f (+ CO) Vs > 0 
The result in the case f(s) < f (- co) Vs < 0 follows by the same arguments. 
In the following proposition we shall assume f (-co) < f (+ CO). With 
,obvious changes we can treat the other case too. 
PROPOSITION 6.4. Let US suppose Hl-H5’ and Hl’. Let us asmme f (- co) < 
f (+ co) and f(s) > f (+ CO) Vs > 0. Then Vg E Lm(Q) 3_a,, = -a0 < afl = aQv , 
with q, > Jf (+ oo)q = b+ such that: 
(i) ifs&h E lh , ag] (6.1) has at least one solution; 
(ii) ;f J& E lb+, a,[ (6.1) has at least two distinct solutions; 
(iii) if ~&I~ 4 [g, , ir,] (6.1) has no solution. 
The same ;ff(s) < f(-co) Vs < 0. 
Proof. In this case b- < bf = lim,,,, Tg(t) (Lemma 3.2). Moreover by 
Lemma 6.3 it follows 
ii, = sup rg(t) > S,f (+a) 01 = 6+. 
tPP 
Then the conclusion follows by Theorem 4.1 and Remark 4.3(2)). 
In the last two propositions we take f (+co) = f (---co) = 0 (for simplicity). 
PROPOSITION 6.5. Let us assume (HI), (Hl’), (H2)-(H5’). Let us assume 
f (- co) = f (+ CD) = 0 and f(s) > 0 Vs. Then Vg E W,l(sZ) there exists 
aQs z q, > 0 such that 
(i) (6.1) has sohtions if and unly if 0 < jjvl < ir, , 
(ii) if0 < J&I < gg then (6.1) h as at least two distinct solutions. 
Proof. Since vr > 0 in 9, from f (s) > 0 it follows To(t) > 0 Vt. Then the 
result follows by Theorem 4.1 and Remark 4.3(2) (now it is _a,, = 0). 
EXAMPLE 6.6. Consider the equation 
Au + h,u + (l/(1 + u2)) = g on Q, u = 0 on aG. 
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Then Vg E W,,i(Q) 3aoe > 0 such that the (i) and (ii) of Proposition 6.5 are 
obtained. 
The following proposition is related to Theorem 5.2. 
THEOREM 6.7. Let us suppose (Hl)-(H5’) and (Hl’). Let us assumef(-co) = 
f( + co) I= 0 and sf(s) > 0 \ds # 0. Then Vg E Lao(Q) there exist _aoQ = gp < 0 < 
So 3 a,, such that: 
(i) (6.1) has solutions ij and only if a, < ~&I, < gg; 
(ii) if ~&i E ]a, , 0[ U IO, ifg[ then (6.1) h as at least two distinct solutions. 
Proof. By Lemma 6.3 it follows Tg(t) takes both positive and negative values. 
Then the conclusion is as in Theorem 5.2. 
PART II: UNBOUNDED NONLINEARITIES 
7. HYPOTHESIS AND SOLUTIONS ON THE COKJZRNEL 
Let us consider 
(7.1) 
Bu = 0, 
and assume (Hl), (H2), and 
(H3) X, is a simple eigenvalue, 
(H4’) X, + f’(s) ,( & - E. 
We shall deal with unbounded f and then we need to assume some growth 
condition on f. It is known that the following is in some sense necessary (see [23]): 
(H6) If@, s)l -G Cl + c2 I s ID with 1 < p < z’i”, for N >2, 
any p for N < 2. 
If'(-5 s)l < c3 $- CJ I s P1 with condition on p as above. 
In all Part II it will be supposed (Hl)-(H3), (H4’), and (H6). Using (H6) it is 
possible to define F: E--f E (cf. [q) by: 
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and F is %I. Then, using the same procedure and the same symbols as in Part I, 
we convert (7.1) in an equation 
L,u + F(u) = g (7.2) 
which is equivalent to the system 
L,w + QF(tq + w) = Qg, WE VL, 
PF(ta, + w) = Pg. 
(7.3) 
(7.4) 
Let g E E be fixed and, for every t E R, let us denote 
@t(w) = L,w + QF@, + w). 
LEMMA 7.1. The equation Ot(w) = Qg has a unique solution w&t) s wl(t) 
in VL. Moreover w*(t) is a W function of t. 
Proof. We shall prove the lemma by showing Qt is strictly monotone mapping 
in VL. In fact, for wr , wz in Vl, we have 
(@t(fq) - @&2), Wl - w2)m = - Wl - wz P Wl - %N + 4 II Wl - %112, 
+ s, Lfh + Wl) -f (tu, + %Wl - wz)* 
(7.5) 
Using (H4’), from (7.5) it follows 
p&4 - @p,(wo,), "1 - w2)m < - (h- w2 9 Wl - w2N + hII% - w2//: 
+ (A2 - Al - c>ll Wl - w2lI: * 
Since wr , wp are in VLL, by the variational characterization of h, we obtain 
mh) - @t(w2)9 Wl - W2)nt G 44h2)((Wl - w2 t Wl - WP)). 
And since ((z, .z))li2 is a norm in E equivalent to 11 . I/, the result follows from a 
well-known lemma of Minty. The last part of the lemma is an easy consequence 
of the fact that f is V. 
8. STUDY ON V 
Fixed g and given a sequence t, in R, we will use, for brevity the following 
notations: w(t) = wg(t), w, = w(&), u, = tnul + w, , 8, = t;lw, . 
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In order to study 
we need some preliminary lemmas. In what follows cr , ca ,... denote constants. 
LEMMA 8.1. If / t, 1 -+ co and 
h 
* 
= ~Atn) -+h>O, 
tn 
~~~ II % II < IL 
Proof. By (7.3) it follows 
(8-l) 
By (H4’) and the variational characterization of A,: 
tJ&n) < ~lll%ll0 + c2 I w, + %) + (X2 - A, - 4llWl + 2% Ifi s-2 
- (X2 - Al) II 4: 
< Cl II %a II0 + (X2 - 4 - 4 ha2 - E II w* Iii + c2tn + c3 II %a II0 .
Dividing for tn2, we obtain 
E [I z, 11; < c, y + cg - h, (8.3) 
n 
and therefore, by (8.1), Ij z, IlO < c, . 
But from (8.2), using similar arguments, we can also obtain 
Then from (8.1) and II z, IjO < ca it follows that ((zn , z,)) is bounded, and since 
(( , ))I/” is a norm equivalent to 11 . 11, the result is proved. 
Let us set 
SZ,(a, b) = {x E sz: a < tnq + w, < b}, a = {x E l-2: w, # 0) 
and denote by ,vn the characteristic function of D C Sz. The following lemma can 
be easily proved. 
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LEMMA 8.2. Assume 1 t, 1 + + 00, z, -+ 0 in L”. Let 7, be a sequence such that 
7, - + co, t;%, -+ 0. Then, passing possibly to a subsequence, it results 
(9 XR,(~,.+~) . xii - x0+ in Lp, VP, as t, -+ +c0, (8.4) 
(ii> XQ~(,,.+~) *x2 - xn- inLP,Qp,ast,d--oo. 63.5) 
Lemmas 8.3, 8.4, 8.5 describe the asymptotic behavior of rg(t) in connection 
with the asymptotic behavior off and the sign of the eigenvector. 
LEMMA 8.3. Let us assume 
lim f(s) = --03 
s++nO 
and 
Then 
inf,f(s, > --co. 
$& rg(t) = --co. 
n 
(8.6) 
(8.7) 
Proof. Let t, be any sequence with t, -+ +co and set h, = t;l * rg(tn). If 
lim inf h, < 0 then I’Jtn,) -+ --co for a subsequence tnj . So, it is enough to 
prove 
r&m .) - - 00 I 
for a subsequence t, , whenever we assume lim inf h, > 0. In fact, with this 
assumption, Lemma 8.1 implies z, ---f %inL* (passing possibly to a subsequence). 
We claim that, in actual hypothesis, z = 0 a.e. in &?. In fact, from (8.2) it follows 
By (8.6) 3~ > 0 such that f (s) < 0 f or s > 7. For such a T it results 
(A, - Al) 11 z, 11; < Cl y + t,l/ fWh + %I 
n sa,(-m.0) 
+ G’J f(~,& + G> - 4 . 
nJ0.d 
(8.9) 
But one can easily see that 
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while, by (8.7) 
Therefore, passing to the limit in (8.9) we obtain z = 0 a.e. in Q. Now, using 
again (8.2), we have 
In order to evaluate the integral at the right-hand side, we consider a sequence 
7, --f + co such that (1 /t&, + 0, and write 
By the same argument as above it can be easily shown that 
j R,(-rr r )f(%h + 4 G c5. 
(8.11) 
* n 
Moreover 
(8.12) 
But it is 
s n,(7,,+~) (z’l + 4= j (Vl +4 XR,(T”.+a) + j 6 n-2 (% +4 XR,(T,.frn) * 
Using Lemma 8.2(i), and since z, -+ 0 in L* 
I h + GJ XR,(r,.+a) = ~1 
a 
while 
5 n-i? 
(zi + 4 XR,b,,+a) = 1 -o--ii 
%XQ,(7,,+a) - 0. 
Therefore, by (8.6) (8.12) implies (passing eventually to a subsequence) 
S o,(r,,+m~f(~n)(~l + z,) --+ ---co. Then, by (8.11) and (8.10) it follows 
Tg(tn.) 4 -co, for some t,, , as required. J I 
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LEMMA 8.4. In the same hypothesis as in Lemma 8.3, it results 
(i) ijIG-] #OthenI’,(t)-++ooast-+--co. 
(ii) ;f]Q-j =Oandf(s)+f(-~~)<+wast+-co,thenF,,(t)+ 
Jnf(-CO)wl as t -+ ----co. 
Prmf. (i) The proof is the same as in the previous lemma, observing that, if 
t, < 0 then from (8.2) we have 
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As in Section 5, also here we could prove multiplicity results. Instead of 
exposing in details such statements, we prefer to treat a particular case, which is 
however typical enough: the buckling states of a thin clamped plate. 
10. AN APPLICATION TO NONLINEAR ELASTICITY 
Let us consider a thin elastic plate, whose shape is a bounded open set Q C IF 
with smooth boundary. We suppose Q is clamped and is subjected both to 
forces along XJ and to an external force 6 and we seek for the equilibrium states 
of Q, which are given by the solutions of the van Karman equations. We shah 
assume the reader is somewhat familiar with [7, 81 and therefore we will only 
sketch the outline of the procedure. 
Let us denote by U(X, y) the deflection of Q, by #(x, y) the Airy stress function, 
by A* the biharmonic operator, and 
The van Karman equations are the following 
A21G = -G, ~1, on Q, 
A2u = [A 4 + 6, 
where Yi , Ys are the edge stresses, which are assumed to be smooth, h is their 
magnitude, and n is the outer normal at a52. 
Let tu, be the solution of the Dirichlet problem 
A2Y,, = 0, on Q, 
Y, = Y, , 2 Z.z y, on a-2, 
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(ii) in the same hypothesis, ;f 1 52- 1 # 0 then To(t) + --00 as t + fc0, 
while if j Q- j = 0 a&f(s) -f(+ 00) as t -+ + co then r(t) + saf( + co)v, . 
Remark 8.6. Let 1 Q- 1 = 0. In this case one can prove Lemma 8.3 without 
the assumption (8.7) on J Moreover it results in, if f(s) + - CX) as t + -CL), 
then rg(t) + --co. A similar remark can be carried over in the case covered by 
Lemma 8.5. It turns out that one can always write (putting &CC .O = &a) 
lim t+*w r&J = ~c2f(+el . 
9. R~AIN RESULTS 
Here we expose the existence results in the case of unbounded nonlinearities. 
iV:e shall denote by f(- cc), f(+ co) the limits of f as s + &CC and assume 
(H7) f(-a) > -CO, f(+oo) < +m, and either f(-CO) = +co or 
f(+ co) = - c;o or both. 
THEorwM 9.1. Let us suppose (HI), (H2), (H3), (H4’), (H6), and (H7). 1f 
f( + co) =;I - .m andf( - 00) = + co then Vg E E (7.1) has at least one solution. 
Proof. Using Lemmas 8.3 and 8.5(i) we have To(t) --) -CD as t + +W and 
rg(t) - +‘lr, as t - -cx), then the result follows. 
THEOREM 9.2. Let us suppose (Hl), (H2), (H3), (H4’), (H6), and (H7). Then 
(i) if I Qn- 1 # 0 (7.1) has solutions for every 6. 
(ii) ;f / Q- I = 0 Vg &I,,, = ag, &,,, = gg, with CZ~ < Jf(+a)q , 
a0 3 Jf (- ~o)q suck that ;fJ& E ]_a0 , a,J (7.1) has at least one solution, while if 
s&I $ [g, , &J then (7.1) has no solution. 
Proof. Assume by example that f (+ co) = -co, f (- zo) < fco. Then 
from Lemmas 8.3 and 8.4(i) we have T,Jt) + - co for t + + x, and Tg(t) -+ + cc 
as t + -cc and then (i) follows. For (ii) we use Lemmas 8.3 and 8.4(ii). If 
f (+ co) > - cc and f (- 00) = + IX) we now obtain the results using Lemmas 8.3 
and 8.5. 
Remark 9.3. Let 1 Q;2- 1 = 0. Then, with the aid of Remark 8.6, one can 
readily obtain existence, nonexistence, and multiplicity results also in the case 
in which both f (+ co) and f (- 00) are equal + cc (as well as -co). This kind of 
result, for asymptotically linear f is contained in [9]. 
If we assume in Theorem 9.1 that s-lf (s) -+ - CO for 1 s j + co then variational 
arguments could be applied (cf., e.g. [2]). Th eorems above extend this result 
of [2]. 
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As in Section 5, also here we could prove multiplicity results. Instead of 
exposing in details such statements, we prefer to treat a particular case, which is 
however typical enough: the buckling states of a thin clamped plate. 
10. AN APPLICATION TO NONLINEAR ELASTICITY 
Let us consider a thin elastic plate, whose shape is a bounded open set Q C UP 
with smooth boundary. We suppose Q is clamped and is subjected both to 
forces along XJ and to an external force 6 and we seek for the equilibrium states 
of Q, which are given by the solutions of the van Karman equations. We shall 
assume the reader is somewhat familiar with [7, 81 and therefore we will only 
sketch the outline of the procedure. 
Let us denote by U(X, y) the deflection of fin, by #(x, y) the Airy stress function, 
by A2 the biharmonic operator, and 
The van Karman equations are the following 
AZ+ = -$[u, v], 
on Q, 
r 
U2SL-0 
an ’ * = AY,, 
g = AU, on %Q, 
where !Pi , Y2 are the edge stresses, which are assumed to be smooth, h is their 
magnitude, and II is the outer normal at &Q. 
Let Y,, be the solution of the Dirichlet problem 
A2Yo = 0, on Q, 
Y, = Y,, 3 = Y2 on aQ, 
and set I+G = hY, + Y. The new variable Y (the perturbed stress) will satisfy 
the equations 
A2Y = +[u, u] 
on 9, (10.1) 
A2u = Wo 94 + K ~1 + j 
u = au/an = Y = aY/an = 0, on ai2. (10.2) 
Consider E = We*” and let take in E as scalar product 
((u, v)) = 1 Au Av 
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and 1 u I2 = ((u, u)) as a norm, which is equivalent to the usual one. Let C be the 
bilinear operator in E defined by 
and set 
Au = C(Y, ) u), C(u) = C(u, C(u, u)). 
A and C are compact, and ((C(u, v), 4)) is symmetric. 
Then the weak solutions of (lO.l)-(10.2) are the (u, Y) E E x E such that 
Y = +2(u, u), (10.3’) 
24. = A‘424 - $C(u) + g, (10.3”) 
where ((g, 4)) = s&j. Evidently it suffices to solve (10.3”). We will study 
(10.3”) by means of the methods developed in the sections above. For this we 
shall assume -4 has an infinite sequence of positive characteristic values Xi--f + co, 
with 
0 < x, < A = h, + E < A,, (10.4) 
X, is simple. (10.5) 
Since the nonlinearity in (10.3”) satisfies C(tu) = t3C(u), it is easy to show the 
arguments of Sections 7, 8, and 9 apply to (10.3”) and therefore we can obtain 
PROPOSITION 10.1. Let us assume (10.4)-(10.5). Then Vg E E, (10.3’), (10.3”) 
have at least one solution. 
Now we are interested with finding multiple solutions for g “small.” If g = 0 
it is known (see [26j) (10.3’)-( 10.3”) h ave at least three distinct solutions. It is our 
goal here to extend such a result. Set 
@p(u) = u - AA24 + &C(u), u E E. 
In order to use some results on the global inversion listed in the Appendix, 
we begin with 
LEMMA 10.2. di is a Vproper mapping from E into itself. 
Proof. That Cp is V is straightforward. In order to prove that @ is proper, let 
u, E E be a sequence and set @(un) = g, . We claim that: g, is bounded in E 
implies u, is bounded. In fact assume the contrary: 1 u, [ -+ co and set z, = 
I % I-1un * Since Is,/ = 1, z,-S (- denotes weak convergence), passing 
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possibly to a subsequence. We divide ((@(u,J, u,)) = ((g, u,)) by ; u, I2 and 
obtain 
I %I I-W, 4) = 1 - u&2 9 4) + 4 I w4l 3 %)I2 I %I I? 
2 1 - A(@& 1 z,)). (10.6) 
Since z, - f and A is compact, from (10.6) it follows 0 3 1 - h((A%, 5)) and 
therefore ((As, 2)) # 0; moreover by ((As, 2)) = ((Us, C(,%, 2))) it follows that 
C(%, ZF) # 0 too. Then passing to the limit in 
we obtain a contradiction. Therefore 1 un 1 is bounded and now the lemma 
follows by standard arguments. 
Next we study the singular set S of @ (see the definition in the Appendix). 
LEMMA 10.3. Let us assume (10.4)-(10.5). Then ewery ray through the origin 
meets S at most in one point. 
Proof. Let u be fixed in E, and consider &i, 5 E R+. Since 
we obtain 
!D’(u)v = ZI - AAV + $C(u, C(u, w)), u, v E E, 
@‘(&+ = w - hAw + #.$?C(u; C(z%, VI)). 
Therefore &ZE S if and only if TV = 1 is an eigenvalue of 
v = CL(hAv - $pC(G, C(u; w))). (10.7) 
Let us denote by pi([) the ith eigenvalue of (10.7). Since ((C(U, C(U; v)), w)) = 
1 C(u; v)/” > 0, it follows that pi([) is an increasing function of 5 E R+; moreover 
~~(0) = X,X-r < 1, while ~~(0) = X,X-r > 1, i >, 2. Then /.L = 1 can be only the 
first eigenvalue of (10.7), and the lemma follows. 
LEMMA 10.4. Let us assume (10.4)-(10.5). Then the equation Q(u) = 0 has at 
least three distinct solutions. 
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PROPOSITION A.2. Let @ E V(X, I’) and assume @ is proper and localij 
invertible in any point of X. Then @ is a global d~#eomorphism from X onto Y. 
PROPOSITION A.3. Let @: U + Y be continuous and proper. Then #(w) is 
constant on every connected component of Y - O(S). 
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Thus, from the relations r(t) + + co as t -+ + co and r(t) -+ -CD as t - - ~0, 
the lemma follows. 
THEOREM 10.5. Let us assume (10.4)-(10.5). Then there exists u set G C E, 
which contains a ball around the origin, such that Vg E G (10.3')-(10.3") huwe at 
least three distinct solutions. 
Proof. First we prove 0 $ Q(S). In fact 0 $ S and, moreover, if there is 
zi # 0 with CD(C) = 0, then the relation (easy to show) 
implies 
C(a) = C’(ti)ii, 0<7<1, 
O=a--h4u+gC~=~--hAu+~C’(ru)u; 
Thus e, = ii is a (nontrivial) solution of @‘(ti)v = 0 and then rii~ S, which 
contradicts Lemma 10.3, because 0 < T < 1. 
We denote by G the connected component of E - Q(S) containing 0; more- 
over, since Q, is proper (Lemma 10.2) by Proposition A.3 it follows that the 
number of the solutions of the equation Q(u) = g is constant on G. But forg = 0 
the equation Q(u) = 0 has at least three solutions (Lemma 10.4) and therefore 
the proof is complete. 
Remark 10.6. The arguments used here are independent by parity conditions, 
and it is possible to show they can be applied to study the van Karman’s equations 
for a thin clamped shell (sufficiently shallow). This can be carried out essentially 
in the same way; however such results are given explicitally in [4] and extend 
some of those of [3, 271, where g = 0 is taken. 
APPENDIX 
Here we recall, for reader’s convenience, some material on the inversion of 
mappings between Banach spaces. For more details we refer to [25]. Let X, Y 
Banach spaces, U an open subset of X, and @: U-t Y a continuously FrechCt 
differentiable mapping: @ E %l(U, Y). C#J is said to be locally invertible in u if 0 
induces a @ diffeomorphism from a neighborhood of u in U and a neighborhood 
of z, = @P(U) in Y. @ is said proper if for every compact K C Y, @-l(K) is a com- 
pact in X. For D E Y, set #(v) = card CD-‘(V). 
LEMMA A.1. 0 E V?(X, Y) is locally invertible in I( E U provided O’(u) E 
.9(X, Y) is invertible. 
The singular set S = S0 of 0 is the set of all points in which @’ is not invertible. 
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PROPOSITION A.2. Let @ E W(X, Y) and assume @ is proper and locally 
invertible in any point of X. Then @ is a global diffeomorphism from X onto Y. 
PROPOSITION A.3. Let @: U -+ Y be continuous and proper. Then #(v) is 
constant on every connected component of Y - G(S). 
REFERENCES 
1. S. AGMON, A. DOUGLIS, AND L. NIRENBERG, Estimates near the boundary for solutions 
of elliptic partial differential equations satisfying general boundary conditions, I, II, 
Comm. Pure Appl. Math. 12 (1959), 623-727; 17 (1964), 36-92. 
2. S. AHMAD, A. A. LAZER, AND J. L. PAUL, Elementary critical point theory and per- 
turbations of elliptic boundary value problems at resonance, Ind. Uniw. Math. J. 25 
(1976), 933-944. 
3. A. AMBROSETTI, On the existence of multiple solutions for a class of nonlinear boundary 
value problems, Rend. Sem. Mat. Univ. Padova 49 (1973), 195-204. 
4. A. AMBROSFXTI AND G. MANCINI, Some remarks on nonlinear elliptic problems, in 
“Proceedings of a Seminar on Applications of Nonlinear Functional Analysis to 
Differential Equations,” to appear.” 
5. A. A~~BROSETTI AND G. PRODI, On the inversion of some differentiable mappings with 
singularities between Banach spaces, Ann. Mat. Pura Appk 93 (1972), 231-247. 
6. M. S. BERGER, An eigenvalue problem for nonlinear elliptic partial differential 
equations, Trans. Amer. Math. Sot. 120 (1956), 145-184. 
7. M. S. BERGER, On Von Karman’s equations and the buckling of a thin elastic plate. I. 
The clamped plate, Comm. Pure Appl. Math. 20 (1967), 687-719. 
8. M. S. BERCER AND P. C. FIFE, On Von Karman’s equations and the buckling of a thin 
elastic plate, Bull. Amer. Math. Sot. 72 (1966), 1006-1011. 
9. M. S. BERGER AND E. PODOLAK, On the solutions of a nonlinear Dirichlet problem, 
Ind. Univ. Math. J. 24 (1975), 837-846. 
10. H. BREZIS, On the range of the sum of nonlinear operators, in “Proceedings of the 
2nd Scheveningen Conference on Differential Equations” (W. Eckaus, Ed.), North- 
Holland, Amsterdam, 1976. 
11. J. CRONIN, Equations with bounded nonlinearities, J. DiflerentiaZ Equations 14 
(1973), 581-596. 
12. L. DE SIMON AND G. TORELLI, Soluzioni periodiche di equazioni a derivate parziali 
di tipo iperbolico non lineari, Rend. Sem. Mat. Univ. Padova 40 (1968). 38@401. 
13. S. FUCIK, Further remark on a theorem by E. M. Landesman and A. C. Lazer, 
Comment. Math. Univ. Carolinae 15 (1974), 259-271. 
14. S. FUEIK, Remarks on a result by A. Ambrosetti and G. Prodi, Boll. Un. Mat. Ital. 
11 (1975), 259-267. 
IS. S. FUEIK, M. KUEERA, AND J. NEEAS, Ranges of nonlinear asymptotically linear 
operators, J. Diflerential Equations 17 (1975), 375-394. 
16. S. F&K AND M. KRBEE, Boundary value problems with bounded nonlinearity and 
general null space of the linear part, Math. Z., to appear. 
17. P. HESS, On a theorem by Landesman and Lazer, Ind. Univ. Math. J. 23 (1974). 
827-829. 
’ Note added in proof. Prof. Vidossich has communicated to us that the Proceedings 
quoted in [4] will not appear. 
EXISTENCE AND MULTIPLICITY RESULTS 245 
18. P. HESS, A remark on a preceding paper of FuEik and KrbeE, Math. Z., to appear. 
19. J. L. KASDAN AND F. W. WARNER, Remarks on quasilinear elliptic equations, Comm. 
Pure Appl. Math. 28 (1975), 567-597. 
20. J. NEEAS, “Les methodes directes en theorie des equations elliptic,” Mason, Paris, 
1967. 
21. E. A. LANDESMAN AND A. C. LAZER, Nonlinear perturbations of linear elliptic boundary 
value problems at resonance, J. Math. Mech. 19 (1970). 609-623. 
22. L. NIRENBERG, An application of generalized degree to a class of nonlinear problems, 
3eme Coil. Anal. Fonct., Liege, 1970. 
23. E. POI~OLAK, On the range of operator equation with an asymptotically nonlinear 
term, Preprint. 
24. S. I. POHOZAEV, Eigenfunctions of the equations Au + Xf(u) = 0, Sov. Math. Dokl. 6 
(1965). 1408-1411. 
25. G. PRODI AND A. AMBROSETTI, Analisi non lineare, Quad. I, Quad. Mat. Scuola Norm. 
Sup. Pisa (1973). 
26. P. H. RABINOWITZ, Variational methods for nonlinear elliptic eigenvalue problems, 
Ind. Univ. Math. J. 23 (1974), 729-754. 
27. P. H. RABINOWITZ, Some minimax theorems and applications to nonlinear partial 
differential equations, Preprint. 
28. IV. SCHECHTER, A nonlinear elliptic boundary value problem, Ann. Scttola Norm. 
Sup. Pisa 21 (1973), 707-716. 
29. S. A. WILLIAMS, A sharp sufficient condition for solution of a nonlinear elliptic 
boundary value problem, J. Differential Equations 8 (1970), 580-586. 
References Added in Proof 
1. L. CESARI, Alternative methods in nonlinear analysis, in “International Conference 
on Differential Equations, Los Angeles, 1974,” pp. 95-148, Academic Press, New 
York, 1975. 
2. E. N. DANCER, On a nonlinear elliptic boundary value problem, Bull. Austral. Math. 
sot. 12 (1975). 399-405. 
3. E. N. DANCER, On the Dirichlet problem for weakly nonlinear elliptic partial differen- 
tial equations, PYOC. Roy. Sot. Edinburgh Sect. A, to appear. 
4. D. G. DE FIGUEIREDO, On the range of nonlinear operators with linear asymptotes 
which are not invertible, Comment. Math. Univ. Carolinae 15 (1974), 415-428. 
5. S. FUEIK, Remarks on some nonlinear boundary value problem, Comment. Math. 
Univ. Carolinae 4 (I 976). 
6. S. FIJTEIK, Remarks on superlinear boundary value problems, Bull. Austral Math. Sot., 
to appear. 
7. S. FUEIK, Nonlinear equations with noninvertible linear part, Czechoslooak Math. 1. 
99 (1974), 467-495. 
8. E. PODOLAK, A note on the existence of more than one solution for asymptotically 
linear equations, Comment. Math. Univ. Carolinae, to appear. 
We wish to thank Prof. FuEik, who brought to our knowledge some of references above. 
505/28/2-6 
