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Introduction
If you are like me, your car probably needs a trip to the shop. 
A mechanic will spend hours mucking about under the hood 
and will charge you a lot of money, and for a little while your 
car will be fine—until, inevitably, it needs to go back to the 
shop again. In contrast, you have made it through your 
life thus far without bringing your brain in for a tune-up. 
This is remarkable, given that your brain is far more complex 
than the internal combustion engine. With billions of neurons 
each forming up to 100,000 synaptic connections, the mam-
malian brain is the most complex system in the known uni-
verse. Also, unlike your car or your computer, your brain is 
not hardwired but is constantly undergoing modifications to 
store information and adapt to changes in the environment. 
Nervous systems are thus faced with a fundamental problem: 
how to allow plastic mechanisms to shape their output and 
function without compromising the stability and integrity of 
the underlying circuits that drive behavior. In other words, if 
brains are to work at all, they must be capable of assessing 
their own function and doing tune-ups on the fly.
This remarkable feat is accomplished through a set of 
“homeostatic” plasticity mechanisms that allow neurons to 
sense how active they are and to adjust their properties to 
maintain stable function (Davis and Bezprozvanny, 2001; 
Marder and Prinz, 2003; Turrigiano, 1999; Turrigiano and Nel-
son, 2004). Loosely defined, a homeostatic form of plasticity 
is one that acts to stabilize the activity of a neuron or neuronal 
circuit in the face of perturbations, such as changes in cell 
size or in synapse number or strength, that alter excitability. A 
large number of plasticity phenomena have now been identi-
fied in a wide range of systems that conform to this defini-
tion of homeostatic plasticity (Davis and Bezprozvanny, 2001; 
Marder and Prinz, 2003; Turrigiano, 1999; Turrigiano and Nel-
son, 2004). This review focuses on one form of homeostatic 
plasticity displayed by central glutamatergic neurons, called 
synaptic scaling, and its cellular and molecular mechanisms. 
A picture is beginning to emerge of how a cellular negative 
feedback system under the control of neuronal 
activity is implemented. Understanding when, 
where, and how homeostatic plasticity oper-
ates in the central nervous system is likely to 
generate important insights into how circuits 
adapt during experience-dependent plastic-
ity, as well as the genesis of aberrant states, 
such as addiction or epilepsy, that involve adaptive plasticity 
or imbalances in synaptic excitation and inhibition.
The Stability Problem
Given the complexity of most central neural circuits, main-
taining stability in function is a problem that permeates nearly 
every aspect of circuit development and plasticity. For exam-
ple, setting excitation and inhibition to the proper levels so that 
activity can propagate through a network without either dying 
out or increasing uncontrollably into an epileptic-like state 
is not trivial (Turrigiano and Nelson, 2004). A second kind of 
stability problem arises in circuits that have plastic synapses 
(Figure 1A). Learning-related adaptations require neural net-
works to detect correlations between events in the environ-
ment and store these as changes in synaptic strength or 
other cellular properties (Abbott and Nelson, 2000). Exam-
ples of such adaptations include long-term potentiation (LTP) 
and long-term depression (LTD) (Abbott and Nelson, 2000; 
Malenka and Bear, 2004), which strengthen synaptic inputs 
that are effective at depolarizing the postsynaptic neuron 
and weaken inputs that are not, thus reinforcing useful path-
ways in the brain. Despite their utility, these mechanisms 
have a dark side that was appreciated as soon as theoreti-
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Somehow the unstable stuff of which we are composed 
has learned the trick of maintaining stability.
—Walter Cannon, The Wisdom of the Body
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cians tried to use such rules to store information in simulated 
neural networks: synapses that are strengthened become 
more effective at depolarizing the postsynaptic neuron and 
will continue to be strengthened in an unconstrained positive 
feedback cycle, eventually driving neuronal activity to satura-
tion (Abbott and Nelson, 2000; Miller, 1996; Miller and Mac-
Kay, 1994). In addition, because of this positive feedback, the 
synapse specificity of these synaptic plasticity mechanisms 
breaks down. As correlated activity of presynaptic and post-
synaptic neurons drives strengthening of specific synapses, 
the postsynaptic neuron will be driven more strongly, and so 
presynaptic inputs that were initially only poorly correlated 
with postsynaptic firing will be better able to trigger firing of 
the postsynaptic neuron, and they too can become strength-
ened even without a triggering environmental stimulus (Figure 
1B). The many forms of plasticity based on correlated activ-
ity of presynaptic and postsynaptic neurons that have now 
been described biologically are each likely to carry with them 
their own unique destabilizing influences (Abbott and Nelson, 
2000). This implies that nervous systems must have a match-
ing set of plasticity mechanisms that counteract these desta-
bilizing forces.
Fortunately, there is a simple and very general solution to 
many aspects of this stability problem. Theoretical work has 
suggested that if each neuron can sense how active it is and 
adjust its synaptic weights up or down to keep this activity 
close to some set-point value, network activity will remain 
stable in the face of correlation-based changes in synaptic 
strength or developmental changes in synaptic connectivity 
(Figure 1C) (Miller, 1996; Sullivan and de Sa, 2006). A decade 
ago, just such a mechanism was discovered in neocorti-
cal neurons and dubbed “synaptic scaling” because it was 
observed to globally scale all of a neuron’s synapses up or 
down in strength in the correct direction to stabilize neuronal 
firing (Turrigiano et al., 1998). This observation suggested that 
average neuronal activity, like many other physiological vari-
ables, is subject to classical homeostatic feedback control 
that stabilizes it around some set-point value (Cannon, 1932). 
There are various ways to build such a negative feedback sys-
tem, but at the minimum it likely requires that neurons sense 
some aspect of activity, integrate this measure over a time 
step that is long (minutes to hours) relative to the time scale 
of information transfer (milliseconds to minutes), and adjust 
synaptic properties to minimize the difference between this 
value and an activity set point (Davis, 2006). In the discussion 
below, I describe our current state of understanding about 
what aspect of neuronal or network activity is sensed by neu-
rons during homeostatic synaptic scaling, the signaling path-
ways that are triggered by this change in activity, and how 
changes in synaptic strength are implemented.
Synaptic Scaling: The Phenomenon
Synaptic scaling was first described in cultured neocorti-
cal neurons, where it was observed that perturbing net-
work activity generated compensatory changes in synaptic 
strength that returned average firing rates back to control val-
ues (Turrigiano et al., 1998). These cultures form networks of 
excitatory pyramidal and inhibitory GABAergic neurons that 
generate robust spontaneous activity. Blocking a fraction of 
inhibition initially increases firing rates, but over a time scale 
of many hours, firing rates return to control values. Similarly, 
when cultured hippocampal neurons are transfected with an 
inwardly rectifying potassium channel to hyperpolarize them 
and reduce firing, over time firing rates recover despite the 
continued expression of the channel (Burrone et al., 2002). 
These experiments lend support to the notion that cortical 
and hippocampal pyramidal neurons have a target firing rate, 
and synaptic strengths are regulated to maintain these rates 
Figure 1. Mechanisms of Synaptic Plasticity 
Are Potentially Destabilizing
(A) Correlated presynaptic and postsynaptic fir-
ing induces long-term potentiation (LTP), which 
then allows the presynaptic neuron to drive 
the postsynaptic neuron more strongly. This 
increases the correlation between presynaptic 
and postsynaptic activation, which drives more 
LTP, and so on in an unconstrained positive 
feedback cycle. 
(B) Unconstrained LTP will lose synapse specific-
ity, because when one input undergoes LTP and 
drives the postsynaptic neuron more strongly, 
it makes it easier for other inputs to make the 
postsynaptic neuron fire, and they begin to un-
dergo LTP as well. 
(C) Homeostatic synaptic scaling prevents this 
runaway potentiation. When LTP of one input in-
creases postsynaptic firing, synaptic scaling will 
reduce the strength of all synaptic inputs until 
the firing rate returns to control levels. Note that 
synaptic strengths are reduced proportionally, 
so that the relative strength of the potentiated 
synapse remains the same.
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relatively constant in the face of pertur-
bations in input. As discussed above, 
this provides a robust mechanism for 
generating stability in network function 
in the face of developmental or learn-
ing-related changes in synaptic input. 
An important issue is that such “firing 
rate homeostasis” has not yet been 
directly demonstrated in the intact 
central nervous system.
In principle, neurons could maintain 
stable firing rates through homeo-
static regulation of many aspects of 
neuronal excitability. These possi-
bilities include balancing inward and 
outward voltage-dependent conduc-
tances that determine firing properties 
(generally called “intrinsic excitability”; 
Desai, 2003; Marder and Goaillard, 
2006; Zhang and Linden, 2003), regulat-
ing inhibitory and/or excitatory synaptic 
strength (Turrigiano and Nelson, 2004) 
or synapse number (Kirov et al., 2004), 
or adjusting the ease with which other 
forms of plasticity can be induced (so-
called “metaplasticity”; Abraham and 
Bear, 1996). Evidence suggests that all 
of these mechanisms can contribute to 
the homeostatic regulation of neuronal 
firing rates in central circuits, although 
not all mechanisms operate in all neu-
rons at all developmental times (Desai 
et al., 2002; Maffei and Turrigiano, 2008; 
Turrigiano and Nelson, 2004).
Arguably, the best-understood form 
of homeostatic plasticity in the central 
nervous system is synaptic scaling of 
excitatory synapses, which has been 
demonstrated both in vitro and in vivo, 
and in spinal neurons and neocortical 
and hippocampal pyramidal neurons 
(Lissin et al., 1998; O’Brien et al., 1998; 
Thiagarajan et al., 2005; Turrigiano et 
al., 1998 ; Turrigiano and Nelson, 2004). 
Pharmacological manipulations of 
activity induce bidirectional compensa-
tory changes in the unit strength of glu-
tamatergic synapses, over a time scale 
of many hours (Ibata et al., 2008; Sutton 
et al., 2006; Turrigiano et al., 1998). This can be measured by 
recording miniature excitatory postsynaptic currents (mEP-
SCs, or “minis”), which represent the postsynaptic response 
to release of individual vesicles of neurotransmitter and can 
be considered a measure of the unit strength of a synapse. 
Through measurement of minis arising from many synapses 
onto the same neuron, it was observed that modulating net-
work activity increased or decreased the entire amplitude 
distribution of mEPSCs uniformly, in effect scaling synap-
tic strength up or down (Turrigiano 
et al., 1998). Such a scaling process 
has the attractive property of allow-
ing neurons to normalize firing without 
changing the relative strength of syn-
aptic inputs, thus avoiding disruption 
of information storage or processing 
mechanisms that rely on differences 
in synaptic weights. Interestingly, the 
rules for synaptic scaling depend on 
the synapse type: inhibitory synapses 
onto pyramidal neurons are scaled in 
the opposite direction from excitatory 
synapses, suggesting that firing rate is 
regulated through reciprocal changes 
in excitation and inhibition (Kilman et 
al., 2002; Swanwick et al., 2006).
How do neurons accomplish this 
global negative feedback control of 
synaptic strength? The best current 
evidence suggests that neurons can 
detect changes in their own firing rates 
through a set of calcium-dependent 
sensors that then regulate receptor 
trafficking to increase or decrease 
the accumulation of glutamate recep-
tors at synaptic sites (Figure 2). Addi-
tional mechanisms may allow local or 
network-wide changes in activity to 
be sensed through parallel pathways, 
generating a nested set of homeostatic 
mechanisms that operate over differ-
ent temporal and spatial scales.
Induction of Synaptic Scaling: Local 
versus Global Mechanisms
Homeostatic adjustments in excitatory 
synaptic strength require that neurons 
sense some aspect of “activity” and 
translate changes in this activity into 
compensatory changes in synaptic 
strength, but the nature of the activity 
signal that controls synaptic scaling 
has been a matter of debate. Neurons 
could sense changes in their own firing 
rate and globally scale synaptic weights 
up or down to compensate (Turrigiano 
and Nelson, 2004); alternatively, local 
changes in synaptic signaling could 
induce local homeostatic changes in synaptic transmission 
(Hou et al., 2008; Sutton et al., 2006); and finally, synaptic 
scaling could require widespread changes in network activ-
ity, perhaps through activity-dependent release of a soluble 
factor by many neurons or glia simultaneously (Rutherford et 
al., 1998; Stellwagen and Malenka, 2006). The standard para-
digms for inducing synaptic scaling postsynaptically include 
blockade or enhancement of network activity in culture (Lis-
sin et al., 1998; O’Brien et al., 1998; Shepherd et al., 2006; 
Figure 2. A Feedback Mechanism for 
 Regulating Synaptic Strength
A drop in neuronal firing leads to a drop in somatic 
calcium. This decreases the amount of activated 
CaMKIV (CaMKIV*) in the nucleus and increases 
transcription of a “scaling factor” that enhances 
AMPA receptor accumulation at synapses through 
an unknown mechanism. This increases excitatory 
synaptic strength and raises firing rates back to 
target levels. There may be several signaling path-
ways that can act in parallel to generate synaptic 
scaling (dashed arrows); for example, decreased 
neuronal excitation will decrease the immediate 
early gene product Arc; reduced Arc levels in-
crease AMPA receptor accumulation by reducing 
endocytosis.
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Thiagarajan et al., 2005; Turrigiano et al., 1998) and sensory 
deprivation in the intact animal (Desai et al., 2002; Goel and 
Lee, 2007; Maffei et al., 2004). These approaches modify the 
activity of every neuron in the network and so have not been 
able to distinguish between these various possibilities.
Differentiating between these possibilities is technically 
difficult. For example, to test the sufficiency of changes in 
postsynaptic firing in the induction of synaptic scaling, it is 
necessary to manipulating firing in an individual neuron with-
out affecting the activity of other neurons in the network, while 
monitoring changes in synaptic strength. A major expression 
mechanism of synaptic scaling is changes in the accumulation 
of synaptic glutamate receptors. Central synapses typically 
cluster both AMPA receptors and NMDA receptors. AMPA 
receptors are ionotropic and carry the majority of excitatory 
synaptic current in the central nervous system; NMDA recep-
tors are also ionotropic but open as a function of voltage, 
flux calcium, and mediate a number of calcium-dependent 
forms of synaptic plasticity (Malenka and Bear, 2004). Syn-
aptic scaling results in postsynaptic changes in both types of 
glutamate receptors (Lissin et al., 1998; O’Brien et al., 1998; 
Shepherd et al., 2006; Turrigiano et al., 1998; Stellwagen and 
Malenka, 2006; Watt et al., 2000; Wierenga et al., 2005) and 
can therefore be monitored by measuring changes in receptor 
accumulation at synapses.
In hippocampal cultures, chronic hyperpolarization of indi-
vidual neurons through expression of an inwardly rectifying 
K channel (Kir) was observed to induce a presynaptic form 
of homeostatic plasticity (Burrone et al., 2002; Murthy et 
al., 2001). However, because this manipulation hyperpolar-
izes both somatic and dendritic regions of the neuron, this 
approach cannot distinguish cleanly between a critical role 
for somatic versus local dendritic depolarization in the induc-
tion of homeostatic plasticity. To circumvent this problem, 
a recent study used microperfusion of 
neuronal somata to pharmacologically 
block postsynaptic firing while leaving 
presynaptic firing intact and monitored 
synaptic scaling optically using fluo-
rescently tagged AMPA-type glutamate 
receptors (Figure 3A) (Ibata et al., 2008). 
Inhibiting postsynaptic spikes with local 
perfusion at the soma of tetrodotoxin 
(which blocks voltage-gated sodium 
channels) was sufficient to increase 
synaptic accumulation of AMPA recep-
tors throughout the dendrites; in contrast, acute pharmaco-
logical blockade of either presynaptic release or postsyn-
aptic glutamate receptor activation at a subset of synapses 
did not induce local scaling at the blocked synapses (Ibata 
et al., 2008). The effects of somatic block of spikes and of 
global block of network activity with tetrodotoxin were similar, 
strongly suggesting that blocking postsynaptic spikes is suf-
ficient to induce full-blown scaling up of synaptic strengths. 
Whether scaling down of synaptic strengths during elevated 
activity is also controlled by postsynaptic firing has not been 
investigated.
Several recent studies have used genetic disruption of syn-
aptic transmission to test the role of local glutamate receptor 
signaling in homeostatic plasticity. In keeping with the results 
of local pharmacological synaptic blockade described above, 
two studies found that prolonged disruption of presynaptic 
release (leaving other synapses intact and thus the postsyn-
aptic neuron active) did not locally increase accumulation of 
glutamate receptors and in fact reduced accumulation relative 
to nearby unblocked synapses (Ehlers et al., 2007; Harms and 
Craig, 2005). However, a third study found that a reduction in 
neurotransmitter release due to chronic hyperpolarization of 
presynaptic neurons did induce a local increase in receptor 
accumulation (Hou et al., 2008); it is not clear why these stud-
ies differ. Interestingly, when global application of tetrodotoxin 
is combined with local pharmacological blockade of gluta-
mate receptors, there is a local acceleration of AMPA recep-
tor accumulation that requires local protein synthesis in the 
dendrites (Sutton et al., 2006; Sutton et al., 2007), suggesting 
that miniature synaptic transmission acts as a local brake on 
the accumulation of AMPA receptors under conditions when 
action potentials are also blocked (Figure 3B). Taken together, 
these studies suggest the coexistence of two distinct plasticity 
mechanisms: a global mechanism that is triggered by changes 
Figure 3. Distinct Mechanisms of Global 
and Local Changes in Synaptic Strength
(A) Blocking postsynaptic firing while leaving pre-
synaptic and network activity intact scales up syn-
aptic strengths in the dendrites, via a mechanism 
that results in increased accumulation of both 
GluR1 and GluR2 subunits of AMPA receptors.
(B) When action potential firing is blocked and 
NMDA receptor activation is locally blocked with 
the antagonist APV, there is a local increase in 
synaptic GluR1 accumulation that requires local 
dendritic protein synthesis.
in postsynaptic firing (synaptic scaling) and a local mecha-
nism that is triggered when action potentials and glutamate 
receptors are blocked simultaneously. It is not entirely clear 
when this second mechanism for locally increasing glutamate 
receptor accumulation would come into play. The combined 
absence of action potential firing and glutamate receptor acti-
vation might occur during early development as synapses are 
just forming, during pathological conditions if inputs have been 
lost or networks have been completely silenced, or perhaps in 
response to neuromodulators.
Global and local homeostatic plasticity are likely to interact 
with forms of plasticity such as LTP and LTD rather differ-
ently. A global process that scales synaptic strength up or 
down proportionally allows neurons to stabilize firing with-
out changing the relative strength of synaptic inputs, so that 
information stored by changes in synaptic weight induced by 
synapse-specific forms of plasticity like LTP an LTD are not 
disrupted. How a local homeostatic mechanism will interact 
with LTP and LTD depends on just how local it is. A very local 
mechanism (operating on individual synapses) would tend to 
erase the effects of LTP or LTD; such a “forgetting” mecha-
nism might be useful if it could be selectively turned on or 
off (for example, by neuromodulators) but otherwise would be 
counterproductive. On the other hand, a “quasi-local” mech-
anism that operates on groups of synapses distributed along 
a dendritic branch could have useful computational proper-
ties, as it would allow one dendritic branch to act relatively 
independently of other branches (Rabinowitch and Segev, 
2008). Whether blocking action potentials and glutamate 
receptor activation simultaneously produces local or quasi-
local homeostatic synaptic plasticity is not known.
Homeostatic Regulation of AMPA Receptor Trafficking
A straightforward way to regulate glutamatergic synaptic 
strength is to increase or decrease the accumulation of glu-
tamate receptors in the postsynaptic membrane (Figures 2 
and 3). Synaptic glutamate receptors are highly dynamic and 
are constantly trafficking between extrasynaptic and synaptic 
compartments, where they can be tethered through associa-
tion with synaptic scaffolding proteins. This process is highly 
regulated, and many forms of synaptic plasticity, including 
some forms of LTP and LTD, are induced through changes 
in one or more of these trafficking and tethering steps that 
results in changes in receptor number at the synapse (Mal-
inow and Malenka, 2002; Newpher and Ehlers, 2008). There is 
consensus across studies from cultured hippocampal, corti-
cal, and spinal neurons that a major expression mechanism of 
synaptic scaling is changes in the accumulation of postsyn-
aptic AMPA receptors (Lissin et al., 1998; O’Brien et al., 1998; 
Shepherd et al., 2006; Turrigiano et al., 1998; Stellwagen and 
Malenka, 2006; Wierenga et al., 2005) and NMDA receptors 
(Mu et al., 2003; Rao and Craig, 1997; Watt et al., 2000). Addi-
tionally, in cortical neurons, AMPA and NMDA receptors are 
modified in a proportional manner by scaling up or down, 
through a mechanism that is not understood (Watt et al., 
2000, 2004). Under some circumstances, these postsynap-
tic changes may be accompanied by additional presynaptic 
changes in synaptic function (Branco et al., 2008; Burrone 426 Cell 135, October 31, 2008 ©2008 Elsevier Inc.et al., 2002; De Gois et al., 2005; Erickson et al., 2006; Thi-
agarajan et al., 2005; Wierenga et al., 2006), discussed in the 
following section.
Most work on synaptic scaling has focused on changes in 
AMPA receptor accumulation. AMPA receptors are heterote-
tramers composed of subunits GluR1-4 (Greger et al., 2007), 
and each of these subunits confers different properties on 
the receptor (Isaac et al., 2007) and can be regulated differ-
ently by interactions with scaffolding and signaling molecules 
(Bredt and Nicoll, 2003). Most synapses onto cortical pyra-
midal neurons contain GluR1 and GluR2 (Jonas et al., 1994; 
Kumar et al., 2002; Wenthold et al., 1996; Wierenga et al., 
2005), but the extent to which synaptic receptors are homom-
ers or heteromers of these two subunits, and the degree to 
which subunit composition can be regulated by various forms 
of activity-dependent plasticity, is currently under debate 
(Adesnik and Nicoll, 2007; Gray et al., 2007; Plant et al., 2006). 
There is general agreement that synaptic scaling is induced 
by changes in AMPA receptor accumulation, whereas there 
is less agreement on the subunit composition of the newly 
accumulated receptors. Several studies have reported that 
synaptic scaling operates on GluR2-containing AMPA recep-
tors (Cingolani et al., 2008; O’Brien et al., 1998; Wierenga et 
al., 2005), but several others have reported enhanced GluR1 
accumulation with smaller or absent changes in GluR2 (Ju et 
al., 2004; Thiagarajan et al., 2005; Sutton et al., 2006).
This discrepancy between studies likely reflects the exis-
tence of two mechanistically distinct forms of homeostatic 
plasticity, a global mechanism (synaptic scaling) and a 
local mechanism, triggered by different methods of activity 
deprivation. Synaptic scaling can be induced by changes 
in postsynaptic firing alone without requiring changes in 
NMDA receptor activation (Leslie et al., 2001; Turrigiano 
et al., 1998), and activity deprivation through the applica-
tion of tetrodotoxin induces a coordinated change in GluR1 
and GluR2 (Figure 3A) (Wierenga et al., 2005). In contrast, 
a local enhancement of homeostatic plasticity is induced 
when postsynaptic firing and NMDA receptors are blocked 
simultaneously (Sutton et al., 2006), and treatment with 
tetrodotoxin (or CNQX, an AMPA receptor antagonist that 
also lowers firing) and NMDA receptor blockers together 
induces relatively selective increases in GluR1 (Figure 3B) 
(Ju et al., 2004; Sutton et al., 2006; Thiagarajan et al., 2005). 
This suggests that these two forms of plasticity occur via 
distinct trafficking steps that result in synaptic accumula-
tion of distinct AMPA receptor types. The GluR2 content 
affects the rectification, kinetics, and calcium permeability 
of AMPA receptors. As a consequence, activity-dependent 
changes in this composition could have interesting effects 
on the function and plasticity of central synapses (Isaac et 
al., 2007; Thiagarajan et al., 2007). Understanding how and 
when these two forms of plasticity are activated within neu-
ral circuits in vivo is an important goal.
These studies highlight the interesting observation that 
several distinct forms of synaptic plasticity occur through 
changes in the trafficking and tethering of AMPA receptors 
at synaptic sites and may target receptors with distinct com-
positions. For example, LTP at Schaffer collateral synapses 
onto hippocampal CA1 neurons is mediated through rapid 
calcium-dependent insertion and synaptic accumulation of 
AMPA receptors, through a process that requires regula-
tory sequences on the GluR1, but not the GluR2, subunit 
(Hayashi et al., 2000; Malinow and Malenka, 2002; Shi et al., 
2001). It is currently controversial whether the initial steps 
of LTP involve insertion of AMPA receptors lacking GluR2 
into the postsynaptic density (Adesnik and Nicoll, 2007; 
Gray et al., 2007; Isaac et al., 2007; Plant et al., 2006). Local 
homeostatic plasticity induced by tetrodotoxin and NMDA 
receptors also targets GluR1, but the pathway linking altered 
activity to increased receptor insertion is mechanistically 
distinct from that underlying LTP in the CA1 region of the 
hippocampus, given that this form of LTP requires activation 
of NMDA receptors, whereas local homeostatic plasticity 
requires blockade of NMDA receptors. The receptor traffick-
ing mechanisms underlying synaptic scaling are currently 
unknown but are independent of NMDA receptor activation 
(Leslie et al., 2001; O’Brien et al., 1998; Turrigiano et al., 
1998) and will likely involve mechanisms that target GluR1/2 
heteromeric receptors.
In addition to these molecular distinctions, the temporal 
characteristics of LTP and synaptic scaling differ in impor-
tant ways that are likely to have interesting mechanistic 
implications. Some forms of LTP and LTD are the result of 
rapid (within minutes) insertion or removal of synaptic AMPA 
receptors that result in relatively stable changes in synap-
tic strength at particular synapses (Malinow and Malenka, 
2002). This initial rapid insertion does not require transcrip-
tion. Synaptic scaling is fundamentally different: it appears 
to be a slow, cumulative, and dynamic form of plasticity in 
which the number of synaptic AMPA receptors is continu-
ously adjusted up or down to stabilize firing (Ibata et al., 2008; 
O’Brien et al., 1998; Turrigiano et al., 1998). Chronic changes 
in activity regulate the synaptic content of a large array of 
synaptic proteins in addition to glutamate receptors, sug-
gesting that the overall protein composition of the postsyn-
aptic density is adjusted by ongoing activity (Ehlers, 2003). 
Surprisingly, even the earliest phases of synaptic scaling 
(within the first 4 hr) are dependent on transcription (Ibata 
et al., 2008). These studies suggest that synaptic scaling 
operates through graded, transcription-dependent changes 
in the receptor trafficking and/or scaffolding machinery in a 
way that continuously adjusts the steady-state number of 
receptors in the synaptic membrane (Figure 2). This could 
scale synaptic strength up or down through changes in syn-
aptic delivery, turnover, or tethering of AMPA receptors in the 
synaptic membrane, or possibly all of the above. How much 
of the receptor trafficking machinery is shared between LTP, 
local homeostatic plasticity, and synaptic scaling and how 
much is unique to each form of plasticity is currently an open 
question, but clearly there is more than one way to regulate 
synaptic AMPA receptor accumulation.
Presynaptic Homeostatic Plasticity
Synaptic strength is determined by a number of factors 
in addition to the number of receptors in the postsynap-
tic membrane. In particular, the number of presynaptic neurotransmitter release sites and the probability that 
neurotransmitter vesicles will be released after an action 
potential (“release probability”) are also major determi-
nants of synaptic strength. At the neuromuscular junc-
tion there is extensive evidence for homeostatic regula-
tion of presynaptic function (Davis, 2006), but in central 
neurons this has been more contentious. Several studies 
have found that under some conditions, changes in post-
synaptic glutamate receptor number and in presynaptic 
release may cooperate to homeostatically regulate synap-
tic transmission (Burrone et al., 2002; Murthy et al., 2001; 
Thiagarajan et al., 2005; Wierenga et al., 2006), although 
these processes can clearly be dissociated and likely work 
via different mechanisms (Burrone et al., 2002; Wierenga 
et al., 2006; Tokuoka and Goda, 2008). Some differences 
between studies likely reflect differences in culture condi-
tions; in younger cortical cultures (less than 3 weeks in 
vitro), chronic blockade of activity has no apparent effect 
on presynaptic function, whereas in older cultures, activ-
ity deprivation increases postsynaptic receptor accumu-
lation, synapse number, and the probability of synaptic 
vesicle release from the presynaptic terminal (Wierenga et 
al., 2006). At the moment, it is not clear why cortical neu-
rons transition from a purely postsynaptic form of synaptic 
homeostasis to mixed pre- and postsynaptic expression 
or how these two forms of homeostatic plasticity interact. 
Presynaptic expression of homeostatic plasticity in cor-
tical circuits has not yet been reported in vivo, whereas 
postsynaptic forms have (Desai et al., 2002; Maffei et al., 
2004; Goel and Lee, 2007). Hence, it remains to be seen 
what contribution these presynaptic mechanisms make to 
experience-dependent plasticity.
Currently, not much is known about the signaling mech-
anisms that regulate presynaptic homeostasis at central 
synapses. Chronic hyperpolarization of the postsynaptic 
neuron can induce an increase in mEPSC frequency, sug-
gesting that the relevant activity signal for these presynap-
tic changes is postsynaptic depolarization (Burrone et al., 
2002). A recent study went a step further and showed that 
presynaptic inputs onto the same dendritic region have simi-
lar release probabilities and that locally increasing dendritic 
depolarization produces a relatively rapid (within 2 hr) and 
local presynaptic reduction in release probability (Branco et 
al., 2008). This suggests that as at the neuromuscular junc-
tion (Davis, 2006), retrograde or transsynaptic signaling of 
some sort is important for presynaptic homeostasis of cen-
tral synapses. Such signaling could induce a “quasi-local” 
form of presynaptic homeostasis, with the spatial character-
istics dependent on how far the retrograde signal spreads 
(Branco et al., 2008).
Signaling Pathways Underlying Synaptic Scaling
How are changes in neuronal activity translated into homeo-
static changes in synaptic AMPA receptor number? Neurons 
must have internal sensors that can detect a perturbation in 
activity, and then modulate a signal transduction cascade that 
regulates AMPA receptor accumulation. A number of molecu-
lar pathways have now been proposed to mediate synaptic Cell 135, October 31, 2008 ©2008 Elsevier Inc. 427
Table 1. A Sample of the Molecular Pathways that Influence Synaptic Scaling
Soluble Released Factors Role Scaling Up or Down Citations
BDNF Released in activity-dependent 
manner
Reduced BDNF scales synapses up; changes in BDNF 
signaling cannot account for scaling down
Rutherford et al., 1998
TNFα Released by glia when activity 
falls
Increased TNFα scales synapses up; changes in TNFα 
signaling cannot account for scaling down
Stellwagen and Malenka, 
2006; Kaneko et al., 2008
Transsynaptic Signaling Molecules and Cell Adhesion Molecules
β3 Integrin Surface levels of β3 integrin 
regulated by activity; regulates 
GluR2 endocytosis
β3 integrin is necessary for scaling up; scaling down not 
tested
Cingolani et al., 2008
MHC1 Synaptic localization; mRNA 
regulated by activity
Reduced levels of MHC1 attenuate scaling up; scaling 
down not tested
Goddard et al., 2007
Intracellular Signaling Pathways
Intracellular Calcium Somatic calcium levels reflect 
level of action potential firing
Blocking calcium influx scales up synaptic strengths and 
occludes the effects of activity blockade
Ibata et al., 2008;  
Thiagarajan et al., 2005
CaMKIV, CaMKs CaMK activation levels regu-
lated by calcium
Reduced activation of CaMKs and CaMKIV scales 
 synapses up; scaling down not tested
Ibata et al., 2008;  
Thiagarajan et al., 2002
Arc Activity-dependent changes 
in Arc protein regulates AMPA 
receptor endocytosis
Reduced Arc scales synapses up and occludes scaling; 
not necessary for scaling down
Rial Verde et al., 2006;  
Shepherd et al., 2006
Plk2, CDK5 Increased signaling involved in 
synaptic scaling down
Activity-dependent degradation of Spar to regulate 
synaptic strength; involved in scaling down, scaling up 
not tested
Seeburg et al., 2008scaling (Table 1). These studies have used pharmacological 
and genetic manipulations to disrupt synaptic scaling by tar-
geting particular molecules or pathways. In principle, a target 
molecule could participate in synaptic scaling in several ways: 
(1) the target could itself be the “activity signal” that is corre-
lated with a change in activity and triggers downstream sig-
naling pathways; (2) the target could be a central component 
of a signaling cascade triggered by the activity signal; (3) the 
target could be part of the basic receptor trafficking machin-
ery needed to express the plasticity; and (4) the target could 
modulate a pathway necessary for induction or expression of 
the plasticity. By “mediate,” workers generally mean category 
1 or 2, but given the complexity of the synaptic machinery, 
many perturbations will likely fall into category 3, and reflect 
disruptions of general receptor trafficking and tethering pro-
cess rather than pathways specific to synaptic scaling. In 
addition, there is extensive crosstalk between signaling path-
ways, making it likely that many perturbations could be due 
to disruptions of molecules that are modulators rather than 
mediators of synaptic scaling. For example, complete loss of 
function or overexpression of a target could disrupt plasticity 
by changing the state of another core signaling pathway, even 
if the target does not normally participate in the induction or 
expression of plasticity under physiological conditions. This 
is not to imply that determining the molecular mechanism(s) 
of synaptic scaling is a hopeless enterprise but simply that 
the function of a given target needs to be probed in multiple 
ways and the results carefully interpreted before concluding 
where it falls in the scheme above.
The first molecule suggested to be a homeostatic activ-
ity signal for synaptic scaling was brain-derived neurotrophic 
factor (BDNF) (Rutherford et al., 1998). BDNF is thought to be 
released by cortical pyramidal neurons in an activity-depen-
dent manner and is important for cortical development and for 428 Cell 135, October 31, 2008 ©2008 Elsevier Inc.expression of many forms of plasticity (Lu, 2003). Exogenous 
BDNF prevents the scaling up of synaptic strengths normally 
induced by chronic blockage of activity in cortical cultures. 
Further, preventing activation of endogenous BDNF receptors 
(by incubating cultures with a soluble form of the high-affinity 
BDNF receptor TrkB) mimics the effects of activity blockade 
and scales synaptic strengths up (Rutherford et al., 1998). 
Together, these data suggest that one pathway through which 
activity blockade increases excitatory synaptic strengths 
is through a reduction in the amount of BDNF released by 
pyramidal neurons. Chronic treatment with exogenous BDNF 
under control conditions, however, does not decrease the 
amplitude of mEPSC onto cultured cortical pyramidal neurons 
(although it does increase mEPSC amplitude onto inhibitory 
interneurons; Rutherford et al., 1998), and blocking BDNF sig-
naling does not prevent scaling down of mEPSCs by chronic 
depolarization (Leslie et al., 2001), arguing that enhanced 
BDNF release is not essential for homeostatic downscaling of 
synaptic currents. This reflects an important theme that will 
be revisited below: currently, most of the signaling pathways 
implicated in scaling up of synaptic strengths appear to be 
unnecessary for scaling down of synaptic strengths.
An issue with this model is that in hippocampal culture 
systems, chronic treatment with exogenous BDNF enhances 
mEPSC amplitude onto excitatory neurons (Copi et al., 2005; 
McLean Bolton et al., 2000), which appears inconsistent 
with a role in homeostatic scaling up of excitatory synapses. 
Although these studies did not examine the effects of chronic 
block of BDNF signaling, or of BDNF in the presence of tetro-
dotoxin, they do raise the issue of how general BDNF-depen-
dent synaptic scaling is and whether it might differ between 
cell types or developmental stages. Interestingly, chronic 
elevation of BDNF enhances inhibitory synapse number and 
strength onto both cortical and hippocampal pyramidal neu-
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rons in culture (McLean Bolton et al., 
2000; Rutherford et al., 1997; Swan-
wick et al., 2006). It also enhances the 
development of inhibition in intact cor-
tex (Huang et al., 1999), suggesting the 
attractive possibility that the same sig-
nal reciprocally regulates excitation and 
inhibition to stabilize neuronal activity.
A second molecule suggested to serve 
as an activity signal for synaptic scaling 
is the cytokine tumor necrosis factor α 
(TNFα). TNFα was first characterized as 
an immune molecule that is part of the 
inflammatory response to pathological 
states such as injury and can initiate 
cell death (Bessis et al., 2007). Applica-
tion of TNFα to hippocampal or cortical 
cultures rapidly (within 15 min) increases 
mEPSC amplitude and surface number 
of AMPA receptors (Beattie et al., 2002; 
Stellwagen et al., 2005; Stellwagen 
and Malenka, 2006). Adding a soluble 
TNFα receptor to the medium to sop up 
endogenous TNFα blocks the ability of 
prolonged (48 hr) treatment with tetrodo-
toxin to scale up mEPSC amplitude, and 
TNFα-conditioned medium from cul-
tures treated for 2 days with tetrodotoxin 
increases mEPSC amplitude through a 
TNFα-dependent mechanism (Stellwa-
gen and Malenka, 2006). Scaling down of synaptic strengths 
by enhanced activity is not prevented by blocking TNFα sig-
naling, again suggesting that scaling up and scaling down are 
mediated through different pathways. Interestingly, the TNFα 
involved in scaling up synaptic strengths in response to tet-
rodotoxin originates from glia rather than neurons. Wild-type 
neurons grown on glia deficient in TNFα expression do not 
scale up synaptic strengths in response to 48 hr of tetrodotoxin 
treatment, whereas neurons lacking TNFα grown on wild-type 
glia do scale up (Stellwagen and Malenka, 2006). This indicates 
that the effects of TNFα on synaptic scaling are not cell auton-
omous but require some interaction between neurons and 
glia (although which class of glial cell is not clear). The model 
proposed is that tetrodotoxin reduces glutamate release from 
neurons, which is sensed by glia and leads to increased glial 
release of TNFα that then acts on neurons to increase mEPSC 
amplitude. Blocking TNFα signaling also prevents scaling of 
miniature inhibitory postsynaptic currents (mIPSC) (Stellwagen 
and Malenka, 2006); thus, increased TNFα and reduced BDNF 
in response to activity blockade both work to reciprocally regu-
late the amplitudes of mEPSCs and mIPSCs (Figure 4).
The early phase of synaptic scaling is fully expressed after 
a drop in postsynaptic firing and does not require changes 
in the activity of entire networks (or even nearby groups of 
neurons) (Ibata et al., 2008). This raises a problem for both 
the BDNF and the TNFα models of synaptic scaling, as both 
models make the implicit assumption that synaptic scaling is 
induced by altered release of a soluble factor by many cells 
at once, which then acts broadly in 
the network to influence AMPA recep-
tor accumulation and thus synaptic 
strength. It is possible that BDNF and 
TNFα normally function locally; pyrami-
dal neurons could respond to their own 
BDNF in an autocrine fashion (Horch, 
2004), and it is possible that interac-
tions between individual neurons and 
glia might affect TNFα release locally, 
although this kind of interaction has not 
been demonstrated.
Another major issue with the model 
for TNFα-mediated synaptic scaling is 
the time course of the enhancement of 
synaptic strength that is dependent on 
glial-derived TNFα. Tetrodotoxin treat-
ment did not significantly increase lev-
els of TNFα in culture medium until after 
48 hr, and conditioned medium from 
tetrodotoxin-treated cultures was not 
effective at increasing mEPSC ampli-
tude prior to 48 hr of activity blockade. 
In contrast, synaptic scaling is robustly 
observed after 4–24 hr of activity block-
ade in the majority of studies and is a 
graded process that produces measur-
able changes in synaptic accumulation 
of AMPA receptors within a few hours, 
and synaptic strength continues to 
increase as the duration of activity deprivation is prolonged 
(Ibata et al., 2008; Sutton et al., 2006; Thiagarajan et al., 2005; 
Turrigiano et al., 1998). TNFα can acutely enhance mEPSC 
amplitude within a few minutes, so the requirement for pro-
longed activity blockade to induce TNFα-dependent synap-
tic scaling is not due to slow effects of TNFα but rather to 
delayed buildup of TNFα in the culture medium. This suggests 
that changes in TNFα release cannot account for the early 
phase of synaptic scaling and raises the possibility that TNFα 
is not the “activity signal” that mediates synaptic scaling but 
is instead necessary for maintenance or expression of synap-
tic scaling during prolonged activity blockade.
One of the most ubiquitous and important “activity signals” 
in the nervous system is changes in intracellular calcium 
mediated by voltage-dependent channels, and this influx is 
crucial for induction of many forms of synaptic and intrin-
sic plasticity (Lisman et al., 2002; Malenka and Bear, 2004; 
Zhang and Linden, 2003). Modeling studies have shown that 
an efficient way to design a homeostatic feedback loop is to 
use an integrator of intracellular calcium and adjust neuronal 
properties to keep this integrated calcium signal close to 
some “calcium set point” (LeMasson et al., 1993; Liu et al., 
1998; Marder and Prinz, 2003). Consistent with this notion, a 
drop in calcium influx through voltage-gated calcium chan-
nels triggers scaling up of synaptic strengths (Ibata et al., 
2008; Thiagarajan et al., 2005). Somatic spikes trigger large 
transient increases in calcium in the soma, and blockade of 
these somatic calcium transients through somatic perfusion 
Figure 4. Role of BDNF and TNFα in 
 Synaptic Scaling
Blocking network activity with tetrodotoxin reduc-
es release of the brain-derived neurotrophic fac-
tor (BDNF) from neurons, and increases release of 
the cytokine tumor necrosis factor α (TNFα) from 
glial cells. A chronic (several-day-long) reduction 
in BDNF and increase in TNFα both scale up ex-
citatory synapses onto pyramidal neurons.
of calcium channel blockers was sufficient to induce synaptic 
scaling (Ibata et al., 2008). This suggests that a major path-
way mediating the early stages of synaptic scaling is a drop in 
action potential firing that leads to reduced somatic calcium 
influx (Figure 2). This drop in somatic calcium influx generates 
an intracellular signal that leads to a gradual and cumulative 
increase in AMPA receptors at synaptic sites. This suggests 
that synaptic scaling does not act to stabilize average firing 
rate but instead to stabilize somatic calcium. It is currently an 
unresolved issue whether the three potential activity signals 
described above (somatic calcium, BDNF, and TNFα) activate 
three different pathways that mediate or modulate synaptic 
scaling over different temporal and spatial scales or whether 
these three signals intersect at some step in a single pathway 
for synaptic scaling (see below).
Once a change in activity is sensed, signaling through one or 
more transduction cascades must be increased or decreased, 
and changes in signaling through this cascade must result in 
altered AMPA receptor accumulation at synaptic sites. Cal-
cium influx can be sensed by multiple calcium-dependent 
kinases, among them the calcium/calmodulin-dependent 
protein kinase (CaMK) family. Pharmacological blockade of 
CaMKs with KN93 (which blocks CaMKI, II, and IV) prevents 
the effects of activity blockade on mEPSCs (Thiagarajan et al., 
2002). Interestingly, chronic manipulations of activity modify 
the ratio of CaMKIIα and CaMKIIβ isoforms in hippocampal 
neurons, and changing this ratio through overexpression of 
one or the other isoform has complicated homeostatic effects 
on mEPSC amplitude, frequency, and kinetics. Changes in 
the ratio of CaMKIIα to CaMKIIβ can account for the effects 
of activity blockade on mEPSC frequency observed in some 
studies, but not on amplitude, suggesting that another CaMK 
is the critical player (Thiagarajan et al., 2002). A recent study 
suggested that CaMKIV may be the CaMK family member 
most intimately involved in postsynaptic scaling (Figure 2) 
(Ibata et al., 2008). Like CaMKII, CaMKIV must autophospho-
rylate after calcium/calmodulin binding to become active, 
but it must also be phosphorylated by CaM kinase kinase 
(CaMKK) (Soderling, 1999). CaMKIV has a strong nuclear 
localization, and there are high levels of activated CaMKIV 
under normal activity conditions (Ibata et al., 2008). This pool 
of active kinase is reduced by brief treatment with tetrodo-
toxin, whereas transfection with a dominant negative form of 
CaMKIV (or pharmacological inhibition of CaMKK) increases 
mEPSC amplitude and occludes the effects of tetrodotoxin 
(Ibata et al., 2008). CaMKIV is a transcriptional regulator, and 
transcription inhibitors block synaptic scaling downstream of 
CaMKIV activation. This study suggests that in neocortical 
neurons, a drop in somatic calcium influx is sensed through 
a drop in activated nuclear CaMKIV, which then triggers a 
transcription-dependent homeostatic increase in synaptic 
AMPA receptor accumulation and mEPSC amplitude. In this 
model, CaMKIV acts as a transcriptional repressor (although 
not necessarily directly) to dampen expression of factors that 
enhance synaptic accumulation of AMPA receptors.
Yet another pathway recently implicated in synaptic scal-
ing is activity-dependent expression of the immediate early 
gene Arc (Figure 2). Arc protein levels are bidirectionally 430 Cell 135, October 31, 2008 ©2008 Elsevier Inc.regulated by the chronic changes in activity used to induce 
synaptic scaling in vitro (Shepherd et al., 2006). In cultured 
neurons or slices from mice lacking Arc, AMPA receptor-
mediated currents are larger (Rial Verde et al., 2006; Shep-
herd et al., 2006), although Plath et al. (2006) reported no 
change in baseline transmission. Scaling up of mEPSCs by 
tetrodotoxin is occluded by Arc knockout, whereas scaling 
down is not (Shepherd et al., 2006). The effects of Arc overex-
pression on AMPA-mediated synaptic transmission are more 
variable, with no effect in one study (Shepherd et al., 2006) 
and reduced transmission in another (Rial Verde et al., 2006). 
The effects of Arc appear to be mediated through an effect 
on AMPA receptor endocytosis, as Arc can directly interact 
with and influence the endocytic machinery involved in AMPA 
receptor recycling. However, there is disagreement on which 
subunits (GluR1 or GluR2/3) are targeted (Chowdhury et al., 
2006; Rial Verde et al., 2006). These studies suggest that a 
drop in Arc protein could contribute to the buildup of synaptic 
AMPA receptors during synaptic scaling in response to activ-
ity blockade. Conversely, environmental stimuli that strongly 
activate neurons and thus generate strong Arc expression 
should reduce surface AMPA receptor number and generate 
a homeostatic reduction in synaptic strength; but given that 
loss of Arc expression does not block synaptic scaling down 
by enhanced activity (Shepherd et al., 2006), this cannot be 
the exclusive pathway that mediates removal of AMPA recep-
tors during synaptic scaling down. Whether Arc is an essen-
tial element of the signaling pathway coupling altered activity 
to synaptic scaling up or extreme manipulations of Arc gum 
up the receptor recycling machinery necessary for synaptic 
scaling up is not yet clear.
Several molecules important for synapse formation and 
structure have now been implicated in synaptic scaling. In 
mice bearing mutations that cause loss of function in the 
major histocompatibility complex class I, scaling up of mEPSC 
amplitude with tetrodotoxin is reduced (Goddard et al., 2007). 
Postsynaptic loss of the cell adhesion molecule β-catenin 
also greatly attenuates bidirectional synaptic scaling (Okuda 
et al., 2007). Finally, postsynaptic β3 integrins affect GluR2-
dependent endocytosis and are necessary for synaptic scal-
ing; treatment with tetrodotoxin increases surface levels of 
β3 integrin, overexpression of β3 integrin increases mEPSC 
amplitude, and β3 integrin knockout prevents tetrodotoxin-
induced synaptic scaling (Cingolani et al., 2008). These 
effects could be due to rapid signaling roles for these various 
adhesion and immune molecules or to disruption of synaptic 
structure or postsynaptic density scaffolds when these mol-
ecules are lost or reduced.
Most of the molecules or pathways described above are 
required during scaling up of synaptic strengths but are not 
required for scaling down (although a few, such as CaMKIV 
and β3 integrin, have not yet been testing during scaling 
down). This suggests that the signaling pathways and receptor 
trafficking machinery involved in scaling up and scaling down 
are different. A recent study found that activity-dependent 
induction of polo-like kinase 2 (Plk2) is important for scaling 
down of synaptic strengths during elevated activity (Seeburg 
et al., 2008). Plk2 is calcium dependent and when primed by 
CDK5 phosphorylation can bind to the scaffolding protein 
Spar and trigger its degradation. Plk2 is required for synaptic 
scaling down, and dominant negative CKD5 constructs also 
block scaling down, as do overexpressed Spar mutants that 
cannot be degraded by Plk2 phosphorylation (Seeburg et al., 
2008). Together, these data suggest that calcium influx during 
heightened neuronal activity triggers Plk2 and CDK5 activa-
tion, which phosphorylates Spar and leads to a reduction in 
mEPSC amplitude. Whether this pathway is also important 
in synaptic scaling up was not tested. It seems likely that the 
homeostatic control of synaptic strength is constructed as 
a push-pull mechanism, in which the level of neuronal firing 
titrates the relative magnitude of two (or more) processes that 
have opposing effects on synaptic strength.
It is difficult to fit all of the data described above into a 
unified view of the signaling pathways underlying synap-
tic scaling. Some of these signaling pathways have known 
interactions; to give a few examples, BDNF can induce Arc 
expression under some conditions (Rao et al., 2006) and 
can activate CaMKIV (Minichiello et al., 2002, Spencer et al., 
2008), suggesting that the ability of reduced BDNF signaling 
to scale up synaptic strengths in cortical cultures (Rutherford 
et al., 1998) could be due to reduced activation of CaMKIV and 
Arc. Integrin signaling can activate CDK5 in neuron-derived 
cell lines (Li et al., 2000), and one of the effects of TNFα is 
to rapidly increase surface levels of β3 integrin (Cingolani et 
al., 2008), raising the possibility that TNFα works through the 
integrin pathway to influence AMPA receptor accumulation. 
CaMKIV is necessary for calcium-dependent expression of 
TNFα in lymphocytes (Lobo et al., 1999), but whether this is 
a cell-autonomous interaction, or plays a similar role in neu-
rons and/or glia, is unclear. There are undoubtedly many more 
such interactions between these various pathways that are 
yet to be described.
The study of homeostatic synaptic plasticity is still rela-
tively young, and it is likely that this cast of molecular play-
ers will rapidly increase over the next few years. Rather than 
thinking of all of these potential signaling pathways as linear 
and independent, a more useful analogy may be the principle 
of “six degrees of separation,” where every element in a net-
work is connected to every other element by way of only a 
few intermediaries. In this view, manipulating any element in 
a network can have far-reaching effects on a large number of 
other signaling elements, and ultimately on synaptic function 
and plasticity. It remains to be seen whether BDNF, TNFα, 
Arc, CaMKIV, Plk2, and others prove to be part of a core set 
of push-pull signaling pathways for synaptic scaling or are 
situated such that manipulating their function modulates the 
function of other core signaling or trafficking elements.
Synaptic Scaling in the Visual Cortex
Homeostatic plasticity appears to stabilize circuit function in 
vivo in a number of organisms and brain areas (Davis and 
Bezprozvanny, 2001; Marder and Goaillard, 2006; Turrigiano, 
1999). Synaptic scaling has been most thoroughly studied in 
vivo in the visual system, using standard visual deprivation 
paradigms to generate an analog in vivo of activity block-
ade in culture. Visual cortical microcircuitry can be modified in an activity-dependent manner in response to changes in 
sensory experience (Katz and Shatz, 1996), and there is now 
mounting evidence that synaptic scaling plays important roles 
during various critical periods of visual system development. 
For example, during the second and third postnatal weeks, 
when synaptogenesis is high, there is an inverse relationship 
between the frequency and amplitude of mEPSCs onto prin-
cipal neurons in layer 4 of primary visual cortex (layer 4 is the 
primary input layer to cortex, where the majority of thalamic 
inputs terminate). This suggests that as the number of excit-
atory synapses rises (therefore increasing mEPSC frequency) 
and visual input increases, synaptic strength is reduced 
through an activity-dependent homeostatic mechanism. This 
interpretation is strengthened by the observation that raising 
animals in the dark prevents the developmental decrease in 
mEPSC amplitude (Desai et al., 2002). Further, blocking activ-
ity in the optic nerve with tetrodotoxin for 2 days scales up 
mEPSC amplitude onto pyramidal neurons, and this increase 
in mEPSC amplitude is reversed when optic nerve activity is 
allowed to resume. This phenomenon looks phenotypically 
identical to the synaptic scaling induced in culture after activ-
ity blockade (Desai et al., 2002), suggesting that is it indeed 
the same process. Interestingly, synaptic scaling in layer 4 
turns off after the first postnatal week, and turns on in layer 
2/3 (Desai et al., 2002; Maffei and Turrigiano, 2008), where it 
can be induced into adulthood (Goel and Lee, 2007). Visual 
cortex therefore is endowed with layer-specific critical peri-
ods for homeostatic plasticity.
In rodents, most of primary visual cortex is driven only by 
the contralateral eye (monocular cortex), but about one-third is 
binocular and receives input from both eyes. When one eye is 
deprived (generally through eyelid suture) during the classical 
critical period, there is a change in the ability of the two eyes 
to drive neurons within binocular cortex: cortical neurons rap-
idly (within 2 or 3 days) lose responsiveness to the deprived 
eye, and then (over the next several days) gain responsive-
ness to the nondeprived eye (Shatz, 1990). These changes 
have been ascribed to LTD and LTP (respectively) of excit-
atory inputs to cortical neurons (Malenka and Bear, 2004), but 
it has been suggested that the potentiation of responses to 
the nondeprived eye might arise instead through homeostatic 
mechanisms that boost the excitability of cortical neurons 
in response to a drop in sensory input (Kaneko et al., 2008; 
Mrsic-Flogel et al., 2007). A recent study used in vivo cal-
cium imaging to monitor eye-specific activation of individual 
neurons within binocular layer 2/3 and found that binocularly 
driven neurons maintained their overall level of responsiveness 
to the two eyes, so that the drop in the responsiveness to the 
deprived eye stimulation was compensated by an increase in 
responsiveness to nondeprived eye stimulation. Thus, the net 
sensory drive to these neurons remained relatively constant, 
indicating overall response homeostasis (Mrsic-Flogel et al., 
2007). A very similar response homeostasis after visual depri-
vation has been reported in the superior colliculus, a region of 
the midbrain that receives visual input (Chandrasekaran et al., 
2007). Interestingly, in visual cortex, the population of neu-
rons that were driven only by the deprived eye had stronger 
responses after deprivation, as did all neurons after binocular Cell 135, October 31, 2008 ©2008 Elsevier Inc. 431
deprivation, both of which are more consistent with a global 
homeostatic mechanism than with an LTP-like mechanism 
(Mrsic-Flogel et al., 2007).
In support of the notion that synaptic scaling underlies gain 
of responsiveness to the nondeprived eye, blocking TNFα sig-
naling in visual cortex (either in mice lacking TNFα or by infu-
sion of a soluble TNFα receptor into cortex) had no effect on 
the loss of responsiveness to the deprived eye but prevented 
the gain of responsiveness to the nondeprived eye (Kaneko et 
al., 2008). Ascribing this effect to impaired synaptic scaling 
rests on the assumption that loss of TNFα in vivo selectively 
blocks synaptic scaling without affecting the myriad other 
forms of synaptic plasticity that could contribute to response 
potentiation. TNFα is required for synaptic scaling but not for 
one form of cortical LTP in vitro (Kaneko et al., 2008), but it 
is not possible to rule out effects on the many other forms of 
Hebbian or homeostatic plasticity that have been identified in 
cortical neurons (Abbott and Nelson, 2000; Desai, 2003; Maf-
fei and Turrigiano, 2008; Sjostrom et al., 2006). In addition, it 
remains to be verified that lid suture induces synaptic scaling 
onto cortical pyramidal neurons within binocular cortex and 
that this is prevented by blocking TNFα signaling in vivo.
Complicating the interpretation of these studies is the recent 
report that the mode of homeostatic plasticity within layer 2/3 
during the critical period depends strongly on the method of 
visual deprivation. Lowering visual drive through intraocular 
injections of tetrodotoxin and by rearing animals in the dark 
both induce synaptic scaling (Desai et al., 2002; Goel and Lee, 
2007; Maffei and Turrigiano, 2008). In contrast, lowering visual 
drive through eyelid suture does not induce synaptic scaling 
in layer 2/3 but instead induces a homeostatic increase in the 
intrinsic excitability of layer 2/3 pyramidal neurons (Maffei and 
Turrigiano, 2008). Both forms of visual deprivation produce a 
compensatory increase in the spontaneous firing of layer 2/3 
pyramidal neurons in acute slices derived from monocular 
visual cortex, suggesting that the microcircuit in layer 2/3 can 
use different forms of homeostatic plasticity to compensate for 
the loss of visual drive, depending on the mode of deprivation. 
Intraocular tetrodotoxin blocks both visually driven and spon-
taneous retinal activity, whereas lid suture leaves spontaneous 
activity and some general light responsiveness intact and is 
very effective at driving LTD of excitatory synapses (Maffei and 
Turrigiano, 2008; Rittenhouse et al., 1999). One explanation 
for the difference between the effects of tetrodotoxin and lid 
suture is that synaptic scaling is unable to overcome the very 
strong LTD induced at layer 2/3 synapses during lid suture, 
and so other mechanisms, notably homeostatic regulation of 
intrinsic excitability, must be recruited to maintain response 
homeostasis (Maffei and Turrigiano, 2008). This suggests that 
the response homeostasis observed after lid suture (Mrsic-Flo-
gel et al., 2007) is likely due to homeostatic intrinsic plasticity 
rather than synaptic scaling. An interesting question is whether 
TNFα signaling is necessary for the expression of homeostatic 
intrinsic plasticity as well as synaptic scaling.
These studies highlight the notion that experience-depen-
dent plasticity is unlikely to be explained by a single form of 
synaptic plasticity but rather arises through a complex inter-
play between many forms of excitatory, inhibitory, and intrin-432 Cell 135, October 31, 2008 ©2008 Elsevier Inc.sic mechanisms occurring at many sites within the cortical 
microcircuit. Understanding experience-dependent plastic-
ity will likely require an integrated view of how these various 
forms of plasticity cooperate to modify microcircuit function. 
The existence of redundant forms of homeostatic plasticity 
may ensure that network compensation can be achieved in 
response to a wide range of sensory perturbations. A more 
complete mechanistic understanding of synaptic scaling will 
likely generate methods of selectively interfering with syn-
aptic scaling without compromising other forms of plasticity, 
which should greatly facilitate parsing the particular role of 
synaptic scaling and other forms of plasticity in central ner-
vous system function.
Concluding Remarks
Neurons use homeostatic synaptic scaling to stabilize their 
firing rates in the face of developmental or learning-induced 
changes in drive, and this contributes to the ability of central 
neuronal networks to “tune themselves up” and maintain sta-
ble function throughout life. From considerable work a rough 
outline is emerging of how such a biological homeostatic 
negative feedback system is designed. Several negative 
feedback pathways have been identified that could contribute 
to the stabilization of synaptic weights. One such pathway is 
outlined in Figure 2 and works in the following manner: a drop 
in neuronal firing leads to a decrease in somatic calcium ions, 
which reduces the activation of CaMKIV. Reduced CaMKIV 
activation in turn increases the transcription of one or more 
factors that regulate the steady-state number of AMPAR 
at synaptic sites. An increase in the amount of this factor 
leads to an increase in AMPAR accumulation, which then 
increases excitatory synaptic drive. This boosts neuronal fir-
ing, brings somatic calcium back into the desired range, and 
increases CaMKIV activation back to baseline levels. Scaling 
down could work either as the reciprocal of this (that is, too 
much activated CaMKIV scales synapses down) or could be 
achieved through an alternative pathway (such as the Plk2 
pathway) that preferentially senses elevated activity and con-
verges onto the same machinery.
This rough picture leaves many issues unresolved. For 
example, how does modulating activation of intracellular sig-
naling molecules lead to a precise homeostatic adjustment in 
neuronal firing, without overshooting, oscillations, or drift in 
the system? From an engineering perspective, homeostatic 
negative feedback systems are most robust when imple-
mented as an “integral feedback system,” where homeo-
static compensation is controlled by an error signal that is 
the integral over some time step of the difference between 
the set point and the actual value (see Davis, 2006; van Ros-
sum et al., 2000). Given the dependence of synaptic scaling 
on somatic calcium, it is reasonable to suppose that the “dif-
ference” neurons are measuring is the deviation of somatic 
calcium from a target value; if and how neurons compute an 
integral of this difference is unclear.
A second important issue is how the activity “set point” of 
a neuron is determined. One possibility is that the set point is 
determined by the sensitivity of a calcium sensor (or sensors), so 
that only deviations away from the target internal calcium value 
trigger these sensors to generate homeostatic compensation. 
This would require the properties and amounts of these sen-
sors to be precisely regulated, and such a system might not be 
terribly robust. Alternatively, the set point could arise from an 
equilibrium between several opposing forces regulating recep-
tor accumulation. If lowering activity increases the amount of a 
factor that enhances receptor accumulation (Factor +), and rais-
ing activity increases the amount of a factor that reduces recep-
tor accumulation (Factor −), then the firing rate at which these two 
forces equalize will be the activity set point (Figure 5). This model 
makes the interesting prediction that modulating the strength of 
one of these signaling pathways will shift the activity set point 
to more positive or negative values. This could provide a simple 
means to “customize” the activity set point, so that different 
classes of neuron, or neurons at different developmental stages, 
can have different set points. It also suggests that disease states 
that involve disregulation of cortical activity, such as some forms 
of epilepsy, might be caused by changes in the balance between 
opposing signaling pathways for synaptic scaling that result in a 
shift in the activity set point. Finally, building an activity set point 
in this way would benefit from the existence of multiple sensors 
and pathways. Adding additional pathways will only increase the 
robustness of the system and make it less sensitive to variation 
in the expression of any given sensor. This may explain some of 
the apparent redundancy in signaling pathways that have been 
postulated to contribute to synaptic scaling.
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Figure 5. Establishing a Set Point for the Rate of Neuronal Firing
A firing rate set point can be constructed out of two opposing synaptic scal-
ing factors. Factor+ (solid red line) increases in activation as activity rises and 
scales down the strengths of excitatory synapses strengths. Factor− (solid 
blue line) increases in activation as activity falls and scales up synaptic 
strengths. The firing rate at which these two opposing forces equalize is the 
activity set point (solid black circle). If one of these factors is reduced or in-
creased in magnitude, the activity set point will shift: for example, if Factor+ 
is reduced in magnitude (dashed blue line), the activity set point will shift to a 
more negative value (solid gray circle).REFERENCES
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