The ability to generalize across visual domains is crucial for the robustness of visual recognition systems in the wild. Several works have been dedicated to close the gap between a single labeled source domain and a target domain with transductive access to its data. In this paper we focus on the wider domain generalization task involving multiple sources and seamlessly extending to unsupervised domain adaptation when unlabeled target samples are available at training time. We propose a hybrid architecture that we name ADAGE: it gracefully maps different source data towards an agnostic visual domain through pixel-adaptation based on a novel incremental architecture, and closes the remaining domain gap through feature adaptation. Both the adaptive processes are guided by adversarial learning. Extensive experiments show remarkable improvements compared to the state of the art.
Introduction
Domain Adaptation (DA) is at its core the quest for principled algorithms enabling the generalization of visual recognition methods. Given at least a source domain for training, the goal is to achieve recognition results as good as those achievable on source test data on any other target domain, in principle belonging to a different probability distribution, without having prior access to labeled images. Solving this problem will represent a major step towards one of the key goals of computer vision, i.e. having machines able to answer the question 'what do you see?' in the wild; hence, its increased popularity in the community over the last years (see section 2 for a review of recent work).
Since its definition [34] , the most popular instantiation of the problem has assumed to have access to annotated data from a single source domain and to unlabeled data from a specific target domain. Still, there has been recently a growing interest on how to leverage over multiple source domains when unlabeled target data are available [47] , and even more on how to generalize over any possible target domain, when it is not possible to access target data of any sort a priori [23] . Intuitively, by leveraging over multiple sources it should be possible to design algorithms able to discard the specific style of each source domain, while capturing the generic content of the visual categories contained in all domains depicting such categories.
Algorithm-wise, the community has attacked the problem with two disjoint strategies. The first is based on end-to-end architectures that minimize both a source classification and a domain shift measure. Specifically, these methods express the domain shift either in terms of difference in the domain statistics [46, 41] , or of adversarial domain discrimination [11, 45] , or of random walk transition probability among the samples of two domains [16] . All of them aim at aligning the feature representation learned for the domains. The other direction deals with image (instead of feature) transformation. The visual style of a domain, be it source, target or both, is modeled and transferred to images of the different one so that adaptation happens at the input level and standard classification networks can be reused without further internal modifications [33, 3] . While this second solution allows for human-understandable modifications, it should be noted that a visually pleasant transformation may not be what the network needs most to get the best possible adaptation.
In this work we focus on the scenario where multiple source domains are available at training time, with the aim of learning an agnostic visual domain as well as the corresponding representation able to capture the intrinsic information carried by all domains while discarding the distinctive style of each individual source. To do so, we propose a hybrid architecture that sits at the intersection of the two algorithmic approaches outlined above, allowing to get the best of both worlds. Our intuition is that it is possible to reduce the domain shift by acting simultaneously on the image and on the feature space within an adversarial framework. This means dropping the condition of a human-understandable style transfer to the benefit of a new more network-understandable visual language. To this end, we propose an architecture where a novel incremental transformer maps the available images, guided by an adversarial loss, towards an agnostic, intermediate visual domain that retains the most important domain invariant information. Such agnostic images are then used as input to a multi-branch feature adaptation block, getting a substantial benefit with respect to separate feature-based and style-transfer based methods. We call our architecture Agnostic Domain Generalization (ADAGE). While in general we do not assume to have access to unlabeled target data, the architecture can be easily extended to the unsupervised multi-source domain adaptation scenario.
We test ADAGE on the domain generalization and unsupervised multi source domain adaptation settings, comparing against recent approaches [22, 49, 47] . In all experiments, for both settings, ADAGE significantly outperforms the state of the art, proving the benefit of a hybrid approach. An ablation study and visualizations of the agnostic domain images complete our experimental study.
Related Work
Single Source Domain Adaptation In this setting we can identify two main strategies. The first deals with features and aims at learning deep domain invariant representations. The idea is to introduce different measures of domain distribution shift at a single or multiple levels in the architecture [26, 41, 4, 5, 32] and then train the network to minimize these measures while also reducing a task-specific (e.g. classification, detection) loss. Besides distribution evaluations, other domain shift measures used are the error in the target sample reconstruction [13] , or coherence metrics on the pseudo-labels assigned by the source models to the target data [37, 16, 35] . Finally, a different group of feature-based methods rely on adversarial loss functions [11, 44] . The method proposed in [36] is an interesting variant of [11] , where the domain difference is still measured at the feature level but passing through an image reconstruction step. Also two-step networks may have practical advantages [45, 1] . The second popular strategy focuses on images. Powerful GAN [14] methods have been exploited to generate new images or perturb existing ones to resemble the visual style of a certain domain, thus reducing the discrepancy at pixel level [3, 39] . Most of the works based on image adaptation aim at generating either target-like source images or source-like target images, but it has been recently shown that integrating both the transformation directions is highly beneficial [33, 18] . In particular [18] exploits both image and feature-level adaptation in a single-source unsupervised domain adaptation setting. Considering that the proposed GAN-based network contains 2 generators, 3 discriminators and 1 classifier for a single source-target domain pair, its extension to multi-sources and to the even more challenging domain generalization asks for a new dedicated architecture, which is not straightforward.
Multi Source Domain Adaptation
The multi-source setting was initially studied from a theoretical point of view, focusing on theorems indicating how to optimally sub-select the data to be used in learning the source models [7] , or proposing principled rules for combining source-specific classifiers [28] . Several other works followed this direction presenting algorithms based on the combination of source hypotheses [42, 9] . A different set of multi-source adaptation approaches are based on learning new feature representations, defining a mapping to a latent space shared between domains. Some of them are created for single sources but can be easily extended to multiple ones [8, 15] , other works presented instead dedicated solutions for multiple sources [17, 19] . With shallow-methods the naïve model learned by collecting all the source data in single domain without any adaptation usually shows low performance on the target. This behavior changes when moving to deep learning, where the larger number of samples as well as their variability supports generalization and provides good results on the target. Only very recently two methods presented multi-source deep learning approaches that improve over this baseline. The approach proposed in [47] builds over [11] by Figure 1 : A schematic description of ADAGE. All samples (including target ones, in the DA setting) follow the same path in the network. Firstly they go through the Transformer T that takes as input the original images and outputs the modified ones. Then the updated samples go through the Image Domain Discriminator H and, at the same time, flow through the Feature Extractor F . Once converted to features, the samples progress both into the Classifier C and through the Feature Domain Discriminator D. We use H to get an estimate of domain similarity, which is used to bias the classification loss towards those sources which are more similar to the target. The gradient from H is inverted and flows through T driving image modifications towards domain confusion. Similarly, the gradient from D also inverted, is backpropagated through F and T so that both the feature and the image dedicated blocks benefit from a further push towards the domain agnostic space. The classification gradient travels through the whole network, excluding H and D.
replicating the adversarial domain discriminator branch for each available source. Moreover these discriminators are also used to get a perplexity score that indicates how the multiple sources should be combined at test time, according to the rule in [28] . A similar multi-way adversarial strategy is used also in [49] , but this work comes with a theoretical support that frees it from the need of respecting a specific optimal source combination and thus from learning the source weights.
Domain Generalization
In the Domain Generalization (DG) setting, no transductive access to the target data is allowed, thus the main objective is to look across multiple sources for shared factors in the hypothesis that they will hold also for any new target domain. Usually these factors are either searched at model-level to regularize the learning process on the sources, or at feature-level to learn some domain-shared representation. When focusing on deep DG methods, model-level strategies are presented in [27] and [23] . The first work proposes a weighting procedure on the source models, while the second aims at separating the source knowledge into domain-specific and domain-agnostic sub-models. A meta-learning approach was recently presented in [22] : it starts by creating virtual testing domains within each source mini-batch and then it trains a network to minimize the classification loss, while also ensuring that the taken direction leads to an improvement on the virtual testing loss. Regarding feature-based methods, [30] proposes to exploit a Siamese architecture to learn an embedding space where samples from different source domains but same labels are projected nearby, while samples from different domains and different labels are mapped far apart. Both the works [12, 24] exploit deep learning autoencoders for domain generalization still focusing on representation learning. A new way to tackle DG was recently presented in [38] . Instead of aiming at the reduction of domain-specific signals, this work introduces a form of data augmentation based on domain-guided perturbations of the input instances. A label classifier is then trained on both the original instance and the data produced by the described augmentation process.
As a final remark, we note that, despite for both DA and DG there exist multiple methods based on features and representation learning, image-adaptive solutions are exclusive for the single source domain adaptation setting. The only methods in DG that somehow involve images are [12, 38] but the focus is either on source-to-source reconstruction or on data augmentation. With ADAGE we introduce a joint image and feature adaptation method: it learns how to project images into a network-understandable agnostic visual space that paves the way for completing the domain gap closure in the feature space. 
Agnostic Domain Generalization
We assume to observe i = 1 . . . S source domains with the ith domain containing N i labeled instances
In addition we also have an unlabeled target domain whose data {x t j } Nt j=1 might (DA) or might not (DG) be provided at training time. All the source and target domains share the same label space, but their marginal distribution is different thus inducing a domain shift.
The goal of ADAGE is to learn a domain agnostic model by adapting both the images and their representation: this is obtained by jointly learning a mapping towards new visual and feature spaces where the domains are confused but the relevant semantic information of the data is maintained. We realize this goal by combining a feature extractor F and a classifier C sub-networks to three modules: a new image transformer T and two domain discriminators H, D respectively for images and features. An overview of our deep learning architecture is shown in Figure 1 .
Image Transformer T modifies the input images to remove their domain-specific style. We defined a new incremental structure for this module that exploits the power of layer aggregation [48] : the output of two 3 × 3 convolutional layers each followed by Relu and Batch Normalization are stacked up with the input and propagated to every subsequent layer (see Figure 2 ). Specifically, the produced feature build up in size resulting in a growing sequence of {3, 8, 16, 32, 4, 64, 128} maps, after which a convolution layer brings them down to 3 channels, interpretable as RGB images.
An image transformer was previously used in [6] for image colorization. The proposed structure was based on a sequence of blocks each made of two 3 × 3 convolutional layers with 64 filters and residually summed to their input. Finally a 1 × 1 convolution extracted the relevant 3 channels. To test this residual transformer as reference in ADAGE we consider a module made of four blocks and we further extended it by adding a last residual connection that sums the original input image to the 3 channels convolutional output: we found this operation beneficial to the stability of the whole network.
Image Domain Discriminator H receives as input the images produced by T and predicts their domain label. More in details, this module is a multi-class classifier that learns to distinguish among the S source domains in DG, and S + 1 in DA (including the target), by minimizing a simple cross-entropy loss L H . The information provided by this module is used in two ways: to adversarially guide the transformer T to produce images with confused domain identity, and to estimate a similarity measure between the source and the target data when available. The first task is executed through a gradient reversal layer as in [11] . The second is obtained as a byproduct of the domain classifier H by collecting the probability of every source sample in each batch to be recognized as belonging to the target.
Feature Domain Discriminator D is analogous to H but, instead of images, it takes as input their features, performing domain classification by minimizing the cross-entropy loss L D . Finally, during backpropagation, the inverted gradient regulates the feature extraction process to confuse the domains.
Feature Extractor and Classifier F and C are standard deep learning modules. We built them with the same network structure used in [49] to put them on equal footing. In particular, in the DG setting the classifier learns to distinguish among the M categories of the sources by minimizing the cross-entropy loss L C , while for the DA setting it can also provide the classification probability on the target samples p(x t ) = C(F (T (x t ))) that is used to minimize the related entropy loss L e = p(x t )log(p(x t )).
If we indicate with θ the network parameters and we use subscripts to identify the different network modules, we can formally write the overall loss function optimized by ADAGE as:
We remark that, as specified by its superscripts, L j,i=S+1 e is only active in the DA setting, while L D and L H in the DA case deal with an {S + 1}-multiclass task involving also the target together with the source domains.
As can be noted from (1), the number of meta-parameters of our approach is very limited. For λ we use the same rule introduced by [11] that grows the importance of the feature domain discriminator with the training epochs:
total_epochs . We set γ k = 0.1λ k so that only a small portion of the full gradient of the image domain discriminator is backpropagated: in this way we can still get useful similarity measures among the domains while progressively guiding the transformer to make them alike. When the image adaptation part is enough to close the domain gap, the feature discriminator loss might be abnormally high causing divergence. We easily obviate such extreme cases by maintaining a record on the initial feature discriminative loss and avoiding the loss backpropagation if it is higher than twice its initial value. Finally, the experimental evaluation indicates that ADAGE is robust to the exact choice of η, thus we keep it always fixed to 0.5 just for simplicity.
We conclude this section with some remarks on the characteristics of ADAGE. To our knowledge this is the first method designed to work seamlessly both in the domain generalization and in the multi-source unsupervised domain adaptation settings. It is also the first method to introduce an image-level component in a deep learning architecture for domain generalization. Differently from existing GAN-based methods that need a typical alternating training between image adaptation and classification, we train the whole model of ADAGE with a single optimizer. Nonetheless, we are still performing adversarial training, as the gradient originating from our domain discriminators is inverted before reaching our feature extractor and image transformer. Moreover, GAN adaptive approaches aim at transferring the source style to the target data and/or vice-versa [33, 3, 25] , while our goal is that of projecting the data of all the available domains to a new agnostic space, where the domain-specific signatures are discarded. Technically we avoid the risk of degenerating all inputs to random noise by priming the network to correctly perform label classification and by starting to confuse the domains only later (see the λ k update agenda), while still receiving feedback from the classification loss. Finally we underline that the image transformation proposed for ADAGE is not meant to be pleasant to the human eye: its purpose is to start to close the domain gap, instead of fully delegating this task to the features at later stages in the learning process.
Experiments
We tested ADAGE 1 on the DA and DG scenarios always considering the availability of multiple sources. Our framework can easily switch between the two cases with a few key differences. For DG the image H and the feature D domain discriminators deal with S domains, while for DA they need to distinguish among S + 1 domains including the target. Moreover, in DA, the unlabeled target data trigger the classification block C to activate the entropy loss and to use the source domain weights provided by the image domain discriminator H. Specifically these weights make sure that our classifier is biased towards the sources more similar to the target.
Datasets and Scenarios
We focus on five well known digits datasets. MNIST [21] contains 70k centered, 28 × 28 pixel, grayscale images of single digit numbers on a black background. MNIST-M [11] is a variant where the background is substituted by a randomly extracted patch obtained from color photos of BSDS500 [2] . USPS [10] is a digit dataset automatically scanned from envelopes by the U.S. Postal Service containing a total of 9,298 16 × 16 pixel grayscale samples; the images are centered, normalized and show a broad range of font styles. SVHN [31] is the challenging real-world Street View House Number dataset. It contains over 600k 32 × 32 pixel color samples, while we focused on the smaller version of almost 100k cropped digits. Besides presenting a great variety of shapes and textures, images from this dataset often contain extraneous numbers in addition to the labeled, centered one. Finally, the Synthetic Digits (SYNTH) collection [11] consists of 500k images generated from Windows T M fonts by varying the text (that includes different one-, two-, and three-digit numbers), positioning, orientation, background and stroke colors, and the amount of blur 2 .
We consider three sets of multi source experimental scenarios. A first case from [49] involves three sources chosen in {MNIST, MNIST-M, SYNTH, SVHN}. Each dataset with the exception of SYNTH, is cyclically used as target. All the images are resized to 28 × 28 pixels and subsets of 20k and 9k samples are chosen respectively from each source and from the target. A second case from [47] involves four sources by adding USPS to the previous dataset group, and focuses on two possible targets, SVHN and MNIST-M. Even in this case the images are resized to 28 × 28 pixels, and 25/9k samples are drawn from each dataset to define the source/target sets 3 . A third case from [12] involves five sources and exploits variants of MNIST denoted as {M 0 , M 15 , M 30 , M 45 , M 60 , M 75 }. We randomly chose 1000 digit images of ten classes from the original MNIST training set to represent the basic view M 0 with 100 images for each class. The other views are then obtained by rotating the images of 15 degrees in counterclock-wise direction.
For our experiments all the datasets were normalized and zero-centered. In the DG case, the mean and standard deviation of the target for data normalization are calculated batch-by-batch during the testing process. A standard random crop of 90 − 100% of the total image size was applied as data augmentation. The training procedure requires 200 epochs for DA, while for the DG experiments we found beneficial to increase the number of training epochs to 600. For DA we used RmsProp [43] with a lr of 5e −4 , while for DG we used Adam [20] with a lr of 1e − 3. In both cases we step down the lr after 80% of the training. All the experiments are repeated tree times and we report the average on the obtained classification accuracy results. Results in Table 1 As a main baseline for the three and four sources settings we use the naïve combine sources strategy that consists in learning a classifier on all the source data combined together. For a fair comparison we produced these results by keeping only the feature extractor F and the classifier C of our network, while turning off all the adaptive blocks. For DG we benchmark against the meta-learning method MLDG presented in [22] using the code provided by the authors and running the experiments on our settings. For DA we report the reference results from previous works. In particular for the three sources experiments the comparison is with the Multisource Domain Adversarial Network MDAN [49] . Since this method builds over the DANN algorithm [11] the result obtained with DANN applied on the combination of all the sources (combine DANN) is also reported. For the four sources experiments the main comparison is instead with the Deep Cocktail Network (DCN) [47] , a recent method able to work even with partial class overlap among the sources. We present the accuracy for both the residual and incremental transformer variants of ADAGE and we see that they outperforms all the reference sota baselines in DG and DA, both using three and four sources, with margins of up to 6.84% in DG and of up to 11.07% in DA. Interestingly, using four sources slightly worsens the performances when SVHN is the target: our interpretation is that adding the USPS dataset slightly increases the domain shift between the whole training and test domains, making the adaptation somehow more difficult. Results obtained with the incremental transformer are overall stronger that those obtained with the residual version: we think that this is due to the peculiar structure of the incremental transformer that allows to retain all the expressive capacity of bigger and deeper architectures while keeping the number of parameters low. Indeed the incremental T has only 1 3 of the parameters with respect to the residual version, thus it is faster in training and allows to better avoid overfitting while mapping the source domain images into a compact agnostic space. Table 2 For the five sources experiments we focus on DG and on the most efficient incremental version of ADAGE. We benchmark against two autoencoder-based DG methods D-MTAE and MMD-AAE respectively presented in [12] and [24] , as well as against the metric-learning CCSA method [30] and the very recent CROSS-GRAD [38] . The results indicate that ADAGE outperforms three of the four competitors and has results similar to CROSS-GRAD which proposes an adaptive solution based on data augmentation that could potentially be combined with ADAGE.
Results in
Further Results Besides evaluating ADAGE on digits images, we tested it also on the ETH80 object dataset. We followed [12] focusing on the ETH80-p setting with 5 domains obtained from 5 pitch-rotated views of 8 objects. The images are subsampled to 28 × 28 and greyscaled. By running ADAGE for DG on this setting, training in turn on four sources and testing on the remaining domain, we get an average accuracy of 94.1%, significantly higher than 87.9% of D-MTAE.
While ADAGE is specifically tailored for the multi-source settings, the reader might wonder how it would behave in the case of a single source DA with access to unlabeled target data. As a proof of concept experiment, we tested ADAGE using SVHN as source and MNIST as target. With the same protocol used in our DA experiments, we achieve an 95.7% accuracy, which is on par with the very recent [16] and better than many other competitive methods [18, 33, 50, 35, 37] , all scoring an accuracy lower than 91.0%. Table 3 shows the effect of progressively enabling the key components of ADAGE, showcasing the relative importance of each piece. If only the transformer is enabled, but there is no effort to align the domains, the final accuracy is not significantly better than the non-adaptive baseline (62.6%), which shows that simply using a longer network provides only a minimal advantage. A first jump in accuracy appears when the feature domain discriminator D is introduced, but only for DA, as the DG accuracy stays low. The contribution of the image domain discriminator H is negligible by itself and this behavior can be explained considering that we backpropagate only a small part of the H gradient (γ = 0.1λ, see section 3). However its beneficial effect becomes evident in collaboration with the other network modules: passing from T+D+E to T+D+E+H implies an improvement in accuracy of at least 4% which indicates that the adversarial guidance provided by H on T allows for an image adaptation process complementary to the feature adaptation one. Using the entropy loss helps a lot, with gains in performance of over 15%. The presence of multiple sources very likely helps in reducing the risk that the entropy loss might mislead the classifier. Note that since the image domain discriminator backpropagates only on the transformer, it is not possible to test any combination containing H but not T .
Ablation Study
Qualitative results While strong numerical results suggest that we are indeed closing the distances between domains, we can improve our understanding by looking at both the images generated for the agnostic domain, and at their embeddings. Figure 3 shows the agnostic images generated by the residual and the incremental transformers, in the three source experiment with target MNIST-M, both in the DA and DG settings. We see that the main effect of T is that of removing the backgrounds and enhancing the edges. We might still be able to distinguish between domains (more or less, depending on the used T ) by looking at the style of the digits. We believe this is why we also need domain invariance at the feature level. Fig 4 shows the TSNE embedding of features extracted immediately before the final classifier. We see that in the DA setting we completely align the feature spaces of the domains, resulting in a clear per class clustering. In the DG setting the results are less clean, but the clusters are still tighter than those obtained by the combine source baseline.
Conclusions
This paper attacks the problem of domain generalization and adaptation when multiple sources are available, proposing the first deep architecture for these settings which performs joint image and feature adaptation. This makes it possible to learn how to project images into an agnostic visual space, that can be further used for domain alignment in the feature space. Our architecture, ADAGE, achieves impressive results on several benchmarks, outperforming the current state of the art by a significant margin. Future work will further explore alternative architectural choices for performing domain alignment in the feature space, will expand the experimental evaluation to include objectbased domain adaptation benchmarks like Office, and will extend ADAGE to the open set multi source domain adaptation and generalization scenarios.
Appendix Residual Transformer
We provide here some more information on the residual transformer that we used as reference module when building ADAGE.
In Figure 5 we present its architecture: note that the choice of adding the last residual operation that combines the original image with the intermediate residual block output was not used in [6] and is introduced here to help the whole network stability. We tested some variations of this architecture by augmenting or reducing the number of filters and the number of residual blocks, observing small performance variations so we decided to keep the original structure.
In Table 4 we complete the ablation study showing the results obtained with the residual transformer. As already indicated in the main paper, the behavior of the residual T in combination with the other modules of ADAGE is analogous to that of the incremental T .
In Figure 6 we give an overview on the growing accuracy of ADAGE during the training epochs of a DA experiment when using the residual transformer. In particular we show the accuracy plots for two runs (in red and blue) on the sources (the first three on the left) and the target (right).An increase in accuracy for the sources corresponds an analogous increase for the target, which indicates that ADAGE is able to align the domains with a clear effect on the target recognition performance.
Structure of D and H For the feature domain discriminator D we used the same structured defined in [11] . The image domain discriminator H is instead built similarly to the main classification architecture, basically it is a copy of F followed by C. Both F and C have the same structure presented in [49] . Specifically F is composed by three Convolutional 3 × 3 + ReLu + Maxpooling 2 × 2 blocks where the number of convolutional maps grow from 64 to 128 and 256. The classifier C is instead composed by a Convolutional 256 × 3 × 3 layer followed by two ReLu + FullyConnected + Dropout blocks and ending with a last FullyConnected layer. The dimension of the FullyConnected layers are respectively 2048, 1024, number of classes.
Further Qualitative Results For a further visual inspection of the results, we extended the qualitative analysis to the three sources experiments with SVHN as target. Figures 7 and 8 show respectively the images produced by the transformer module of ADAGE and the TSNE embedding of features extracted immediately before the final classifier. From both we can get to similar conclusions to those already elaborated in the main paper for the MNIST-M experiment. Table 5 is an extended version of the table presenting the three and four sources digits experiments in the main paper. Here, besides the combine sources baseline implemented by us, we include also the reference results for the same baseline as reported in [49] and [47] . We tried our best to replicate their base training protocol and network, still the obtained results are slightly different from the published ones, so we report them here for completeness. We also include in the table two other reference results. For the experiments with three sources, [49] showed that choosing the source most related to the target and running DANN in this single source case provides higher recognition performance that using all the sources together: these results are now in the left part of the table, line best single DANN. For the experiments with four sources, [47] indicated that running DANN separately on each source and then using the produced prediction in an average ensemble may provide an accuracy as good as DCTN in some setting: these results appear now in the right part of the table, line separate DANN av..
Further Quantitative Results
As we have already discussed in the main paper, ADAGE is defined for multi-source settings, but can still work reasonably well when dealing with a single source. To further analyze its behaviour we run an extra experiment on a single source setting which involves objects instead of digits images. We consider as source the Synthetic Signs dataset [29] and as target the German Traffic Signs Recognition Benchmark (GTSRB) [40] . The first is a collection of 100k images of common street signs obtained from Wikipedia and artificially transformed to simulate various imaging conditions, while the target consists of about 52k cropped images of German traffic signs. Both databases contain samples from 43 classes. Although this is an extreme condition for ADAGE, it produces an accuracy of 95.7%, just slightly worse than the recent 96.7% result obtained with a GAN-based method in [33] .
For a more extensive evaluation on the effect of the number of sources on ADAGE, we also ran experiments starting from the four sources digits setting of the main paper, focusing in particular on the case with MNIST-M as target. We progressively decreased the number of sources to two and three considering all the possible combinations of remaining sources. In the DG setting the average performance of ADAGE on the three source cases is 59.7%, practically equal to the result 60.0% produced by the average combined sources baseline. Analogous results are observed for the two source case with an average accuracy for ADAGE of 55.4% with respect to 55.0% of combined sources. As reference, in the four source case the results were 67.0% for ADAGE and 61.9% for combined source. Thus, overall, a reduced number of sources means a drop in performance with equal effect on ADAGE and the baseline. For the DA setting the performance of ADAGE shows a relatively smaller drop in performance when decreasing the source cardinality, passing from 85.3% with four sources to an average of 82.3% with three sources and 79.2% with two sources, always maintaining a significant advantage over the combined sources baseline.
