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Abstract — The complexities of Arabic language in morphology,
orthography and dialects makes sentiment analysis for Arabic 
more challenging. Also, text feature extraction from short 
messages like tweets, in order to gauge the sentiment, makes this 
task even more difficult. In recent years, deep neural networks 
were often employed and showed very good results in sentiment 
classification and natural language processing applications. Word 
embedding, or word distributing approach, is a current and 
powerful tool to capture together the closest words from a 
contextual text.  
In this paper, we describe how we construct Word2Vec models 
from a large Arabic corpus obtained from ten newspapers in 
different Arab countries. By applying different machine learning 
algorithms and convolutional neural networks with different text 
feature selections, we report improved accuracy of sentiment 
classification (91%-95%) on our publicly available Arabic 
language health sentiment dataset [1]. 
Keywords — Arabic Sentiment Analysis, Machine Learning, 
Convolutional Neural Networks, Word Embedding, Word2Vec 
for Arabic, Lexicon. 
I. INTRODUCTION 
Sentiment Analysis is one of the Natural Language 
Processing (NLP) tasks that deals with unstructured text and 
classifies it as expressing either a positive or a negative 
sentiment. There are also sentiment analysis tools to classify text 
into three classes (positive, neutral, negative) or more (e.g., very 
positive, positive, neutral, negative, and very negative). There 
has been a constant rise in the use of many social networks, such 
as TripAdvisor, Yelp, Foursquare, Booking, and Twitter. In such 
networks, users can write their opinions about services, food, 
places to visit, hotels, etc. These are rich resources, with huge 
numbers of opinions, represented as unstructured text in many 
different languages.  Hence this data has gained much interest 
and focus from NLP researchers and has been widely explored 
in many languages, and especially in English.  
Many techniques and approaches were used to improve NLP 
in general and sentiment analysis in particular, including 
machine learning algorithms, stemming and lemmatising the 
text, focusing on some words by using Part of Speech (POS) 
taggers, using lexicon based approaches, as well as by 
combining with word distributing techniques. 
There is a growing body of research in NLP for the Arabic 
language in recent years, for example [2], [3] and [4]. However, 
there is still a need to tackle the complexity of NLP tasks in 
Arabic. This complexity comes from many aspects, such as 
morphology, orthography, dialects, short vowels and word 
order.  For example, the Arabic letter Hamzah or Hamza (ء) can 
be written in four different forms ( أ ء ، ئ ، ؤ ،  ), so people can 
easily make mistakes. 
This paper will first overview some related recent works on 
sentiment analysis in Section II. Then, in Section III, we describe 
the details of a process of distributing Arabic words using the 
Word2Vec approach from an available Arabic corpus [5]. 
Section IV contains a brief description of the dataset, and the 
results of some machine learning algorithms along with 
convolutional deep neural networks that we used. It also presents 
different text feature selections and the way the features are used 
within the machine learning classifiers. Finally, Section V 
presents our conclusions and plans for future work. 
II. RELATED WORK
Sentiment analysis gained exposure in [6], where three 
machine learning algorithms were used: Naïve Bayes, 
Maximum Entropy, and Support Vector Machines. Since [6] the 
amount of research on sentiment analysis has significantly 
increased. For example: [7] utilized semantic values to phrases 
and words as features; and [8] combined a lexicon with a Twitter 
followers’ graph to help in the sentiment classification. 
In recent years, attention to the Arabic language has also 
increased: [2] is a book for researchers dealing with Arabic NLP; 
[3] presented a rule-based approach for Arabic language using
an adaption from other languages, such as English; [4]
introduced a tool for preprocessing Arabic text, which include
root stemmer, part-of-speech tagger (POS-tagger), etc.; and [9]
reported some challenges in dealing with the Arabic language in
NLP and described some solutions for these. Moreover,
sentiment analysis in Arabic language has received individual
attention: [10] used some machine learning methods for
sentiment classification; [11] presented an annotated Arabic
dataset and applied morphology-based and lexical features for
Arabic sentiment analysis; [12] improved the performance of
sentiment analysis for Arabic, using different techniques like
stemming, POS and expanding lexicon; [13] used deep neural
networks with three different architectures for Arabic sentiment
analysis; and [14] considered building an Arabic lexicon,
manually and automatically.
 III. ARABIC WORD EMBEDDING 
Words aggregation, or mapping words that have the same 
meaning, is a critical issue in NLP. However, by introducing 
word embedding, it is no longer the semantic or syntactic word 
distribution that is still a crucial challenge. There are two 
methods that are widely used for word semantic distribution, 
which are Word2Vec proposed by [15], and GloVe introduced 
by [16]. These methods can take unstructured text and 
implement some mathematical equations, by representing each 
word in the text by a vector.  All vectors that are close to each 
other should represent similar words. 
A. Pre-processing a Large Arabic Corpus 
There are many resources from which to collect Arabic text 
on the web, such as Arabic Wikipedia. However, there also are 
Arabic corpuses that are already collected and available online. 
One prominent example is the 1.5 billion word Arabic Corpus 
that was collected by the authors of [5].  The corpus was 
collected from ten newspapers and it contains over three million 
unique words. The newspapers are from eight different Arab 
countries, giving the benefit to the corpus of covering of as many 
words in different Arabic dialects as possible.  
The corpus is available in four different formats in [17] (the 
XML_UTF-8 format was used in this experiment). The XML 
tags and unwanted data, such as IDs, dates and URLs were 
removed, keeping the bodies of the articles and headlines only. 
The files were combined into a single file, and some text filtering 
were then applied in order to keep only the words. For example: 
1. Removing any none Arabic words. 
2. Removing any digit, such as 1234 or Hindi digit used in 
Arabic, such as ١٢٣٤. 
3. Removing any special characters either in English, such as 
?,;’’!{}, or in Arabic, such as ؛،؟"  or other common special 
characters, such as @#$%. 
4. Normalising some letters such as (  أ ، إ ، آ ) to ا and ة to ه; etc. 
The corpus size after filtering became 16.55 GB. The total 
number of words decreased from 1,525,722,252 to 
1,520,968,919. The difference is 4,753,333 (0.31%). 
   
B. Building a Word2Vec Model 
The Word2Vec model, proposed in [18], has two 
architectures: the Continuous Bag of Words (CBOW) and Skip-
gram (SG). The CBOW model is to predict the centre words or 
the target word from the surrounding words within the windows 
length (see Figure I left). The SG is the opposite of CBOW and 
it is used to predict the surrounding words from the centre word 
(see Figure I right). A Gensim tool, introduced by [19],  was used 
to implement the Word2Vec technique, and the filtered corpus 
was used to build an Arabic Word2Vec model.  
Both architectures, i.e., CBOW and SG, were applied with 
different windows sizes (10, 50, 100, 200, and 300). The input 
to the tool is a list of sentences and each sentence has a list of 
words. There is a window sliding over the text to calculate the 
vector of each word in the corpus and distribute them in the 
space. The vector of each word is updated if the word appears 
more than once in the corpus. 
C. Choosing A Word2Vec Model 
Table II in Appendix A shows twenty different results from 
using ten different Word2Vec models. As the models were built 
to be implemented as a part of the sentiment analysis, the first 
way to test the models is by checking the words similar to good 
("ديج")  and bad ( "ئيس" ), as these two words are the most 
commonly used to express positive and negative sentiment. The 
two approaches of Word2Vec models (CBOW and SG) were 
used with these two words. The Arabic letter "ء"  is called 
Hamzah, and it is a challenging letter to be spelled correctly, if 
it occurs on top of or after Arabic vowel letters  "ا ، و ، ي " . This 
problem can appear with the word for bad "ئيس "  and many 
people might write it with incorrect spelling, such as "ءيس" ، 
"ءييس" ، "ئيس "   .   
The two models (SG and CBOW) with 10 dimensions are 
not appropriate because the words identified as similar do not 
actually have the same meaning as the words for good and bad. 
Also, the two models SG and CBOW with 300 dimensions are 
not a good choice, because the CBOW has the words of opposite 
meaning within the top ten words.  
FIGURE I. WORD2VEC MODEL, CONTINUOUS BAG OF WORDS CBOW AND SKIP-GRAM SG 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The SG is suitable with the word good "ديج",  but the similar 
words to bad  "ئيس" are only the word bad with different Arabic 
spellings. In the 100 and 200 dimensions of the SG model, the 
opposite word bad "ءيس"  occurred within the list of similar word 
to good "ديج" . The CBOW model with 50 dimensions is not an 
appropriate option, because of the word for “natural” or 
“authentic” "يعيبط"  occurring as a similar word to both the words 
good "ديج"  and bad "سئي" . The word for “natural” or “authentic” 
"يعيبط"  cannot be classified as either positive or negative, so any 
models that has this word in the similar words list is not 
considered. Only two models have this, which are the SG with 
50 dimensions and the CBOW with 100 dimensions. 
As a result of this analysis, the most appropriate model to be 
used in this study is the CBOW with 200 dimensions. 
IV. SENTIMENT ANALYSIS 
A. Dataset 
In this experiment, the Main dataset is our previously 
proposed dataset of Arabic tweets about health services 
described in [1]. The dataset was collected from Twitter and 
contains 628 positive tweets, and 1398 negative tweets, to give 
a total of 2026. As the dataset was labeled by only three human 
annotators, it can be hard to exactly confirm the positive or 
negative sentiment of each tweet, since sometimes the 
annotators disagreed. All the details on this can be found in [1].  
We have extracted a subset from the main dataset, which we 
name the Sub-dataset. This contains all the tweets which all three 
annotators agreed as being either positive or negative. The 
number of positive tweets in the Sub-dataset is 502 and the 
number of negative tweets is 1230. So the size of the Sub-dataset 
is 1732 tweets (85% of the main dataset).  Both datasets are 
freely available to download from a Bitbucket repository: 
[https://bitbucket.org/a_alayba/arabic-health-services-ahs-dataset/src] 
B. Sentiment classification 
Previous experiments on the main dataset were described in 
[1], where the accuracy results were between 0.85 and 0.90 using 
Naïve Bayes, Support Victor Machine, Logistic Regression and 
Basic Deep and Convolutional Neural Networks. In this 
experiment, different techniques will be used, focusing on 
employing different feature selection methods in order to 
improve the accuracy. The algorithms that have been used are:  
 
 
 
 
 
 
 
 
 
 
 
 
1) Multinomial Naive Bayes (MNB). 
2) Bernoulli Naive Bayes (BNB). 
3) Nu-Support Vector Classification(NSVC). 
4) Linear Support Vector Classification(LSVC). 
5) Logistic Regression (LR). 
6) Stochastic Gradient Descent (SGD). 
7) Ridge Classifier (RDG). 
In addition, a Convolutional Neural Network has also been used. 
 Different Machine Learning Algorithms 
In this experiment, several machine learning classifiers and four 
different text feature selections were applied to both datasets. 
The text features are obtained using: Term Frequency (TF) [20], 
Term Frequency Inverse Document Frequency (TFIDF) [20], 
Part of Speech tagging (POS) [20], a manual built lexicon (Lex) 
and an Automatic Lexicon (Auto-Lex). The TF is the frequency 
of each word in the corpus. The TFIDF is obtained by weighting 
each word in the corpus, by combing the frequency of the word 
and the inverse document frequency. The POS for Arabic was 
generated using the Stanford CoreNLP toolkit [21]. Consider the 
sentence "تامدخلا هيحصلا هيلاحلا هروهدتم و هجاحب ىلا رييغت تارادلاا" , 
whose English translation is “The current health services are 
deteriorating and they need to change the departments’ 
administrations”. After applying the Part of Speech tagging, the 
sentence will be:  
((تامدخلا, DTNNS)  (يحصلا, DTJJ)  (ه, PRP)  (يلاحلا, DTJJ) 
(ه, PRP)  (روهدتم, JJ)  (ه, PRP)  (و, CC)  (ب, IN)  (هجاح, NN)  
(ىلا, IN)  (رييغت, NN)  (تارادلاا, DTNNS)). 
In the experiment, the focus was only on Verbs (VBD) and 
Adjectives (JJ). The Lexicon is built manually by collecting the 
most common positive and negative words in the corpus. The 
Aotu-Lex is automatically collected by using the Word2Vec 
model from the 1.5 billon Arabic word corpus. The initial words 
are (good "ديج"  and bad "ئيس" ), which are the most common 
words in opinion/sentiment analysis. Based on these words, the 
function “most_similar” from the Genism tool [19]  was 
used to retrieve the nearest ten words to each of them. After 
that, we expand the lexicon by generating the five most similar 
words of each word from the first result. The reason for 
choosing only five words is to avoid adding any opposite words. 
Finally, we removed any duplicated words.  
 
Main Dataset Sub-Dataset 
TF TF-IDF POS Lex Auto-Lex TF TF-IDF POS Lex Auto-Lex 
MNB 
0.88 
(+/- 0.24) 
0.89 
(+/- 0.23) 
0.89 
(+/- 0.14) 
0.89 
(+/- 0.17) 
0.89 
(+/- 0.10) 
0.91 
(+/- 0.16) 
0.92 
(+/- 0.22) 
0.92 
(+/- 0.17) 
0.92 
(+/- 0.17) 
0.92 
(+/- 0.21) 
BNB 
0.89 
(+/- 0.25) 
0.89 
(+/- 0.16) 
0.89 
(+/- 0.13) 
0.89 
(+/- 0.17) 
0.89 
(+/- 0.16) 
0.92 
(+/- 0.22) 
0.93 
(+/- 0.19) 
0.92 
(+/- 0.13) 
0.92 
(+/- 0.16) 
0.92 
(+/- 0.22) 
NSVC 
0.85 
(+/- 0.27) 
0.88 
(+/- 0.38) 
0.88 
(+/- 0.22) 
0.88 
(+/- 0.21) 
0.89 
(+/- 0.24) 
0.87 
(+/- 0.21) 
0.89 
(+/- 0.24) 
0.89 
(+/- 0.30) 
0.89 
(+/- 0.12) 
0.89 
(+/- 0.20) 
LSVC 
0.90 
(+/- 0.30) 
0.90 
(+/- 0.26) 
0.91 
(+/- 0.12) 
0.91 
(+/- 0.18) 
0.91 
(+/- 0.17) 
0.94 
(+/- 0.12) 
0.94 
(+/- 0.14) 
0.94 
(+/- 0.17) 
0.94 
(+/- 0.11) 
0.94 
(+/- 0.22) 
LR 
0.88 
(+/- 0.24) 
0.88 
(+/- 0.26) 
0.88 
(+/- 0.20) 
0.88 
(+/- 0.10) 
0.88 
(+/- 0.15) 
0.91 
(+/- 0.17) 
0.91 
(+/- 0.16) 
0.91 
(+/- 0.18) 
0.91 
(+/- 0.16) 
0.91 
(+/- 0.23) 
SGDC 
0.89 
(+/- 0.29) 
0.90 
(+/- 0.24) 
0.90 
(+/- 0.17) 
0.90 
(+/- 0.20) 
0.90 
(+/- 0.15) 
0.93 
(+/- 0.16) 
0.94 
(+/- 0.15) 
0.94 
(+/- 0.18) 
0.94 
(+/- 0.17) 
0.94 
(+/- 0.19) 
RDG 
0.91 
(+/- 0.14) 
0.91 
(+/- 0.13) 
0.91 
(+/- 0.13) 
0.90 
(+/- 0.22) 
0.91 
(+/- 0.24) 
0.94 
(+/- 0.14) 
0.94 
(+/- 0.12) 
0.94 
(+/- 0.20) 
0.94 
(+/- 0.16) 
0.94 
(+/- 0.19) 
TABLE I: THE MEAN AND THE STANDARD DEVIATION OF ALL THE CLASSIFIERS WITH DIFFERENT TEXT FEATURE SELECTIONS ON BOTH 
DATASETS (MAIN DATASET AND PURE DATASET) 
TABLE I. THE RESULTS OF THE MOST 
 
 Both lexicons have two values: +1 for positive words and 
-1 for negative words. The Pipeline in the Scikit Learn tool [22] 
was used in order to implement the sentiment classification 
using different text feature selections. In the experiment, cross 
validation was used and we calculated the mean in a ten-fold 
cross validation to get reliable results. Table I shows all the 
results of using different algorithms and different features.  
 
The results are the accuracies and standard deviations 
obtained using both the Main dataset and the Sub-dataset. 
Linear Support Vector Classification and Ridge Classifier 
shows the best results on both datasets. 
 Convolutional Deep Neural Networks 
Convolutional Neural Networks (CNNs) are a powerful 
method and show very good results in natural language 
processing. There has been much NLP research that used CNNs, 
such as [23], [24] and [13]. In particular, [25] presented an 
integrated CNN and Lexicon models, with one of them called 
Naïve Concatenation. Some modifications were applied to this 
model in order to implement the sentiment analysis on our 
Arabic Health Services dataset. Two Arabic lexicons were used 
in this experiment: the SemEval-2016 Arabic Twitter Lexicon 
[26] and one which was built manually based on our Arabic 
Health dataset (Arabic Health Twitter Lexicon). The SemEval-
2016 Arabic Twitter Lexicon contains 1366 words and the 
values scales are between +1.0 and -1.0. The Arabic Health 
Twitter Lexicon contains 716 words and it uses only two values: 
either -1 or +1. The word embedding model, which is the CBOW 
with 200 dimensions, was used in order to expand the lexicon 
and improve the classification. The filter sizes are (3, 4 and 5), 
the filter size for the Word2Vec model is 64 and the filter size 
for the lexicon is 9. The numbers of evaluation epochs was 100 
and the dataset is divided into 80% for training and 20% for 
testing.  
This model was applied on both datasets, i.e., the Main 
dataset and the Sub-dataset. The accuracy achieved was 0.92 for 
the Main dataset using both lexicons and the accuracy rises to 
0.95 for the Sub-dataset using both lexicons as well. Figure II 
illustrates the accuracy of the sentiment analysis using this 
approach, which has increased from 0.88 to 0.92 on the Main 
dataset. Also, the accuracy of the Sub-dataset is between 0.93 
and 0.95. 
Lexicons The Main Dataset The Sub-Dataset 
SemEval-
2016 
Arabic 
Twitter 
Lexicon 
  
Arabic 
Health 
Twitter 
Lexicon 
  
Both 
  
   
FIGURE II: THE ACCURACY ON THE TRAINING AND TESTING SET FOR BOTH DATASETS, THE MAIN AND THE SUB-DATASETS, USING THREE WAYS OF 
LEXICONS (SEMEVAL-2016 ARABIC TWITTER LEXICON, ARABIC HEALTH TWITTER LEXICON AND A COMBINATION OF BOTH) 
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V. CONCLUSION  
This paper exploits the benefit of word embedding by using 
Word2Vec in order to gain similar words. In addition, we have 
used a 1.5 billon words corpus in order to involve as many words 
as possible and different Arabic dialects. The paper explains the 
task of pre-processing the large Arabic corpus, constructing the 
Word2Vec models and selecting the best model. The best 
Word2Vec model was used to build an Automatic Arabic 
Lexicon that used with different Machine Learning methods. 
Also, it has been used apart from of the lexicon in Convolutional 
Neural Networks in order to expand the vocabularies. These 
approaches have increased the sentiment classification for our 
Arabic Health Services dataset (AHS) from 0.85 to 0.92 for the 
Main dataset, and from 0.87 to 0.95 for the Sub-dataset. Finally, 
this paper presents an improved accuracy, reaching 0.92, 
compared to our previous results in [1] that were 0.90 on the 
Main-Dataset. 
We plan future studies to deal with negation words in Arabic, 
as the negative or the opposite word meaning might be avoided 
by viewing it as a compound word of two words. 
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 Appendix A: 
 
 
 
Models Dimensionality Good "ديج"  Bad "ئيس"  
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TABLE II. THE RESULTS OF THE MOST SIMILAR WORDS TO GOOD AND BAD IN ARABIC USING THE TWO TECHNIQUES CBOW AND SK  
WITH DIFFERENT DIMENSIONALITY (10, 50, 100, 200, AND 300) 
 
