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We study the spatial modulation of the wave function in bilayer and trilayer 
graphene systems originating from two underlying mechanisms: quantum 
interference phenomena (QIP) and quantum confinement. We also take a 
bottom-up approach to tailoring surface potential distributions at the atomic 
scale to influence/control electron behaviour, by utilising the interaction 
between graphene layers and nanostructured, atomically flat insulating ionic 
surfaces. 
Quantum interference phenomena were explored at bilayer-trilayer armchair 
interfaces in multilayer graphene with various stacking orders by using scanning 
tunnelling microscopy and with support from theoretical simulations. Effects of 
various types of edges, which terminate the stacks abruptly or appear at lateral 
interfaces within the multistack, were revealed and correlated with scattering 
mechanisms, while a taxonomy of interference patterns was established based 
on stacking order. The effect of extra sources of scattering was also studied to 
understand the origin of the well-known (√3 × √3)𝐑𝐑 30° superstructure in 
graphene systems, and a new explanation was proposed based on decomposing 
defects into armchair contours, able to provide multiple sources of scattering. 
The energy dependency of the (√3 × √3)𝐑𝐑 30° superstructure and its motifs 
was quantitatively explored in bilayer graphene. Finally, bilayer and trilayer 
graphene were overlaid on atomically flat insulating surfaces decorated with 
nanostructures such as step edges and closed contours, and able to induce 
sizeable local electrostatic potential distribution within the graphene overlayers. 
A well-defined, rectangular subsurface potential distribution, akin to a nanoscale 
quantum box applied to a physically unconfined graphene overlayer, produced 
state localization in the local density of states of a trilayer, while resonances 
were also observed in bilayer graphene around irregular subsurface features 
within the ionic substrate. A 1D periodic superstructure also emerged from the 
interaction of bilayer graphene with large area flat regions of these ionic 
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Motivation and aims 
Graphene, an atomically thin layer of carbon atoms arranged in a honeycomb 
structure has attracted a lot of research interest owing to its intriguing physics as 
well as its applications. Graphene’s structure is made up of two un-equivalent 
hexagonal carbon sublattices: 𝐴𝐴 and 𝐵𝐵. This determines the electronic properties 
of graphene and few-layer graphene since the wave function components and 
energy bands in graphene are directly related to these sublattices. With the 
increase in the number of layers, as in bilayer and trilayer graphene, the 
arrangement of these sublattices and consequently the stacking order control 
the resulting electronic properties. Bilayer and trilayer graphenes have been 
recently identified as intrinsically interesting materials, with unique and 
distinctive properties and capabilities that are in cases superior to that of 
monolayer graphene. Most fundamentally, their electronic structure and layer-
dependent carrier density can be tuned by varying the layer stacking order [1-3], 
and a tunable band gap opened under external perturbations [4]. Samples in 
bilayer and trilayer graphenes or nanographenes can now be produced by 
techniques (e.g. chemical vapor deposition [5] or liquid phase exfoliation [6]) 
scalable to industrial quantities, making them accessible for future applications.  
In this research we study the modulation of the wave function in bilayer and 
trilayer graphene systems originating from two underlying principles: quantum 
interference phenomena (QIP) and quantum confinement. We also take a 
bottom-up approach to tailoring surface potential distributions at the atomic 
scale to influence/control electron behaviour, by utilising the interaction 
between graphene layers and nanostructured, atomically flat insulating ionic 
surfaces. This approach can open up routes towards engineering the wave 
function and electron transport within graphene sheets at length-scales that are 
un-accessible by top-down, lithographic methods.  
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QIP [7-11] can dominate electron behaviour within nanographenes, nanoribbons, 
at junctions, or boundaries within a continuous, poly-domain layer, redistributing 
the carrier density compared to within the bulk of the layers. Furthermore they 
are sensitive to – and can reveal the effects of – fundamental scattering 
processes at graphene boundaries and interfaces, relevant to transport 
characteristics [10,11]. If QIP at monolayer edges [7,8] and nanoribbons [9] are 
becoming well understood, there are few equivalent studies in bi- and trilayer 
graphene systems. One research direction in this work was to explore QIP at 
edges of bilayer and trilayer graphene systems, and their interfaces, as well as 
the associated dependency on the stacking order of layers. We envisage lateral 
interfaces within multi-stacked graphene systems as providing unique system- 
specific opportunities (different and easier to control than, for example, in two 
dimensional electron gases) for wave function engineering to be exploited in 
devices employing quantum-interference and its impact upon transport 
characteristics. Further, whether few layer graphene abruptly terminates in pure 
zigzag or armchair, or its lateral interface is of a zigzag or armchair makes a huge 
difference [12]: electronic wave function is either localized [13] or quantum 
interference occurs [7]. In the presence of irregular edges or defects, the wave 
function is further modulated, while various stacking sequences in all these cases 
influence the interference patterns. Based on the knowledge we developed by 
studying QIP at armchair edges in multi-layered graphenes, we revisited the 
problem of complex quantum interference around defects of various spatial 
extents (i.e. within the interior of the graphene sheet or at its boundaries), and in 
graphitic systems that go back even to research of defects in graphite; and 
proposed a new explanation which has its basis in decomposing the defect in 
several scattering sources that can generate several degrees of quantum 
interference.  
Once graphene is subjected to an underlying substrate, the level of interaction 
with that substrate determines the electronic properties of graphene. Electronic 
devices based on graphene require insulating substrates as a support. Only 
recently atomically flat substrates like hexagonal boron nitride (hBN) [14] have 
been replacing those amorphous ones, e.g. SiO2, which were found to induce 
random electron and hole puddles [15] and decrease the device mobility 
substantially. While hBN has a weak van der Waals interaction with graphene 
(though its Moire superstructures are responsible for the emergence of mini-
gaps and further mini-Dirac cones at various energies [16]), ionic insulating and 
atomically flat substrates, for example NaCl or KBr among others, can induce 
sizeable local electrostatic potential distributions within graphene systems, as 
shown by recent research in our group [17]. These local potentials originate from 
a distribution of charges and dipoles that decorate nanostructured features (such 
as step edges or closed-contour features) on the surface of the substrates. One 
such step edge can generate a potential barrier (known for producing Klein 
tunnelling in monolayer graphene at zero incidence angle [18], or angle-selective 
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transmission in multi-layer graphene [19]), a set of aligned step edges can 
generate a superlattice potential (which, if tailored appropriately, may induce 
anisotropic electron transport properties within graphene [20]), while closed-
contour, geometrical features can give rise to phenomena of quantum 
confinement or resonances, as shown in this work. This is the second main 
direction of research undertaken herein. In general, engineering such potential 
distributions, and at the atomic-level by using bottom-up principles of surface 
science and self-assembly, can become a tool (potentially allowing scaling up) for 
the fabrication of on-sheet junctions and superlattices for new device 
applications such as electron waveguiding [21] (in analogy to optical fibres but 
using electrons), or configurable wiring [22]; as well as a test bed for new 
physics, due to the atomic control such an approach can offer.  
In the first part of the thesis, we present the first study of quantum interference 
patterns using scanning tunnelling microscopy (STM) and theoretical calculations 
at a bilayer-trilayer armchair interface, for different stacking sequences. Scanning 
tunnelling microscopy (STM) is a powerful tool to gain insight into the electronic 
distributions at surfaces as it essentially probes the charge density distribution 
around surface atoms. Conceptually, we considered an armchair interface as a 
single source of scattering that imposes a single restriction on the wave function 
of graphene systems. Studying stepped edges at bilayer-trilayer graphene 
interfaces allowed us to discriminate between the effect of a “hard” physical 
boundary, where all layers terminate, and that of a boundary between adjacent 
layers, as encountered in lateral junctions. In this way we understand factors that 
affect the electronic density in various layers at their edges, identify the 
associated electronic superstructures, and assess the importance of different 
scattering processes in their creation. We further explored the effect of having 
additional sources of scattering (i.e. more than one, as in the case described 
above) and of different nature (e.g. differing in the spatial extent), where the 
number of requirements/boundary conditions on the wave function would 
increase, resulting in interference patterns that would be different to those from 
a single source of scattering. Systematic study of these interference patterns and 
their energy dependency gave us insight into the interplay with the electronic 
structure of few-layer graphene that governed their appearance.  
Further, ionic crystals such as KBr and NaCl were used as active substrates for the 
realization of potential barriers and quantum confinement in few layer graphene. 
Recent work in our group, using Kelvin probe microscopy [17, 23], non-contact 
AFM [24], and Thomas-Fermi modelling of screening of local potential 
distributions in mono and few-layer graphene [17], showed that step edges, pits 
and other nanostructures in the surface of ionic crystals such as KBr and NaCl can 
create sizeable electrostatic potentials, estimated to reach about 0.3-0.5 eV at 
the level of the first graphene layer in contact with the substrate. Here, in the 
second part of this work, we take the investigation further and probe the effect 
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such potential distributions have on the electronic structure and the local density 
of states of these graphene systems by using scanning tunnelling microscopy 
(STM) and spectroscopy (STS). We were able to identify and probe quantum 
systems where bilayer or trilayer graphene was subjected to electrostatic 
potential lines, or closed, confining potentials, akin to quantum boxes; and reveal 
associated changes in the energy spectrum of the local density of states, that 
show energy-dependent localised/resonant features. We further analysed the 
origin of these features, in terms of resonant tunnelling through double quantum 
barriers [25], the effect of a local, nanoscale electric field (as opposed to a 
globally applied electric field [26]), or of a strong Coulombic potential generated 
by the clustering of charged impurities [27]. The atomic-scale configurations 
described in this work provide experimental situations that are entirely new, 
putting these phenomena in conditions not tested before. Finally, we were also 
interested in investigating whether 1D moiré patterns (not demonstrated before) 
can emerge from the combination of graphene and such insulating substrates, 
with squared lattice symmetry – this would be a new way of producing 1D 
superlattices, and most importantly, with an insulating substrate (as opposed to 
the majority of systems where the moiré is obtained in conjunction with a 
metallic surface and have hexagonal symmetry [28]). From a practical point of 
view, though ionic surfaces have the tendency to have substantial water 
solubility due to their susceptibility to the polar water molecule, work under 
controlled/inert environment can alleviate such stability problems while 
fabricating these graphene/ionic substrate hybrid systems. Further, though the 
results presented here were obtained with naturally occurring nanostructures, 
current work is dedicated to controlled atomic-scale engineering of ionic 
substrates, through a combination of electron/ion beam exposure and stencilling 
[29,30]. In this way, such a bottom-up strategy of creating hybrid graphene 
systems can have practical importance for the realization of atomically controlled 
superlattices, p-n junctions, and custom-designed, atomic-scale controlled 




The thesis is organized in the following chapters: 
Chapter 1 presents fundamentals of graphene physics, focusing on band 
structure and density of states of mono, bi and trilayer graphene with various 
stacking sequences; and the effect of disorder, strain, edge termination and 
external potential (such as electrostatic field) and periodic potentials on the 
density of states of few layer graphene.  
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Chapter 2 describes scanning tunnelling microscopy (STM) and spectroscopy 
(STS), tunnelling formalism, STM measurement modes and techniques, as well as 
STM tip preparation and characterization.   
Chapter 3 describes the techniques used for transferring graphene onto various 
substrates, methods for identification (by optical microscopy, atomic force 
microscopy, transmission electron microscopy and Raman spectroscopy) of 
mono and few-layer graphene laid on transparent crystalline insulating 
substrates; as well as a stenciling (i.e. lithography free) technique for deposition 
of clean electrical contacts on the surface, that also avoids chemical treatment of 
the substrates.    
Chapter 4 presents experimental results of scanning tunnelling microscopy and 
simulations of quantum interference phenomena at armchair edges and lateral 
interfaces of bilayer and trilayer graphene systems. 
Chapter 5 presents an STM qualitative study on the origin of superstructures that 
arise from double/multiple sources of scattering and their energy dependency. 
Chapter 6 presents experimental STM/STS studies on the effect of local 
(atomically generated) electrostatic potential distributions – such as linear 
barriers or confining, closed potential distributions; as well as the possibility of 
1D superlattices emerging in the graphene/ionic insulator hybrids. 
Chapter 7 summarizes the work and presents the next intended developments in 
understanding quantum confinement in such systems via simulations and 
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Chapter 1  
Physics and electronic properties of 
graphene 
1.1. Graphene structure in real and reciprocal space 
Until recently graphene was considered only a theoretical curiosity and 
thermodynamically unstable [1] to exist in an isolated form. Nevertheless, 
graphene was isolated as an atom thick layer in 2004 where through the method 
of mechanical exfoliation individual layers of graphite were cleaved from bulk 
[1].  Graphene is a single layer of carbon atoms. In this layer, the carbon atoms 
form hexagons in a honeycomb structure. It is impossible to reach every atom in 
the honeycomb structure through translation operations; therefore this 
structure is made up of two un-equivalent carbon sublattices 𝐴𝐴 and 𝐵𝐵 (figure 1-
1a). The unit cell (i.e. primitive cell) of graphene in real space and reciprocal 
space are presented in figures 1-1b and 1-1c. In graphene, the primitive lattice 












�,       (1.1) 
 
where 𝑎𝑎 = |𝒂𝒂1|=|𝒂𝒂2| is the lattice constant, the distance between adjacent unit 
cells, 𝑎𝑎 = 2.46Å [2]. Note that the lattice constant is distinct from the carbon–
carbon bond length 𝑎𝑎𝐶𝐶𝐶𝐶 =
𝑎𝑎
√3
= 1.42 Å, which is the distance between adjacent 
carbon atoms. 
The first Brillouin zone is the smallest region in the 𝒌𝒌 space which fully describes 
the eigenfunctions of the periodic system. Here, the letters Γ, 𝐾𝐾 and 𝑀𝑀, 
represent the points of high symmetry in the Brillouin zone. Γ is the centre of the 
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zone, 𝐾𝐾 is at a vertex and M is at the centre of an edge. 𝐾𝐾 and 𝐾𝐾’ are the Fermi 
(Dirac) points. As 𝐴𝐴 and 𝐵𝐵 are not equivalent in the real space, 𝐾𝐾 and 𝐾𝐾’ are also 
not equivalent in the reciprocal space.  
The primitive reciprocal lattice vectors 𝒃𝒃1 and 𝒃𝒃2 in graphene, can be 
determined from the conditions 𝒂𝒂1.𝒃𝒃1 = 𝒂𝒂2.𝒃𝒃2 = 2𝜋𝜋 and 𝒂𝒂1.𝒃𝒃2 = 𝒂𝒂2.𝒃𝒃1 = 0 












�,      (1.2) 
 
As shown in figure 1-1c, the reciprocal lattice is a hexagonal lattice, and the first 
Brillouin zone is a hexagon. 
A carbon atom in graphene forms four bonds, three by the 𝑠𝑠𝑠𝑠2 hybridized 
(mixed) orbitals (𝜎𝜎-bonds) and the fourth bond involves an un-hybridized 2𝑠𝑠𝑧𝑧 
atomic orbital (π bond), as shown in figure 1-2. These 𝑠𝑠𝑧𝑧 orbitals stick out normal 
to the sheet and can overlap with 𝑠𝑠𝑧𝑧 orbitals from adjacent carbons in the same 
sheet. The 𝜎𝜎 bond is responsible for the robustness of the lattice structure in all 





Figure 1-1: (a) A schematic drawing for three layers of graphite representing A and B sublattices, 
the lattice constant, the atomic and interlayer spacing, adapted from [5]. (b) Crystal structure of 
monolayer graphene with 𝐴𝐴 (𝐵𝐵) atoms. The shaded rhombus is the unit cell, 𝑎𝑎1 and 𝑎𝑎2 are 
primitive lattice vectors. (c) Reciprocal lattice of graphene with lattice points indicated as crosses, 
𝑏𝑏1 and 𝑏𝑏2 are primitive reciprocal lattice vectors. The central hexagon is the first Brillouin zone 












Figure 1-2: Carbon atoms in graphene; (a) only three electrons located in 𝑠𝑠𝑠𝑠2 hybridization form 
σ-bonds, and these bonds lie in a plane and at 120° angles to each other. The fourth electron in a 
𝑠𝑠𝑧𝑧 orbital is in communal use, forming weaker 𝜋𝜋-bonds and making graphene an excellent 
conductor. Here, the purple clouds represent 𝑠𝑠𝑠𝑠2 hybrid orbitals, while pink represents 𝑠𝑠𝑧𝑧 orbitals. 




1.2. Electronic band structure of graphene systems 
1.2.1. Monolayer graphene 
The electronic structure of the conduction band in graphene and bulk graphite is 
well described by a tight binding model which includes hopping between the 𝑠𝑠𝑧𝑧 
orbitals in carbon atoms, neglecting the remaining atomic orbitals which give rise 
to the 𝜎𝜎 bands in graphite [7-10]. In the tight-binding description of monolayer 
graphene, 2𝑠𝑠𝑧𝑧 orbitals on the two atomic sites in the unit cell are taken into 
account. The electronic wave function ψ𝑗𝑗(𝒌𝒌, 𝒓𝒓) may be expressed as a linear 
superposition of φ𝑚𝑚(𝒌𝒌, 𝒓𝒓), Bloch states for a given position vector 𝒓𝒓 and wave 
vector 𝒌𝒌 [12]: 
 
ψ𝑗𝑗(𝒌𝒌, 𝒓𝒓) = ∑ ψ𝑗𝑗,𝑚𝑚(𝒌𝒌)φ𝑚𝑚(𝒌𝒌, 𝒓𝒓)
2
𝑚𝑚=1       (1.3) 
 
where ψ𝑗𝑗,𝑚𝑚 are expansion coefficients and 𝑗𝑗 = 𝐴𝐴1,𝐵𝐵1 (sublattices). There are two 











where 𝐇𝐇 is the Hamiltonian. Minimizing the energy 𝐸𝐸𝑗𝑗 with respect to the 
expansion coefficients ψ𝑗𝑗,𝑚𝑚 leads to [8,9]: 
 
𝐻𝐻ψ𝑗𝑗 = 𝐸𝐸𝑗𝑗𝑆𝑆ψ𝑗𝑗           (1.5) 
 
where ψ𝑗𝑗 is a column verctor. 𝐻𝐻 and 𝑆𝑆 are 2 × 2 transfer integral matrix and 
overlap integral matrix respectively, with matrix elements defined by:    
 
𝐻𝐻𝑚𝑚𝑚𝑚′ = �φ𝑚𝑚�𝐇𝐇�φ𝑚𝑚�,        𝑆𝑆𝑚𝑚𝑚𝑚′ = �φ𝑚𝑚�φ𝑚𝑚�     (1.6) 
 
Therefore the energies 𝐸𝐸𝑗𝑗 may be determined from the generalized eigenvalue 
equation (1.5) by solving the following [2]:  
 
det �𝐻𝐻 − 𝐸𝐸𝑗𝑗𝑆𝑆� = 0        (1.7) 
 
It is common practice to neglect the overlap integral matrix entirely and replace 
it with a unit matrix. The transfer integral matrix of monolayer graphene [2] is a  





�      (1.8) 
 
𝛾𝛾0 is the tight binding parameter describing the interlayer coupling between 𝐴𝐴1-
𝐵𝐵1 sublattices. 𝜖𝜖𝐴𝐴1, 𝜖𝜖𝐵𝐵1 are the on-site energies on the two atomic sites that are 
not equal in the most general case. The function 𝑓𝑓(𝒌𝒌) describing nearest 
neighbour (or in-plane) hopping is given by:  
 
𝑓𝑓(𝒌𝒌) = ∑ 𝑒𝑒𝑖𝑖𝑖𝑖.𝛿𝛿𝑙𝑙3𝑙𝑙=1         (1.9) 
 
where 𝛿𝛿𝑙𝑙 are the positions of the three nearest 𝐵𝐵 atoms relative to a given 𝐴𝐴 
atom [2] and the index 𝑚𝑚 in 𝑯𝑯𝑚𝑚 refers to monolayer. Here we focus on low-
energy electronic band structure in the vicinity of the points 𝐾𝐾 and 𝐾𝐾’ at the 
corners of the first Brillouin zone. 𝐾𝐾 and 𝐾𝐾’ points are particularly important 
since the Fermi level is located near them in pristine graphene [7]. A simple 
model may be obtained by eliminating the onsite energies in relation (1.8), 
resulting in a Dirac-like Hamiltonian to describe the quasiparticles [4]:  
 
𝑯𝑯𝑚𝑚 = ћ𝜈𝜈𝐹𝐹 �
0 𝑘𝑘𝑥𝑥 − 𝑖𝑖𝑘𝑘𝑦𝑦
𝑘𝑘𝑥𝑥 + 𝑖𝑖𝑘𝑘𝑦𝑦 0




where 𝒌𝒌 = −𝑖𝑖ћ.𝛻𝛻�⃗  is the quasiparticle momentum, 𝝈𝝈 = (𝜎𝜎�𝑥𝑥,𝜎𝜎�𝑦𝑦 ) the 2D Pauli 
matrix (refers to pseudospin) with 𝜎𝜎�𝑥𝑥 = �
0 1
1 0� and 𝜎𝜎�𝑦𝑦 = �
0 −𝑖𝑖
𝑖𝑖 0 �, and the k-
independent Fermi velocity, 𝜈𝜈𝐹𝐹 =
√3𝑎𝑎
2ħ
𝛾𝛾0 plays the role of the speed of light. The 
eigenvalue 𝐸𝐸(𝒌𝒌) and the eigenfunction 𝜓𝜓(𝒌𝒌, 𝒓𝒓) will be of the form: 
 
𝐸𝐸(𝒌𝒌)  = ±ħ𝜈𝜈𝐹𝐹|𝒌𝒌|        (1.11) 
 
𝜓𝜓(𝒌𝒌, 𝒓𝒓) = 1
√2
� 1±𝑒𝑒−𝑖𝑖ϕ𝒌𝒌� 𝑒𝑒
𝑖𝑖𝒌𝒌.𝒓𝒓       (1.12) 
 
At 𝐾𝐾 points, the solutions (1.11) are degenerate, making a crossing point and 
zero band gap between the conduction and valence band. The dispersion 
relation 𝐸𝐸(𝒌𝒌) within the whole Brillouin zone and in Γ−𝑀𝑀 − 𝐾𝐾 are shown in 




Figure 1-3: (a) 3D energy dispersion for the two 𝜋𝜋-bands in the first Brillouin zone of a 2D 
honeycomb graphene lattice, adapted from [4]. (b) 𝜋𝜋-bands dispersion relation on the Γ −𝑀𝑀 − 𝐾𝐾 
direction, adapted from [7]. (c) The chiral angle expressed as a function of the k components of 
the 𝒌𝒌 vector, (c) linear dispersion around a 𝐾𝐾 point at charge neutrality. The red and blue curves 











The positions of the 𝐾𝐾, 𝐾𝐾′ points (6 in total) are where 𝜋𝜋 and 𝜋𝜋* touch and the 
density of states is zero [7]. These six points are what gives graphene its unique 
electronic properties. The region magnified in the band structure (figure 1-3a) 
refers to the energy bands close to one of the Dirac points. Note that the Dirac 
equation is a direct consequence of graphene’s crystal symmetry [11].  
ϕ𝒌𝒌 = arctan (𝑘𝑘𝑥𝑥/𝑘𝑘𝑦𝑦) in equation (1.12) is the chiral angle and shown in Figure 1-
3c. Note that if the phase ϕ is rotated by 2𝜋𝜋, the wave function changes sign 
indicating a phase of 𝜋𝜋. This change of phase by 𝜋𝜋 under rotation is characteristic 
of spinors. In fact, the wave function (1.12) is a two component spinor [4].  
A relevant quantity used to characterize the eigenfunctions is their helicity 
defined as the projection of the momentum operator along the pseudospin 




𝜎𝜎�. 𝒑𝒑|𝒑𝒑|         (1.13) 
 
where 𝒑𝒑 = ћ𝒌𝒌. It is clear from the definition of 𝒉𝒉 that its eigenfunctions are the 
same as the Hamiltonian defined in (1.10) and eigenvalues of ±1/2 
corresponding to the two different energy branches, conduction (ℎ = 1/2) and 
valence band (ℎ = −1/2) [4]. Therefore, electrons (holes) have a positive 
(negative) helicity, i.e. electron-like states have their pseudospin projection 
parallel to 𝒑𝒑, while the pseudospin projection of the hole-like states are 
antiparallel to 𝒑𝒑 (figure 1-3d). Moreover, since the carrier velocity is equal to 
𝑑𝑑𝐸𝐸/𝑑𝑑𝑘𝑘, carriers in the red branch have positive velocity and those on the blue, 




1.2.2. Bilayer graphene 
Bilayer graphene consists of two coupled monolayers, with four atoms in the unit 
cell, labelled 𝐴𝐴1, 𝐵𝐵1 on the lower layer and 𝐴𝐴2, 𝐵𝐵2 on the upper layer. In 𝐴𝐴𝐵𝐵 
stacked bilayer, the layers are arranged so that one of the atoms from the lower 
layer 𝐵𝐵1 is directly below an atom, 𝐴𝐴2, from the upper layer, as seen in figure 1-
4a. The primitive lattice vectors 𝒂𝒂1 and 𝒂𝒂2 and primitive reciprocal lattice vectors 
𝒃𝒃1 and 𝒃𝒃2 are similar to those in monolayer graphene.  
In the tight-binding description of bilayer graphene, 2𝑠𝑠𝑧𝑧 orbitals on the four 
atomic sites in the unit cell are taken into account. The electronic wave function 
ψ𝑗𝑗(𝒌𝒌, 𝒓𝒓) may be expressed as a linear superposition of Bloch states as described 
in section 1.2.1., where 𝑗𝑗 = 𝐴𝐴1,𝐵𝐵1, 𝐴𝐴2, 𝐵𝐵2 and there are four different energy 
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𝛾𝛾4𝑓𝑓(𝒌𝒌)   −𝛾𝛾3𝑓𝑓∗(𝒌𝒌)
𝛾𝛾1        𝛾𝛾4𝑓𝑓(𝒌𝒌)
   𝛾𝛾4𝑓𝑓∗(𝒌𝒌) 𝛾𝛾1
−𝛾𝛾3𝑓𝑓(𝒌𝒌)   𝛾𝛾4𝑓𝑓∗(𝒌𝒌)
𝜖𝜖𝐴𝐴2 −𝛾𝛾0𝑓𝑓(𝒌𝒌)
−𝛾𝛾0𝑓𝑓∗(𝒌𝒌) 𝜖𝜖𝐵𝐵2
�   (1.14) 
 
𝛾𝛾0, 𝛾𝛾1, 𝛾𝛾3 and 𝛾𝛾4 are tight binding parameters describing the interlayer coupling 
between 𝐴𝐴1-𝐵𝐵1, 𝐴𝐴2-𝐵𝐵1, 𝐴𝐴1-𝐵𝐵2 and 𝐴𝐴1-𝐴𝐴2 or 𝐵𝐵1-𝐵𝐵2, respectively. 𝜖𝜖𝐴𝐴1, 𝜖𝜖𝐵𝐵1, 𝜖𝜖𝐴𝐴2 and 
𝜖𝜖𝐵𝐵2 are the on-site energies on the four atomic sites that are not equal in the 
most general case. The upper-left and lower-right square 2 × 2 of 𝐻𝐻 describe 
intralayer terms and are simple generalizations of the monolayer Hamiltonian. 
Figure 1-4b illustrates the band structure for bilayer graphene. Plots are made 
using 𝐻𝐻𝐴𝐴𝐵𝐵, equation (1.14), with parameter values determined by infrared 
spectroscopy 𝛾𝛾0 = 3.16 eV, 𝛾𝛾1 = 0.381 eV, 𝛾𝛾3 = 0.38 eV, 𝛾𝛾4 = 0.14 eV, 𝜖𝜖𝐴𝐴2 = 𝜖𝜖𝐵𝐵1 = 





Figure 1-4: (a) Plane and (b) side view of the crystal structure of bilayer graphene. Atoms A1 and 
B1 on the lower layer are shown as white and black circles, A2, B2 on the upper layer are black and 
grey, respectively. The rhombus in (a) indicates the conventional unit cell. 
(b) Energy bands of bilayer graphene arising from 2pz orbitals plotted along the 𝑘𝑘𝑥𝑥 axis in 
reciprocal space intersecting the corners 𝐾𝐾−, 𝐾𝐾+ (𝐾𝐾,𝐾𝐾′) and the centre Γ of the Brillouin zone. The 







Using the effective four-band Hamiltonian near the 𝐾𝐾 points [2], the function 
𝑓𝑓(𝒌𝒌) is approximately given by 𝑓𝑓(𝒌𝒌) ≈  −√3(ξ𝑘𝑘𝑥𝑥 − 𝑖𝑖𝑘𝑘𝑦𝑦)/2 where 𝑘𝑘 = |𝒌𝒌| =
�𝑘𝑘𝑥𝑥2 + 𝑘𝑘𝑦𝑦2. 𝒌𝒌 is the momentum measured from the K point. For simplicity we can 
define 𝜋𝜋 = ξ𝑘𝑘𝑥𝑥 + 𝑖𝑖𝑘𝑘𝑦𝑦, where ξ is the valley index ξ = ±1. By considering only 
interlayer asymmetry 𝑈𝑈 in the on-site energies: 𝜖𝜖𝐴𝐴1 = 𝜖𝜖𝐵𝐵1 = −𝑈𝑈/2 and 
𝜖𝜖𝐴𝐴2 = 𝜖𝜖𝐵𝐵2 = 𝑈𝑈/2 and neglecting 𝛾𝛾4, we can obtain all four energy bands, two 
that describe the higher energy bands split from zero energy by 𝛾𝛾1 and two other 
that describe the low energy bands. However, if there are no interlayer 
asymmetries, the on-site energies can be neglected, 𝛾𝛾3 can also be neglected. 
These assumptions will approximate only low energy bands 𝐸𝐸 = ±𝜀𝜀1 as [2]: 
 






𝑘𝑘2 − 1)     (1.15) 
 




 is to 
eliminate 𝛾𝛾1 from equation (1.14), resulting in an effective two-component 
Hamiltonian and thus two bands that approach each other at zero energy. The 
solutions of this Hamiltonian are shown to be massive chiral quasiparticles as 
opposed to massless chiral ones in monolayer graphene [13,14]. By eliminating 
𝛾𝛾1 from equation (1.14), six terms will be produced, all 2 × 2 matrices where the 
first term 𝒉𝒉0 describes massive chiral electrons and it generally dominates at low 
energies |𝐸𝐸| ≪ 𝛾𝛾1, so that the other terms may be considered as perturbations 
of it [2], and will be neglected here. 𝒉𝒉0 may be viewed as a generalization of the 
Dirac-like Hamiltonian of monolayer graphene and the second (after the 








�       (1.16) 
 
with parabolic dispersion 𝐸𝐸 = ± ħ
2𝑖𝑖2
2𝑚𝑚∗
, where 𝑚𝑚∗ = 𝛾𝛾1
2𝑣𝑣𝐹𝐹
2 and the corresponding 





𝑖𝑖𝒌𝒌.𝒓𝒓        (1.17)  
 
The wave function components describe the electronic amplitudes on the 𝐴𝐴1 and 
𝐵𝐵2 sites, and it can be useful to introduce the concept of a pseudospin degree of 
freedom [13,14] in bilayer that is related to these amplitudes via ϕ. 
It is known that the low energy electronic structure depends on the stacking 
order in bulk samples, since the terms in the Hamiltonian describing them 
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depend on the coupling between various sublattices. The richness of possible 
stacking configurations is due to the weak van der Waals forces that keep the 
layers together [10]. In 𝐴𝐴𝐴𝐴 stacked bilayer, carbon atoms of the upper layer are 
located on top of the equivalent atoms of the bottom layer. The elementary unit 
cell of bilayer graphene with this stacking also consists of four atoms and thus a 
four component wave function describes it. Neglecting asymmetries between 
the two layers and the hopping between 𝐴𝐴1-𝐵𝐵2 and 𝐴𝐴1-𝐴𝐴2 or 𝐵𝐵1-𝐵𝐵2, the 
Hamiltonian [15,17], the eigenvalues and the eigenfunctions of this system are 




𝑣𝑣𝐹𝐹𝜋𝜋   0
𝛾𝛾1        0
0        𝛾𝛾1
𝛾𝛾1     0
0        𝛾𝛾1
  0    𝑣𝑣𝐹𝐹𝜋𝜋+
𝑣𝑣𝐹𝐹𝜋𝜋 0
�     (1.18) 
 





�𝑒𝑒𝑖𝑖𝒌𝒌.𝒓𝒓      (1.19) 
 
Figure 1-5 shows the band structure of 𝐴𝐴𝐴𝐴 stacked bilayer graphene near the 𝐾𝐾 
points. There are essentially two copies of the band structure of monolayer 
graphene, one shifted by −𝛾𝛾1 and the other by +𝛾𝛾1. The blue band and the 
green band, with energies +𝑣𝑣𝐹𝐹|𝒌𝒌| − 𝛾𝛾1 and −𝑣𝑣𝐹𝐹|𝒌𝒌| + 𝛾𝛾1, cross the Fermi energy 
level near the Dirac point 𝐾𝐾, located at momentum 𝒌𝒌 = 2𝜋𝜋�√3, 1�/(3√3𝑎𝑎) and 
the Dirac point 𝐾𝐾’ located at momentum 𝒌𝒌 = 2𝜋𝜋�√3,−1�/(3√3𝑎𝑎).  
                 
 
 
Figure 1-5: (a The band structure of the 𝐴𝐴𝐴𝐴-stacked bilayer graphene. (b) The k-dependence of 
the energy bands near the Dirac point 𝐾𝐾. S is an index for the bands where S=1…4. The blue and 






1.2.3. Trilayer graphene 
Trilayer graphene consists of three monolayers, with six atoms in the unit cell, 
labelled 𝐴𝐴1, 𝐵𝐵1 on the lower layer, 𝐴𝐴2, 𝐵𝐵2 on the middle layer and 𝐴𝐴3, 𝐵𝐵3 on the 
upper layer as illustrated in figure 1-6a. The stacking order in trilayer graphene 
could be of various forms 𝐴𝐴𝐵𝐵𝐴𝐴, 𝐴𝐴𝐵𝐵𝐴𝐴, 𝐴𝐴𝐴𝐴𝐴𝐴 or 𝐴𝐴𝐵𝐵𝐵𝐵 (figure 1-6b) with different 




Figure 1-6: (a) Schematic of the 𝐴𝐴𝐵𝐵𝐴𝐴-stacked trilayer lattice containing six sites in the unit cell, 𝐴𝐴 
(white circles) and 𝐵𝐵 (black circles) on each layer, showing the parametrization of relevant 
couplings. (b) Schematics of 2D primitive cells of trilayer graphene with 𝐴𝐴𝐵𝐵𝐴𝐴, 𝐴𝐴𝐵𝐵𝐴𝐴 and 𝐴𝐴𝐴𝐴𝐴𝐴 
stacking orders, adapted from [18,7]. 
 
For the most general case of stacking, the 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer, and in the absence of 
external potentials that break the equivalence of the three layers, the 
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   (1.20) 
 
According to equation (1.20) there is a band with Dirac-type linear dispersion, 
and two more bands which disperse quadratically near 𝜀𝜀 = 0, as in a bilayer and 
in total, six bands as (see figure 1-7a): 
 











The Hamiltonian for 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer is similar to 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer with the following 
differences: the matrix elements 𝐻𝐻3,5 and 𝐻𝐻5,3 are zero and instead 𝐻𝐻4,5 and 𝐻𝐻5,4 
are equal to 𝛾𝛾1. For 𝐴𝐴𝐴𝐴𝐴𝐴 trilayer the Hamiltonian is slightly different than that for 
𝐴𝐴𝐵𝐵𝐴𝐴. With respect to equation (1.20), 𝐻𝐻1,3, 𝐻𝐻3,1, 𝐻𝐻2,4, 𝐻𝐻4,2, 𝐻𝐻4,6  and 𝐻𝐻6,4 are 
equal to 𝛾𝛾1 while 𝐻𝐻2,3 and 𝐻𝐻3,2 are equal to zero [10,15]. For such a Hamiltonian, 
the band structure near the 𝐾𝐾 points would be linear dispersions. Figure 1-7 
depicts the band structure for 𝐴𝐴𝐵𝐵𝐴𝐴, 𝐴𝐴𝐵𝐵𝐴𝐴 and 𝐴𝐴𝐴𝐴𝐴𝐴 trilayer graphene where the 




          
Figure 1-7: (a,b) 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer band structure in the vicinity of 𝐾𝐾, and near the Fermi level, (c) 𝐴𝐴𝐴𝐴𝐴𝐴 
trilayer band structure near the 𝐾𝐾 point,  (d,e) 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer band structure, inset in (e) near the 𝐾𝐾 







1.3. Density of states in graphene systems 
1.3.1. Density of states in pristine graphene 
The density of states is defined as the number of states per energy per unit 






 where 𝑁𝑁 is the number of states. In 𝑘𝑘-
space, the total number of states 𝑁𝑁 is equal to the volume of the sphere of 
radius 𝑘𝑘, devided by the volume occupied by one state and devided again by the 
volume of the real space. The density of states in graphene differs qualitatively 
from that in non-relativistic 2D electron systems. It is linear in energy, electron-
hole symmetric and vanishes at the Dirac point as opposed to a constant value in 
the non-relativistic case. In monolayer graphene, the density of states per unit 
cell considering tight binding Hamiltonian and 𝛾𝛾1 = 0, and close to the Dirac 







        (1.22) 
 
where 𝐴𝐴𝐶𝐶  is the unit cell area given by 𝐴𝐴𝐶𝐶 = 3√3𝑎𝑎2/2 and 𝑣𝑣𝐹𝐹 = √3𝑎𝑎𝛾𝛾0/2ħ is the 
Fermi velocity. Here the energy is 𝐸𝐸 = ±ħ𝑣𝑣𝐹𝐹 |𝒌𝒌|. As the physics of the 
conductivity associated with the 𝐾𝐾’ will be the same as for the K point, it is 
sufficient to work only about the one 𝐾𝐾 point in what follows and multiply the 
result by a factor of two for the so-called valley degeneracy associated with the 
two 𝐾𝐾 points per unit cell [20]. In monolayer graphene, when both the 𝐴𝐴 and 𝐵𝐵 
carbon atoms are indistinguishable, the density of states for both 𝐴𝐴 and 𝐵𝐵 
sublattices is identical [21,22]. Figures 1-8a,b show the density of states per unit 
cell as a function of energy. For 𝐴𝐴𝐵𝐵 bilayer graphene, also assuming 𝛾𝛾1 = 0, the 







        (1.23) 
 





While if 𝛾𝛾1 ≠ 0, due to the interlayer coupling between the two layers, the 
sublattice symmetry is broken and there is a reduction in the density of states of 
𝐴𝐴 sublattices as compared to the 𝐵𝐵 sublattices. This reduction occurs over the 
interval ±𝛾𝛾1 and at energies above 𝛾𝛾1 the sublattice symmetry is once again 
recovered [21]. The density of states in the energy interval |𝐸𝐸| < 𝛾𝛾1 for 𝐴𝐴 and 𝐵𝐵 












    (1.24) 
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This is shown in figure 1-8c in red curve as opposed to green dashed curve for 
the case of 𝛾𝛾1 = 0 where the interlayer coupling is omitted.  
It is also shown analytically that for 𝐴𝐴𝐴𝐴 bilayer graphene, when 𝛾𝛾1 ≠ 0 the 
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Figure 1-8: (a) Density of states per unit cell as a function of energy in units of 𝛾𝛾0 for monolayer 
graphene. (b) zoom in of the density of states close to the Dirac points, the Density of states in this 
region can be approximated by 𝜌𝜌(𝐸𝐸) = |𝐸𝐸|, adapted from [4]. Low energy density of states (in 
units of 2𝛾𝛾0
𝜋𝜋(ħ𝑣𝑣𝐹𝐹)2
 ) for 𝐴𝐴𝐵𝐵- and 𝐴𝐴𝐴𝐴-stacked bilayers, (c) and (d) frames respectively adapted from 
[20]. The green dashed line in (c) refers to the density of states of 𝐴𝐴𝐵𝐵 bilayer when 𝛾𝛾1 = 0. This 









The above results from the sum of two Dirac cone density of states shifted 
relative to each other by 𝛾𝛾1 . Note that 𝛾𝛾1 is reported to be about 0.2 eV in 𝐴𝐴𝐴𝐴-
stacked bilayer, which differs in 𝐴𝐴𝐵𝐵-stacked bilayer graphene where it is closer to 
0.4 eV [20]. A plot of the low-energy density of states in units of 2𝛾𝛾0
𝜋𝜋(ħ𝑣𝑣𝐹𝐹)2
 for 𝐴𝐴𝐴𝐴-
stacked bilayer graphene is shown in figure 1-8d and is contrasted with that for 
𝐴𝐴𝐵𝐵 stacking in figure 1-8c. 
 
 
1.3.2. Density of states in disordered and strained graphene  
Nanofabrication procedures which mainly involve standard e-beam lithography 
can result in disorder that can reside either between the graphene and the 
underlying substrate or on the surface of graphene [24]. On the surface of 
conventional substrates like Si/SiO2, the Van der Waals forces will make 
graphene conform to the rough surface thus it will be rippled (typical values 
reported for the corrugations are 0.5 nm in height and a few nm in the lateral 
dimension) [24]. Consequently, the Fermi level of neutral graphene will not 
coincide with the Dirac point (as illustrated schematically in figure 1-9a), meaning 
graphene is doped. The doping varies on the surface of graphene creating 
puddles of different carrier density (electron-hole puddles) [25,26].  
One of the main sources of the electron-hole puddles in graphene is the random 
potential induced by the substrate. A comparison between typical Scanning 
Tunnelling Microscopy (STM) data for graphene on Si/SiO2 and decoupled 
graphene flakes on HOPG is shown in figure 1-9. The STM can be used to learn 
about the density of states of the sample in the scanning tunnelling spectroscopy 
(STS) mode. This will be discussed comprehensively in chapter 2. The topography 
of a graphene area on Si/SiO2 in figure 1-9b shows a rippled surface. In contrast, 
graphene on HOPG is much flatter as seen in the topography map in figure 1-9d. 
For graphene on graphite, theory predicts that the measured density of states is 
linear and vanishes at the Dirac point [24]. For the data shown in figure 1-9d, the 
Fermi level is slightly shifted away from the Dirac point (≈ 16 meV) corresponding 
to hole doping [24], as seen in figure 1-9e. However, when disorder introduces a 
random potential, as is the case for the graphene on Si/SiO2, the spectrum 
deviates from the ideal V-shape. In this case, the Dirac point is shifted from the 
Fermi energy by ≈ 200 meV (figure 1-9c).  
Similar to graphene/HOPG, when deposited on BN, graphene is significantly 
flatter than on Si/SiO2 [27,28]. The random potential fluctuation on graphene 
deposited on BN measured by scanning tunnelling spectroscopy appears much 
smaller than on graphene samples exfoliated on Si/SiO2 [29,30].  
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Figure 1-9: (a) Illustration of the varying carrier concentration across a graphene sample due to 
the random potential underneath. The Fermi level and the Dirac point are shown by the black and 
green lines, respectively. (b) Sketch of how graphene (the orange line) deposited on the surface of 
Si/SiO2 will have a roughness comparable to the substrate. The light grey dots schematically 
illustrate trapped charges. (b,d) STM images of graphene on a Si/SiO2 surface (𝑉𝑉bias = 300 mV) and 
on graphite surface (𝑉𝑉bias = 300 mV). (c,e) STS data obtained on the corresponding graphene 
samples in (b) and (d), adapted from [24]. (f) Simulation of LDOS at different distances from a 




Figure 1-9f shows calculated local density of states in graphene at different 
distances of a charged impurity compared to pristine graphene showing 
electron-hole asymmetry at energies further away from the Dirac point. Local 
density of states of graphene at the Dirac point is not affected by charge 
impurity. The electron-hole asymmetry is illustrated by the fact that the local 
density of states at energies above (below) the Dirac point is bigger (smaller) 
than the bare graphene local density of states at all positions [31]. 
Density of states can be further altered by distortion of the graphene lattice. For 
instance, elastic strain can be expected to induce a shift in the Dirac point energy 








lattice, the electrons in graphene can behave as if an external magnetic field is 
applied [32]. For appropriately selected geometries of the applied strain, the 
pseudo magnetic field can be detected [4, 33, 34]. Full description of the effect 
of magnetic field on the density of states of graphene systems is well described 
in the literature [35,24] and out of the scope of this thesis. Briefly, in the 
presence of a magnetic field normal to the plane, the energy spectrum of 
graphene breaks up into a sequence of discrete Landau levels (LL) [36-38] that 
reflect in the density of states as shown in figure 1-10a. Similarly, strain induced 
pseudo magnetic field in graphene would give rise to landau levels as 
demonstrated by [34,39,40]. Figure 1-10b shows STS data on strained graphene 




          
 
 
Figure 1-10: (a) STS spectrum of graphene on graphite showing the presence of Landau levels and 
their evolution with magnetic field, adapted from [36]. (b) Sequence of eight dI/dV spectra (T ~ 
7.5 K, Vmod = 20 mV) taken in a line across a graphene nanobubble shown in the image in (c). Red 
lines are data with quartic background subtracted; black dotted lines are Lorentzian peak fits 
(center of peaks indicated by dots, with blue dots indicating n = 0). Vertical dash-dot lines follow 





1.3.3. Density of states at graphene edges 
The two high symmetry crystallographic directions in graphene, zigzag and 
armchair are described in figure 1-11a. A graphene flake can terminate in one of 
the two or it can have an edge that is irregular and contains a mixture of zigzag 
and armchair [24]. The type of edge is predicted to have a significant impact on 
its electronic properties [41,42] Theoretically, the zigzag edge is predicted to 
have a localized state [43], i.e. a peak in the density of states at the Fermi level. 
Experimentally this was observed on HOPG by STM experiments [44]. To 
determine the structure of the edges with STM, one compares the direction of 
the edge with the one of the graphite lattice which can be measured inside the 
sample. Figures 1-11b,d depicts calculated bands structures for armchair and 
zigzag strips [45], where there are 2𝑁𝑁 carbons atoms in each unit cell of the strip 
and 𝑁𝑁 is the number of zigzag lines (𝑁𝑁𝑧𝑧𝑖𝑖) and dimer lines (𝑁𝑁𝑑𝑑𝑖𝑖) along the strip 
with zigzag or armchair edges. 𝐿𝐿𝑧𝑧𝑧𝑧 and 𝐿𝐿𝑎𝑎𝑎𝑎  in figure 1-11a are widths of the 
zigzag and armchair strips. 𝑡𝑡1 describes the inter-sublattice (𝐴𝐴 − 𝐵𝐵) hopping of 






Figure 1-11: (a) Geometrical structure of graphene armchair and zigzag strips. (b,d) Energy 
dispersion of armchair and zigzag edegs with 𝑁𝑁=20, left panels relate to 𝑡𝑡2=0 and right panels to 
𝑡𝑡2=0.01 eV. (c,e) Density of states of armchair and zigzag strips for N=5, 20, 50 and 𝑡𝑡2=0.01 eV, 
adapted from [45]. (f,g) Density of states in an energy window of 1 eV wide around the Fermi 
level, calculated using density functional theory and the CRYSTAL09 electronic structure code [46], 
superimposed on graphene lattice for clarity.  
 






A comparison between left panels of figures 1-11b,d (where 𝑡𝑡2=0) show flat 
bands for zigzag edge located at zero-energy line for |𝑘𝑘| ≥ 2𝜋𝜋/3. In figure 1-11d 
right panel, for 𝑡𝑡2=0.01 eV, a pair of nearly flat bands exists over the region 
2𝜋𝜋/3 ≤ |𝑘𝑘|𝑎𝑎 ≤ 𝜋𝜋. Here, intra-sublattice hopping opens finite valley gap at 𝐾𝐾 and 
𝐾𝐾’ and the zero-energy edge band splits into modes with finite velocity. In the 
armchair strip, the massless Dirac particle-like behaviour of linear dispersion 
appears at 𝑘𝑘=0, without any localized edge-state band. The linear mode crossing 
the point 𝑘𝑘=0 remains intact for 𝑡𝑡2=0.01 eV [46].  
Figures 1-11c,e show width dependent density of states for 𝑡𝑡2=0.01 eV with 𝑁𝑁 
varying from 5 to 50. In the zigzag strip geometry, localized edge states lead to 
unusual peak structure near the Fermi energy (zero-energy value) and their 
contribution to density of states is very sensitive not only to the band structure 
parameters but also to 𝑁𝑁, the width of the strip. In 2D, a saddle point in the 
electronic band structure leads to a divergence in the density of states which is 
known as the Van Hove singularity. The singular behaviour of the density of 
states at 𝜀𝜀= ±𝑡𝑡1 and 𝜀𝜀= ±3𝑡𝑡1 comes from the extended states of vanishing slopes 
in a 2D graphene sheet. The most important feature of the edge states is the 
emergence of a sharp peak at the Fermi level (𝜀𝜀=0) in the density of states of the 
zigzag strip. The electronic density of states of an armchair strip is quite similar to 
that of a 2D graphene sheet because there are no contributions from the edge 
states. The density of states of a π band in a 2D graphene vanishes linearly as 
energy reduces to zero and reveals van Hove singularities at 𝜀𝜀= ±𝑡𝑡1 and 𝜀𝜀= ±3𝑡𝑡1, 
as expected from the energy structures. As the number of the zigzag or dimer 
lines in the strip increases, the shape of density of states becomes similar to that 
of 2D graphene. For an armchair strip with 𝑁𝑁=5, a pair of peaks at ε= ±t1 is 
related to the flat bands occurring at the energies 𝜀𝜀= ±𝑡𝑡1. It is interesting to note 
that these flat bands are common for armchair strips with odd values of 𝑁𝑁 [46]. 
Figures 1-11f,g show calculated density of states for armchair and zigzag edges in 
an energy window of 1eV wide around the Fermi level, using density functional 
theory, superimposed on graphene lattice for clarity. While localized states are 
observed near the zigzag edge, a ‘Ribbon’ superstructure forms near the 
armchair edge. This is due to allowance of backscattering at an armchair edge 
which results in quantum interference patterns at graphene armchair edges. 
These patterns vary with the number of layers and stacking order. We will 
address quantum interference at an armchair edge and armchair lateral steps in 







1.3.4. Density of states in graphene under external potential 
We saw how disorder, strain, charge impurity and edge terminations influence 
the energy dispersion and consequently the density of states in graphene. In the 
next three sections, we will focus on the effect of external potentials such as 
lateral junctions, electrostatic field/ gate and periodic potentials on graphene 
electronic structure excluding the effect of magnetic field. Since graphene 
carriers have no mass, graphene p-n junctions, as elementary building blocks for 
semiconductor electronic devices, provide a condensed matter analogue of the 
‘Klein tunnelling’ problem in quantum electro-dynamics (QED). In the next 
section, Klein tunnelling will be discussed in graphene systems. Succeeding that, 
the influence of electrostatic and periodic potentials on the band structure and 
density of states in graphene will be addressed. A technological challenge in 
working with graphene is the absence of a bandgap. To this end, graphene 
heterostructures with atomically thin insulator or semiconductor material acting 
as a vertical transport barrier have been prototyped [47]. Several other methods 
like chemical functionalization [48] nanoribbons [49] and uniaxial strain 
engineering [50] have been proposed and experimentally demonstrated to 
modify the band structure of graphene. However, ideas based on chemical 
functionalization, nanoribbons, and strain engineering does not provide any 
tunability of properties and their compatibility with large scale integration of 
devices is yet to be tested. Electrostatic fields applied to graphene systems can 
break the symmetry between the sublattices and hence open up a band gap [51]. 
The effect of local electrostatic potential on graphene will be addressed in 
chapter 6. Esaki et al. [52] first proposed the use of a periodic superlattice 
potential to modify the band structure in semiconductors and similar 
experiments have been proposed in monolayer and bilayer graphene [53-59]. In 
contrast to conventional materials, superlattice in graphene results in anisotropic 
renormalization of the velocities of the Dirac quasiparticles [54,60] leading to the 
possibility of collimation [61]. It also generates extra Dirac points [53,54,62] in 
the band structure resulting in singularities in the density of states. Also in 
chapter 6, we will presents results on a 1D periodic potential induced from an 
atomically flat insulting substrate other than boron nitride BN on graphene. 
 
 
1.4. Klein tunnelling  
The chirality of the electrons in graphene has important implications on the 
electronic transport in graphene. Let us consider a scattering process 𝒌𝒌 → 𝒌𝒌′ due 
to a long range potential 𝑉𝑉(𝒓𝒓) (a range larger than the lattice constant in 
graphene), so that it does not induce an inter valley scattering between 𝐾𝐾 and 𝐾𝐾’ 
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points. The resulting matrix element between these two states is given by 
[63,64], 
 
|⟨𝒌𝒌′|𝑉𝑉(𝒓𝒓)|𝒌𝒌⟩|2 = |𝑉𝑉(𝒌𝒌 − 𝒌𝒌′)|2cos2 (
𝜃𝜃𝑘𝑘𝑘𝑘′
2
)     (1.26) 
 
where 𝜃𝜃𝑖𝑖𝑖𝑖′  is the angle between 𝒌𝒌 and 𝒌𝒌’, and the cosine term comes from the 
overlap of the initial and final spinors. A backscattering process corresponds to 
𝒌𝒌 = −𝒌𝒌′. In this case, 𝜃𝜃𝑖𝑖𝑖𝑖′ = 𝜋𝜋  and the matrix element vanishes. Therefore such 
backward scattering is completely suppressed. To understand the interplay 
between the suppression of backscattering and Klein tunnelling in graphene [24], 
we introduce external potentials A(r) and U(r) in the Dirac Hamiltonian, 
 
𝑯𝑯 = 𝑣𝑣𝐹𝐹𝜎𝜎. �−𝑖𝑖ħ∇ − 𝑒𝑒𝑨𝑨(𝒓𝒓)� + 𝑈𝑈(𝒓𝒓)      (1.27) 
 
In the case of a 1-dimensional (1D) barrier, 𝑈𝑈(𝒓𝒓) = 𝑈𝑈(𝒙𝒙), at zero magnetic field, 
the momentum component parallel to the barrier, 𝒑𝒑𝑦𝑦, is conserved. As a result, 
electrons normally incident on a graphene p-n junction are forbidden from 
scattering obliquely by the symmetry of the potential, while chirality forbids 
them from scattering directly backwards: the result is perfect transmission as 





1.4.1. Klein tunnelling in monolayer graphene 
In nonrelativistic quantum tunnelling, the probability that a low-energy particle 
will tunnel through a high potential-energy barrier varies, but it can never be 
100%. The probability of quantum tunnelling shrinks as the barrier gets higher 
and thicker. The Klein paradox completely changes the character of quantum 
tunnelling, however. It states that relativistic particles should tunnel through 
barrier regions of high energy and broad expanse with 100% probability.  
In graphene, the Klein paradox becomes an effect with readily observable 
consequences. As charge-carrying, massless Dirac quasiparticles move within a 
graphene crystal across which a voltage, or potential-energy difference, is 
applied, experimenters can measure the material’s electrical conductivity. 100% 
tunnelling accounts for the lack of additional resistance that one would expect 
from the extra barriers and boundaries [66]. Electrostatic potentials from 
impurities in the substrate or applying a mesoscopic gate are examples of this 
kind of potential barrier for graphene. This relativistic effect can be attributed to 
the fact that a sufficiently strong potential, being repulsive for electrons, is 
attractive for positrons and results in positron states inside the barrier, which 
align in energy with the electron continuum outside [65]. Matching between 
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electron and positron wave functions across the barrier leads to the high-
probability tunnelling described by the Klein paradox. The essential feature of 
QED responsible for the effect is the fact that states at positive and negative 
energies (electrons and positrons) are intimately linked (conjugated), being 
described by different components of the same spinor wave function [65], as 
described earlier in section 1.2.1. Figure 1-12a schematically illustrates this 
process. The transmission probability through a barrier is shown as a function of 
the incident angle for monolayer graphene in figure 1-12c, where 𝑉𝑉0 =200 meV 




Figure 1-12: Tunnelling through a potential barrier in graphene. (a) Schematic diagrams of the 
linear spectrum of quasiparticles in monolayer graphene at low Fermi energies (<1 eV). (b) 
Potential barrier of height 𝑉𝑉0 and width D. The three diagrams in (a) schematically show the 
positions of the Fermi energy 𝐸𝐸 across such a barrier. The Fermi level (dotted lines) lies in the 
conduction band outside the barrier and the valence band inside it. The pseudospin denoted by 
vector 𝜎𝜎 is parallel (antiparallel) to the direction of motion of electrons (holes), which also means 
that 𝜎𝜎 keeps a fixed direction along the red and green branches of the electronic spectrum. (c) 
Transmission probability |𝑇𝑇|2 through a 100-nm-wide barrier as a function of the incident angle 
for monolayer graphene. The Fermi energy 𝐸𝐸 of incident electrons ≈ 80 meV, λ ≈ 50 nm, 𝑉𝑉0 = 200 
meV (red curve) and 285 meV (blue curve), adapted from [65]. 
 
 
Even in graphene, an atomically sharp potential cannot be created in a realistic 
sample. Usually, the distance to the local gate, which is isolated from the 
graphene by a thin dielectric layer determines the length scale on which the 
potential varies [24]. Figure 1-13 illustrates the selective transmission through an 
atomically sharp and smooth pnp barriers. Note that the potential barrier 






state of the experimental art in graphene does not allow for injection of 
electrons with definite 𝒑𝒑𝑦𝑦 [67-73]. Instead, electrons impinging on a p-n junction 
have a random distribution of incident angles due to scattering in the diffusive 
graphene leads. In realistically sharp p-n junctions, these randomly incident 
electrons emerge from the p-n junction as a collimated beam, with most off-
normally incident carriers being scattered; transmission through multiple p-n 




Figure 1-13: Potential landscape and angular dependence of quasiparticle transmission through 
(a) an atomically sharp pnp barrier and (b) an electrostatically generated smooth pnp barrier in 
graphene, with their respective angle-dependent transmission probabilities |𝑇𝑇|2. Red and blue 
lines correspond to different densities in the locally gated region, adapted from [74]. 
 
 
1.4.2. Klein tunnelling in bi and trilayer graphene  
Charge carriers in bilayer graphene are described by the 4×4 Hamiltonian in 
equation (1.14) obtained by tight binding approximation near the 𝐾𝐾 point. 
Alternatively they can be described by the reduced 2×2 version of the four-band 
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Hamiltonian as introduced in equation (1.16). In the presence of an external 
potential 𝑉𝑉, there are again pronounced transmission resonances at some 
incident angles, where 𝑇𝑇 approaches unity. Examples of the angular dependence 





              
Figure 1-14: Dependence of the transmission on the electron injection angle, (a,b) Transmission 
through a 100-nm-wide barrier in bilayer graphene for constant energy 𝐸𝐸=17 meV. (a) Results 
from the 4×4 Hamiltonian and (b) from the 2×2. The solid red and dashed green curves are for a 
single barrier with height 50 and 100 meV, respectively, adapted from [75]. Transmission through 
(c) single layer, (d) AB bilayer and (e) ABC trilayer stacked graphene. The thick black curves are 
the transmission across a pn-junction. The thin curves are transmission probabilities across a 100 
nm wide rectangular pnp-barrier for electron energy, (c) 𝐸𝐸=50 meV and (d,e) 𝐸𝐸=25 meV. The 
barrier heights are: (c) 100 and (d,e) 65 meV (solid red curves); and (c) 120 and (d,e) 80 meV 
(dotted blue curves), adapted from [76]. 
 
(a) (b) 
(c) (d) (e) 
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Massive fermions in bilayers show a dramatic difference compared with the case 
of massless Dirac fermions in monolayer. Instead of the perfect transmission 
found for normally incident Dirac fermions (see figure 1-12c), numerical analysis 
yields the opposite effect [65,75]: massive chiral fermions are always perfectly 
reflected for angles close to incident angles of zero.  
For the 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer in the presence of a potential, the behaviour of the 
electrons mimics that of single layer or bilayer electrons and therefore it is not 
possible to define a unique angle of incidence for both modes of propagation. 
The angular dependence of the transmission depends entirely on the mode of 
propagation [76] (monolayer like or bilayer like) and thus combining them to a 
single transmission probability results in an unphysical plot with a 𝑇𝑇 > 1 for some 
values of incident angle. Figures 1-14c-e show transmission probability across pn- 
and pnp-junctions in monolayer, 𝐴𝐴𝐵𝐵 bilayer and 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer graphene, 
respectively. The thin curves are transmission probabilities across a wide pnp 
barrier and the thick black curves are the same quantity across a pn junction.    
 
 
1.5. Electrostatic potential 
The presence of an asymmetry generated by an external field in bilayer 
graphene, leads to asymmetry between on-site energies and consequently to a 
gap between conduction and valence band [77-82]. Experimental realization for 
this could be the application of a perpendicular electrostatic gate [79] or dual 
gates on both sheets [80], and sandwiching bilayer graphene in hexagonal boron 
nitride (hBN) layers via applying external gates [82].  
In a bilayer system, the presence of different bottom and top gates generates an 
electrostatic potential which is different on layer 1 with respect to layer 2, by 
being placed between two dielectric materials and doped by applying bottom 
(𝑉𝑉𝑔𝑔2) and top (𝑉𝑉𝑔𝑔1) gates . Figure 1-15 illustrates an experimental setup for such a 
case [81]. Herein, the width of the two dielectrics is much larger than the 
distance between the dielectrics and either sides of the bilayer. A doping charge 
per unit area 𝑛𝑛𝑒𝑒 = (𝑛𝑛1 + 𝑛𝑛2)𝑒𝑒 is accumulated on the bilayer. 𝜌𝜌1 and 𝜌𝜌2 are the 
electronic charges per unit area on layer 1 and layer 2 where (𝜌𝜌1 + 𝜌𝜌2)𝑒𝑒 = (𝑛𝑛1 +
𝑛𝑛2)𝑒𝑒. Layer 1 and layer 2 of the bilayer feel electric fields 𝐸𝐸1 and 𝐸𝐸2, which 
determine an average electric field 𝐸𝐸𝑎𝑎𝑣𝑣. This induced asymmetry causes a 
bandgap (𝑈𝑈). It is shown that 𝑈𝑈 has a linear dependence on the applied electric 
field 𝐸𝐸𝑎𝑎𝑣𝑣 via a linear response α(𝑛𝑛) such that [80]: 
 




where α(𝑛𝑛) is a function of doping n, for an electronic temperature of 300 K. 
This parameter is independent of the doping in the absence of electronic 
screening. From solid state physics, a positively charged particle placed at a given 
position in the electron gas will attract electrons creating additional negative 
charge in its neighbourhood which reduces or screens its field. The screening 
effect is a natural response to a media with dielectric function 𝜖𝜖(𝒓𝒓, 𝒓𝒓′). The 
potential that a density of charge will feel in the absence of screening is ~ 1|𝒓𝒓−𝒓𝒓′| 
while considering the effect of the media this will be reduced to ~ 1
𝜖𝜖(𝒓𝒓,𝒓𝒓′)|𝒓𝒓−𝒓𝒓′|
 
(see Appendix 1). Examples of bilayer and trilayer graphene with an applied 
external electrostatic potential including the screening effect is also presented in 
Appendix 1.  
 
.        
Figure 1-15: Schematic representation of the experimental setup where bilayer graphene is placed 
between two dielectric materials and it is doped by applying bottom (𝑉𝑉𝑔𝑔2) and top (𝑉𝑉𝑔𝑔1) gates, 




Figure 1-16a shows the band structure of an electrically gated bilayer for both 
𝐴𝐴𝐵𝐵 and 𝐴𝐴𝐴𝐴 stacking [81]. As the intensity of the applied electric field increases, 
the band gap is enlarged (in 𝐴𝐴𝐵𝐵 stacked), in agreement to equation (1.28). In 
addition to the induced band gap, the dispersion of conduction bands is modified 
by the applied field as well. The lowest two conduction bands are no longer 
crossing each other along the 𝐾𝐾 −𝑀𝑀 direction under applied field. In the band 
structure of 𝐴𝐴𝐴𝐴 stacked bilayer, there is no finite band gap even when the 
applied electric field is around 4 𝑉𝑉/𝑛𝑛𝑚𝑚. There is an enlargement of the 
separation between two Dirac points which is a result of the enhancement of the 
difference of on-site energy of two layers due to the gating field [81]. Density of 
states for 𝐴𝐴𝐵𝐵 bilayer graphene at an external field of 2 𝑉𝑉/𝑛𝑛𝑚𝑚 is depicted in figure 
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1-16b. Compared to zero external field, the density of states in the right panel 
shows asymmetric localization of valence and conduction states on each 
graphene layer, making them inequivalent [82]. 
The response to external gate potential in trilayer graphene is slightly different. 
𝐴𝐴𝐵𝐵𝐴𝐴 and 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer graphene have been exposed to very large perpendicular 
electric field by means of lithographic dual gates [51], while a band gap opens up 
in 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer band structure, 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer remains gapless with the application 
of an external field. For 𝐴𝐴𝐵𝐵𝐴𝐴 stacked trilayer, it is shown that under external 
potential, interlayer asymmetry breaks the mirror reflection symmetry and 
causes hybridization of the linear and parabolic bands rather than opening a gap, 
as in bilayer graphene. It is also found that the conductivity in 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer 
generally increases as asymmetry increases, in sharp contrast with bilayer 




Figure 1-16: (a) Band structure of electrically gated bilayer graphene close to the Dirac point. The 
𝐴𝐴𝐵𝐵 stacked one is shown in left and 𝐴𝐴𝐴𝐴 stacked on is shown in the right panel, adapted from [81]. 
(c) Density of states arising from 𝑠𝑠z orbitals projected on individual C atoms for bilayer graphene 






1.6. Periodic potentials 
1.6.1. Periodic potentials, mini band gap 
The band structure of a crystal can often be explained by the nearly free electron 
mode for which the band electrons are treated as perturbed only weakly by the 
periodic potential of the ion cores. It is known that Bragg reflection is a 
characteristic feature of wave propagation in crystals. At Bragg reflection, 
wavelike solutions of the Schrodinger equation do not exist; therefore Bragg 
reflection of electron waves in crystals is the cause of the energy gap [83] (see 
figure 1-17a).  
The Bragg condition in 1D for diffraction of a wave with wave vector 𝒌𝒌 is 
𝑘𝑘 = ± 1
2
𝐺𝐺 = ±𝑛𝑛𝜋𝜋/𝑎𝑎 where 𝐺𝐺 =  2𝑛𝑛𝜋𝜋/𝑎𝑎 is the reciprocal lattice vector and 𝑛𝑛 is 
an integer. The first reflection and the first energy gap occurs at 𝑘𝑘 = ±𝜋𝜋/𝑎𝑎. The 
magnitude of this energy gap is equivalent to the potential energy [84]. At zone 
boundaries there are standing waves, i.e.  group velocity 𝑣𝑣𝑔𝑔 =
𝜕𝜕𝑑𝑑
𝜕𝜕𝑖𝑖
= 0, implying 
that the slope of the dispersion relation vanishes at the zone boundary. When all 
Bragg planes and their associated Fourier components are included, a set of 
curves is produced as in figure 1-17b. If we want to specify all levels by a wave 
vector 𝑘𝑘 in the first Brillouin zone, we must translate the pieces through 
reciprocal lattice vectors into that zone (e.g. for a 1D system, −𝜋𝜋
𝑎𝑎
≤ 𝑘𝑘 < 𝜋𝜋
𝑎𝑎
). Start 






  to −𝜋𝜋
𝑎𝑎
< 𝑘𝑘 < 0 and move the curve in the regions 2𝑛𝑛 𝜋𝜋
𝑎𝑎
≤ 𝑘𝑘 < (2𝑛𝑛 + 1) 𝜋𝜋
𝑎𝑎
 
to 0 < 𝑘𝑘 < 𝜋𝜋
𝑎𝑎
 where 𝑛𝑛 is the band index (𝑛𝑛 = 1, 2, 3, …) as seen in figure 1-17b. 
One can also emphasize the periodicity of the labelling in k-space by periodically 
extending the folded region inside the dashed lines (the first Brillouin zone) 
throughout all of 𝑘𝑘-space, as seen in figure 1-17c. This representation is the 




Figure 1-17: (a) Appearance of band-gap at the Brillouin zone edge, (b) Dispersion relation of a 
crystal shown in extended zone and the zone folding inside dashed lines, (c) periodic zone, 
adapted from [84].  
(a) (b) (c) 
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1.6.2. Periodic potentials in graphene 
The propagation of charge carriers through a graphene superlattice (1D and 2D) 
is highly anisotropic, and in extreme cases results in group velocities that are 
reduced to zero in one direction but are unchanged in another, owing to their 






        
Figure 1-18: (a) Schematic diagram of unperturbed graphene, inset showing linear and isotropic 
energy dispersion, (b,c) 1D  and 2D graphene superlattices formed by Kronig-Penny type and 
muffin type potentials, inset: linear but anisotropic energy dispersion. (d) Energy gap at the 
superlattice Brillouin zone of a 1D graphene superlattice, dashed vertical lines indicate minizone 
boundaries (𝑘𝑘𝑥𝑥 = ±𝜋𝜋/𝑙𝑙). 𝛥𝛥𝐸𝐸 is the energy gap at the minizone boundary for a given 𝑘𝑘𝑦𝑦. (e,g) 
Energy of charge carriers in a 1D and 2D graphene superlattices with 𝑈𝑈1D =0.3 eV, L =10 nm and w 
=5 nm, (e,h) Density of states of charge carriers in the 1D and 2D graphene superlattices versus 











A graphene superlattice shows a peculiar behaviour of gap opening at the 
Brillouin zone by the external periodic potential. This is illustrated in the band 
structure of the graphene 1D superlattice in figure 1-18d. Additionally, the size of 
the gap depends strongly on where it is on the Brillouin zone. The gap closure at 
the center of the Brillouin zone is directly related to the absence of back-
scattering of charge carriers from a scattering potential when the size of the 
scatterer is several times larger than the inter-carbon distance [63]. The energy 
dispersion along any line in two-dimensional (2D) wave vector space from the 
Dirac point is linear but with a different group velocity. For a particle moving 
parallel to the periodic direction the group velocity (𝑣𝑣‖) is not renormalized at 
all, whereas that for a particle moving perpendicular to the periodic direction 
(𝑣𝑣⊥) is reduced most. The anisotropy in energy dispersions of the 1D superlattice 
can be tuned by changing the applied potential in such a way that 𝑣𝑣⊥ is reduced 
completely to zero. Hence, achievement of extremely low mobility in one 
direction and normal conduction in another one simultaneously can be possible 
[53].  
In the case of bilayer graphene, similar to monolayer, the periodic potential 
creates minibands, singularities in the density of states and band gap in the 
energy dispersion relation [75], where the velocity is zero. Figure 1-19 shows 
dispersion relation and density of states for three types of superlattices. In the 
first the potential is taken on the back and front gates to be the same V=50 meV; 
between the strips the potential is −50 meV. In the other two only the bias 
difference ∆ between the two layers varies: ∆=50 meV in the barriers and 0 meV 
in the wells for the second superlattice, and correspondingly ∆=50 and 25 meV 
for the third one. The average potential of both layers is kept constant. 
An example of experimental observation of a 2D potential in graphene is a moiré 
pattern. It is demonstrated how the moiré structure influences the local density 
of states (LDOS) or 𝜌𝜌(𝑟𝑟,𝐸𝐸) in the graphene layer [85]. Figures 1-20b,c 
demonstrates dips in the calculated 𝜌𝜌(𝑟𝑟,𝐸𝐸) and experimental 𝑑𝑑𝑑𝑑/𝑑𝑑𝑉𝑉 curves of 
graphene on boron nitride. The energy of these dips changes as a function of the 
rotation angle 𝜑𝜑 and hence the moiré wavelength.  
In the case of single-layer graphene, Van Hove singularities are too far from the 
Fermi energy and hence difficult to reach with standard doping and gating 
techniques but in stacked graphene layers these singularities can be brought 
arbitrarily close to the Fermi energy by varying the angle of rotation. Van Hove 
singularities emerge [86], in bilayer and 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer graphene on HOPG as 





Figure 1-19: Dispersion relation and density of states for three types of superlattices. Left column: 
energy vs. 𝑘𝑘𝑥𝑥 and 𝑘𝑘𝑦𝑦 for a=b=10 nm and 𝛾𝛾1=390 meV. Lines of constant energy, belonging to the 
lower miniband, are projected onto the (𝑘𝑘𝑥𝑥, 𝑘𝑘𝑦𝑦) plane. Middle column: slices of the corresponding 
dispersion relation, (a) for constant 𝑘𝑘𝑥𝑥 = 0 (solid magenta curves) and 𝑘𝑘𝑥𝑥 = 𝜋𝜋/𝑙𝑙 (dashed green 
curves), and (b) for constant 𝑘𝑘𝑦𝑦 = 0 (solid red curves) and 𝑘𝑘𝑦𝑦 = 0.2/nm (dashed blue curves). 
Only half the Brillouin zone is shown. Right column: density for the corresponding superlattice. For 
the unbiased superlattice (1) we also show the density (red area) for a superlattice with the same 
parameters on a monolayer graphene. The dashed (dashed-dotted) curves show the bilayer 









Figure 1-20: (a) Graphene/BN STM, 6nm moire image, density of states of graphene on hBN 
showing new superlattice Dirac points. (b) Theoretical LDOS curves for three different rotation 
angles between graphene and hBN, red is 𝜑𝜑 = 0.5° (12.5 nm), black is 𝜑𝜑 =1° (10.0 nm) and green 
is 𝜑𝜑 = 2° (6.3 nm). (c) Experimental 𝑑𝑑𝑑𝑑/𝑑𝑑𝑉𝑉 curves for two different moiré wavelengths, 9.0nm 
(black) and 13.4nm (red). The dips in the 𝑑𝑑𝑑𝑑/𝑑𝑑𝑉𝑉 curves are marked by arrows, adapted from [85]. 
STS inside and outside a moiré pattern with 𝜃𝜃=1.79°. (d) Topography near the boundary of the 
pattern. (e) Tunnelling spectra in the centre of the pattern (M1 in a) and at its edge (M2), showing 
two sharp peaks flanking the Dirac point with 𝛥𝛥𝐸𝐸𝑣𝑣ℎ𝑠𝑠  ~82 meV. The peaks are absent outside the 
pattern area (G), where the spectrum is typical of graphite. (f) Spatial dependence of tunnelling 
spectra along a line connecting point M2 inside the  pattern to point G outside it at positions 
marked by the white dots in a, showing monotonic evolution between the rotated and un-rotated 
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Chapter 2  
Scanning tunnelling microscopy and 
spectroscopy 
2.1. Scanning Tunnelling Microscopy (STM) and Spectroscopy 
(STS) 
Scanning tunnelling microscopy (STM) is a powerful tool to gain insight into the 
electronic properties of surfaces. The idea behind the operation of an STM, for 
which Gerd Binnig and Heinrich Rohrer were awarded the Nobel Prize in 1986, is 
conceptually simple. Through the use of an atomically sharp metallic tip and 
three piezoelectric transducers one controls positioning the separation between 
the tip and surface which can be reduced to a few angstroms (~10 Å). At this 
distance the wave functions of the tip and the sample surface begin to overlap 
and electrons are able to tunnel across the gap based on the tunnelling effect. By 
applying a bias voltage between the tip and the sample, a finite tunnelling 
current is formed in the range of pA to nA [1]. An STM image represents the 
spatial variation in the electronic density of states (within an energy window 
defined by the tip-sample bias voltage) at the surface. A schematic setup of the 
tunnelling microscope is depicted in figure 2-1a. In this image, the main parts of 
an STM experiment are indicated: the scanning head, the tunnelling current, the 
feedback system, the data acquisition interface and the bias voltage. The surface 
being scanned is graphene in the vicinity of a defect with electronic 
superstructure on top of graphene’s own lattice.  
Among the multiple methods of topological scanning with an STM, constant 
current scanning is used here which involves the use of a feedback system. As 
the tunnelling current changes, the feedback system will attempt to obtain a 
constant current by changing the tip sample distance [2]. In addition to 
topography which provides both structural and electronic information about the 
surface, scanning tunnelling spectroscopy (STS) is used as an experimental 
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technique where an STM tip probes the local density of states (LDOS) of the 
surface of the sample. This technique involves the use of voltage ramp to the 
tunnelling junction to measure the LDOS as a function of energy. The next 
sections will cover STM formalism for tunnelling based on simple quantum 
mechanics, STM and STS modes and measurement techniques and 




Figure 2-1: (a) Sketch of the STM set-up. The main parts of an STM experiment are indicated: the 
scanning head, the tunnelling current, the feedback system, the data acquisition interface and the 
bias voltage. The sample being measured in (a) is graphene (1.8 nm × 1.8 nm) emerging 
electronic superstructure in the vicinity of a defect. (b) and (c) are larger scale images of the 
graphene in (a) showing the defect, 4 nm × 4 nm in 2D and 3D, respectively. 
 
 
2.2. Formalism for tunnelling in STM 
The basic formalism used to explain the tunnelling current flowing between two 
electrodes (the fundamental geometry of an STM) was developed by Bardeen in 
1961 [3]. Here we follow the formalism from Chen et al. [4]. Figure 2-2a shows a 
schematic of a planar tunnelling junction between two electrodes separated by a 
vacuum barrier, with the left and right electrodes representing the tip and 
sample, respectively. Initially the wave functions can be described as wave 









Figure 2-2: (a) Schematic of a planar tunnel junction between two electrodes with zero bias 
between them. The wave functions on each electrode decay into the vacuum region between 
them. (b) Sketch of the tunnelling junction between the tip and the sample with bias applied 
between them in an STM experiment. The indicated DOS for the sample has an arbitrary shape 




Each electrode has an associated potential and eigenstates that satisfy the 
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The stationary states are given by 
/tiE
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The stationary states are then given by 
/tiE
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Outside of each electrode the wave functions of these eigenstates decay into the 
vacuum. The first assumption of the Bardeen tunnelling picture is that the sets of 







𝑑𝑑3 𝑟𝑟~0        (2.7) 
    
By bringing the tip and sample close enough together so that the wave functions 
overlap as shown in Figure 2-2a, one can write the Schrodinger equation for the 
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In the presence of the combined potential, a state ψ𝑇𝑇 in the tip electrode now 
has a probability of transferring to the state ψ𝑆𝑆  of the sample electrode so that 
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−𝑖𝑖𝐸𝐸𝑇𝑇𝑡𝑡/ħ + 𝑈𝑈𝑇𝑇 ∑ 𝑐𝑐𝑆𝑆′(𝑡𝑡)ψ𝑆𝑆′𝑒𝑒
−𝑖𝑖𝐸𝐸𝑆𝑆′𝑡𝑡/ħ∞𝑆𝑆
∞
𝑆𝑆=1    (2.10) 
 
The second term on the right side is negligible since 𝑐𝑐𝑆𝑆′(𝑡𝑡) and 𝑈𝑈𝑇𝑇ψ𝑆𝑆′ are both 




= ∫ ψ𝑇𝑇𝑧𝑧>𝑧𝑧0 𝑈𝑈𝑆𝑆ψ𝑆𝑆
∗𝑒𝑒−𝑖𝑖(𝐸𝐸𝑇𝑇−𝐸𝐸𝑆𝑆)𝑡𝑡/ħ𝑑𝑑3𝑟𝑟     (2.11) 
 
If we define the tunnelling matrix element 𝑀𝑀 as ∫ ψ𝑇𝑇𝑧𝑧>𝑧𝑧0 𝑈𝑈𝑆𝑆ψ𝑆𝑆
∗𝑑𝑑3𝑟𝑟 , then after an 





 𝑀𝑀                                  (2.12)                                                                       
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The second assumption of the Bardeen tunnelling formalism is to assume that 
the tunnelling is elastic, such that the energy of the electron while on the tip, 𝐸𝐸𝑇𝑇, 
is the same as its energy after hoping to the sample, 𝐸𝐸𝑆𝑆. From quantum 
mechanics [5] we know that the probability of tunnelling from the S-th state of 
the sample to the T-th state of the tip is |𝑐𝑐𝑆𝑆(𝑡𝑡)|2 . Considering elastic tunnelling 
we sum over all the possible states on the sample that have the energy 𝐸𝐸𝑆𝑆 to 





|𝑀𝑀|2𝜌𝜌𝑆𝑆(𝐸𝐸𝑆𝑆)𝑡𝑡                                                                               (2.13) 
 
where 𝜌𝜌𝑆𝑆 is the density of states of the sample. To obtain the total tunnelling 
rate at a particular energy, ε, we also need to multiply (2.13) by the density of 
states of the tip at that energy, 𝜌𝜌𝑇𝑇(𝐸𝐸𝑆𝑆 = 𝐸𝐸𝑇𝑇). In order for an electron on the tip 
to tunnel into the sample, however, it is necessary that the tip state is occupied 
and the sample state is unoccupied. At T = 0K, this occurs only when some bias is 
applied between the sample and tip, as shown in figure 2-2b. Here a bias, 𝑉𝑉𝑏𝑏, has 
been applied to the sample, so that the Fermi levels of the tip and the sample are 
no longer aligned. Now there is a range of energies from 𝐸𝐸𝐹𝐹 (Tip) to 𝐸𝐸𝐹𝐹 (Tip) – e𝑉𝑉𝑏𝑏 
where electrons from the tip can elastically tunnel across the barrier into 
unoccupied states of the sample [6]. If we integrate over all these possible states 





ħ ∫ 𝜌𝜌𝑇𝑇(𝐸𝐸𝐹𝐹 − 𝑒𝑒𝑉𝑉𝑏𝑏 + 𝜀𝜀)𝜌𝜌𝑆𝑆(𝐸𝐸𝐹𝐹 + 𝜀𝜀)|𝑀𝑀𝜀𝜀|
2𝑑𝑑𝜀𝜀                                           (2.14)𝜋𝜋𝑉𝑉𝑏𝑏0   
 
Bardeen’s formula also make the transition matrix 𝑀𝑀𝜀𝜀 (with |𝑀𝑀𝜀𝜀|2 similar to 
transmission coefficient) appear. This can vary strongly but monotonically with ε. 
this means that 𝑀𝑀𝜀𝜀 will not obscure any peaks or fast variation of density of 
states of the sample [4].  
The simplest model for evaluating (2.14) is the Tersoff-Hamann model [4], which 
considers the following assumptions: 
(i) the tip wave function is a spherical s wave function,  
(ii) the tip’s DOS is constant (which is the case for metallic tips) and  
(iii) 𝑒𝑒𝑉𝑉𝑏𝑏 is small, which means tunnelling is around the Fermi level.  
For a spherical s wave function tip, 𝑀𝑀𝜀𝜀 ∝ ( )0rsψ , where ( )0rsψ  is the wave 
function of the sample at the center 0r  of the spherical tip. This and the above 
assumptions lead to: 
 










Briefly, according to Tersoff-Hamann model for small bias voltage, i.e. close to 
the Fermi level of the sample, one obtains that the tunnelling current is 
proportional to the local density of states (LDOS) of the sample measured at the 
Fermi level energy [4]. Local means that 𝜌𝜌𝑠𝑠 (density of states of sample) is a 
function of spatial dependence. For example, 𝜌𝜌𝑠𝑠 can be different above a surface 
atom than in between them. LDOS is actually the square of the wave function of 
the surface electrons with its characteristic spatial dependence. As in STM the 
tunnelling current is so strongly dependent on the electronic structure (through 
the LDOS), it can happen that topography is strongly coupled, or even masked or 
inverted by the spatial variations of the LDOS.    
However the Tersoff-Hamann model of an STM tip could not explain atomic 
resolution obtained when scanning a metallic surface with s-type states. This 
implies that the shape of the tip orbital does matter. The enhanced corrugation 
obtained in experiments can be explained only by considering an STM tip with 
non-spherical states such as a dz orbital, as shown in figure 2-3. This explains how 
atomic resolution can be obtained through the increased sharpness of the orbital 




Figure 2-3: Shows the equivalence of using a shaped orbital to image a surface of s states and a s 
type orbital to image a surface of shaped orbitals, adapted from [4]. 
 
 
2.3. Measurement modes and techniques 
2.3.1. STM Topography 
One of the advantages of STM is the ability to image the surface topography. 
STM topographic images are obtained by scanning the tip over the sample 
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surface line by line. The raster is performed by two piezo drives, one dedicated 
to the 𝑥𝑥 motion and the other to the y motion, both moving with respect to the 
plane of the sample. Applying well-defined voltages to the piezo elements 
changes their shape and thus leads to a movement of the parts rigidly mounted 
to them [7]. Two operating modes are used in scanning tunnelling microscopy [4] 
to achieve atomic resolution, constant current and constant height modes, as 
shown schematically in figure 2-4.  
 
 
        
Figure 2-4: STM imaging modes: (a) Constant current mode. The vertical distance between tip and 
sample is adjusted such that the tunnelling current flowing is kept constant. (b) Constant height 




In constant-current mode, as seen in figure 2-4a, an image of constant tunnelling 
current flowing between tip and sample is obtained. The raster in this mode is 
conducted at slow speeds (~ 100 Å/s) to allow feedback electronics on the 𝑧𝑧 
piezo to keep the tunnelling current constant during the raster [1]. While 
scanning a terraced surface and going from the higher to the lower terrace, the 
tip is moved down accordingly. The topographic image yields both structural and 
electronic information about the surface [8]. In such topographies, deconvoluting 
the structural contributions from the electronic ones proves to be challenging. 
Figure 2-5a shows a STM topography of structure induced features of graphene 
while figures 2-5b,c show the STM image dominated by electronic effects due to 







Figure 2-5: (a) Constant current image showing the normal and expected atomic structure of 
graphene, (tunnelling conditions -0.8 V and 0.1 nA). Constant current image showing the 
contributions to the topography from electronic origins, (b) (√3 × √3)𝐑𝐑 30° superstructure in the 
vicinity of a defect on bilayer graphene on NaCl (taken at 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑠𝑠 =0.07 V and 𝐼𝐼𝑡𝑡 =0.7 nA) and (c) 




In the constant-height mode, as shown in figure 2-4b, the feedback loop is 
limited to a very narrow bandwidth and the tip is raster-scanning the sample 
surface. Therefore the distance between tip and sample surface is almost 
constant during the measurement and the tunnelling current flowing between 
tip and sample surface is recorded. When scanning on a surface with this mode, 
as shown in figure 2-5b, on the upper terrace, the tip is closer to the sample than 
on the lower one, thus leading to higher tunnelling current flowing as indicated 
by the thicker arrow between tip and sample. This method allows for very high 
scanning speeds, since no adjustment of either tip or sample is necessary. High 






[7]. However, operating in constant height mode may crash the tip into the 
surface when the tip scans towards a step-edge on the surface or not image the 
surface at all if the surface is out of the range of the tip. This is commonly 
experienced as the sample surface will not be perfectly perpendicular to the 𝑧𝑧 
direction at the nanometre scale. Therefore this method is not desirable for 
graphene over atomically flat but terraced (few hundred nm apart) or structured 
(below 100 nm) ionic surfaces. All our measurements in this thesis were taken in 




To extract information about the density of states of the sample, generally the 
tunnelling current is differentiated. For this we assume that the tip density of 
states (DOS) is flat in the energy range of choice. Typically, the tunnelling matrix 
element, 𝑀𝑀, in relation (2.13) can be assumed to be energy independent over 
small energy ranges (~ 10% difference over 200 meV) [9], and so can be taken 
out of the integral. By taking the derivative of 𝐼𝐼𝑡𝑡 with respect to the bias voltage 




≈ 𝜌𝜌𝑇𝑇 .𝜌𝜌𝑆𝑆. |𝑀𝑀0|2        (2.16) 
 
𝐼𝐼(𝑉𝑉) or differential conductance d𝐼𝐼/d𝑉𝑉 measurements are commonly referred to 
as scanning tunnelling spectroscopy (STS). Experimental measurement of the 
d𝐼𝐼/d𝑉𝑉 vs. 𝑉𝑉 (d𝐼𝐼/d𝑉𝑉 hereafter) can be achieved by a simple numerical 
differentiation of the tunnelling current with respect to voltage, 𝐼𝐼(𝑉𝑉) [10,11]. 
Point STS is performed by positioning the STM probe tip over the area of the 
surface where the 𝐼𝐼(𝑉𝑉) or d𝐼𝐼/d𝑉𝑉 measurement is to take place. Next, the 
feedback loop is disabled to hold the probe tip in position [10,11]. The voltage is 
then ramped from one set point to another, stopping at designated step 
increments to record the current.  
However, to achieve better resolution, the d𝐼𝐼/d𝑉𝑉 is obtained by superimposing a 
small AC voltage (modulated at high frequency) to the existing DC voltage bias 
between tip and sample [1]. By recording the AC tunnelling current modulation, 
which is in phase with the applied bias voltage modulation, by means of a lock-in 
amplifier, a spatially resolved spectroscopic signal d𝐼𝐼/d𝑉𝑉 can be obtained 
simultaneously with the constant current image [4]. Figure 2-6 shows schematics 
of measuring d𝐼𝐼/d𝑉𝑉 with lock-in technique. With this technique components of 
the signal (∆𝑉𝑉) oscillating at different frequencies than a specific reference 
frequency, e.g. Ω are rejected. Usually, the phase difference is adjusted as φ=0 
so that the signal is maximum. Noise signals outside the range of the reference 
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frequency are also removed and do not impact the measurements therefore the 
signal-to-noise ratio is significantly enhanced [9].  
If the modulated input voltage is not sinusoidal, the response of the lock-in 
detector is not linear, which is often the case. Consider the AC tunnelling current 
modulation varying sinusoidally at frequency Ω and amplitude 𝐴𝐴. For small 
modulation amplitude 𝐴𝐴, we can approximate 𝐼𝐼(𝑉𝑉) by a Taylor series expansion 
about 𝑉𝑉𝑆𝑆 (DC voltage bias):  
 





.𝐴𝐴𝐴𝐴𝑖𝑖𝐴𝐴(Ω𝑡𝑡) + 𝑂𝑂(𝐴𝐴2)     (2.17) 
 
In this case, the lock-in’s output is proportional, not only to the modulation 
amplitude 𝐴𝐴, but also to the derivative of the current with respect to the voltage. 
Figure 2-6b gives a graphical visualization of the above argument. Naturally, if 
the amplitude is not sufficiently small, the outputs become distorted and the 
outputs are no longer is proportional to d𝐼𝐼/d𝑉𝑉 [9]. 
 
 
Figure 2-6: (a) Schematics of measuring 
d𝐼𝐼/d𝑉𝑉 with lock-in technique. In some 
STM systems, due to the length of the 
electric cables inside the STM between 
the tip and the pre-amplifier, the 
resulting capacitive signal needs to be 
compensated, as indicated, adapted 
from [9]. (b) Effect of a non-linear 





To perform a d𝐼𝐼/d𝑉𝑉 measurement (with lock-in detection), at each voltage step 
there are significant time delays inherent in the lock-in detection method. These 
delay times are strongly dependent on the time constant of the lock-in amplifier. 
The length of the time constant determines the amount of data averaging, with a 
longer time constant resulting in a better signal-to-noise ratio. At each voltage 
increment of the d𝐼𝐼/d𝑉𝑉 measurement, there is a delay of up to 10 time constants 
before data is recorded [12].  
All d𝐼𝐼/d𝑉𝑉 results presented hereafter are taken with the lock-in technique, and 
at least at 200 mV range of bias voltage. Figure 2-7 illustrates d𝐼𝐼/d𝑉𝑉 curves 
obtained at two different points on the surface of bilayer graphene on NaCl. The 
region on the right is part of an irregular pit on the surface originated from the 
substrate. The d𝐼𝐼/d𝑉𝑉 related to the point away from the pit resembles bilayer 
DOS and it is almost featureless with small amount of noise. However, the d𝐼𝐼/d𝑉𝑉 
curve taken somewhere inside the pit has a shoulder around 40 mV.  
In constant current mode due to vertical variations of the tip position, the d𝐼𝐼/d𝑉𝑉 
may not be a good measure of LDOS. Jiutao Li et al. [13] showed that, at low bias 
voltages (e.g. 20 mV) d𝐼𝐼/d𝑉𝑉 cannot directly be taken as the LDOS. Nevertheless 
at high bias voltages (e.g. 200 mV) the vertical variation of the tip position shows 
little oscillation because current is an integral over a wide range of energies. In 





Figure 2-7: (a) Constant current image of bilayer graphene on NaCl, over a region with an 
irregular pit, scanning conditions: 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑠𝑠 = =0.1 V, 𝐼𝐼𝑡𝑡 =2.3 nA. (b) STS data obtained at points 
shown in (a), indicating flat region with black point in (a) and black curve in (b); also region in the 




2.3.3. d𝐼𝐼/d𝑉𝑉 mapping 
Binnig et al. showed that two dimensional images of the d𝐼𝐼/d𝑉𝑉 displayed 
features that are not evident in the STM topography [14]. d𝐼𝐼/d𝑉𝑉 maps are 
energy and spatially resolved maps of the local density of states (LDOS). There 
are two types of d𝐼𝐼/d𝑉𝑉 maps: open feedback loop and closed feedback loop [14]. 
Open loop maps are widely used to achieve large amounts of information at 
many different energies [14]. Open loop d𝐼𝐼/d𝑉𝑉 mapping involves performing a 
d𝐼𝐼/d𝑉𝑉 measurement while the tip is in a hold position at every point while STM 
topography is acquired simultaneously [15]. At every spatial point, the feedback 
adjusts the tip/sample separation as for a normal STM topography. Next, the tip 
is put into a hold position, and the voltage is ramped while the 𝐼𝐼(𝑉𝑉) and d𝐼𝐼/d𝑉𝑉 
(𝑉𝑉) are recorded. The drawback to open loop d𝐼𝐼/d𝑉𝑉 maps is that they usually 
take a very long time to complete. More than likely this kind of map would take 
longer than the time capabilities of a typical instrument (for the Omicron-LTSTM 
the time is limited to < 48 hr due to nitrogen cryostat refills).  
The closed loop d𝐼𝐼/d𝑉𝑉 map is a faster alternative to a long open loop d𝐼𝐼/d𝑉𝑉 map, 
but results in a map at only one energy value. In this research, all d𝐼𝐼/d𝑉𝑉 maps 
presented hereafter are closed looped. This type of map involves performing a 
STM topography with an AC voltage modulation turned on for the entire time of 
the scan [1]. As the tip is rastered across the surface, a d𝐼𝐼/d𝑉𝑉 signal is recorded 
(via lock-in amplifier) at the STM topography voltage bias setpoint. At every 
spatial point the feedback is continuously measuring and adjusting the 
tip/sample separation. Therefore, the tip is never in a hold position and the 
voltage is not ramped. This type of map can be informative; since the map is only 
performed at the energy of the sample bias of the STM topography, therefore 
the spatial resolution and area in a closed loop map can be quite large. Despite 
showing the same features, the noise level of the closed loop map is quite lower 
than the open loop map at the same energy due to the longer time constant and 
higher signal from lower tunnelling impedance. There are still time delays 
associated with the closed loop d𝐼𝐼/d𝑉𝑉 map because the d𝐼𝐼/d𝑉𝑉 signal is still being 
measured with the lock-in amplifier. The closed loop maps of figure 2-8 were 
performed in 4hrs and 44 mins.  
Figure 2-8b is an STM image of graphene over NaCl, demonstrating a section of a 
large pit where graphene is following the substrate. As seen, d𝐼𝐼/d𝑉𝑉 map taken at 
negative bias in figure 2-8a shows inverted intensities with respect to the 
topographic image in figure 2-8b and the positive biased d𝐼𝐼/d𝑉𝑉 map in figure 2-
8c. Along with the STM topographies and d𝐼𝐼/d𝑉𝑉 measurements, these maps give 
further insight into the electronic properties of graphene across such 





Figure 2-8: Constant current image and d𝐼𝐼/d𝑉𝑉 maps of a section of a large irregular pit on 
graphene on NaCl. (b) STM image taken at 0.04 mV. (a,c) d𝐼𝐼/d𝑉𝑉 maps of the same area as (b) 
taken at 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑠𝑠 = -0.1 and  0.04 mV, respectively.  
 
 
   
 
2.3.4. Energy resolution  
STM measurements can be conducted at a wide range of temperatures from 20 
mK to 300 K and higher [16]. Essentially, there are several reasons that motivate 
the scientist to work at low temperatures. At low temperature, the drift from the 
piezo electric actuators is significantly lower than at room temperature. Another 
advantage is that at low temperature the sample stays free of contaminants for a 
longer period of time due to the enhanced cryopumping of the cryogenic 
environment. Other reasons include lower noise levels, enhanced stability of the 
position of tip and sample, the reduction in piezo hysteresis/creep, and the fact 
that many physical effects are restricted to low temperature [17]. In addition, a 
specific benefit of low temperature STM and STS measurements is the 
experimental broadening of d𝐼𝐼/d𝑉𝑉 features due to the thermal smearing of the 






The energy resolution in STS measurements taking into account thermal and 
experimental broadening is given by [18]: 
 
∆𝐸𝐸 = �(3.3𝑘𝑘𝐵𝐵𝑇𝑇)2 + (2.5𝑉𝑉𝑚𝑚𝑚𝑚𝑑𝑑)2      (2.18) 
 
where 𝑇𝑇 is temperature, 𝑘𝑘𝐵𝐵 is the Boltzmann constant and 𝑉𝑉𝑚𝑚𝑚𝑚𝑑𝑑 is the root mean 
square (rms) of the AC modulation voltage. The corresponding energy resolution 
is plotted in figure 2-9. It is clear that the temperature broadening (𝑉𝑉𝑚𝑚𝑚𝑚𝑑𝑑 = 0) is 
considerably smaller at 4.2 K (∆𝐸𝐸 ≈ 1.2 meV) than at 300 K ((∆𝐸𝐸 ≈ 85 meV ).  
All our d𝐼𝐼/d𝑉𝑉 measurements were taken at 77K at which the temperature 





Figure 2-9: The energy resolution in STS measurements taking into account thermal and 
experimental broadening. Inset showing closer view at the energy resolution in the range of 0-10 






2.3.5. STM instruments 
The instrument in which a majority of our STM measurements was performed on 
was the Omicron Low Temperature STM (LTSTM) located in the Center for 
Graphene at the University of Bath, UK. Preparation of the samples and some of 
the other STM measurements were performed in the Omircon AFM/STM at the 
same Center.  
Figure 2-10 depicts the two systems. The second system is made up of several 
independent ultra-high vacuum (UHV) chambers where the UHV can be 
maintained by individual pumping, including a preparation chamber, a load lock 
chamber, a carousel and an STM/AFM chamber. The preparation chamber 
consists of several appliances such as an e-beam evaporator, an argon sputterer, 
a UHV leak valve, gas lines, an effusion cell, a mass spectrometer along with the 
high temperature (~1400 ℃) heater. The gas lines had sections that could be 
isolated using Swagelock valves and incorporated the required gas cylinder 
purchased from BOC. The first system however is simpler, strictly a STM 
chamber, a carousel, a heater and a load lock. Both systems equipped with 100 
liter LN2 or LHe cryostat.   
In the second system, UHV conditions were achieved by pumping with a turbo 
molecular pump (TMP) mounted on the preparation chamber and two ion 
pumps mounted below the STM chamber and the preparation chamber. In the 
first system a TMP was mounted on the loadlock and an ion pump mounted 
below the STM chamber. While performing STM experiments, the TMP was 
turned off to reduce vibrational noise. Titanium sublimation pumps were 
mounted inside each chamber, and turned on at regular increments to remove 
impurities that do not get pumped efficiently by the ion pumps. To obtain good 
UHV conditions, an insulating tent was built around the machine and it was 
internally heated to 150 °C for two days while being pumped on with the TMP to 
deplete the water vapour inside the UHV system and therefore reduce the 
overall pressure in the system once it had cooled down to room temperature. To 
achieve atomic resolution, vibration isolation is essential [12]. Since the 
tip/sample separation has a large influence on the tunnelling current, e.g. a 
change of this tip-sample-distance of 1 Å leads to a change in the tunnelling 
current of 1 order of magnitude [12], hence most STM engineering is focused on 
keeping any deviation from the preferred tip/sample height to a minimum [9] 
and for this reason, many stages of vibration isolation is incorporated in both 





                       







2.4. STM tips  
2.4.1. Tip etching  
A metal wire with a sharp apex securely held in an Omicron tip holder was used 
as an STM tip. The majority of STM tips used in this thesis were constructed from 
0.25 mm tungsten (W) wire (99.95% purity) or in very limited cases 0.25 mm wire 
containing platinum (90%) and iridium (10%) (Pt-Ir) was used. All metal wires 
were purchased from Advent. Pt-Ir tips were used for the assessment of some of 
the samples prior to actual STM measurements due to the ease of producing a 
suitable tip very quickly. Pt-Ir wire is soft and could be cut using a standard 
cutting tool. If the wire was cut at a 45° angle to the wire, it usually produced a 
suitable tip apex.  
To produce tungsten STM tips, W wire required electrochemically etching with a 
2M sodium hydroxide (NaOH) solution used as the electrolyte. For this etching 
process, a specific etching apparatus was used, schematically shown in figure 2-
11. The apparatus for tip etching consisted of a metal plate with a centered hole 
of 3 mm diameter. The W wire was threaded through the hole and the upper end 
was fixed with a screw. The lower end was hanging in a plastic tube of about 2 
mm diameter. A drop of the etching solution was given in the hole and a dc 
voltage of 2–3 V was applied between the tip and metal plate. For a 0.25 mm 








In this method, we only used the lower wire part for STM tips. The advantage of 
using the lower one is that it disconnects from the circuit as soon as it drops, so 
there is no need to worry about over-etching it and thus no need for an 
automatic shutting off system. The length of the wire under the hole was about 1 
cm, which was considered decisive for the sharpness of the tips. This is caused by 
its weight, which determines the tear-off moment, when the lower tip falls into 
the tube. The height of the plastic tube was chosen somewhat shorter than 1 cm 
so that the tip itself did not touch the tube wall. The tube was positioned in a 
height that the tips fell about 5 mm before it was caught by the plastic tube. 
Most of the procedure of the W-tip etching was after [19].  
Electrochemically etched W-tips were characterized by field emission scanning 
electron microscopy (FESEM, 6301 F) but prior to that, all tips were carefully 
examined under an optical microscope equipped with a camera to rule out any 
damaged, deflected or bent tip from further usage. Figure 2-12 depicts optical 




Figure 2-12: Freshly electrochemically etched tungsten tips observed under an optical microscope 
with 10X magnification, (a-c) broader apex and shorter etched length,(d,e) narrower apex and 
longer etched length tips.  
250 μm 




Depending on the shape of the solution around the wire; the shape of the tip 
was affected resulting in narrower and broader tip ends. Also as another 
consequence, different lengths of various tips were etched, some longer like in 
figures 2-12a-c and some shorter as in figures 2-12d,e. Figure 2-13a, FESEM 
image, resembles tips of the type introduced in figures 2-11a-c, broader and not 
so sharp ends while figure 2-13b is more similar to the tip in figure 2-12d, 
narrower and quite sharper end. The tip in figure 2-13c however is very sharp 
and its end is further magnified in figure 2-13d. STM examination on a variety of 
these tips, demonstrated that the tips with broader ends and less sharp, hardly 
gave atomic resolution unless harsh conditionings were applied to them. The tips 
with very narrow ends usually gave atomic resolution at the first instant without 
the requirement of severe conditioning, but the possibility to get them crashed 
when brought close to the surface was high. The tips similar to figure 2-12d were 
demonstrated to be more efficient than the other two types of tips in terms of 
stability and atomic resolution.   
 
            
 
Figure 2-13: Electrochemically etched tungsten tip examined with FESEM. From (a) to (c), tips 







Another issue with STM tips for our measurements was to reach tiny graphene 
flakes deposited on transparent surfaces, in most cases with stencilled contacts 
and in few situations with UHV compatible conductive epoxy which securely held 
a 0.05 mm Pt wire connecting the graphene flake to the sample holder. For this 
reason, tips in the shape of figure 2-12d were most desirable. Figure 2-14 
illustrates well shaped W-tips in various approach processes over variety of 
samples in LTSTM. While accessing the very small designated regions was highly 
sensitive to the shape of the tip in figures 2-14a,b and figures 2-14e-g, the shape 
of the tip was not so crucial in the case of large area cvd graphene on 




Figure 2-14: Electrochemically etched W-tips in the approaching process onto different samples. 
Images (a-e) taken with camera on the Omicron LTSTM. (a,b) Stencilled graphene flake on NaCl, 
tip in the process of approaching the marked region. (c,d) CVD graphene on sapphire with two 
different tips. (e) Graphene flake deposited on KBr surface with UHV compatible epoxy contact. 
(f,g) Optical images of the designated and almost invisible graphene flake prior to STM 









2.4.2. UHV flash annealing 
Once the general shape of the tips were proved to be satisfactory for our specific 
experimental cases as discussed earlier, it was crucial to further condition the 
very end of the tip for removal of possible oxides and other contaminations 
caused in the etching process. The oxide layer at the end of the tip may 
drastically change the properties of the tip: as the tip is not metallic, it may be 
difficult to establish a stable tunnelling current, such that the resolution can be 
reduced, or the tip might crash into the sample. Even more severe are the 
consequences for tunnelling spectroscopy: the tunnelling characteristics no 
longer correspond to vacuum junctions, and the additional barrier may alter the 
quantum states involved into tunnelling [20]. It’s been suggested by the 
literature that in order to yield reproducibly clean but still sharp tips is to flash 
anneal the tip for a few seconds in UHV [21]. Finding the optimal annealing 
parameters is not trivial. Pure tungsten melts at temperature higher than 3683 K, 
while the sublimation of WO2 starts around 1075 K. however due to the surface 
diffusion of tungsten atoms, blunting the tip at much lower temperatures than 
the tungsten melting point is possible. Flash annealing the tip for 1-2 seconds at 
a high enough temperature to remove the oxide layer, but not too high nor for 
too long to induce substantial blunting of the tip is the goal. It has been reported 
that around 900 K, the tip just starts to glow [22] and thus exhibits a dark red 
colour; between 1175 K and 1300 K, the tip has an orange glow [23-26] and 
around 1375 K, the tip has a yellow glow [23]. Perception of colours is a very 
subjective matter and varies between individuals, but we tried to stick to bright 
orange glow as a reference for the approximate temperature. For flash 
annealing, we had a specific apparatus consisting of a UHV reducing Tee, Be/Cu 
inline Barrel connectors and power feed through- CF flanged (500 V). Each 
selected etched tip was carefully mounted and tightened with screw onto a 
cylinder holder in which the shoulder of the tip came into physical contact with a 
0.8 mm tungsten wire which was going to pass through the current. The currents 
we used were in the range of 6.0 and 7.5 A since we used 0.25 mm W-wire for 
our tips. The whole apparatus was sealed to the load lock of STM/AFM system. 
UHV conditions were achieved by pumping with a TMP.  
 
2.4.3. Tip conditioning 
Indeed, the ultimate benchmark test for a tip is by STM and tunnelling 
spectroscopy [20]. Therefore, any decision on the quality of tips prepared 
mentioned in the previous section refers to its performance in STM. Denoting 
the STM formalism in section 2.2 and relation (2.14) for the tunnelling current, it 
is clear that the electronic structure of the tip can contribute as much 
information to the tunnelling current as the electronic structure of the sample. 
One main challenge of STM measurements is deconvoluting the contribution of 
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the probe tip in the tunnelling current [12]. For this reason, experiments were 
performed with different probe tips and samples to rule out abnormalities in the 
STM data. However as a first step, probe tip materials were chosen (W, Pt, Ir) 
that have constant density of states near the Fermi energy. Furthermore, a flat, 
constant density of states of the tip was usually achievable by poking and pulsing 
the STM tip into a surface until it was free of spectroscopic anomalies. In this 
thesis, prior to any STM measurements on graphene samples, the tips were also 
characterized on Au (111) surface. Au (111) single crystal is typically used for tip 
characterization and to calibrate STM systems [20]. The surface was cleaned in 
situ by repeated cycles of Ar ion sputtering and consecutive heating up to ~ 850 
K, and then kept under UHV conditions. As a typical example, STM images of Au 
(111) surface with a W-tip are presented in figure 2-15. The threefold rotational 
symmetry of the (111) plane of the fcc crystal is clearly resolved in all images. In 
addition, Au exhibits a surface reconstruction commonly referred to as (22× √3) 
reconstruction that results in the well-known ‘‘herringbone’’ pattern at larger 
scales [27]. In the differential conductance of Au (111) surface, there is a peak 
around -400 mV which is related to an electronic surface state below the Fermi 
energy called Shockley states [28]. In all our tip characterization on gold we 
made sure this state of the surface was present in the spectroscopies which 
indirectly demonstrated the tip states were not contributing to the tunnelling 
current, and thus the tips were proved to be reliable. Figure 2-15d is an example 




Figure 2-15: Atomically resolved constant current images obtained at T=77K using a W-tip. (a-c) 
exhibiting the threefold symmetry and the ‘herring bone’ superstructure, taken at 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑠𝑠= 1.65 V, 
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Chapter 3  
Preparation techniques for graphene 
samples 
The first step towards studying and modulating the wave function of graphene 
systems demands high quality samples, i.e. clean and atomically flat graphene. 
On one hand, we focus on the modulation of graphene wave function from the 
underlying substrate. Therefore, usage of suspended graphene or graphene on 
the well-known substrate, boron nitride (BN) rules out, since in the former, 
graphene is not physically in the vicinity of any substrate and in the latter, the 
interaction with the substrate is so weak that no such effect could be envisioned. 
Epitaxial graphene is not considered either because the graphene is directly 
grown on the substrate; therefore the interaction between graphene and the 
substrate is too strong. In contrast to BN, crystalline KBr or NaCl, may induce 
sizeable interaction with graphene owing to their ionic nature, i.e. the 
polarization of charges across edges and nanostructures at their surfaces. 
Furthermore, sapphire as a covalent substrate can be prepared in such a way to 
exhibit regular terraces across millimetres, making it a suitable candidate for 1D 
periodic potential induced on graphene. On the other hand, we explore quantum 
interferences at edges of graphene. This study requires minimum interaction of 
graphene with the underlying substrate; hence HOPG is used as an ideal 
candidate for this purpose. 
In this chapter, we present the procedures of fabricating samples, from the 
choice of bare substrates, transferring flat and clean graphene onto them, the 
identification/evaluation processes involved, to stencilling clean contacts for 
STM measurements and finally preparation procedures in the UHV. But firstly 
brief theories of the identification/evaluation methods are discussed and then 





3.1. Identification/evaluation of the samples 
To prepare high quality samples for STM measurements, it is crucial to evaluate 
the bare substrates and the deposited graphene quality beforehand. The bare 
substrate must be examined for its cleanliness and flatness at an atomic level. 
Once graphene is transferred onto the crystals, additionally, one needs to 
evaluate several other aspects: An approximation of the number of layers, the 
sheet’s continuity and its size. These are challenging as the crystals are 
transparent and graphene on top of them provides a configuration that is 
optically very different than that of graphene on SiO2/Si (which is the standard 
combination used for graphene devices). In this section we show how we 
combined several methods in order to identify/evaluate few layer graphene 
samples on insulating, transparent crystals. 
 
 
3.1.1 Optical microscopy 
Few layer graphene flakes are identified in the first instance using cross polarized 
light which we found enhances the contrast of graphene layers on transparent 
and birefringent substrates in a similar manner as demonstrated for graphene on 
mica [1]. This method allows one to easily identify flakes as thin as 3 layers, 
although below this thickness there are ambiguities in distinguishing between 
mono-, bi-, or tri-layer domains. In a polarized light microscope as seen in figure 
3-1a, a polarizer is positioned in the light path somewhere before the sample and 
the analyzer (a second polarizer) which is placed in the optical pathway between 
the objective and the camera.  
 
  
Figure 3-1: (a) Schematics of the optical detection setup. (b) Optical micrograph of graphene 
flakes of different thicknesses on a mica substrate. Monolayer I and bilayer II graphenes appear 
darker than mica III, adapted from [1]. (c) and (d) Few layer graphene flake on KBr, with and 
without crossed polarizer.    






The interaction between the polarized light and the sample produces two 
individual wave components perpendicular and with different velocities. After 
exiting the sample, the light components become out of phase and decompose 
when reaching the analyser, due to constructive and destructive interference. 
This gives rise to contrast enhancement which does not occur in the absence of 
crossed polarizer [2]. Therefore with this method, graphene flakes in figure 3-1b 
slightly darker than the mica substrate are presumed to be of very few layers. 
Figure 3-1c is of few layer graphene deposited on KBr, observed using the 
crossed polarizer, while the same flake is also captured without the crossed 
polarizer (see figure 3-1d). The large contrast difference between the flake and 
the substrate in figure 3-1c suggested that flake thickness is beyond 3 layers and 
further AFM measurements confirmed it.    
The microscope equipped with a cross polarizer was only accessible in the early 
stages of this research. Further in the research an Olympus AC240TS microscope 
was used. However various graphene/crystal test samples were examined by this 
method and useful information were gathered about the sort of contrasts 
expected from flakes with thicknesses above three layers. Further in the 
research, optical microscopy without the cross polarizer on a variety of test 
samples with few layer graphene flakes on KBr, NaCl and Sapphire was 
accompanied by AFM-based method and, in some cases, RAMAN spectroscopy.  
 
 
3.1.2. Atomic force microscopy (AFM) 
Unlike STM, the principle underlying atomic force microscopy is to detect forces, 
rather than a current. In this section, we describe AFM modes employed for 
analysing samples in a non-UHV environment, such as in air or in a protective 
atmosphere. Since AFM relies on a force-based interaction between tip and 
sample surface, it allows investigation of the surface properties of insulators as 
well as those of conductors. The forces that act between a given sample surface 
and a sharp tip, raster scanned over this surface can be detected by mounting 
the tip on a cantilever. The cantilever responds like a spring when a given force 
acts on it. Thus this force is transformed into the deflection of the cantilever. A 
very common method to measure the cantilever deflection is the use of an 
optical measurement [3]. A laser beam which is reflected from the cantilever 
onto a photodiode changes its position on the photodiode relative to the 
bending of the cantilever, see figure 3-2. A feedback-loop circuit keeps the 
bending of the cantilever constant when the AFM is operating. This provides an 
image of constant interaction between tip and sample and can be interpreted as 




                                                  
Figure 3-2: Schematics of the atomic force microscopy setup, (a) without and (b) with applied 
force from the interaction of the tip sample. 
 
 
As different types of interactions exist between tip and sample (e.g. van der 
Waals, electrostatic, adhesion and capillary forces) the topographic contrast is 
the result of these forces. In ambient conditions, a thin film of water is adsorbed 
on hydrophilic surfaces. At close proximity of tip and surface, a meniscus or 
liquid bridge may be formed between tip and sample. This meniscus implies an 
attractive (capillary) force that shows a dependency with the distance. The 
trapping of electrostatic charge in dielectric surfaces could give rise to long-range 
interaction forces [4]. Capillary and/or electrostatic forces may play a dominant 
role in a given experiment. However, these forces are not needed to describe the 
general features of amplitude modulated AFM (AM-AFM). We only consider the 
presence of van der Waals forces.  
The AFM investigations presented in this work were taken with AFM Asylum 
Research MFP3D microscope. Among the three modes used for AFM 
measurements; contact mode, tapping mode and noncontact mode, tapping 
mode was the most used for general evaluation of graphene and substrate 
samples. In tapping mode AFM, the cantilever is forced to oscillate permanently 
at, or close to its resonance frequency. This oscillation can be described by its 
oscillation amplitude, its oscillation frequency and its oscillation phase. This is 
shown in figure 3-3a. As soon as the oscillating cantilever is brought close to the 
surface, the force gradient δF/δz, present due to the interaction between tip 
and sample, will shift the resonance frequency of the oscillating cantilever. If 
δF/δz is assumed to be constant over the cantilever oscillation, one can 
calculate the resulting cantilever frequency 𝑓𝑓𝑟𝑟, with effective spring constant 













            (3.1) 
 
In amplitude modulated AFM, to measure and display the interaction between 
tip and sample, the tip-sample distance is adjusted in a way to keep the 
oscillation amplitude constant. A feedback-loop circuit compares the measured 
amplitude with a user-defined set-point amplitude and calculates an error signal. 
This error signal is then converted into a control signal that is applied to the 𝑧𝑧-
piezo, in order to move the sample relative to the tip such that the user-defined 
set-point amplitude is maintained [6]. The control signal applied to the z-piezo is 
displayed on a PC. Finally, a topography corresponding to constant force 
between tip and sample is obtained. 
Let us discuss the influence of two regimes (attractive and repulsive) involved in 
tapping mode in data acquisition and image interpretation. With tip-sample 
proximity, the oscillation mode switches from purely noncontact with long range 
attractive forces (with low amplitude) to tapping mode where both attractive 
(long range) and repulsive (short range) forces (with high amplitude) are 
involved. This transition between two modes may be smooth or step-like, 
depending on free amplitude (amplitude of the oscillator zero force) and sample 
properties. Stiff materials and small free amplitudes give rise to step-like 
transitions while the use of large free amplitudes produces smooth transitions 
[7]. For repulsive forces the resonance will shift to higher frequencies and for 
attractive forces it will shift to lower frequencies (see figure 3-3b). 
Phase shifts exist between the driving force and the cantilever response. Phase-
shift measurements provide a practical method to determine the operating 
regime, whether it is repulsive or attractive. It is known that a forced harmonic 
oscillator at resonance has a delay of 90° with respect to the driving force. Figure 
3-3c shows that phase shift curves for three free amplitudes 𝐴𝐴0= 10, 30 and 60 
nm where 𝑧𝑧𝑐𝑐 is tip-sample rest distance. At large separations, the force and their 
gradient are negligibly small. The phase shift remains constant and equal to 90°. 
At some separations, the phase shift grows continuously as 𝑧𝑧𝑐𝑐 decreases. When 
the force changes sign abruptly (e.g. 𝐴𝐴0= 10, 30 nm), phase shift also shows a 
discontinuous change from values above 90° to values below 90° [7]. The phase 
always follows the changes in the average force. For phase shifts > 90°, the 






Figure 3-3: (a) Parameters of the forced oscillation of the cantilever in tapping mode AFM. The 
amplitude of the oscillating cantilever reaches its maximum Amax when the cantilever is forced to 
oscillate at or close to its resonance frequency ω0. Inset: The cantilever oscillates periodically 
around a mean value 𝑧𝑧̅ with an amplitude A. d is the smallest distance between tip and sample, 
(b) Resonance curve for a single harmonic oscillator (solid line) and under the influence of 
attractive and repulsive forces (dashed lines), (c) Phase-shift dependence on tip-sample 
separation. The separation is normalized by taking the ratio 𝑧𝑧𝑐𝑐/𝐴𝐴0 where 𝑧𝑧𝑐𝑐  is tip-sample rest 





Figure 3-4 shows AFM tapping mode phase and topographic images along with 
height profiles that shows distinct behaviour of attractive and repulsive regimes 
in data interpretation. In attractive regime, the height of flakes and area of the 
surface features (e.g. contaminations and wrinkles) enlarge with respect to the 
repulsive regime (see figure 3-4d-i), as demonstrated by [7,8]. While repulsive 





(see figures 3-4a-c) and facilitate sample evaluation, we tried to obtain all our 
images in the repulsive regime by keeping the phase shift below 90°, to avoid 





                
 
Figure 3-4: AFM tapping mode phase and topography images of few layer graphene flakes on 
sapphire. (a) Phase (repulsive regime) and (b) topography image where the different contrast 
features in the phase image corresponds to bare substrate, mono and few layer graphene. (c) 
Height profile across black and red lines in (b). (d) Phase image of another flake, where there was 
an abrupt shift between repulsive (lower part of the image) and attractive regime (higher part of 
the image). (e) Magnified version of the region selected in (d) showing enlargement of surface 
features in the attractive regime compared to repulsive regime. (f) Topography image of the same 
area in (d). (g) Phase image of thick flake again showing abrupt shift between two regimes, 
lower/upper correspond to repulsive/attractive regimes. (h) Topography of the same region as in 
(g) and (i) height profile across black and red lines in (h) where the attractive regime shows less 











3.1.3. Raman spectroscopy 
Raman spectroscopy is the measurement of the intensity and the shift in 
wavelength of inelastic scattered monochromatic light from molecule bonds, 
which provides chemical and structural information about the sample. The 
Raman scattering can be understood by three processes:  during a scattering 
event, (1) an electron is excited from the valence energy band to the conduction 
energy band by absorbing a photon, (2) the excited electron is scattered by 
emitting (or absorbing) phonons, and (3) the electron relaxes to the valence 
band by emitting a photon [9]. Note that depending on the energy values of 
incident and scattered photons we have two situations: 
 
If 𝐸𝐸𝑖𝑖𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑒𝑒𝑖𝑖𝑖𝑖 𝑝𝑝ℎ𝑜𝑜𝑖𝑖𝑜𝑜𝑖𝑖 = 𝐸𝐸𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑖𝑖𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖 𝑝𝑝ℎ𝑜𝑜𝑖𝑖𝑜𝑜𝑖𝑖 + 𝐸𝐸𝑝𝑝ℎ𝑜𝑜𝑖𝑖𝑜𝑜𝑖𝑖   → Stokes process 
or 𝐸𝐸𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑒𝑒𝑟𝑟𝑟𝑟𝑒𝑒𝑖𝑖 𝑝𝑝ℎ𝑜𝑜𝑖𝑖𝑜𝑜𝑖𝑖 = 𝐸𝐸𝑖𝑖𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖𝑒𝑒𝑖𝑖𝑖𝑖 𝑝𝑝ℎ𝑜𝑜𝑖𝑖𝑜𝑜𝑖𝑖 + 𝐸𝐸𝑝𝑝ℎ𝑜𝑜𝑖𝑖𝑜𝑜𝑖𝑖   → Anti-Stokes process 
 
We generally observe Stokes processes than anti-Stokes processes. By measuring 
the intensity of the Stokes scattered light as a function of frequency downshift 
(losing energy) of the scattered light, which is what is plotted in typical Raman 
spectra, we obtain an accurate measurement of the phonon frequencies of the 
material [10,11]. Raman spectroscopy is a useful technique in studying graphene 
since it provides qualitative details of different number of layers, stacking orders 
and information about defects.  
Figure 3-5 shows first (involves one phonon) and second order Raman scattering 
processes (involves two phonons or a phonon and a defect). Therein iTO and iLO 
refer to phonon modes where iTO is in plane transverse optical mode and iLO is 
in plane longitudinal optical mode. Transverse and longitudinal are due to 
vibration modes parallel or perpendicular to A-B atoms (two distinct sublattices 
in monolayer graphene) motion direction. From the information in figure 3-5 we 
can interpret phonon spectra of few layer graphene. G band (1583 cm-1) and G’ 
band (2670 cm-1), are two main features observable in all graphitic materials. 
When defects and impurities are present, a defect induced band called the D (~ 
1350 cm-1) band appears. The G peak is due to the bond stretching of C-C atoms 
and it is common to all sp2 carbon systems [12]. The frequency of G peak does 
not change with the laser energy [13], while it is the opposite for G’ band. In 
spite of the G’-band being sensitive to doping and electrostatic gating, the major 
usage of the G’-band spectrum has been to distinguish between the number of 
layers contained in a given graphene flake since it is especially sensitive to the 
stacking order and to interlayer interactions in systems with two or more 
graphene layers [14]. G’ band is also called the 2D band since it is approximately 
twice the D band frequency. 
Figure 3-6a shows a typical Raman spectrum (with an excitation wavelength of 
514 nm) for a pristine monolayer graphene [6], where G and G’ are dominant 
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features. Figure 3-6b shows the evolution of Raman G’ band of few layer 
graphene flakes with number of layers.  In the case of monolayer graphene, the 
G’-peak is a single Lorentzian [14]. For bilayer graphene, the G’-peak can no 
longer be described by a single Lorentzian line shape, but rather as a convolution 





Figure 3-5: (a) First-order Raman process (one phone involved) and the origin of the G band. One-
phonon second-order Raman process (involves a phonon and a defect) giving rise to the (b) 
intervalley D band and (c) intravalley D' band. (d) Two-phonon, second-order Raman process (no 
defect is involved) giving rise to the G' band and (e) possible triple resonance process giving rise to 
the G' band in monolayer graphene, adapted from [11]. 
 
 
Figure 3-6: (a) Raman spectrum of a single layer graphene flake [6]. (b) The evolution of the 
Raman 2D-peak of ultrathin graphite samples with the number of constituting graphene layers. 
(c) Two Raman spectra for the 2D-peak of bilayer graphene, obtained at two different excitation 





(a) (b) (c) 
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3.1.4. Transmission electron microscopy (TEM)   
Transmission electron microscopy (TEM) is a microscopy technique whereby a 
beam of electrons is transmitted through an ultra-thin specimen, interacting with 
the specimen as it passes through. Because the wavelength of electrons is much 
smaller than that of light, the optimal resolution attainable for TEM images is 
many orders of magnitude better than that from a light microscope. Thus, TEMs 
can reveal the finest details of internal structure. For non-biological materials, 
phase determination as well as defect and precipitate orientation are typical 
outcomes of conventional TEM experiments. Microstructural characterization of 
non-biological materials, including unit cell periodicities, can be readily 
determined using various combinations of imaging and electron diffraction 
techniques. Images obtained from a TEM are two-dimensional sections of the 
material under study. The energy of the electrons in the TEM determines the 
relative degree of penetration of electrons in a specific sample, or alternatively, 
influences the thickness of material from which useful information may be 
obtained. Because of the high spatial resolution obtained, up to 1 megapixel at 
500000× magnification, TEMs are often employed to determine the detailed 
crystallography of fine-grained materials. Thus TEM is a complementary tool to 
conventional crystallographic methods such as X-ray diffraction [15]. Example of 
TEM and diffraction patterns for graphene is depicted in figure 3-7. In figure 3-7b 
and c, the (2110) spots appear to be more intense relative to the (1100) spots. 
This is in agreement with theoretical studies [16] that have shown the intensity 
ratio for multilayers is 𝐼𝐼(1100)/𝐼𝐼(2110) < 1, whereas for monolayers it is 
𝐼𝐼(1100)/𝐼𝐼(2110) > 1 [17]. 
 
 
Figure 3-7: (a) Bright-field TEM image of a suspended graphene membrane, adapted from [16], 
Electron diffraction patterns from a graphene monolayer (b) and bilayer (c) and with the peaks 
labelled by Miller–Bravais indices (d), adapted from [18]. 
(d) 
(a) (c) (b) 
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3.2. Substrate preparation 
Among the various crystalline substrates available, Pottasium Bromide (KBr), 
Sodium Chloride (NaCl) and sapphire were selected. All the three cases are 
insulators, an essential requirement for graphene electronic devices. We devide 
this section into two parts: ionic and covalent crystals.  
 
 
3.2.1. Ionic crystals 
KBr and NaCl are of ionic nature, both transparent, atomically flat and upon 
successful cleavage; they reveal high index steps and other interesting 
nanostructures such as pits and protrusions. The crystal structure of both is 
cubic, as shown in figure 3-8a. The interval between corresponding Na and Cl is 
~ 0.282 nm and that in K-Br is ~ 0.33 nm.  Figure 3-8b shows schematically a pit 
on NaCl surface, and figures 3-8c-h are STM images of few layer graphene over 




Figure 3-8:.(a) Crystal structure of NaCl. (b) Schematic illustration of a pit on NaCl surface. STM 
constant current images of few layer graphene flakes over pits (c-e) on KBr and (f-h) on NaCl. (e,f) 








Examples of step edges on freshly cleaved KBr substrate at (001) face are 
depicted in figure 3-9. Figure 3-9c shows a surface with a high density of step 
edges, produced by cleaving at an angle to the (001) face. These surfaces were 
examined by AFM tapping mode in a repulsive regime immediately after 
cleavage. When these crystals are exposed to ambient conditions, depending on 
the humidity level, edges evolve to rounded nonpolar steps or identical dipoles. 
This happens as a result of preferential dissolution of the cations in the absorbed 
water layer and their segregation in the step edge vicinity [19]. These identical 
dipoles decorate the steps, or the corners of the nanostructures. Once graphene 
is place on over these crystals, the dipoles would point towards an overlaying 
sheet and induce electrostatic potential. These effects will be discussed in 
chapter 6. 
 
   
Figure 3-9: Tapping mode AFM images of KBr surface cleaved (a,b) at (001) face and (c) at an 
angle to (001). (d) Magnified of the selected region in (c) showing closer view of almost regular 








3.2.2. Covalent crystal 
Sapphire is covalent crystal and electrically insulating. The sapphire (α-Al2O3) unit 
cell is shown in figure 3-10a; it consists of 6 layers of oxygen atoms and 12 layers 
of aluminium atoms arranged in a hexagonal close packed crystal structure. The 
unit cell height, c is 1.30 nm and the interval between corresponding oxygen and 
aluminium layers is 0.22nm [20]. It has been shown theoretically that the lowest 
surface energy is achieved when dissected between the two aluminium layers 
[21]. Sapphire is a covalent crystal with strong bonds and it is not a usefully 
cleavable crystal. Generally covalent crystals of this type fracture where there 
are defects, so cleaving them is not a controllable process. Sapphire comes as a 
wafer, mechanically cut along a crystallographic direction, and polished to some 
degree, and then it achieves ‘reconstruction’ under thermal annealing - with 
steps, depending on the direction it was cut originally, and with atomic 
resolution on the terraces. Once the surface is fully reconstructed, it is very 
robust and does not evolve under ambient conditions.  
Literature shows that annealing temperature and miscut angle affects the 
terrace and step structure. It is reported that at low annealing temperatures 
(1000-1100⁰C) mainly monosteps ~ 0.2nm high form over the surface, with only 
a few coalescing locally to form higher steps. At increased temperature (1200-
1500⁰C) nearly all monosteps have bunched together to form steps many 
multiples of ~ 0.2nm high. This is due to the surface atoms having an increased 
energy to rearrange and bunch steps together [22].   
The surface structure of c-plane (0001) sapphire samples cut from a wafer were 
initially immersed in 30% nitric acid for 20 mins and then rinsed thoroughly in 
distilled water and fully dried. Some samples annealed at 1150°C and some at 
1200°C in air for 8 hours in tube furnace. AFM was employed to examine the 
surfaces after treatments, with tapping mode and in repulsive regime. A terrace 
and step structure was formed with terraces for all samples. Figure 3-10b shows 
the (0001) sapphire surface annealed at 1150°C with terraces approximately 
200nm wide. In all cases the terraces run parallel across the entire substrate as 
seen in figure 3-10b. This property may be useful for applying a 1D periodic 
potential to graphene. Figure 3-10c shows the same surface annealed at 1200°C 
where terraces have started to bunch together to form larger steps. Figure 3-10d 
is a topographic trace taken across the sample in figure 3-10c. The terraces are 
atomically flat with a variation of less than 0.1nm (basically in the noise from this 
image) and approximately 350 nm wide. 
It has been shown that the α-Al2O3 surface has different reconstructions at 
different annealing temperatures in vacuum, however the only reconstruction 
which is stable in air, and therefore relevant, is the high temperature (√31 ×
√31)𝑹𝑹 ± 9⁰ phase. This phase can be attained by annealing in vacuum at ≥ 
1200⁰C usually proceeded by various surface treatments [23]. The reconstruction 
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is oxygen deficient; the top two layers of oxygen atoms are evaporated and then 
the top three layers of Aluminium atoms form a 1 × 1 Aluminium lattice on top 
which results in the (√31 × √31)𝑹𝑹 ± 9⁰ unit cell reconstruction. However with 
AFM operating in air it is not possible to resolve the surface in order to evaluate 






Figure 3-10: (a) sapphire (α-Al2O3) unit cell, (b,c) Tapping mode AFM images of sapphire surfaces 
after successive cleaning and annealing treatments at 1150 and 1200℃. (d) Height profile across 









3.3. Transferring graphene to surfaces 
The development of various methods for producing graphene has stimulated a 
vast amount of research in recent years. Generally speaking graphene has been 
made by the following methods: Micromechanical exfoliation of graphite [24-26], 
Liquid phase exfoliation of graphite or the creation of colloidal suspensions [27] 
Chemical vapour deposition (CVD) and epitaxial growth on metal substrates 
[28,29], Epitaxial growth on electrically insulating surfaces such as SiC [30-32]. 
Once graphene is fabricated it needs to be transferred onto the desired 
substrates which is rather challenging. For most electronic applications 
(microelectronic or optoelectronic devices), graphene is required to be situated 
on an insulator. From the above mentioned methods, graphene grown on SiC is 
readily transferred onto an insulator, but this is an expensive method. Generally 
there are two transferring methods of graphene onto surfaces; dry and wet 
transfers. CVD graphene could be transferred by both means [28,33-35] while 
owing to their nature, micromechanical exfoliated graphene is considered as a 
dry transfer and liquid phase exfoliated graphene is a wet one. It is important to 
note that wet transfer is not suitable for surfaces that are not stable when 
exposed to liquids, specifically surfaces like KBr and NaCl. For these surfaces only 




3.3.1. Dry transfer  
Micromechanical exfoliation, also known as the ‘Scotch tape’ or peel-off method, 
follows on from earlier work on micromechanical exfoliation from patterned 
graphite. Mechanical exfoliation can only yield relatively small samples with non-
controllable sizes; therefore it cannot address the need for mass production of 
large-area and uniform monolayer graphene sheets. Nevertheless, graphene 
sheets from this type of exfoliation are proved to be the most clean, continuous 
and flat hence ideal for research level production. Here, we deposited graphene 
flakes from natural graphite (Vein Graphite, Sri Lanka) and HOPG onto insulating 
substrates. Figure 3-11 shows tapping mode AFM images of few layer graphene 
flakes from mechanical exfoliation onto KBr and Sapphire. The majority of the 
results which will appear in chapters 5 and 6 are from mechanical exfoliated 
flakes on insulators. We also made several dry transferred samples of cvd 
graphene onto surfaces according to [35]. However, from AFM analysis, the 






3.3.2. Wet transfer 
3.3.2.1. Liquid phase exfoliated graphene 
It is shown that high-quality monolayer graphene can be produced at significant 
yields by solution-phase exfoliation of graphite in certain organic solvents. It is 
clear that graphite can be dispersed in some solvents. As shown, the graphite is 
almost completely exfoliated to multilayer structures with less than 5 layers in N-
methyl-pyrrolidone (NMP) [36]. For graphite, the surface energy is defined as the 
energy per unit area required to overcome the van der Waals forces when 
peeling two sheets apart. It is also shown that the solvent–graphite interaction is 
van der Waals rather than covalent. Therefore such exfoliation can occur. Once 
the graphite is dispersed into the solvent, the solution is sonicated. This 
enhances the fragmentation of the initial flakes, with the largest removed by 
centrifugation. Herein, natural graphite was dispersed in NMP, sonicated and 
centrifuged to gain the optimum density of flakes. Once the flakes were 
transferred on the objective substrate, HOPG, removing of the residual surface 
contaminations was necessary. This step was processed via annealing in UHV at 
500 ℃. STM measurements and results on this sample will be presented in 
chapter 4. Figure 3-12a, shows tapping mode AFM image of flakes obtained from 




3.3.2.2. CVD graphene 
CVD-grown graphene on Cu has drawn considerable interest due to its potential 
for producing high-quality large-area graphene films. To date, in the case of CVD-
grown graphene, the common methods to transfer graphene sheets from Cu to 
other substrates involve with polymer-assisted transfer processes, in which a 
polymer layer such as polymethyl methacrylate (PMMA) [34,37,38] 
polydimethylsiloxane (PDMS) [39] or thermal released tape [40]. In general, 
polymer-assisted transfer procedures have the advantages of easy handling and 
processing. However, removing the residual surface contamination on the 
surface of graphene is challenging. The cleanliness of graphene is extremely 
important when studying its intrinsic properties, therefore removing the polymer 
residue after transfer is necessary and critical. Extensive solvent treatments and 
thermal annealing can remove polymer residue [41], however, these processes 
may induce thermal stress to the graphene, and may not completely remove the 
polymer. Here, we used cvd graphene with the transfer method described by 
[34]. The final sheet was then transferred onto sapphire, and immediately dried 
in UHV. The removal of the polymer involved thorough rinsing of the sample in 
acetone and annealing in UHV at 800 ℃. Figure 3-12b shows a tapping mode 
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AFM image of CVD graphene over sapphire. The regular terraces of the substrate 
can be seen through graphene. 
 
 
            
Figure 3-11: Tapping mode AFM images (in repulsive regime) of mechanically exfoliated flakes on 
insulators; flakes on (a,b) KBr and (c,d) sapphire. (d) Magnified of the region selected in (c) 
showing a narrow monolayer between thicker flakes. 
 
        
Figure 3-12: Tapping mode AFM images (in repulsive regime) of (a) liquid phase exfoliated 










3.4. Evaluation of the samples 
3.4.1. Optical microscopy analysis 
As soon as the graphene is transferred onto a transparent surface, it is important 
to analyse the sample optically as an initial step for several reasons. For 
mechanically exfoliated flakes, optical assessment gives an approximate idea of 
the number of layers with the method described in section 3.1.1. Optically it is 
also possible to measure the size of the flake and evaluate the cleanliness of the 
surface. For our study on the insulating transparent surfaces we were interested 
not only in monolayer graphene but also in bi and trilayer flakes, therefore 
optical analysis was very useful to isolate flakes that were three layers or below 
for further assessments with AFM or Raman. In the case of cvd graphene, it was 
crucial to evaluate the cleanliness of the sheet, before and after removal of the 
polymer, and identify and mark regions that were continuous and free of holes. 
Figure 3-13 illustrates optical image of a cvd graphene sheet on sapphire, before 
(part (a)) and after the removal of the PMMA (part (b)). Obviously it was 
impossible to optically assess the flakes produced by liquid phase exfoliation. We 
needed a more powerful technique, e.g. TEM, which will be described in the next 
section. An example of graphene flake on KBr in figure 3-14a-c shows that by 
changing the polarization of light, the very thin flake terminated from the side of 





            
Figure 3-13: Optical images of cvd graphene transferred onto sapphire, (a) before and (b) after 






Figure 3-14: Optical images of graphene flake mechanically exfoliated and deposited on KBr 
surface. (a-c) shows the change in light polarization of the microscope and the consequent 
observation of very thin flake terminated from the thicker flake. Region with the thin flake is 
highlighted in light green box. (d-e) Show higher magnification of the thin flake. (f) Shows a 
















3.4.2. TEM analysis 
Depending on the concentration of the solution containing exfoliated graphene 
sheets, one to few drops on the objective surface will provide acceptable 
coverage of graphene flakes on the surface. The density of the flakes was 
examined by TEM (1200 EX II JEM JEOL with Gatan Dual View camera) prior to 
actual transfer onto substrates. A small quantity of solutions prepared by various 
concentrations were dropped onto holey carbon grids and inserted into the TEM 
chamber, under vacuum, for measurements. Also from TEM, we evaluated the 
frequency of the flakes with different thicknesses. Figure 3-15 shows TEM images 
of few layer graphene flakes with diffraction patterns of the selected areas. 
Referring to discussion in 3.1.4., the flake in figure 3-15a that bridges the thicker 




   
Figure 3-15: (a,d) TEM images of liquid exfoliated graphene sheets. (b),(c) Diffraction patterns of 




3.4.3. AFM analysis 
Tapping mode AFM technique was employed to assess the number of layers 
mechanically exfoliated on the substrates, the flatness and size of the flakes, the 
cleanness and continuity of the cvd sheets (see figure 3-12b) and the density of 
the liquid phase exfoliated flakes deposited on HOPG prior to STM 
measurements (see figure 3-12a). Moreover, AFM was used to evaluate the bare 
surface of crystalline insulators prior to flake transfer for confirmation of terrace 
and step edges formations and reconstructions (see section 3.2.). In all cases, 














confirmed that the crystalline surfaces were not substantially changed since their 
cleavage. Together with the optical imaging it was possible to mark various 
contrasts corresponding to layer thicknesses, as shown in figure 3-16 and figure 
3-17. The layer thicknesses were assigned by analysis of the AFM image shown in 
those figures. It is well-known that the observed step height between two 
different materials can differ greatly from the real value when tapping mode 
AFM is used [4,8] (also see figure 3-4) without appropriate precautions. Surface 
contaminants and intercalated water can give misleading results in thickness 
measurements as well. Here we used oscillation conditions and set-points such 
that the average dynamic force between the tip and surface during an oscillation 
period has repulsive character on all surfaces involved (see section 3.1.2.); this 
allowed us to minimize artifacts when determining the number of layers at the 
interface between the graphene flakes and the insulating substrates. We also 
note that no water layers appear to be intercalated between the graphene flakes 
and the substrates, since the obtained topographic profiles (e.g., figure 3-16b-d) 
correspond well to the expected van der Waals spacing in few layer graphenes. 
 
 
               
Figure 3-16: Tapping mode AFM image of few layer graphene flakes labelled with the number of 











Figure 3-17:  Optical (a,e) and 
tapping mode AFM images (b-d, 
f,g) of graphene flakes on sapphire 
marked layer thicknesses. (b-d) 
AFM images of parts selected in 
(a), (f,g) AFM images of selected 
regions in (e). From the optical 
images of mechanically exfoliated 
graphene flakes on transparent 
insulating surfaces, thinner flakes 
were isolated and imaged with 
AFM for confirmation of their 








3.4.4. Raman analysis 
Further to optical and AFM analysis Raman spectroscopy and mapping 
(Renishaw) was employed to assess the number of layers in graphene flakes on 
insulators. Figure 3-18 shows Raman spectroscopy and mapping for regions of 
graphene flakes on KBr that were assessed to be thin (3 or less than 3 layers) 
initially by optical microscope. The wavelength of the Raman excitation laser was 
532 nm. The Raman map pixel is 2 𝜇𝜇m.  
 
       
 
Figure 3-18: (a) Raman spectroscopies of graphene flakes on KBr shown in (b,c) optical image 
with different thicknesses. (d) Optical image of another flake on KBr, (e) intensity map of G’ band 
of the selected region in (d).     
 
 
The black and green peaks in (a) correspond to the region pointed on the flakes 
in the black and green frames in (b). The black sharp curve resembles G’ peak for 
monolayer and the broader green curve resembles the one for bilayer graphene. 
The frequency range of the Raman map in figure 3-18d is 2684-2715 cm-1. The 
four colours on the right dominate the map, corresponding to 4 different 
numbers of layers, from 1 to 4 layers. The colour (yellow) related to the highest 
range of the map (~ 2715 cm-1), corresponds to 4 layers as the G’ peak for four 
layers occurs near this frequency [14], the blue to 3, the pink to 2 and the red to 
1 layer graphene, which agrees well with the optical assumptions. In (d) the 









3.5. Stencilling techniques 
Graphene flakes transferred onto insulating substrates from mechanical 
exfoliations are usually quite small and accessing them with the STM tip without 
any visual markers on the surface is almost impossible. Furthermore, without 
electric contacts from the flakes to the sample holder, there is no tunnelling 
current between the tip and the sample. It is very common to pattern/mark 
samples with lithographic methods but these methods induce contaminations 
and might even damage the surfaces prior to any STM study. In the specific case 
of ionic substrates, conventional lithography cannot be used as common solvents 
irreversibly destroy the crystallinity of the substrate surface. Therefore we had to 
implement a lithography-free method to electrically contact the flakes. This was 
achieved by implementing a stencilling method using a static stencil compatible 
with our UHV system.  
  
 
3.5.1. Stencil structure and masking procedure  
A stencil assembly was designed in a miniature version to fit the manipulator of 
our UHV LTSTM so that the mounted graphene and stencil could be transferred 
to the preparation chamber as described in chapter 2, where evaporation 
occurred. The stencil assembly was designed to accommodate the sample and a 
mask, x and y adjustments in the sample plane, and x and z adjustments for the 
mask. The stencil material was of stainless steel with copper beryllium springs all 
compatible with UHV conditions. The stencil was outgassed in the preparation 
chamber of the STM, at temperatures up to 150 ℃ at pressures of ≈  10-10 mbar 
prior to its usage with a sample. A mini electron beam evaporator, QUAD-EV-C 
MANTIS was installed in the preparation chamber under UHV, for evaporation of 
metal contacts through the mask onto various surfaces. In majority of cases, 
Palladium 99.999% was used as the evaporating material, and in some cases gold 
99.999% was used. Pd was the preferred material with respect to Au for 
electrical contacts since it adhered better to the surface. Figure 3-19 shows the 
stencil in the preparation chamber and aligned in front of the evaporator.  
Once a sample was placed in the stencil, and adjusted roughly in the right 
position under an optical microscope, the mask containing a micro sized 
cantilever was positioned and adjusted very accurately above the selected flake 
under the microscope and tightened in plane. It was then carefully brought close 
to the surface with the aid of symmetric springs and tightened with mini screws. 
The alignment of the mask over the flake was tested and optical images were 
taken for references. The stencil was then transferred to preparation chamber of 
the STM system and in line with the evaporation. Once the metal was 
successfully evaporated, the stencil was taken out and the sample was examined 
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optically. The precision of the mask alignment onto flakes was very high and the 
error was below 5 microns. This was evaluated with AFM for several test 
samples. Figure 3-20 illustrates the full stencilling procedure for a graphene flake 
on NaCl.  
 
            
Figure 3-19: Stencil on the arm, in the preparation chamber and aligned in front of the 












       
Figure 3-20: Stencilling technique applied for graphene samples. (a) Selected surface and flake for 
stencilling and (e) magnified view of the selected flake, (b) masked flake with cantilever ready for 
metal deposition and (c) graphene flake stencilled after metal deposition and removal of the 
mask. (d) Schematic of the stencilling technique.(f,g) magnified view of the masked flake after 
















3.6. Preparation under protected environment 
For samples with underlying ionic substrates, like KBr and NaCl, the sample 
fabrication process timing was minimized as much as possible to avoid any 
undesired evolution of the crystalline surfaces. For this reason, the evaluation 
procedure with AFM or Raman was mainly applied to test samples to obtain 
accurate references. Furthermore, evaluation of the bare substrates with the 
AFM, all the procedures after transferring of graphene onto the mentioned 
substrates, including optical analysis and stencilling the sample was carried out in 
protected environment with controlled humidity level. For this purpose, we used 
closed air bags with an inlet for pure gas like N2 and an outlet to avoid trapping 
the gas for both AFM and optical microscopes, as seen in figure 3-21. Note that 
the evaporation of metal contacts over the stencilled samples was also carried 
out in UHV, at pressures of ≈  10-10 mbar at zero evaporation, to low 10-9 mbar at 
full evaporation. In addition, silica gel and molecular sieve were kept in the 
vicinity of the samples during sample preparation to absorb the humidity further. 
In some cases a mini flat and transportable heater was used directly under the 













3.7. Preparation procedures in UHV and STM measurements 
It was briefly mentioned in the previous sections that some samples were 
treated in UHV at the stage of graphene transfer or in the stencilling process. But 
prior to transfer of final samples to the STM chamber, all samples were carefully 
mounted on Omicron holders and outgassed in the load lock of the STM system 
under turbo pump with pressure of ≈  10-8 mbar and annealed in the preparation 
chamber at of ≈  150 ℃ for removal of any water. Pressure of the STM for 
measurements at room temperature was maintained at ≈  10-11 mbar and at 
liquid nitrogen (LN) temperature maintained at ≈  10-12 mbar. However, all 
measurements were at LN temperature. STM tips were prepared and 
conditioned prior to any measurements as described in chapter 2, section 2.4.3. 
Once the tip and the sample were all in place in the STM chamber, the tip was 
approached to the sample. For transparent surfaces, with the aid of an additive 
optical telescope, the tip was brought more precisely near the masked region of 
the sample and hence, the approach process was more successful. Figure 3-22 
shows schematics of the STM setup and a snapshot of the W-tip approaching 
very close to the region of interest on a graphene flake deposited on an 
insulating surface with metal contacts.  
 
                                  
 
Figure 3-22: Schematic (a) and optical image (b) of the STM setup measurements for graphene 
flakes on atomically flat insulating substrates. In (b) it is clear that the STM tip is accessing the 







3.8. Concluding remarks 
Graphene samples were fabricated from mechanical exfoliation, cvd and liquid 
phase exfoliation on on NaCl, KBr, sapphire and HOPG, evaluated with optical 
and atomic force microscopy and in some cases with Raman spectroscopy and 
TEM. These samples were further masked for metal deposition with our 
designed stencil and prepared for STM measurements. In the case of samples 
with ionic substrates, the sample fabrication process was carried out in a 
protected environment and the overall duration was minimized to avoid any 
undesired evolution of the crystalline surfaces. Upon successful metal 
deposition, the samples were immediately transferred into the UHV system for 
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Chapter 4  
Quantum interference phenomena: 
single scattering source 
4.1. Quantum interference at an edge in bi and trilayer graphene 
Quantum interference phenomena (QIP) [1-5] can govern electron behaviour in 
graphene edges, nanoribbons, at junctions and boundaries and redistribute the 
carrier density compared to within the bulk of the layers. This phenomenon is 
sensitive to fundamental scattering processes and can reveal the effects at 
graphene boundaries and interfaces, relevant to transport characteristics [4,5]. 
QIP at monolayer edges [1,2] and nanoribbons [3] are addressed well in the 
literature, but there are few equivalent studies in bi- and trilayer graphene 
systems.   
Bilayer and trilayer graphenes have been recently identified as fundamentally 
interesting materials. They owe unique and distinctive properties and capabilities 
that are in cases superior to that of monolayer graphene. Superior in the sense 
that there are possibilities to break the symmetry within the sublattices in these 
systems and open up a band gap between conduction and valence bands in the 
presence of external fields [9]. This gap can be tuned by varying the external 
potential. Furthermore, their electronic structure can be tuned by varying the 
layer stacking order [6-8], Samples enriched in bilayer and trilayer graphenes can 
now be produced by techniques (e.g. chemical vapor deposition [10] or liquid 
phase exfoliation [11]) scalable to industrial quantities, making them accessible 




In this chapter, we present the first study of quantum interference patterns at a 
bilayer-trilayer armchair interface, for different stacking sequences. Through this 
we understand aspects that affect the electronic density in various layers at their 
edges and identify the associated electronic superstructures. 
Quantum interference phenomenon that is investigated in this chapter is limited 
to a single source of scattering, i.e. an armchair edge, in graphene systems. By 
single scattering source we mean only one restriction imposed on the wave 
function. In the next chapter we will demonstrate the occurrence of further 
degrees of interferences in the presence of double or multiple sources of 
scattering in graphene systems.   
 
 
4.2. Graphene superstructures and their origin 
Before focusing on quantum interference at an edge, it is necessary to overview 
the electronic superstructures which arise in the bulk and are due to the intrinsic 
electronic structure in graphene systems. Scanning tunnelling microscope 
imaging of graphite acquired at low biases, map the wave functions of the few 
electron states near the Fermi surface. STM images of graphene surfaces reveal 
patterns of increased and decreased electron density superimposed on the 
normal graphene image. Figure 4-1 contains a classification of a few basic 
electronic superstructures including the ‘honeycomb’, the ‘threefold’, the 
�√3 × √3�𝐑𝐑 30°, the Inverse �√3 × √3�𝐑𝐑 30° and the ‘Ribbon’.  
The ‘honeycomb’ and ‘threefold’ [12] superstructures occur in the bulk of 
monolayer graphene and graphite respectively. When scanning monolayer 
graphene, all positions in the hexagonal lattice contribute equally to the 
tunnelling current from which the STM image is derived, resulting in the 
‘honeycomb’ superstructure. The six carbon atoms in each hexagon of the 
graphene form two groups: 𝐴𝐴 atoms and 𝐵𝐵 atoms [1,13] as earlier introduced in 
chapter 1.  When imaging more than one layer of graphene, three of the six 
lattice sites, (the 𝐴𝐴 sites) are located directly above carbon atoms in the 
underlying plane, and the other three (the 𝐵𝐵 sites) are located above the hollow 
sites of the underlying carbon hexagons of the second graphene layer (for 𝐴𝐴𝐵𝐵 
stacking order). According to ab initio band structure calculations [10], the LDOS 
near the Fermi level of the 𝐵𝐵 atoms is greater than that of the 𝐴𝐴 atoms. 
Therefore tunnelling at low biases is easier above 𝐵𝐵 atoms and they appear 
brighter in STM images. These 𝐵𝐵 atoms in STM images form a larger hexagonal 
structure (the spacing between two neighbouring lattice points equals √3 times 
the C–C bond length, yielding a unit cell length of about 0.246 nm) [14].  
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The Inverse �√3 × √3�𝐑𝐑 30° and the ‘Ribbon’ are consequences of QIP at edges 
or step edges of graphene systems. In this chapter we will demonstrate that they 
are results of quantum interference from a single scattering source, where in the 
most likely situation, this source is an armchair edge, and rather a pristine one. 
We will also show that variation in stacking order will give rise to taxonomy of 
patterns with similar periodicity.   
According to the literature [13-15], the �√3 × √3�𝐑𝐑 30° superstructure occurs in 
the vicinity of defects, defected edges and irregular edges on monolayer through 
to many layer graphene. Full discussion on the origin of this superstructure will 
appear in chapter 5, but briefly it is a result of at least two sources of scatterings 






Figure 4-1: Classification of basic electronic superstructures in graphene systems along with 
relevant STM images of each directly underneath. ‘Honeycomb’ and ‘threefold’ superstructures 
arise due to the intrinsic electronic structure of the relevant system, but the others are results of 






4.3. Physics at the edge 
With the honeycomb structure of graphene, two basic types of edges are 
possible, zigzag and armchair. These are illustrated in figures 4-2a,b. Applying the 
appropriate boundary conditions to the electron wave function shows that 
depending on the edge structure (armchair vs zigzag), quantum interferences 
may or may not happen. Electrons at an armchair edge can backscatter into the 
bulk because their wave vector is able to participate in intervalley scattering 
between 𝐾𝐾 and 𝐾𝐾’ in the Brillouin zone, where 𝐾𝐾 and 𝐾𝐾’ are the Dirac points. In 
this process, the momentum is conserved. This procedure results in quantum 
interference at the armchair edge and gives rise to interference patterns, e.g. 
‘Ribbon’ in monolayer graphene as shown in figure 4-2c. On the contrary, the 
zigzag wave vector cannot connect the 𝐾𝐾 and 𝐾𝐾’ points, and thus the electron 
does not have enough momentum for spanning points 𝐾𝐾 and 𝐾𝐾’ [16]. Figure 4-
2d, schematically illustrates these processes for both armchair and zigzag edges. 
From calculated band structures of zigzag nanoribbons, which can be viewed as a 
model for graphene edges, it has been demonstrated that they possess localized 
edge states at the Fermi level [14, 17,18]. From this point onwards in this 
chapter, armchair edges will be the focused material in investigating quantum 
interference phenomena.  
  
Figure 4-2:  (a,b) STM image of graphene showing armchair and zigzag edges with schematic 
illustration of the atomic structure of the graphene edges emphasizing the different structures 
along the armchair and zigzag edges and possibility of backscattering, (c) Schematic illustration of 
the appearance of monolayer armchair edge as a result of QIP. (d) First Brillouin zone of 2D 
graphene, showing that the intervalley mechanism satisfies conservation of momentum for an 








4.4. Experimental results: A lateral step and stacking change  
STM was performed with an Omicron LT-STM at 77 K in ultra-high vacuum (UHV) 
(< 3 × 10−11 mbar), using mechanically cut PtIr tips. Nanographene flakes were 
produced by liquid phase exfoliation of natural graphite (Vein Graphite, Sri 
Lanka) in N-methyl-2-pyrrolidone (NMP) [19], and dispersed onto highly oriented 
pyrolitic graphite (HOPG).  
Annealing in UHV for 24 hours at 900 ℃  removed residual NMP, leaving the 
inner areas of the sheets completely clean. A low concentration of contaminants 
remained occasionally at edges. Tunnelling conditions used were typically 
𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 50 mV, probing close to the Fermi level, and tunnelling current 𝐼𝐼 = 0.2 
nA. Near-symmetry of 𝐼𝐼 when reversing 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏   indicated that the Fermi level lay 
close to the Dirac point. HOPG was chosen as a substrate due to its reduced 
interaction with the overlaid nanoflakes [20]. 
Figure 4-3a shows an image recorded near an armchair edge separating bi- and 
trilayer regions. This is evident from the topographic profile in figure 4-3b taken 
across the step edge. From this profile, the stepped edge consists of a top layer 
recessed by ~ 2 nm relative to the physical boundary of the two bottom layers 
[21].  
This image demonstrates a lateral step and stacking change on the top layer, 
simultaneously. Top layer reveals 𝐴𝐴𝐵𝐵𝐴𝐴 (dominant) and 𝐴𝐴𝐵𝐵𝐵𝐵 stackings in figure 4-
3a. Figure 4-3c highlights 𝐴𝐴𝐵𝐵𝐴𝐴- and 𝐴𝐴𝐵𝐵𝐵𝐵 regions, insets 1 and 2, respectively. 
Further in this figure inset 3 shows 𝐴𝐴𝐵𝐵𝐵𝐵 region in the cradle of two 
defective/strained regions, with lines (i) and (ii) at a non-zero angle. This 
indicates local strain and accolade, which marks perturbations in the edge 
superstructure aligned to the zigzag direction. Note that armchair is defined with 
a dashed line and zigzag is defined with a continuous line, in the bottom right 
corner of the image. 
With regards to simultaneous observation of lateral step and stacking change, 
STM simulations (courtesy of Dr. Simon Crampin, see Appendix 2) have been 
performed incorporating both effects in order to support the experimental case.  
To gain more insight into the quantum interference phenomena in such a 
system, it is first necessary to describe the two effects separately and see how 
they are related to the energy structure and scattering processes. Considering 
both effects, we will then present taxonomy of patterns associated with various 
stacking orders at such lateral steps. Then we will return to figure 4-3 and 
interpret other physical aspects.  
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Figure 4-3: (a) STM image and (b) topographic profile of bilayer-trilayer armchair boundary at an 
edge. Top layer reveals 𝐴𝐴𝐵𝐵𝐴𝐴 (dominant) and 𝐴𝐴𝐵𝐵𝐵𝐵 stackings. (c) Highlighted 𝐴𝐴𝐵𝐵𝐴𝐴- and 
𝐴𝐴𝐵𝐵𝐵𝐵 regions, insets 1 and 2 respectively. Inset 3: 𝐴𝐴𝐵𝐵𝐵𝐵 region in the cradle of two 
defective/strained regions, with lines (i) and (ii) at a non-zero angle, indicating local strain, and 
recognized, which marks perturbations in the edge superstructure aligned to the zigzag direction. 





4.5. Electronic structure and scattering: relationship to stacking 
orders and lateral steps 
4.5.1. Electronic structure 
To understand STM images recorded near the steps we need to understand the 
electronic structure and to take into account the electronic scattering 
mechanisms also. First, we consider mono, bi and trilayer graphene electronic 
structures and the resulting STM patterns. Later in this section we will consider 
the effects of scattering at boundaries in these systems. 
It was discussed earlier in chapter 1 that monolayer graphene has linear bands 
meeting at the Dirac point. At energies close to the Dirac point or low energy 
electrons where 𝒌𝒌 is measured from the center of the Brillouin zone, (see the 
grey rectangular box in the band structure of monolayer graphene in figure 4-
4a), the contribution of the wave function components related to sublattices 𝐴𝐴 
and 𝐵𝐵 to the tunnelling current are equal. In particular one finds that: 




ξ+𝒒𝒒�∙𝑹𝑹𝑛𝑛            (4.1) 
 
where the electron wave vector is 𝒌𝒌 = 𝑲𝑲ξ + 𝒒𝒒, 𝒒𝒒 = (𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞, 𝑞𝑞𝑞𝑞𝑖𝑖𝑛𝑛𝑞𝑞) and the 
Dirac points are 𝑲𝑲ξ = (ξ 4𝜋𝜋
3𝑏𝑏
, 0) with ξ = ± the valley index. 𝑎𝑎 = 2.46 Å is the 
graphene lattice parameter, 𝑣𝑣𝐹𝐹 =
√3𝑏𝑏γ0
2ħ
= 6.4 eVÅ, and γ0 ≅ 3 𝑒𝑒𝑉𝑉. Two 
components of the wave function refer to the amplitudes on the 𝐴𝐴 and 𝐵𝐵 
sublattice sites. Since �𝑒𝑒𝑏𝑏𝜑𝜑�
2
=1 and the STM current is proportional to |𝜓𝜓|2, bulk 
graphene has a ‘honeycomb’ superstructure in the STM. 
For bilayer graphene, we first consider 𝐴𝐴𝐴𝐴 stacked structure. The energy bands in 
𝐴𝐴𝐴𝐴 stacked bilayer graphene are also linear with two valence and two 
conduction bands. In the same energy window, equal contribution of the wave 
function components (𝐴𝐴1,𝐵𝐵1,𝐴𝐴2,𝐵𝐵2), is expected as in the monolayer and 
therefore a ‘honeycomb’ superstructure. The energy and the wave function of an 
𝐴𝐴𝐴𝐴 stacked bilayer are: 






� 𝑒𝑒𝑏𝑏�𝑲𝑲ξ+𝒒𝒒�∙𝑹𝑹𝑛𝑛     (4.2) 
 
where γ1 ≅ 0.3 𝑒𝑒𝑉𝑉. However, if the bilayer is of an 𝐴𝐴𝐵𝐵 stacking order, the 
situation is different. The band structure as seen in chapter 1 is parabolic and in 
the relevant energy window, the contribution of the wave function components 
(𝐴𝐴1,𝐵𝐵1,𝐴𝐴2,𝐵𝐵2) are no longer equal, but instead 𝐴𝐴1 and 𝐵𝐵2 are dominant. 
Therefore, in 𝐴𝐴𝐵𝐵 bilayer graphene, the ‘threefold’ superstructure is expected, 
since this maps out the 𝐵𝐵1 sites in the upper layer. Diagonalising the 𝐴𝐴𝐵𝐵 bilayer 
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Hamiltonian gives parabolic band dispersion for low 𝐸𝐸 and a wave function 𝜓𝜓  as 
below:  
𝐸𝐸 ≅ ± 𝑣𝑣𝐹𝐹
2𝑞𝑞2 
γ1









 ≫ |𝐸𝐸|2  for  𝐸𝐸 ≪ γ1. The band structure of 𝐴𝐴𝐵𝐵 bilayer is 
shown in figure 4-4b. Next, we consider the electronic structure of trilayer stacks 
and the effect of boundary scattering. Low energy electrons (energies close to 
the Dirac point) in an 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer occupy linear ‘monolayer- like’ and parabolic 
‘bilayer- like’ bands shown in figure 4-4c. Diagonalising the trilayer Hamiltonian 
one finds that at wave vector 𝑲𝑲ξ + 𝒒𝒒, states in the linear band disperse as 
𝐸𝐸 = 𝛾𝛾𝑞𝑞 for small 𝑞𝑞, and have amplitudes on sites (𝐴𝐴1,𝐵𝐵1,𝐴𝐴2,𝐵𝐵2,𝐴𝐴3,𝐵𝐵3), in cell 𝑛𝑛 
given by 
 








� 𝑒𝑒𝑖𝑖(𝑲𝑲ξ+𝒒𝒒)∙𝑹𝑹𝑛𝑛         (4.4) 
 










�𝑒𝑒𝑏𝑏�𝑲𝑲ξ+𝒒𝒒�∙𝑹𝑹𝑛𝑛     (4.5) 
 
(assuming 𝐸𝐸 ≪ γ1). 𝐴𝐴3, 𝐵𝐵3 (𝐴𝐴1, 𝐵𝐵1) are sublattices of the top (bottom) layer in the 
tri-layer stack. Thus, in the top layer, ‘bulk’ (i.e. away from the edge) states in the 
linear band have equal probability on the two sites, corresponding to a 
‘honeycomb’ superstructure as in monolayer graphene, whilst those in the 








 ≪≪ 1       (4.6)  
 
resulting in a pattern in which 𝐴𝐴3 sites are more prominent – that is, as in 𝐴𝐴𝐵𝐵-
bilayer graphene, those not directly above an atom in the layer beneath.  
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Furthermore, considering the respective densities of states of the two bands 
(figure 4-4f), we note that far more low-energy states are associated with the 
parabolic band than the linear: 90% of states with energies up to 50 meV. This 
disparity in the contribution of the bands to the tunnelling current makes an 
overall 𝐴𝐴𝐵𝐵-bilayer-like ‘threefold’ superstructure the dominant motif in STM 
images of bulk-like 𝐴𝐴𝐵𝐵𝐴𝐴-trilayer graphene. States in 𝐴𝐴𝐵𝐵𝐵𝐵-trilayer graphene are 
more complex, but projecting the 6 × 6 Hamiltonian onto the 2 × 2 subspace of 
the top layer one sees that the interaction between the top-most layer and the 
underlying 𝐴𝐴𝐵𝐵-bilayer breaks the symmetry between the 𝐴𝐴3 and 𝐵𝐵3 sites, and 
causes a greater probability of low energy electrons to be on the 𝐴𝐴3 sites, and 
hence again a ‘threefold’ superstructure in STM images (though with substantial 
amplitude also on the 𝐵𝐵3 sites).  
 
 
       
Figure 4-4: Left to right: aspects of monolayer, 𝐴𝐴𝐵𝐵 bilayer and 𝐴𝐴𝐵𝐵𝐴𝐴-trilayer graphene: (a-c) band 
structure; (d,e) Schematic of mono and bilayer lattices denoting the relevant sublattices, (f) 




Now that we saw analytically the relationship between the band structure and 
contributions of the wave function amplitudes at different graphene layers and 
stackings, we now visualize this relationship in simulated STM images, see 
Appendix 2. Figure 4-5 illustrates ‘honeycomb’ and ‘threefold’ superstructure at 
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various number of layers and stacking orders in graphene, away from an edge or 
any perturbation, only in the bulk. In agreement with the analytical discussion, 
monolayer and AA bilayer display a ‘honeycomb’ superstructure, while 






Figure 4-5: (a-f) Simulated STM images of the top layer in bulk of 1, 2, and 3- layer stacks with 
various stacking sequences: infinite top and bottom layer(s). Stacking schematics: top layer pink, 





















4.5.2. Scattering processes 
At armchair edges, scattering mixes states travelling towards and away from the 
boundary. This has been already considered in the literature for monolayer 
edges and monolayer-bilayer interfaces [4]. Here we address the effects of 
scattering at an ideal 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer armchair edge which is more related to our 
experimental case introduced in section 4.4. Figure 4-6 shows scattering at an 
𝐴𝐴𝐵𝐵𝐴𝐴 trilayer armchair edge containing intervalley and intravalley scattering 
processes that involve the dominant parabolic band. In this figure, conduction 
bands are only shown. Dotted lines symbolize the low energy levels probed here, 
significantly lower than √2γ1 ≈ 0.2 eV, which is the onset of the second set of 
parabolic bands.  
 
                        
Figure 4-6: Scattering at an 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer armchair edge. Intervalley and intravalley scattering 
processes involving the dominant parabolic band. Only conduction bands shown.  
 
 
We find that in 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer, at an abrupt armchair truncation (reflection 
coefficient = −1) of all three layers, the state with wave vector 𝑲𝑲± + (−𝑞𝑞𝑥𝑥,𝑞𝑞𝑦𝑦) 
is reflected into the state with wave vector 𝑲𝑲∓ + (+𝑞𝑞𝑥𝑥, 𝑞𝑞𝑦𝑦), i.e. intervalley 
scattering and that subsequent interference results in an overall wave function 
ψ ∝ 𝑒𝑒𝑏𝑏𝑞𝑞𝑦𝑦𝑦𝑦 sin(𝐾𝐾+ ± 𝑞𝑞𝑥𝑥)𝑥𝑥. At 𝑥𝑥 = 0, where the graphene sheets end, ψ vanishes. 
ψ will also vanish for small 𝑞𝑞𝑥𝑥𝑥𝑥, on every third row of carbon atoms moving into 
the sheet when 
 
















The combination of this nodal pattern and the intrinsic dominant ‘threefold’ 
superstructure of 𝐴𝐴𝐵𝐵𝐴𝐴-trilayer graphene, results in the inverse �√3 × √3�𝐑𝐑 30° 
motif. The superstructure decays on moving away from the edge, as de-phasing 
due to the varying phase difference 𝑞𝑞𝑥𝑥𝑥𝑥 of different contributions in the energy 
window [0, 𝑒𝑒𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏] becomes increasingly important. Similar argument holds for 
𝐴𝐴𝐵𝐵 bilayer graphene. DFT simulations, (see Appendix 2) in figure 4-7 illustrate 
this superstructure and its decay at an abrupt armchair edge in 𝐴𝐴𝐵𝐵 stacked 
bilayer graphene. Depending on how the stacking is constructed, three possible 
situations may occur as shown in figure 4-7a-c. The decay rate is insignificantly 
different in these three situations, while they all exhibit the inverse �√3 × √3�𝐑𝐑 
30° motif at the onset of the edges.  
 
           
 
Figure 4-7: (a-c) DFT simulations of all possible structures of 𝐴𝐴𝐵𝐵 bilayer graphene with an 
armchair edge showing the inverse (√3 × √3)𝑹𝑹 30° motif. The coloured lines are at which the 
amplitude was measured.  (d) Illustrates the variation of the amplitude of the wave function with 































Scattering at an abrupt armchair edge in 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer was discussed but the 
experimental image (figure 4-3) and the simulated images which will be 
presented in the next section, are actually of stepped armchair edges at 
bilayer/trilayer boundaries, where reflection is more complex than at a fully 
truncated trilayer edge, since here the wave function is only required to vanish 
beyond the edge on the upper layer. This opens up both transmission and intra-
valley reflection scattering channels and scattering into evanescent modes 
associated with more distant energy bands, as seen in figure 4-6, similar to the 
monolayer-bilayer boundary case [4]. With these channels active, wave functions 
acquire some weight on the 3 × integer ‘forbidden’ rows. However, our 
experimental and simulated images demonstrate that intervalley reflection 
remains dominant at low energies, and hence the persistence of the inverse 
�√3 × √3�𝐑𝐑 30° motif in the quantum interference patterns. A similar argument 
leading to nodes in the wave function every three rows also holds at an armchair 
edge for the bilayer, where only a pair of parabolic bands exists at low energy. 
 
  
                                                 
4.5.3. Taxonomy of patterns  
4.5.3.1. Lateral steps with various stacking orders  
STM images were simulated [20] by calculating the current  𝐼𝐼 flowing between an 
s-orbital on the tip-apex atom and few-layer graphene described by the π-
electron tight-binding model with nearest [4] neighbour intralayer (γ0  =  3.0 eV) 
and interlayer (γ1 =  0.3 eV) hopping between carbon atoms only approximating 
H-terminated systems. Images are of the topography 𝑧𝑧(𝑹𝑹) where 𝐼𝐼(𝑧𝑧(𝑹𝑹);𝑹𝑹) =
𝐼𝐼0 for set-point current 𝐼𝐼0. To study QIP at isolated edges the embedding method 
[23] is used to exactly describe the influence of the few-layer graphene 
extending to each side (see Appendix 2). In selected cases agreement was 
established with ab-initio DFT calculations [23]. 
Figure 4-8 shows simulated STM images and their stacking dependence on the 
upper layer at armchair edges of, and monatomic stepped edges between, 
mono-, bi-, and tri-layer graphene. We label as 𝐴𝐴, 𝐵𝐵, and 𝐶𝐶 layers displaced 
parallel to the armchair edge by 0, 1 and 2 ×  𝑎𝑎 √3⁄  respectively, and stacking 
sequences given in lowest to uppermost layer order (i.e. 𝐴𝐴𝐵𝐵 has upper 𝐵𝐵 layer). 
For 𝐴𝐴𝐴𝐴-bilayer graphene, a ‘honeycomb’ superstructure occurs away from edges 
(i.e. in the ‘bulk’), which transforms into the ‘Ribbon’ superstructure near an 
abrupt bilayer armchair edge (figure 4-8b) or a monoatomic armchair step edge 
(figure 4-8c), where the pattern is quenched on row numbers that are multiples 
of 3 indexed from the edge. This is similar to monolayer graphene [1,24]. For 𝐴𝐴𝐵𝐵-
bilayer, also in figures 4-8b and c, both edges again induce similar patterns, but 
in this case the inverse �√3 × √3�𝐑𝐑 30° decays away from the edge into the 
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‘threefold’ superstructure. These are also the dominant patterns for bilayer-
trilayer armchair edges with 𝐴𝐴𝐴𝐴 − 𝐴𝐴𝐴𝐴𝐵𝐵 and 𝐴𝐴𝐵𝐵 − 𝐴𝐴𝐵𝐵𝐶𝐶 stacking (figure 4-8d). 
For 𝐴𝐴𝐵𝐵 − 𝐴𝐴𝐵𝐵𝐴𝐴 and 𝐴𝐴𝐵𝐵 − 𝐴𝐴𝐵𝐵𝐵𝐵 stackings, the pattern above the trilayer appears 
as a weighted superposition of the above patterns.  
 
 
Figure 4-8: (a) Taxonomy of basic electronic superstructures. (b-d) Simulated STM images of the 
top layer at armchair edges of 1, 2, and 3- layer stacks with various stacking sequences: semi-




4.5.3.2. Trilayer-quadlayer vs. bilayer-trilayer 
Further simulations indicate little influence on the top layer pattern from the 
presence of a fourth layer, supporting the use of simulations on isolated few-
layer graphene films to interpret experiments where trilayer flakes are deposited 
onto HOPG, and hence unlikely to be in registry with the underlying lattice. In 
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particular, a comparison was performed between simulated images obtained 
from bilayer-trilayer stepped armchair interfaces, with simulated images of 
trilayer-quadlayer systems in which the lowest layer has either 𝐴𝐴 or 𝐵𝐵 registry. 
This is illustrated in figure 4-9. 
 
        
 
Figure 4-9: Comparison between simulated STM images of bilayer-trilayer and related trilayer-
quadlayer stepped armchair edges. Each row contains: Left, simulated STM image of a 5.2 × 1.3 
nm area including the trilayer (quadlayer) side of the bilayer-trilayer (trilayer-quadlayer) stepped 
interface with stacking sequence indicated far left, where the registry of the deepest layer is given 
first and underscore used to indicate to which side of the step the image covers; Right, a 
schematic of the stacking used in the calculation.  
 
 
The upper panel in figure 4-9 shows simulations of the STM image above the 
trilayer side of the 𝐴𝐴𝐴𝐴 − 𝐴𝐴𝐴𝐴𝐴𝐴 bilayer-trilayer system, and also with a fourth 
deeper layer with 𝐵𝐵 or 𝐴𝐴 registry. Here, in each case the ‘ribbon’ near the step 
edge evolves into the ‘honeycomb’ away from the edge. The middle panel in 
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figure 4-9 shows simulations of the STM image above the trilayer side of the 
𝐴𝐴𝐵𝐵 − 𝐴𝐴𝐵𝐵𝐴𝐴 bilayer trilayer system and also with a fourth deeper layer with 𝐵𝐵 or 𝐴𝐴 
registry. In each case the inverse �√3 × √3�𝐑𝐑 30° pattern near the step edge 
persists over the whole area shown, very gradually transitioning into a 
‘threefold’. The lower panel in figure 4-9 shows simulations of the STM image 
above the trilayer side of the 𝐴𝐴𝐵𝐵 − 𝐴𝐴𝐵𝐵𝐵𝐵 bilayer-trilayer system and also with a 
fourth deeper layer with 𝐵𝐵 or 𝐴𝐴 registry. In each case the image can be 
recognised as a weighted combination of the ‘ribbon’ and inverse �√3 × √3�𝐑𝐑 
30°  pattern near the step edge, which rapidly evolves into ‘threefold’ away from 
the edge but with relatively greater amplitude above 𝐵𝐵 sites in the upper layer 
than for 𝐴𝐴𝐵𝐵𝐴𝐴. 
 
 
4.6. Interpretation of experimental image: concept of ‘hard’ and 
‘soft’ edge 
Returning to the experimental case described in section 4.4., we first focus on 
the STM pattern on the exposed bilayer region, of the figure 4-3a which is 
expanded for clarity in figure 4-10a. 
 
                   
Figure 4-10: (a) STM image above bilayer region at the stepped bilayer/trilayer interface 
corresponding to the similarly-shaped area in figure 4-3a; edge termination in purple. STM 
simulations of (b) edge superstructures on the bilayer side of 𝐴𝐴𝐵𝐵 − 𝐴𝐴𝐵𝐵𝐴𝐴 bilayer/trilayer armchair 




The inverse �√3 × √3�𝐑𝐑 30° superstructure covers much of this area, with 
additional, weak intensity present on “forbidden rows”. This is the pattern noted 
on the 𝐴𝐴𝐵𝐵-bilayer shown in figure 4-8b, although in this experimental case the 
bilayer extends beneath a third layer beyond ~2 nm, and the bilayer edge shows 
evidence of a chemical edge termination.  
 
4.6.1. ‘Hard’ and ‘soft’ edge in STM simulations 
To rationalize the behavior of ‘hard’ and ‘soft’ edge, we consider the results of 
simulations of stepped interfaces between bilayer and trilayer graphene shown 
in figure 4-10b, and bilayer nanoribbons shown in figure 4-10c. The 𝐴𝐴𝐵𝐵 bilayer 
presents a similar near-edge pattern irrespective of whether it ends with a 
monatomic step down to monolayer graphene (figure 4-8c), whether both layers 
end abruptly (figure 4-8b), or whether a third, recessed, upper layer is added 
(figure 4-10b). In each case, an almost identical evolution from inverse 
�√3 × √3�𝐑𝐑 30°  to ‘threefold’ is observed. In contrast, a bilayer with a second 
abrupt edge, forming a ~2 nm wide nanoribbon, as shown in figure 4-10c, has a 
strongly width-dependent appearance in STM simulations which is exclusively 
inverse �√3 × √3�𝐑𝐑 30°  (i.e. with no intensity on ‘forbidden rows’) when 
𝑛𝑛 = 3 × integer + 2 rows wide, a width that naturally accommodates the 
missing third row associated with each edge, or has �√3 × √3�𝐑𝐑 30° character 
for other widths. Evidently, the abrupt truncation of the layer under 
consideration provides the dominant influence upon electrons near the edge of 
the layer, acting as a ‘hard edge’ and a strong perturbation. Much weaker effects 
result from the truncation of adjacent layers within the stack, which we refer to 




                        
Figure 4-11: Comparison between simulated STM images of: Top, AB bilayer terminated by a 
bilayer armchair edge. Image area 7.4 ×1.3 nm, schematic stacking shown on the right. Bottom, 
the exposed bilayer section of an 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer which is terminated by a bilayer armchair edge and 
where the upper layer is recessed by 2.2 nm, illustrated schematically in the panel on the right. 
The simulated STM image is truncated to the right where the calculated tip position rises rapidly 







A side by side comparison of simulated STM images above a semi-infinite 𝐴𝐴𝐵𝐵 
bilayer, and above the exposed bilayer section of a semi-infinite 𝐴𝐴𝐵𝐵𝐴𝐴 trilayer is 
shown in figure 4-11, in which the topmost layer is recessed by 18 carbon rows 
(2.2 nm). The similar visual appearance of the evolving pattern moving away 
from the bilayer edge in the two systems, in particular for locations that are close 
to the bilayer-trilayer stepped edge in the latter system, indicate only weak 
scattering/reflection by this “soft” edge, where the carbon sheet in an adjacent 
layer terminates. The effect of the soft edge is mainly seen in a stronger intensity 




4.6.2. ‘Hard’ and ‘soft’ edge in STM images 
The bilayer region in the experimental STM image highlighted in figure 4-10a 
shows a nodal periodicity.  In this case however, the pattern is referenced not to 
the bilayer edge, but instead approximately 2 Å inside, indicating the presence of 
a regular molecular termination which appears as bright features, and which 
reflects the graphene electrons in a similar manner as a ‘hard edge’. Previous 
work [3] has shown sizeable onsite potential shifts at armchair edges can 
influence QIP and cause a shift in the origin of the resulting superstructures; here 
the termination leaves the superstructure unchanged but unusually provides a 
non-vanishing electron density beyond the graphene lattice. Further, a degree of 
irregularity exists at the bilayer-trilayer stepped edge in figures 4-3 and 4-10, yet 
the associated superstructures appear largely unaffected and correlate with 
simulations that assume ideal edges, indicating robustness of QIPs to edge 
disorder. Taken together, the analysis here and previous work on monolayer 
graphene [3] show that the extinction of the wave function every three rows 
near a ‘hard’ armchair edge is a natural consequence of the dominant inter-
valley scattering that occurs at these edges, and does not depend upon the 
number of layers in the stack nor require perfect edges. 
Returning again to the experimental image in figure 4-3, we now focus on the 
top layer of our bilayer/trilayer stack. The top layer in figure 4-3a is expanded for 
clarity in figure 4-12a, which displays near-edge patterns characteristic of 
different stackings. We identify this as being predominantly 𝐴𝐴𝐵𝐵𝐴𝐴 stacking, an 
account of the ‘threefold’ superstructure which transitions into inverse 






Figure 4-12: (a) Experimental STM image above the top layer of the trilayer. (b) Region inside 
rectangle in (a) shows 𝐴𝐴𝐵𝐵𝐵𝐵 to 𝐴𝐴𝐵𝐵𝐴𝐴 stacking transition and change in superstructure, panel 2 
highlights patterns in 1; localized edge defects produce a (√3 × √3)𝑹𝑹 30°  superstructure. (c),(d)  
Simulations: edge superstructures for different stackings and different extents of the lower layers. 
 
Figure 4-12 shows more clearly the patterns visible on the trilayer side of the 
bilayer-trilayer stepped interface, and compares them with simulations of the 
patterns expected for 𝐴𝐴𝐵𝐵 − 𝐴𝐴𝐵𝐵𝐵𝐵 and 𝐴𝐴𝐵𝐵 − 𝐴𝐴𝐵𝐵𝐴𝐴 stacking sequences. Moving 
from top to bottom in figure 4-12b, the characteristic ABB patterns can be seen 
to transition into 𝐴𝐴𝐵𝐵𝐴𝐴 features, i.e. patterns with ‘threefold’ superstructure but 
appreciable amplitude on both sublattices of the graphene sheet transition into 
the inverse �√3 × √3�𝐑𝐑 30° pattern, while closer to the edge, ‘ribbon’  becomes 
‘honeycomb’ with superimposed ‘threefold’, in agreement with simulations 
shown in figure 4-12c. In the region directly at the edge (figure 4-12a), the 
patterns are as expected for 𝐴𝐴𝐵𝐵𝐴𝐴 stacking. Moreover, simulations indicate that 
the edge pattern on the trilayer side of the step is insensitive to the continuation 
of the bilayer: whether it terminates abruptly (figure 4-12c), only the upper sheet 
in the bilayer terminates (figure 4-12d), or if the bilayer continues ideally (figure 
4-8d). Again the dominant edge behavior comes from the ‘hard edge’ provided 
by the natural truncation of a layer, and the stacking sequence.  
 
 
4.7. On the nature of stacking transition 
The precise origin of the stacking transition in our experimental result presented 
in section 4.4., is unclear, but is most likely due to strain fields associated with 
defective/strain regions observed to align with both armchair and zigzag 
directions (inset 3, figure 4-3c), and which gradually create the ABB region in 
their cradle. Notably, bright electronic features emanating from a small locality 
at the layer edge are in a direction (ii) inclined at a small angle relative to the 
original armchair direction (i).  
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We see no evidence of extended grain boundaries such as those associated with 
vacancy clusters and dislocations which are known to manifest themselves 
through large misorientation angles or armchair-to-zigzag transitions within the 
sheet [25], see figures 4-13a,b. Furthermore, the stacking transition is not a 
result of the tip lifting or/and sliding the top layer, since there is no evidence of a 
sizeable height increase relative to the surroundings [26]. It is also not a result of 





Figure 4-13: A possible stacking fault geometry considered in [28], correspond to slip across 
zigzag (a). According to (b) and (d), the slip across the zigzag bonds is not possible according to 
the geometry of our image where the step edge is of an armchair nature. If the zigzag slip 
happens, it must occur at either 30° or 90° to the lateral step. Clearly there is no signature for a 
slip on these directions. At 60° to the step edge, where i and ii are pointed in (d), a slip across 
armchair bonds (c) was speculated. However, from the STM simulation (e) the occurrence of such 




Finally the stacking transition in our image cannot be due to the rotation of the 
topmost layer over the layer underneath, which would result in a moiré type 
small-angle rotation of layers and which have very distinctive electronic 
signatures [29,30]. We know this because the periodicity of a moiré pattern is 
related to the degree of rotation, and by inspecting our large area images we can 
place a lower limit on the periodicity of at least 8nm (i.e. the distance between 
our 𝐴𝐴𝐵𝐵𝐵𝐵 region and the 𝐴𝐴𝐵𝐵𝐴𝐴 margins of the image) which indicates a 
misorientation angle that is < 1°. The physics and electronic properties of small-
angle rotated layers are very different compared to those of large-angle rotated 
ones. Indeed, a small angle rotation introduces dramatic signatures, such as a 
strong increase in the local density of states (LDOS) due to strong localization in 
the 𝐴𝐴𝐵𝐵𝐵𝐵 region as found theoretically by de Laissardiere et al. [31] and 








































      
    
      
    
  
    
    
    
    
      
      
      
      
      






demonstrated experimentally by Li et al. [32]. This should appear as a very bright 
area corresponding to the 𝐴𝐴𝐵𝐵𝐵𝐵 region in an STM image. We do not have this in 
our image, but on the contrary we observe the opposite, a small decrease in the 
LDOS in the 𝐴𝐴𝐵𝐵𝐵𝐵 region. This conclusively rules out the moiré pattern resulting 
from the small angle/large periodicity rotation of the two topmost layers as the 





We have visualised using STM and performed simulations to understand 
quantum interference patterns at bilayer-trilayer armchair interfaces in 
graphene, demonstrating the ‘hard’ and ‘soft’ nature of natural armchair edges 
for low energy electrons in sheets which terminate or continue across the 
boundary respectively. The observed patterns in 𝐴𝐴𝐵𝐵 − 𝐴𝐴𝐵𝐵𝐴𝐴 bilayer-trilayer 
graphene are dominated by contributions from states within the first parabolic 
band which result in an inverse �√3 × √3�𝐑𝐑 30° superstructure close to the hard 
edge, while for 𝐴𝐴𝐵𝐵 − 𝐴𝐴𝐵𝐵𝐵𝐵 stacking patterns exhibit sublattice asymmetry but 
with a reduced contrast compared to 𝐴𝐴𝐵𝐵𝐴𝐴-trilayer. Intervalley reflection 
produces a universal quenching of the wave function near the edge with a 
periodicity of three C rows, which appears robust in respect to a degree of edge 
disorder while specific edge terminations add complexity to the behavior of 
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Chapter 5  
Quantum interference by multiple 
scattering sources 
 
5.1. On the origin of �√𝟑𝟑 × √𝟑𝟑�𝐑𝐑 30° superstructure 
In the previous chapter, we discussed the type of superstructures that arise at a 
single perfect armchair edge in few-layer graphene systems. We are now 
exploring the consequences of having several sources of scattering and of 
different nature (e.g. differing in the spatial extent). The motivation of this 
exploration is sparked by the fact that the �√3 × √3�𝐑𝐑 30° superstructure   
seem to appear in every STM work on graphite or single and few layer graphene. 
The origin of this superstructure is still under debate and contrary to what is 
mainly described in the literature it is not observed only near point defects, but 
also in the vicinity of defected and mixed armchair/zigzag edges in graphene 
systems. If the occurrence of this superstructure has a sufficient condition (like 
interference between the normal wave function and waves scattered by 
defect/defects) it must have a necessary one as well. We qualitatively 
demonstrate that the required condition for the existence of �√3 × √3�𝐑𝐑 30° 
superstructure is the presence of at least a second source of scattering nearby 
the first source, also at a finite distance where their constraints meet and 
interfere. Further we show systematically in a bilayer graphene that this 
superstructure and its associated motifs are strongly pronounced at low energies 
and by moving away from this energy window their intensity in spatial extent 
decreases progressively. We attribute the abrupt decay of this superstructure 




5.2. �√𝟑𝟑 × √𝟑𝟑�𝐑𝐑 30° Superstructure 
�√3 × √3�𝐑𝐑 30° superstructure was first described by Rabe et. al [1]. 𝑅𝑅 is the 
nearest neighbour distance (identical to lattice constant 𝑎𝑎 = 2.46 Å) and 30° 
refers to the rotation of the unit cell vectors of the superstructure relative to 
those of the graphene atomic lattice. ‘Filled hexagon’ is one of the motifs of this 
superstructure. Figure 5-1a illustrates a constant current image of bilayer 
graphene on NaCl, showing the �√3 × √3�𝐑𝐑 30° superstructure with ‘filled 
hexagon’ motif which is superimposed on graphene’s lattice (labelled with red 
circles). There are other motifs of this superstructure that will be introduced 
throughout this chapter. 
Literature suggests that this superstructure arises from scattering by ‘point 
defects’ (e.g. isolated adsorbed atoms or vacancies) as opposed to ‘extended 
defects’ (e.g. edges) on graphene/graphite causing a perturbed charge density. 
These density changes near an adsorbate or lattice defects are due to 
interference between the normal wave function and waves scattered by the 
defect [2-4]. Shedd et. al [2] focused on what superstructures might accompany 
simple constructive or destructive interference in STM image simulations. They 
obtained a �√3 × √3�𝐑𝐑 30° superstructure based on doubling the amplitude of 
one component of the wave function, i.e. constructive interference. In their 
simulation, the concept of interference between normal and scattered wave 




Figure 5-1: (a) Constant current image of a 1.5 nm × 1.5 nm bilayer graphene region exhibiting 
the (√3 × √3)𝑹𝑹 30° superstructure taken at 50mV, unit cell vectors of the real lattice and the 
superstructure are depicted in green and red respectively, with 30° rotation angle. (b) Two-
dimensional reciprocal space with Brillouin zone (grey area) and reciprocal lattice vectors b1 and 
b2. The Fermi wave vectors are from the center of the Brillouin zone to the corners (𝐾𝐾,𝐾𝐾’). (c) 𝑘𝑘-
space map of scattering amplitudes obtained from the Fourier transform of the STM image in (a). 
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Furthermore, Ruffieux et. al [5] attributed large momentum scattering between 
two opposite 𝐾𝐾 points at a defect as the origin of this superstructure, where the 
momentum changes from 𝐾𝐾 to 𝐾𝐾’ corresponds to 𝒒𝒒 = 𝒌𝒌𝐹𝐹 (see figure 5-1b) where 
|𝒒𝒒| = |𝒌𝒌𝐹𝐹| = 4𝜋𝜋/3𝑎𝑎. Therefore, a modulation of the LDOS with a wavelength 
that corresponds to the Fermi wavelength λ𝐹𝐹 = 3𝑎𝑎/2 is expected for large 
momentum scattering on graphite. Compared to the Fourier transform (FT) of 
the unperturbed lattice, the FT of a real space image exhibits the �√3 × √3�𝐑𝐑 
30°  modulation of the LDOS, new peaks appear at smaller wave vectors which 
match the corners of the Brillouin zone, as shown in figure 5-1c by intensive 
points labelled with red circles. The high intensive points labelled with green 
circles relate to the lattice with larger wave vectors.   
From the results in the previous chapter, it is shown that this superstructure 
does not occur in the bulk of pristine graphene/graphite nor in the vicinity of a 
pure defect less armchair edge. Therefore it cannot originate from the electronic 
structure or single quantum interference (QI) as evident by the STM (𝐼𝐼𝑡𝑡 = 𝑐𝑐𝑐𝑐𝑐𝑐) 
image simulations both in bulk and at the lateral armchair steps. Based on this 
and the various circumstantial situations of this modulation of the LDOS, it is 
immediately necessary to have the requirement of a second source of 
interference which could be another edge, at finite distance from the first one 
parallel or at an angle, an edge with a defect, or at least two defects however 
small, at finite distance from each other. A question which is essential to answer 
at this point is why �√3 × √3�𝐑𝐑 30° arise on various cases even near an isolated 
point defect. Is a point defect really a single source of scattering?  
 
 
5.3. Point defects, multiple sites of scatterings 
5.3.1. Displaced atom 
A single defect, the smallest possible, is either in the form of a displaced atom 
[6], a vacancy [7-10] or an ad-atom [11]. Unlike what comes to mind in first 
instance that all these defects are single sources, here we submit that they can 
be considered as multiple sources of scattering, resulting in further degrees of 
QIs. Let’s first consider a displaced atom [6] as shown in figure 5-2a-c. The 
simplest atom displacement in graphene would lead to a pentagon-heptagon 
pair, where one atom from the blue hexagon is displaced into the pink hexagon 
and therefore, the pink hexagon accommodates this atom by becoming a 
heptagon, leaving the blue hexagon with five atoms to make a pentagon (see 
figure 5-2b). This will locally perturb the hexagonal lattice. This pentagon-
heptagon pair can be seen as creating two small neighboring armchair sites 
(figure 5-2c) where each can produce QI patterns as described in chapter 4. 
Having two armchair sites at the closest distance possible, gives rise to another 
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Figure 5-2: (a) An atom displacement in graphene lattice resulting in pentagon-heptagon that 
locally perturbs the hexagonal lattice. (b) Unperturbed graphene lattice superimposed on (a) 
demonstrating the atom displacement mechanism from the blue hexagon to the pink one.(c) 
shows how the defect can be seen as two armchair edges at the closest distance. (d-e) two, three 
and six atom displacements resulting in two, three and six pairs of pentagon-heptagon in the 
graphene lattice, respectively. The defect in (d) is known as the Stone-Wales defect and (f) is 




Additional displacements will furthermore increase the opportunity for QI. 
Cockayne et. al [6] have used DFT calculations (figure 5-3a) and STM imaging 
(figure 5-3b,c) on a flower defect (introduced in figure 5-2f) on graphene on SiC. 
The superstructure observed around this defect is �√3 × √3�𝐑𝐑 30°, but appears 
as a local motif with analogy to eye, and will be called the ‘eye’ hereafter. The 
(d) (e) (f) 
(a) (b) (c) 
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structure inside the defect in figure 5-3d indicates six armchair sites whose 
coexistence give rise to several orders of QI and consequently the spatially 
spreading interference patterns. In another assumption, four armchair sites as in 
figure 5-3e can give rise to the ‘eye’ superstructure. Given the symmetrical 
distribution of the superstructure around the defect, the likelihood of having six 
armchair sites is higher. One can also decompose the defect contour into 
succession of zigzag sites as proposed in figure 5-3e, but we know that zigzag 
edges have localized states and here we clearly have interference patterns 
extending beyond 3 nm both in STM images and simulations which is 
characteristic of armchair edges. Rutter et. al [12] have also observed the ‘eye’ 





Figure 5-3: (a) Simulated STM image using DFT calculation, experimental STM images at (b) 300 
mV and (c) -300 mV sample bias of the flower defect. When the bias changes from positive to 
negative, the ‘eye’ changes to the ‘filled hexagonal’ motif. Image size in all three is 3.0 × 3.5 nm, 
adapted from [6]. (d,e) Schematic of the flower defect with six and four armchair sites, 
respectively. (f) Schematic of the flower defect with six successive zigzag sites. Within this 
decomposition, localized states are expected near the defect and thus the ‘eye’ motif (in a-c) 
cannot be explained.   
 (a)  (b)  (c) 
(d) (e) (f) 
124 
 
5.3.2. Vacancies and ad-atoms, armchair vs. zigzag decomposition 
of defect structure 
In line with the previous argument, a single vacancy in graphene can also be seen 
as multiple scatterings sources by decomposing it into multiple armchair sites. 
Figures 5-4a and c show the coexistence of small armchair in the vicinity of single 
and double vacancies, respectively. An STM image of a region containing an 
isolated point vacancy on graphite [7] in figure 5-4b shows the �√3 × √3�𝐑𝐑 30° 
superstructure around the defect. Once again, one can consider zigzag sites 
along the defect contour, but near zigzag contours, localized states are expected 
that is not present here. Other reports [8-10] also demonstrate �√3 × √3�𝐑𝐑 30° 
superstructure in the vicinity of a single vacancy on graphite, in a CNT and in 
mono and bilayer graphene on SiC. Furthermore, ref. [13] reports �√3 × √3�𝐑𝐑 
30° superstructure near a point defect on bilayer graphene on SiC and via STM 
simulations demonstrates that while the pattern alters depending on which of 
the graphene sublattices the defect resides, the �√3 × √3�𝐑𝐑 30° superstructure 




Figure 5-4: (a) and (c), Schematic of single and double vacancy, showing three and two armchair 
sites. (b) STM image of a single vacancy on graphite adapted from [7]. The three armchair sites 
shown inside the defect are to demonstrate the several scattering sources. 
 
 
Figure 5-5 illustrates possible double vacancies and ad-atoms in graphene and 
corresponding simulated STM images as reported by Cockayne et. al in ref. [11]. 
For all double vacancy configurations, we indicate decomposing into armchair 
sites. Figures 5-5a-c show the �√3 × √3�𝐑𝐑 30° superstructure occuring with the 
‘eye’ motif in the STM simulations. For all the double ad-atoms, one can find 
fragments of armchair sites in the defect contour but zigzag sites dominate. 
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Apart from interference pattern that extends on either sides of the defect in 
figure 5-5d, the other two defect configurations (figures 5-5e,f) show localized 
states. This validates decomposition of defect sites in figures 5-2, 5-3 and 5-5a-c, 
as containing armchair sites as opposed to zigzag ones. A continuous defect line 
composed of adjacent ad-atom structure in figure 5-5d, has been observed in 
graphene on Ni(111) [14] with only localized states on the line of the defect and 
no �√3 × √3�𝐑𝐑 30° superstructure.  
In all the mentioned cases, the small fragments of an armchair edge in the bulk 
of graphene either serving as a single defect or vacancies do not require the 
wave function to fully vanish, but as we see, the graphene lattice extends beyond 
the fragment. However, this boundary still reinforces quenching of the wave 
function in a way. In a qualitative explanation, the wave function will decay 
beyond the edge but will not vanish completely, manifesting itself as lower 
amplitudes of the wave function in STM images.  
 
 
Figure 5-5: Schematic of double vacancies with armchair sites (left panel) and double ad-atoms 
mainly with zigzag sites (right panel) and their corresponding simulated STM images of graphene 











5.3.3. Multiple ‘point-like’ defects at finite distances 
The idea of a single point defect as double or more sources of scattering can be 
extended to more than one point defect at a finite distance from each other. 
Clearly, new QIPs will be expected for increased defect densities due to 
scattering from multiple and different defects. Results presented by Ruffieux et 
al. [15] and our results presented in section 5.5. demonstrate that areas of high 
defect densities are dominated by the �√3 × √3�𝐑𝐑 30° superstructure and show 
a variety of patterns in STM images, as seen in figure 5-6a. Simulations reported 
show that different patterns are obtained when the position between two 
defects is varied systematically [15] with the defect positions defined by two 
parameters, the relative distance, and an angle varying between 0 and 30°. The 
point-like nature of the scattering defects resulted in the conservation of the 
phase relation only along the connecting line between the two scattering 
centers. For all other directions the geometric phase shifts was seen to vary with 
position. STM calculations on a cell with two vacancies along a connecting line 
(where the phase shift was conserved) yielded four motifs, shown in figure 5-6b-
e, though all of these are characterized by the �√3 × √3�𝐑𝐑 30° superstructure, 
the motifs are remarkably different from one another and for only slight 
variations in the relative positions of the two defects [15]. Slight variations of the 
relative positions of the defects induced strong changes in the patterns. There 
are also other reports in the literature of a variety of motifs [7,16] with 
�√3 × √3�𝐑𝐑 30° symmetry in regions with several defects on graphite.  
 
     
Figure 5-6. (a) STM 𝐼𝐼𝑡𝑡 = 𝑐𝑐𝑐𝑐𝑐𝑐 image recorded at 70 meV of a region of graphite with high defect 
density. (b-e) Calculated spatial maps of |𝜓𝜓(𝒓𝒓)|2 found in the vicinity of a pair of vacancies at 
finite separations (equivalent to 24- 28 rows of carbon atoms) for varying separation between 
defects. The individual images show motifs that can be observed in (a). The scan range for each 
image is 17.5×17.5 Å2 . Adapted from [15].  




5.4. Double/Multiple edges 
5.4.1. Double parallel defect-less armchair edges 
In chapter 4, section 4.5.2., it was demonstrated that scattering at an armchair 
edge in graphene systems, such as mono, bi and trilayer, mixes states travelling 
towards and away from the boundary (i.e. intervalley scattering), and the 
subsequent interference results in an overall wave function which vanishes 
where the graphene sheet ends, and, for small 𝑞𝑞𝑥𝑥𝑥𝑥 (where 𝑥𝑥 is the distance from 
the edge and 𝑞𝑞𝑥𝑥 the 𝑥𝑥-wavevector reflection to the Dirac point), on every third 
row of carbon atoms moving into the interior of the sheet. The combination of 
this nodal pattern and the intrinsic dominant honeycomb (for monolayer) and 
threefold symmetric pattern for few layer graphene, results in the ‘Ribbon’ and 
inverse �√3 × √3�𝐑𝐑 30° superstructures, respectively. These superstructures 
decay moving away from the edge, as de-phasing due to the varying phase 
difference 𝑞𝑞𝑥𝑥𝑥𝑥 of different contributions in the tunnelling energy window 
[0, 𝑐𝑐𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏] becomes increasingly important.  
Now let us consider a second abrupt edge at a finite distance from the first one, 
and geometrically parallel to it. This corresponds to a ribbon structure. If the 
number of C rows between edges is consistent with the requirement of the nodal 
points occurring every third row (i.e. for widths of ribbons equal to 3𝑛𝑛-1, number 
of C rows, where 𝑛𝑛 is an integer), then both edges would perturb the lattice at 
similar nodal points and only one type of superstructure will occur either the 
‘Ribbon’ or the inverse �√3 × √3�𝐑𝐑 30°, for monolayer or multilayer graphene, 
respectively. However, if the number of C rows is not consistent with the nodal 
points (i.e. the width of the ribbon is different than 3𝑛𝑛-1), then QI patterns with 
�√3 × √3�𝐑𝐑 30°  symmetry occurs. In this case, the constraints due to each edge 
meet up and a second QI occurs over and above that due to each edge on its 
own. The most famous motif is the ‘filled hexagon’ introduced earlier in section 
5.2. Another motif which results from this type of interference is the ‘eye’ which 
is frequently observed in the literature. Varieties of these motifs are illustrated in 
figure 5-7. Figure 5-7a schematically shows a monolayer ribbon of different 
widths where the number of C rows are indicated on the side of each ribbon. 
With variation of the ribbons width, the resulting interference motif evolves 
from ‘Ribbon’ to ‘eye’. Same argument holds in figure 5-7b, showing STM 
simulations of monolayer ribbon of different widths. For a two or more than two 
layers of graphene ribbon, as schematically shown in figure 5-7c, ‘filled hexagon’ 
motif is produced when the number of rows is 36. Double interference for other 
number of rows will result into other motifs of �√3 × √3�𝐑𝐑 30° symmetry. This 
is better presented in figure 5-7d, for bilayer ribbons with AA and AB stacking 
simulated with number of C rows varying from 23 to 26. A comparison between 
the two ribbons of different stacking orders and the different resulting 




Figure 5-7: (a,b) Schematics of monolayer and bilayer graphene ribbons of various widths (i.e. 
various number of rows), (c) STM simulations of monolayer graphene ribbons adapted from [17] 
and (d) DFT calculations and STM simulations of bilayer graphene with AA and AB stacking orders. 
The numbers labeling the images indicate the number of rows in the corresponding ribbon. Nodal 
points occur for 3𝑛𝑛-1 rows (e.g. 5, 8, 11, 14, 17, 20, 23, 26, 29, 32). For monolayer and bilayer 
graphene ribbons with widths where nodal points occur, the ‘Ribbon‘ and inverse (√3 × √3)𝑹𝑹 30° 
superstructures occur, respectively. For other widths, motifs of (√3 × √3)𝑹𝑹 30° such as the ‘eye’ 
or the ‘filled hexagon’ occur.   
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5.4.2. Multiple armchair/zigzag edges accompanied by defects 
So far, we have considered several circumstances in which the �√3 × √3�𝐑𝐑 30° 
superstructure occurs; near single defects, near multiple defects, and parallel 
armchair edges in graphene systems. If a second boundary happens to be of a 
zigzag nature, then geometrically it will be inclined at a relative angle of 30, 90 or 
150°. A second boundary that is armchair may be inclined at 60 or 120°. Figure 5-
8a is an example of such a case, showing two armchair and a zigzag edge on a 
bilayer graphene flake deposited on graphite. 
Figure 5-8b shows a bilayer trilayer irregular step of few layer graphene flakes. 
Along with the irregular edges in this case, there are several rather large defects 
present which further increase the possibility of the scattering of carrier charges 
on the surface. Inset of this figure shows a height profile across the lateral step. 
Figure 5-8c is the area on trilayer (indicated in figure 5-8b). This area exhibits 
�√3 × √3�𝐑𝐑 30° superstructure, dominated by ‘filled hexagonal motif’ but the 
‘eye’ is also present. In this region, not only there is an irregular edge but several 
small vacancies, which together give rise to the superstructure covering the full 
area.   
As mentioned in chapters 1 and 4, it is known that while the zigzag edge of 
graphene supports a localized π state on its boundary and gives rise to 
intravalley scattering of extended electronic states, its armchair counterpart 
does not possess the edge state and leads to intervalley scattering of charge 
carriers. Chiral edges (edges containing both zigzag and armchair fragments with 
specific order) are expected to support the edge-localized state at their zigzag 
fragments. However our observations and those reported previously [18-24] do 
not show localized states but are rather characterized by �√3 × √3�𝐑𝐑 30° 
superstructure extended over several nanometers away from the edge [25]. 
Figure 5-8e illustrates DFT STM simulations adapted from [25] which show the 
existence of �√3 × √3�𝐑𝐑 30° superstructure (and the absence of localized state) 




Figure 5-8: (a-c) Constant current images of irregular edges on bilayer and bilayer-trilayer 
graphene supported by HOPG,(a) at 200 and 30 mV, respectively, shows the (√3 × √3)𝑹𝑹 30° 
superstructure mainly with ‘filled hexagon’ and partially the ‘eye’ motifs. The inset in (a) shows 
the larger area of the flake and inset in (b) showing a height profile. (c) shows the indicated area 
on the trilayer in (b). (d) A schematic of a chiral edge mainly focusing on the zigzag part with 
fragments of armchair. (e) DFT STM simulation of a region near a chiral edge (indicated in (d) at 













5.5. Experimental results on �√𝟑𝟑 × √𝟑𝟑�𝐑𝐑 30° superstructure 
In previous sections we tried to rationalize the origin of the �√3 × √3�𝐑𝐑 30° 
superstructure in graphene systems, where the majority of reported cases were 
found on graphite. Furthermore, this superstructure was also observed in mono 
and bilayer graphene on SiC. In line with this argument in this section we show 
that not only �√3 × √3�𝐑𝐑 30° superstructure appears regardless of the nature of 
the underlying substrate (e.g. atomically flat insulators such as NaCl and KBr that 
are ionic or sapphire covalently bonded) but is strongly dependent on the STM 
probing conditions. This dependency has not been addressed in the literature. 
In bilayer graphene, at energies ~ 0.3 eV away from the Dirac point, when the 
second set of bands play a role, QIs are expected to be affected and impact the 
�√3 × √3�𝐑𝐑 30° superstructure. This assumption motivated us to perform a 
systematic study of the energy dependency of the �√3 × √3�𝐑𝐑 30° 
superstructure. We chose to conduct this study in the vicinity of a localized 
defect as the same QI. Interestingly, we found that not only the spatial 
distribution and the intensity of the superstructure vary with the energy but 




5.5.1. �√𝟑𝟑 × √𝟑𝟑�𝐑𝐑 30° Superstructure in graphene on atomically 
flat insulators 
In this section we present several observations of �√3 × √3�𝐑𝐑 30° 
superstructure and associated motifs in the vicinity of various defects. These 
spanned monolayer graphene on sapphire and bilayer graphene on KBr. Though 
no systematic study was conducted at this point, constant current and dI/dV 
images support the observation that �√3 × √3�𝐑𝐑 30° superstructure and its 
motifs are energy dependent.  
Figure 5-9 obtained on monolayer CVD graphene on sapphire reveals a 
superstructure with an ‘eye’ motif. While at 200 mV, the ‘eye’ motif appears 
stronger in the conventional constant current image compared to the dI/dV one 
(which probes strictly states around 200 meV energy), at 300 mV, the ‘eye’ motif 
is stronger in the dI/dV image (which probes the vicinity of the 300 meV energy 
range) than the constant current image (which averages contributions from all 
the energies below and up to 300 meV). Similarly, for bilayer graphene on KBr, 
the ‘filled hexagonal’ motif was observed in the vicinity of a large defect (figure 




                            
 
Figure 5-9: Constant current (a,b) and dI/dV (c,d) images of CVD monolayer graphene transferred 
on sapphire exhibiting the (√3 × √3)𝑹𝑹 30°  superstructure with an associated ‘eye’ motif. (a,c) 




In another measurement on bilayer graphene on NaCl (figure 5-11), the 
�√3 × √3�𝐑𝐑 30° superstructure near a defect appears to have inverted high 
intensive point due to the negative sample biased applied and resembles the 









                             
 
Figure 5-10: Constant current images of bilayer graphene on KBr near a large defect revealing a 
‘filled hexagonal’ motif. (a-d) Recorded at 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= 200, 300, 400 and 500 mV, 𝐼𝐼𝑡𝑡 = 2 nA 
respectively. The (√3 × √3)𝑹𝑹 30°   superstructure weakens and becomes less extended as the 
sample bias and consequently the energy increases. 
 
It was less likely to find suitable defects for graphene on sapphire and on KBr. 
Thus the main study was carried out on the third sample; bilayer graphene on 
NaCl. Figure 5-12 depicts the vicinity of a defect shown partially in figure 5-12a 
and fully in figure 5-12b. These two images are taken at very low biases close to 








             
 
Figure 5-11: Constant current images of bilayer graphene on NaCl near a large defect located at 
the top right corner (not shown). (a,b) recorded at 𝐼𝐼𝑡𝑡 = 2.5 nA, 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= -140 and -120 mV, 
respectively. (b) Is the focused region from (a). (√3 × √3)𝑹𝑹 30°  superstructure is inverted at 
negative sample biases compared to the conventional (√3 × √3)𝑹𝑹 30°  superstructure obtained 
at positive sample biases.  
 
       
 
Figure 5-12: Constant current images of bilayer graphene on NaCl near a defect partly shown in 
(a) and fully shown in (b). Various types of motifs associated to the (√3 × √3)𝑹𝑹 30°  
superstructure are visible nearby the defect in both images. (a,b) recorded at 𝐼𝐼𝑡𝑡 = 1 nA, 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= 60 






5.5.2. �√𝟑𝟑 × √𝟑𝟑�𝐑𝐑 30° Superstructure and its associated motifs 
As mentioned in the previous sections, even a small sized defect in graphene 
around which �√3 × √3�𝐑𝐑 30° superstructure occur, can be decomposed to at 
least two scattering sources. The defect in this study is larger than a single defect 
and consequently it can be decomposed into multiple sites of scattering and 
hence, several degrees of interferences are expected to occur in its vicinity 
leading to different motifs of �√3 × √3�𝐑𝐑 30° superstructure. Figure 5-13a 
reveals various possible motifs of �√3 × √3�𝐑𝐑 30° superstructure. These regions 
are separately shown in figure 5-13 c-g. Note that we performed a test of the 
‘correctness’ of the tip each time when studying interference phenomena: we 
tested that the regular pattern on bilayer (‘threefold’), as in figure 5-13b was 
obtained away from any scattering sources. 
Figure 5-13 shows that the occurrence of the various motifs such as the ‘filled 
hexagon’, ‘Ribbon’, ‘boat’, ‘eye’ and ‘triangular’ are spatially sensitive. In 
previous sections, some of these motifs were introduced and it was discussed 
how they can appear as a consequence of interference from two or more than 
two scattering sources. One can consider such extra degrees of interference 
occurring when each of these interfering wave functions come close at a finite 
distance, resulting in the various motifs observed. Each ‘extra’ scattering source 
changes the amplitude of the wave function. Direct interference of several 
waves, (originating from different scattering sources), all contribute with 
different amplitudes. Amplitude variations result in variation of the motifs. An 
important note here is that all these motifs in figure 5-13, are simultaneously 
present at a given bias.  
In the next sections it will be clearer from quantitative studies that some 
directions of quantum interference are predominantly attributed to these motifs. 
We will also see that the motifs evolve as the sample bias and consequently the 
energy is varied. Not only the motifs evolve, but their spatial distribution and 
their intensity decay with increasing the energy especially up to the point where 






Figure 5-13: (a) Duplicate of figure 5-12a with panels showing regions of various  (√3 × √3)𝑹𝑹 30° 
motifs. (c-g) constant current images taken at 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= 60 mV. (b) Testing the correctness of the tip 
showing regular ‘threefold’ pattern measured 8 nm away from the same defect images taken at 
𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= 600 mV. (c-g) images of various (√3 × √3)𝑹𝑹 30° motifs, extracted from (a).These motifs 
















5.5.3. Evolution with energy of  (√𝟑𝟑 × √𝟑𝟑)𝐑𝐑 30° motifs and their 
spatial distribution  
Figure 5-14, illustrates a series of constant current images recorded at low biases 
taken approximately 1.5 nm below the main defect introduced earlier in figure 5-
12, demonstrating the energy dependent spatial distribution of the interference 
motifs. The stronger intensity in the upper left of the images is due to proximity 




Figure 5-14: Constant current 5 nm ×5 nm images of (√3 × √3)𝑹𝑹 30°  motifs taken ~ 1.5 nm 
below the defect shown in figure 5-12, (a-d) are recorded at 𝐼𝐼𝑡𝑡 = 1 nA, 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= 20, 30, 40 and 50 







Close to the defect the ‘triangular’ motif is most pronounced while further away 
the motif evolves into the ‘filled hexagonal’. At these low energies, one can see 
that the �√3 × √3�𝐑𝐑 30° superstructure extends approximately ~ 6.5 nm from 
the defect; however the intensity of the �√3 × √3�𝐑𝐑 30° superstructure 
diminishes progressively at a given distance away from the defect, i.e. the 
superstructure becomes progressively localised around the defect, as the bias 
voltage increases. Figure 5-15 shows constant current images for sample bias 
voltages from 60 to 800 mV. Constant current images taken at 300 and 400 mV 




Figure 5-15: 4 nm ×4 nm constant current images of (√3 × √3)𝑹𝑹 30° superstructure evolution 
with energy nearby the defect shown in figure 5-12, (a-i) taken at 𝐼𝐼𝑡𝑡 = 1 nA, 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= 60, 70, 80, 










It is evident from the STM results in figures 5-14 and 5-15, that the spatial extent 
of the �√3 × √3�𝐑𝐑 30° superstructure, regardless of the specific motifs, 
decreases drastically with energy, from ~ 6.5 nm at 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= 20-50 mV to less than 
0.5 nm at 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= 800 mV. It is also observed that with the increase in energy, all 
the motifs evolve into the motif ‘eye’ (figure 5-15). These variations are 
quantitatively examined in the next section using Fast Fourier transform of the 
constant current images.  
 
 
5.5.4. �√𝟑𝟑 × √𝟑𝟑�𝐑𝐑 30° Superstructure dependency with energy: 
Fourier transform study 
To better understand the role played by the states belonging to different energy 
bands in the energy dependency of the �√3 × √3�𝐑𝐑 30° superstructure, we 
employed Fourier transform (FT) on constant current images shown in figure 5-
15. As described earlier in section 5-2, the points inside the Brillouin zone give 
information about possible scattering processes and associated quantum 
interferences. The Fourier transform can therefore provide a way of interpreting 
the results more quantitatively. In particular, since it is possible to identify peaks 
in the Fourier transform that are associated with the �√3 × √3�𝐑𝐑 30° 
superstructure, it would be informative to look at how the amplitude of those 
peaks varies with energy; smoothly, or is there an abrupt change at the onset of 
the second band? We examine this by looking at the ratio of the �√3 × √3�𝐑𝐑 30° 
peaks to the atomic lattice amplitude. For higher accuracy we performed the 
Fourier transform on same area for all images which were scaled to 4 nm× 4 nm 
with 1024× 1024 sampling points.  
Figure 5-16 summarizes energy dependent FTs presented in the same order as in 
figure 5-15. In figure 5-16a, bright points circled in red relate to the �√3 × √3�𝐑𝐑 
30° superstructure and the ones circled in green atomic relate to the lattice, this 
applies to all the other images. Inspection of figure 5-16 shows that the intensity 
of the FT points related to the �√3 × √3�𝐑𝐑 30° superstructure decay with 
increasing energy faster than those related to the atomic lattice. The variations 
with energy of these intensities are depicted in figure 5-17; there by ‘all’ we 
mean the addition of intensities related to points A,B,C and D,E and F while by 
‘2*all’, we mean addition of all the six points of the superstructure and the six 
points of the atomic lattice, this assumes that 𝐹𝐹(𝒌𝒌) = 𝐹𝐹∗(−𝒌𝒌), where 
𝐹𝐹(𝒌𝒌) = 1
(2𝜋𝜋)3 ∫ 𝐹𝐹(𝒓𝒓)𝑐𝑐
−𝑏𝑏𝒌𝒌.𝒓𝒓𝑑𝑑𝑑𝑑 (i.e. the equivalence of the opposite points in the FT 




Figure 5-16: (a-i) Energy dependent FT of images from figure 5-15, following the same order, i.e. 
corresponding to 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= 60, 70, 80, 100, 200, 500, 600, 700 and 800 mV, respectively.  
 
 
It is clear that from 60 to about 300 meV, the sum amplitude of all the twelve 
points drops fast and that beyond 300 meV, the decay is slower. This behaviour 
is similar for the sum of all the points related to the superstructure, and those 
corresponded to the lattice. However, as shown by figure 5-17b, the decay for 
the superstructure amplitudes is more significant than those for the lattice. 
Figure 5-17c depicts the evolution of the relative amplitudes. The black and red 
curves show the ratio of the sum amplitude of the points from the 
superstructure to those of the lattice and to ‘all’, respectively, while the blue 
curve shows the ratio of the sum amplitude of the lattice to ‘all’. Comparison of 






















Figure 5-17: (a) Labelling of points used for quantitative determination of amplitude decay with 
energy. Energy dependent amplitudes (b) and ratios of amplitudes (c) extracted from FT of images 
in figure 5-15. (d) Band structure of AB bilayer graphene, solid green line represents the onset of 
the second set of bands, the dashed green line is at a given energy above the onset, schematically 
showing the contribution of the wave functions related to the second sets of bands. (d) Adapted 
from [26].  
 
 
From discussions in chapter 4, for bilayer graphene at zero energy, the wave 
function corresponding to 𝐴𝐴1 and 𝐵𝐵2 sublattices have an amplitude of 1 while for 
the other two (𝐴𝐴2 and 𝐵𝐵1 ), the amplitude is 0. As the energy increases, in the low 



















function corresponding to 𝐴𝐴1 and 𝐵𝐵2 start to decrease from 1 and that for the 
other two (𝐴𝐴2 and 𝐵𝐵1), start to grow from 0. The dominating behavior of 𝐴𝐴1 and 
𝐵𝐵2 gives rise to the ‘threefold’ symmetry instead of the ‘honeycomb’.  At these 
low energies, the presence of a scattering source (e.g. armchair edge) and the 
subsequent interference results in an overall wave function which vanishes on 
every third row of carbon atoms. The resulting superstructure decays on moving 
away from the scattering source, as de-phasing due to the varying phase 
difference 𝑞𝑞𝑥𝑥𝑥𝑥 of different contributions in the energy window [0, 𝑐𝑐𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏] 
becomes increasingly important. Note that this requirement only applies to the 
wave functions corresponding to first set of energy bands. Still in the low energy 
regime, in the presence of at least an ‘extra’ source of scattering, �√3 × √3�𝐑𝐑 
30° superstructure occurs and an ‘extra’ requirement is imposed on the overall 
wave function.  As the second pair of bands at energies ~ 380 meV start to play a 
role [26], the wave functions corresponding to these bands start to contribute in 
the overall wave function too. The higher the energy from the onset of the 
second bands, the higher the contribution of the corresponding wave functions. 
Note that the wave functions corresponding to higher energy bands are not 
affected by the requirements imposed on the wave functions corresponding to 
the lower energy bands. Therefore, in the overall wave function of the system, 
the nodal patterns will start to wash out. The almost abrupt decay of the 
�√3 × √3�𝐑𝐑 30° superstructure at ~ 300 meV is directly a consequence of the 
contribution of the second set of bands. We will see later in this section that the 
associated motifs of the �√3 × √3�𝐑𝐑 30° superstructure also follow similar 
decay with increase in energy.  
We expect that for a backscattering process, waves propagating in opposite 
directions are equivalent to large momentum scattering between opposite 𝐾𝐾 
points. Using the masking technique in FT, we examined the role of intervalley 
scattering between 𝐾𝐾 points that correspond to A, B and C pairs and found 
relationship between these scatterings and the associated motifs of the  
�√3 × √3�𝐑𝐑 30° superstructure. When the reverse FT is performed on each two 
𝐾𝐾 points, it would give rise to a QI pattern [27]. For this, we masked each pair of 
points related to the superstructure and took the resulting images as shown in 
figure 5-18c-e. Simultaneously, we extracted the difference image (figure 5-18f-
h) from the main image (figure 5-18a). This procedure was carried out for images 
in figure 5-12 with Vbias= 60, 70, 80, 100 mV. Here we present the results for 
Vbias= 70, 100 mV, representatively. The constant current images in the black 
frame in figure 5-18 from left to right are main images at Vbias=  70 and 100 mV. 
Those in the red frame from top to bottom are inverse FT images resulted by 
masking A, B and C pairs. The insets of these images show the selected pairs in 
the corresponding FT images. Figure 5-18f-h, are difference images resulted from 
masking A, B and C pairs at 70 mV, respectively. Figures 5-18i-k are difference 
images at 100 mV.  
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When the reverse FT was performed on each pair, the QI resulted in 1D periodic 
lattice with wavelength λ𝐹𝐹 = 3.69 Å located perpendicular to the scattering 
direction (figure 5-18c-d), independent of the sample bias. The difference images 
where the result of removing QI between A, B and C pairs from the main image. 
A visual comparison between figures 5-18a and f, shows that the ‘Ribbon’ motif 
is almost unchanged, the ‘boat’ is evolved into another pattern, the ‘triangular’ 
motif has missing amplitudes, the ‘filled hexagon’ motif is less intense and the 
‘eye’ motif is unchanged. In a comparison between figure 5-18a and g, the 
‘Ribbon’, the ‘boat’ and the ‘filled hexagon’ motifs are unchanged, the ‘eye’ 
motif is less intense and the ‘triangular’ motif is evolved to a motif resembling 
the ‘eye’. Comparison between figures 5-18a and h shows the ‘Ribbon’ motif 
evolved into almost a ‘honeycomb’, the ‘boat’, the ‘filled hexagon’ and the ‘eye’ 
motifs are unchanged and the ‘triangular has a stronger ‘filled hexagon’ 
superimposed on top. Similar evolutions are observed for figure 5-18b at 
Vbias=100 mV, as shown in figures 5-18i-k. Results for Vbias=60, 80 mV are in 
agreement with the above description and presented in Appendix 3. These 
observations show that some motifs, such as the ‘filled hexagon’, the ‘eye’ and 
the ‘triangular’, are quite robust to the absence of a scattering process in one 
direction. However for motifs such as the ‘boat’ and the ‘Ribbon’, the presence 
of scattering between two given 𝐾𝐾-points has dominating effect on these motifs. 
Scattering between A points, is a dominant process for the presence of the ‘boat’ 
motif. However, in the absence of scattering between B and C points, there are 
small variations in the intensity of the motif with respect to the presence of all 
three scattering processes. Scattering between C points, is a dominant process to 
give rise to the ‘Ribbon’ motif, again in the absence of scattering between B and 
A points, the intensity of this motif has small variations with respect to the 
presence of all the scattering processes. In the absence of these scattering 
processes, the mentioned motifs evolve into another pattern with the same 
periodicity. From the results above, independent of the energy, all three 
scattering processes between A, B and C points are significantly and equally 
important for most of the motifs associated to �√3 × √3�𝐑𝐑 30° superstructure, 
and in some cases, a scattering process has a dominant effect on a motif.  
For motifs that equally rely on all three scattering processes, the energy 
dependency behaviour follows the red curves in figures 5-17b,c. Let us see the 
energy dependency of the motifs that rely more on a specific scattering process 
such as the ‘Ribbon’ and the ‘boat’ that were more dependent on scattering 
between C and A points. Figure 5-19 shows energy variation of the amplitudes of 





Figure 5-18: Constant current images (a,b) at 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏=70 and 100 mV, inverse FT (c-e) with insets 
labelling the scattering processes masked and the resulting difference images (f-h) at 70 and (i-k) 






















As seen in figure 5-19a, the amplitude of each pair decays fast with energy from 
60 to 300 meV, with almost an abrupt decay at the onset of ~ 300 meV in line 
with discussion provided for the decay of the �√3 × √3�𝐑𝐑 30° superstructure. 
Among these pairs, the amplitude of A points are relatively faster than C points 
and those faster than B points. This is in agreement with observations from 
figure 5-15, where the ‘ribbon’ and the ‘boat’ motif decayed faster with energy 
than the other motifs. The ratios of these amplitudes with respect to ‘all’ and to 
the lattice points also decay with energy faster before 300 meV and much slower 




Figure 5-19: (a) Labelling of points used for quantitative determination of amplitude decay with 
energy. Energy dependent amplitudes (a) and ratios of amplitudes (b,c) extracted from FT of 



















While �√3 × √3�𝐑𝐑 30° superstructure is one of the most common modulations 
of the wave function in the bulk and near the edges of graphene systems, 
observed in STM measurements, it is yet unclear why this superstructure 
appears so often. In this chapter, we tried to rationalize a general reasoning for 
the appearance of this superstructure. From a review of literature and our own 
results, we attributed the origin of �√3 × √3�𝐑𝐑 30° superstructure to the 
presence of at least two sources of scattering in graphene surfaces, where these 
two sources could be a point defect or two edges at a finite distance (several 
number of rows) from each other. Furthermore, additional sources of scattering, 
situations like large defects, defects near an edge, or several defects at a finite 
distance from each other would lead to extra degree of interference and 
consequently the �√3 × √3�𝐑𝐑 30° superstructure with various motifs. In a 
systematic study on bilayer graphene, we demonstrated that the spatial 
distribution and intensity of this superstructure and its associated motifs decay 
with increase in energy. At a given energy in the low energy regime (where only 
the first set of bands are involved), various motifs associated with the 
�√3 × √3�𝐑𝐑 30° superstructure were observed. From the constant current 
images and the FT performed on these images, it was shown that at low energies 
up to 300 meV, the spatial distribution and the intensity of the superstructure 
and its motifs decayed abruptly with the energy while at the onset of ~ 300 meV 
where the set of second bands play a role, the decay became significantly slower. 
It was further demonstrated the three scattering processes occurring at opposite 
𝐾𝐾 points in the Brillouin zone have almost equal effect on the presence of most 
of the motifs associated with the �√3 × √3�𝐑𝐑 30° superstructure while some 
scattering processes have a dominating effect on the appearance of the few 













[1] J.P. Rabe, M. Sano, D. Batchelder and A.A. Kalatchev, J. Microsc. 152 (1988) 573.  
[2] G. M. Shedd and P. E. Russell,  Surf. Sci. 266 (1-3), 259 (1992). 
[3] H. A. Mizes and J. S. Foster, Science 244 (4904), 559 (1989). 
[4] Wang et al. / Surf. Sci. 600 (2006) 729–734 
[5] P. Ruffieux, O. Groning, P. Schwaller, L. Schlapbach, P. Groning, Phys. Rev. Lett., 84: 
4910 (2000) 
[6] E. Cockayne, G. M. Rutter, N. P. Guisinger, J. N. Crain, P. N. First, J. A. Stroscio, Phys. 
Rev. B 83, 195425 (2011) 
[7] M. Ziatdinov, S. Fujii, K. Kusakabe, M. Kiguchi, T. Mori, and T. Enoki, Phys. Rev. B 89, 
155405 (2014) 
[8] A.V. Krasheninnikov, V.F. Elesin, Science 454–456 (2000) 519–524,  
[9] P. Nemes-Incze, L. Tapaszto, Al. Darabont, Ph. Lambin, L.P. Biro´, Carbon 47 (2009) 
764 –768  
[10] P. Mallet, F. Varchon, C. Naud, L. Magaud, C. Berger, and J.-Y. Veuillen, Phys. Rev. B 
76, 041403R (2007) 
[11] E. Cockayne, Phys. Rev. B 85, 125409 (2012) 
[12] G. M. Rutter, J. N. Crain, N. P. Guisinger, T. Li, P. N. First, J. A. Stroscio, Science 317, 
219 (2007) 
[13] L. Simon, C. Bena, F. Vonau, D. Aubel, H. Nasrallah, M. Habar and J. C. Peruchetti, 
Eur. Phys. J. B 69, 351–355 (2009) 
[14] Jayeeta Lahiri, You Lin, Pinar Bozkurt, Ivan I. Oleynik & Matthias Batzill, Nature 
Nanotech., Vol. 5 (2010) 326 
[15] P. Ruffieux, M. Melle-Franco, O. Gröning, M. Bielmann, F. Zerbetto, and P. Gröning, 
Phys. Rev. B 71, 153403 (2005) 
[16] B. Eren, D. Hug, L. Marot, R. Pawlak, M. Kisiel, R. Steiner, D. M. Zumbuhl, E. Meyer, 
Beilstein J. Nanotechnol. (2012), 3, 852–859, 
[17] H. Huang, D. Wei, J. Sun, S. L. Wong, Y. P. Feng, A. H. Castro Neto,  A. T. S. Wee, Sci. 
Rep 00983. 2012 
[18] T. Enoki, EPJ Web of Conferences, Volume 23, 2012 
[19] A. Mahmood, P. Mallet, J. Y. Veuillen, Nanotechnology 23 (2012) 055706,  
[20] Y. Niimi, T. Matsui, H. Kambara, K. Tagami, M. Tsukada, H. Fukuyama, Phys. Rev. B 
73, 085421 (2006) 
[21] Y. Kobayashi, K. Fukui, T. Enoki, K. Kusakabe, Y. Kaburagi, Phys. Rev. B 71, 193406 
(2005),  
[22] Y. Kobayashi, K. Fukui, T. Enoki, K. Kusakabe, Phys. Rev. B 73, 125415 (2006)  
[23] K. Sakai, K. Takai, K. Fukui, T. Nakanishi, T. Enoki, Phys. Rev. B 81, 235417 (2010) 
148 
 
[24] Y. Hernandez, V. Nicolosi, M. Lotya, F. M. Blighe, Z. Sun, S. De, I. T. McGovern, B. 
Holland, M. Byrne, Y. K. Gun'Ko, J. J. Boland, P. Niraj, G. Duesberg, S. Krishnamurthy, R. 
Goodhue, J. Hutchison, V. Scardaci, A. C. Ferrari, J. N. Coleman, Nature Nanotech., 3, 
(2008) 
[25] M. Ziatdinov, S. Fujii, K. Kusakabe, M. Kiguchi, T. Mori, T. Enoki, Phys. Rev. B 87, 
115427 (2013) 
[26] A. B. Kuzmenko, I. Crassee, D. van der Marel, P. Blake K. S. Novoselov, Phys. Rev. B 
80 165406 (2009) 
[27] H. Yang, A. J. Mayne, M. Boucherit, G. Comtet, G. Dujardin and Y. Kuk, Nano Lett. 10 
(2010) 943 








Chapter 6  
Graphene on ionic surfaces  
6.1. Graphene on ionic surfaces, why and how 
Crystalline ionic insulators are atomically flat and due to their ionic nature they 
can be used to provide charge distributions that could be, in principle, custom 
tailored and utilized to create subsurface potentials when in combination with 
suitable overlayers. Graphene systems can benefit from such a strategy as mono- 
and few-layer graphenes, due to their low carrier density at normal doping 
levels, cannot completely screen such substrate-induced, subsurface potentials 
which can then be seen as potential barriers by their electrons. KBr and NaCl are 
cleavable ionic crystals, with large, atomically flat terraces that are naturally 
decorated with local nanostructures, such as step edges and geometric pits upon 
cleavage. Alternatively, nanostructures such as lines and rectangular pits can be 
created with atomic precision on the surfaces of these crystals by electron beam 
irradiation in vacuum [1-3]. In a previous work from the group [4], we 
demonstrated that step edges, pits and other nanostructures of ionic crystals can 
create sizeable electrostatic potentials [4], which require at least four layers of 
graphene to have them substantially screened. These ionic step edges have the 
tendency to evolve in the presence of atmospheric humidity, but working under 
controlled environment (as described in chapter 3, or in even tighter conditions, 
such as in a glove box where air is first pumped out and inert gas then is 
introduced) minimizes such practical problems. Further annealing in vacuum can 
allow for step edge reconstruction. Geometrically well-defined nanostructures 
such as regular pits, an example of which is provided in this chapter, through the 
closed potential distribution that they produce can be treated as sources of 
quantum confinement that modulate the wave function of graphene fermions. In 
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this chapter, we probe bi- and trilayer graphene subjected to a rectangular 
potential distribution (i.e. confined from both in-plane directions), as well as to 
other irregular potential distributions, by using STM and STS. STS allowed us to 
map the local density of states in such graphene systems and record its variation 
around the localised potential distributions.  
Another important feature of the proposed ionic surfaces is their flatness at the 
atomic level on large scale. Unlike hexagonal boron nitride (hBN), a popular 
substrate candidate for graphene devices with high mobility, the crystal structure 
of these ionic substrates is cubic; moreover, the lattice mismatch between the 
two is much larger (e.g. 5.64 Å lattice constant of NaCl, as compared to 2.46 Å for 
graphene) than the values for hBN. Local electronic studies of graphene on hBN 
demonstrate periodic modulations longer than the atomic periodicity of 
graphene that result in distinct moiré patterns, or hexagonal superlattices of 
electronic origin [5]; the periodicity of these superlattices increases by 
decreasing the rotational mis-alignment between graphene and hBN. By analogy 
with hBN, KBr and NaCl could serve as an insulating substrate capable to induce 
superlattices at various crystallographic orientations. Hence, here, for the first 
time, we reveal, by STM, a 1D superlattice that emerged from bilayer graphene 
interacting with the (100) surface of KBr. 
This chapter is organised as follows: a theoretical framework for quantum 
confinement at potential barriers in graphene monolayer and bilayer is 
presented, and theoretical expressions for the wave functions in the presence of 
an external potential are determined in section 6.2 (this work can be further 
extended for a full calculation of resonant states between double tunnelling 
barriers, and then within a fully confining, 2D potential). In section 6.3, 
experimental results from a supporting Kelvin probe study in which the author 
was involved are summarised; these give experimental evidence that 
nanostructured ionic surfaces induce sizeable potential modulations in overlaid 
graphene layers, while a model based on the Discrete Dipole Approximation 
(DDA) [16] is used to obtain a qualitative insight into the magnitude and extent 
of these potentials induced within a graphene sheet. Section 6.4 presents STM 
and STS results on bilayer and trilayer graphene positioned over regular and 
irregular pits in NaCl, highlighting the emergence of localised states in the energy 
spectrum of the local density of states around these potential distributions. 
Finally, in section 6.5 experimental results reveal a 1D superlattice obtained from 
bilayer graphene on KBr.  
 
6.2. Quantum confinement at potential barriers 
Let us consider a massless Dirac fermion in monolayer graphene incident from 




𝑉𝑉(𝑥𝑥) = �𝑉𝑉0       
|𝑥𝑥| < 𝑎𝑎
0         |𝑥𝑥| > 𝑎𝑎       (6.1) 
 
with positive energy, and under an angle ϕ. By a stepwise potential we mean 
that the electron wavelength 𝑘𝑘−1 is much larger than the typical spatial scale of 
the potential 2𝑎𝑎 (much larger than the size of the unit cell) [6]. With this 
assumption the solution in each region is given by traveling waves proportional 
to 𝑒𝑒±𝑖𝑖𝑘𝑘𝑥𝑥𝑥𝑥𝑒𝑒±𝑖𝑖𝑘𝑘𝑦𝑦𝑦𝑦  where 𝑘𝑘𝑥𝑥 and 𝑘𝑘𝑦𝑦 satisfy the dispersion relation: 
 










≡ 𝑘𝑘2 = �𝑘𝑘𝑥𝑥2 + 𝑘𝑘𝑦𝑦2�         |𝑥𝑥| > 𝑎𝑎
   (6.2)  
 
where 𝑘𝑘 denotes the wave vector corresponding to |𝑥𝑥| > 𝑎𝑎 , while 𝑞𝑞 denotes the 
wave vector corresponding to |𝑥𝑥| < 𝑎𝑎. At the potential jump the momentum in 
the 𝑦𝑦-direction is conserved, so that the new angle 𝜃𝜃 is related to the wavevector 
𝑞𝑞 by: 
 
𝑘𝑘𝑦𝑦 = 𝑞𝑞𝑦𝑦     →      𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘ϕ = 𝑞𝑞𝑘𝑘𝑘𝑘𝑘𝑘𝜃𝜃      (6.3) 
 
From the Hamiltonian in (6.2), the components of the wave functions 
corresponding to regions 1 and 2 (as labelled in figure 6-1) are related:  
 
 �
ψ2 = 𝑘𝑘𝑠𝑠𝑘𝑘(𝐸𝐸 − 𝑉𝑉0)𝑒𝑒
𝑖𝑖𝑖𝑖ψ1          |𝑥𝑥| < 𝑎𝑎      
ψ2 = 𝑘𝑘𝑠𝑠𝑘𝑘(𝐸𝐸)𝑒𝑒
𝑖𝑖ϕψ1             |𝑥𝑥| > 𝑎𝑎
     (6.4) 
 
and since there is no potential in the 𝑦𝑦-direction, we can write the solution as 
ψ(𝑥𝑥, 𝑦𝑦) = ψ(𝑥𝑥)𝑒𝑒𝑖𝑖𝑘𝑘𝑦𝑦𝑦𝑦. The solutions in the three space regions delimited by the 
potential barrier are given in figure 6-1, where 𝑢𝑢 = 𝑘𝑘𝑠𝑠𝑘𝑘(𝐸𝐸),  𝑢𝑢′ = 𝑘𝑘𝑠𝑠𝑘𝑘(𝐸𝐸 −
𝑉𝑉0),  𝑘𝑘𝑥𝑥 = 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘ϕ , 𝑞𝑞𝑥𝑥 = 𝑞𝑞𝑘𝑘𝑘𝑘𝑘𝑘𝜃𝜃. Note that the wave components travelling to the 
left do so at an angle 𝜋𝜋 − ϕ  or 𝜋𝜋 − 𝜃𝜃. From the requirement that the wave 
function is continuous at 𝑥𝑥 = ±𝑎𝑎 one can determine the coefficients 𝑏𝑏1,𝑎𝑎2, 𝑏𝑏2 
and 𝑎𝑎3. 𝑏𝑏1 and 𝑎𝑎3 are reflection and transmission coefficients and are related 





𝑢𝑢𝑢𝑢′[𝑒𝑒−2𝑖𝑖 𝑞𝑞𝑥𝑥𝑎𝑎 cos(ϕ+𝑖𝑖)+𝑒𝑒2𝑖𝑖 𝑞𝑞𝑥𝑥𝑎𝑎 cos(ϕ−𝑖𝑖)]−2𝑖𝑖sin(2𝑞𝑞𝑥𝑥𝑎𝑎)
    (6.5) 
 
From equation (6.5), reflection is zero for normal incidence. Additionally at some 
angles where  𝑞𝑞𝑥𝑥𝑎𝑎 = 𝑁𝑁𝜋𝜋/2 (𝑁𝑁 is an integer), reflection is zero and one obtains 




Figure 6-1:  Graphene at a stepwise potential of amplitude 𝑉𝑉0; components of the wave function 




For an 𝐴𝐴𝐴𝐴 stacked graphene bilayer at a npn junction (described as a potential 
barrier), one can obtain explicit expressions for the wave function in each space 
region. Starting with the low energy Dirac like Hamiltonian for bilayer (see 
chapter 1 section 1.2.2.), where only two energy bands are involved, at the same 
potential as in (6.1) one obtains:  























ψ𝑖𝑖          |𝑥𝑥| > 𝑎𝑎
    (6.6) 
 





≡ 𝑘𝑘2 = �𝑘𝑘𝑥𝑥2 + 𝑘𝑘𝑦𝑦2�     →     𝑘𝑘𝑥𝑥2 = ±
2𝑚𝑚|𝐸𝐸−𝑉𝑉0|
ħ2
− 𝑘𝑘𝑦𝑦2   (6.7) 
      
If we take the minus sign, then 𝑘𝑘𝑥𝑥2 is negative, and 𝑘𝑘𝑥𝑥 = ±𝑘𝑘κ𝑥𝑥  therefore the 
modes are exponentially growing and decaying modes 𝑒𝑒±𝑖𝑖κ𝑥𝑥𝑥𝑥 (evanescent 
modes). If we take the plus sign in (6.7), then the modes might be propagating 
(𝑒𝑒±𝑖𝑖𝑘𝑘𝑥𝑥𝑥𝑥) or evanesce depending upon how large 𝑘𝑘𝑦𝑦 is, where 
 
�
𝑞𝑞 = �2𝑚𝑚(𝑉𝑉0 − 𝐸𝐸)/ħ            |𝑥𝑥| < 𝑎𝑎      
𝑘𝑘 = √2𝑚𝑚𝐸𝐸/ħ                    |𝑥𝑥| > 𝑎𝑎
     (6.8) 
 
𝑘𝑘 and 𝑞𝑞 are the wave vectors for propagating modes in |𝑥𝑥| > 𝑎𝑎  and  |𝑥𝑥| < 𝑎𝑎, 
respectively. Figure 6-2 illustrates the solutions in the three space regions, where 
κ𝑥𝑥 = 𝑘𝑘�1 + 𝑘𝑘𝑘𝑘𝑘𝑘2ϕ, η𝑥𝑥 = 𝑞𝑞√1 + 𝑘𝑘𝑘𝑘𝑘𝑘
2𝜃𝜃, 𝑚𝑚 = (�1 + 𝑘𝑘𝑘𝑘𝑘𝑘2ϕ − 𝑘𝑘𝑘𝑘𝑘𝑘ϕ)2 and  






Figure 6-2:  Bilayer graphene at stepwise potential of amplitude 𝑉𝑉0, showing propagating and 




Now the coefficients 𝑎𝑎𝑖𝑖, 𝑏𝑏𝑖𝑖, 𝑘𝑘𝑖𝑖 and 𝑑𝑑𝑖𝑖 have to be found from the continuity of 
ψ𝑖𝑖(𝑥𝑥) and the derivative 𝑑𝑑ψ𝑖𝑖/𝑑𝑑𝑥𝑥 at the points 𝑥𝑥 = ±𝑎𝑎, while |𝑎𝑎3|
2 = 1 − |𝑏𝑏1|2 
holds due to conservation of current. For the case of normal incidence 
ϕ = 𝜃𝜃 = 0, one can solve the problem analytically. The transmission coefficient 





       (6.9) 
 
Obtaining the general form of the wave function considering all regions by 
analytical methods is not straightforward while numerical methods require 
definition of the variables like energy values as an input otherwise the 
coefficients would be generated as very long terms and impossible to simplify 
analytically. The expressions for reflection or transmission can be found through 
mathematical pseudoinverse method once the system of equations is written as 
one matrix. If the general form of the wave function is found, for a wave incident 




/𝐴𝐴 over occupied 
eigenstates of the corresponding Hamiltonian to find the density of states, where 
𝐴𝐴 is the area of the bilayer. Similar state exists for a wave incident from the right.  
Well-defined pits on the ionic substrates can be modelled as successive barriers 
inducing local electrostatic potential in the overlaying few layer graphene. Figure 
6-3 shows schematics of the potential barriers that would be associated with this 
pit structure. The geometry of this pit resembles a quantum box, where quantum 
confinement occurs in plane (in 2D) modifying the wave function of the system. 
Since graphene itself is a 2D material, there is no further degree of freedom to be 
confined in 𝑧𝑧 (considering ideal flat sheet with no corrugation). One can treat this 




along the 𝑥𝑥 direction and two barriers along the 𝑦𝑦 direction, as shown by the 
green and blue dashed lines in figure 6-3. At large enough 𝐿𝐿𝑥𝑥 and 𝐿𝐿𝑦𝑦, the 
existence of the barriers along the 𝑥𝑥 direction should not impact the ones along 
the 𝑦𝑦 direction. This would simplify the model while not changing the physics of 
the problem. For 𝐿𝐿𝑥𝑥 and 𝐿𝐿𝑦𝑦 on the scale of a few nanometers, such a 
simplification of the model should be done cautiously. Our experimental case 
that will be presented in section 6.4., shows that for 𝐿𝐿𝑥𝑥 and 𝐿𝐿𝑦𝑦 ~ 5nm and at 
very low energies the barriers along 𝑥𝑥 and 𝑦𝑦 directions start to impact one 
another. Simulation of such a situation is complicated and is left for future work. 
One expects that for a potential barrier, the wave function to be most influenced 
inside the barrier region than before or after the barrier. The barriers in the pit 
configuration are a local electrostatic potential and not a step edge. The effective 
width of the barrier in plane depends directly on the lateral extension of the local 
potential. Therefore at a given energy, the modulations of the graphene wave 
function depend on the magnitude and the lateral extent of this potential that 
decays with distance on r, i.e. with increasing the number of layers in few-layer 
graphene. In the absence of screening, the magnitude and lateral extension of 
the potential decays and increases, respectively, from the first to the third layer 
in the trilayer, as shown schematically in figure 6-4.   
In the presence of screening, the magnitude of the potential will further decay 
from the first layer to the third layer within the trilayer due to the induced 
charge imbalance between the layers. Thomas-Fermi approximation (see 
Appendix 1) describes the total potential of a point charge as 𝑄𝑄
𝑟𝑟
𝑒𝑒−𝑘𝑘0𝑟𝑟, a 
coulombic form multiplied by an exponential damping factor that reduces the 
potential to a negligible size at distances greater than order 1/𝑘𝑘0, where 𝑘𝑘0 is of 
the order of 𝑘𝑘𝐹𝐹. For graphene, screening [7-9] is known to be complex on 
account of the unusual and strongly thickness-dependent electronic structure 
even in the case of large equipotential graphene areas [10,11], whilst in our case 
the local electrostatic source means lateral variations are relevant [12] and 
special theoretical implementations are needed to model the screening. A 
computational, Thomas-Fermi-based screening model was developed in our 
group [13] and used to explain spectroscopic measurements of surface potential 
variations, generated by linear distributions of subsurface charges, as a function 
of the distance z above the surface, taken above layers of graphene of various 






Figure 6-3: (a) Schematics of 2D potential barrier induced on graphene by pit nanostructure from 





               
Figure 6-4: (a) Schematics of expected local electrostatic variations from monolayer to trilayer 
graphene in the absence of screening effect. As the number of layers increase, the magnitude and 
lateral extension of the potential decrease and increase respectively. (b) Schematics of the 
electrostatic field 1/𝑟𝑟 and in plane decay from points a to b in 1st layer graphene, a’ to b’ in 2nd 






monolayer bilayer trilayer 
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6.3. Local electrostatic potential 
6.3.1. Polar step edges and generated local potentials 
The magnitude of the potential that can be generated by step-edges on ionic 
crystalline surfaces depend on the precise atomic structure of these edges. 
Therefore knowing or having a model for such an atomic structure would allow 
one to predict and quantify effects. Recent work in our group, using Kelvin probe 
microscopy [4, 13], non-contact AFM [14], and Thomas-Fermi modelling of 
screening of local potential distributions in mono and few-layer graphene [13], 
showed that step edges, pits and other nanostructures in the surface of ionic 
crystals such as KBr and NaCl can create sizeable electrostatic potentials, 
estimated to reach about 0.3-0.5 eV at the level of the first graphene layer in 
contact with the substrate.   
Further, non-contact atomic AFM imaging of step edges on NaCl and KBr 
revealed several types of edge configurations that can lead to polar charge 
distributions, as shown in figure 6.5. Such surfaces were obtained by cleavage 
under flow of inert gas, and then they were left under such a flow for a period of 
time of one to several hours, mimicking time lapse for the fabrication of the 
graphene/ionic insulator hybrid structures. The substrates were then annealed in 
vacuum at moderated temperatures, of ~ 150 ℃, which might have induced 
some edge reconstruction. Figure 6-5a shows the image of a corner of a squared 
feature in an ionic substrate – the corner presents an uncompensated charge 
(shown with arrow), where the electrostatic potential is larger than along the 
edge. Atomic scale periodicity of this substrate is 2.45 Å. The edges here are non-
polar (i.e they do not carry net charge), and therefore they are not expected to 
produce a strong electrostatic potential, as suggested by density functional 
theory calculations performed in the group. Figure 6-5b shows the non-contact 
AFM image of an edge with many defects, leading to an overall polar edge. In 
general, cleavage of an ionic crystal could lead to high index steps as a result of 
strain in the crystal; these can only be obtained through a succession of polar 
kinks bridging small sections of non-polar edges, meaning that at the intersection 
of those there is always uncompensated charge where the potential is increased. 
Along the edge from figure 6-5b there is quite a large density of defected sites, 
making the edge charged (polar). Perhaps the most promising and interesting 
edge configuration is that shown in figures 6-5c,d presenting edges with a large 
density of foreign species (an example of which is shown with arrow), which 
appear larger in size due to them carrying a larger ionic charge.  Such species are, 
for example, charged impurities found as dopants in ionic crystals, such as Mg2+ 
or Ca2+. This accumulation of uncompensated, high ionic charge dopants make 
the edge, which otherwise has a well-defined, high symmetry direction (such as 




   
Figure 6-5:  (a-d) Non-contact AFM images (courtesy of Dr. Adelina Ilie) of edge configurations at 
ionic substrates, (a) non-polar, (b) polar and (c,d) hosting large density of foreign species [14]. (e) 











non-contact AFM investigations on the same graphene-step edge configuration, 
which is work in progress currently in our group, would directly inform on the 
relationship between specific charge distributions and the resulting potential 
distributions. In general, we would like to tune the dopant density in the crystal 
so that we can produce frequent polar edges, with foreign dopant impurities 
decorating them with a controlled density. 
An alternative edge configuration results from the exposure of the crystal to 
ambient conditions leading to rounding of the step edges, and an evolution 
dependent on the humidity level. In conditions of moderate humidity (< 50%) 
there is preferential dissolution of the cations in the adsorbed water layer and 
their segregation in the step edge vicinity creates identical dipoles [15] that 
decorate the steps and would point towards an overlaying graphene sheet. 
Figure 6-5e depicts schematically such a hydrated edge.  
 
 
6.3.2. Estimations of the local electrostatic potential  
We would like to now give estimations of the expected magnitude of such local 
potential modulations that can be induced within the graphene sheets by 
subsurface potentials generated by the nanostructured ionic surfaces. Let’s 
consider a hydrated edge as described in figure 6-5e: this can be modelled in first 
approximation as a linear distribution of localised dipoles. The method of 
discrete dipole approximation (DDA) [16] can provide a first level estimation, not 
including quantum effects of the polarization effect such dipoles can induce in 
graphene.  
According to DDA, the local atomic dipole 𝒑𝒑𝑖𝑖 induced on the C atom located at 𝒓𝒓𝑖𝑖 
is related to the local source electric field (as generated by the ionic substrate, in 
our case) through the polarizability of the graphene sheet [16]:  
 
𝒑𝒑𝑖𝑖(𝒓𝒓𝑖𝑖) = 𝜶𝜶𝐶𝐶(𝒓𝒓𝑖𝑖).𝐸𝐸(𝒓𝒓𝑖𝑖)       (6.10) 
 
DDA has been successfully used to calculate polarizabilities of finite clusters such 
as fullerenes and short nanotubes, as well as infinitely long nanotubes [16,17]. 
Here 𝜶𝜶𝐶𝐶  is the static anisotropic polarizability tensor, diagonal in the basis 
formed by two directions in the plane of the graphene sheet and the third 


















       (6.11) 
 
One also notes that for the 2D graphene sheet the perpendicular polarizability is 
much smaller than the in-plane components. 𝐸𝐸(𝒓𝒓𝑖𝑖) is the total electric field 
produced at the C atom located at 𝒓𝒓𝑖𝑖 (and where the local normalised offset 
vector 𝒓𝒓𝑖𝑖 − 𝒓𝒓𝑗𝑗 is 𝒏𝒏𝑖𝑖) by the charges 𝑄𝑄 located at 𝒓𝒓0 and the induced atomic 












𝑙𝑙(𝑚𝑚)     (6.12) 
 
Relationships (6.10) and (6.12) allow one to calculate the field values by iterating 
until convergence is obtained. The potential at any point in space is then 
calculated by considering the charge effects and induced dipole distribution. In 
order to eliminate the unphysical divergences which occur in (6.12) at 𝒓𝒓𝑖𝑖 = 𝒓𝒓𝑗𝑗, 
the Coulombic interactions are screened using Jensen’s normalization scheme 
[17,18] by replacing 𝑟𝑟𝑖𝑖𝑗𝑗 = �𝒓𝒓𝑖𝑖 − 𝒓𝒓𝑗𝑗� with 𝑟𝑟𝑖𝑖𝑗𝑗/𝑒𝑒𝑟𝑟𝑒𝑒(√𝑎𝑎𝑟𝑟𝑖𝑖𝑗𝑗) and 𝑎𝑎 = 1(2𝑅𝑅2).  
Applying this model to a monolayer graphene sheet subjected to a dipolar field, 
as in Figure 6-6, we find that the electrostatic potential can reach sizeable values, 
e.g. 0.7 eV for anionic/cationic charges of ±0.3 e and the dipole located so that 
the ionic radii of the ions and the van der Waals radius for carbon touch. 
Spatially, the modulation extends laterally over ~ 1nm, as seen in figure 6-6.  
In an early collaboration with another PhD student within the research group, we 
conducted a study [4] where Kelvin probe imaging was used to experimentally 
reveal the potential modulations such step edges on ionic surfaces can induce in 
graphene overlayers of varying thickness. We note that similar measurements 
did not reveal measurable contributions induced by the step-edges of SiC in 
graphene grown by SiC sublimation.  
In our study [4], mechanically exfoliated few layer graphene flakes were 
deposited on cleaved KBr (001) crystal surfaces. Cleaving of KBr crystals, 
graphene deposition and subsequent imaging were performed in air, in 
conditions below 50% humidity to limit step edge evolution. Cleavage along the 





       
 
Figure 6-6: (a) A single dipole close to the graphene sheet, (b) profile of the modulation and (c) 
sizeable value of electrostatic potential for charges of ±0.3 e.  
 
 
Figure 6-7a shows local variations ∆𝑉𝑉s of -100 to -120 meV above the step edges 
of the bare surface, as measured with the Kelvin Probe. Topographic effects 
were excluded by scanning in KP mode at various angles relative to the step 
edges, with identical results. Such step edges, along with nanoscale pits and 
protrusions (figure 6-7c), affect the graphene domains (e.g., figure 6-7b shows bi- 
and four-layer domains) by inducing sharp local variations of their surface 
potential. Figure 6-7d shows that each nanoscale feature of the substrate 
produces a clear localized potential modulation in the bi-layer, while their effect 
is strongly suppressed in the four-layer; e.g. following the step edges E1-E2-E3 
which extend from the bare substrate underneath both the bi- and 4-layer 
graphene domains, ∆𝑉𝑉s changes from -140 meV (above E2, substrate), to -60 
meV (above E3, bi-layer) and to -15 meV (above E1, four-layer).  
Figure 6-7e contains collected data points (from figure 6-7b and a further image) 
from steps, pits and protrusions of similar height and diameter, respectively, 
showing the potential being screened with increasing number of layers. Values 
group on two curves, one for edges, and the other for pits/protrusions. 
Pits/protrusions induce larger potential modulations than step edges due to their 
higher density of polar kinks (instrumental to their formation). 
The measured electrostatic potentials generated by nanostructures vary with tip-
surface distance, unlike the measurement of the work function of flat surfaces. 
For the case of a line of dipoles the electrostatic potential is expected to decay, 

















































and a 1/𝑧𝑧 law is a first-degree approximation of this effect. Consequently, the 
values measured in figure 6-7a, where the tip was ~ 8 nm above the surface, are 
reduced due to this height dependency, and reflect on-sheet potentials that are 
several tenths of eV in magnitude when scaled back to the location of the 
graphene layer. This is evidence that the potential within the graphene in the 
vicinity of the nanostructures is sizeable, with concomitant effects to be 
expected on the local doping. Further efforts within the group used a rigorous 
Thomas-Fermi based model [13] to estimate the potential felt by a monolayer 





Figure 6-7: Few layer graphene flake on a KBr terraced surface investigated by KP microscopy. (a) 
KP image of bare KBr substrate. (b) AFM topography with boundaries of few layer graphene 
domains indicated with different colours. (c) Amplitude image of few layer graphene with 
representative features labelled: step edges (triangle), pits (cross) and protrusions (encircled), 
organic contaminations (hexagon). (d) Surface potential image corresponding to (c). Stronger 
potential variations are measured above bilayer regions, while considerable screening is noted 
above the four layer regions. (e) Surface potential variations as a function of number of layers, 






6.4. STM/STS of graphene overlayed on nano-scale pits in ionic 
surfaces 
STM and STS were performed with an Omicron LT-STM at 77 K in ultra-high 
vacuum (UHV) (< 3 × 10−11 mbar), using electrochemically etched W tips. The 
oxide at the apex of the tips was removed by a flashing procedure and tips were 
further conditioned on Au (111) reconstructed surface (as described in chapter 2) 
prior to measurements. Graphene flakes were mechanically exfoliated and 
deposited on the NaCl or KBr surface, freshly cleaved under inert gas flow. Metal 
contacts were evaporated in UHV conditions through a narrow stencil (see 
chapter 3) to enable electrical contact to the flake, and, hence, STM 
measurements. The samples were annealed in UHV prior to STM measurements 
at 150 °C. STS measurements were carried out via a lock-in as described in 
chapter 2. 
Few layer graphene flakes on NaCl and KBr were confirmed to be atomically flat 
across the sample with occasional corrugations of 10-20 pm for NaCl and up to 
40-50 pm for KBr. NaCl is more robust to ambient conditions (see chapter 3). 
However, unlike the KBr sample, the surface of graphene over NaCl contained 
defects. The reason for this was not clear. However this was not characteristic of 
this substrate since other samples involving NaCl had a considerably lower 
density of defects. Step edges and pits were found on the surface also by probing 
the overlaid graphene with the STM, as expected from the AFM studies. The 
frequency of these features varied from NaCl to KBr sample. For NaCl, pits, while 
for KBr, step edges were more likely to be found at every landing of the STM tip 
(the largest possible scanning length was ~ 2𝜇𝜇𝑚𝑚). It was a challenging task to 
scan over the nanostructured features keeping the tip perfectly stable and avoid 
any undesired tip change during STM measurements, specifically while taking 
spectroscopic curves/maps. On the NaCl samples, the presence of defects in 
graphene perturbed the scanning or limited the possible study cases. Nanoscale 
pits of different widths and lengths, and depth that vary between few tens of pm 
to ~ one atom deep were found on the surface of few layer graphene on NaCl. 
The pits were initially identified with 𝑉𝑉bias ~ 1V. Large pits, with widths and 
lengths beyond ~ 8nm, were found to have rounded corners. This was probably 
due to minor evolution of the surface that occurred occasionally during sample 
fabrication. In cases when the scanning conditions allowed large scale imaging, it 
was found that almost every micron of the sample contained several pits. 
Although data were taken across many pits (for the NaCl samples) and edges (for 
the KBr samples), in this chapter we limit ourselves in presenting the most 
interesting sets of data, which are also representative for the whole ensemble of 
data. From initial optical evaluation, and later, from STS measurements, the 
graphene on this surface was mainly bilayer with an area of trilayer thickness. 
The boundary between bilayer and trilayer regions was found during large area 
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scanning (see Appendix 4). All the pits exhibited an electronic signature as a rim 
of ~ 1nm wide surrounding them (see Appendix 4).  
 
 
6.4.1. Trilayer graphene over a rectangular pit: a quantum box 
Figure 6-8 shows trilayer graphene on top of a rectangular pit,  ~ 4 nm × 5 nm. A 
bright rim is imaged around the contour of the pit, to which we attribute an 
electronic origin rather than a topographic one. This is on the account of the very 
shallow topographic profile obtained across the location of the pit, of less than 
20 pm (i.e. far below the atomic height in NaCl), as shown in figure 6-8b; and of 
its evolution with the energy, so that the pit is almost erased at energies very 
close to the Fermi level (see figure 6-8a). We also note the scanning conditions, 
which indicate that the tip was expected to have been very close to the surface 
during imaging. dI/dV spectra were acquired at regular grid points over a 12 nm 
× 12 nm region containing the pit, i.e. by taking a spectrum every 1/3 of a nm 
over whole probe area. Figure 6-8c shows selected spectra, taken from the 
center of the pit moving to the right edge of the pit. We anticipate that the Dirac 
point lies around the black dashed line (~20 meV), extracted by recording an 
unperturbed dI/dV spectrum over substrate-supported trilayer ~ 10 nm away 
from the center of the pit. An exact position of the Dirac point in this particular 
measurement could have been given if spectra could have been taken over a 
larger bias range (which was not feasible for this particular measurement). 
However, from other spectroscopic data on this sample that extended at larger 
bias voltages, the disorder induced by the substrate was small, and consequent 
shifting of the Fermi level was less than 50 meV, for both cases of electron and 
hole doping. In shape, the spectrum of graphene away from nanoscale substrate 
features deviates only slightly from the expected linear spectrum of pristine 
trilayer graphene (as presented in chapter 1). Characteristically, spectra also 
show an electron-hole asymmetry, with the local density of states at energies 
above (below) the Dirac point smaller (larger) than the bare graphene local 
density of states at all probed positions. Electron-hole asymmetry was previously 
observed in monolayer graphene in the presence of impurity charges [19,20].     
Further, in all these spectra we do not observe the gap feature (i.e. zero density 
of states) associated with phonon-induced inelastic tunnelling [21]. It is known 
that if electrons of the tip have energies less than the phonon threshold energy 
(ħ𝜔𝜔0~ 65 meV), they will tunnel elastically into graphene at 𝐸𝐸𝐹𝐹 (near the 𝐾𝐾 
point). Once the threshold bias voltage ±ħ𝜔𝜔0/𝑒𝑒 is reached, a new inelastic 
channel opens up and the electron first tunnels into the graphene 𝜎𝜎∗ band near 
Γ  point (in reciprocal space), and then falls into an available 𝐾𝐾 point state on the 




Figure 6-8: (a) Constant current images of trilayer graphene/pit structure on a NaCl substrate, 
taken at different bias voltages, as indicated, and 𝐼𝐼=2nA. (b,c)) 3D and 2D views of constant 
current images of the same structure, recorded at 𝑉𝑉bias=-0.11 V and 𝐼𝐼=2 nA , highlighting the very 
low depth (< 20pm) recorded at the step edge; scale bar in (c) is 1 nm. (d) dI/dV spectra series 
(offset on y for clarity) taken at regular distances, starting from the centre of the pit (m), across 














This inelastic tunnelling causes steps in the dI/dV spectra that are symmetric 
around 𝐸𝐸𝐹𝐹, which leads to a gap feature of 2 ħ𝜔𝜔0 spectral width. The occurrence 
of this feature is independent of the underlying substrate since similar effects 
have been observed for graphene on SiO2, BN/SiO2 and SiC [19,21,22]. The gap 
feature is expected to also be insensitive to variations of gate voltages or spatial 
location (which is not the case here), and is almost independent on the 
temperature at which tunnelling occurs (i.e. it should be present at both 4 and 77 
K).    
The localized spectral feature around -60 meV evolves spatially from the center 
of the pit and towards the edge where a distribution of charges is expected to 
line up in the vicinity of the edge. There is no clear estimation of the magnitude 
and density of charges/dipoles or their arrangement around the pit in this 
experiment. However, the strong peak in the spectrum corresponding to the 
edge region suggests there is a substantial induced potential perturbing the 
electronic states on this third layer of graphene, and this despite the source 
substrate potential being screened by the first two layers in the stack. Beyond 
the edge, outside the pit, the peak weakens as spatial distance to the pit 
increases. Approximately 10 nm away from the center of the pit, the spectrum is 
featureless, though still retaining the observed electron-hole asymmetry. 
Towards the center of the pit, the peak is weak. From quantum confinement 
point of view, the waves incoming to the left edge of the pit experience a barrier 
due to the local electrostatic potential in the edge region; some get reflected 
while some will penetrate into the barrier region with modified wave function 
(both in amplitude and phase). Among these modes, some manage to escape the 
barrier and transmit inside the pit region until they encounter the second barrier, 
i.e. the right edge of the pit. A similar situation occurs for the incoming modes 
impinging on the right edge. Depending on how far away these barriers (edges) 
are located relative to each other, and their lateral extension, the modes inside 
the pit region, after escaping the first barrier may have some freedom before 
facing the second barrier. This is a possible explanation for the weak spectral 
feature in the central region of the pit. The well-defined edges of the pit suggest 
that the successive barriers along the 𝑥𝑥-direction are not so perturbed by the 
nearby set of barriers on the 𝑦𝑦-direction. However, this relationship might be 
energy dependent. Figure 6-9a show the pit at -110 meV and well defined edges 
are evident. However, when the energy drops to -70 meV (as in figure 6-9b), the 
barriers appear to widen and the pit loses its initial well-defined geometry. A 
possible explanation is that at lower energies, these energy barriers play a more 
significant role in confining the electronic states since the modes inside the 
barrier are located deeper inside the potential well, at energies 𝑉𝑉-𝐸𝐸. The spatial 
evolution of localized spectral feature suggests a lateral distance of ~ 4 nm over 
which the electrostatic potential is felt (see figure 6-8c). Comparing with the ~ 1 
nm range of the potential induced in monolayer graphene (see section 6.3.2.), 
there is, thus, a significant increase in the lateral distribution of the local 
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electrostatic potential in the trilayer (expected to be accompanied by a 
substantial decay in magnitude of the potential due to non-linear screening).  
                       
Figure 6-9: Constant current images of graphene over the pit taken at (a) 𝑉𝑉bias=-0.11 V and 𝐼𝐼=2 nA 
and (b) 𝑉𝑉bias=-0.07 V and 𝐼𝐼=2 nA. The scale bar is 1 nm.  
 
To date, there is no experimental or theoretical evidence of graphene confined 





decomposition of C60 on Ru (001) are reported [23]. Spectroscopic features in the 
tunnelling spectra of these quantum dots vary with their shape and size and are 
directly related to how the quantum dots terminate; with armchair or zigzag 
eges, or having a mixture of both. Clearly in our experimental case, the graphene 
sheet extends well beyond the barriers and there are no such edge effects. In 
other works, large area graphene has been suspended over lithographically 
patterned pits (with circular shape) in a SiO2 substrate [24], with very large 
dimensions (e.g. 1.1 𝜇𝜇m diameter and 100 nm depth). In the suspended regions, 
due to the large area of the pits, graphene lattice is deformed with significant 
induced strain reflected by a completely different electronic spectrum than that 
of graphene supported by a substrate.  
 
6.4.2. On the origin of the localized state in the dI/dV spectra 
A clear assignment of the origin of the features in the dI/dV spectra shown in the 
previous section requires an in depth theoretical study and simulations, which is 
the focus of the future work. However, comparison with literature might give 
some insight into the problem while, at the same time, might also raise questions 
to be addressed also in future work.  
One possibility for the occurrence of the localized state in the dI/dV spectra is 
resonant tunnelling through double barriers [25,26]. The spacing between 
successive barriers (in the range of 4-5 nm for our pit) could alter the wave 
function beyond what is predicted by the theory of double barriers with large 
separation (e.g. 50 nm and above [26]). Tunnelling through double barriers 
separated by a much smaller distance, as here, has not been addressed in the 
literature, however, it is expected that the smaller spacing would confine states 
less effectively; confinement would affect only the states whose wavelength 
matches the width of the quantum well. In a 2D confined system, it is expected 
to have strongest localized state in the center of the confined region while here, 
according to the tunnelling spectra, the localized state in the center of the pit is 
less pronounced than on the edges of the pit. This might give some hint on the 
effectiveness of the successive barriers on the formation of the localized states. 
A global electrostatic potential would lead to asymmetry between on-site 
energies in 𝐴𝐴𝐴𝐴 stacked bilayer or in 𝐴𝐴𝐴𝐴𝐴𝐴 stacked trilayer graphene (see chapter 
1 section 1.5), and would open a band gap between conduction and valence 
bands. We do not see a gap feature in the dI/dV spectra. However, in our case 
the emergence of a localized state could be due to a local potential that localizes 
states within its lateral extension (i.e. width).        
The other possible explanation is the resonances that occur in the presence of a 
very strong electrostatic potential [20]. In the presence of charge impurities, 
depending on the magnitude of the charge and the strength of the induced 
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Coulomb potential, graphene could be in a so called ‘subcritical’ or ‘supercritical’ 
regime. We will describe what is meant by this in the following. 
The total energy of a Dirac fermion in graphene is 𝜀𝜀 = 𝑣𝑣𝐹𝐹𝑝𝑝 − 𝑍𝑍𝑒𝑒2/𝑟𝑟, where 𝑣𝑣𝐹𝐹𝑝𝑝 
is the kinetic energy and −𝑍𝑍𝑒𝑒2/𝑟𝑟 is the Coulomb potential energy [19]. If we 
separate the momentum into its radial and angular parts, 𝒑𝒑 = �𝑝𝑝𝑟𝑟2 + 𝑝𝑝𝑖𝑖2 where 
𝑝𝑝𝑖𝑖2 = 𝐿𝐿2/𝑟𝑟2 and 𝐿𝐿 is the angular momentum, we can substitute the energy-











        (6.14) 
 
Following ref. [19,27], there would be a classically forbidden region for 𝑝𝑝𝑟𝑟2 < 0. 
On this basis, there would be two different regimes depending on the magnitude 
of the charge 𝑍𝑍. For 𝑍𝑍 < 𝑣𝑣𝐹𝐹|𝐿𝐿|
𝑒𝑒2
, the subcritical regime occurs, while for 𝑍𝑍 > 𝑣𝑣𝐹𝐹|𝐿𝐿|
𝑒𝑒2
, 
the supercritical regime takes over. In the subcritical regime, both electrons and 
holes scatter off a barrier and no bound state or resonances occur. A bound state 
describes a system where a particle is subject to a potential in such a way that 
the particle remains localized. Wang et al [19] has shown that in the presence of 
impurity charges of +1|𝑒𝑒| manipulated on the surface of monolayer graphene, no 
resonance occurs in the local density of states, probed at different distances 
from the charge. The same group [20] has then shown that once the charge is 
sufficiently large, i.e. by clustering charges by atomic manipulation, this will 
induce spatially extended resonances in monolayer graphene at energies lying 
below the Dirac point.  
The peak we observed in the dI/dV spectra of trilayer graphene over the pit 
(figure 6-8c) is relatively weak. However, note that we probe trilayer graphene 
where an underlying electrostatic potential could be substantially screened. On 
the bilayer side of the sample (mentioned in the introduction part of section 6.4), 
we observed stronger, energy dependent spectral peaks, located in the vicinity of 
an irregular pit structure accompanied by protrusions. Figure 6-10 shows the 
associated images of the region (taken at a sample bias 𝑉𝑉bias=+300 meV), and the 
strong spectral features in the dI/dV spectra taken by performing site-selected 
STS (9 reproducible curves were taken at each point and then averaged). The 
spectra exhibit similar electron hole asymmetry as seen in figure 6.8 on the 
trilayer, with local density of states at energies above (below) the Dirac point 
smaller (larger) than the bare graphene local density of states at all positions. In 
[20], the electron-hole asymmetry is opposite to our case and they attribute this 
to positive impurity charges. This might imply that in our case, negative charges 
are attracting the hole states and break the symmetry in this way. Further in 
figure 6-10, a pair of resonances occur at fixed energies of -140, -225 meV, while 
the intensity of the resonances varies spatially. We expected that the local 
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density of states alongside the edge retains similar behavior but for those points 
(marked with red, blue and pink in figure 6.10(i)) in the vicinity of the protrusions 
the resonances are more intense, possibly due to an increased local charge.  
 
 
                    
 
Figure 6-10: dI/dV spectra of bilayer graphene/NaCl in the vicinity of an irregular edge. Inset (i,ii) 
show constant current images of the bilayer over the pit, in 2D and 3D, at 𝑉𝑉bias=0.3 V and 𝐼𝐼=2 nA. 






At the green point, located further away from these protrusions, resonances are 
weaker. Finally, the black coloured energy spectrum is taken ~ 4nm away from 
both the edge and the protrusions, and shows that there the resonances almost 
vanish.   
In [20], the onset energy where resonances occur is ~ +300 meV, while the Dirac 
point is at ~ +230 meV. By atomic manipulation those authors were able to 
increase the magnitude of the local charge (by adding more Ca dimers). With the 
increase in impurity charges, the resonance move down in energy, closer to the 
Dirac point. Here the charges are located on the underlying substrate and we 
could not control their magnitude, hence it was not possible to carry out a 
systematic study of the effect of increasing the sub-surface charge on the energy 
position of the resonances.   
As part of the future work, we need to clarify the underlying reasons for the 
following: does the electron-hole asymmetry (opposite to that reported in [20]) 
in our system correlate with the nature of the charges inducing the resonances? 
Does this also explain why the resonances in our system occur at negative 
energies? Is there any correlation with the characteristic differences in the band 
structure of bilayer and trilayer compare to that of monolayer graphene?  
 
 
6.5. Realization of 1D periodic potential 
Recent STM experiments have conveyed well established moiré patterns with 
hexagonal symmetry in graphene on crystalline substrates, mainly on hBN as an 
insulator [5, 28,29], and on atomically flat metals such as Ru, Ir and Ni in other 
cases [30-34]. Essentially, a random rotational misorientation between graphene 
and the underlying substrate leads to moiré patterns. Here we present a first 
observation of a moiré on graphene on KBr. Bilayer graphene flake was 
deposited on KBr sample as described earlier in section 6.4. Figure 6-11a shows 
an STM image of this sample in larger scale, presenting both atomically flat 
regions and nanostructures such as step edges and protrusions.  
The focus here is on the atomically flat region. Magnified image of the selected 
area is depicted in figure 6-11b where a larger periodicity superimposed on the 
graphene lattice is revealed. The further zoomed region from figure 6-11c shows 
this periodicity more clearly. There is a dominant 1D periodic superstructure, 
with ~ 5.2 Å periodicity, combined with a very weak 2D superstructure, with ~ 6 
Å periodicity, located along the 1D lattice. From [28], one can find the relation 
between relative rotation angle of the two lattices (graphene and underlying 
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where a is the graphene lattice constant and 𝛿𝛿 is the lattice mismatch. For 
graphene and KBr, this value is approximately 0.1 [35]. For λ ~ 6 Å, 𝜑𝜑 would be 





Figure 6-11: (a) Constant current image of bilayer graphene on KBr, recorded at Vbias= 3.3 V and 
𝐼𝐼=0.2  nA. (b,c) constant current images of selected regions in (a,b) respectively recorded at Vbias= 
-0.2 V and 𝐼𝐼=2 nA, revealing a moiré pattern with λ ~ 5.2 Å, (d) STS data obtained in the moiré 
region (red curve), and well outside (black curve), where energy spectrum is almost unperturbed. 











dI/dV was acquired on various points, away from the regions with moiré and in 
the moiré region while the tip remained in the same state. Representative results 
are depicted in figure 6-11d. For the unperturbed region, the spectrum is 
featureless and resembles that of bilayer graphene with Fermi level shifted from 
the Dirac point by ≈ 20 meV, and slightly p-doped. The tunnelling spectrum on 
the moiré region however has a pronounced dip at ~ 100 meV and a shoulder at 
~ -95 meV, almost symmetric. However, other spectroscopic features could have 
been noticed at higher energies if the spectra could have been taken over a 
larger bias range (which was not feasible in this experiment). These features 
could be cautiously attributed to minibands emerging from 1D superlattice in 
bilayer graphene as demonstrated by Barbier et. al [36]. In bilayer graphene, due 
to the presence of low and high energy bands, the features in the density of 
states may correspond to each of these bands. Screening effects must also be 
taken into account in these systems. One can envision a much stronger potential 
on monolayer graphene.   
To gain more insight into the 1D periodic potential observed, the Fourier 
transform of the moiré regions was performed. A summary is shown in figure 6-
12. As seen in figure 6-12b and magnified in figure 6-12e, there are two 𝑘𝑘 
components, at low 𝑘𝑘 values, that belong to the superstructure with large 
periodicity. In an initial attempt, inverse FT of the real image was produced by 
selecting all the six points of the main lattice and the two points at smaller 𝑘𝑘 
belonging to the superlattice. Figure 6-12b is the result. The 1D periodic lattice is 
evidently superimposed on top of graphene’s lattice. The next attempt was to 
take only the six points belonging to the lattice and avoid the superlattice points. 
The result was only the threefold symmetry of bilayer graphene as shown in 
figure 6-12c. The corrugation of the surface in these images is ~ 50 pm.  
A range of periodic patterns, resulted from different rotation angles between 
bilayer graphene and KBr, is shown in figure 6-13. These were obtained by using 
the Crystal Maker software, with the C-C and K-Br bond lengths chosen as 1.42 
and 3.1 Å, respectively. In the angle ranges of 1-5° and 25-29°, the dominant 
superstructure is a 1D periodic pattern. In the angle range of 10-20°, it is hard to 
distinguish a dominant feature. 0 and 30° have a 2D rectangular periodic feature. 
1D periodic lattice resulted from 26 and 27° of rotation, resemble the 1D 
periodic potential in our STM images. The wavelengths of the superstructures in 





                
Figure 6-12: (a) Duplicate of figure 6-11c, (d,e) FFT of (a) where (e)is magnified four times. (b,c) 
inverse FFT images produced by six points of the lattice with and without two points of the 











       
Figure 6-13: A range of periodic patterns resulted from different rotation angles (marked with 




6.6. Conclusions  
Probing directly with STM and STS, the effects felt by the graphene electrons in 
bilayer and trilayer subjected to potential distributions originated by regular and 
irregular pits in ionic substrates were measured. Electron–hole asymmetry was 
observed in the tunnelling energy spectra of bilayer and trilayer graphene, 
accompanied by a localised state in the case of well-defined, closed, rectangular 
potential distribution. This feature was more intense over the edges of the pit 
but also spilled inside the central region of the pit, though the intensity of the 
peak feature decayed while moving away from the pit edge. We correlated the 
variation of this feature with the variation of the local electrostatic potential 
induced on the surface. The lateral extent between the two barriers generated 
by the pit on one direction was ~ 4 nm, and beyond that the localised state in 
the spectra started to wash out. Stronger resonance features were observed in 
the tunnelling spectra of bilayer graphene overlaid on an irregular pit 
accompanied by sub-surface protrusions. We further analysed the origin of these 
spectral features in terms of resonances that occur in double quantum barriers, 
and by considering the effect of a strong Coulomb potential that could be 
generated by clustering of impurity charges on the underlying ionic substrate. 
Precise understanding of the origin of these resonances requires an in depth 
theoretical study and simulations which is left for future work. We further 
demonstrated a 1D superlattice emerged from the hexagonal structure of bilayer 
graphene on the squared lattice of KBr. The moiré on the bilayer was rather 
weak in the topographic image, presumably due to screening effects. However, 
the tunnelling spectra showed pronounced changes in the energy spectrum 
associated with the moiré superstructure. We propose that controlled atomic-
scale engineering of ionic substrates can have importance towards realization of 











[1] M. Goryl, F. Buatier de Mongeot, F. Krok, A. Vevecka-Priftaj, and M. Szymonski, Phys. 
Rev. B 76 (2007) 075423. 
[2] R. Bennewitz, A. S. Foster, L. N. Kantorovich, M. Bammerlin, Ch. Loppacher, S. Schaer, 
M. Guggisberg, E. Meyer, and A. L. Shluger, Phys. Rev. B 62 (2000) 2074. 
[3] R. Bennewitz , S. Schär, V. Barwich, O. Pfeiffer, E. Meyer, F. Krok, B. Such, J. Kolodzej, 
M. Szymonski, Surf. Sci., 474 (1–3) L197–L202 (2001) 
[4] G. J. Jones, A. S. Kazemi, S. Crampin, M. Philips, A. Ilie, Appl. Phys. Exp. 5 (2012) 
045103  
[5] Dean, C. R. et al., Nature Nanotech. 5, 172 726 (2010). 
[6] T. Tudorovskiy, K. J. A. Reijnders, M. I. Katsnelson, Phys. Scr. T146 (2012) 014010  
[7] I. S. Terekhov, A. I. Milstein, V. N. Kotov, O. P. Sushkov, Phys. Rev Lett. 100, 076803 
(2008) 
[8] T. Ando, J. Phys. Soc. Jpn., 75, No. 7 (2006) 
[9] T. Ando, Journal of Physics: Conference Series 302 (2011) 012015 
[10] S. S. Datta, D. R. Strachan, E. J. Mele, and A. T. Charlie Johnson: Nano Lett. 9 (2009) 
7. 
[11] N. Kitamura, A. Oshiyama, and O. Sugino, J. Phys. Soc. Jpn. 67 (1998) 3976. 
[12] M. A. Kuroda, J. Tersoff, G. J. Martyna: Phys. Rev. Lett. 106 (2011) 116804. 
[13] G. J Jones, PhD thesis, Department of Physics, University of Bath. 
[14] Private communications, Unpublished work, Adelina Ilie, Department of Physics, 
University of Bath. 
[15] M. Luna, F. Rieutord, N. A. Melman, Q. Dai, and M. Salmeron, J. Phys. Chem. A 102 
(1998) 6793. 
[16] R. Langlet, M. Devel, Ph. Lambin, Carbon 44 (2006) 2883 and references therein. 
[17] A. Mayer, Phys. Rev. B 71 (2005) 235333 
[18] L. Jensen, P. O. Astrand, A. Osted, J. Kongsted, K. V. Mikkelsen, J. Chem. Phys. 116 
(2002) 4001 
[19] Y. Wang, V. W. Brar, A. V. Shytov, Q. Wu, W. Regan, H. Z. Tsai, A. Zettl, L. S. Levitov, 
M. F. Crommie, Nature Phys. 8 (2012). 
[20] Y. Wang, D. Wong, A. V. Shytov, V. W. Brar, S. Choi, Q. Wu, H. Z. Tsai, W. Regan, A. 
Zettl, R. K. Kawakami, S. G. Louie, L. S. Levitov, M. F. Crommie, Science 340 (2013) 
[21] Y. Zhang, V. W. Brar, F. Wang, C. Girit, Y. Yayon, M. Panlasigui, A. Zettl and M. F. 
Crommie, Nature Phys. 4 (2008) 
[22] Brar, V.W. et al., Appl. Phys. Lett. 91, 122102 (2007). 
[23] J. Lu, P. S. E. Yeo, C. K. Gan, P. Wu, K. P. Loh, Nature Nanotech. 6 (2011) 
[24] N. N. Klimov, S. Jung, S. Zhu, T. Li, C. A. Wright, S. D. Solares, D. B. Newell, N. B. 
Zhitenev, J. A. Stroscio, Science 336 (2012) 
177 
 
[25] I. R. Vargas, J. M. Melchor, O. Oubram, J. Appl. Phys., 112, 073711 (2012) 
[26] J. M. Pereira, Jr., P. Vasilopoulos, F. M. Peeters, Appl. Phys. Lett. 90, 132122 2007 
[27] A. V. Shytov, M. I. Katsnelson, L. S. Levitov, Phys. Rev. Lett. 99, 246802 (2007). 
[28] M. Yankowitz, J. Xue, D. Cormode, J. D. Sanchez-Yamagishi, K. Watanabe, T. 
Taniguchi, P. Jarillo-Herrero, P. Jacquod, B. J. LeRoy, Nature Phys., 8, MAY 2012 
[29] A. S. Mayorov, et al., Nano Lett. 11, 2396_2399 (2011). 
[30] E. Sutter, D. P. Acharya, J. T. Sadowski, P. Sutter, Appl. Phys. Lett. 94, 133101 (2009)  
[31] Y. Murata et al., ACS Nano 4 11 (2010) 6509–6514  
[32] Z. Sun, S. K. Hämäläinen, J. Sainio, J. Lahtinen, D. Vanmaekelbergh, and P. Liljeroth, 
Phys. Rev. B 83, 081415(R) (2011) 
[33] J. Lu, A.H. Castro Neto, K. P. Loh, Nature Commun., 1818 (2012) 
[34] S. K. Hamalainen, M. P. Boneschanscher, P. H. Jacobse, I. Swart, K. Pussi, W. Moritz, 
J. Lahtinen, P. Liljeroth, J. Sainio, Phys. Rev. B 88, 201406(R) (2013) 
[35] Private communication with Ying Wu, Department of Physics, University of Bath 









Conclusions and future work 
Conclusions 
In this thesis, we investigated phenomena of quantum interference and quantum 
confinement resulting in the modulation of the electron wave function in few-
layer graphene systems. Such phenomena occurred either at edges and lateral 
interfaces in multi-stacked systems, or around extended defects located within 
the interior of the sheets; or were induced by interaction with crystalline, ionic 
insulating substrates, which were used as sources of sizeable sub-surface 
potential distributions in the form of potential lines,  closed contours akin to 
quantum boxes, or, alternatively, of moiré-type. 
The main experimental investigative tool was scanning tunnelling microscopy 
(STM) and spectroscopy (STS) which we applied to bilayer and trilayer graphene 
systems, which are much less studied than their monolayer counterparts and can 
provide different physical effects than the monolayer case. We imaged graphene 
surfaces using STM and correlated these images with performed simulations to 
understand quantum interference patterns at bilayer-trilayer armchair interfaces 
in graphene, demonstrating the ‘hard’ and ‘soft’ nature of natural armchair 
edges for low energy electrons in sheets which terminate or continue across the 
boundary respectively. Intervalley reflection produces a universal quenching of 
the wave function near the edge with a periodicity of three C rows, which 
appears robust in respect to a degree of edge disorder while specific edge 
terminations add complexity to the behavior of wave functions at the very edge 
of layers. We also investigated the dependency of the interference patterns on 
the stacking order of layers. At low energies, the observed patterns are directly 
dependent on contributions from energy states corresponding to the lower 
energy bands. In monolayer graphene, all energy states contribute equally to the 
tunnelling current. In bilayer and trilayer graphene, depending on the stacking 
order, those states that belong to lower energies contribute dominantly and this 
gives rise to a taxonomy of interference patterns. 
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Based on this knowledge, we took a step forward and revisited the problem of 
complex quantum interference around defects of various spatial extents (i.e. 
within the interior of the graphene sheet or at its boundaries). We proposed a 
new explanation which has as its general idea to decompose the defect into 
several scattering sources that can generate several degrees of quantum 
interference. Once a second degree of quantum interference occurs, a 
�√3 × √3�𝐑𝐑 30° superstructure arises. In a systematic study on bilayer graphene 
near a defect, at a given energy in the low energy regime (where only the first 
set of bands play a role), various motifs associated with the �√3 × √3�𝐑𝐑 30° 
superstructure were observed. From constant current images and Fourier 
transforms performed on them, it was shown that at energies up to ~ 300 meV 
(roughly coinciding with the onset of the second set of parabolic bands in bilayer 
graphene), the spatial distribution and the intensity of the superstructure and its 
motifs decayed abruptly with energy, while at ~ 300 meV, this decay became 
significantly slower while the superstructure almost vanished. A possible 
explanation for such sensitivity with energy was attributed to the contribution of 
states of the second set of bands in bilayer: these are not restricted to follow the 
requirements enforced on states belonging to lower energy bands, where the 
�√3 × √3�𝐑𝐑 30° superstructure originates from. It was further demonstrated 
that three scattering processes occurring at opposite 𝐾𝐾 points in the Brillouin 
zone had almost equal effect on the presence of most of the motifs associated 
with the �√3 × √3�𝐑𝐑 30° superstructure, while some scattering processes had a 
dominant effect on the appearance of a few others. Our results on quantum 
interference phenomena at lateral interfaces and in bulk of multi-stacked 
graphene systems reveal unique system-specific opportunities for wave-function 
engineering to be exploited in novel devices employing quantum-interference. 
Further, ionic crystals such as KBr and NaCl were used as active substrates for the 
realization of potential barriers and quantum confinement in few layer graphene. 
The effects of such potential distributions were investigated by direct probing 
with STM and STS of the electronic structure and the local density of states of 
such hybrid graphene/ionic surfaces systems. We identified quantum systems 
where bilayer and trilayer graphenes were subjected to lines of potential; and 
closed confining potentials, akin to nanoscale quantum boxes defined with 
atomic control and applied to graphene layers which extend far beyond their 
margins, providing experimental configuration that were not achieved or studied 
thus far. The energy spectrum of the local density of states in such situations 
revealed energy dependent localized /resonant states. From trilayer to bilayer, 
the intensity of these resonances increased. Analysis of the origin of these 
spectral features qualitatively considered three mechanisms as their potential 
origin: resonant tunnelling through double barriers, the effect of a local electric 
field (as opposed to a global electric field), and a strong Coulombic potential 
generated by clustering of charged impurities. Precise correlation of our 
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experimental case with any of the above requires an in-depth theoretical study 
and simulations which are left for future work. We further explored 1D moiré 
patterns, not demonstrated before, which emerged from the combination of 
bilayer graphene with hexagonal symmetry and insulating crystalline substrates 
with square symmetry (such as KBr or NaCl). Due to screening effects, the moiré 
on the bilayer was rather weak in the topographic image. However, the 
tunnelling spectra showed clear modification of the usual energy spectrum of 
bilayer graphene, revealing a shoulder and dip almost symmetrically placed 
around to the Dirac point.  
Engineering superlattice potential distributions as well as closed-contour 
geometric features in insulating substrates able to generate sizeable but non-
covalent potentials is highly desirable; while achieving atomic-level tailoring by 
using bottom-up principles of surface science and self-assembly, in a controlled 
and scalable manner, can provide a unique tool for the realization of potential 
superlattices or custom-designed potential configurations at scales difficult to 
achieve by traditional, lithographic patterning. These would facilitate entirely 
new device applications such as electron waveguiding or configurable wiring; as 
well as provide a test bed for new physics, due to the novel length scale and 




The research directions presented in this thesis can be developed further by:  
• Performing correlated, atomically resolved experiments that would 
combine STM/STS and dI/dV mapping with non-contact AFM and Kelvin 
probe studies on graphene systems subjected to well-defined potential 
distributions originating from ionic surfaces. This would allow a direct 
correlation between changes in the electronic structure of graphenes and 
the characteristics (i.e. magnitude and originating atomic configuration) 
of the subsurface local potential distribution source. 
• Theoretical simulations of the effect of confining potential barriers 
supporting the experimental cases and geometries probed in this work, 
and correlation of the results with the signatures recorded in the local 
density of states.  
• Engineering well-defined, highly regular potential distributions within 
ionic substrates by “patterning” with electron beam sources and 
stencilling methods, as well by introducing controlled levels of dopants 
within the ionic crystal to decorate the resulting edges. 
• Nanofabricating devices using bottom-up, subsurface potential barriers 
and measuring associated electronic transport that would exploit Klein 




A1-1 Electrostatic potential and screening effect 
The coulomb potential that a density of charge will feel without considering the 
effect of the media is:  
 
φ(𝒓𝒓)~ 1|𝒓𝒓−𝒓𝒓′|         (A1. 1) 
 
While the same potential considering the effect of the media with dielectric 




   →       φ(𝒓𝒓)~ 𝑒𝑒
−𝑘𝑘0𝑟𝑟
|𝒓𝒓−𝒓𝒓′|
     (A1.2) 
 
In the above, 𝑘𝑘0 holds the information of the media such as the chemical 
potential 𝜇𝜇 and the temperature via 𝛽𝛽 = 1
𝑘𝑘𝐵𝐵𝑇𝑇
 and is known as Thomas-Fermi 
wave vector. In simple words, with the effect of media, the potential is less felt 
or screened; hence screening effect is a natural response to the media. Let us 
demonstrate derivation of equation (A1.2) following Ref. [1].  
Suppose a positively charged particle is placed at a given position in the electron 
gas and rigidly held there. It will attract electrons creating additional negative 
charge in its neighbourhood which reduces or screens its field. It is convenient to 
treat this screening by considering two electrostatic potentials: φ𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓) which 
arises solely from the positively charged particle itself and φ(𝒓𝒓), the full physical 
potential produced by both charged particle and the cloud of screening electrons 
it induces, while they both satisfy Poisson’s equation: 
 
�
−∇2φ𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓) = 4𝜋𝜋𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓)     𝐹𝐹𝐹𝐹 →   q2φ𝑒𝑒𝑒𝑒𝑒𝑒(𝒒𝒒) = 4𝜋𝜋𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒(𝒒𝒒)
−∇2φ(𝒓𝒓) = 4𝜋𝜋𝜌𝜌(𝒓𝒓)        𝐹𝐹𝐹𝐹 →    q2φ(𝒒𝒒) = 4𝜋𝜋𝜌𝜌(𝒒𝒒)   
  (A1.3) 
 
Where 𝐹𝐹𝐹𝐹 is the Fourier transform and 𝜌𝜌(𝒓𝒓) is the full charge density: 
 
𝜌𝜌(𝒓𝒓) = 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓) + 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝒓𝒓)       (A1.4) 
 
In the above, 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝒓𝒓) is the charge density induced in the electron gas by the 
presence of the external particle. By analogy with the theory of dielectric media 
(𝐷𝐷(𝒓𝒓) = ∫ 𝜖𝜖(𝒓𝒓 − 𝒓𝒓′)𝐸𝐸(𝒓𝒓′)𝑑𝑑𝒓𝒓 [2]): 
 




The quantity 𝜖𝜖(𝒒𝒒) is wave vector dependent dielectric constant of the metal and 
the FT are defined by:  
 
�
𝜖𝜖(𝒒𝒒) = ∫ 𝜖𝜖(𝒓𝒓)𝑒𝑒−𝑖𝑖𝒒𝒒.𝒓𝒓𝑑𝑑𝒓𝒓
𝜖𝜖(𝒓𝒓) = ∫ 1(2𝜋𝜋)3 𝜖𝜖(𝒒𝒒)𝑒𝑒
𝑖𝑖𝒒𝒒.𝒓𝒓𝑑𝑑𝒒𝒒       (A1.6) 
 






(𝒒𝒒)            (A1.7) 
 
The above emphasizes that the 𝒒𝒒th FT of the total potential present in the 
electron gas is just the 𝒒𝒒th FT of the external potential, reduced by the factor  
1
𝜖𝜖(𝒒𝒒)
. The quantity that can be calculated directly is 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝒓𝒓). When 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝒓𝒓) and 
φ(𝒓𝒓) are linearly related (𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝒓𝒓)~φ(𝒓𝒓) ), then their FT will satisfy a relation of 
the form: 
  
𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝒒𝒒) = χ(𝒒𝒒)φ(𝒒𝒒)        (A1.8) 
 
We can relate 𝜖𝜖 to χ by subtracting the two FTs in relation (A1.3) and substituting 









     (A1.9) 
 
From comparison of (A1.9) with (A1.7) we find:  
 
𝜖𝜖(𝒒𝒒) = 1 − 4𝜋𝜋
q2




      (A1.10) 
 
From this point, approximations are necessary to calculate χ. We employ 
Thomas-Fermi method with the advantage that it is applicable even if a linear 
relation does not hold between 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝒓𝒓) and φ(𝒓𝒓). The Thomas-Fermi approach is 
based very slowly varying potentials, i.e. φ(𝒓𝒓)is a very slowly varying function of 
𝒓𝒓. To find the charge density in the presence of the total potential φ = φ𝑒𝑒𝑒𝑒𝑒𝑒 +





∇2ψ𝑖𝑖(𝒓𝒓) − 𝑒𝑒φ(𝒓𝒓)ψ𝑖𝑖(𝒓𝒓) = 𝜀𝜀𝑖𝑖ψ𝑖𝑖(𝒓𝒓)     (A1.11) 
 
assuming that its solution describes a set of energies of the form: 






− 𝑒𝑒φ(𝒓𝒓)          (A1.12) 
 
To calculate the charge density produced by these electrons we can place their 
energies into 𝑛𝑛 = ∫ 𝑖𝑖𝒌𝒌4𝜋𝜋3 𝜀𝜀(𝒌𝒌)𝑓𝑓(𝜀𝜀(𝒌𝒌)) where 𝑓𝑓�𝜀𝜀(𝒌𝒌)� =
1
𝑒𝑒𝛽𝛽(𝜀𝜀(𝒌𝒌)−𝜇𝜇)+1
 is the Fermi-
Dirac distribution, this gives: 
 





      (A1.13) 
 
The induced charge density is just −𝑒𝑒𝑛𝑛(𝒓𝒓) + 𝑒𝑒𝑛𝑛0, where the second terms 









        (A1.14) 
 
Combining (A1.3) and (A1.4) 𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝒓𝒓) is: 
 
𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝒓𝒓) = −𝑒𝑒[𝑛𝑛0�𝜇𝜇 + 𝑒𝑒φ(𝒓𝒓)� − 𝑛𝑛0(𝜇𝜇)]     (A1.15) 
 
which is the basic equation of Thomas-Fermi theory. We can assume that φ is 
small enough to be expanded as: 
 





+ ⋯− 𝑛𝑛0(𝜇𝜇)]    (A1.16) 
 
That gives in the leading order: 
 
𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖(𝒓𝒓) = [−𝑒𝑒2 𝜕𝜕𝑖𝑖0
𝜕𝜕𝜇𝜇




 is independent of 𝒓𝒓 and therefore 𝒒𝒒 in the FT. From comparison 
of (A1.17) and (A1.19) one find χ(𝒒𝒒) and consequently from (A1.10):  
 
𝜖𝜖(𝒒𝒒) = 1 − 4𝜋𝜋
q2





      (A1.18) 
 
which is the Thomas-Fermi dielectric constant. It is customary to define a 





  so that:  
𝜖𝜖(𝒒𝒒) = 1 + 𝑘𝑘0
2
q2









      𝐹𝐹𝐹𝐹 →       φ𝑒𝑒𝑒𝑒𝑒𝑒(𝒒𝒒) = 4𝜋𝜋𝑄𝑄
𝑞𝑞2
      (A1.20) 
 








         𝐹𝐹𝐹𝐹 →    
 
φ(𝒓𝒓) = ∫ 1(2𝜋𝜋)3
4𝜋𝜋𝑄𝑄
𝑞𝑞2+𝑘𝑘02
𝑒𝑒𝑖𝑖𝒒𝒒.𝒓𝒓𝑑𝑑𝒒𝒒 =  𝑄𝑄
𝑟𝑟
𝑒𝑒−𝑘𝑘0𝑟𝑟        (A1.21) 
   
Thus the potential is of a coulombic form times an exponential damping factor 
that reduces it to a negligible size at distances greater than order 1/𝑘𝑘0. This is 
known as the screened coulomb potential.    
 
 
A1-2 Bilayer and trilayer at external electrostatic potential 
considering the screening effect 
Consider a graphene 𝐴𝐴𝐴𝐴 stacked bilayer [3], with interlayer separation 𝑏𝑏, located 
at distance 𝑑𝑑 from a gate. An external gate voltage 𝑉𝑉𝑔𝑔 = 𝑛𝑛𝑒𝑒𝑑𝑑/𝜖𝜖𝑟𝑟′ 𝜖𝜖0 induces a 
total additional density 𝑛𝑛 = 𝑛𝑛1 + 𝑛𝑛2 on the bilayer where 𝑛𝑛1(𝑛𝑛2) is the 
additional density on the layer closest to (furthest from) the gate. Through the 
use of an external gate one controls the density of electrons n on the bilayer 
system. Here 𝜖𝜖0 is the permittivity of free space, 𝜖𝜖𝑟𝑟′  is the dielectric constant, and 
𝑒𝑒 is the electronic charge. Imperfect screening of the effective charge density 𝑒𝑒𝑛𝑛 
from the gate leads to an additional density 𝑛𝑛2 on the layer furthest from the 
gate, with a corresponding change in potential energy ∆𝑈𝑈2 = 𝑒𝑒2𝑛𝑛2𝑏𝑏/𝜖𝜖𝑟𝑟𝜖𝜖0 that 
defines the layer asymmetry ∆= 𝜀𝜀2 − 𝜀𝜀1  where 𝜀𝜀1 and 𝜀𝜀2 are on-site energies in 
the layers. It was discussed in chapter 1, section 1.5., that such an asymmetry 
between the layers leads to a band gap ∆ that depends on the density of 









− Λ ln �ħ𝑣𝑣𝐹𝐹�𝜋𝜋|𝑖𝑖|
𝛾𝛾1
�]−1     (A1.22) 
 
where 𝐶𝐶𝑏𝑏 = 𝜖𝜖𝑟𝑟𝜖𝜖0𝐿𝐿2/𝑐𝑐0 is the capacitance of the bilayer of area 𝐿𝐿2 and 𝜖𝜖𝑟𝑟 is the 
bilayer dielectric constant.  
185 
 
The dimensionless parameter Λ = 𝑒𝑒2𝐿𝐿2𝛾𝛾1/(2𝜋𝜋ħ2𝑣𝑣𝐹𝐹2𝐶𝐶𝑏𝑏) describes the 
effectiveness of the screening of the bilayer. The limit Λ → 0 describes poor 
screening when the density on each layer is equal to 𝑛𝑛/2 whereas for Λ → ∞ 
there is excellent screening, the density lies only on the layer closest to the 
external gate, and ∆= 0. For typical experimental parameters, Λ = 1. Using the 
tight-binding model of bilayer graphene (described in chapter 1, section 1.2.2.) 




0       ∆/2      
0    𝑣𝑣𝐹𝐹𝜋𝜋+
𝑣𝑣𝐹𝐹𝜋𝜋   0
0    𝑣𝑣𝐹𝐹𝜋𝜋+
𝑣𝑣𝐹𝐹𝜋𝜋   0
 ∆/2    𝛾𝛾1
𝛾𝛾1  −∆/2
�       (A1.23) 
 








+ 𝑣𝑣𝐹𝐹2𝑝𝑝2 + (−1)𝛼𝛼�
𝛾𝛾14
4
+ 𝑣𝑣𝐹𝐹2𝑝𝑝2(𝛾𝛾12 + ∆2)   (A1.24) 
 
where 𝑝𝑝 is the magnitude of the momentum near the 𝐾𝐾 point. 𝜀𝜀±
(1) and 𝜀𝜀±
(2) 
describe the low energy bands split by ∆ and higher energy bands, respectively. 
The energies at the bands exactly at the 𝐾𝐾 point are �𝜀𝜀±
(1)(0)� = |∆|/2 and 
�𝜀𝜀±
(2)(0)� = �𝛾𝛾12 + ∆2/4. The electronic densities 𝑛𝑛1 and 𝑛𝑛2on the individual 
layers including the factor of 4 to take into account spin and valley degeneracy 




















}     (A1.25) 
 
where the minus (plus) sign is for the first (second) layer.  
Let us now consider a trilayer graphene in the presence of external gates [4]. 
Figure 1-App1a shows schematic of the ABA stacked trilayer with top and bottom 
gates separated from the trilayer by dielectric media. The trilayer is considered 
as three conducting parallel plates with respective electron densities 𝑛𝑛1, 𝑛𝑛2, and 
𝑛𝑛3, located at 𝑥𝑥 = −𝑑𝑑, 0, and +𝑑𝑑, respectively, where 𝑑𝑑 is the interlayer spacing. 
The back (top) gate at 𝑥𝑥 = −𝐿𝐿𝑏𝑏 (𝑥𝑥 = +𝐿𝐿𝑒𝑒), held at potential 𝑉𝑉𝑏𝑏 (𝑉𝑉𝑒𝑒), is separated 
from the trilayer by a dielectric medium with relative permittivity 𝜖𝜖𝑏𝑏(𝜖𝜖𝑒𝑒). The 
permittivity of the trilayer interlayer spaces (without the screening effect) is 𝜖𝜖𝑟𝑟. A 
description of trilayer graphene in the presence of external gates includes two 
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parameters that take into account differences in the potentials 𝑉𝑉1, 𝑉𝑉2 and 𝑉𝑉3 of 
the three layers: 
 
∆1= −𝑒𝑒(𝑉𝑉1 − 𝑉𝑉3)/2  
∆2= −𝑒𝑒(𝑉𝑉1 − 2𝑉𝑉2 + 𝑉𝑉3)/6        (A1.26) 
 
where ∆1 describes the average energy difference between each adjacent layer, 
while ∆2 describes the difference between the energy of the central layer and 
the average of the outer layers. Using elementary electrostatics, the external 
gate potentials, the electron densities on the layers, and the interlayer 



















𝑛𝑛2         (A1.27) 
 
In the above, 𝑒𝑒
2𝑖𝑖
2𝜖𝜖𝑟𝑟
(𝑛𝑛1 − 𝑛𝑛3) and 
𝑒𝑒2𝑖𝑖
6𝜖𝜖𝑟𝑟
𝑛𝑛2 correspond to the screening effect and 
would be zero if the screening was negligible. From 𝐴𝐴𝐴𝐴𝐴𝐴-stacked trilayer 
Hamiltonian (6×6), a unitary transformation is performed to a basis consisting of 
linear combinations of the atomic orbitals, i.e. (ψ𝐴𝐴1 − ψ𝐴𝐴3)/√2, (ψ𝐵𝐵1 −






�,  𝐷𝐷 = �∆1 0
0 0
0 0









∆2    0
0     −2∆2
0     𝑣𝑣𝐹𝐹𝜋𝜋+
𝑣𝑣𝐹𝐹𝜋𝜋  0
0    𝑣𝑣𝐹𝐹𝜋𝜋+
𝑣𝑣𝐹𝐹𝜋𝜋 0
 −2∆2  √2𝛾𝛾1
√2𝛾𝛾1    ∆2 ⎠
⎟
⎞
     (A1.28)  
 
The Hamiltonian 𝐻𝐻 has a 2×2 block 𝐻𝐻𝑚𝑚 and a 4×4 block 𝐻𝐻𝑏𝑏 on the diagonal, 
connected by a simple off-diagonal block 𝐷𝐷. Block 𝐻𝐻𝑚𝑚 is similar to the Dirac-type 
Hamiltonian of monolayer graphene and it contributes two bands near zero 
energy, whereas block 𝐻𝐻𝑏𝑏 is similar to the Hamiltonian of bilayer graphene, 
except that terms proportional to 𝛾𝛾1, appear with a factor of √2 which gives two 
bands split away from zero by energy ±√2𝛾𝛾1 and two bands near zero energy. In 
order to focus on the role of ∆1, ∆2= 0 is considered. For large enough ∆1 










        (A1.29) 
 
Figure 1-App1b depicts the band structure for the mentioned trilayer system 
where there is a small overlap at zero energy between the two low energy bands 
that cross 𝑝𝑝 = ∆1/𝑣𝑣𝐹𝐹. This behaviour contrasts with that of bilayer graphene, 
where interlayer asymmetry introduces an energy gap between the low-energy 
bands. One can neglect the effect of the top gate in this configuration by setting 
𝑉𝑉𝑒𝑒 = 0 in order to simulate an experimental case of graphene only perturbed by 






Figure 1-App 1:  (a) Schematic of trilayer graphene (three thin black lines at 𝑥𝑥 = −𝑑𝑑, 0,𝑑𝑑) with 
top and bottom gates (thick black lines at 𝑥𝑥 = 𝐿𝐿𝑒𝑒 , 𝐿𝐿𝑏𝑏) separated from the trilayer by dielectric 
media (gray shaded areas). (b) Calculated band structures in trilayer graphene near the K point 
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STM images are simulated by calculating the 0 K current within the π-electron 
tight-binding approximation for few-layer graphene, using [1] 
 
𝐼𝐼 = 4𝑒𝑒
ℎ ∫ 𝑑𝑑𝜀𝜀 
𝑒𝑒𝑉𝑉
0 ∑ ∑ 𝜈𝜈𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼,𝐼𝐼′∈𝑠𝑠𝐼𝐼, 𝐼𝐼′∈𝑒𝑒  𝐺𝐺𝐼𝐼𝐼𝐼′
𝑠𝑠 (𝜀𝜀𝐹𝐹𝑠𝑠 + 𝜀𝜀)𝜈𝜈𝐼𝐼′𝐼𝐼′
† 𝐼𝐼𝐼𝐼 𝐺𝐺𝐼𝐼𝐼𝐼′
𝑒𝑒 (𝜀𝜀𝐹𝐹𝑒𝑒 + 𝜀𝜀 − 𝑒𝑒𝑉𝑉) (A2.1) 
where 𝑉𝑉is the bias, 𝐼𝐼 and 𝐽𝐽 denote orbitals on tip (𝑡𝑡) and sample (𝑠𝑠) respectively, 
and ε𝐹𝐹 and 𝐺𝐺 are the Fermi energy and Green function of each subsystem. We 





𝑒𝑒−�𝑹𝑹𝐼𝐼−𝑹𝑹𝐽𝐽�/𝜆𝜆       (A2.2) 
With [1] λ = 0.85 Å. The current depends upon the precise location of the tip, and 
for each lateral position 𝑹𝑹, the tip-sample separation 𝑧𝑧(𝑹𝑹) is varied until 
𝐼𝐼(𝑧𝑧(𝑹𝑹);𝑹𝑹) = 𝐼𝐼0, for some set-point current 𝐼𝐼0. The calculated images we present 
are of the resulting topography 𝑧𝑧(𝑹𝑹). 
To calculate the Green function of the sample entering (1) we consider a minimal 
model containing nearest neighbour intralayer (𝛾𝛾0 = 3.0 eV) and interlayer (𝛾𝛾1 = 
0.3 eV) hoppings, e.g. for 𝐴𝐴𝐴𝐴𝐴𝐴-trilayer graphene 
 
𝐻𝐻 = −𝛾𝛾0�(|𝑖𝑖 𝐴𝐴1⟩⟨𝑗𝑗 𝐴𝐴1|
⟨𝑖𝑖,𝑗𝑗⟩
+ |𝑖𝑖 𝐴𝐴2⟩⟨𝑗𝑗 𝐴𝐴2| + |𝑖𝑖 𝐴𝐴3⟩⟨𝑗𝑗 𝐴𝐴3| + ℎ. 𝑐𝑐. )   
−𝛾𝛾1 ∑ (|𝑖𝑖 𝐴𝐴2�⟨𝑖𝑖 𝐴𝐴1� + |𝑖𝑖 𝐴𝐴2�⟨𝑖𝑖 𝐴𝐴3� + ℎ. 𝑐𝑐. )𝑖𝑖      (A2.3) 
 
Here, |𝑖𝑖 𝐴𝐴1� is the π-orbital on the 𝐴𝐴-site in layer 1, cell 𝑖𝑖, and h.c. denotes the 
Hermitian conjugate. The extension to other systems is obvious. In order to 
properly study quantum interference patterns associated with isolated steps and 
edges, we use an embedding approach [2], and add to the Hamiltonian spanning 
the sites at the step and the region over which the simulated STM-image is 
required two additional "embedding potentials [2]", which describe exactly the 
influence of the few layer graphene extending to the left and right. Thus 
 
 𝐺𝐺𝐼𝐼𝐼𝐼′
𝑠𝑠 (𝜀𝜀) = �𝐽𝐽�(𝜀𝜀 + 𝑖𝑖0 − 𝐻𝐻 +  ∑ (𝜺𝜺) + ∑ (𝜺𝜺)𝑹𝑹𝑳𝑳 )−1�𝐽𝐽′�    (A2.4) 
The embedding potentials 𝛴𝛴 are directly related to the Green function of the 
respective regions, and found numerically using decimation [3]. Finally, 
periodicity parallel to step edges (taken as 𝒚𝒚�) is exploited via a lattice Fourier 
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transform, and the integrals over wave vector 𝑘𝑘𝑦𝑦 and energy 𝜺𝜺 required to 
evaluate the current in (A2.1) are performed by quadrature. 
 
Self-consistent DFT calculations was employed to simulate local density of states 
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Figure 1-App 3: (a,c) Constant current images of (√3 × √3)𝑹𝑹 30° superstructure nearby the 
defect shown in figure 5-12, taken at 𝑉𝑉𝑏𝑏𝑖𝑖𝑏𝑏𝑠𝑠= 300 and 400 mV, respectively. (b,d) FT images of (a,c).  
 
   
Figure 2-App 3: Constant current images (a,b) at 𝑉𝑉𝑏𝑏𝑖𝑖𝑏𝑏𝑠𝑠=60 and 80 mV, inverse FFT (c-e) with insets 
labelling the scattering processes masked and the resulting difference images (f-h) at 60 and (i-k) 
at 80 mV. 




















Figure 1-App4a shows this boundary with the profile across the bilayer trilayer 
step in figure 1-App4e. Scanning was carried out on the same region with 30° 
angle as shown in figure 1-App4b.  
  
     
Figure 1-App4: (a,b) STM images of graphene/NaCl,  showing a monatomic (bilayer trilayer) step, 
recorded at 𝑉𝑉bias=1.2 V and 𝐼𝐼=1.3 nA with height profiles in (e,f). (c,d) pits in the vicinity of the step 
edge. (g,h)atomic resolution of the edge showing Inverse (√3 × √3)𝑹𝑹 30° and (√3 × √3)𝑹𝑹 30°    










Further examinations of the step (labeled with red and purple square) revealed 
defected edge with inverse �√3 × √3�𝐑𝐑 30° and �√3 × √3�𝐑𝐑 30° 
superstructures decorating the step edge (as expected for graphene edges). This 
is shown in figures 1-App4g,h. On the left side of the step, on the bilayer region, 
we found two pits, one rounded with diameter > 80 nm and the other 
rectangular shape on top of the first (see figure 1-App4c). The rectangular pit 
was atomically resolved as shown in figure 1-App4d, with several defects inside.  
Careful study on the atomically resolved images of the rectangular pit revealed a 
rim of ~ 1nm width around the pit. A comparison between figures 2-App4a,b 
where in the latter, the background of the image is subtracted, shows the rim 
more clearly. Similar effect was observed for all the other pits imaged, 
specifically if large area scanning over the pits was feasible. Other examples 
could be found in chapter 3, section 3.2.1. The presence of the rim could be 
attributed to an electronic signature of the pits.  
 
                                                       
 
Figure 2-App4: STM images of the pit in figure 6-8, (a) without background subtraction and (b) 
with background subtraction showing the rim feature. (c) A smaller sized pit on the same surface 
on the bilayer region with the rim feature surrounding it, at 𝑉𝑉bias=-0.2 V (d) Height profile across 
the pit in (a).   
a 
b d 
c 
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