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Let M be a smooth n-dimensional manifold and let TM be its tangent bundle. 
We consider a time periodic Lagrangian of period T, 2!: TM + R, and we seek 
T-periodic solutions of the Lagrange equations, which in local coordinates are 
~~(t,q,9)-~(t,4.4)=0, i = l,..., n. 
Our main result states that if the fundamental group of M is finite, then (*) has 
infinitely many T-periodic solutions, provided that 2, satisfies certain physically 
reasonable assumptions. 0 1986 Academic Press. Inc. 
0. INTRODUCTION 
The existence and the number of periodic solutions of model equations 
for a classical mechanical system is a problem as old as the field of 
analytical mechanics itself. The development of the nonlinear functional 
analysis has renewed interest in these problems (we refer to [R] for a 
recent bibliography on the subject). 
In this paper we are interested in periodic solutions of prescribed period 
when the system is constrained to a compact manifold. This fact allows us 
to use many tools developed in the theory of closed geodesics on Rieman- 
nian compact manifolds (cf. [K] ). We now describe our results. 
Let M be a smooth n-dimensional manifold and let TM be its tangent 
bundle. We consider a time-dependent Lagrangian 
64,: TM+ R. 
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We suppose that z is T-periodic in time and we seek T-periodic solution 
y(t) EM of the corresponding dynamical system. We fix a finite CT-atlas 
A = f u,, d,>,= I,....N for M (O.la) 
and the corresponding atlas 
TA = WJ,, Th>,= ~,...,,w for TM. (O.lb) 
So in local coordinates, our dynamical system is described by the system of 
second-order differential equations 
for i = I,..., n and y(t)E U,, 1= l,..., N (0.2) 
where 
%k a4 = -ft: * UW% 4 and (s(G 4(f)) = G%) li. (0.3) 
We shall suppose that T= 1 (if not it is sufficient to rescale the time) and 
we set S’ = R/Z so that we can regard a solution of (0.1) as a function 
y: St + M. We make the following assumption on 9: 
(L,) 9, is twice differentiable for I= l,..., N. 
There exists a constant c>O such that 
for i, j= l,..., n and I= l,..., N. 
(L3) There exists a constant v > 0 such that 
a2 c- ii au; au* y(t9 4, v, Wiwj> Vl~Iz for I= l,..., N. 
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For example, the Lagrangian defined by 
zXt,q, u)=C~~(t,q)ui~j+Cbf(t,q)ui+c’(t,q) 
11 I 
satisfies (L,), (L2), and (~5,) if ai j, bf, C’E C2(UI) and the matrix {a:(& q)j. 
is positive infinite for every t E S’ and q E UI. 
We say that a periodic solution of (0.2) is homotopically trivial (resp. 
nontrivial) if the map y: S’ + M is homotopically trivial (resp. nontrivial). 
The main result of this paper is the following. 
THEOREM 0.1. Suppose that 5$ satisfies (L,), (L,), (L,), then 
(i) for each conjugacy class of the fundamental group of M there 
exists at least a homotopically nontrivial periodic solution of (0.2) and 
(ii) if the fundamental group of M is finite, then there exist infinitely 
many homotopically trivial periodic solutions of (0.2). 
By Theorem 0.1 the following corollary follows. 
COROLLARY 0.2. rf M is a Lie group (or more in general an H-space) 
then (0.2) has infinitely many periodic solutions. 
Proof: Under our assumptions n,(M) is an Abelian group. Then if it is 
infinite, the conclusion follows by Theorem 0.1(i); if it is finite, the con- 
clusion follows from Theorem 0.1 (ii). 
1. DESCRIPTION OF THE FUNCTION SPACE USED 
Let M be a smooth compact manifold of dimension n and let 
S’=R/Z= [0, l]/{O, 1). For sE($, +co] we set 
fl”M= W(S’, M) 
where W”(S’, M) denotes the Sobolev space of functions y: S’ + M of 
order s. Since there exists n’ such that M c M”‘, the easiest way to define 
?V(S’, M) probably is the following one: 
W(S’, M) = (y E W(S’, R”‘)I r(t) E M for every t}. 
We remark that the above assumption makes sense. In fact since s > f, by 
the Sobolev embedding theorem, the function in w”(S’, M) is continuous. 
If s <t there is not any reasonable definition (cf., e.g., [A]). 
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W’(S’, M) can also be defined using the atlas (O.la). We say that 
y E W’(S’, M) if for every interval T c S’ such that y(r) E Ui, we have that 
di. y1 r: r + Rk is a function in Ws( S’, Rk); ( ui, di) E A. 
Palais has shown that the two definitions are equivalent [Pa]. We will be 
interested in the two cases when s = 1 or s = + co. In these cases we set 
/i’M = W’(S’, M) = function with “square integrable derivative” 
and 
A”M= W”o(S’, M)= P(S’, M) 
= functions continuous with all their derivatives. 
It is well known that /1’M is a Hilbert manifold (cf., e.g., [Pa, K, A]). We 
also need to use the space C(S’, M) of the continuous functions y: S’ + M. 
We shall use the notation 
AM = C( s’, M). 
It is well known that AM is a Banach manifold (cf., e.g., [K]). Now con- 
sider the tangent bundle TM -5 M. For s E (4, co ) and r < s define 
TA”M = (t : S’ + TM: 5 is a vector field 
of class IV along a curve y E A’M}. 
If we define a map ii: T&M-+ A”M as 
(f%)(t) = 45(r)) for a.e. t E S’ 
it follows that (TA”M, ~7, AsM} is a (infinite-dimensional) vector bundle 
over A”M (cf. [K] or [A] for proofs and details). In particular, for r = s, 
we obtain the tangent bundle of A”M. In this case we shall write simple 
T/M. Also we shall use the notation 
~A’M=(ii)-‘y= {&S’ + M ( 5 is a vector of class FV along y ) 
T,A”M= (if-’ y= (r: S’ --) M) r is a vector of class W” along r }. 
Similarly we define 
TAM = { <: S + M ( < is a continuous vector field 
along a curve y E AM} 
T#A”M= (r: S+ MI < is a continuous vector field 
along a curve y E A”M}, S>$. 
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By well known theorems on Sobolev spaces, we have that the embeddings 
T,J’M + T,” n ‘M --f q’” ‘M are continuous and the first one is also com- 
pact (for details see, e.g., [K] or [A]). In order to make easier the com- 
putation in the following sections it is useful to introduce a Riemann struc- 
ture ( , ) on M. This structure permits one to define Hilbert structures on 
T’n’M and T; A’M as follows: 
Wo=I,‘<5(t),?(f))y(r)df, blqw~ 
CL r7)l =Jb’ {ow), vtrlw>,,,,+ (5(t), ~W),(,)~ d4 5,VT,A’M 
where V, denotes the covariant derivative. We shall use also the notation 
115110= (<Y fw” (5E C’AW and Il~ll~=~~~~>:“(5~Ty~‘~). 
We also define 
11511 # = c sup (5(r), wn,(tJ’* for r E T,AM. 
rE(O*l) 
The above definition allows one to define the following distances on /i’M: 
dist,(y,, y2)=min BEB il’ IIBW 1 La 
dist,(y, , y2) = min pse 1; ll8bwo d. 
where B is the set of curves B(L) of class C’ joining y1 and y2 and 
m =$ B(n). 
It turns out that /i’M is a complete metric space with respect to the dis- 
tance d,( *, . ). Actually it is an infinite-dimensional Riemann manifold with 
respect o the Riemann structure ( ., . ) 1 and the topology induced by this 
metric is the same given by the definition (cf. [K] for proofs and details). 
We also define for yl, y2 E AM 
where B=(/IEC’([O, l],~tM):fl(O)=y,,/?(l)=y~). 
As expected it turns out that AM is a complete matric space with the dis- 
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tance dist+(y,, y2) and the topology given by this metric is the uniform 
convergence topology. 
By virtue of the compactness of the embedding A’M -+ AM the following 
result holds (see [K] for details). 
LEMMA 1.1. If {yn} is a sequence in A ‘M, bounded with respect to the 
metric d, ( ‘, . ), then it has a subsequence converging in AM. 
2. ESTIMATES OF THE ACTION OF THE FUNCTIONAL ON ,4’M 
At least formally, the solutions of (0.2) are the critical points of the 
action functional 
.flr)=[s, d%:oYdt. (2.1) 
We shall show that the functional (2.1) is a functional of class C’ on n ‘M. 
In this section we shall prove this fact and we shall give some estimates to 
be used later. 
In order to carry out this program it is useful to have nice local represen- 
tations of the quantity involved by means of the atlas (O.la, b). In this way 
it will be possible to exploit assumptions (L,), (LJ, and (L,). For y E A’M, 
we divide S’ in “intervals” r i,..., rP (where p depends on y) such that 
y(t) E UI for t E tl, 1= l,..., p 
where {U,, 4[) is a chart of the atlas (O.la). Then we set 
4/=41”Ylrp I= l,..., p. (2.2) 
Clearly q/E W’(r,, R”) and 
llqd L”(r,,R”) < c1 (2.3) 
where c, is a constant which depends only on the atlas (O.la). Moreover 
V(t) E TU, for teal and I= l,..., p; 
then we set 
(q,, 4,) = T4roitlrp I = l,..., p. (2.4) 
Clearly we have 
. d 
4/=-g/ 
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and 
cjr~ L*(q, R”). (2.5) 
If t: E T,,A’M, we have that 
t(t) E TU, for t E rI and I= l,..., p 
then we set 
(qr, @A = T@ro 5lr, for I= l,..., p. 
By the definition of T,/1’M we have that 
(2.5’) 
8q1E W’(z,, R”). (2.6) 
Moreover t E T*CJ, where T* denotes the “double tangent” operator. So we 
can set 
(qr> h,, 4r, 60,) = T*$,o til,,. (2.7) 
Of course q/ and dr defined by the above formula agree with q, and 4, given 
by (2.4) and 
i&j/ = -$6q E L’(T/, R”). WV 
DEFINITION 2.1. Given y~n’M and 5 E T,A’M, we shall call the 
functions q/, d,, 6q,, So1 (defined by (2.2), (2.4), (2.5), (2.7)) an A-local 
representation of y, 7, 5, and [, respectively. Also we shall call the 
corresponding functions Y,(t, q, u) for I= l,..., p (given by (0.3)) an A-local 
representation of Zt corresponding to y. 
Using an A-local representation of v and of L, the functional (2.1) takes 
the form 
f(y) = i j d%;(t, q/(t), 4r(t)) dt. 
,=I T/ 
(2.9) 
LEMMA 2.2. Let Y[ be a function given by (0.3) and set 
g,(q) = j L,(t, q,4) dt 
T1 
(2.10) 
where zl is a subinterval of [0, I]. If Z, satisfies (L,), (L2) then g, is a 
functional of class C’ on W’(z,, R”) with 
g;OCkd=~j i~(t,q,4)6q+~(t,q,Q)6P)df (2.11) iT/ I 
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and the following inequality is satisfied: 
g’(q)CQl < C1(I~zI + 11~115~(~,.R~,) ll~411w1~,~,,R”~ (2.12) 
where c, depends only on the constant c appearing in (L2) and 1~~) is the 
measure of z2. 
Proof: Of course (2.11) holds formally. In order to show that (2.11) is 
the FrechCt derivative of (2.10) some estimates are necessary. 
By the Taylor formula we have 
qt, q + 6q, 0 + 6u) - %(t, q, u) - c !?J 
where e(t) is a measurable function such that le(t)[ < 1. 
By (L,)(a), for q, 6qe W*(z,, R”), we have 
a22 c- ii aqi aqj (t, q + e(t) @, 4 + e(t) G) &, Jqj dt 
By (L,)(b), we have 
(2.13) 
(2.14) 
a29 c- ii aqi avi (23 4+ e(l) dq, 4 + e(t) 4) hi Qjdr 
i c I (I+ IQ+ e(t) 41) VqI IS4 dt r/ 
G c IIWI Lm 
D 7, 
(1+,4+B(r)8Q,)2dt]1’2[~T,,Sq12]1’2 
(by the Schwarz inequality) 
~‘~11~4llL~ (IT,1 + lldl2w~ + llw12,1Y’2 llWlw’* (2.15) 
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By (L,)(c) we have 
/I 
c- ay (t,q+e(t)6q,g+B(t)6ri)69-i6~jddt <C)(6q(J2,1. 
r, ii hi avj 
(2.16) 
Now we can prove that (2.11) is the Frechtt derivative of g,. In fact 
l&b + &I) - g,(q) - gXq)C~qll 
=(l q+8(t)6q,4+8(t)69)64i6qj +aviaqj ' 
a*9 
+ a4i a4j 
-((t,q+8(t)64,4+B(t)64)6qi6qj (by (2.13)) 
bc,{C(b,l+ llqll?v~+ ll&IllL~)l 
+ (brl + llqll2w~ + Il&d%)“* IIWI W’ Il&dl,~ + II&Ill wlj 
(by (2.16), (2.15), and (2.14)) 
Gc*(l + llqll’wl+ ll&?ll2,1) Vdl2,1= 4ll&dl WI) 
as IVqll wI -4. 
Therefore g, is Frechkt differentiable. 
Now we have to prove (2.12). 
By (L,)(a) we have 
By (L,)(b) we have 
G dkrl + IId’, ll&?ll,~ 
G cdb,l + llqll’,l, II&Ill w’. 
(2.17) 
(2.18) 
1~7,~Gidj s+l + 141) IW dt 
<cc(b,l + ll~llw~) (J- l~d’)l’z 
r/ 
(by the Schwarz inequality) 
G c4(brl+ IM WI) l&II W’. (2.19) 
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By (2.18) and (2.19), (2.12) follows with a suitable choice of ci. The con- 
tinuity of g; follows by the above estimates and standard theorems. [ 
COROLLARY 2.3. The function f defined by (2.1) is a Cl-functional on 
A’M. Moreover if q,, 69, is a local A-representation of y and < we have 
f’(Y)(t) = c d(9dC&Ill (2.20) 
where g, is defined in Lemma 2.2. 
Proof: Let /?(A) (1 E (u -E, u + E), E > 0) be a (?-curve in A’M such that 
p(O) = y, (d/dl) j?(1) = 5 and let qr, 69, be an A-local representation of y 
and 5. 
Then, using (2.9) and Lemma 2.2 we get 
-$f(8(Wli=cl=~ gX9,)C~9,1* I 
/ 
(2.21) 
In carrying out our estimates on the functional f it is useful to make use 
of the Riemann structure ( , ) on M which, as we have seen in Section 1, 
induces an infinite-dimensional Riemann structure ( ., . ), on ,4’M. 
Strictly related to ( ., . ), , there is the functional (called energy 
functional) 
&)=;js, (li, 9) dt. (2.22) 
Using an A-local representation, (2.22) takes the form 
(2.23) 
where qr, 4, is an A-local representation of 3 and { gb] is the metric tensor 
in the local coordinates of the chart (U,, @/}. 6?(y) is a particular case of 
the functional (2.1) when L, 0 3 = (y, j). So, by Lemma 2.3, it follows that 
6?(y) is a Cl-function of A’M. 
LEMMA 2.4. There exist constants a, and b, such that 
ds(r)-b,~f(y)~a~~(g)+b,. (2.24) 
Proof: Let 3, be a local representation of -c;P, given by (0.3). For 
I= l,..., N we have 
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~(sq,V)=~(~,q,U)+C~(t,q,D) 
i aui 
where 8 E (0, 1). 
By the above formula, the compactness of n/r, and (L3) we get 
where c1 , c2, and bl are suitable constants. 
If g$ is the metric tensor of ( , ) in the chart U,, by the above 
inequality we get 
~(t,q,u)B~g~(q)viu,-b,, I= l,..., p, 
where al is a suitable constant. 
The above inequality can be written as 
.,,,a$ CL 5)-b, for every 5 E TM. 
Taking y E A ‘M, 5 = 3, integrating by the above inequality, we get 
The other inequality can be obtained in an analogous way. 1 
The following lemma establishes estimates between intrinsic quantities 
and the corresponding quantities given by an A-local representation. 
LEMMA 2.5. Let y, 5, ql, dr, 6q,, SQ, as in Definition 2.1. Then there 
exists a constant M depending only on A and ( ., ’ ) such that 
,$, Ilq,Gqr,.R~) G M(l + &(Y )I (2.25) 
Ik%,ll L’=‘(r,,R”) G M 11 t 11 # 7 I= l,..., p (2.26) 
; Ml: + M&(Y) lItI’, G ’ ,;, lk%dl iV1(,,.R”) 
~~ll~ll:+~~~~~ll~ll2,. (2.27) 
146 VIERI BENCI 
ProoJ By (2.3) we have Iqr(t)j <c, for every ZE zI (I= l,..., p). Then 
~~~,~~t*(r,,R”)~ IT11 c1. (2.28) 
Since the atlas (0.2) is finite there is a constant cz such that 
IOdt)12 G c2 &(qdt)) 4/,i4I, j, I= l,..., p, 
where gi is the metric tensor. 
Then we have 
,c, I, 14/l’ dt G ~2 ,$, &(q/) 4/,i4l,j dt 
=c2 f 1 (j,j)=czm). 
,=I ‘I 
By (2.28) and (2.29), (2.25) follows. 
For t et1 we have 
(2.29) 
then there is a constant c3 such that 
$ I&&)l’~ (r(t), 5(t)> G c, IJqr(t)12, 
By the first of the above inequality (2.26) follows; by the second we get 
f (t(t), t(t)> dtGc3 c ~k%,~~~*(~,,R”)’ 
(2.30) 
I 
For t E r, we have 
tri, 0 =C &$q)v*dqLiv*6qLj 
ij 
where V, denotes the covariant derivative: 
(2.31) 
‘t bl,i = sQLi + c ~,hk(~/) 4l.h 6qUc (2.32) 
0 
where ri,hk are the Christoffel symbols relative to the chart U,. Then by 
(2.31) and (2.32) we get 
<e, exC41&ir12+Cs14r12 l&I,12. 
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So integrating we get 
f (6 t> dt-,c Il~q,l12,~~,l,,t~~+cs c ll&rllZL~~,,,,t~~ lIqGv~~r,,,t~~~ 
I I 
Using (2.25) and (2.26), the second inequality (2.27) follows. The other 
inequality (2.27) follows in an analogous way. 1 
LEMMA 2.6. Let jl: (0, 1) + A’M be a curve of class C’. Then 
(4 (44 UW)) G 2WW1’2 II&4)ll 1, 
(b) (WA) WW))“’ G II&W 1, 
(c) SA WA))“’ dA 6 d, where d, = 1: II&)ll 1 4 
(4 ~~-~~~distl(B(ObP(l))~d~, 
(e) if {y,,) is a sequence such that &(y,) is bounded, then there is a 
subsequence yk converging in AM. 
Proof. (a) Define 6: [0, l] x S’ + A’M as 
w t) = CB(~)l(t). 
Then we have 
(a, 6, a, 6) dt = j1 (v, a, 6, a, 8) dt 
0 
(V, denotes the covariant derivative) 
< 
(1 
’ (vna,s,v,a,s)dt 
112 
) u 
f ’ (a,s,a,s)dt 
l/2 
0 0 
(by the Schwarz inequality) 
G 2 IIBM 1 * ww’2. 
Part (b) follows directly by (a). 
Part (c) follows integrating (b). 
Part (d) follows by (b) and the definition of dist 1( ., . ). 
Part (e) if 6(y,) is bounded, by (2.25) it follows that {yn} is a uniformly 
equicontinuous family of functions. The conclusion follows by the Ascoli- 
Arzela theorem. B 
Let y. and y1 E A’M be two curves such that 
d,bo,y,)Gp (2.33) 
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where p is small enough in order that the Riemann sphere S,(x) is 
geodesically convex for every x E M. By virtue of the compactness of A4 and 
a well known theorem of J. Whitehead such a p exists. Let 6: [0, l] x 
S’ + M be a function such that 
(a) WA t) = ye(l); &L t) = Yl(t) 
(b) R -+ &A, t) is the shortest geodesic joining y,,(t) and ~~(1) 
parametrized with the arc length. (2.34) 
By our assumption on p, 6 is well defined. The function 6 defines a 
C-curve /?: (0, 1) + A’M in a natural way 
W))(t) = d(f4 t). (2.35) 
LEMMA 2.7. Let p be the curve defined by (2.35). Then 
IIb(41141+~04dds for every /I E [0, 1 ] 
where b(A) = (d/dA) /?(A), d, = dist #(yO, yt), d, = j; IIfi(A)([ 1 M, and a, is a 
constant which depends only on the Riemann manifold (M, ( ., . )). 
Remark. In a linear space, where the tangent space can be identified 
with the space itself we have /I(A) = (1-A) y. + Ry,. Then I&A)((, = 
[(yI - yol( t= d,. Lemma 2.8 says that IIfi(A)(l 1, in our situation, is not equal 
to dp, but it can be nicely estimated. 
Proof: By (2.34)(b) it follows that 
v, a, b(l, t) = 0 for every t E S’ (2.36) 
<a,& 8, S> = diNyo(t), yl(t))’ 6 &# for every t E 9. (2.37) 
We have 
5 d 1 =----- ((v,a,b,v,a,s)+(a,s,a,s)}dt 
IILW)ll1 d2 I o 
1 
=- 
i ’ ((vlv,a,s,v,a,s)+(v,a,s,a,s)}dt IIB(~)ll1 0 
by (2.36). (2.38) 
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By a well known formula of Riemannian geometry, if u is any vector field 
along 6, we have 
vl vlv =vt vlv - R6(ar 6, a, 6) v (2.39) 
where R is the Riemann curvature tensor. Moreover since our manifold M 
is compact, there exists a constant a, such that 
Wv,, vd “3, ~4) <aollv,ll . llvzll . lb~ll . Ib~ll (2.40) 
where V,E TM and l[uill = (ui, ui). By (2.38), applying (2.39) with u = a, 6, 
we get 
(by (2.36) and (2.40)) 
(by (2.37) and the Schwarz inequality) 
<a, d;?# cqp(n))“’ 
(by the definition of jI&A)jl, and S(b)). (2.41) 
By the above formula we get 
< a0 8, f’ &‘(p(L))“’ dll 
0 
< a,, d$ d, (by Lemma 2.6(c)). 
Then, integrating the above formula in dp we get 
IIB(X)II - dp G a, 4 d, 
which proves the lemma. 1 
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LEMMA 2.8. Let yI, y2 E A”M be two functions satisfying (2.33), and let 
p be a curve in A’M defined by (2.35) and (2.34). Then the.function 
has the second derivative and there are constants vO and MO such that 
Proof: The second derivative of f(fi(,I)) exists since y, , yz, and hence 
s(t, A) (given by (2.34)) are smooth. 
Using (2.20) and (2.10) we have 
where q’(t, 2) is an A-local representation of the function 6 defined by 
(2.34) (in the above formula we wrote q instead of q’ and PEP instead of 9” 
to make the notation simpler). So we have 
a% 
+ aqi au, - aAqi 6 atqj 
+ i i [g%qi+$aja,qi]dt 
i=l 1t I I 
= i {z,+z2+z,+z‘4+z5}. 
I= 1 
In order to prove (2.42) we have to evaluate the integrals Zis. First we 
estimate II and Zz from above. 
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G Cl 118112, (I+ WV) (by (2.26) and (2.25)) (2.43) 
where c1 is a suitable constant. 
(by the Schwarz inequality) 
d c3 hdt Lxz i (142-t Ii4ttzwl)lI* vh4lt w1 
I= 1 
< c4 Illill y (1 + ww* II/ill, (by (2.25) and (2.26)). 
Now we estimate Z3 from below: 
(2.44) 
2 v. f 1 m hi* dt (by W2Mc)) 
I=, ‘I 
(by (2.26) and (2.27)). (2.45) 
To evaluate I4 and I5 from below more work is necessary. 
Now remember that A+ q(t, A) is a geodesics and thus satisfies the 
equation 
ah + ritq)Ca2qy an43 = 0 (2.46) 
152 VIERI BENCI 
where we have set 
ri(q)Cc13 rll =C G.,(4) tk5,. 
Since our atlas is finite, there exists a?onstant cg such that 
la:qil 6 c6 la1q12. 
Moreover, deriving (2.46) with respect o t we get 
(2.47) 
at a:qi+ 2ri(4)[Iat a149 a,Iql + Ai(q)Catq9 a,?q, 8241 =O 
where A,(q) is a continuous 3-linear form. 
So, since our atlas is finite, we get 
d c9 f j (1 + l&412) l?1412 dt 
I=1 ‘TI 
(by (L)(a) and (2.47)) 
~Cldl +W)) II/ill’, 
(by (2.25) and (2.26)) 
z5 = ,c, tl jr, {g k4, ad a: 84) dt I 
dc f j (1 + la,qi)h ia, 441 Ia,4 + c8 iad l44i2) dtI=, 7, 
(by (b)(b) and (2.48)) 
(2.48) 
(2.49) 
G C,,[llBll# . (1 +ww”~ IISII 1+ IIW (I+ g(B))1 
(by Lemma 2.5). (2.50) 
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Thus we have 
13 + I, + I* + 14 + I, 
2 dIalI: - cdl + WV) II&Y -cdl + mw” llbll # 
(by (2.49), (2.43), (2.44) and (2.50)) 
and this proves (2.42). 1 
3. THE TOPOLOGY OF ,4'M 
The topology of /i ‘M is strictly related to the topology of /iM; in fact we 
have the following theorem. 
THEOREM 3.1. The embedding 
i:A’M-+AM 
is a homotopy equivalence. 
Proof: See [K, Theorem 1.2.101. 4 
For our purposes, by virtue of Theorem 3.1 it is enough to study the 
topology of AM. We have the following results of Vigue-Poirrier and Sul- 
livan: 
THEOREM 3.2. If z,(M) = 0 there exists an infinite set of positive integers 
QcN 
such that 
HqfM) # 0 for every q E Q 
where H4(AM) is the cohomology ring with real coefficients. 
Proof If the cohomology algebra H*(M) requires at least two 
generators, then the result follows from the main theorem of [VPS, 
p. 6371. 
If H*(M) has only one generator, the result follows from the Addendus 
of [VPS, p. 6431. 1 
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By the above theorem and Theorem 3.1, we have the following corollary: 
COROLLARY 3.3. Under the same assumptions of Theorem 3.2 
EP(A ‘M) # 0 for every q E Q. 
Now let p > 0 be small enough in order that the Riemann sphere S,(x) is 
geodesically convex for every x E M. We set 
EC= {y~A’M(d(y)<c). (3.1) 
The following result holds. 
THEOREM 3.4. E, is homotopically equivalent to a manifold M of dimen- 
sion less or equal to (dim M)(&/p + 1). 
Proof: The proof is essentially the same as the proof of Theorem 16.2 of 
Milnor [Mi]. Actually instead of using the manifold A’M, he uses the 
(noncomplete) manifold of broken geodesics, but its proof can be adapted 
to our situation without major changes. We shall give a sketch of it. Let 
S,(x) be the Riemann ball of radius p and center x. By virtue of the com- 
pactness of M and well known theorems, it is possible to choose p small 
enough in order that S,(x) is geodesically convex for every x E M. We now 
set 
&= I~~Ecbl~t,~,,t,, is a geodesic for i= l,..., IV} 
where ti = i/N and N satisfies d/p d N < J/p + 1. Notice that, by virtue 
of our restriction on N, if y E e,, y( [ti- 1, ti]) is contained in S,(x) for 
some x E M. Now we want to show that E, is a finite-dimensional manifold. 
To do this we set 
A = ((Xl,..., x,) E MN 1 dist(x,- 1, xi) < p, i = l,..., N) 
and consider the map 
7Cd-43, 
defined as 
4x1,***, XN) = Y with y(t,) = xi. 
This map is obviously continuous since xi- 1 and xi belong to S,(x) for 
some x E M and since S,(x) is geodesically convex, the (unique) geodesic 
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which joins xi- r and xi depends continuously on xi and xi+ 1. Moreover it 
is invertible, in fact 
eY) = (r(t1L Y(fN)). 
This proves that E, is a manifold of dimension (dim M) * ([G/p] + 1) 
where [a] denotes the integer part of a. The next step will be to prove the 
e, is a deformation retract of E,. The retraction r: [0, l/N] x E, + e, is 
defined as 
r(,I, y)(t) = the unique geodesic joining y( ti) with y( ti + A) 
for tE [Ii, ti+A] 
= Y(t) for TV [ti+i, ti+,], i=O ,..., N- 1. 
If you remember that ti= i/N, the above definition makes sense for 
A E [O, l/N]. Clearly r(0, y) = y and r(l/N, t) E e,. Moreover, it is easy to 
see that r is continuous in [0, l/N] x A’M and it is equal to the identity for 
y E e,.. This proves the theorem. 1 
By Theorem 3.4 the following conclusion is straightforward. 
COROLLARY 3.5. Hk(E,) = 0 for k > (dim M)[&/p + 11. 
4. THE MAIN RESULTS 
We recall the well known assumption (c) of Palais and Smale (which we 
will call P.S.). 
DEFINITION 4.1. Let X be a Riemann manifold modelled on a Hilbert 
space and let fe C’(X, R). We say that {X, f) satisfies P.S. if any sequence 
yn E X such that f(y,J -+ c and Vf(y,) -+ 0 has a converging subsequence. 
The above condition is used to prove the following well known theorem: 
THEOREM 4.2. Let (X, f } satisfy P.S. and let r be a family of subsets of 
X such that 
(a) 3A E r such that f [ A is bounded from above. 
(b) VA E f, f I A > const. 
(c) Zf q is a deformation of X (i.e., it is a homeomorphism on X 
homeotopic to the identity) then A E r if and only if q(A) E T. 
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Under such assumptions 
c= inf supf(~) 
AEI- yt.4 
is well defined and it is a critical value off: 
Our goal is to apply Theorem 4.2 to the couple (A’A4,f) where f is 
defined by (2.1). The first step is to prove the following lemma. 
LEMMA 4.3. { A'h4, f } satisfies P.S. 
ProojI First of all we remark that V’ given by the formula 
@f(r), t>1 =f’b)CSI~ 
is well defined and continuous by Lemma 2.3. Now let (y,] be a sequence 
such that 
(a) f(Yn)-+C 
(b) Ilvf(rJll =&n where E, + 0. (4.1) 
Since A”A4 is dense in A’A4, we can consider a sequence F,, E A “A4 such 
that 
(4 dishh, 5%) 6~ 
(b) IIV~Yn)ll G 2~ (by the continuity ofV’and (4.1)(b)) (4.2) 
(c) f(P,)Gc+ 1 (by the continuity off and (4.1)(a)). 
By (4.2)(c) and Lemma 2.4 it follows that 
for every n (4.3) 
where E0 is a suitable constant. So, by Lemma 2.6(e), we can consider a 
subsequence which is a Cauchy sequence in AM. We shall denote this sub- 
sequence again with 7,. We want to show that {T,,> is a Cauchy sequence 
in A ‘M. We set 
4, = dist # (% T L 1 (4.3’) 
and we choose N large enough in order that 
4, <P for n, m 2 N 
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where p is the constant appearing in (2.33). Now let 
p=fl,,m: [O, l] -+‘4’M 
be the curve defined by (2.34) and (2.35) with p(O) =yn, fl(l)=ym. 
Since 7, and y”, E A”M we can apply Lemma 2.8. So we have 
Now let us estimate each piece: 
c I<V(y”,), 8ow + IW(r”,h /i(W 
~~~,ll8~~~ll~+~~~IlS~~~ll~ (by (4.2)(b)) 
~2(s,+&,)(1+aodist.(g~,9,))~l IIb(J)ll~d~ 
0 
(by Lemma 2.7) 
f 2(&t, + ~,)(1+ ao 4z.m) 1’ II~(4ll: dA 
0 
(by (4.3’) and the Schwarz inequality) 
& 4 5 : Il8M: dl (for n, m large enough). (4.5) 
Since the curve I -+ s(A, t) = fl(A)[t] is a geodesic, parametrized with the 
arc length 
max IIfi(A)ll# = max sup (a, 6(t, I.), a, s(t, A))“* = d,,. 
1s C%ll AE[O,l] rE[O,l] 
(4.6) 
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G 41+ 2 : WW” ll&,ll~ dT i 
(by (4.3) and Lemma 2.6(a)) 
,<E,+2(1+a,dist.(~,,l~,)) 
X j,’ II~M, d2. f 4B)“* d2 (by Lemma 2.7) 
d ~50 + 2(1+ ao 4.J ( j’ ll/%n,n)’ 
0 
(by (4.3’) and Lemma 2.6(c)) 
~K3+2(l+u,d,,,4-’ ll8Wtd~ 
0 
(by the Schwarz inequality) 
G-&,+3 s ; Illi(4l(*dJ. for n, m large enough. (4 .7) 
So by (4.4), (4.5), (4.6), and (4.7) we have 
The above inequality proves that 
jol 11811: dl= 16’ ll/in,mll: dl
tends to 0 as n, m -+ co. 
Therefore, since 
dish(Y,, 7,) G j’ ll/i,,,II 1 d2 i (ji ll~n,ml12)“2 -+ 0, 
0 
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y”,, is a Cauchy sequence in A’M. Therefore it converges in A’M. By 
(4.2)(a) it follows that also yn converges. 1 
For any set A E /i’M let i A : A + A’M denote the natural embedding and 
let i& : Hk(/ilM) + Hk(A) be the induced homomorphism. Let Q be the 
set defined in Theorem 3.2. Then for every k E Q, we set 
rk= {AcA’M(i~,,#O). (4.8) 
THEOREM 4.4. Zf n,(M) = 0, for every k E Q, the number 
ck = I;; fy f(Y) 
is well defined and it is a critical value off: Moreover, 
lim ck= +m. 
ksQ 
k- +m 
Proof. In order to prove the first part of the theorem, it is sufficient o 
apply Theorem 4.2 with X = ,4’M. (/1’M, f} satisfies P.S. by Lemma 4.3. 
By Corollary 3.3 it follows that the sets fk (k E Q) are not empty and con- 
tain compact sets (in fact they contain the suport of k-chains which are not 
homologous to a constant). Then the assumption (a) of Theorem 4.2 is 
satisfied. By virtue of Lemma 2.4, f is bounded from below on I1’M. Then 
assumption (b) follows. Assumption (c) follows from the fact that q induces 
an isomorphism q* which makes the following diagram commute: 
so $s(A)= h*)-l 0 it,,A # 0 if and only if i& # 0. So, by Theorem 4.2, the 
first part of Theorem 4.3 follows. In order to prove (4.9) we fix k E Q, E > 0 
and we take d E rk such that 
sup f(y) d ck + &. ycd 
For y E A, by Lemma 2.4, it follows that 
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So, setting c = ul(ck + E) + b,, we have that ,? --% E, where E,. is defined 
by (3.1). Then we obtain the commutative diagram 
Hk(PM) 
\-y@ 
Hk(Ec) 
where i2 : E, -+ A’M is the embedding. Since ,? E rk, iIs& # 0, then i: # 0. 
Therefore Hk(E,) # 0. Then by Corollary 3.5 it fohows that 
Then by the definition of c, we obtain that 
k= 
Ck 2 a,(dim M)*’ 
2-M (M is a positive constant). 
Proof of Theorern 0.1. (a) A connected component of AM corresponds 
to every conjugacy class a of z,(M) and by virtue of Theorem 3.1, a con- 
nected component C(a) of A’M. Define 
c= p$f(Y). 
Since {AIM, f) satisfy P.S., then c, is a minimum and, of course, it is a 
critical value off: Moreover, if CI # CI’, the critical points off are distinct 
since they belong to different connected components. 
(b) If n,(M) =O, then the conclusion follows by Theorem 4.4. 
Otherwise consider the universal covering space i@--% M. Since n,(M) is 
finite, & is compact. Let p(t) = 9(t) 0 Tn for every t E [O, 11. Then & and 
p(t) satisfy the assumption of Theorem 4.4. Therefore there are infinitely 
many periodic orbits Tk of Z(t). Clearly zy”, is a periodic orbit of y(t), and 
by its construction it is homotopically trivial. 4 
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