Abstract. Several fundamental results on existence, flow-invariance, regularity, and linearized stability of solutions to the nonlinear partial differential delay equationu(t) + Bu(t) F (u t ), t ≥ 0, u 0 = ϕ, with B ⊂ X × X ω−accretive, are developed for a general Banach space X. In contrast to existing results, with the history-response F globally defined and, at least, Lipschitz on bounded sets, the results are tailored for situations with F defined on (possibly) thin subsets of the initial-history space E only, and are applied to place several classes of population models in their natural L 1 −setting. The main result solves the open problem of a subtangential condition for flow-invariance of solutions in the fully nonlinear case, paralleling those known for the cases of (a) no delay, (b) ordinary delay equations with B ≡ 0, and (c) the semilinear case.
Introduction
The object of study of this paper is the following partial functional differential equation with delay:
(PFDE) u(t) + Bu(t) F (u t ), t ≥ 0, u |I = ϕ ∈Ê.
B ⊂ X × X is a (generally) nonlinear and multivalued operator in a Banach (state) space X, with (B + ωI) accretive, some ω ∈ R , and, for given I = [−R, 0], R > 0 (finite delay), or I = (−∞, 0] (infinite delay), and t ≥ 0, u t : I → X is the history of u up to t : u t (s) = u(t + s), s ∈ I, and ϕ : I → X is a given initial history out of a subsetÊ of a space E of functions from I to X. Moreover, F is a given history-responsive operator with domain D(F ) ⊂ E and range in X. Usually, B is a (possibly perturbed) partial differential operator in X, and equation (PFDE) is used to model evolutionary processes where the time-rate of change of the process depends (not only on the current state, but also) on the past history of the process, such as processes with thermal or shape memory in physics, chemical reaction sequences, and, most notably, population models. One of the characteristic features of the existing literature on (PFDE) (compare the references below, or, for a rather complete survey, cf. [65] and the references therein) is the assumption on the history-responsive operator F to be globally defined and globally Lipschitz, or, at least, Lipschitz on bounded sets. For applications, this can turn out to be a severe restriction. Some of the prominent examples to this effect are population models, such as the following example modeling the production of red blood cells ( Due to the quadratic terms in the history-response, and thus, for having F globally defined, the problem of invariance of the state space under products, in the existing literature on models of this type, the state space X is taken to be either C(Ω) or In order to enlarge the range of applicability in general, we provide in this paper a solution theory with flow-invariance for history-responses F defined (possibly) only on thin subsets of E. In particular, we extend the corresponding first attempts of [67, 70] (with range assumptions, see Lemma 2.7 below) to the "usual" subtangential assumptions.
Subtangential conditions for flow-invariance are well known for the special cases (a) of no delay (cf. [2] , [42, Ch. VIII] , [54, 56, 60] , and, for the most recent account as well as further references, [9, 10] ), and (b) of ordinary functional differential equations with B ≡ 0 ( [39, 40, 41, 75] ), while (c) the semilinear case of (PFDE), with B : D(B) ⊂ X → X (single-valued and) linear, and −B generating a C 0 −semigroup of bounded linear operators on X, has been solved in [43, 45, 55, 56] . (For a rather complete account of the semilinear case of (PFDE) in general, we refer to [87] .)
A corresponding result for the general nonlinear case is a long-standing open problem. The main result of this paper (Theorem 2.1 below) provides a solution to this problem by a sufficient subtangential condition for flow-invariance of solutions to (PFDE).
The paper is organized as follows: The principal results for existence and flowinvariance for solutions to (PFDE) are presented in section 2; their proofs are given in section 3. Section 4 is devoted to regularity and linearized stability of solutions. In section 5, the abstract results are applied to models from population dynamics. We note that, for x, y ∈ X, [x, y] = max{ x * , y | x * ∈ J(x)} (cf. [7, 48] ). Given a subset D of X, cl D will denote its closure in X. Recall that a subset C ⊂ X × X is said to be accretive in X if for each λ > 0 and each pair (x i , y i ) ∈ C, i ∈ {1, 2}, we have (x 1 + λy 1 ) − (x 2 + λy 2 ) ≥ x 1 − x 2 , and ω−accretive in X for some ω ∈ R , if (C + ωI) is accretive. If, in addition, R(I + λC) = X for all λ > 0 with λω < 1, then C is said to be ω-m-accretive. If C ⊂ X × X is ω−accretive, then, for any λ > 0 with λω < 1, J C λ = (I + λC) −1 denotes the resolvent of C.
Throughout the paper, we shall make use of the following reformulations of ω-accretivity: For a subset C ⊂ X × X, the following are equivalent: (a) C is ω−accretive; 2 for all x 1 , x 2 ∈ R(I + λC), and all λ > 0 with λω < 1; (c) for all (x 1 , y 1 ), (x 2 , y 2 ) ∈ C, there exists x * ∈ J(x 1 − x 2 ) such that −ω x 1 − x 2 ≤ x * , y 1 − y 2 . Recall that strong solutions are mild solutions, and that the converse requires special circumstances (which, in the context of (PFDE), will be considered in section 4).
Notions of solutions. Given an initial-history space
For all these notions and the general theory of accretive sets and evolution equations, the reader is referred to [7, 48] .
Main results on existence and flow invariance
In this section, we formulate and discuss our results on existence and flow invariance of mild solutions to (PFDE). The proofs will be given in section 3 below. 2.A. The initial-history space. Given a Banach (state) space X, and letting I = (−∞, 0] (infinite delay), or I = [−R, 0] for some R > 0 (finite delay), the initialhistory space is assumed to be a Banach space (E, · ) of continuous functions ϕ : I → X with the following properties:
is continuous, and x |I ∈ E, then (i) x t ∈ E for all t ≥ 0, and (ii) the map {t → x t } is continuous from R + into E. (b) There exist M 0 ≥ 1, and a locally bounded function M 1 :
(Concerning these axioms for E, compare [28, 30] .)
Examples. In the finite-delay case, usually, the initial-history space will be E = C([−R, 0]; X) with sup-norm. For the infinite-delay case I = (−∞, 0], the most prominent initial-history spaces are weighted sup-norm spaces of the type Aside from E v , also the following subspaces fulfill axioms (E1)-(E3):
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2.B. The framework for (PFDE).
Given an initial-history space E as in 2.A, we start from the following assumptions:
We are now in a position to formulate the main result of this paper. 
Theorem 2.1. Given the assumptions (A1)-(A4), assume that
(STC) lim inf λ→0 + 1 λ dist(ψ(0)+λF (ψ); (I +λB)(D(B)∩X)) = 0 for all ψ ∈Ê.
Then we have: (a) For all ψ ∈Ê there exists a global mild solution
for all t ≥ 0, where γ = max{0, ω + M F }, and
Remarks 2.2. 1. If, in addition to the assumptions (A1) and (A2),
) ∩X, and thus, in Theorem 2.1, the setÊ 0 can be chosen asÊ
Notice that, with regard to solvability of (PFDE), the set (cl D(B)) ∩X is the largest possible set of initial values: as we strive for flow-invariance ofX, we need u(0) = ψ(0) ∈X, and as we need existence of mild solutions, we need
2. In proposition (b) of Theorem 2.1, local Lipschitz-continuity of F onÊ means that, given any ψ ∈Ê, there exist δ > 0 and M > 0 such that
We now turn to various consequences of Theorem 2.1. First, we note that, ifÊ =Ê 0 , then (A3) (c) is automatically fulfilled. This leads to the following consequence of Theorem 2.1.
Theorem 2.3. Given the assumptions (A1), (A2), (A3) (a), and (A4), assume that
(STC) 0 lim inf λ→0 + 1 λ dist(ψ(0)+λF (ψ); (I + λB)(D(B) ∩X)) = 0 for all ψ ∈Ê 0 .
Then we have:
For all ψ ∈Ê 0 there exists a global mild solution u ψ to
Moreover, propositions (b) and (c) of Theorem 2.1 hold withÊ being replaced bŷ
We note in passing, however, that, for concrete problems, validity of the subtangential condition for all ψ ∈Ê 0 rather than just for all ψ in a suitably chosen closed subsetÊ ofÊ 0 may be hard to come by. This will become clear in our applications to concrete models; see section 5.
In the results for the ordinary delay case of B = 0, the setÊ has been taken aŝ E = {ϕ ∈Ê 0 | ϕ(s) ∈X for all s ∈ I} withX ⊂ X closed and convex. We take up this special case of Theorem 2.1, and note that in this case, too, (A3) (c) is automatically fulfilled (asX is (closed and) convex).
Theorem 2.4. Given the assumptions (A1), (A2), (A3) (a), and (A4), assume in addition thatX is convex, and letÊ
= {ϕ ∈Ê 0 | ϕ(s) ∈X for all s ∈ I}. Then, if (STC) lim inf λ→0 + 1 λ dist(ψ(0) + λF (ψ); (I + λB)(D(B) ∩X)) = 0 for all ψ ∈Ê,
all of propositions (a)-(c) of Theorem 2.1 hold.
We now turn to a specialization of Theorem 2.1 of a different kind. Notice that the subtangential condition (STC) of Theorem 2.1 requires approximations by elements in the range of (I + λB). Obviously, it would be much more convenient for concrete applications if the operator B could be eliminated from condition (STC). Taking up an idea by [9, Lemma 4.2] (for the special case of no delay), there is one significant situation under which this can be achieved, namely, if the resolvents of B haveX contained in their domain and leaveX invariant. The precise statement is as follows. Thus, the flow-invariance problem is reduced to two independent conditions:, one onX,Ê and F, and one on the resolvents of B. In particular, if the subtangential condition (STC) X is fulfilled, then flow-invariance ofX andÊ hold for all ω−maccretive operators, the resolvents of which leaveX invariant.
Actually, there is a prominent subclass of accretive operators for which this reduction of (STC) to (STC) X can be achieved for natural choices ofX. Recall (cf. [6] ) that, for Ω a σ−finite measure space, an operator
is said to be m-completely accretive if (a) it is m-accretive, and if (b) its resolvents are both order-preserving and contractive in all
We state this special case of Theorem 2.5 on invariance of order-intervals separately. It will turn out to be particularly useful for concrete models from population dynamics; see section 5. Corollary 2.6. Given a σ−finite measure space (Ω; Σ; µ), let X = L 1 (Ω), and, In closing this section, we note the relationship between the subtangential condition (STC) of Theorem 2.1 and the local range condition that was used in [67, 70] for existence and flow-invariance ([67, section 2, (A2)]): For ψ ∈Ê, and λ > 0 with λγ < 1, (2.4) and (2.5)) hold trivially. Thus, both of Theorems 2.1 and 2.5 contain the existence results for this global case; cf. [11, 12, 25, 28, 31, 32, 37, 38] , [50, Chapters B-IV.3, C-IV.3], [58, 59, 76, 77, 79, 80, 81, 82] , as well as [14, 65, 87] We note in passing that, for B ω−m-accretive, local existence results for (PFDE) can as well be achieved for F (globally defined and) Lipschitz on bounded sets by simply considering suitable truncations of F (being globally Lipschitz). 2. Subtangential conditions: (a) For the case of the ordinary differential delay equationu(t) = F (u t ), i.e. B ≡ 0, condition (STC) reduces to the corresponding subtangential conditions of [39, 40, 75] (condition (STC) X of (2.5) above), while [41] uses a related, but different condition. (Also, the results, partly are different with respect to the assumptions on F, and allow F to be t−dependent.) (b) Specialized to the non-delay case of the evolution equatioṅ u(t) + Bu(t) f (u(t)), with B ω−m-accretive, the subtangential condition
∩X is a sufficient condition for flow-invariance ofX under various assumptions on f ; cf. [9] . For this special case, the references [2, 9, 10] , [42, Ch. VIII] , and [54, 60] (and many others, compare the references in [9] ) also use a weaker subtangential condition which, in particular cases, is also necessary for flow-invariance. Given in terms of the semigroup generated by −B, though, it is not as useful as a sufficient condition, for, what is known in concrete instances is the operator B, but not the semigroup it generates. More to the point, in contrast to these references, beyond (STC), we have no further 'generating' assumption on B, much less ω−maccretivity, or even a range condition.
(c) For the semilinear case of B linear, and −B generating a C 0 −semigroup of bounded linear operators on X, versions of Theorem 2.1 (even for F t−dependent) are given in [43, 44, 55, 56] under subtangential conditions involving the semigroup generated by −B. (While, in [43, 44] and [56, Ch. 5.3] , these are weaker than (STC), the one in [55] is somewhat incomparable, as it includes initial histories with values in a neighbourhood ofX, which would thus not work for our models such as (1.1), or those in section 5.) 3. The nonautonomous case: We would want to mention that, for the nonautonomous global case, with F (t, ·) globally Lipschitz, and B(t, ·) m-accretive, there is a well-established solution theory as well. Here, we only mention a few representative papers [19, 20, 21, 24, 33, 34, 35, 51, 62, 66] , and refer to [65] for a rather complete list of references. Flow-invariance results for the fully nonautonomous case require additional techniques and will be treated elsewhere.
Proofs of Theorems 2.1 and 2.5
Our methods of proof will entirely be based on the technique of transforming the (original) problem (PFDE) in (the state space) X into a Cauchy problem in (the initial-history space) E. We start with a brief outline of the program of this technique of proof. We associate with (PFDE) the operator A in E defined by
Given the assumptions of Theorem 2.1, we shall prove the following assertions:
, there exists a unique mild solution φ ϕ : R + → E to the Cauchy problem in E corresponding to A,
The solution semigroup (S(t)) t≥0 generated by −A via S(t)ϕ := φ ϕ (t) leaves (Ê ∩ cl D(A)) invariant. (S3): cl D(A) =Ê 0 (and thus, (Ê ∩ cl D(A)) =Ê). (S4):
If ϕ ∈Ê, and u ϕ :
, (S(t)) t≥0 acts as a translation). (S5) For ϕ ∈Ê, the function u ϕ from (S4) is a global mild solution to (PFDE).
Obviously, this series of assertions will serve to prove assertions (a) and (c) (2.1) of Theorem 2.1.
This approach to solving (PFDE) via the Cauchy problem in E as in (S2) is quite common and actually goes back to the very beginning of treating this problem; cf. [11, 12, 19, 20, 51, 58, 76, 77, 79, 80] . (For a detailed list in this respect, compare [65] and [67] and the references therein.) Although (S1) is in a more general setup than in previous papers, its proof is somewhat routine, and assertion (S4) is due to [58] .
The real heart of the matter is assertion (S2). With regard to the flow-invariance result for the Cauchy problem as reported in Remarks 2.8, 2 (b), above, a direct way of establishing (S2) would be to translate the subtangential condition (STC) of Theorem 2.1 in X into the subtangential condition for flow-invariance ofÊ for the Cauchy problem in E, i.e.,
for all ψ ∈Ê. However, to me, this particular approximation of ψ ∈Ê by (ϕ − λϕ ) with ϕ simultaneously in D(A) and inÊ, does not seem to be possible under assumption (STC). As can be read from the technique of the subsequent proof of assertion (S2), for the special case ofÊ = {ϕ ∈Ê 0 | ϕ(s) ∈X, s ∈ I}, it would be possible, though, if only the subtangential condition (STC) of Theorem 2.1 would be assumed to hold (not only for ϕ ∈Ê, but even) for all ϕ ∈Ê 0 such that dist(ϕ(s);X) ≤ ρ for all s ∈ I, and some ρ > 0. For a flow-invariance subtangential condition of this 'extended' type, see [55] (for this special case ofÊ, and, moreover, for B linear (single-valued) and the generator of a C 0 −semigroup). However, for our concrete population models in the state space L 1 , the operator F may not even be defined on such γ−neighbourhoods ofÊ; compare the examples in section 5. This is why we have to base our proof of assertion (S2) on a "separate subtangential condition" by [57] ; see below.
3.1. Proof of Theorem 2.1. We proceed by proving assertions (S1)-(S5).
Step 1: Proof of (S1). Let γ = max{0, ω + M F }, and let λ > 0 such that λγ < 1. We have to show that
In case the second term is the maximum, we are done. Otherwise, using (a) of (E1),
, and thus, by (c) of (A4),
Thus, as B is ω−accretive, there exists x * ∈ J(ϕ 1 (0) − ϕ 2 (0)) such that, using (3.4), (3.5) and (3.6),
According to (3.4), rearranging yields (
so that, by the definition of γ, we are done in any event.
Step 2: Proof of (S2). As indicated in the introductory remarks to this section, it does not seem to be possible to derive from (STC) the usual subtangential condition (STC) A for flow-invarianve ofÊ. Instead, we shall base our proof on the following separate subtangential condition developed by M. Pierre: 
Then, for every z ∈ F ∩cl D(C), there exists a unique mild solution u(z; ·)
(Actually, in [57, Thm. 2], the result is given for the accretive case α = 0, but the method of proof works just as well for the general case.)
In the light of this result, in order to prove (S2), it is enough to show that the pair (A,Ê) fulfills condition H(0, 0). This will be done by a series of steps. Let ψ ∈Ê. Then, according to (STC),
Step 2.1: Claim: With ϕ
Proof. First, we prove that x n − ψ(0) → 0. To this end, and for later reference (in the proof of (S3)), we recall the following elementary fact: If C ⊂ Z × Z is an ω−accretive operator in a Banach space Z, then, for all λ > 0, with λω < 1, for all z ∈ R(I + λC), and for all (z 0 , w 0 ) ∈ C,
Applying (3.9) to X, B, z = x n + λ n y n , and (x 0 , y 0 ) ∈ B arbitrary,
As ψ ∈Ê, and thus
, we thus conclude that x n → ψ(0). According to (E2), this implies that
The next step towards the proof of (3.8) is to show that
To this end, we consider the following auxiliary operator C in E:
As is easily checked, C is a (linear) m-accretive operator with dense domain. (Actually, this fact can as well be read from [70, Thms. 2.1 and 2.6] for the special case of
ψ, and so (3.11) is proved. At this point, we combine (3.7), (3.10) and (3.11) to conclude that
by continuity of F onÊ. This completes the proof of (3.8).
Step 2.2: As will become clear later on, the functions ψ n := ϕ ψ λ n ,x n ∈Ê turn out to serve for the approximating elements inÊ as required for the validity of H(0, 0) for the pair (A,Ê). In order to determine the corresponding approximating elements in D(A) (and for later reference in the proof of (S3)), we note the following auxiliary result.
and consider the following operator:
Proof. First, note that, by (E1) (b) and (E2), the operator T is well defined, and
, and (T ϕ)(0) = x. Thus, from (E2), (E1) (c), and (A4) (b),
for all ϕ 1 , ϕ 2 ∈Ê 0,x . According to our assumption on λ, T has a fixed pointφ.
Thus,φ ∈ D(A) as well, and the lemma is proved.
Step 2.3: Applying Lemma 3.1 to ρ = ψ, (x, y) = (x n , y n ) ∈ B, and λ = λ n as in (3.7), we get, for n ∈ N, ϕ n ∈ D(A) with
Invoking the functions ϕ
Step 2.1 and applying (E2), in conjunction with (E1) (c) and (A4) (b), yield
Rearranging, and invoking (3.8), shows that
Going back into the string of inequalities (3.13), this, in turn, implies that
n ∈ E, and λ n → 0 + such that, by (3.14), (3.15) and by (3.12) in conjunction with (E1) (c),
as n → ∞. This serves to prove that condition H(0, 0) is fulfilled for the pair (A,Ê), and completes the proof of (S2).
Step 3: Proof of (S3). We have to show that D(A) is dense inÊ 0 . To this end, we shall need an auxiliary result, and we adopt the following notation in order to state it:
Lemma 3.2. Under the assumptions (E1)-(E3), and (A1)-(A4), and with γ
(It is at this point where (E3) is particularly crucial. For the finite delay case, i.e., E = C([−R, 0]; X) with sup-norm, and B = 0, the result goes back to [25] . For the general case of (E1)-(E3), cf. [ 
We estimate the last term on the right of (3.18): 1. If we let ρ n := (1 − e λ n )(y n − F ϕ n ), then ρ n − λ n ρ n = y n − F ϕ n , and ρ n (0) = 0. Thus, according to (E2), in conjunction with (E1)(c), (3.19) (
If we let ρ
Invoking (3.19) and (3.20) into (3.18), and rearranging, yields
for all n ∈ N. According to (3.16) , and taking into account that, by proposition (a) of Lemma 3.2, J A 0 λ ρ → ρ as λ → 0 + for all ρ ∈ E 0 , we thus conclude that ψ − ϕ n → 0 as n → ∞. This shows that ψ ∈ cl D(A) and completes the proof of (S3). Taking into account that, at this point, we know thatÊ ∩ cl D(A) =Ê, and thus that the semigroup (S(t)) t≥0 defined in (S2) actually acts on (all of)Ê, proposition (S4) can be read from the proof of [58, Thm. 3.1] . (It is at this point where we particularly need both properties (d) (1) and (d) (2) of (E1) for the space E.)
Step 4: Proof of (S5). Let ϕ ∈Ê. We have to show that, for any T > 0, the function u ϕ (t) := (S(t)ϕ)(0), t ≥ 0, is a mild solution to the evolution equation
We shall need the following "normalization-result" for discrete-scheme approximations (as in (1.2), (1.3)) :
.., f n ) with t 0 = 0, and u 0 = z 0 .
Proof. The possibility of normalizing one of the endpoints (here t 0 = 0) is known; cf.
[7, Thm. 1.7,(ii)]. Thus, given any > 0, there exists an /2−discrete-scheme
We proceed to show that u ϕ (t) := (S(t)ϕ)(0), t ≥ 0, is a mild solution to (CP ) ϕ : Let T > 0, and choose any sequence n 0, and recall that, by (S2),
Thus, letting T 1 = (T + 1), say, given any n ∈ N, there exists an n −discrete-
We claim that
(It is at this point where we need the normalization φ n 0 = ϕ : it is one of the subtle points of this paper that F be defined just onÊ 0 , as the examples we want to include do not have F even defined on −neighbourhoods ofÊ 0 . Notice that, by definition, all φ n i ∈ D(A) ⊂Ê 0 , i ∈ {1, ..., N n }, and that this now also is true for φ n 0 = ϕ ∈Ê ⊂Ê 0 .) (3.22) can be seen as follows: 1. F :Ê 0 → X is continuous, and thus uniformly continuous on compact subsets ofÊ 0 . Thus, we can choose n 0 large enough such that both n 0 < /2 and
The set
We then cut off the n 0 −discretization of [0, T + 1] corresponding to Φ n 0 at the point t
, and let N = i 0 . Suppressing, in the following, the upper index n 0 everywhere, we thus have an n 0 −partition of the interval [0, T ],
and elements {φ 0 = ϕ, φ 1 , ..., φ N }, and {ψ 1 , ..., ψ N } in E such that
and such that, if the step functionΦ n 0 : [0,
.., N }, we read from (3.25) and (3.23) that
and such that, if the step function u : [0, t N ] → X is defined by
Recalling now that we have chosen n 0 < /2, we thus have arrived at the desired −approximate solution u of u ϕ = (S(·)ϕ)(0) on [0, t N ] as in (1.2)-(1.3) . This completes the proof of (S5).
Recalling that the estimate (2.2) is the usual integral inequality for the difference of two mild solutions to the Cauchy problem governed by an ω−accretive operator (cf. [7, 48] ), the proof of propositions (a) and (c) of Theorem 2.1 is thus complete.
Proposition (b) of Theorem 2.1, in turn, is an easy consequence of (2.
This contradiction serves to prove Theorem 2.1 (b), and the proof of Theorem 2.1 is complete. 
Proof of Remark 2.2, part 1.
This completes the proof. Finally, we note that if (A4) (c) is strengthened to 
Linearized stability and regularity
In this section, we formulate and discuss two results on linearized stability, and on regularity of solutions to (PFDE). We shall restrict ourselves to the case of B ⊂ X × X linear ω−m-accretive. The general nonlinear case requires additional concepts and techniques and will be treated elsewhere.
The following notions of (relative) Fréchet-differentiability of a nonlinear map from X to Y, X and Y Banach spaces, will be basic for our considerations. 
A mapping H : D(H) ⊂ X → Y is said to be continuously F-differentiable on D ⊂ D(H) if it is F-differentiable at each x ∈ D (in the sense of 1, above), and if the map {x →H[x]} is continuous from D to B(X, Y ). (Here, B(X, Y ) denotes the space of bounded linear operators from X to Y with operator norm.) Notice that, in contrast to classical Fréchet-differentiability, the approximation is only required on a relative neighbourhood with respect to D ⊂ D(H) (as even D(H), in general, may not contain any X−open subset).
The principle of linearized stability, roughly, is about the question of whether an equilibrium of a nonlinear differential equation is locally exponentially stable, provided the "linearization" around the equilibrium is exponentially stable. The answer in the context of problem (PFDE) is the following. [68] ).
Theorem 4.2. Under the general assumptions of Theorem 2.1, let, in addition, B ⊂ X × X be linear and ω−m-accretive, and assume that there exists an equilibrium solution to (PFDE), i.e., an element ϕ e ∈Ê ∩ D(A) such that S(t)ϕ
As Theorem 4.1 touches on exponential asymptotic stability of the solution semigroup to (a linearization of) (PFDE), we pause for a moment to discuss this question.
In its generality, even if (ω + M F ) < 0, i.e., if the damping exerted by the accretivity of B dominates the influence of the history, Theorem 2.1 does not assert exponential stability, since the stability constant for (S(t)) t≥0 is given by γ = max{0, ω + M F }. However, under specific assumptions, this general result can be improved to yield exponential stability.
Proposition 4.4. Under the general assumptions of Theorem 2.1, assume, in addition, that (ω + M F ) < 0. If either (a) I = [−R, 0] (finite delay), and E = C([−R, 0]; X) with sup-norm, or (b) I = (−∞, 0] (infinite delay), and E is an E v −space with weight v such that the function {s → v(s)e
−µs }, s ≤ 0, is nondecreasing for some µ > 0, then the solution semigroup (S(t)) t≥0 to (PFDE) onÊ is exponentially stable; more specifically, there exists K ≥ 1 such that Remark. The finite-delay part of case (a) can be traced back to [59] . The results in both cases (a) and (b) can be read from the technique of the proof of [71, Thm. 3.6], with obvious minor modifications (as in [71] , beyond our assumption (A4), F was assumed to be Lipschitz onÊ). Altogether, for a thorough discussion of, and further results on stability properties of (PFDE), the reader is referred to [63, 64] , [67, Section 3] and [71] . It is thus natural to ask whether the differentiability conditions on F are sufficient to ensure the regularity of solutions to (PFDE). Notice that this is not a priori clear, as the inhomogeneity f in the case of (PFDE) implicitly includes the solution semigroup (S(t)) t≥0 : f (t) = F (S(t)ψ). Nevertheless, our result on the regularity of solutions to (PFDE) solves the problem in the affirmative.
Theorem 4.5. Under the general assumptions of Theorem 2.1, let, in addition, B ⊂ X × X be linear and ω−m-accretive, and assume thatÊ is convex. Moreover, assume that F is continuously F-differentiable onÊ (in the sense of Definition 4.1, 2, above). Then, for all ϕ ∈Ê ∩ D(A) with ϕ (0) ∈ cl D(B), and with u ϕ denoting the corresponding mild solution to (PFDE) as in Theorem 2.1, the following hold: (i) u ϕ : R + → X is continuously differentiable, and is a classical solution to (PFDE), i.e. fulfills (PFDE) for all t ≥ 0.
(ii) d dt u ϕ (t) ≤ eγ (t)t ϕ for all t ≥ 0, withγ(t) := max{0, ω + γ(t)}, and 
} is a mild solution to the linearized nonautonomous version of (PFDE):
(P F DE) lin v(t) + Bv(t) F [S(t)ϕ]v t , t ≥ 0, v |I = ϕ .
F [S(t)ϕ] ∈ B(E, X) at S(t)ϕ for all t ∈ [0, T ] (in the sense of Definition 4.1,1), with the map {t →F [S(t)ϕ]} continuous from [0, T ] to B(E, X). Also, consider the family {Ã(t) | 0 ≤ t ≤ T } of linear operators in E, defined by
(4.1) D(Ã(t)) = {ρ ∈ E | ρ ∈ E, ρ(0) ∈ D(B), ρ (0) ∈F [S(t)ϕ]ρ − Bρ(0)}, A(t)ρ := −ρ , ρ ∈ D(Ã(t)).
Then the following hold: (a) The family {Ã(t) | 0 ≤ t ≤ T } generates a linear evolution system {U
(t, 0) | 0 ≤ t ≤ T } in E such that, if ρ ∈ E with ρ(0) ∈ cl D(B), the functionũ ρ : I ∪R + → X, defined by (4.2)ũ ρ (t) = ρ(t) t ∈ I, (U (t, 0)ρ)(0) t ≥ 0,
is a mild solution to the linearized nonautonomous version of (PFDE),
and
Proof. Part (a), in a sense, is a combination of known results on the nonautonomous version of (PFDE); cf. [19, 20, 66] 0) , an easy computation reveals that
2.7], all operatorsÃ(t) areγ(T )−m-accretive in E, with cl D(Ã(t))
for all ρ ∈ E, and all λ > 0 small enough. Thus, according to [16, Thm. 2 [58, Thm. 3 .1] (where we take advantage of the fact that the f i 's in the proof of this result can all be taken to be the zero-functions, as, in our case, all operatorsÃ(t) areγ(T )−m-accretive). The (possibly) only new fact beyond the papers [19, 20, 33, 34, 62, 66] is the result that, for ρ ∈ D, (U (·, 0)ρ)(0) is a mild solution to (4.3) . This, however, can be shown as in the corresponding autonomous case above (Step 4, proof of (S5) in section 3), or can be read from the corresponding proof for the more general result of [26, Thm. 3.3] .
.1], the family {Ã(t) |
As for Lemma 4.7 (b), we start from the observation that, as B ⊂ X × X is linear, if u ϕ and u ψ denote the mild solutions to (PFDE) as in Theorem 2.1 for the initial histories ϕ and ψ, respectively, then (u ψ − u ϕ ) is a mild solution to
Moreover, from (a), the function (U (·, 0)(ψ − ϕ))(0) is a mild solution to
Thus, by the integral inequality for mild solutions for B ω−accretive ( [7, Ch. 6] ),
We now define the function x : I ∪ R + → X by x(s) = 0 for s ≤ 0, and x(s) = u ψ (s)−u ϕ (s)−(U (s, 0)(ψ −ϕ))(0) for s ≥ 0. An easy calculation (using, in particular, the translation properties of S(·) and U (·, 0)) then shows that, for t ∈ [0, T ], the function x t : I → X is given by x t = S(t)ψ − S(t)ϕ − U (t, 0)(ψ − ϕ). Thus, according to (E3) (b), as x 0 ≡ 0, (4.5) implies Step 1: u 
we conclude from the usual integral inequality for mild solutions that, for t > 0,
This shows that u + ϕ (0) exists and equals w(0) = ϕ (0).
Step 2:
Proof. We consider the auxiliary linear operatorÃ in E :
Actually, this is the solution operator in E associated with (PFDE) forX = X,Ê = E, and B = F = 0. Thus,Ã is a linear, densely defined m-accretive operator in E,
As this applies in particular to ψ := ϕ − e 1 ϕ (0), with e 1 denoting the function e 1 : I → R , e 1 (s) = e s , in order to prove (4.6), it is enough to show that
By direct calculation, for h > 0, and, for the finite-delay case I = [−R, 0], h < R,
Thus,
and ρ h (s) = (e h+s − e s )ϕ (0), s ∈ I. As for η h , consider the function x : I ∪ R + → X, given by x(s) = 0 for s ∈ I, and x(t) = u ϕ (t) − ϕ(0) + (1 − e t )ϕ (0) for t ≥ 0. Then, η h = x h , and thus, as x 0 = 0, by (E3) (b),
, and recalling that u + ϕ (0) = ϕ (0) (Step 1 above) , we conclude that
As for ρ h , we consider the functionρ h :
(4.8)-(4.10) imply (4.7), and thus complete the proof of (4.6).
Step 3:
Proof. In order to transfer differentiability of S(·)ϕ from t = 0 to t > 0, we invoke Lemma 4.7. Given t > 0, and letting ψ = S(h)ϕ for h > 0 (with h < R in the finite-delay case I = [−R, 0]), (4.4) implies
Claim: Given > 0, there exists δ > 0, such that
Proof. Here, we use the "convexity-trick" of [69, Step 2 of the proof of Thm. 
R(α) := H(x + α(y − x)) − αH[x](y − x).
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)(y − x) for all 0 < α < 1. By continuity of both R and the differential map, (4.14)
Specializing this result to H := F |Ê , and letting C := C(ϕ) be the closed convex hull of the set {S(s)ϕ | s ∈ [0, t + 1]} (and recalling that, in Theorem 4.5, we have assumedÊ to be (closed and) convex), we consider, for h ∈ [0, 1), and τ ∈ [0, t],
and read from (4.14) that
The set C(ϕ) is (convex and) compact; hence, the (continuous) differential map {ψ →F [ψ]} is uniformly continuous on C(ϕ). Let > 0, and choose 0 < δ 1 < 1 such
for all 0 ≤ h ≤ δ 2 , and all α ∈ [0, 1], and τ ∈ [0, t]. By (4.15), this proves (4.13). (4.12) combined with (4.13) implies that, for any t > 0, given any > 0, there exists δ > 0 such that (4.17)
In combination with (4.6) from
Step 2 above, and recalling that the map U (t, 0) is linear, this, at first, implies (4.11) for differentiability from the right. But, as Step 4: u ϕ is a classical solution to (PFDE).
So far, we know from (4.11), in conjunction with (E1) (a), thatu ϕ (t) exists for all t > 0. By general regularity theory ( [7, Cor. 7.5] ) for B ω−m-accretive, we conclude that, for t > 0, u ϕ (t) ∈ D(B), andu ϕ (t) + Bu ϕ (t) F ((u ϕ ) t ). As, by
Step 1 above, u + ϕ (0) = ϕ (0), and ϕ ∈ D(A), and thus ϕ (0) + Bϕ(0) F (ϕ), this holds as well for t = 0. Hence, u ϕ is a classical solution to (PFDE), and the proof of Theorem 4.5 is complete.
Population models
As indicated in the Introduction, the existence results of Section 2 are particularly convenient for applications to population models in the L 1 −context. We exemplify this in this section with a class of prominent models.
5.1.
Conventions for this section:
3. For a function u :
x weakly for some sequence t n → ∞}, denotes the (norm) omega-limit set, respectively the weak omega-limit set of u.
The following is a prototype model for a spatially distributed population with delay in the birth process: has been considered by a number of authors under both Dirichlet ( [52, 53] ) and (linear) Neumann boundary conditions ( [29, 43, 44, 45, 46, 47, 49, 74, 88] ). Because of the quadratic terms arising in the history-responsive function F (ϕ) =
, and thus the problem of restricting existence results to function spaces on Ω invariant under products, in these references the state spaces have been restricted to Ω bounded, and either spaces of functions continuous up to the closure of Ω ( [43, 44, 45, 49, 52, 53, 74] ), or to "small" Sobolev spaces and corresponding restricted initial histories such as
with p > N ( [29, 46, 47, 88] ). However, with u(·, t) representing a population density and thus the L 1 −norm of u(·, t) being a measure of the total population at time t, the natural state space obviously is L 1 (Ω). The flow-invariance results of Section 2 can now aptly be applied to derive existence results in this natural state space for this and related models.
At first, though, we wish to extend the model to more general diffusion operators. Notice that, in the model (5.1), the Laplacian models uniform diffusion of the population all throughout the habitat. However, in practice, diffusion may depend (even nonlinearly) on the place in space, and, too, there may be sources and/or sinks. Thus, we wish to place our models in the broader setting of general nonlinear diffusion/absorption processes associated with the differential expression
Assumptions [83, 84, 85, 86] (1) The vector field a : Ω × R N → R N satisfies the following conditions: (H1) a : Ω × R N → R N is a Carathéodory function, i.e., measurable in x ∈ Ω for all ξ ∈ R N , and continuous in ξ ∈ R N for a.e. x ∈ Ω; a(·, 0) = 0; (H2) "monotonicity condition":
is convex, lower semicontinuous with j(x, 0) = 0 for a.e. x ∈ Ω, and β(x, r) := ∂j(x, ·)(r) for r ∈ R , a.e. x ∈ Ω, i.e., β(x, ·) is the subdifferential of the convex function j(x, ·), which is defined as usual by
e. x ∈ Ω, the operator B := A + C is a realization of the diffusion/absorption operator with Dirichlet boundary conditions of (5.2) above in L 1 (Ω). The operator B = A+C just defined is m-completely accretive in case j does not depend on the space variable, or if j(·, r) ∈ L 1+∞ (Ω) in the general case. (For more general conditions to this effect, cf. [8] .) Corresponding statements hold for diffusion operators A as above with (generally nonlinear) Neumann boundary conditions such as
with β ⊂ R 2 a maximal monotone graph with 0 ∈ β(0), for they can also be realized by m-completely accretive operators in L 1 (Ω) (cf. [4, 83, 84, 85, 86] ).
In order to achieve the desired order of generality, we consider the model (5.1) with the Laplacian being replaced by any m-completely accretive operator B ⊂ 
ϕ has relatively compact range if Ω has finite Lebesgue measure, and either (i) u ϕ is uniformly continuous and J
and if, in addition, (B + ωI) is accretive for some ω < 0, then
In particular, if ω < 0, and a < −ω, then all these solutions tend exponentially to the zero-function.
As the proof of Proposition 5.1 carries over almost verbatim (except for the constants) to further population models, we include one more concrete model, and consider the following variant of model (5.4): 3), for instance), the asymptotic and stability results of (c) and (d) can only serve as first approximations. More detailed analyses on the asymptotic behaviour of solutions, in particular, special equilibria and/or convergence to such, may start from here, but, obviously, now depend on particular choices of Ω, B, and the boundary conditions. 3.1. Both of the special assumptions of (c2) hold, for instance, for (Ω bounded, and) B = −∆, or even some of the nonlinear analogues B as in (5.2) .2) (well-known, anyway, for B = −∆). For results on mild solutions being distributional, or entropy, or renormalized solutions, the reader is referred to [3, 4, 5, 73] and further references therein.
Proof of Proposition 5.1.
Step 1: We start with a technical result on the asymptotic behaviour of mild solutions to the inhomogeneous Cauchy problem.
Notation: 1. Given a convex function N : X → R , X a Banach space, we let Proposition (b) now also follows from (a) and [7, Thm. 19.8] .
As for (c), assume that u(t 0 ) ∈ C for some t 0 ≥ 0, but u(t 1 ) / ∈ C for some t 1 > t 0 . Let t 2 := inf{t 0 < t ≤ t 1 | u(s) / ∈ C for all s ∈ [t, t 1 ]}. Then u(t 2 ) ∈ C (clear in case t 2 = t 0 , and a consequence of continuity of both N and u in case t 2 > t 0 ), and u(t) / ∈ C, and thus N (u(t)) > 0 for all t ∈ (t 2 , t 1 ]. However, from (b) and the particular assumption of (c), N (u(t)) ≤ N (u(t 2 )) + Noting, once again, that both u ϕ (R + ) and {F ((u ϕ ) t ) | t ≥ R} are L ∞ −bounded, and letting t > 0 be small enough, and r ≥ R, the assumption on (S B (t)) t≥0 implies that, given any > 0, the set u ϕ ([R + 1, ∞) ) is −close in the L 1 −norm to an L 1 −relatively compact set, and thus is L 1 −relatively compact as well. This completes the proof of (c2).
As (c3) is an obvious consequence of (5.5) and the fact that, for a finite measure space, L ∞ −order intervals are L 1 −weakly relatively compact, we turn to the proof of (d): If (B + ωI) is accretive, then, as (0, 0) ∈ B, and thus the constant zerofunction is a solution to (5.4), we read from (2.2) that An application of Gronwall's Lemma completes the proof.
Remark 5.6. We note in passing that the above proof of Proposition 5.1 (a) underlines a subtlety in the assumptions on F : for models of the type above, (A4) (c) can be verified, but cannot be strengthened to F ϕ 1 − F ϕ 2 ≤ M F ϕ 1 − ϕ 2 for those pairs of initial histories.
In closing this paper, we note that, while, incidentally, both models (5.4) and (5.6) include finite delays, the techniques developed so far work just as well for infinite-delay models, and, perhaps more importantly, for temporal averages replaced by spatio-temporal averages over the full past history, such as 14) for B = −∆, together with further relevant references, the reader is referred to [13] .) Once again, as for models (5.4) and (5.6), global existence and flow-invariance results corresponding to Proposition
