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1 はじめに
ヒューマノイドロボットは身体構造上，人間に似た動作を行
うことが可能であり人間社会のなかで人間に代わる役割を担う
ことが期待されている．またこのためには人間のように多様な
動作能力が必要である．時にはシュートモーションといった動
作の最適な動作系列を人間が把握できずモデル化ができない動
作の獲得も必要である．しかし既存のヒューマノイドロボット
の運動制御はモデルベースであり [1]，モデル化できない複雑な
動作を獲得することは困難である．そこで動作の獲得に強化学
習を用いることで学習主体が試行錯誤によって複雑な動作も学
習し人間より優れた動作を獲得する可能性がある [2][3]．
本研究の最終的な目的は人間が明示的なモデルを作成できな
いような複雑な動作を強化学習により獲得することである．本
論文では前段階としてヒューマノイドロボットに単純な動作を
強化学習により獲得させることを試みる．
2 Actor-Critic型強化学習
ヒューマノイドロボットの動作は行動空間が連続であるた
め，本研究では強化学習の中でも連続な行動空間を扱うこと
に優れた Actor-Critic 法を用いてモーターにかかるトルクの
値を直接的に学習によって獲得する．以下に本論文における
Actor-Critic型強化学習について順を追って説明する．
状態観測
始めに環境より状態 St を観測する．
行動
本論文では確率的方策に正規分布を用い平均 µと分散 σ を
更新することで確率的方策を更新する．得られた乱数を直
接トルクの値とし，1 ステップ中のモーター角度の変化を
行動 aとし時刻 tにおける状態 St から次状態 St+1 へ遷移
する．
報酬と強化信号
criticで遷移後の報酬 rt+1 を得て，TD誤差 δ を計算する．
TD誤差は以下のように与える．
δ = rt+1 + γV (St+1)− V (St) (1)
ここで V (St)は状態 St の状態価値であり rt はこのときの
報酬である．γ は割引率であり０から１までの定数である．
確率的方策の更新
TD誤差に応じて確率的方策を以下のように更新する．
µt+1 = µt + βatδ (2)
このとき β は学習率であり０から１までの定数である．こ
こでは確率的方策の更新として正規分布の平均を更新する．
TD 誤差に同ステップの行動を掛けることで TD 誤差が正
ならその行動をとる確率を高め，負なら低くする．
状態価値関数の更新
TD 誤差に応じて critic にて TD 誤差が０に近づくように
状態価値を以下のように更新する．
V (St)← V (St) + αδ (3)
以上を毎ステップごとに繰り返し学習を進める．
図 1 目標の概観
3 計算機シミュレーション
ここでは 3 次元空間上にヒューマノイド
ロボット NAOを配置し，直立状態から図 1
のような右手を水平に伸ばしたポジションへ
の振り上げ動作を学習によって獲得させる．
動作のために右肩のピッチにかかるトルクの
値を学習によって決定する．この問題設定の
ためのパラメータを以下のように設定した．
µ の初期値を 0.0，σ の初期値を 0.4，α を
0.05，β を 0.01，γ を 0.9とした．また報酬
は式 (4)で示す．
r = −θ + 1.55 (4)
ここで，θ は目標からの角度をラジアンで表したものであり
(0 ≤ θ ≤ 1.55)のみ式 (4)で与えその他は報酬 0とする．
次にシミュレーションの結果として各エピソードの目標への
最小到達ステップ数と累積報酬をエピソード数を横軸にとりプ
ロットした．それぞれ図 2，3に示す．
図 2 最小到達ステップ数 図 3 累積報酬
以上よりエピソード数の増加とともに最小到達ステップ数は
小さくなり累積報酬が大きくなりやがて収束していることがわ
かる．これは学習が終了し，問題設定に対して正しい行動系列
を獲得していることがわかる．
4 まとめ
本論文ではヒューマノイドロボットが単純な動作をモデル
に頼らず Actor-Critic 型強化学習を用いて獲得することに成
功した．このことはヒューマノイドロボットがより複雑でモデ
ル化が困難な動作に対しても Actor-Critic 型強化学習を用い
ることで獲得する可能性を示している．本研究の今後の展開で
はより複雑な動作であるヒューマノイドロボットのシュート
モーションを学習させることを考えている．また実機での実装
も考え，報酬の遅れに対処すべく適正度の履歴を導入するなど
Actor-Critic型強化学習の改良を行う．
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