Optimizing storage assignment is a central problem in warehousing. Past literature has shown the superiority of the Duration-of-Stay (DoS) method in assigning pallets, but the methodology requires perfect prior knowledge of DoS for each pallet, which is unknown and uncertain under realistic conditions. In this paper, we introduce a new framework that accounts for such uncertainty using a novel combination of convolutional and recurrent neural network models, ParallelNet. Through collaboration with a large cold storage company, we demonstrate ParallelNet achieves a 10% decrease in MSLE and 29% decrease in MAPE compared to CNN-LSTM on unseen future shipments, and suffers less performance decay as time increases. The framework is then integrated into a first-of-itskind Storage Assignment system, which is being piloted in warehouses across the country.
Introduction
The rise of the modern era has been accompanied by an ever-shortening product life cycle, straining the entire supply chain and demanding optimal efficiency at every point. One integral part of the process that any supply chain has is warehousing, as its operations often have major impact downstream and the capability to deliver the product on time.
One of the largest cold storage companies in the world is looking to improve the efficiency of their warehouses by optimizing the scheduling of storage systems. According to [1] , the scheduling of warehouses can be divided into three main components:
• Pallet Assignment: The assignment of multiple items to the same pallet.
• Storage Assignment: The assignment of pallet loads to storage location.
• Interleaving: The overarching rules for dealing with concurrent storage and retrieval requests.
For this particular paper, we focus on the problem of storage assignment, as it has been shown by various papers such as [2] to be the labor bottleneck. In a modern warehouse, the process of storage assignment usually involves forklift drivers moving shipment pallets from the staging area of the warehouse to the storage location, so a sub-optimal assignment arXiv:1903.05063v1 [cs. LG] 12 Mar 2019 system could cause unnecessary long travel times to store the pallet. The inefficiency is then quadrupled when the return of the forklift and the retrieval of the pallet is considered.
To increase the efficiency of the warehouse, we would thus like to minimize the total travel time needed to store a set of shipments from the staging area. Many different theoretical frameworks were introduced, and they are detailed in the literature review in Section 2.1. The ones of interest are turnover-based, class-based, and Duration-of-Stay (DoS) based strategies that allocate pallets to locations in the warehouse with decreasing turnover, increasing class, and increasing DoS respectively.
Both turnover-based and DoS systems claim theoretical optimality under different restricted conditions. Simulation experiments in [2] and showed that DoS-based strategies outperform others by roughly doubling the time savings per shipment, as compared to random storage. [3] demonstrated that under complex stochastic environments, DoS-based strategies continue to outperform significantly. However, among all three categories, the most commonly used strategy is class-based, as pointed out by [4] and [5] . The authors and industry evidence suggest that this is due to the fact that class-based systems are relatively easy to implement, while DoS is hard to know in advance.
To solve the problem of estimating DoS, we combine the recent advances in machine learning with the classical theory of storage assignment to provide a practical framework to realize the theoretical efficiency gains. We utilize textual and numerical information available upon pallet arrival, and construct a novel neural network architecture based on a parallel framework of Residual Deep Convolutional Networks introduced by [6] and Gated Recurrent Unit (GRU) networks [7] , that extends recent algorithmic frameworks introduced in literature including [8] .
This neural network is then integrated into the larger framework, which is tested under real-life conditions by training it on historical pallet data from the cold storage company and evaluating it on future unseen pallets entering the warehouse.
Specifically, our contributions in this paper include:
• We introduce a novel type of parallel neural network architecture that achieves or exceeds state-of-theart performance when compared to existing architectures for the estimation of DoS distribution under the framework above.
• We develop an end-to-end framework, for optimizing warehouse storage assignment in relation to uncertain storage times using DoS policy, distribution estimation and machine learning.
• We present computational results on real historical datasets of the cold storage company that strongly suggests the overall framework is capable of heavily reducing total travel time compared to baseline.
The structure of the paper is as followed. In Section 2, we would briefly review the landscape and literature in storage assignment, neural networks, and application of machine learning in storage assignment.In Section 3, we develop the storage assignment framework and introduce ParallelNet. The computational results are contained in Section 4.
Literature Review
Our work lies at the intersection of two major academic research areas: storage assignment theory and machine learning, in particular neural networks. Thus, we would briefly introduce both areas and also previous work done combining the two.
Storage Assignment Theory
Since [1] , many different theoretical frameworks have been introduced, which can roughly be separated into two classes: dedicated storage systems and shared storage systems.
Dedicated Storage Systems
For this class of storage systems, each product gets assigned fixed locations in the warehouse. When the product comes in, it is always assigned to one of the pre-determined locations. Under this constraint, it is optimal to dedicate positions with travel distance inversely proportional to the turnover of the product, as shown in [2] . Turnover of a product is defined as the inverse of Cube per Order Index (COI), which is the ratio of the size of the location it needs to the frequency of retrieval needed. Heuristically, those products with the smallest surface footprint and the highest frequency should be put closest to the warehouse entry, so that those locations are maximally utilized.
Shared Storage Systems
This class of storage systems allows multiple pallets to occupy the same position in the warehouse (at different times). It is widely considered to be superior than dedicated storage systems due to its savings on travel time and smaller need for storage space, as shown by [4] , [9] . Within this category, there are mainly three strategies:
• Turnover (Cube-per-Order, COI) Based: Products coming into the warehouse are assigned locations so that the resultant travel distance is inversely proportional to the turnover of the product. Examples of such work includes [1] , [10] , and [5] .
• Class Based: Products are first separated into k classes, with each class assigned a dedicated area of storage.
The most popular type of class assignment is called ABC assignment, which divides products into three classes based on their turnover within the warehouse. Then within each class, a separate system is used to sort the pallets (usually random or turnover-based). It was introduced by [1] , and he showed that a simple framework saves on average 20 − 25% of time compared to the dedicated storage policy in simulation. Implementation and further work in this area include [11] , [12] and [13] .
• Duration-of-Stay (DoS) Based: Individual products are assigned locations with travel distance proportional to the duration of stay. [2] proved that if DoS is known in advance and the warehouse is completely balanced in input/output, then the DoS policy is theoretically optimal. The main work in this area was pioneered by [2] . Recently, [14] and [15] reformulated the DoS-based assignment problem as a mixed-integer optimization problem in an automated warehouse under different configurations. Both papers assume that the DoS is known exactly ahead of time.
Neural Networks
In recent years, there has been an explosion of neural network architectures after their success in image recognition.
In the context of applying neural networks to textual data, two classes of structures have been particularly successful: Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN).
CNNs were popularized after [16] demonstrated its superior performance in recognizing human-written digits. In textual data, it has been successfully applied in wide ranging tasks in classification, recognition, categorization, and sentiment analysis (see [17] , [18] , [19] , [20] for examples).
RNNs are consisted of self-repeating units with self-recurrent weights that accept sequential input to perform pattern analysis. Naturally, due to the sequential nature of text, RNNs have been applied in various textual contexts (e.g. [21] , [22] , [23] ).
Recently, there has been much interest to combine these two successful architectures, including work by [8] , which uses a deep convolutional neural network before an RNN module as a second stage. In contrast, our proposed architecture stacks a convolutional neural network in parallel to a recurrent neural network, letting the inputs pass through both networks separately before combining them together. This principle of parallel combination has been successfully applied in a different context in [24] .
Application of Storage Assignment Methods in Machine Learning
Unlike the vast amount of literature available in classical deterministic storage assignment, there is minimal literature on the use of machine learning in real-life warehouse storage systems.
Works such as [25] explored using simulated annealing to apply the class-based turnover-based model in complex environments.
Another work by [26] considered using neural networks to select a control strategy for storage and retrieval. The paper's central focus is on the selection of an optimal strategy, while the current paper focuses on the execution of such a strategy.
Thus, we intend to complement the existing literature by constructing a framework that combines the most promising theory (DoS policy) with the breakthroughs in machine learning to achieve efficiency improvements in the warehouse.
Overview of Storage Assignment Framework
Under the DoS policy, for every warehouse W, there exists an optimal assignment function A : R → W that assigns each pallet a location based on the DoS only. However, in most real-life warehouses, a product P i enters the warehouse with multiple z i > 1 identical pallets, which leave at different times t i1 , · · · t izi . Thus, assuming the product came in at time 0, the DoS of the incoming pallets of P i could be taken to be any of the numbers t i1 , · · · t izi , which makes the quantity not well-defined by any single number.
To account for the uncertainty that identical pallets map to different DoS values, we would thus assume that for every shipment S, the DoS of a random pallet is uncertain and follows some cumulative distribution F S (t). Although it is now impossible to know the DoS exactly given current construction of most supply chains, we could still attempt to understand F S as the closest analogue. To do so, we make an assumption between the characteristics X S of the shipment known at arrival time such as the good it contains, the date and time it arrived and the supplier, with F S :
Assumption 1 We assume that F S is uniquely determined by X S . As in, there exists a function f mapping from the space of all characteristics to the space of all cumulative distribution functions (CDFs) such that:
For all possible shipments S.
This assumption is not as strong as it may seem -the most important variables that affect the duration-of-stay usually are time of year and the good that is being transported, both of which are known at arrival. For example, if we know the product is ice cream and the time of year is the summer, then we expect the DoS distribution to be skewed towards shorter durations, as ice cream is in high demand during the summer. Moreover, the experimental results in Section 4 are indicative that f exists and is highly estimable.
If the above assumption holds true, then we can effectively estimate f using modern machine learning techniques. We would develop ParallelNet in the section below for this purpose.
The machine learning algorithm used has the following defining characteristics:
• T -The set of all possible functions the final model could take.
• l(F S , G S ) -A loss function that determines the similarity between the actual distribution F S and the estimate G S . It should be minimized when F S = G S .
The algorithm then aims to solve the following optimization problem:
Where S 1 , · · · S n are shipments in a training set, with X Si , F Si known. The distribution loss function l(F S , G S ) is often replaced by some empirical estimate if the exact form of the distribution is unknown.
Now let us assume that we have an optimal estimatef of f , measured relative to a loss function l(F S , G S ). This means that for a shipment S, we have an approximate distribution of F S ,F S =f (X S ). Since by our assumption F S is uniquely determined by X S , there is no further external information possible about the DoS of this particular shipment at the time of arrival with respect to the particular loss function l(F S , G S ).
Thus, we take a random sample T S from the distributionF S and let that be the estimate of the DoS of the shipment. Then we construct the storage location assignment function A : R → W as followed:
Where W (t) is the historical cumulative distribution of DoS in the warehouse, M (k) is the storage location at 100k% percentile distance away from the staging area, d(v, w) is the distance function between location v and w in the warehouse. c(w) are other costs associated with storing at this position, including anti-FIFO orders, item mixing, height mismatch between the pallet and the slot, and others.
Intuitively, d(M (W −1 (T S )), w) are the costs associated with not storing the pallet at the ideal position according to the DoS policy, which is M (W −1 (T S )). However, there are other costs in the warehouse that needs to be considered in the optimization, which are included in the term c(w). The resulting optimal location based on the combination of the two costs is then chosen for the pallet.
In summary, our framework consists of four steps:
1. Use a machine learning model to provide an estimatef of f through training on historical data for X S and F S .
2. For a shipment S, calculate its approximate distributionF S =f (X S ).
3. Generate a random sample T S fromF S . 4. Apply the optimal assignment function A under the DoS policy to determine a storage location A(T S ), as defined above.
Introduction of ParallelNet
In this section we introduce ParallelNet, inspired by the recent innovation of LSTM-CNN [8] , but instead of stacking layers sequentially, we connect them in parallel to achieve a quasi-ensembling effect of errors.
More specifically, we designed this architecture so that it can exploit both the non-sequential data and the sequential data (text, history of shipments) available in the system through multiple channels to maximize the information retrieval.
The layout of the architecture is presented in Figure 1 below: The blue boxes are inputs and the red box is the output. The dotted residual shortcuts increase dimensions.
For each convolutional and fully connected layer, we apply a 50% dropout with ReLu activation.
We separate the covariate inputs into sequential data (textual) and non-sequential data (dates, facility information, etc) to maximally exploit the structure for different types of data.
We explain some of the architecture choices below.
Bidirectional GRU layers
Gated Recurrent Units, introduced by [7] , are a particular implementation of RNN intended to capture long-range pattern information. In the proposed system, we further integrate bi-directionality, as detailed in [27] , to improve feature extraction by training the sequence both from the start to end and in reverse.
The use of GRU rather than LSTM is intentional. Empirically GRU showed better convergence properties, which has also been observed by [28] , and better stability when combined with the convolutional neural network.
ResNet Convolutional Layers
In a convolutional layer, many independent filters are used to find favorable combinations of features that leads to higher predictive power. Further to that, they are passed to random dropout layers introduced in [29] to reduce over-fitting and improve generalization. Dropout layers randomly change some outputs in c 0 , · · · c i to zero to ignore the effect of the network at some nodes, reducing the effect of over-fitting.
Repeated blocks of convolution layers and random dropout layers are used to formulate a deep convolution network to increase generalization capabilities of the network.
However, a common problem with deep convolutional neural networks is the degradation of training accuracy with increasing number of layers, even though theoretically a deeper network should perform at least as well as a shallow one. To prevent such issues, we introduce skip connections in the convolution layers, introduced by Residual Networks in 2014 [6] . The residual network introduces identity connections between far-away layers. This effectively allows the neural network to map a residual mapping into the layers in between, which is empirically shown to be easier to train.
In the following section, we use historical data from the cold storage company to test out the framework and model introduced in Section 3 and Section 3.1.
Computation Results
In this section, we implement the framework above to provide a prescription tool for the cold storage company to assign shipments into positions in the warehouse.
Introduction and Overview of Data
The data employed in this paper is all the warehouse storage records from 2016.1-2018.8, with a total of 16,711,721 pallets of food being recorded at 37 different locations. We utilize the following covariates to predict the Duration of Stay: 
Implementing the Framework
The Framework described in Section 3 requires the knowledge of four parameters: X S and F S for the pallets in the training data, the parameterization of G S in the output, along with l(F S , G S ), the loss function for evaluating the performance of the model on the training set.
X S is immediately available in the form of the non-sequential and sequential information that is not Duration of Stay. For the textual description of the good, we encode the words using the GloVe embeddings, a vector-space representation of words that aims to capture the similarity of words in their meaning. [30] Each word is transformed into a 300 dimensional vector, and we limit the description to the first five words in the data to standardize the sequence. If the description has less than 5 words, the zero vector is used as padding.
For F S , we exploit the fact that each shipment arriving most often contains p 1 units of the good, and thus we could treat these p units as p copies of a shipment of one unit, denoted S 1 , · · · S p . Then by using the known DoS for each of these p units (T 1 , · · · T p ), we could create an empirical distribution functionF S (t) = 1 p n i=1 1 Ti≤t for the duration of stay for the particular shipment. This is then treated as the true distribution, or F S in training.
For ParallelNet, the output for a particular sample is always an array of numbers, so we need to parameterize our G S . For this particular implementation, we define the output layer of ParallelNet such that we have a 19-dimensional output (t 1 , · · · , t 19 ) for each sample, and construct our estimate G S as (i = 1, · · · , 19):
Essentially, we are constructing a piece-wise linear CDF by using the predicted data as 5%, · · · 95% points of the CDF.
As the distribution of DoS varies greatly by product, this definition provides a more expressive range of CDFs than estimating the coefficients for a parametric distribution.
For G s (t) to be well-defined, we require t i < t i+1 for all i = 1, · · · 18. Therefore, we designed the output layer in Figure 1 as below to specifically impose such structure: Here we explicitly denote the ReLu activations on the output layers for clarity. After passing through the final 500-neuron fully connected layer, we subject the output to 19 separate 1-neuron dense layers, as shown on the left of Figure  2 . Then we iteratively add the output of the previous dense layer to the next one, creating a residual output layer in which each (non-negative) output from the 1-neuron dense layer is only predicting the residual increase t i+1 − t i . This was partially inspired by the residual connections in ResNet, and experimental results (omitted below) show that explicitly imposing such increasing output structure improves performance by 20% to 30% on the MSLE loss metric defined below, regardless of the neural network architecture employed.
For our loss function l(F S , G S ), we use the following formula, denoted MSLE:
Where SLE is the Squared Logarithmic Error, defined as:
This error function is chosen as G −1 S (0.05i) exactly correspond with the t 1 , · · · , t 19 estimates, making gradient updates efficient. Moreover, SLE is chosen as the error in estimating the number of days in the warehouse affects the positioning of the unit roughly logarithmically in the warehouse under the DoS policy. For example, estimating a shipment to stay 10 days rather than the true value of 1 day makes about the same difference in storage position compared to estimating a shipment to stay 100 days rather than a truth of 10. This is due to a pseudo-lognormal distribution of the DoS in the entire warehouse as seen in the historical data. With this implementation, we then separate the entire dataset into three sets:
• Training Set: All shipments that exited the warehouse before 2017/06/30, consisting about 60% of the entire dataset.
• Testing Set: All shipments that arrived at the warehouse after 2017/06/30 and left the warehouse before 2017/07/30, consisting about 7% of the entire dataset.
• Extended Testing Set: All shipments that arrived at the warehouse after 2017/09/30 and left the warehouse before 2017/12/31, consisting about 14% of the entire dataset.
We would like to stress here that these sets are causally disconnected to prevent any possibility of forward-looking in the data, a point that is sometimes overlooked in past testing experiments for time-dependent datasets. We train ParallelNet on the training set and evaluate on the two testing sets. The first testing set is primarily used to compare the out-of-sample performance of ParallelNet with other algorithms, while the Extended Testing Set is designed to show long term generalizability beyond the immediate horizon. We evaluate every algorithm using the chosen loss function above.
Comparison Methods Tested
We trained four separate neural networks, and two other machine learning methods to compare the effectiveness of ParallelNet relative to these architectures.
• CNN-LSTM This implements the neural network model introduced in [8] , using a deep convolutional neural network before a 2-layer LSTM [31] module as a second stage. To ensure the best comparability, we use a ResNet convolutional neural network with the same hyperparameters in the first stage as the ResNet arm of ParallelNet.
• ResNet (CNN) We implement a deep convolutional network with residual connections in accordance with [6] . The hyperparameters are identical to the ResNet arm of ParallelNet to provide maximum comparability.
• GRU We implement a Gated Recurrent Unit (GRU) in accordance with [7] . The hyperparameters are identical to the GRU arm of ParallelNet to provide maximum comparability.
• Fully-connected Neural Network (FNN) We implement a 3-layer deep fully-connected neural network. Hyperparameters are same as those in the 3 fully connected layers on each branch of the ParallelNet. We also add a random dropout layer of 50% and a ReLu activation function after each fully connected layer.
• Gradient Boosted Trees with Text Features (GBM) We utilize a high-performance machine learning framework, Gradient Boosted Trees, introduced by [32] , to serve as a benchmark outside of neural networks. As gradient boosted trees cannot self-generate features from the text data, other than the non-sequential features, we incorporate text features for the algorithm that includes the frequency of the top 500 words that appear in the text corpus. We train a GBM for each of the 19 percentiles.
• Linear Regression with Text Features (LR) We utilize linear regression:
to provide a simple baseline. Similar to GBM, we generate text features for the algorithm that includes the frequency of the top 500 words that appear in the text corpus. The y variable is log-transformed as we assume the underlying duration distribution is log-normal. We train a LR for each of the 19 percentiles.
All the neural networks are trained on Tensorflow 1.9.0 with the Adam optimizer by [33] , along with the output layer in Figure 2 . The learning rate and the learning rate decay of the optimizer, along with the number of epochs of training, is 10-fold cross-validated over the training set. The Gradient Boosted Tree is trained on R 3.4.4 with the lightgbm package, with the number of trees 10-fold cross-validated over the training set. The Linear Regression is trained with the lm function on R 3.4.4.
The results on the Testing Set are as followed: Here, it is a bit surprising that the GBM underperforms the LR. After investigation, we determined that this is due to the fact that some variables in the non-sequential data have a large number of categories, and thus the gradient boosted tree is unable to find the most optimal splits at every node.
We can see that ParallelNet comfortably outperforms the other architectures. Its loss is lower than the best contender, CNN-LSTM, by 8%. The result of 0.4419 shows that on average, our prediction in the 19 percentiles is 44% away from the true value.
We then look at a different statistic: the Median Absolute Percentage Error (MAPE). For every percentile in every sample, the Absolute Precentage Error (APE) of the predicted number of daysT and the actual number of days T is defined as: As seen in Table 2 , if we exclude the effect of outliers and look at the median error, we observe that the median error in prediction for ParallelNet is 29% from the true value, which is highly respectable given the massive innate fluctuations of a dynamic warehouse, as this means the model could predict 50% of all percentiles with an error less than 29%. The result also compares well with the other methods employed here, as ParallelNet reduces the MAPE by 29.3% when compared to the state-of-the-art baseline of CNN-LSTM. We see that the performance gain over CNN-LSTM is more favorable under MAPE compared to MSLE, which shows that ParallelNet optimizes the distributions of "typical shipments" better than CNN-LSTM, as the MAPE metric minimizes the effect of outlier shipments. This is also evidence that shows ParallelNet can capture the general trend of shipments better.
We then further investigate the performance of the algorithms on the Extended Testing Set: We see that if we look further out into the future, the performance of all algorithms suffer. This is expected as our information in the training set is outdated. Under this scenario, we see that ParallelNet still outperforms the other comparison algorithms by a significant amount. When compared to the best performance comparison algorithm, CNN-LSTM, it reduces the MSLE by over 11%, higher than the 8% it recorded in the first testing set. When compared on the MAPE statistic, it is lower by 36% versus 29.3% in the previous set. This provides proof that ParallelNet has better generalization capabilities than CNN-LSTM. The extended future predictions also provide further credibility that ParallelNet is not just overfitting to the training data but capturing some underlying patterns of the warehouse.
These experiments also lend evidence to the claim that the characteristics at arrival of the warehouse can determine the distribution of the DoS, and that a DoS policy could be employed in real-life situations.
Conclusion and Remarks
In conclusion, we have introduced a comprehensive framework for storage assignment under uncertainty, using a highly effective neural network architecture that was proven in real-life data experiments to be able to achieve high quality estimations of the distribution of DoS. The favorable generalization behavior and out-of-sample testing results has allowed this framework to be now piloted in live warehouses all around the country.
