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1 Introduction
Assessing heterogeneity in treatment effects with respect to observed and unobserved characteristics is an
important issue for precise treatment evaluation. The marginal treatment effect (MTE) framework has been
increasingly popular in the econometrics literature (Heckman and Vytlacil, 1999, 2005) as a way to explain
the heterogeneous nature of treatment effects. The MTE is a treatment parameter defined as the average
treatment effect conditional on both observed individual characteristics and the unobserved individual cost of
the treatment. The MTE framework is useful in several respects. First, the framework can be used in non-
experimental applications in which individuals may endogenously determine their own treatment status. The
endogeneity of the treatment can be dealt with using themethod of local instrumental variables (IVs). Moreover,
once the MTE is estimated, it can be used to build other treatment parameters such as the average treatment
effect (ATE) and the local average treatment effect (LATE). For a recent overview on the MTE approach
and its practical implementation, see, for example, Cornelissen et al. (2016), Andresen (2018), Mogstad and
Torgovitsky (2018), Zhou and Xie (2019), and Shea and Torgovitsky (2020).
While the conventional treatment evaluationmethods including theMTE framework can address heterogene-
ity among individuals and across observable groups of individuals, many applications may exhibit unobserved
group-wise heterogeneity in treatment effects for various reasons. For example, the presence of multiple treat-
ment eligibility criteria may create unobserved groups. As a typical application, consider evaluating the causal
effect of college education. Since schools typically offer a variety of admissions options (entrance exams,
sports referrals, and so on). This process classifies individuals into several groups, and the admission criteria to
which each individual has applied is unknown to us. Such differences in admissions requirements may result in
heterogeneous treatment effects of college education. Another potential reason for the presence of unobserved
group heterogeneity is that the population may be composed of groups with different preference patterns. For
instance, consider estimating the causal effect of foster care for abused children, as in Doyle Jr (2007). Here, the
treatment variable of interest is whether the child is put into foster care by the child protection investigator. The
author discusses a possibility that the child protection investigators may have different preference patterns that
place relative emphasis on child protection. These examples suggest unobserved group patterns in the treatment
choice process that may lead to some heterogeneity in treatment effects.
In this paper, we study endogenous treatment effect models in which individuals are grouped into latent
subpopulations, where the presence of the latent groups is accounted for by a finite mixture model. Finite
mixture approaches have been successfully used in various fields, such as biology, economics, marketing, and
medicine, to analyze data from heterogeneous subpopulations (McLachlan and Peel, 2004). However, the use
of finite mixture models in treatment evaluation has been considered only in recent years in a few specific
applications (e.g., Harris and Sosa-Rubi, 2009; Munkin and Trivedi, 2010; Deb and Gregory, 2018; Samoilenko
et al., 2018). Compared with these studies, our modeling approach is more general and formally builds on
Rubin’s (1974) causal model by directly extending it to finite mixture models. In particular, we allow the
treatment choice and outcome equations to be fully heterogeneous across groups.
For this model, we develop an identification and estimation procedure for the MTE parameters that can be
unique to each latent group. The proposed group-wise MTE is a novel framework in the literature, which should
be informative for understanding the heterogeneous nature of treatment effects by capturing both group-level
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and individual-level unobserved heterogeneity simultaneously. Importantly, as we discuss below, the presence
of unobserved group heterogeneity threatens the validity of the conventional IV-based causal inference methods,
such as the conventional MTE approach and the two-stage least squares approach (2SLS) for estimating the
LATE. Specifically, we demonstrate that the presence of unobserved heterogeneous groups may invalidate the
monotonicity condition (e.g., Imbens and Angrist, 1994; Angrist et al., 1996; Vytlacil, 2002), which is an
essential identification condition on which these approaches are based.
Our identification strategy builds on the method of local IVs by Heckman and Vytlacil (1999). We require
two key identification conditions. The first condition is that there exists a valid group-specific continuous
IV. As in the standard IV estimation, each group-specific IV must satisfy the exclusion restriction (i.e., the
IV is independent of unobserved variables) and the relevance restriction (i.e., the IV is a determinant of the
treatment). The second condition is that group membership is conditionally independent of the unobserved
variables affecting treatment choices.
Based on our constructive identification results, we propose a two-step semiparametric estimator for the
group-wise MTEs. In the first step, we estimate a finite-mixture treatment choice model using a parametric
maximum likelihood (ML) method. In the second step, the MTE parameters are estimated using a series
approximation method. Under certain regularity conditions, we show that the proposed MTE estimator is
consistent and asymptotically normally distributed.
As an empirical illustration, we estimate the effects of college education on annual income using the data for
labor in Japan. We find that our observations can be classified into two latent groups: one (group 1) is a group
of individuals whose college enrollment decisions are affected by their family characteristics such as parental
education level and economic conditions, and the other (group 2) is composed of individuals who are affected
by the regional educational environment. Our empirical results indicate that for group 1, the treatment effect of
college education is significantly positive if the (unobserved) cost of going on to a college is small. In contrast,
we cannot find such heterogeneity for group 2.
Organization of the paper. Section 2 introduces our model and presents an identification result for the
group-wise MTE. In Section 3, we discuss the estimation procedure for the MTE parameters and prove its
asymptotic properties. Section 4 provides two additional discussions: first, on the identification of MTE when
the membership probabilities are not uniform across individuals and, second, on the identification of LATE
when only binary IVs are available. Section 5 presents Monte Carlo experiments and the empirical illustration,
and Section 6 concludes this paper. In Appendices A and B, we provide technical proofs for our results.
Appendix C presents an identification result for a Probit treatment choice model.
2 Identification of MTE under Unobserved Group Heterogeneity
2.1 The model
In this section, we introduce our treatment effect model that allows for the presence of an unknown mixture of
multiple subpopulations. We assume that the number of groups is finite and known, which is denoted as S.
Each individual belongs to only one of the S groups, and the group the individual belongs to, which we denote
by s ∈ {1, . . . , S}, is a latent variable unknown to us. Our goal is to measure the causal effect of a potentially
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endogenous treatment variableD ∈ {0, 1} on an outcome variable Y ∈ R, separately, for each group. Let Y (d)j
be the potential outcome when the group membership is s = j and the treatment status is D = d. Then, the
observed outcome can be written as
Y =
S∑
j=1
1{s = j}[DY (1)j + (1−D)Y (0)j ],
where 1{·} is an indicator function that takes one if the argument inside is true and zero otherwise. Suppose
that the potential outcome equation is given by
Y
(d)
j = µ
(d)
j
(
X, (d)
)
, for j = 1, . . . , S and d = 0, 1, (2.1)
where X ∈ Rdim(X) is a vector of observed covariates, (d) ∈ R is an unobserved error term, and µ(d)j is an
unknown structural function. This model specification is fairly general in that the functional form of µ(d)j is
fully unrestricted, and it can be dependent on both the group membership and the treatment status. Our model
implies that the distribution of the treatment effect Y (1)j − Y (0)j is potentially heterogeneous across different
groups.
Based on the latent index framework by Heckman and Vytlacil (1999, 2005), we characterize our treatment
choice model as follows:
D =

1
{
µD1 (Z1) ≥ D1
}
if s = 1
...
1
{
µDS (ZS) ≥ DS
}
if s = S
(2.2)
where for j = 1, . . . , S, Zj ∈ Rdim(Zj) is a vector of IVs that may contain elements of X , Dj ∈ R is an
unobserved continuous random variable, and µDj is an unknown univariate function. We allow for arbitrary
dependence among Dj ’s. Assume that for all j, the error Dj is independent of the IVs Zj’s conditional on X .
Moreover, we require that eachZj includes at least one group-specific continuous variable to ensure that the func-
tionµDj (Zj) does not degenerate to a constant after conditioning the values of (X,Z1, . . . , Zj−1, Zj+1, . . . , ZS).
Let Fj(·|X) be the conditional cumulative distribution function (CDF) of Dj . Further, let
Pj := Fj
(
µDj (Zj)
∣∣X) , Vj := Fj (Dj ∣∣X) , for j = 1, . . . , S.
By construction, each Vj is distributed as Uniform[0, 1] conditional on X . Using these definitions, we can
rewrite (2.2) as follows: D = 1 {Pj ≥ Vj} if s = j, for j = 1, . . . , S.
Remark 2.1 (Monotonicity). The presence of group heterogeneity in the treatment choice model may lead to
the failure of the monotonicity condition in Imbens and Angrist (1994) and Angrist et al. (1996), which requires
that shifts in the IVs determine the direction of change in the treatment choices uniformly in all individuals. To
see this, for simplicity, consider a case with S = 2 and
µD1 (Z1) = Zγz1 + ζ1γζ1, µ
D
2 (Z2) = Zγz2 + ζ2γζ2,
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where Z is a common IV among the groups, ζj is an IV specific to group j, and Zj = (Z, ζj). Suppose that
γz1 < 0 and γz2 > 0. Then, an increase in Z makes the individuals in group 1 (group 2) less (more) likely
to take the treatment, implying that the monotonicity condition does not hold. As a result, the conventional
IV-based causal inference methods that rely on the monotonicity condition cannot be used as long as one focuses
on the group-common IV Z only. Note, however, that the monotonicity condition is still satisfied in terms of the
group-specific IVs (ζ1, ζ2). Thus, if we run a 2SLS method using (ζ1, ζ2) instead of Z as IVs for the treatment,
we would obtain some causal effects averaged over the groups, as we discuss in Subsection 4.2. However, this
approach may overlook the possibility of heterogeneous treatment affects across groups.
For the treatment choice model in (2.2), we can interpret its meaning in several ways. The first interpretation
is that there are actually multiple different treatment eligibility rules prescribed by policy makers. In the example
of college enrollment, there are typically several different types of admissions processes for each school, for
example, paper-based entrance exams, sports referralss, and so on. Such a situation would correspond to this
first type of interpretation. Another interpretation is that there are several types of treatment preference patterns.
For example, consider again D = 1 if an individual goes to college and D = 0 otherwise. Suppose that a
common instrumental variable Z is the introduction of a physical education requirement in colleges along with
mandatory augmented athletics facilities.1 When we specify the functional form of µDj , as in Remark 2.1, we
imagine that some people dislike physical education (γz1 < 0) while others like it (γz2 > 0). In this situation,
we can view the treatment choice model (2.2) as a binary response model with a discrete random coefficient.
2.2 Identification of MTE
Our main identification results are based on the following assumptions:
Assumption 2.1.
(i) The IVs Z = (Z1, . . . , ZS) are independent of ((d), Dj , s) given X for all d and j.
(ii) For each j, Zj has at least one group-specific continuous variable that is not included in X and the IVs
for the other groups.
Assumption 2.2.
(i) The membership variable s is conditionally independent of Dj given X for all j.
(ii) For each j, there exists a constant pij ∈ (0, 1) such that Pr(s = j|X) = pij and
∑S
j=1 pij = 1.
Assumption 2.1(i) is an exclusion restriction requiring that the IVs are conditionally independent of all
unobserved random variables including the latent group membership. Assumption 2.1(ii) is somewhat demand-
ing in that we require prior knowledge as to which variables may be relevant/irrelevant to the membership of
each group. A similar assumption can be found in the econometrics literature on finite mixture models (e.g.,
Compiani and Kitamura, 2016). In practice, we can determine which IVs should belong to which group by ex-
amining the significance of them in each group or by some theoretical guidance. The conditional independence
in Assumption 2.2(i) excludes some types of endogenous group formation, which could be restrictive in some
1 This example scenario is borrowed from Heckman and Vytlacil (2005), Subsection 6.3.
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empirical situations. Note that the assumption does not restrict the dependence structure between s and (d). In
Assumption 2.2(ii), we assume homogeneous membership probability for each group, which is restrictive but
commonly used in the literature on finite mixture models. In fact, this assumption is made only for simplicity,
and the theorem shown below still holds without modifications even when the membership probability is a
function ofX . Moreover, we can identify the group-wise MTE even when the membership probability depends
on other covariates; see Subsection 4.1 below.
To identify the treatment effects of interest, we first establish the identification of the treatment choice model
(2.2). Although there has been a long history of research on the identification of finite mixture models, only few
studies address binary outcome regression models (e.g., Follmann and Lambert, 1991; Butler and Louis, 1997).
Moreover, these previous results are typically based on the availability of repeated measurements data, which
cannot be directly applied to our situation. Therefore, in Appendix C, we present a new simple identification
result for our finite-mixture treatment choice model where we assume that the error terms are independently
distributed as standard normal. Since our major focus is on the identification of treatment effect parameters, the
details are omitted here, and we hereinafter treat Pj’s and pij’s as known objects.
The MTE parameter specific to group j is defined as
MTEj(x, p) := m
(1)
j (x, p)−m(0)j (x, p), (2.3)
where
m
(d)
j (x, p) := E[Y
(d)
j |X = x, s = j, Vj = p]
is the marginal treatment response (MTR) function specific to group j for d ∈ {0, 1}. This expression implies
that the identification of the MTE is straightforward from that of the MTR functions. Below, we show that the
MTR functions can be identified through the partial derivatives of the following functions:
ψ1(x,p) := E[DY |X = x,P = p], ψ0(x,p) := E[(1−D)Y |X = x,P = p],
where P = (P1, . . . , PS) and p = (p1, . . . , pS). Note that these functions can be directly identified from the
data on supp(X,P) where supp(X,P) denotes the joint support of (X,P).
Theorem 2.1. Suppose that Assumptions 2.1 and 2.2 hold. Ifm(1)j (x, ·) andm(0)j (x, ·) are continuous, we have
m
(1)
j (x, pj) =
1
pij
∂ψ1(x,p)
∂pj
, m
(0)
j (x, pj) = −
1
pij
∂ψ0(x,p)
∂pj
.
Once the group-wise MTEs are identified for all p and x based on this result, we can identify many other
treatment parameters. For example, CATEj(x) =
∫ 1
0 MTEj(x, v)dv where CATEj(x) = E[Y
(1)
j − Y (0)j |X =
x, s = j] is the group-wise conditional average treatment effect (CATE). Furthermore, the group-wise ATE:
ATEj = E[Y
(1)
j − Y (0)j |s = j] can be obtained by ATEj =
∫
CATEj(x)fX(x)dx where fX is the marginal
density function of X (note that Assumption 2.2(ii) implies fX(·|s = j) = fX(·)). Lastly, the ATE for the
whole population is simply given by ATE =
∑S
j=1 pijATEj .
Remark 2.2 (PRTE). We can also identify the so-called policy relevant treatment effect (PRTE), as in Heckman
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and Vytlacil (2005). Consider a counterfactual policy that changesP but does not affect Y (d)j ,X , Dj , and s. Let
P? = (P ?1 , . . . , P
?
S) be a counterfactual version ofPwhose distribution is known andD? be the treatment status
under P?. As in Assumption 2.1(i), we assume that P? is independent of ((d), Dj , s) given X . Denote the
outcome after the counterfactual policy as Y ?. The PRTE is defined as E[Y ?|X = x]− E[Y |X = x]. Noting
that E[Y |X = x] is identified by data, we only focus on the identification of E[Y ?|X = x]. By Assumptions
2.1(i) and 2.2(i),E[D?Y (1)j |X = x,P? = p?, s = j] =
∫ 1
0 1{p?j ≥ vj}m
(1)
j (x, vj)dvj . Similarly, we can show
that E[(1 − D?)Y (0)j |X = x,P? = p?, s = j] =
∫ 1
0 1{p?j < vj}m
(0)
j (x, vj)dvj . As a result, by the law of
iterated expectations, we obtain
E[Y ?|X = x] =
S∑
j=1
pijE
[
E[D?Y
(1)
j + (1−D?)Y (0)j |X = x,P?, s = j]
∣∣∣X = x]
=
S∑
j=1
pij
∫ 1
0
(
Pr(P ?j ≥ vj |X = x)m(1)j (x, vj) + Pr(P ?j < vj |X = x)m(0)j (x, vj)
)
dvj .
In this way, we can identify the PRTE through the MTR functions.
3 Estimation and Asymptotics
This section considers the estimation of the group-wise MTE parameters using an independent and identically
distributed (IID) sample {(Yi, Di, Xi,Zi) : 1 ≤ i ≤ n} of size n. Throughout this section, Assumptions 2.1
and 2.2 are assumed to hold.
3.1 Two-step series estimation
First-stage: ML estimation To estimate the treatment choice model, we consider the following parametric
model specification:
D =

1
{
Z>1 γ1 ≥ D1
}
with probability pi1
...
1
{
Z>S γS ≥ DS
}
with probability piS
We assume that Dj is independent of (X,Zj), and the CDF Fj of Dj is a known function (such as the
standard normal or logistic distribution). Define γ :=
(
γ>1 , . . . , γ>S
)> and pi := (pi1, . . . , piS)>. Then, the
conditional likelihood function for an observation i when si = j is given by Li(γ|si = j) := Fj(Z>jiγj)Di [1−
Fj(Z
>
jiγj)]
1−Di . Thus, the ML estimator for γ and pi can be obtained by
(γ̂n, pin) := argmax
(γ˜,pi)∈Γ×CS
n∑
i=1
log
 S∑
j=1
pijLi(γ˜|si = j)
 ,
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where Γ ⊂ R
∑S
j=1 dim(Zj) and CS := {pi ∈ (0, 1)S :
∑S
j=1 pij = 1} are the parameter spaces. We then
obtain the estimator of Pj = Fj(Z>j γj) as P̂j = Fj(Z>j γ̂n,j). In the numerical studies below, we use the
expectation-maximization (EM) algorithm to solve this ML problem following the literature on finite mixture
models (e.g., Dempster et al., 1977; McLachlan and Peel, 2004; Train, 2008).
Second-stage: series estimation For each d and j, consider the following linear potential outcome equation:
Y
(d)
j = X
>β(d)j + 
(d).
Here, the error term (d) can generally depend on the group membership j, but we suppress the dependence for
expositional simplicity.2 Assume that X is independent of ((d), Dj , s) for all d and j. Then, we have
MTEj(x, p) = m
(1)
j (x, p)−m(0)j (x, p)
= x>(β(1)j − β(0)j ) + E[(1) − (0)|s = j, Vj = p],
withm(d)j (x, p) = x>β
(d)
j + E[
(d)|s = j, Vj = p]. By the same argument as in the proof of Theorem 2.1, we
can show that there exist univariate functions g(1)j and g
(0)
j for each j satisfying
E[(1)|s = j, Vj ≤ pj ] = 1
pj
∫ pj
0
E[(1)|s = j, Vj = v]dv =:
g
(1)
j (pj)
pj
,
E[(0)|s = j, Vj > pj ] = 1
1− pj
∫ 1
pj
E[(0)|s = j, Vj = v]dv =:
g
(0)
j (pj)
1− pj .
Then, letting ∇g(d)j (p) := ∂g(d)j (p)/∂p, we observe that ∇g(1)j (p) = E[(1)|s = j, Vj = p] and ∇g(0)j (p) =
−E[(0)|s = j, Vj = p]. Hence, it follows that
m
(1)
j (x, p) = x
>β(1)j +∇g(1)j (p), m(0)j (x, p) = x>β(0)j −∇g(0)j (p).
Further, by the law of iterated expectations,
ψ1(x,p) =
S∑
j=1
E[Y
(1)
j |X = x, s = j, Vj ≤ pj ] · pijpj =
S∑
j=1
(
(x · pijpj)>β(1)j + pijg(1)j (pj)
)
,
ψ0(x,p) =
S∑
j=1
E[Y
(0)
j |X = x, s = j, Vj > pj ] · pij(1− pj) =
S∑
j=1
(
(x · pij(1− pj))>β(0)j + pijg(0)j (pj)
)
.
Hence, we obtain the following partially linear additive regression models:
DY =
S∑
j=1
(X · pijPj)>β(1)j +
S∑
j=1
pijg
(1)
j (Pj) + ε
(1), (3.1)
2 Or, the error term can be viewed as a composite error (d) =
∑S
j=1 1{s = j}(d)j .
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(1−D)Y =
S∑
j=1
(X · pij(1− Pj))>β(0)j +
S∑
j=1
pijg
(0)
j (Pj) + ε
(0), (3.2)
where E[ε(d)|X,P] = 0 by the definition of ψd for both d = 0 and 1. To estimate the coefficients β(d)j ’s and the
functions g(d)j ’s, we use the series approximation method such that g
(d)
j (p) ≈ bK(p)>α(d)j with aK × 1 vector
of basis functions bK(p) = (b1K(p), . . . , bKK(p))> and corresponding coefficients α
(d)
j .
To proceed, letting dSXK := S(dim(X) + K), define θ(d)
dSXK×1
:= (β
(d)>
1 , . . . , β
(d)>
S , α
(d)>
1 , . . . , α
(d)>
S )
>
for d ∈ {0, 1}, and
R
(1)
K
dSXK×1
:= (pi1P1X
>, . . . , piSPSX>, pi1bK(P1)>, . . . , piSbK(PS)>)>,
R
(0)
K
dSXK×1
:= (pi1(1− P1)X>, . . . , piS(1− PS)X>,pi1bK(P1)>, . . . , piSbK(PS)>)>.
Then, we can approximate the regression models (3.1) and (3.2), respectively, by
DY ≈ R(1)>K θ(1) + ε(1), (1−D)Y ≈ R(0)>K θ(0) + ε(0), (3.3)
which implies that we can estimate θ(d) by
θ˜(1)n :=
(
n∑
i=1
R
(1)
i,KR
(1)>
i,K
)− n∑
i=1
R
(1)
i,KDiYi, θ˜
(0)
n :=
(
n∑
i=1
R
(0)
i,KR
(0)>
i,K
)− n∑
i=1
R
(0)
i,K(1−Di)Yi,
where A− is a generalized inverse of a matrix A. Note, however, that θ˜(d)n ’s are infeasible since Pj’s and pij’s
are unknown in practice. Then, for d ∈ {0, 1}, define R̂(d)K analogously as above but replacing Pj’s and pij’s
with their estimators obtained in the first step. The feasible estimators can be obtained by
θ̂(1)n :=
(
n∑
i=1
R̂
(1)
i,KR̂
(1)>
i,K
)− n∑
i=1
R̂
(1)
i,KDiYi, θ̂
(0)
n :=
(
n∑
i=1
R̂
(0)
i,KR̂
(0)>
i,K
)− n∑
i=1
R̂
(0)
i,K(1−Di)Yi.
The feasible estimator of g(d)j (p) is given by ĝ
(d)
j (p) = bK(p)
>α̂(d)n,j , and the infeasible estimator is given
by g˜(d)j (p) = bK(p)>α˜
(d)
n,j . Letting ∇bK(p) := ∂bK(p)/∂p, we can also estimate ∇g(d)j (p) by ∇ĝ(d)j (p) :=
∇bK(p)>α̂(d)n,j and∇g˜(d)j (p) := ∇bK(p)>α˜(d)n,j . Thus, we obtain the estimators of the MTR functions as follows:
m˜
(1)
j (x, p) = x
>β˜(1)n,j +∇g˜(1)j (p), m̂(1)j (x, p) = x>β̂(1)n,j +∇ĝ(1)j (p),
m˜
(0)
j (x, p) = x
>β˜(0)n,j −∇g˜(0)j (p), m̂(0)j (x, p) = x>β̂(0)n,j −∇ĝ(0)j (p).
Finally, the feasible estimator of the MTE is given by M̂TEj(x, p) = m̂
(1)
j (x, p)− m̂(0)j (x, p), and the infeasible
estimator is given by M˜TEj(x, p) = m˜
(1)
j (x, p)− m˜(0)j (x, p).
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3.2 Asymptotic properties
This section presents the asymptotic properties of the proposed MTE estimators. In the following, for a vector
or matrix A, we denote its Frobenius norm as ‖A‖ =
√
tr{A>A} where tr{·} is the trace. For a square matrix
A, λmin(A) and λmax(A) denote the smallest and the largest eigenvalues of A, respectively.
Assumption 3.1. The data {(Yi, Di, Xi,Zi) : 1 ≤ i ≤ n} are IID.
Assumption 3.2.
(i) Di = 1{Z>jiγj ≥ Dji} if si = j for j = 1, . . . , S.
(ii) supp[Zj ] is a compact subset of Rdim(Zj) for all j.
(iii) The random variables D = (D1 , . . . , DS ) are continuously distributed on the whole RS and independent
of (X,Z). Each Dj has a twice continuously differentiable known CDF Fj(·) with bounded derivatives.
(iv) ‖γ̂n − γ‖ = OP (n−1/2) and ‖pin − pi‖ = OP (n−1/2).
Assumption 3.3.
(i) Y (d)ji = X>i β
(d)
j + 
(d)
i for each d and j.
(ii) supp[X] is a compact subset of Rdim(X). X is independent of ((d), Dj , s) for all d and j.
(iii) The random variable (d) is independent of (X,Z) for all d.
The IID sampling condition in Assumption 3.1 is standard in the literature. Assumption 3.2 assumes a fully
parametric treatment choice model. If the parameters γ and pi are point identified, the root-n-consistency of
the ML estimators is straightforward; see Appendix C for a special case where Dj ’s are distributed as standard
normal. In Assumption 3.3, we assume a linear model for the potential outcomes for convenience, which is a
popular setup in the literature.
Let ∇agj(p) := ∂agj(p)/(∂p)a and ∇abK(p) := (∂ab1K(p)/(∂p)a, . . . , ∂abKK(p)/(∂p)a)> for a non-
negative finite integer a. Further, define Ψ(d)K := E
[
R
(d)
K R
(d)>
K
]
and Σ(d)K := E
[
(ξ
(d)
K )
2R
(d)
K R
(d)>
K
]
, where
ξ
(d)
K := e
(d) + B
(d)
K , e
(d), and B(d)K are unobserved error terms in the series regressions whose definitions are
given in (A.1) in Appendix A.
Assumption 3.4.
(i) For each d and j, g(d)j (p) is r-times continuously differentiable for some r ≥ 1, and there exist positive
constants µ0 and µ1 and some α
(d)
j ∈ RK satisfying supp∈[0,1] |bK(p)>α(d)j − g(d)j (p)| = O(K−µ0) and
supp∈[0,1] |∇bK(p)>α(d)j −∇g(d)j (p)| = O(K−µ1).
(ii) bK(p) is twice continuously differentiable and satisfies ζ1(K)
√
K/n → 0 and ζ2(K)/
√
n → 0, where
ζl(K) := max0≤a≤l supp∈[0,1] ‖∇abK(p)‖.
Assumption 3.5.
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(i) For d = 0, 1, there exist constants cΨ and c¯Ψ such that 0 < cΨ ≤ λmin
(
Ψ
(d)
K
)
≤ λmax
(
Ψ
(d)
K
)
≤ c¯Ψ <∞,
uniformly inK.
(ii) For d = 0, 1, there exist constants cΣ and c¯Σ such that 0 < cΣ ≤ λmin
(
Σ
(d)
K
)
≤ λmax
(
Σ
(d)
K
)
≤ c¯Σ <∞,
uniformly inK.
Assumption 3.6. E[(e(d))4|D,X,Z, s = j] <∞ for all d and j.
Assumption 3.4(i) imposes smoothness conditions on the function g(d)j . These conditions are standard in the
literature on series approximation methods. For example, Lemma 2 in Holland (2017) shows that Assumption
3.4(i) is satisfied by B-splines of order k for k − 2 ≥ r such that µ0 = r and µ1 = r − 1. This assumption
requires K to increase to infinity for unbiased estimation while Assumption 3.4(ii) requires that K should not
diverge too quickly. It is well known that ζl(K) = O(K(1/2)+l) for B-splines (e.g., Newey, 1997). Thus, when
B-spline basis functions are employed, Assumption 3.4(ii) is satisfied if K5/n → 0. Assumption 3.5 ensures
that the matrices Ψ(d)K and Σ
(d)
K are positive definite for allK so that their inverses exist. Assumption 3.6 is used
to derive the asymptotic normality of our estimator in a convenient way.
Finally, we introduce the selection matrices SX,j
dim(X)×dSXK
and SK,j
K×dSXK
such that SX,jθ(d) = β
(d)
j and
SK,jθ(d) = α
(d)
j for each d and j. The next theorem gives the asymptotic normality for the infeasible estimator.
Theorem 3.1. Suppose that Assumptions 3.1 – 3.6 hold. For a given p ∈ supp[Pj |D = 1] ∩ supp[Pj |D = 0],
if ‖∇bK(p)‖ → ∞,
√
nK−µ0 → 0 and √nK−µ1/‖∇bK(p)‖ → 0 hold, then
√
n
(
M˜TEj(x, p)−MTEj(x, p)
)
√[
σ
(1)
K,j(p)
]2
+ 2covK(p) +
[
σ
(0)
K,j(p)
]2 d→ N(0, 1),
where
σ
(d)
K,j(p) :=
√
∇bK(p)>SK,j
[
Ψ
(d)
K
]−1
Σ
(d)
K
[
Ψ
(d)
K
]−1
S>K,j∇bK(p), for d = 0, 1,
covK(p) := ∇bK(p)>SK,j
[
Ψ
(0)
K
]−1
CK
[
Ψ
(1)
K
]−1
S>K,j∇bK(p), and CK := E
[
ξ
(0)
K ξ
(1)
K R
(0)
K R
(1)>
K
]
.
As shown in Lemma B.5, σ(d)K,j(p) corresponds to the asymptotic standard deviation of the MTR estimator
for D = d. Further, covK(p) is the asymptotic covariance between the MTR estimators for D = 1 and
D = 0, which is supposed to be non-zero in our case. This non-zero covariance originates from replacing the
unobserved membership indicator 1{s = j} with the membership probability pij .
As a corollary of Theorem 3.1, the asymptotic properties of the feasible MTE estimator can be derived
relatively easily with the following additional assumption.
Assumption 3.7. supp∈[0,1] |∇bK(p)>α| = O(
√
K) · supp∈[0,1] |bK(p)>α| for any α ∈ RK .
Chen and Christensen (2018) show that this assumption holds true for B-splines and wavelets.
To proceed, let C(D) be the set of continuous real-valued functions defined onD. Further, let T be a generic
random vector where supp[T ] is compact and dim(T ) is finite and does not depend on n andK. We define the
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linear operator P(d)n,j that maps a given function q ∈ C(supp[T ]) to C([0, 1]) as follows:
P(d)n,jq := bK(·)>SK,j
[
Ψ
(d)
nK
]−1 1
n
n∑
i=1
R
(d)
i,Kq(Ti),
where Ψ(d)nK := n
−1∑n
i=1R
(d)
i,KR
(d)>
i,K , and its inverse exists with probability approaching one by Lemma B.2(i).
The operator norm of P(d)n,j is defined as
‖P(d)n,j‖∞ := sup
{
sup
p∈[0,1]
∣∣∣(P(d)n,jq) (p)∣∣∣ : q ∈ C(supp[T ]), sup
t∈supp[T ]
|q(t)| = 1
}
.
As shown by Huang (2003) and Chen and Christensen (2015), the operator norms of projection operators similar
to P(d)n,j are of order OP (1) for splines and wavelets under some mild regularity conditions.3
Corollary 3.1. Suppose that the assumptions in Theorem 3.1 hold. If Assumption 3.7, ζ0(K)ζ1(K)/
√
n =
O(1), and (‖P(d)n,j‖∞ + 1)
√
K/‖∇bK(p)‖ → 0 for both d = 0 and 1 hold additionally, then
√
n
(
M̂TEj(x, p)−MTEj(x, p)
)
√[
σ
(1)
K,j(p)
]2
+ 2covK(p) +
[
σ
(0)
K,j(p)
]2 d→ N(0, 1).
As shown in the theorem, the feasible MTE estimator has the same asymptotic distribution as the infeasible
estimator. Based on this result, we can straightforwardly estimate the standard errors of the group-wise MTEs.
Letting ξ̂(1)i,K := DiYi − R̂(1)>i,K θ̂(1)n and ξ̂(0)i,K := (1 − Di)Yi − R̂(0)>i,K θ̂(0)n be the residuals, each term in the
asymptotic variance can be estimated by
σ̂
(d)
nK,j(p) :=
√
∇bK(p)>SK,j
[
Ψ̂
(d)
nK
]−1
Σ̂
(d)
nK
[
Ψ̂
(d)
nK
]−1
S>K,j∇bK(p), for d = 0, 1,
ĉovnK(p) := ∇bK(p)>SK,j
[
Ψ̂
(0)
nK
]−1
ĈnK
[
Ψ̂
(1)
nK
]−1
S>K,j∇bK(p),
where Ψ̂(d)nK :=
1
n
∑n
i=1 R̂
(d)
i,KR̂
(d)>
i,K and Σ̂
(d)
nK :=
1
n
∑n
i=1(ξ̂
(d)
i,K)
2R̂
(d)
i,KR̂
(d)>
i,K , and ĈnK :=
1
n
∑n
i=1 ξ̂
(0)
i,K ξ̂
(1)
i,KR̂
(0)
i,KR̂
(1)>
i,K .
4 Additional Discussion and Extensions
4.1 Covariate-dependent membership probability
In this subsection, we consider relaxing Assumption 2.2(ii) by allowing the membership probability to depend
on a vector of exogenous covariatesW whereW andX may have some common components. In the literature,
similar types of finite mixture models have been considered in Huang and Yao (2012) and Huang et al. (2013).
For simplicity, we focus on the case of S = 2 only. Suppose that the group membership is determined by the
3 A set of easy-to-check conditions ensuring ‖P(d)n,j‖∞ = OP (1) is to verify the conditions in Lemma 7.1 in Chen and Christensen
(2015) and show that SK,j
[
Ψ
(d)
nK
]−1
is stochastically bounded in the `-infinity norm.
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following model:
s = 2− 1{pi(W ) ≥ U}, (4.1)
where U is an unobserved continuous random variable distributed as Uniform[0, 1] conditional on X , and pi is
an unknown univariate function that takes values on [0, 1]. We assume thatW is conditionally independent of
U given X . Then, we can see that Pr(s = 1|X,W ) = pi(W ) and Pr(s = 2|X,W ) = 1− pi(W ). In addition,
we assume thatW contains at least one continuous variable that is not included in X and (Z1, Z2).
In this setup, we modify the definition of the MTR function as follows:
m
(1)
j (x, q, p) := E[Y
(1)
j |X = x, U = q, Vj = p], m(0)j (x, q, p) := E[Y (0)j |X = x, U = q, Vj = p],
and the MTE parameter of interest is also re-defined as
MTEj(x, q, p) := m
(1)
j (x, q, p)−m(0)j (x, q, p). (4.2)
Further, we define the following functions:
ψ1(x, q, p1, p2) := E[DY |X = x,Q = q, P1 = p1, P2 = p2],
ψ0(x, q, p1, p2) := E[(1−D)Y |X = x,Q = q, P1 = p1, P2 = p2],
where Q := pi(W ).
Assumption 4.1.
(i) (W,Z1, Z2) are independent of ((d), Dj , U) given X for all d and j.
(ii) Each ofW , Z1, and Z2 contains at least one continuous variable that is not included in X and the rest.
(iii) U is conditionally independent of Dj given X for all j.
Theorem 4.1. Suppose that Assumption 4.1 holds. Ifm(1)j (x, ·, ·) andm(0)j (x, ·, ·) are continuous, we have
m
(1)
1 (x, q, p1) =
∂2ψ1(x, q, p1, p2)
∂p1∂q
, m
(1)
2 (x, q, p2) = −
∂2ψ1(x, q, p1, p2)
∂p2∂q
,
m
(0)
1 (x, q, p1) = −
∂2ψ0(x, q, p1, p2)
∂p1∂q
, m
(0)
2 (x, q, p2) =
∂2ψ0(x, q, p1, p2)
∂p2∂q
.
The following theorem shows that the group-wise MTE parameter previously defined in (2.3) can be
recovered by the weighted average of MTEj(x, q, p).
Theorem 4.2. Suppose that Assumption 4.1 holds. Then, we have
MTE1(x, p) =
∫ 1
0
MTE1(x, u, p)ω1(x, u)du, MTE2(x, p) =
∫ 1
0
MTE2(x, u, p)ω2(x, u)du,
where the weight functions are defined as ω1(x, u) := Pr(Q ≥ u|X = x)/E[Q|X = x] and ω2(x, u) :=
Pr(Q < u|X = x)/(1− E[Q|X = x]).
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4.2 Absence of continuous IVs
In some empirical situations, only discrete IVs are available, and many are binary. In this subsection, we focus
on a situation where only binary IVs are available and show that the LATE parameters are still identifiable
by the Wald estimand. As is well-known, the LATE parameters can be nonparametrically identified without
continuous IVs. In contrast, identification of MTE parameters generally requires either continuous IVs or
parametric functional-form restrictions (e.g., Brinch et al., 2017). For expositional simplicity, the condition
X = x is suppressed throughout this subsection.
Let Z be an S × 1 vector of binary instruments Z = (Z1, . . . , ZS) ∈ Z where Z := supp[Z]. Z may
contain some overlapping elements. In an extreme case, when there is only one instrument common for all
groups, we have Z = {0S ,1S} where 0S and 1S are S × 1 vectors of zeros and ones, respectively. Let Y (d,z)j
be the potential outcome when s = j, D = d, and Z = z. Similarly, we denote the potential treatment status
when s = j and Z = z as D(z)j .
Assumption 4.2.
(i) For each d and j, Y (d,z)j = Y
(d)
j and D
(z)
j = D
(zj)
j for any z ∈ Z .
(ii) Z is independent of (D(0)j , D
(1)
j , Y
(0)
j , Y
(1)
j , s) for all j.
(iii) Pr(D(1)j = 1, D
(0)
j = 0|s = j) > 0 and Pr(D(1)j = 0, D(0)j = 1|s = j) = 0 for all j.
Assumption 4.2(i) can be violated when the instruments affect the outcome directly or when the group-j′-
specific instrument Zj′ affects the treatment status of the individuals in group j for j 6= j′. Note that, under
this condition, it holds that D = D(zj)j conditional on s = j and Z = z. Assumption 4.2(ii) requires the
randomness of the instrument Z, which is essentially the same as Assumption 2.1(i). Assumption 4.2(iii) is
similar to thewell-knownmonotonicity condition in Imbens andAngrist (1994). FollowingAngrist et al. (1996),
the individuals with D(1)j = D
(0)
j = 1 can be referred to as Zj-always-takers; those with D
(1)
j = D
(0)
j = 0 are
Zj-never-takers; those withD
(1)
j > D
(0)
j are Zj-compliers; and those withD
(1)
j < D
(0)
j are Zj-defiers. Hence,
the condition (iii) ensures that for all j, there are Zj-compliers but no Zj-defiers in group j. Note that when
some IVs are common across groups, this monotonicity condition can be violated, as mentioned in Remark 2.1.
Theorem 4.3. Suppose that Assumption 4.2 holds. Then, the weighted average of the group-wise LATEs can
be identified as below:
E[Y |Z = 1S ]− E[Y |Z = 0S ]
E[D|Z = 1S ]− E[D|Z = 0S ] =
S∑
j=1
E[Y
(1)
j − Y (0)j |Zj-compliers, s = j]
Pr(Zj-compliers, s = j)∑S
h=1 Pr(Zh-compliers, s = h)
.
Moreover, if ej ∈ Z where ej is the S × 1 unit vector with its j-th element equal to one, we can identify the
LATE specific to group j:
E[Y |Z = ej ]− E[Y |Z = 0S ]
E[D|Z = ej ]− E[D|Z = 0S ] = E[Y
(1)
j − Y (0)j |Zj-compliers, s = j].
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5 Numerical Analysis
5.1 Monte Carlo experiments
To evaluate the finite sample performance of our MTE estimator in Section 3, we conduct a set of Monte Carlo
experiments. Setting S = 2 with the membership probabilities (pi1, pi2) = (0.35, 0.65), the treatment variable
is generated by
D = 1{Z>j γj ≥ Dj } for s = j,
where Zj = (1, X1, ζj)>, X1 ∼ N(0, 1), ζj ∼ N(0, 1), and Dj ∼ N(0, 1) for both j = 1 and 2. We set
γ1 = (0.5,−0.5, 1) and γ2 = (−0.5, 0.5,−1). The potential outcomes are generated by
Y
(d)
j = X
>β(d)j + 
(d),
where X = (1, X1)>, (0) =
∑
j∈{1,2} 1{s = j}Vj + η(0), (1) =
∑
j∈{1,2} 1{s = j}Φ−1(Vj) + η(1), and
η(d) ∼ N(0, 0.52) for both d = 0 and 1. Here, Vj = Φ(Dj ), and Φ denotes the standard normal CDF. The
coefficients are set to β(0)1 = (−1, 1)>, β(0)2 = (1, 2)>, β(1)1 = (1,−1)>, and β(1)2 = (2, 1)>. For each setup,
we consider three sample sizes n ∈ {1000, 2000, 4000}.
For the first-stage estimation of the finite mixture Probit model, we use the EM algorithm. The second-stage
MTE estimation is carried out using both the infeasible and feasible estimators. We employ the B-splines of
order 3 for the basis functions. The number of inner knots of B-splines is set to 1 when n ∈ {1000, 2000}, and
2 when n = 4000. To stabilize the series regression, we consider using ridge regressions with penalty c · n−1
for c ∈ {0, 1, 10}. Note that introducing a sufficiently small penalty term does not alter our asymptotic results.
The simulation results reported below are based on 1,000 Monte Carlo replications.
Table 1 shows the bias and root mean squared error (RMSE) of estimating the group-wise MTE for both
groups with x = 0.5 and v ∈ {0.2, 0.4, . . . , 0.8} (labeled respectively as MTE1.1, and MTE1.2, and so on for
group 1, and similarly labeled for group 2). Overall, the performance of the feasible estimator is almost the same
as that of the infeasible estimator. This is consistent with our asymptotic theory. The bias of our estimator is
satisfactorily small except for the cases close to the boundary and involving a large penalty. The RMSE quickly
decreases as the sample size increases, as expected. The RMSE for group 2 tends to be smaller than that for
group 1, probably due to the difference in their group sizes. Introducing a penalty term can improve the overall
RMSE; hence, we recommend employing a ridge regression in practice with moderate sample size.
Table 2 presents the simulation results for the ML estimation of the finite mixture Probit model. For all
estimation parameters, the bias is satisfactorily small under all sample sizes. The RMSE is approximately
halved when the sample size increases from 1,000 to 4,000, implying root-n-consistency of our ML estimator.
5.2 An empirical application: economic returns to college education
In this empirical analysis, we investigate the effects of college education on income in the Japanese labor
market. There are two sources used for data collection. The primary data source is the Japanese Life Course
Panel Survey (JLPS) from 2007 (wave 1),4 which includes detailed information on Japanese workers aged 20
4 Acknowledgement: The data for this secondary analysis, "Japanese Life Course Panel Surveys, wave 1, 2007, of the Institute of
Social Science, The University of Tokyo," was provided by the Social Science Japan Data Archive, Center for Social Research and Data
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Table 1: Results of the MTE estimation
Group 1 Group 2
n penalty MTE1.1 MTE1.2 MTE1.3 MTE1.4 MTE2.1 MTE2.2 MTE2.3 MTE2.4
Bias for the feasible estimator
1000 0.00000 0.049 −0.056 −0.080 0.080 −0.077 −0.021 0.061 0.062
1000 0.00100 −0.035 −0.121 −0.125 0.055 −0.074 −0.013 0.045 0.023
1000 0.01000 −0.213 −0.352 −0.409 −0.320 0.037 −0.003 −0.096 −0.270
2000 0.00000 −0.007 −0.028 0.033 0.050 −0.086 −0.004 0.051 0.025
2000 0.00050 −0.043 −0.062 0.001 0.041 −0.085 0.000 0.044 0.007
2000 0.00500 −0.180 −0.241 −0.221 −0.125 −0.047 0.011 −0.028 −0.148
4000 0.00000 −0.127 0.005 0.072 −0.124 0.050 −0.045 0.017 0.060
4000 0.00025 −0.152 −0.019 0.059 −0.111 0.048 −0.043 0.015 0.047
4000 0.00250 −0.283 −0.183 −0.055 −0.073 0.040 −0.027 −0.006 −0.064
Bias for the infeasible estimator
1000 0.00000 0.054 −0.061 −0.095 0.062 −0.083 −0.020 0.064 0.066
1000 0.00100 −0.036 −0.126 −0.135 0.041 −0.080 −0.012 0.048 0.026
1000 0.01000 −0.220 −0.357 −0.412 −0.319 0.031 0.000 −0.093 −0.268
2000 0.00000 −0.009 −0.030 0.031 0.049 −0.088 −0.005 0.054 0.031
2000 0.00050 −0.046 −0.064 0.000 0.040 −0.087 −0.001 0.046 0.012
2000 0.00500 −0.185 −0.243 −0.219 −0.123 −0.049 0.011 −0.026 −0.145
4000 0.00000 −0.127 0.004 0.069 −0.133 0.050 −0.045 0.018 0.063
4000 0.00025 −0.151 −0.020 0.056 −0.121 0.048 −0.042 0.017 0.049
4000 0.00250 −0.281 −0.181 −0.055 −0.082 0.041 −0.026 −0.005 −0.063
RMSE for the feasible estimator
1000 0.00000 1.878 0.780 1.357 1.152 0.623 0.724 0.446 1.060
1000 0.00100 1.486 0.719 1.113 1.048 0.603 0.677 0.431 0.982
1000 0.01000 0.662 0.575 0.672 0.709 0.489 0.459 0.366 0.688
2000 0.00000 1.284 0.540 0.980 0.772 0.438 0.519 0.311 0.736
2000 0.00050 1.134 0.519 0.880 0.738 0.431 0.502 0.306 0.708
2000 0.00500 0.630 0.462 0.566 0.561 0.378 0.398 0.271 0.560
4000 0.00000 1.111 0.635 0.649 1.423 0.741 0.360 0.345 0.630
4000 0.00025 1.037 0.604 0.611 1.350 0.729 0.354 0.340 0.616
4000 0.00250 0.714 0.484 0.438 0.971 0.645 0.308 0.305 0.526
RMSE for the infeasible estimator
1000 0.00000 1.874 0.774 1.341 1.129 0.619 0.724 0.443 1.052
1000 0.00100 1.491 0.717 1.105 1.030 0.600 0.677 0.427 0.975
1000 0.01000 0.668 0.580 0.674 0.706 0.488 0.459 0.363 0.681
2000 0.00000 1.280 0.538 0.967 0.774 0.440 0.518 0.312 0.738
2000 0.00050 1.132 0.518 0.870 0.739 0.433 0.501 0.306 0.709
2000 0.00500 0.631 0.462 0.563 0.563 0.380 0.396 0.271 0.557
4000 0.00000 1.102 0.631 0.637 1.411 0.739 0.360 0.345 0.631
4000 0.00025 1.031 0.601 0.600 1.339 0.728 0.354 0.340 0.617
4000 0.00250 0.712 0.482 0.432 0.962 0.644 0.308 0.305 0.525
Note: The column labeled “penalty” indicates the magnitude of the penalty term in ridge regression.
to 40, including their working condition, annual income, education level, and family member characteristics.
The outcome variable Y of interest is the respondent’s annual income, and the treatment variable is defined as
follows: D = 1 if the respondent has a college degree or higher, D = 0 otherwise. The second data source is
the School Basic Survey conducted by the Ministry of Education (MEXT), Japan. Using this dataset, we collect
Archives, Institute of Social Science, The University of Tokyo.
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Table 2: Results of the ML estimation of the finite mixture Probit model
n γ1,1 γ1,2 γ1,3 γ2,1 γ2,2 γ2,3 pi1 pi2
Bias
1000 −0.001 0.001 0.000 −0.002 −0.001 0.001 0.001 −0.001
2000 −0.001 0.001 0.001 0.000 0.001 0.001 0.000 0.000
4000 0.001 0.000 0.000 0.000 0.000 0.000 −0.001 0.001
RMSE
1000 0.024 0.023 0.020 0.022 0.020 0.018 0.028 0.028
2000 0.017 0.016 0.014 0.015 0.014 0.012 0.021 0.021
4000 0.012 0.011 0.010 0.011 0.010 0.008 0.014 0.014
information on regional university enrollment statistics for each prefecture where the respondents were living
from the age of 15 to create IVs for the treatment. We consider 10 IVs in total. Table 3 below shows the list
of variables used in this analysis. After excluding observations with missing data, the analysis is performed on
3,347 individuals.
Table 3: Variables used
Variable
Y Annual income (in million JPY)
D Dummy variable: the respondent has a college degree or higher.
X Dummy variable: the respondent is currently living in an urban area.
Dummy variable: the respondent is male.
Age.*
Working experience in years for the current job.*
Dummy variable: the respondent is a part-time worker.
Log of average working hours per day.
Dummy variable: the respondent has professional skills.
Dummy variable: the respondent is a public worker.
Dummy variable: the respondent is in a managerial position.
Dummy variable: the respondent is working in a large company.
Dummy variable: the respondent is married.
Dummy variable: the respondent’s partner (if any) is a part-time worker.
Self-reported health status (in five scales). (Shorthand)
Z Dummy variable: the respondent is male. male
The number of elder siblings. nesibs
The number of younger siblings. nysibs
Log of the number of books in the respondent’s home when he/she was 15 years old. books
The respondent’s father’s education in years. feduc
The respondent’s mother’s education in years. meduc
Economic condition of the respondent’s household when he/she was 15 years old (in five scales). econom
The proportion of private universities.** priv
Capacity: (the number of universities)/(the number of high-school graduates).** cap
The rate of university enrollment for high school graduates.** runiv
* The square of these variables are also included in the regressors.
** These variables are all at prefecture level, and they are as of when the respondent was 15 years old.
In this analysis, we set S = 2. As shown below in Table 4, our treatment choice model has a smaller
Akaike’s information criterion (AIC) value than the model with S = 1 (no mixture).5 For the models with
5 How to determine an optimal number of the mixture components in a mixture model is a long-standing issue in statistics. A
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S = 3 or larger, the EM algorithm did not converge within tolerable parameter values. Our final treatment
choice model was determined in the following manner. Assuming that there is at least one IV specific to each
group, we can consider
(
10
2
)
= 45 potential pairs of group specific IVs in total. We first estimated all 45
(full) models where the other IVs that are not used as group specific IVs are all included in both groups. Then,
based on the value of log-likelihood, we identified two group specific IVs: nysibs for group 1 and runiv for
group 2. Finally, we further deleted independent variables with their p-values larger than 0.5. In Table 4, we
present the result of our final model and that of the standard Probit model without mixture for comparison.
The estimation results indicate that approximately 80% of our observations are classified into group 1, which
is composed of individuals whose family characteristics, including economic condition, are major determinants
of the individual’s university entrance decisions. The remaining 20% belong to group 2, which is composed of
individuals who are influenced by regional characteristics of university enrollment.
Table 4: Estimation results: treatment choice models
Mixture Model (S = 2) Standard Probit Model
Group 1 Group 2
Estimate t-value Estimate t-value Estimate t-value
pi 0.791 28.683 0.209
Intercept -3.680 -14.599 -13.643 -2.947 -3.955 -19.647
male 0.598 7.716 1.049 1.840 0.551 11.365
nesibs -0.200 -3.962 0.435 1.253 -0.119 -3.548
nysibs -0.132 -2.965 -0.103 -2.953
books 1.826 2.747 0.124 7.951
feduc 0.169 9.064 -0.206 -1.410 0.120 10.673
meduc 0.063 2.765 0.377 2.019 0.083 5.973
econom 0.099 2.481 0.081 2.601
priv 2.578 1.986 0.214 1.856
cap 0.232 1.112 -3.000 -1.624 -0.021 -0.131
runiv 11.602 2.336 0.764 2.177
Log Likelihood -1872.118 -1888.065
AIC 3780.236 3798.130
Sample Size 3347
For the estimation of the group-wise MTEs, following the suggestion from the Monte Carlo results, we
employ the third-order B-splines for the basis function and use a ridge regression for the parameter estimation
with the penalty equal to 10 · n−1. Figure 1 shows our main results for the MTE estimation. We find that the
effect of a college degree onwage is not significant for those who belong to group 1 and have a higher unobserved
cost of going on to higher education. Recall that, for the members in group 1, family characteristics, such as
parental education level and economic condition, are main factors affecting the college enrollment status, and
we can expect that their personal willingness toward higher education is somewhat heterogeneous within the
group. The downward-sloping shape of the MTE for group 1 might be due to this heterogeneity. In contrast,
conventional approach is to use some information criteria, such as AIC and Bayesian information criterion (BIC). A more formal
approach is to statistically test the number of the mixture components using likelihood ratio type tests (see, e.g., Chen et al., 2001; Zhu
and Zhang, 2004). To investigate the applicability of these tests to our situation is outside the scope of this paper but is an important
issue for future research.
18
for the members in group 2 (those who are less influenced by their family characteristics), the MTE curve is
relatively flat at MTE ≈ 1.25 million JPY.
Figure 1: Estimated MTEs
Note: In each panel, the solid line indicates the point estimate of the MTE evaluated at the sample mean of X , and the
grayed area corresponds to the 95% confidence interval.
6 Conclusion
This paper considered identification and estimation of MTE when the data is composed of a mixture of latent
groups. We developed a general treatment effect model with unobserved group heterogeneity by extending the
Rubin’s causal model to finite mixture models. We proved that the MTE for each latent group can be separately
identified under the availability of group-specific continuous IVs. Based on our constructive identification
result, we proposed the two-step semiparametric procedure for estimating the group-wise MTEs and established
its asymptotic properties. The results of the Monte Carlo simulations show that our estimators perform well in
finite samples. An empirical application to the estimation of economic returns to college education indicates
the usefulness of the proposed model.
Several open issues and promising extensions of the proposed approach are as follows. First, while the
existence of group-specific IVs is a crucial condition for our approach, we did not discuss how to detect the IVs
in this study. The model selection strategy adopted in the empirical analysis is rather informal; thus, a more
formal procedure should be established. Second, regarding the first issue, it would be interesting to study the
identification of treatment effects when only common IVs among all groups are available. In this situation,
we conjecture that, in general, it is difficult to point-identify the treatment effects without other exogenous
variables varying across the groups. Third, it might be worthwhile to consider the estimation of MTE (beyond
LATE) when all group-specific IVs are discrete. This may not be a difficult task if parametric functional form
restrictions are imposed on the MTR functions, as in Brinch et al. (2017). Lastly, based on our finite-mixture
framework, we could construct a relative risk measure for alternative treatments. For example, even when the
global ATE of a treatment is weakly positive, it is possible that the treatment is actually harmful for most people
but is significantly beneficial for only a small subset. Then, we can conclude that such a treatment is risky. In
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addition, following the approach in Subsection 4.1, we can predict to which group each individual is likely to
belong. By incorporating this information into the framework developed, for example, by Kitagawa and Tetenov
(2018), we might be able to propose a new way of constructing optimal treatment assignment rules. These
topics are left for future work.
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A Appendix: Proofs of Theorems
This appendix collects the proofs of the theorems. The lemmas used to prove Theorem 3.1 and Corollary 3.1 are
relegated to Appendix B. In the proofs below, we denote the conditional density of a generic random variable
T as fT (·|·).
A.1 Proof of Theorem 2.1
We provide the proof form(1)j (x, p) only, as the proof form
(0)
j (x, p) is analogous. First, observe that
ψ1(x,p) =
S∑
j=1
E
[
1{s = j}DY (1)j
∣∣∣X = x,P = p]
=
S∑
j=1
E[Y
(1)
j |X = x,P = p, s = j,D = 1] · Pr(s = j,D = 1|X = x,P = p)
=
S∑
j=1
E[Y
(1)
j |X = x, s = j, Vj ≤ pj ] · pijpj ,
under Assumptions 2.1(i) and 2.2. Further, it holds that
E[Y
(1)
j |X = x, s = j, Vj ≤ pj ] =
∫ pj
0
E[Y
(1)
j |X = x, s = j, Vj = v]
fVj (v|X = x, s = j)
Pr(Vj ≤ pj |X = x, s = j)dv
=
1
pj
∫ pj
0
m
(1)
j (x, v)dv,
by Assumption 2.2(i). Therefore, ψ1(x,p) =
∑S
j=1 pij
∫ pj
0 m
(1)
j (x, v)dv, and the Leibniz integral rule leads to
∂ψ1(x,p)/∂pj = pij ·m(1)j (x, pj). This completes the proof.
Here, we introduce additional notations used in the subsequent sections. Let δ(1)j := 1{s = j, Vj ≤ Pj} =
D · 1{s = j} and δ(0)j := 1{s = j, Vj > Pj} = (1 − D) · 1{s = j}. Note that D =
∑S
j=1 δ
(1)
j and
1−D = ∑Sj=1 δ(0)j . Under Assumption 3.3(i), we can write
DY =
S∑
j=1
δ
(1)
j X
>β(1)j +D
(1) =
S∑
j=1
δ
(1)
j (X
>β(1)j + g
(1)
j (Pj)/Pj) + e
(1)
=
S∑
j=1
δ
(1)
j (X
>β(1)j + bK(Pj)
>α(1)j /Pj)︸ ︷︷ ︸
=: T
(1)>
K θ
(1)
+r
(1)
K + e
(1)
= R
(1)>
K θ
(1) + r
(1)
K +B
(1)
K + e
(1)︸ ︷︷ ︸
=: ξ
(1)
K
,
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where r(1)K :=
∑S
j=1 δ
(1)
j [g
(1)
j (Pj)− bK(Pj)>α(1)j ]/Pj ,
B
(1)
K :=
(
T
(1)
K −R(1)K
)>
θ(1) =
S∑
j=1
(δ
(1)
j − pijPj)
(
X>β(1)j + bK(Pj)
>α(1)j /Pj
)
,
e(1) := D(1) −
S∑
j=1
δ
(1)
j g
(1)
j (Pj)/Pj =
S∑
j=1
δ
(1)
j
[
(1) − g(1)j (Pj)/Pj
]
.
(A.1)
LetY(1) = (D1Y1, . . . , DnYn)>,R
(1)
K = (R
(1)
1,K , . . . , R
(1)
n,K)
>, r(1)K = (r
(1)
1,K , . . . , r
(1)
n,K)
>,B(1)K = (B
(1)
1,K , . . . , B
(1)
n,K)
>,
e(1) = (e
(1)
1 , . . . , e
(1)
n )>, and ξ(1)K = (ξ
(1)
1,K , . . . , ξ
(1)
n,K)
>. The infeasible estimator for θ(1) can be written as
θ˜(1)n =
(
R
(1)>
K R
(1)
K
)−
R
(1)>
K Y
(1)
= θ(1) +
[
Ψ
(1)
nK
]−1
R
(1)>
K r
(1)
K /n+
[
Ψ
(1)
nK
]−1
R
(1)>
K ξ
(1)
K /n.
Similarly, noting that DY = R̂(1)>K θ
(1) + ∆̂
(1)
K + r
(1)
K + ξ
(1)
K with ∆̂
(1)
K := (R
(1)
K − R̂(1)K )>θ(1), the feasible
estimator θ̂(1)n can be written as
θ̂(1)n =
(
R̂
(1)>
K R̂
(1)
K
)−
R̂
(1)>
K Y
(1)
= θ(1) +
[
Ψ̂
(1)
nK
]−1
R̂
(1)>
K ∆̂
(1)
K /n+
[
Ψ̂
(1)
nK
]−1
R̂
(1)>
K r
(1)
K /n+
[
Ψ̂
(1)
nK
]−1
R̂
(1)>
K ξ
(1)
K /n,
where R̂(1)K = (R̂
(1)
1,K , . . . , R̂
(1)
n,K)
>, and ∆̂(1)K = (∆̂
(1)
1,K , . . . , ∆̂
(1)
n,K)
>. In the same manner, for the estimators
of θ(0), we have
θ˜(0)n − θ(0) =
[
Ψ
(0)
nK
]−1
R
(0)>
K r
(0)
K /n+
[
Ψ
(0)
nK
]−1
R
(0)>
K ξ
(0)
K /n,
θ̂(0)n − θ(0) =
[
Ψ̂
(0)
nK
]−1
R̂
(0)>
K ∆̂
(0)
K /n+
[
Ψ̂
(0)
nK
]−1
R̂
(0)>
K r
(0)
K /n+
[
Ψ̂
(0)
nK
]−1
R̂
(0)>
K ξ
(0)
K /n,
where the definitions of the variables should be clear from the context.
A.2 Proof of Theorem 3.1
By Lemma B.5(i), we observe that
√
n
(
M˜TEj(x, p)−MTEj(x, p)
)
=
√
n
(
m˜
(1)
j (x, p)−m(1)j (x, p)
)
−√n
(
m˜
(0)
j (x, p)−m(0)j (x, p)
)
= ∇bK(p)>SK,j
[
Ψ
(1)
K
]−1
R
(1)>
K ξ
(1)
K /
√
n+∇bK(p)>SK,j
[
Ψ
(0)
K
]−1
R
(0)>
K ξ
(0)
K /
√
n+ oP (‖∇bK(p)‖).
Thus, as shown in LemmaB.5(i), the term on the left-hand side is approximated by the sum of two asymptotically
normal random variables with mean zero. Note that unlike standard treatment effect estimators, the covariance
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of these two terms is not zero:
1
n
n∑
l=1
n∑
m=1
E
[
R
(0)
l,KR
(1)>
m,Kξ
(0)
l,Kξ
(1)
m,K
∣∣∣∣{Xi,Zi}ni=1] = 1n
n∑
l=1
R
(0)
l,KR
(1)>
l,K E
[
ξ
(0)
l,Kξ
(1)
l,K
∣∣∣∣{Xi,Zi}ni=1] ,
and
E
[
ξ
(0)
K ξ
(1)
K
∣∣X,Z] = E [(T (0)>K θ(0) −R(0)>K θ(0) + e(0))(T (1)>K θ(1) −R(1)>K θ(1) + e(1))∣∣X,Z]
= −R(0)>K θ(0) ·R(1)>K θ(1) 6= 0 in general.
The remainder of the proof is straightforward.
A.3 Proof of Corollary 3.1
By Lemma B.5(ii), we have
√
n
(
M̂TEj(x, p)−MTEj(x, p)
)
= ∇bK(p)>SK,j
[
Ψ
(1)
K
]−1
R
(1)>
K ξ
(1)
K /
√
n+∇bK(p)>SK,j
[
Ψ
(0)
K
]−1
R
(0)>
K ξ
(0)
K /
√
n+ oP (‖∇bK(p)‖).
The same argument as in the proof of Theorem 3.1 leads to the desired result.
A.4 Proof of Theorem 4.1
We provide the proof for m(1)j (x, q, p) only, as the proof for m
(0)
j (x, q, p) is analogous. First, Assumption 4.1
implies that
Pr(s = 1, D = 1|X = x,Q = q, P1 = p1, P2 = p2) = qp1,
Pr(s = 2, D = 1|X = x,Q = q, P1 = p1, P2 = p2) = (1− q)p2.
Thus, we obtain
ψ1(x, q, p1, p2) = E[Y
(1)
1 |X = x,Q = q, P1 = p1, P2 = p2, s = 1, D = 1] · qp1
+ E[Y
(1)
2 |X = x,Q = q, P1 = p1, P2 = p2, s = 2, D = 1] · (1− q)p2
= E[Y
(1)
1 |X = x, U ≤ q, V1 ≤ p1] · qp1 + E[Y (1)2 |X = x, U > q, V2 ≤ p2] · (1− q)p2,
where the second equality follows from Assumption 4.1(i). Here, under Assumption 4.1(iii), it holds that
E[Y
(1)
1 |X = x, U ≤ q, V1 ≤ p1] =
1
qp1
∫ p1
0
∫ q
0
m
(1)
1 (x, u, v1)dudv1,
E[Y
(1)
2 |X = x, U > q, V2 ≤ p2] =
1
(1− q)p2
∫ p2
0
∫ 1
q
m
(1)
2 (x, u, v2)dudv2.
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Combining these results yields
ψ1(x, q, p1, p2) =
∫ p1
0
∫ q
0
m
(1)
1 (x, u, v1)dudv1 +
∫ p2
0
∫ 1
q
m
(1)
2 (x, u, v2)dudv2,
and, thus,
∂2ψ1(x, q, p1, p2)
∂p1∂q
= m
(1)
1 (x, q, p1),
∂2ψ1(x, q, p1, p2)
∂p2∂q
= −m(1)2 (x, q, p2).
This completes the proof.
A.5 Proof of Theorem 4.2
We only prove for the case of s = 1. By the law of iterated expectations, we observe that
MTE1(x, p) = E
[
E[Y
(1)
1 − Y (0)1 |X = x, V1 = p,Q, s = 1]
∣∣∣X = x, V1 = p, s = 1]
=
∫ 1
0
E[Y
(1)
1 − Y (0)1 |X = x, V1 = p,Q = q, s = 1]fQ(q|X = x, V1 = p, s = 1)dq.
Further, we have
E[Y
(1)
1 − Y (0)1 |X = x, V1 = p,Q = q, s = 1] = E[Y (1)1 − Y (0)1 |X = x, V1 = p,Q = q, U ≤ q]
=
1
q
∫ q
0
E[Y
(1)
1 − Y (0)1 |X = x, V1 = p, U = u]du
=
1
q
∫ 1
0
1{q ≥ u}MTE1(x, u, p)du,
by Assumptions 4.1(i) and (iii). On the other hand, Bayes’ theorem implies that
fQ(q|X = x, V1 = p, s = 1) = Pr(s = 1|X = x, V1 = p,Q = q)fQ(q|X = x)
Pr(s = 1|X = x, V1 = p) ,
under Assumption 4.1(i). By the law of iterated expectations,
Pr(s = 1|X = x, V1 = p) = E[Pr(s = 1|X = x, V1 = p,Q)|X = x, V1 = p]
=
∫ 1
0
Pr(U ≤ q|X = x, V1 = p,Q = q)fQ(q|X = x, V1 = p)dq
=
∫ 1
0
qfQ(q|X = x)dq = E[Q|X = x],
where we used Pr(U ≤ q|X = x, V1 = p,Q = q) = Pr(U ≤ q|X = x) = q by Assumptions 4.1(i) and (iii).
Combining these results yields fQ(q|X = x, V1 = p, s = 1) = q · fQ(q|X = x)/E[Q|X = x]. Thus, we
obtain
MTE1(x, p) =
∫ 1
0
[
1
q
∫ 1
0
1{q ≥ u}MTE1(x, u, p)du
]
q · fQ(q|X = x)
E[Q|X = x] dq
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=∫ 1
0
MTE1(x, u, p)
∫ 1
0 1{q ≥ u}fQ(q|X = x)dq
E[Q|X = x] du
=
∫ 1
0
MTE1(x, u, p)
Pr(Q ≥ u|X = x)
E[Q|X = x] du,
which shows the desired result.
A.6 Proof of Theorem 4.3
We provide proof of the first result only since the second result can be shown analogously. First, observe that
E[D|Z = 1S ] =
S∑
j=1
E[1{s = j}D(1)j |Z = 1S ]
=
S∑
j=1
{
Pr(D
(1)
j = 1, D
(0)
j = 0, s = j) + Pr(D
(1)
j = 1, D
(0)
j = 1, s = j)
}
,
where the first equality follows from Assumption 4.2(i), and the second follows from Assumption 4.2(ii).
Similarly, we can show that E[D|Z = 0S ] =
∑S
j=1 Pr(D
(1)
j = 1, D
(0)
j = 1, s = j) under Assumption 4.2(iii).
Thus, we have
E[D|Z = 1S ]− E[D|Z = 0S ] =
S∑
j=1
Pr(Zj-compliers, s = j).
Next, observe that E[Y |Z = 1S ] =
∑S
j=1E[1{s = j}Y |Z = 1S ], and that by the law of iterated
expectations,
E[1{s = j}Y |Z = 1S ] = E[Y (1)j |D(1)j = 1, D(0)j = 1, s = j] Pr(D(1)j = 1, D(0)j = 1, s = j)
+ E[Y
(0)
j |D(1)j = 0, D(0)j = 0, s = j] Pr(D(1)j = 0, D(0)j = 0, s = j)
+ E[Y
(1)
j |D(1)j = 1, D(0)j = 0, s = j] Pr(D(1)j = 1, D(0)j = 0, s = j),
by Assumptions 4.2(i), (ii), and (iii). In the same manner, it holds that
E[1{s = j}Y |Z = 0S ] = E[Y (1)j |D(1)j = 1, D(0)j = 1, s = j] Pr(D(1)j = 1, D(0)j = 1, s = j)
+ E[Y
(0)
j |D(1)j = 0, D(0)j = 0, s = j] Pr(D(1)j = 0, D(0)j = 0, s = j)
+ E[Y
(0)
j |D(1)j = 1, D(0)j = 0, s = j] Pr(D(1)j = 1, D(0)j = 0, s = j).
Thus,
E[Y |Z = 1S ]− E[Y |Z = 0] =
S∑
j=1
E[Y
(1)
j − Y (0)j |Zj-compliers, s = j] Pr(Zj-compliers, s = j).
This completes the proof.
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B Appendix: Lemmas
This appendix collects the lemmas that are used in the proof of Theorem 3.1 and Corollary 3.1. In the following,
we present the results for D = 1 only, and those for D = 0 are similar and thus omitted to save space. Below,
we often use the notation S to denote either of SX,j and SK,j , and we suppress the superscript (1) if there is no
confusion.
Lemma B.1. Under Assumption 3.2, max1≤i≤n |P̂ji − Pji| = OP (n−1/2) for all j = 1, . . . , S.
Proof. The mean value theorem leads to P̂ji = Pji + fj(Z>ji γ¯n,j) · Z>ji(γ̂n,j − γj) where γ¯n,j is between γ̂n,j
and γj . Thus, max1≤i≤n |P̂ji − Pji| ≤ max1≤i≤n(|fj(Z>ji γ¯n,j)| · ‖Zji‖) · ‖γ̂n,j − γj‖ = OP (n−1/2).
Lemma B.2. Suppose that Assumptions 3.1 – 3.6 hold.
(i)
∥∥∥Ψ(1)nK −Ψ(1)K ∥∥∥ = OP (ζ0(K)√(logK)/n).
(ii)
∥∥∥∥[Ψ(1)nK]−1 − [Ψ(1)K ]−1∥∥∥∥ = OP (ζ0(K)√(logK)/n).
(iii)
∥∥∥∥S [Ψ(1)nK]−1 R(1)>K B(1)K /n∥∥∥∥ = OP (√tr {SS>} /n).
(iv)
∥∥∥∥S [Ψ(1)nK]−1 R(1)>K r(1)K /n∥∥∥∥ = OP (K−µ0).
(v)
∥∥∥∥S [Ψ(1)nK]−1 R(1)>K e(1)/n∥∥∥∥ = OP (√tr {SS>} /n).
Proof. (i) The proof is the same as that of Lemma A.2(i) in Hoshino and Yanagi (2019).
(ii) This is straightforward from ‖Ψ−1nK −Ψ−1K ‖ = ‖Ψ−1nK(ΨnK −ΨK)Ψ−1K ‖, Assumption 3.5(i), and result
(i).
(iii) Since E[δ(1)j |X,Z] = pijPj , we have E[T (1)K |X,Z] = R(1)K and E[B(1)K |X,Z] = 0. Then, under
Assumption 3.1, E[B(1)l,KB
(1)
k,K |{Xi,Zi}ni=1] = 0 for any l, k = 1, . . . , n such that l 6= k. Additionally, observe
that max1≤i≤n |B(1)i,K | = O(1) holds from Assumptions 3.2(ii) and 3.3(ii) and
sup
p∈[0,1]
∣∣∣bK(p)>α(1)j ∣∣∣ ≤ sup
p∈[0,1]
∣∣∣bK(p)>α(1)j − g(1)j (p)∣∣∣+ sup
p∈[0,1]
∣∣∣g(1)j (p)∣∣∣ = O(K−µ0) +O(1), (B.1)
by Assumption 3.4(i). Thus, noting that E[BKB>K |{Xi,Zi}ni=1] is a diagonal matrix whose diagonal elements
are O(1), we have
E
[
‖SΨ−1nKR>KBK/n‖2|{Xi,Zi}ni=1
]
= tr{SΨ−1nKR>KE[BKB>K |{Xi,Zi}ni=1]RKΨ−1nKS>}/n2
≤ O(1/n) · tr{SΨ−1nKΨnKΨ−1nKS>} = OP (tr{SS>}/n),
where the last equality follows from Assumption 3.5(i) and result (ii). Then, the result follows from Markov’s
inequality.
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(iv), (v) The proofs are similar to the proof of Lemma A.3 in Hoshino and Yanagi (2019). For (iv), since
min1≤i≤n Pji > 0 for any j under Assumption 3.2, we have
max
1≤i≤n
|r(1)i,K | ≤ O(1) ·
S∑
j=1
max
1≤i≤n
∣∣∣g(1)j (Pji)− bK(Pji)>α(1)j ∣∣∣ = O(K−µ0)
by Assumption 3.4(i). For (v), note that
E[e(1)|X,Z] =
S∑
j=1
[
E[δj
(1)|X,Z]− E[δj |X,Z]g(1)j (Pj)/Pj
]
=
S∑
j=1
[
E[(1)|X,Z, s = j, Vj ≤ Pj ] · pijPj − pijg(1)j (Pj)
]
=
S∑
j=1
[
pij
∫ Pj
0
E[(1)|s = j, Vj = v]dv − pijg(1)j (Pj)
]
= 0,
(B.2)
byAssumptions 2.1(i) and 3.3(ii), so thatE[e(1)e(1)> |{Xi,Zi}ni=1] is a diagonalmatrixwhose diagonal elements
are O(1) by Assumption 3.6.
To prove the next lemma, define
Xi
S dim(X)×1
:= (X>i , . . . , X
>
i )
>, bi,K
SK×1
:= (bK(P1i)
>, . . . , bK(PSi)>)>,
X
n×S dim(X)
= (X1, . . . ,Xn)
>, bK
n×SK
= (b1,K , . . . ,bn,K)
>, WK
n×dSXK
:= (X,bK),
Υ
(1)
i,K
dSXK×1
:= (pi1P1i1
>
dim(X), . . . , piSPSi1
>
dim(X), pi11
>
K , . . . , piS1
>
K)
>, Υ (1)K
n×dSXK
:= (Υ
(1)
1,K , . . . , Υ
(1)
n,K)
>,
and define analogously b̂K , ŴK := (X, b̂K), Υ̂
(1)
i,K , and Υ̂
(1)
K . Then, we can write R
(1)
K = Υ
(1)
K ◦WK and
R̂
(1)
K = Υ̂
(1)
K ◦ ŴK , where ◦ denotes the Hadamard product.
Lemma B.3. Suppose that Assumptions 3.1 – 3.6 hold.
(i)
∥∥∥Ψ̂(1)nK −Ψ(1)nK∥∥∥ = OP (ζ1(K)/√n).
(ii)
∥∥∥∥[Ψ̂(1)nK]−1 − [Ψ(1)nK]−1∥∥∥∥ = OP (ζ1(K)/√n).
(iii)
∥∥∥∥S [Ψ̂(1)nK]−1 R̂(1)>K ∆̂(1)K /n∥∥∥∥ = OP (n−1/2).
(iv)
∥∥∥∥S [Ψ̂(1)nK]−1 R̂(1)>K B(1)K /n∥∥∥∥ = OP (√tr{SS>}/n)+OP (ζ1(K)√K/n) +OP (ζ2(K)/n).
(v)
∥∥∥∥S [Ψ̂(1)nK]−1 R̂(1)>K r(1)K /n∥∥∥∥ = OP (K−µ0).
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(vi)
∥∥∥∥S [Ψ̂(1)nK]−1 R̂(1)>K e(1)/n∥∥∥∥ = OP (√tr{SS>}/n).
Proof. (i) By the triangle inequality, we have∥∥∥Ψ̂nK −ΨnK∥∥∥ ≤ ∥∥∥∥(R̂K −RK)> (R̂K −RK) /n∥∥∥∥+ 2 ∥∥∥R>K (R̂K −RK) /n∥∥∥ . (B.3)
For the first term of (B.3), the mean value theorem and Lemma B.1 lead to
bK(P̂ji)− bK(Pji) = ∇bK(P¯ji) · (P̂ji − Pji) = ∇bK(P¯ji) ·OP (n−1/2),
where P¯ji is between P̂ji andPji. Let∇b¯i,K = (∇bK(P¯1i)>, . . . ,∇bK(P¯Si)>)> and∇b¯K = (∇b¯1,K , . . . ,∇b¯n,K)>.
By the triangle inequality, Lemma B.1, and Assumptions 3.2(iv) and 3.3(ii), we have
‖R̂K −RK‖ ≤
∥∥∥(Υ̂K − ΥK) ◦ ŴK∥∥∥+ ∥∥∥ΥK ◦ (ŴK −WK)∥∥∥
≤ OP (n−1/2) ·
{∥∥∥b̂K∥∥∥+ ∥∥∇b¯K∥∥} = OP (ζ0(K)) +OP (ζ1(K)) = OP (ζ1(K)). (B.4)
Thus, ‖(R̂K −RK)>(R̂K −RK)/n‖ ≤ ‖R̂K −RK‖2/n = OP (ζ21 (K)/n). For the second term of (B.3),
we have ‖R>K(R̂K −RK)/n‖2 = tr{(R̂K −RK)>RKR>K(R̂K −RK)}/n2 ≤ OP (1/n) · ‖R̂K −RK‖2 =
OP (ζ
2
1 (K)/n) by Lemma B.2(i) and (B.4). Thus, the second term is of order OP (ζ1(K)/
√
n), and we obtain
the desired result.
(ii) The proof is the same as that of Lemma B.2(ii).
(iii) By Lemma B.2(ii), result (ii), and Assumption 3.5(i), observe that∥∥∥SΨ̂−1nKR̂>K∆̂K/n∥∥∥2 = tr{∆̂>KR̂KΨ̂−1nKS>SΨ̂−1nKR̂>K∆̂K}/n2
≤ OP (n−1) · ‖∆̂K‖2.
Note that ∆̂K = [Υ̂K ◦ (WK − ŴK)]θ(1) + [(ΥK − Υ̂K) ◦WK ]θ(1). By the mean value theorem, it is easy
to see that
∥∥∥[Υ̂K ◦ (WK − ŴK)]θ(1)∥∥∥2 = n∑
i=1
 S∑
j=1
pin,j [bK(Pji)− bK(P̂ji)]>α(1)j
2
=
n∑
i=1
 S∑
j=1
pin,j(Pji − P̂ji) · ∇bK(P¯ji)>α(1)j
2 = OP (1),
by Lemma B.1 and
sup
p∈[0,1]
∣∣∣∇bK(p)>α(1)j ∣∣∣ ≤ sup
p∈[0,1]
∣∣∣∇bK(p)>α(1)j −∇g(1)j (p)∣∣∣+ sup
p∈[0,1]
∣∣∣∇g(1)j (p)∣∣∣ = O(K−µ1) +O(1).
The same argument shows ‖[(ΥK − Υ̂K) ◦WK ]θ(1)‖ = OP (1). Thus, ‖∆̂K‖ = OP (1), and we have the
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desired result.
(iv) By Lemma B.2(iii), we have
SΨ̂−1nKR̂
>
KBK/n = SΨ−1nKR
>
KBK/n+ S(Ψ̂−1nK −Ψ−1nK)R>KBK/n+ SΨ̂−1nK(R̂K −RK)>BK/n
= S(Ψ̂−1nK −Ψ−1nK)R>KBK/n+ SΨ̂−1nK(R̂K −RK)>BK/n+OP
(√
tr{SS>}/n
)
.
(B.5)
For the first term of (B.5), observe that
‖S(Ψ̂−1nK −Ψ−1nK)R>KBK/n‖ ≤ ‖S(Ψ̂−1nK −Ψ−1nK)‖ · ‖R>KBK/n‖
≤ ‖Ψ̂−1nK −Ψ−1nK‖ ·OP
(√
K/n
)
= OP (ζ1(K)
√
K/n),
(B.6)
by result (ii) and Markov’s inequality.
For the second term of (B.5), observe that ‖SΨ̂−1nK(R̂K−RK)>BK/n‖ ≤ OP (1/n) · ‖(R̂K−RK)>BK‖
and
(R̂K −RK)>BK
dSXK×1
=

∑n
i=1(pin,1P̂1i − pi1P1i)XiBi,K
...∑n
i=1(pin,SP̂Si − piSPSi)XiBi,K∑n
i=1[pin,1bK(P̂1i)− pi1bK(P1i)]Bi,K
...∑n
i=1[pin,SbK(P̂Si)− piSbK(PSi)]Bi,K

.
For each element of the right-hand side, applying the Taylor expansion to P̂ji = Fj(Z>ji γ̂n,j) around γj yields
n∑
i=1
(pin,jP̂ji − pijPji)XiBi,K
=
n∑
i=1
(pin,j − pij)P̂jiXiBi,K +
n∑
i=1
pij(P̂ji − Pji)XiBi,K
= (pin,j − pij)
n∑
i=1
PjiXiBi,K +
dim(Zj)∑
h=1
(γ̂n,jh − γjh)
n∑
i=1
Zjhipijfj(Z
>
jiγj)XiBi,K +OP (1),
and similarly
n∑
i=1
[pin,jbK(P̂ji)− pijbK(Pji)]Bi,K
= (pin,j − pij)
n∑
i=1
bK(Pji)Bi,K +
dim(Zj)∑
h=1
(γ̂n,jh − γjh)
n∑
i=1
Zjhipijfj(Z
>
jiγj)∇bK(Pji)Bi,K +OP (ζ2(K)).
For expositional simplicity, assume that dim(Zj) = 1 for all j. Let Π̂nK and Γ̂nK be appropriate dSXK×dSXK
29
diagonal matrices with diagonal elements (pin,j − pij) and (γ̂n,j − γj), respectively, so that we can write
(R̂K −RK)>BK =
√
nΠ̂nK
n∑
i=1
Mi,K +
√
nΓ̂nK
n∑
i=1
Ni,K +OP (ζ2(K)), (B.7)
where
Mi,K := n
−1/2

P1iXiBi,K
...
PSiXiBi,K
bK(P1i)Bi,K
...
bK(PSi)Bi,K

, and Ni,K := n−1/2

Z1ipi1f1(Z1iγ1)XiBi,K
...
ZSipiSfS(ZSiγS)XiBi,K
Z1ipi1f1(Z1iγ1)∇bK(P1i)Bi,K
...
ZSipiSfS(ZSiγS)∇bK(PSi)Bi,K

.
Note that E[Ni,K ] = 0 by E[Bi,K |Xi,Zi] = 0 and N¯K := max1≤i≤n ‖Ni,K‖ = O(ζ1(K)/
√
n) under
Assumptions 3.2, 3.3(ii), and 3.4. Then, by the matrix Bernstein inequality of Theorem 1.6 in Tropp (2012), it
holds that for all t ≥ 0
Pr
(∥∥∥∥∥
n∑
i=1
Ni,K
∥∥∥∥∥ ≥ t
)
≤ exp
(
log(dSXK + 1) +
−t2/2
σ2nK + N¯K · t/3
)
,
where σ2nK := max{‖
∑n
i=1E(Ni,KN
>
i,K)‖, ‖
∑n
i=1E(N
>
i,KNi,K)‖}. It is easy to see that σ2nK = O(ζ21 (K))
by the triangle inequality. Further, observe that N¯K
√
log(dSXK + 1) = O(ζ1(K)
√
(logK)/n) = o(σnK).
Thus, by Corollary 4.1 in Chen and Christensen (2015), we obtain ||∑ni=1Ni,K || = OP (ζ1(K)√logK). In
a similar manner, we can show that ||∑ni=1Mi,K || = OP (ζ0(K)√logK). Noting that λmax(Π̂nKΠ̂nK) =
OP (n
−1) and λmax(Γ̂nKΓ̂nK) = OP (n−1), we can show that the first and second terms on the right-hand side
of (B.7) are OP (ζ0(K)
√
logK) and OP (ζ1(K)
√
logK), respectively. Thus,
SΨ̂−1nK(R̂K −RK)>BK/n = OP (ζ1(K)
√
logK/n) +OP (ζ2(K)/n). (B.8)
Summarizing the above results, we obtain
SΨ̂−1nKR̂
>
KBK/n = OP (ζ1(K)
√
K/n) +OP (ζ1(K)
√
logK/n) +OP (ζ2(K)/n) +OP
(√
tr{SS>}/n
)
.
(v), (vi) The proofs are similar to the proof of Lemma A.3 in Hoshino and Yanagi (2019). For (vi), note
that E[e(1)|D,X,Z] = E[E[e(1)|D,X,Z, s]|D,X,Z] = 0 since
E[e(1)|D,X,Z, s = j] = E
[
S∑
h=1
δ
(1)
h
(
(1) − gh(Ph)/Ph
)∣∣∣∣D,X,Z, s = j
]
= E
[
D
(
(1) − gj(Pj)/Pj
)∣∣∣∣D,X,Z, s = j] = 0 for all j.
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Here, for a generic random variableT , where supp[T ] is compact, and a continuous function q ∈ C(supp[T ]),
we define
P̂(d)n,jq := bK(·)>SK,j
[
Ψ̂
(d)
nK
]−1 1
n
n∑
i=1
R̂
(d)
i,Kq(Ti).
Lemma B.4. Suppose that Assumptions 3.1 – 3.6 hold. If ζ0(K)ζ1(K)/
√
n = O(1) holds, then
‖P̂(1)n,j‖∞ = ‖P(1)n,j‖∞ +OP (1).
Proof. By the triangle inequality, we have∣∣∣‖P̂(1)n,j‖∞ − ‖P(1)n,j‖∞∣∣∣ ≤ sup
p∈[0,1], q∈C(supp[T ])
∣∣∣(P̂(1)n,jq) (p)− (P(1)n,jq) (p)∣∣∣ .
For any p ∈ [0, 1] and q ∈ C(supp[T ]), observe that∣∣∣(P̂(1)n,jq) (p)− (P(1)n,jq) (p)∣∣∣ ≤ ∣∣∣bK(p)>SK,j (Ψ̂−1nK −Ψ−1nK) R̂>Kq/n∣∣∣+ ∣∣∣∣bK(p)>SK,jΨ−1nK (R̂K −RK)> q/n∣∣∣∣ ,
where q = (q(T1), . . . , q(Tn))>. For the first term, we can show that∣∣∣bK(p)>SK,j (Ψ̂−1nK −Ψ−1nK) R̂>Kq/n∣∣∣ ≤ ‖bK(p)‖ · ∥∥∥SK,j (Ψ̂−1nK −Ψ−1nK) R̂>Kq/n∥∥∥
≤ ‖bK(p)‖ ·OP (ζ1(K)/
√
n) = OP (ζ0(K)ζ1(K)/
√
n)
by Lemma B.3(ii). Similarly, it is easy to see that the second term is OP (ζ0(K)ζ1(K)/
√
n) by (B.4). Hence,∣∣∣(P̂(1)n,jq) (p)− (P(1)n,jq) (p)∣∣∣ = OP (ζ0(K)ζ1(K)/√n) = OP (1),
uniformly in p ∈ [0, 1] and q ∈ C(supp[T ]).
Lemma B.5. Suppose that Assumptions 3.1 – 3.6 hold. For a given p ∈ supp[Pj |D = 1], if ‖∇bK(p)‖ → ∞,√
nK−µ0 → 0, and√nK−µ1/‖∇bK(p)‖ → 0 hold, then
(i)
√
n
(
m˜
(1)
j (x, p)−m(1)j (x, p)
)
σ
(1)
K,j(p)
d→ N(0, 1).
If Assumption 3.7, ζ0(K)ζ1(K)/
√
n = O(1), (‖P(1)n,j‖∞ + 1)
√
K/‖∇bK(p)‖ → 0 hold additionally, then
(ii)
√
n
(
m̂
(1)
j (x, p)−m(1)j (x, p)
)
σ
(1)
K,j(p)
d→ N(0, 1).
31
Proof. (i) First, by Assumption 3.5, we have
σ2K,j(p) = ∇bK(p)>SK,jΨ−1K ΣKΨ−1K S>K,j∇bK(p) ≥
cΣ
c¯2Ψ
· ‖∇bK(p)‖2 > 0. (B.9)
Next, by Lemmas B.2(iii)-(v), we have∥∥∥β˜(1)n,j − β(1)j ∥∥∥ ≤ ∥∥∥∥SX,j [Ψ(1)nK]−1 R(1)>K B(1)K /n∥∥∥∥+ ∥∥∥∥SX,j [Ψ(1)nK]−1 R(1)>K r(1)K /n∥∥∥∥+ ∥∥∥∥SX,j [Ψ(1)nK]−1 R(1)>K e(1)/n∥∥∥∥
= OP (n
−1/2) +OP (K−µ0).
Thus, by the definition of the infeasible estimator m˜(1)j (x, p) and Assumption 3.4(i),
m˜
(1)
j (x, p)−m(1)j (x, p) = x>
(
β˜
(1)
n,j − β(1)j
)
+∇bK(p)>α˜(1)n,j −∇g(1)j (p)
= ∇bK(p)>
(
α˜
(1)
n,j − α(1)j
)
+OP (n
−1/2) +OP (K−µ0) +O(K−µ1)
= A1n,j +A2n,j +OP (n
−1/2) +OP (K−µ0) +O(K−µ1),
where
A1n,j := ∇bK(p)>SK,jΨ−1nKR>KξK/n,
A2n,j := ∇bK(p)>SK,jΨ−1nKR>KrK/n.
For A2n,j , by Lemma B.2(iv) and
√
nK−µ0 → 0, we have
|A2n,j | ≤ ‖∇bK(p)‖ · ‖SK,jΨ−1nKR>KrK/n‖ = ‖∇bK(p)‖ ·OP (K−µ0) = ‖∇bK(p)‖ · oP (n−1/2).
Define A′1n,j := ∇bK(p)>SK,jΨ−1K R>KξK/n. It is easy to see that
|A1n,j −A′1n,j | ≤ ‖∇bK(p)‖ · ‖SK,j(Ψ−1nK −Ψ−1K )R>KξK/n‖
= ‖∇bK(p)‖ ·OP (ζ0(K)
√
(logK)/n) = ‖∇bK(p)‖ · oP (n−1/2),
by Lemma B.2(ii), Markov’s inequality, and Assumption 3.4(ii). Thus, by (B.9), we obtain
√
n
(
m˜
(1)
j (x, p)−m(1)j (x, p)
)
σ
(1)
K,j(p)
=
√
n(A1n,j +A2n,j)
σ
(1)
K,j(p)
+ oP (1) =
√
nA′1n,j
σ
(1)
K,j(p)
+ oP (1),
since ‖∇bK(p)‖ → ∞,
√
nK−µ0 → 0, and √nK−µ1/‖∇bK(p)‖ → 0.
We now show the asymptotic normality of
√
nA′1n,j/σ
(1)
K,j(p). Let
φji := ΠK,j(p)R
(1)
i,Kξ
(1)
i,K/
√
n, where ΠK,j(p) := ∇bK(p)>SK,jΨ−1K /σ(1)K,j(p),
so that
∑n
i=1 φji =
√
nA′1n,j/σ
(1)
K,j(p). Since E[B
(1)
K |X,Z] = 0 and E[e(1)|X,Z] = 0 as shown in (B.2),
we have E[φji] = 0 and V ar[φji] = n−1. Moreover, note that E[(ξ
(1)
i,K)
4|Xi,Zi] = O(1) holds by the cr-
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inequality with Assumption 3.6 and the uniform boundedness of B(1)i,K . Then, by the same argument as in the
proof of Theorem 4.2 in Hoshino and Yanagi (2019), we obtain
∑n
i=1E[φ
4
ji] = O(ζ
2
0 (K)K/n) = o(1) under
Assumption 3.4(ii). Hence, result (i) follows from Lyapunov’s central limit theorem.
(ii) By Lemmas B.3(iii) – (vi), Assumption 3.4(ii), and
√
nK−µ0 → 0, we have∥∥∥β̂(1)n,j − β(1)j ∥∥∥ ≤ ∥∥∥∥SX,j [Ψ̂(1)nK]−1 R̂(1)>K ∆̂(1)K /n∥∥∥∥+ ∥∥∥∥SX,j [Ψ̂(1)nK]−1 R̂(1)>K r(1)K /n∥∥∥∥+ ∥∥∥∥SX,j [Ψ̂(1)nK]−1 R̂(1)>K ξ(1)K /n∥∥∥∥
= OP (n
−1/2) +OP (ζ1(K)
√
K/n) +OP (ζ2(K)/n) +OP (K
−µ0)︸ ︷︷ ︸
= oP (n−1/2)
.
Thus, from the definition of the feasible estimator m̂(1)j (x, p) and Assumption 3.4(i),
m̂
(1)
j (x, p)−m(1)j (x, p) = x>(β̂(1)n,j − β(1)j ) +∇bK(p)>α̂(1)n,j −∇g(1)j (p)
= ∇bK(p)>(α̂(1)n,j − α(1)j ) +OP (n−1/2) +OP (K−µ1)
= A1n,j + A2n,j + A3n,j +OP (n
−1/2) +OP (K−µ1),
where
A1n,j := ∇bK(p)>SK,jΨ̂−1nKR̂>KξK/n,
A2n,j := ∇bK(p)>SK,jΨ̂−1nKR̂>KrK/n,
A3n,j := ∇bK(p)>SK,jΨ̂−1nKR̂>K∆̂K/n.
For A1n,j , observe that
A1n,j = A1n,j +∇bK(p)>SK,j
(
Ψ̂−1nK −Ψ−1nK
)
R>KξK/n+∇bK(p)>SK,jΨ̂−1nK
(
R̂K −RK
)>
ξK/n.
By the same argument as in (B.6), the second term on the right-hand side satisfies∥∥∥∇bK(p)>SK,j (Ψ̂−1nK −Ψ−1nK)R>KξK/n∥∥∥ ≤ ‖∇bK(p)‖ · ∥∥∥SK,j (Ψ̂−1nK −Ψ−1nK)R>KξK/n∥∥∥
= ‖∇bK(p)‖ ·OP (ζ1(K)
√
K/n).
Similarly, we can show that the third term is of order ‖∇bK(p)‖ ·
{
OP (ζ1(K)
√
logK/n) +OP (ζ2(K)/n)
}
by the same argument as in (B.8). Thus, under Assumption 3.4(ii),
A1n,j = A1n,j + ‖∇bK(p)‖ ·
{
OP (ζ1(K)
√
K/n) +OP (ζ2(K)/n)
}
= A1n,j + ‖∇bK(p)‖ · oP (n−1/2).
For A2n,j , by Lemma B.3(v) and
√
nK−µ0 → 0, we have
|A2n,j | ≤ ‖∇bK(p)‖ · ‖SK,jΨ̂−1nKR̂>KrK/n‖
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= ‖∇bK(p)‖ ·OP (K−µ0) = ‖∇bK(p)‖ · oP (n−1/2).
For A3n,j , observe that |A3n,j | ≤ O(
√
K) · supp∈[0,1] |bK(p)>SK,jΨ̂−1nKR̂>K∆̂K/n| by Assumption 3.7.
Further, noting that
∆̂K = (RK − R̂K)>θ(1) =
S∑
h=1
[
pih(Ph − P̂h)X>β(1)h + (pih − pin,h)P̂hX>β(1)h
+ pih(bK(Ph)− bK(P̂h))>α(1)h + (pih − pin,h)bK(P̂h)>α(1)h
]
,
we have
bK(p)
>SK,jΨ̂−1nKR̂
>
K∆̂K/n = bK(p)
>SK,jΨ̂−1nK
[
1
n
n∑
i=1
R̂i,K
(
S∑
h=1
pih(Phi − P̂hi)X>i β(1)h
)]
+ bK(p)
>SK,jΨ̂−1nK
[
1
n
n∑
i=1
R̂i,K
(
S∑
h=1
(pih − pin,h)P̂hiX>i β(1)h
)]
+ bK(p)
>SK,jΨ̂−1nK
[
1
n
n∑
i=1
R̂i,K
(
S∑
h=1
pih
(
bK(Phi)− bK(P̂hi)
)>
α
(1)
h
)]
+ bK(p)
>SK,jΨ̂−1nK
[
1
n
n∑
i=1
R̂i,K
(
S∑
h=1
(pih − pin,h)bK(P̂hi)>α(1)h
)]
=: B1n,j(p) +B2n,j(p) +B3n,j(p) +B4n,j(p), say.
By Lemma B.4, under ζ0(K)ζ1(K)/
√
n = O(1), it is easy to see that
|B1n,j(p)| =
∣∣∣∣∣bK(p)>SK,jΨ̂−1nK 1n
n∑
i=1
R̂i,Kq(Zi, Xi)
∣∣∣∣∣
=
∣∣∣(P̂(1)n,jq) (p)∣∣∣ ≤ ‖P̂(1)n,j‖∞ ·OP (n−1/2) = (‖P(1)n,j‖∞ + 1) ·OP (n−1/2)
for any p ∈ [0, 1], where the definition of q(Zi, Xi) should be clear from the context. Similarly, we can easily
show that |B2n,j(p)|, |B3n,j(p)|, and |B4n,j(p)| are also of order
(
‖P(1)n,j‖∞ + 1
)
·OP (n−1/2) uniformly in p.
Consequently, we have
A3n,j =
(
‖P(1)n,j‖∞ + 1
)
·OP (
√
K/n) = ‖∇bK(p)‖ · oP (n−1/2)
since (‖P(1)n,j‖∞ + 1)
√
K/‖∇bK(p)‖ → 0. Therefore, we have
√
n
(
m̂
(1)
j (x, p)−m(1)j (x, p)
)
σ
(1)
K,j(p)
= A1n,j + op(1),
and the result follows from the proof of result (i).
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C Appendix: Identification of the Finite Mixture Probit Model
Consider the following finite mixture Probit model:
D =

1{Z>γz1 + ζ1γζ1 ≥ D1 } with probability pi1
...
1{Z>γzS + ζSγζS ≥ DS } with probability piS
where Z ∈ Rdim(Z) is a vector of common IVs among all groups, ζj ∈ R is a group-specific continuous IV, and
Dj ∼ N(0, 1) independently of (Z, ζ) for all j with ζ = (ζ1, . . . , ζS)>. Additionally, we assume that pij > 0
and γζj 6= 0 for ell j.
For this setup, we show that the coefficients γζ = (γζ1, . . . , γζS)> and γz = (γ>z1, . . . , γ>zS)> and the
membership probabilities pi = (pi1, . . . , piS)> can be identified. Letting x = (x1, . . . , xS)> be a given
realization of ζ, it holds that Pr(D = 1|Z = z, ζ = x) = ∑Sj=1 pijΦ(z>γzj + xjγζj) and, for each j,
∂
∂xj
Pr(D = 1|Z = z, ζ = x) = pijφ(z>γzj + xjγζj)γζj , (C.1)
where Φ and φ denote the standard normal CDF and density, respectively. Hence, for another realization of ζ,
say, x′ = (x′1, . . . , x′S)>, such that |xj | 6= |x′j |, we have
∂ Pr(D = 1|Z = z, ζ = x)/∂xj
∂ Pr(D = 1|Z = z, ζ = x′)/∂x′j
=
φ(z>γzj + xjγζj)
φ(z>γzj + x′jγζj)
= exp
(
1
2
[
(z>γzj + x′jγζj)
2 − (z>γzj + xjγζj)2
])
= exp
(
1
2
[[
(x′j)
2 − x2j
]
γ2ζj + 2(x
′
j − xj)z>γzjγζj
])
.
This implies that we can obtain the following linear equation with the parameters γ2ζj and γzjγζj :
2 log
[
∂ Pr(D = 1|Z = z, ζ = x)/∂xj
∂ Pr(D = 1|Z = z, ζ = x′)/∂x′j
]
=
[
(x′j)
2 − x2j
]
γ2ζj + 2(x
′
j − xj)z>γzjγζj .
Note that the left-hand side term can be identified from the data. Then, if there are 1 + dim(Z) distinct pairs
(x, x′) of realizations of ζ conditional on Z = z for some z 6= 0dim(Z), γ2ζj and γzjγζj can be identified by
solving the system of linear equations constructed from such pairs. To identify γζj and γzj separately, note that
the sign of γζj is identified by (C.1) since pijφ(·) is positive. Hence, γζj is identified, and so is γzj . Finally, pij
is also identified from (C.1). The above argument holds for any j, implying the identification of all γζ , γz , and
pi.
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