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Abstract
Researchers have worked on modeling and predicting the likelihood of developing
chronic diseases, such as diabetes and high blood pressure, using medical data (e.g.,
heart-rate, blood sugar). However, many of these diseases demonstrate strong links
with demographics and socio-economic status (e.g., race, gender, income). It is also
less time-consuming to retrieve demographic and socio-economic data, some of which
are publicly available through US Census Bureau, than to carry out medical tests.
Hence, demographic data can give a quicker estimate of the susceptibility of a person
to a chronic disease.
In this work, we study the effect of using medical vs. demographics data for
modelling and predicting two chronic diseases: diabetes and high blood pressure.
We proposed an updated deprivation index to build disease models that consider
demographic data. Our results indicate demographic data are as good or better
indicators for predicting chronic diseases.
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Chapter 1
Introduction
1.1

Background

There are many studies [24, 38, 56] on disease prognosis using machine learning
algorithms. These diseases can be broadly categorized under two groups: chronic
and infectious. Significant progress has been made on the predictive accuracies of
many machine learning algorithms for detecting chronic diseases. As a consequence,
it is now possible to detect some of these diseases earlier than before, thus significantly
reducing their mortality rates [33].
Studies mostly rely on diagnostic test results (or, patient’s vital information) for
determining the likelihood of developing chronic diseases [39]. We observe that in
such studies, demographic data has been used less, although such data hold much
promise as they contain valuable information about common trends seen across
communities. Accordingly, a few researchers have developed deprivation indices
integrating different types of demographic data [16]. These indices are useful in
measuring health outcomes in a geographical area. Such indices mostly use generic
demographic attributes such as unemployment rate, household size, and number of
vehicles [71] [64]. However, for communities that demonstrate different traits - such
as, communities on the border of a country - these indices fall behind in accurately
capturing the vulnerability towards certain diseases. In this paper, we extend an
existing deprivation index to include community-specific demographics data, such
as citizenship information and preferred choice of language. We retrieved these
data from the US Census Bureau [17]. The data is available at multiple levels of
1

abstraction (e.g. zipcode, census tract etc.). We used the zipcode-level census (i.e.,
the ZCTAs∗ ) data. In particular, we investigated if a person’s area of residence along
with the modified deprivation index score, is a better indicator for predicting his/her
vulnerability towards chronic diseases. We used two chronic diseases as our case
studies which were diabetes and high blood pressure(HBP). Before we proceed, it is
important we discuss these two diseases and their impacts.

1.2

What is a Chronic Disease?

According to Centers for Disease Control and Prevention(CDC), chronic diseases
are medical conditions with a life span of one year or more that require ongoing
treatment or/and limit people from performing their daily activities. Two of the
most prevalent chronic diseases in the US are diabetes and HBP and they constitute
the leading causes of death and disability.
Diabetes is caused by high blood glucose and this disease disproportionately
affects minority populations and the elderly [6]. El Paso county, with a dominant
population of Hispanics, has about 12% diabetic adult patients excluding pregnant
women diagnosed with the disease during their pregnancy period. HBP on the other
hand, is caused when the force of the blood pushing against the walls of the blood
vessels is consistently too high. This disease can lead to heart attack, kidney failure
etc. About 32% [5] of El Paso’s adult population have been diagnosed to have blood
pressure 140/90 mm Hg, which is considered high. This condition is also common
among minorities, especially blacks, elderly people above 65 years, alcoholics, and
obese people.
Early detection of these two diseases has been proven to be able to significantly
reduce their effects and mortality rate.
∗

This has been the main motivation of

ZIP Code Tabulation Areas (ZCTAs)are generalized areal representations of United States

Postal Service ZIP Code service areas

2

many studies that seek to design accurate machine learning models that can be
used to predict an individual’s vulnerability to these diseases. For example, for a
chronic disease like cancer, we are either interested in the prediction of susceptibility,
recurrence and/or survivability [37].

Early detection, managing and controlling

chronic kidney disease will also significantly help to increase its survival rate [36].
Clark [35] pointed out that the successful management and treatment of a patient
with a chronic disease is determined to a great extent by his social and environmental
factors. He noted that the patient’s actions determine the outcome of the chronic
disease control efforts.
Hence, there is a need to have an in-depth knowledge of how demographic factors
can increase the susceptibility to chronic diseases and why such factors could prove
to be very valuable for machine learning models.

1.3

Demographic and Health Related Data

Demographics consist of a population’s socioeconomic information such as income,
age, marital status, sex etc. These data are collected by the U.S. Census Bureau
yearly via the American Community Survey (ACS) and decennial through a
comprehensive count of every American household.
However, health data is any data on the health status, reproduction, mortality
causes, and quality of life for an individual or population. Usually, these data are
collected when individuals interact with health care systems such as going for a
medical check up. There are two types of health data, structured and unstructured.
Structured health data is standardized and it includes information such as patient
names, contacts, demographics, laboratory values, financial details etc. However,
unstructured health data is not standardized and examples of this are emails, audio
recordings, physician notes for a patient, [19] etc. Apparently, demographic data
can give a quicker and less costly estimate of the susceptibility of a person for a

3

chronic disease than health data. Therefore, a machine learning model that uses
only demographic data for its prediction would be a preferred choice. It would be
useful to understand how a deprivation index can enhance the predictive performance
of such machine learning model.

1.4

Understanding Deprivation Index

According to Peter Townsend [83], deprivation is a state of observable and
demonstrable disadvantage relative to the local community or the wider society or
nation. Measuring deprivation in a targeted area has been found to be very useful in
determining how to use scarce resources to prevent, diagnose, and effectively manage
chronic conditions within vulnerable populations [64]. The measurement of socioeconomic deprivation is usally done through the use of composite indices. A popular
composite index that is frequently used by researchers [52, 68, 78] is the Townsend
deprivation index, which was developed in the United Kingdom. It is a small-area
deprivation index with four census-based variables which are unemployment rate,
home ownership, household overcrowding, and vehicle availability [82]. It can be
constructed for any geographical area for which census data are available. This
index has been used to study the relationship between deprivation in a geographical
area and various health outcomes such as bacteremic pneumonia [30], tuberculosis
[60, 63], sexually transmitted diseases [60], motor vehicle fatalities [50] and infant
mortality [48].
However, a major limitation of such indices is that they are usually sensitive to
urban–rural differences [28]. According to Ana et al. [64], a particular composite
index may not necessarily be suitable to meet the health needs in all geographic
regions or across diverse population groups. To our knowledge, there is no existing
deprivation index that fully captures the deprivation conditions in border cities with
high population of immigrants.

4

In this study, we use an approach similar to that of the IMD [53] and Townsend
[83] to construct a customized deprivation index suitable for communities on the
border of a country such as El Paso. This updated deprivation index is used as a
feature in the machine learning models that consider mainly demographic data. We
would now describe specifically the problem that we want to address.

1.5

Problem Context

In this research, our aim is to build a machine learning model with mainly
demographic information combined with a novel deprivation index to determine the
vulnerability of a person to both diabetes and high blood pressure.
According to Center for Medicare and Medicaid, it is estimated that about 12%
of the adult population in El Paso, Texas are currently living with diabetes while
about 31.6% in the city are living with high blood pressure [5] which consequently
have a negative economic impact on the county. CDC estimated that HBP costs the
health care system $214 billion per year and results in $138 billion lost productivity
on the job [3]. Similarly, the total estimated cost of diagnosed diabetes was $327
billion in medical costs and lost productivity in 2017.
It has been established that delayed diagnosis and poor management of chronic
diseases are common which mainly contribute to adverse effects on the patients and
society at large. This has led to several works that have been carried out on early
detection with most of them using health data and a few combining health data with
minimal demographic data of patients. This research aims to establish that prevalent
socio-economic conditions contribute largely to many chronic diseases especially for
border towns with large concentration of immigrants and economically disadvantaged
people.
So, let us assume we have a set of the two chronic diseases, CD = {CDd , CDhbp },
where CDd is diabetes disease and CDhbp is high blood pressure disease. Also,

5

let Y be a two-dimensional dataset, where every row in it represents a vector v
with information of respondents, such that v = {xdemo , xhealth }, where xdemo are the
demographic features and xhealth are the health features. Lastly, assume for every
zip code in a reference area e.g. county, state, country etc., we have a deprivation
index, DI.
Now that we have our problem formulated, let us discuss our approach to address
it.

1.6

Research Objectives and Novelty Statement

Our goal then, is to build a machine learning model M with only the demographic
features i.e., v = {xdemo }, to predict occurrence of CD. We also want to know how
M performs when v = {xdemo , DI}, especially in border towns like El Paso.
The novelty and the contributions of this research are hinged on the fact that it
provides answers to the following two questions.
1. What is the effect of the proposed deprivation index on the performances
of our selected machine learning algorithms in predicting the occurrence of chronic
diseases?
2. What is the effect of using demographic data for predicting chronic diseases
compared to health related data? [39, 46, 49]
In addition, we would also like to know how the index compares to existing index
like the Townsend index. The proposed approach in this study to enable us answer
the above questions includes the following;
• Selecting appropriate datasets and gaining a good understanding of them
through exploratory data analysis.
• Efficiently cleaning the datasets and replacement of the missing values in them.

6

• Employing feature engineering on the datasets and selection of the best features
for the algorithms.
• Construction of the proposed deprivation index [79] and adding it as a feature
to the dataset.
• Using classification algorithms to train the models and comparing their
performances with and without the proposed deprivation index.
• Study whether demographics or health data provide better insights into
patients’ susceptibilities to the two chronic diseases.

1.7

Organization

The rest of the paper is organized as follows;
Chapter 2 presents some of the relevant work in this research area. It provides
relevant theoretical frameworks on prediction of chronic diseases with machine
learning and helps us to understand the previous usage of deprivation index in this
field.
Chapter 3 gives a detailed description of the methodology adopted in this work.
It includes a detailed description of all the machine learning models employed for all
the predictions. It also explains the concepts for constructing the new deprivation
index introduced in the study.
Chapter 4 describes all the steps taken to process the datasets.
Chapter 5 summarizes the results from the selected machine learning algorithms.
It answers the two main research questions in the study.
Chapter 6 concludes the research suggesting possible future directions.

7

Chapter 2
Literature Reviews
Many past studies have been done on disease prognosis and arguably significant
progress has been made on the predictive accuracies of several machine learning
algorithms that have been considered. In this chapter, we provide a detailed summary
of previous related works that will help us understand the novelty of the model that
we have developed in this research and how it performs better.

2.1

Impact of Chronic Diseases

Several works have been done to understand the impact of chronic diseases in a
community. Aside from a chronic disease negatively affecting the sick individuals,
it can also have severe consequences on the lives of their spouses and other family
members [25]. Murray and Lopez [70] pointed out that the impact of a chronic
disease can be measured by the disability-adjusted life years (DALY), the years of
life lost (YLL) and the years lived with disability (YLD).
Usually, chronic diseases develop slowly, but lasts for a long time and require
medical treatment [65]. They deteriorate the overall health of patients resulting
in a significant decline in their ability to live well, productivity and health related
quality of life. Patrick and Erickson [42] define health-related quality of life as the
value assigned to duration of life as modified by the impairments, functional states,
perceptions and social opportunities that are influenced by disease, injury, treatment
or policy. In a similar vein, Devins et al. [40], postulated that chronic disease disrupts
an individual’s life and that this disruption can be measured by the impact it has on
8

the person’s well-being or quality of life.
As a consequence of these diseases, many affected households experience financial
difficulty. Abegunde et al. [22] stated that there is a strong correlation between
chronic diseases and increase in household healthcare expenditure in Russia and
productivity losses. Engelgau et al. [41] noted that the amount spent by a household
for the care of one its members can consume a substantial part of the household’s
income. A household [43] may have to pay as much a a whole week worth of wages
to buy a month’s supply of just one of the medicines needed to efficiently treat
cardiovascular disease (CVD) or diabetes [32, 73].
Hence, chronic diseases usually have a negative impact upon consumption and
saving decisions, labour-market performance, and human-capital accumulation [81].
These effects can however be prevented at both the individual and population levels
through early detection and better management the diseases within the health-care
system to improve outcomes [26]. This has led to many researchers studying how
machine learning algorithms can be effectively used for detecting chronic diseases at
their early stages [23, 27, 33, 44].

2.2

Using Machine Learning Algorithms for Disease
Prediction

Chen [34] used streamlined machine learning algorithms to predict outbreak of
chronic disease in disease-frequent communities with a latent factor model that
reconstructs missing data. The model consisted a new convolutional neural network
(CNN)-based multimodal disease risk prediction algorithm. It used structured and
unstructured data from hospital and achieved a prediction accuracy of 94.8%.
D. Dahiwade et al. [38] proposed a general disease prediction based on symptoms
of the patient. They considered the living habits of patients and checkup information
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and used K-nearest neighbors KNN and CNN machine learning algorithm for
accurate prediction of disease. The accuracy of general disease prediction by using
CNN was found to be 84.5% which was more than KNN algorithm but the time and
the memory requirements were more in KNN than CNN.
Uddin [84] carried out an extensive research that involved identifying 48 various
studies that applied more than one supervised machine learning algorithm on single
disease prediction and found out that the Support Vector Machine (SVM) algorithm
is applied most frequently (in 29 studies) followed by the Naïve Bayes(NB) algorithm
(in 23 studies).

However, the Random Forest (RF) algorithm showed superior

accuracy comparatively. Of the 17 studies where it was applied, RF showed the
highest accuracy in 9 of them, i.e., 53%. This was followed by SVM which topped
in 41% of the studies it was considered.
Bhatla [29] did a study of different data mining techniques that could be employed
in automated heart disease prediction systems for efficient and effective heart disease
diagnosis and their analysis showed that neural network with 15 attributes had the
highest accuracy i.e. 100% . On the other hand, decision tree has also performed
well with 99.62% accuracy by using 15 attributes. Moreover, in combination with
genetic algorithm and 6 attributes, Decision Tree has shown 99.2% efficiency.
Using Weka tool, Lujain et al. [24], explored various data mining techniques such
as Bayesian, Naïve bayes, J48, Random Tree, RF, REP Tree, FT Tree, Classification
and Regression Trees(CART) and Sequential Minimal Optimization(SMO) to find
the most accurate technique for predicting diabetes disease. Random Tree and RF
algorithms were found to have the highest number of correctly classified instances
with 100% correctly classified instances, followed by J48 with 84.11%. The lowest
number of correctly classified algorithm is NB with 76.30%.

The reason for

having both Random Tree and RF algorithms as the highest number of correctly
classified instances is due to the fact that these algorithms use both regression and
classification, which results in accurate number of classified instances compared to
10

the rest of the algorithms.
Vikas and Saurabh [33] introduced a new model that enhances the decision
tree accuracy in identifying heart disease patients and the Decision Tree
algorithms considered are CART (Classification and Regression Tree), ID3 (Iterative
Dichotomized 3) and C4.5. Their research showed that CART had the highest
accuracy of 83.49% and the lowest was ID3 with 72.93%. 253 instances out of
total 303 instances were found to be correctly classified by CART compared to 221
Instances by ID3. However, ID3 and DT required shortest time which was about
0.02 and 0.03 seconds respectively compared to CART which required about 0.23
seconds. Chi-square test, Info Gain test and Gain Ratio test were used to analyze
the impact of input variables during heart disease prediction, and the result showed
that the most important attributes for heart diseases are chest pain, the slope of the
peak exercise segment, exercise induced angina, and resting electrocardiographic.
Nida [56] calculated NB, KNN, J48 and Bagging classifier techniques’ accuracies
by applying all the classifiers on a dataset with 303 records and 14 attributes. They
did not use feature reduction method but accuracies were calculated by selecting only
7 of the total features that were more relevant or specific to the heart disease and
that could surely predict the disease through domain knowledge. Accuracies were
calculated by removing the features which were most general for predicting the heart
disease like age, sex and resting blood sugar. Resample filter was also used with all
14 attributes and it achieved accuracy of 79.20%. Lastly, accuracies were calculated
calculated by using SMOTE (Synthetic Minority Over-sampling Technique) option
in Weka. Overall, KNN classifier using resampling weka option with 14 attributes
was found to have the best accuracy of 79.20%.
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2.3

Using Deprivation Index to Predict Chronic
Diseases

Using the knowledge base of the Townsend deprivation index [82], which consists
of four census-based component indicators reflecting local levels of unemployment,
home ownership, household crowding, and vehicle availability, researchers at
University of South Carolina [64] developed a census based small-area socioeconomic
deprivation index optimized to predict chronic disease burden among Medicaid
recipients in South Carolina, a largely impoverished southern state, where more
than one in five residents are enrolled in the Medicaid system [80].
In developing the index named, Palmetto Small-Area Deprivation Index
(Palmetto SADI), they used US Census Bureau population and housing data [17]
at the ZIP Code Tabulation Area (ZCTA) level. They assessed two variables in
each of five distinct socioeconomic domains: education (percentage of persons 25
years and older without a high school diploma, percentage of persons 16 to 19 years
not enrolled in school and not a high school graduate); income (percentage of non
institutionalized population below the federal poverty level, percentage of households
with income less than $15,000); employment (percentage of persons 16 and older
unemployed, percentage of persons 16 to 64 working part-time); social fragmentation
(percentage of persons 15 and older unmarried or separated, percentage of families
with own children under 18 years headed by a single female); and material deprivation
(percentage of housing units that are renter-occupied, percentage of housing units
with no vehicle available) [55, 59, 66].
They focused on five chronic diseases which were CVD, diabetes, end-stage renal
disease (ESRD), HBP and obesity, and used primary and secondary diagnosis codes
found in South Carolina Medicaid administrative data sets from fiscal year 2010 to
determine the chronic disease status for the state’s approximately 1 million Medicaid
recipients.
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The socioeconomic deprivation index was later developed by minimizing the
total number of the considered census-based predictor variables and maximized the
correlation with ZCTA-level Medicaid chronic disease rates.Each predictor (Xi ) was
scaled by using Fisher’s Z-transformation [18] to create a set of Z-score variables (Zi )
defined for ni observations j = 1 . . . , ni using the associated original variable.

Zij = qP
ni

Xij − X̃i

(2.1)

2
k=1 (Xik − X̃i ) /(ni − 1)

X̃i = Sample mean of the ith predictor.
Next, the mean correlation of each transformed variable across the set of five
chronic condition prevalence rates was calculated and the single predictor with the
highest mean correlation was the first component Xij included in the index and best
single predictor was represented as,

S1 {Xi1 } ≥ S1 {Xj } f or

j = 1, . . . , 10

(2.2)

New variables were then added only if they represented a domain not yet in the index
S2 {Xi1 , Xi2 } ≥ S2 {Xi1 , Xj } f orj = 1, . . . , 10 and Domain (Xi2 ) 6= Domain (Xi1 )
(2.3)
And Sk+1 {Xi1 , . . . , Xik+1 } was chosen over Sk {Xi1 , . . . , Xik } if by including the
new variable Xik+1 the resulting index’s mean correlation with the set of five chronic
conditions (Condi) increases.
5

5

1X
1X
Corr (Sk+1 {Xi1 , . . . , Xik+1 }, Condi) >
Corr (Sk {Xi1 , . . . , Xik }, Condi)
5 i=1
5 i=1
(2.4)
The final deprivation index consisted of only three variables which were
percentage of persons 25 years and older without a high school diploma, percentage
13

of non institutionalized persons below the federal poverty level, and percentage of
housing units with no vehicle available. Finally logistic regression analysis was used
to evaluate the ability of Palmetto SADI and four alternative measures of small-area
deprivation to predict chronic disease burden among Medicaid enrollees based on
their ZCTA of residence.
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Chapter 3
Understanding the Machine Learning
Models and the Novel Deprivation
Index
In this study, we employed various machine learning models and procedures. The
following sections briefly describe these algorithms.

3.1

Exploring

Machine

Learning

for

Better

Healthcare and Disease Prediction
Machine learning (ML) in simple term is a concept that involves training a system to
make intelligent predictions, by finding patterns in its input data. Machine learning
algorithms are mainly classified into supervised and unsupervised, where supervised
ML involves using labeled trained dataset make predictions while unsupervised ML
aims to infer using unlabeled dataset. We also have semi-supervised ML which uses
both labeled and unlabeled data to train the system. Lastly, we have reinforcement
ML that improves its performance based on interactions with the environment by
producing actions to discover errors and rewards.
In this study, we use seven different supervised machine learning classifiers for
our predictions which we are now going to discuss in the following sections.
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3.2

Logistic Regression Analysis

Logistic regression is a classification algorithm that uses a set of independent
variables, which could be continuous, discrete ordinal or discrete nominal, to predict
a binary, ordinal or multinomial outcome [2]. The logit function, simply put, is the
logarithm of an odd ratio.
log (p) = log

p
1−p

(3.1)

where p refers to the event to be predicted.
Logistic function is the inverse form of the logit function
φ (z) = log

1
1 + e−z

(3.2)

where z is the net input, the linear combination of weights and sample features. i.e.
z = wT x = w0 + w1 x1 + . . . + wm xm [77].
Relatively logistic regression can be easily implemented and interpreted. It does
not make assumptions on the feature distribution, however its major limitation is
its assumption of linearity between the dependent variable and the independent
variables.
1
φ(z)

0.5
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−4

−2

0

2

4

6

Figure 3.1: A Standard Logistic Sigmoid Curve
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Normally the sigmoid function coverts real numbers into values within 0 to 1
with an intercept φ(z) = 0.5 as shown in Figure 3.1. So, logistic regression applies
sigmoid function on a linear regression to make predictions.
p=

1

(3.3)

1 + eβ0 +β1 x1 +...+βn xn

where xi are the explanatory variables.

3.3

Decision Tree Classifier

In Decision tree algorithm, we build a tree where the nodes represent the data
features, branches represent a decision using a set of rules which are gini impurity,
entropy, and the classification error.

The leaf nodes represent the outcomes.

Regression trees are decision trees with a continuous target variable and we also
have classification trees where the target variable is a discrete set of values. The
algorithm iteratively splits the data at the feature that has the highest information
gain (IG) until we have pure leaves which often leads to overfitting, a conditiom that
is remedied by pruning the tree.
IG (Dp , f ) = I (Dp ) −

m
X
Nj
j=1

Np

I (Dp )

(3.4)

where f is the split feature, Dp and Dj are datasets of parent and jth child nodes
respectively, I is our impurity measure, Np is the total number of samples at the
parent node, and Nj is the number of samples in the jth child node [77].
Entropy measures the homogeneity of the dataset and it is zero for a data that is
completely homogeneous and one for that with a uniform class distribution.
E (S) =

c
X

−pi log2 pi

i=1

where pi is the probability of a class i in the dataset.
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(3.5)

Similarly, the Gini Index (GI) measures the amount of probability of a specific
feature that is classified incorrectly when selected randomly and expectedly is
maximal, i.e. 1, when the data has a completely random distribution of elements
across various classes, and 0.5 if it has an equal distribution of elements across
all available classes. GI is simply calculated by deducting the sum of the squared
probabilities of each class from one.
GI = 1 −

n
X

(Pi )2

(3.6)

i=1

Lastly, if p (i|t) denotes the fraction of a class i at a given node t, then classification
error (CE) can be expressed as,
CE = 1 − max[p (i|t)]
i

(3.7)

The main draw back of a decision tree is its tendency to overfit and also its calculation
can become very complex when the dataset has high number of class labels. However,
one benefit of the algorithm is that it can be used for both continuous and categorical
values of output variable.

3.4

Random Forest Classifier

Random Forest is an ensemble of decision trees, i.e.,it consists of multiple decision
trees that are merged together to get a more accurate and robust model. It is a
strong learner, that has a better generalization error and with lesser susceptibility
to overfitting than a single decision tree. However, one major drawback is that
building large number of trees can increase time complexity and make real-time
predictions ineffective. For all collection of the decision trees in the ensembled forest,
F = f1 , . . . , fk , the algorithm averages their distribution for its classification [31].
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3.5

Naive Bayes

Naive Bayes(NB) classifier assumes that the features in a dataset are mutually
independent and uses the knowledge of Bayes’ theorem to classify data [21].
P (A|B) =

P (B|A) P (A)
P (B)

(3.8)

where A and B are events and P (B) 6= 0
P (A) and P (B) are probabilities of event A and B respectively.
P (A|B) is probability of occurrence of event A given that B is true.
P (B|A) is probability of occurrence of event B given that A is true.
For Naive Bayes, the aim is to calculate the posterior probability from the
likelihood and prior probabilities.

We can assume P (A|B) as the posterior

probability, P (B|A) as the likelihood, P (A) as the prior probability of a class, and
P (B) as the prior probability of the predictor.
As stated earlier, Naive Bayes classifiers assumes conditional independence
of features and given a n-dimensional feature vector m, the class conditional
probability using the training data is given as [76],
P (m|vj ) = P (m1 |vj ) .P (m2 |vj ) . . . P (md |vj ) = Πnt=1 P (mj |vj )

(3.9)

where P (m|vj ) simply means the probability of having a pattern m given that it
belongs to class vj and the likelihoods for each feature in the feature vector is
estimated using the maximum-likelihood estimate, which is simply a frequency in
the case of categorical data.
P̃ (mi |vj ) =

Nmi ,vj
(i = (1, . . . , d))
Nvj

(3.10)

where Nmi ,vj is the number of times feature mi occurs in the samples from class vj
and Nvj is the total count of all features in class vj .
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The algorithm performs better on categorical input variable(s) than numerical
variable(s). It requires less training data and gives a better outcome than other
models like logistic regression, provided the assumption of feature independence
holds. However, the algorithm assigns zero probability for categorical variables
that has a category in the test data set, which was not observed in training data
set, thereby limiting its ability to predict. Smoothing techniques such as Laplace
estimation is often use to correct this error.
We have Gaussian NB, which is used in classification of continuous data and
assumes that features are normally distributed, multinomial NB which is used for
discrete counts and Bernoulli NB which is used for classifying binary features.
The Gaussian NB can be expressed as
(mik − µw )2
P (mik |v) = √
exp −
2αw 2
2πα2
1

!
(3.11)

where µ and α represent the sample mean and standard deviation of the training
data respectively.

3.6

Artificial

Neural

Network-

Multilayer

Perceptron
Let us consider multilayer perceptron (MLP) which belongs to the feed-forward
artificial neural network class i.e. an artificial neural network where the connections
between the nodes do not form a cycle. Artificial neural networks (ANNs) are
computational models patterned after how the human brain functions and it is built
from a large number of connected nodes, each one performing a simple mathematical
operation. The output of these nodes are then systematically combined to perform
very complex functions.
Let us assume a function f (θ) : Qm ,→ Qn , MLP learns f (θ) by training on a
dataset, where m is the number of dimensions for the input and n is the number of
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Figure 3.2: MLP Artificial Neural Network
dimensions for output. For a set of features X = x1 , x2 , . . . , xm with target variable
Y = y1 , y2 , MLP learns a non-linear function approximator for either classification
or regression purpose [10]. MLP has input and output layers along with one or more
hidden as shown in Figure 3.2, which apply weights to the inputs x0 , . . . , x3 and
passes them through an activation function as the output.
MLPs are suitable for classification prediction problems where inputs are assigned a
class or label. They are good for regression problems using a set of inputs to predict
a real-valued quantity. It is used in learning non-linear models and they usually
learn in real time but require high level of hyperparameter tuning to achieve best
prediction results.

3.7

K Nearest Neighbor

K-nearest neighbor (KNN) is a lazy supervised learning algorithms and does not
need to build a predictive model from the training dataset to make classification or
regression predictions. Using a distance metric such as Euclidean, Minkowski etc.,
q
d (x, x̃) = (x1 − x̃2 )2 + . . . + (xn − x̃n )2 (Euclidean)
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(3.12)

d (x, x̃) =

s
X
t

|xn − x̃n |t (M inkowski)

(3.13)

n

the algorithm selects the k samples in the training dataset that are nearest to the
vector we are classifying and the class label of the new data point is then determined
by selecting the most frequent among its k nearest neighbors. It uses the mean
or median of the K nearest vectors to the data point for classification problems
and similarly uses their mode for regression problems. Several probing methods are
employed to find the K that results in the most optimal accuracy for the algorithm.
The higher the value of K, the less the classification is affected by noises but this
results in class boundaries that are less distinct.
KNN is relatively easy to implement and does not make any assumptions on the
probability distribution of the input data. However, time complexity can be high for
large datasets and it is sensitive to anomalies or changes in the localized data.

3.8

Support Vector Machine

Support vector machine (SVM) is a machine learning algorithm that can be used for
both regression and classification purposes. It has the capacity to produce significant
accuracy with less computational power.
However, SVM algorithm does not perform so well on large data sets or when the
data has significant amount of noise i.e. when there is overlap in the target classes.
SVM is a non-probabilistic binary linear classifier which classifies inputs by
maximizing the distance between a chosen hyperplane and the nearest data point
on each side. This type of hyperplane is known as the maximum-margin hyperplane
and the linear classifier it represents is known as the maximum margin classifier. In a
nutshell, support vector machine algorithm locates a hyperplane in an n-dimensional
space, where n is the number of features, that distinctly classifies the data points [13].
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Figure 3.3: SVM Optimal Hyperplane
Source:Towards Data Science [13]
In Figure 3.3, we see that there are several hyperplanes but there is one that
maximizes the margin of the nearest data point on either side of it. The data points
that are nearest to the hyperplane and determine its position and orientation are
known as the support vectors.

3.9

Exploratory Data Analysis

Before designing any model for prediction, there is a need to have an in-depth
understanding of the dataset. An exploratory data analysis (EDA) helps us to
achieve this by maximizing insight into the dataset, uncovering underlying structure,
extracting important variables, detecting outliers and anomalies, testing underlying
assumptions, developing parsimonious models and determining the optimal factor
settings [57].
Chong [85] pointed out the importance of having research questions and well
defined variables even though EDA does not require a pre-determined hypothesis to
be carried out. Tukey [69] compared EDA to a detective work and that the role of the
researcher is to explore the data in as many ways as possible until a plausible “story”
of the data emerges. It is important for the researcher to have a good understanding
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of the data to be worked on and this can be achieved by critically investigating it
to discover any pattern and verify any assumptions using appropriate statistics and
graphical representations.

3.10

Feature Selection and Engineering

The process of feature selection involves identifying and selecting a subset of features
that are most appropriate and helps the model to achieve maximum accuracy while
feature extraction involves creating new and smaller set of features that still captures
most of the useful information from the original set of features [14]. Both techniques
help to achieve better learning performance, higher computational efficiency, optimize
memory space, and more efficient generalization models [61].
Feature selection includes filter method where statistical measures are used to
rank features according to their importance and relevance to the target variable
and in the algorithm, and those that are found to be less important are removed.
Examples of this method are correlation coefficients, information gain, etc. We also
have wrapper selection method, where a greedy search approach is employed by
considering all the possible combinations of features against the evaluation criterion.
The criterion for regression problems include p-values, R-squared, Adjusted Rsquared, etc., while those for classification problems include accuracy, precision,
recall, f1-score, etc. Then, we choose the set of features that produce optimal result
for the model. Some common techniques for wrapper method are forward selection,
backward elimination, and step-wise selection.

Lastly, we have the embedded

selection methods that optimizes the accuracy of the algorithm by learning the best
features during model creation. This has the attributes of both the filter and wrapper
methods.
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3.11

Managing Missing Values in Data Analysis

Missing data is a problematic phenomenon that occurs when there is no data value
recorded or captured for a particular variable in the dataset and this often negatively
affects the statistical relevance of the result from a research and can lead to biased
estimates and incorrect conclusions. There are several reasons for missing values in a
dataset such as data entry errors, lack of response during survey, technological issues
etc. and these can all be categorized into four major types according to the pattern
of have missingness in them.
Missing Completely at Random (MCAR) occurs when missing values are missing
independently from all the feature, which means you cannot predict the reason for
the missing values using any feature or set of features from the dataset. MCAR is
however unrealistic and an example is when we have missing or uncaptured data
from a random sample of a population, where each member has the same chance of
being included in the sample.
We also have Missing at random (MAR), which occurs when the missing value
is not random, but can be fully explained by variables in the dataset with complete
information, i.e., the likelihood of missingness depends on the set of observed
responses, but has no relationship with the specific missing values that are expected
to be gotten. MAR is more realistic than MCAR and an example is where the
probability of being chosen from a population depends from a sample population
depends on some known property.
Lastly, we have Missing Not at Random (MNAR), where the missing values
are related with unrecorded information that could be used to predict them. i.e.
the missing values depends on factors which are not or yet to be recorded by the
researcher. For example, when respondents are more likely to refuse to complete
information about their diabetes status.
Figure 3.4 illustrates the difference between the three patterns where red is the
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missing data in the y-axis and blue is the observed data. We see that in MAT, the
missing values depends on x, in MNAR they depend on x and y variables and in
MCAR, they do not depend on either of x or y variable.

Figure 3.4: Patterns of Missing Values in Datasets
Source: Missing inaction [72]
Some common methods used to handle missing data include listwise deletion,
pairwise deletion, mean or mode imputation, regression substitution, multiple
imputation, etc. [54].

3.12

Vector Similarity Imputation Using K-nearest
Neighbors and Iterative Imputation

KNN Imputer replaces missing values in a dataset with the mean of the data points
that are most similar, i.e. nearest to it, by using distance measures such as Euclidean
distance to find the proximity of the missing data point with its neighbors. ScikitLearn [9] has a module for performing this operation and is used in this research.
However, iterative imputation models each feature as a function of the other features
and the missing values are imputed sequentially such that prior imputed values
are used as part of the model in predicting subsequent features and this process
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is repeated many times to get the best estimates [8].

3.13

Building

Novel

Index

Framework

from

Townsend Index and IMD
The first step in constructing the Townsend deprivation index for a small-area, is
expressing each of its four components as a percentage of the appropriate count of
total households. To remove skewness in the percentage values of unemployment
and overcrowding variables, one is added to them and the results are transformed
through logarithm so as to normalise the raw values. Next, all the four variables are
standardized using a Z-score i.e. subtract the mean value and divide by the standard
deviation, of the appropriated larger reference area. The typical large reference area
would be the entire country. However, the values can also be standardized over
smaller areas, such as a county, district, state etc.
Lastly, the four standardized scores are added up to get the Townsend deprivation
index. An area with high material deprivation would have a positive index while rich
areas would have negative indices. An index of zero represents an area with overall
mean values [15].
Factors such as income level, inadequate or no insurance coverage, poor
neighborhood facilities etc., have been found to contribute greatly to vulnerability
of individuals or group of people to certain diseases. There is significant relationship
between increasing social deprivation by area of residence and prevalence disease,
disabilities, emotional trauma, and lower quality of life in general [51].
There are several measures that can be used to determine the correlation between
social and material deprivation and geographic patterns of morbidity and resultant
deaths [64]. A good example of these measures is the Townsend Index, where a
higher index score implies a greater degree of deprivation.
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The Townsend index can be summarized as;
Townsend Index =

4
X
i=1

Zi , where Zi =

Ti − µTi
, Ti = log(Xi + 1), i = 1, 2
σTi

(3.14)

µ is the mean, σ is the standard deviation, X1 and X2 are unemployment as a
percentage of those aged 16 and over who are economically active and household
overcrowding measured as a percent of total houses with more than one occupant
per room respectively [78]. Areas with high deprivation have positive index values
while affluent and rich areas have negative index values and an index values of 0
indicates an area with overall mean values.
The mean and standard deviation for each variable are those for the appropriate
geographical units across a large reference area preferably the whole country but they
can also be standardized over smaller areas, such as a region, but the the drawback
to this approach is that we will not have nationally comparable results [15].
In this study we build on the knowledge of Townsend Index to construct a more
suitable index tailored to the US and particularly its border towns. Border towns
are cities or towns that are near the boundary between two countries, states, or
regions [1]. In this study, our focus is on border cities between two countries. These
are usually highly cosmopolitan with high influx of immigrants across border. We
selected domains along with their indicators that more suitable for a city like El Paso
(see Figure 3.5). We use zip code as our geographical unit of index. Deprivation
is measured by considering variables from eight major socioeconomic domains [53],
which are income, employment, disability, education, immigration, housing, material
and technology.
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Income

• Income below $14, 999, Below Poverty Level
• Unemployed ≥ 16 years, Employed with No

Employment

Insurance
• Population Living with Disability, Women with

Disability

Recent Birth
• ≥ 25 years with < 9th Grade, 18-24 years not in

Education

School
• Speak Limited English, Foreign Born and Non-

Immigration
Housing
Material
Technology

citizen
• Overcrowded Households
• No Vehicle , Renter-occupied Households
• No Internet Computer, No Computer

Figure 3.5: Proposed Deprivation Index Domains and their Indicators
The procedures for constructing the novel index would be further elaborately
discussed in section 4.9.
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Chapter 4
Dataset description - and properties
We make use of two datasets for this research to ensure that we have robust results
that take into consideration two possible scenarios which are:
• Atlas X: Used to estimate accuracy and performance of the algorithms
when deprivation index is included along with demographic information of
respondents.
• Atlas Y: Used to compare the accuracy and performance of the algorithms on
both demographic and health related data.

4.1
4.1.1

Data Understanding - Atlas X and Atlas Y
Atlas X

We named the first datasets used in this research as Atlas X and it contains
de-identified structured text information of 21,810 people mainly resident in El
Paso with 75 features that includes demographic information such as age, income,
education, race, address, insurance information, and management data on cancer, flu,
diabetes and high blood pressure. The data was accessed from a secure database,
ATLAS, which stores historical and current regional health information from existing
databases and community-based sources to supplement information from Medicaid,
low-income and uninsured populations not captured through traditional electronic
medical records. These databases include the U.S. Census tract, Medicare and
Medicaid (CMS), Texas Health and Human Services Commission (HHSC), Centers
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for Disease Control and Prevention (CDC), American Community Survey, and data
collected through the Medicaid Waiver 1115 Program [4].
Atlas X is used to train our model for both diabetes and high blood pressure
given that only the demographics of the user are known. The data contained so
many missing values as shown in Figure 4.1 where the yellow lines represents the
missing values in the features. We converted all the cells with blank and unknown
values to NAN as the data is loaded for processing.

Figure 4.1: Atlas X Missing Values
The percentage of missing values in each feature was calculated to ensure we
employ the most efficient methodology on the data and the number of cells with
missing values was 564313, approximately 34.0% of the dataset.
Next we look at the number people in the data that are suffering from the two
chronic diseases.
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(a) Diabetes Count

(b) High Blood Pressure Count

Figure 4.2: Number of People with Chronic Diseases in Atlas X
Figure 4.2 shows the count of the number of respondents for both chronic diseases,
and we see higher number of people having high blood pressure(HBP) than diabetes.
The responses of the study population was grouped into races to know if race plays
a significant factor as shown in Figure 4.3. However, using race for classifications
in medicine and biomedical research has been highly contentious due to the fact
that there are few biological or genetic differences between races and there are
also concerns that encoding racial or ethnic differences may result in discrimination,
racism, and allocation disparities in health resources [74].

Figure 4.3: Atlas X High Blood Pressure By Race
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It is equally important to know that the age distribution of the respondents for
Atlas X appears to be normally distributed as shown in Figure 4.4. According to
Prasad [75], there are empirical evidences that show a positive correlation between
the incidence of chronic disease and age, with the people over the age of 65 years
constituting the major population of patients with a chronic disease.

Figure 4.4: Age Distribution of Atlas X Respondents
Here we see a higher concentration of people within the age bracket of 45 - 65
years in the data.
We also looked at the geographical distribution of the respondents in Atlas X to
check for clusters to determine if there are specific zip codes with a higher population
of diseased people. The maps in Figures 4.5 and 4.6 show that there are zip codes e.g.
79901, with low total population of people but with high density of people suffering
from these chronic diseases.
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Figure 4.5: Distribution of Respondents with Diabetes Across Zip Codes

Figure 4.6: Distribution of Respondents with High Blood Pressure Across Zip Codes

34

Next we consider a summary of the dataset as shown in Table A.1, which enables
us have a deeper understanding of the data in order to use the best preprocessing
methods for the algorithms. Most of the features in the dataset are binary with
Yes and No responses and we are going to be transforming these to 0 and 1
respectively for analysis. A combination of Pandas and Seaborn libraries were used
to analyse the dataset to get information such as missing values,mean, maximum,
minimum,standard deviation, normalization, mode, the skewness of the features, the
frequency distribution of the relevant features with diabetes and high blood pressure.
We also use a correlation matrix to help the determine the best features for
our algorithms by only retaining one of two or more features that highly correlated
because they would be linearly dependent and hence have almost the same effect on
the dependent variable.

Figure 4.7: Correlation Analyis Atlas X
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Figure 4.7 shows the correlation between some selected features in Atlas X and
we observe that there is no clear indication of the features that can be used to explain
the target variables.

4.1.2

Atlas Y

The second dataset, named Atlas Y, was also downloaded from the ATLAS database.
It contains de-identified demographic and health related information of 1372 people
also mainly living in El Paso. It has 30 features such as age, income, race, BMI,
systolic and dystolic blood pressure, blood test, mammography etc. The data was
divided into two parts; Demographics and health as listed in Tables A.2 and A.3.
Table A.2 contains the health information of the respondents, that were collected
during their interactions with healthcare personnel. The cardinality represents the
number of unique values for the feature e.g. a feature with just Yes and No answers
would have a cardinality of 2.
Table A.3 contains their demographic information. The number of missing values
here is very few and these were all replaced using mean-mode imputation i.e. the
continuous missing values were replaced with the feature mean while the categorical
missing values were replaced with the feature mode.
In Figure 4.8, we see clearly that there is a significant higher number of people
without both chronic diseases. However, the number of people with HBP is slightly
higher than those with diabetes.
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(a) Diabetes

(b) HBP

Figure 4.8: Number of People with Chronic Diseases in Atlas Y
Figure 4.9 shows the correlation analysis of Atlas Y features and the result is also
not satisfactory enough to enable us fully capture the best features to predict the
target variables.

Figure 4.9: Correlation Analyis Atlas Y
Hence, we employ a more efficient technique later in the text to select the best
features for our models.
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4.2

Continuous and Categorical Missing Values
Replacement

To handle the missing values in each of features of Atlas X, we used mean and
mode imputation for the continuous and categorical features respectively. Figure 4.1
shows that the data is missing completely at random (MCAR) and we assume that
the missing values are most likely very close to the most frequent observations for
each feature. This is a relatively easy and fast way, however, there is a tendency of
a resultant skewed dataset. Figure 4.10 shows how the kernel densities for the data
differ after imputation.

(a) Diabetes

(b) High Blood Pressure

(c) Age

(d) Income

Figure 4.10: KDE of Target and Selected Variables
We plotted the KDE for the 2 target variables along with two other relevant
demographic features. The only one with a satisfactory performance as shown in
Figure 4.10 was Age. The kernel density estimation (KDE) is a non-parametric way
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to estimate the probability density function (PDF), i.e. the probability distribution
of the variables. This can be estimated as
n

n

1X
1 X
f˜h (x) =
Kh (x − x̃i ) =
K
n t=1
nh t=1



x − x̃i
h



(4.1)

where x represents the feature values , K is the kernel, which is a non-negative
function and h > 0 is a smoothing parameter called the bandwidth [20]. It can be
seen that only age gives a good estimate of the real data after imputation.
Hence, to get a better results with lesser bias from replacing the missing values,
we used a more customized method for the procedure.After encoding the categorical
features as described in section 4.3, we used KNN imputation to replace the missing
values in them. The imputer predicted the missing values by using the mean value of
the k-nearest neighbors(where our K = 100). The distance between the vector with
the missing values and its neighbors were calculated using the Euclidean distance
metric.
Similarly, the missing continuous features were replaced using the Iterative
imputer.This method iteratively uses a regression function to model the feature with
the missing values as a function of the other features. Then, each feature’s missing
values was imputed sequentially one at a time, by ensuring prior imputed values were
used as part of a model in predicting subsequent feature missing values.
The same technique was used on Atlas Y. However, the missing values in the
demographic features were replaced using mean-mode imputation.

4.3

Encoding the Categorical Features

Categorical variables are data that can be grouped such as race, sex, age group, and
educational level. They can be further subdivided into those that can be ordered
or sorted, known as ordinal features, e.g., educational level, and those that have no
order, known as nominal features, e.g., race. The only ordinal categorical features
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in Atlas X are age group, health status, income and education, while the rest are
nominal. It is important we encode the categorical features in the data since the
machine learning algorithms we consider in the study can not handle categorical
variables until they are converted to numerical values.
There are several ways of encoding categorical variables for modeling which
include One Hot Encoding, Integer Encoding, Dummy Encoding, Binary Encoding,
Effect Encoding, Target Encoding etc.

We used One Hot Encoding for the

nominal features; race, employed and marital status only, to prevent the curse of
dimensionality and optimize time complexity. This was done by creating a new
dummy feature for each unique value in them. Then, we used ordinal encoding for
the ordinal categorical features, with age group, health status, income and education
having cardinalities of 8, 7, 14 and 11 respectively as seen in Table A.1, while all the
remaining features are encoded using Integer encoding by mapping each unique label
in them to an integer. We assigned 0 for No and 1 for Yes for all binomial features
which constitute a larger part of the dataset and also the target variables.
Table 4.1: New Features from Encoding Categorical Features
Old Feature

New Features

Race

Race_ASIAN,Race_BLACK OR AFRICAN AMERICAN,
Race_NATIVE HAWAIIAN OR PACIFIC ISLANDER, Race_OTHER, Race_WHITE

Employed

Employed_EMPLOYED PART-TIME,
Employed_NO,

Employed_HOMEMAKER,

Employed_RETIRED,

Employed_SELF-EMPLOYED,

Employed_SEASONAL WORKER,

Employed_STUDENT,

Employed_UNEMPLOYED < 1 YEAR,

Employed_UNABLE TO WORK,

Employed_UNEMPLOYED > 1 YEAR,

Employed_YES
Marital Status

MaritalStatus_DIVORCED,

MaritalStatus_MARRIED OR CIVIL UNION,

MaritalStatus_NEVER MARRIED,
MaritalStatus_SINGLE, MaritalStatus_WIDOWED
Age Group

Age Group_ordinal

Education

Education_ordinal

Health

Health_ordinal

Income

Income_ordinal
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MaritalStatus_SEPARATED,

The new features created from the one hot encoding and ordinal encoding in
Atlas X are given in Table 4.1. A similar approach was used for all the categorical
features in Atlas Y.

4.4

Selecting the Best Features for Modeling

Feature extraction was carried out on both Atlas X and Atlas Y to reduce the
dimensionality of data by removing the redundant features. The process also helps
to make the model easier to interpret, optimizes the algorithms’ time complexities,
and helps to minimize overfitting. Some of the common ways of performing this
operation includes filter methods (where features are selected on the basis of their
Chi-square, ANOVA, Pearson’s correlation etc to measure correlation with the target
variable), wrapper methods (where we train our model using a subset of features and
then use the knowledge learnt from the previous model to decide which feature(s) to
retain or drop e.g Forward and Backward selection) and embedded Methods (which
have the qualities of both filter and wrapper methods and some common examples are
LASSO and RIDGE regression which have inbuilt penalization functions to reduce
overfitting).
In this research we make use of LASSO (Least Absolute Shrinkage and Selection
Operator) which performs L1 regularization by adding penalty equivalent to absolute
value of the magnitude of coefficients [47].
The goal of LASSO is to minimize the prediction error and it achieves this by
putting a constraint on the sum of the absolute values of the model features, where
the sum has to be less than a fixed value or upper limit. The method applies
a shrinking process where it penalizes the coefficients of the regression variables
shrinking some of them to zero and retains only those features that have non-zero
coefficients after its completion [45]. The LASSO estimate is gotten from the solution
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to the l1 optimization problem
minimize

||Y − Xβ||22
n

!
subject to

k
X

||β||1 < t

(4.2)

j=1

where t is the upper bound for the sum of the coefficients, Y is the target variable,
X is the explanatory variable, β is the regression coefficients and k is the number
of explanatory variables. This optimization problem is equivalent to the parameter
estimation
!
||Y − Xβ||22
β̂ (λ) = argmin
+ λ||β||1
(4.3)
n
β
Pk
Pn
2
where ||Y − Xβ||22 =
j=1 |βj | and λ ≥ 0 is the
i=0 (Yi − (Xβ)i ) , ||β||1 =
condition that is used to determine the strength of the penalty i.e. a high λ value
results in a greater shrinkage.

4.5

Fixing Imbalance in the Datasets

In the 2 datasets, we noticed imbalance with respect to the two target variables,
Diabetes and High Blood Pressure/Hypertension. An Imbalanced data is one where
the number of observations per class is not equally distributed which results into bias
in the algorithm’s classification. We observed that for the target variable with 0 (No)
and 1 (Yes), we have a significantly higher amount of No in both target variables, as
shown in Figure 4.11. Hence to avoid accuracy paradox, i.e., a situation where the
model accuracy measures and reflects the underlying dominant class distribution, it
is essential that we employ a method to remove the imbalance in our datasets.
There are various ways to fix this undesired situation which include;
• collection of additional data,
• generation of synthetic data using algorithms such as SMOTE, i.e., Synthetic
Minority Over-sampling Technique, which is an algorithm that creates
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(a) Diabetes Frequency

(b) High Blood Pressure Frequency

Figure 4.11: Class Distribution of the Chronic Diseases After Imputation of Missing
Values
synthethic samples from the minority class of the target variable rather than
create copies,
• Under-sampling which is a method that delete instances from the overrepresented class etc.
In this study we used SMOTE with the aid of the Imblearn library to add copies
of instances from the under-represented class.

4.6

Partitioning the Datasets

For this operation, we used Scikit train_test_split () function and this enables
us to partition the data in a specific ratio into a training set, which is a set of
examples used to fit the parameters,and a test set,which is used to provide an
unbiased evaluation of how the final models fit on the training dataset. This can
be done randomly or in a fixed way but it is better to be randomly done so as to
avoid a systematic differences between the training set and the test set which could
lead to sample representativeness problems [62].
It is important to ensure that the test set is large enough to give a statistically
useful results as well as adequately represents the data set as a whole, since the
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Dataset 100 %

Training set 80 %
1
2
3

Test set 20 %

cross validation

..
.

n

Figure 4.12: Train-Test Split Using Cross Validation
goal is to build a model that adequately predicts new or unseen data. There are
times that we have over-fitting, which is a phenomenon that results when the model
memorizes the training data by learning an overly complex model. This leads to the
model predicting the training set response values accurately, but performing poorly
on the test data.
Hence, we have the validation dataset that is used to provide an unbiased
evaluation of a model fit on the training dataset while tuning model hyperparameters.
We used cross validation to optimize the choice of the ration of train-test split for
the datasets as illustrated in Figure 4.12.
For the Cross-validation process, we divided the dataset into cross-validation
set and test set in the ratio 0.80: 0.20 respectively. Then, to achieve a nearoptimal use of the available data, we repeatedly partitioned the cross-validation
set 10 times (i.e., n = 10) into different training and testing subsets, while ensuring
that the training set has the larger ratio in each iteration, until all data in the cv
subset have served as validation data once. For every iteration, we used different
parameter combinations, until we achieve the optimal accuracies for the training of
the models [58].
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4.7

Feature Standardization Using Standard Scaler

In order to ensure our algorithms perform optimally, we standardized all the features
using StandardScaler () from the Scikit Library which rescaled them to be normally
distributed with mean value (µ) of zero and standard deviation (σ). The standard
scores z are calculated as
z=

x−µ
σ

(4.4)

Most of the algorithms considered performed poorly on our datasets without feature
scaling because the gradient descent does not converge towards the minima, i.e.,
because of the the difference in scales of of some of the features e.g age and binary
feature like hospitalized with just 0 and 1 values, their weights update at varying
rates [11].
m

1 X
θj := θj − α
[(hθ (xi ) − yi ) xi ]
m i=1

(4.5)

where θj are weights of the hypothesis, hθ (xi ) is the predicted x value for ith
input, j is the feature index ranging 0, 1, . . . , n and α is the learning rate of gradient
descent.

4.8

Hyperparameter Tuning

For each of the model that was considered, we carried out hyperparameter tuning
which essentially helps us to sample possible model architecture candidates from the
space of possible hyperparameter values. We specified a list of values for different
hyperparameters in each of our models, and iteratively found the performance for
each combination so as to obtain the set that optimizes accuracy and reduce number
of wrong predicted values. We used a combination of Grid Search and Random
Search for this procedure.
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4.9

Creating the Deprivation Index for Model
Optimization

There are two main methods used to develop deprivation index which are summated
indices and factor loadings indices [64]. We compute our index using the summated
method but also used factor analysis to check if there is any covariance among the
domain indicators.
Although census tracts∗ are preferred to compute deprivation index, we decided
to use ZCTA level because of the availability of data required, time factor for the
research and ease of use and integration with intended model.
Knowledge from past literatures was used to create domains that help to capture
the conditions that adequately measure physical and socioeconomic deprivation
in a border town like El Paso, as shown in Table 4.2, and we also introduced
domains like immigration and technology that have scarcely been considered in
previous indices. We ensured that the indicators were current, theoretically relevant,
statistically robust, measurable and quantifiable, not too costly, relatively easy to
update periodically, non overlapping for each domain, available at a small area level
for the whole of Texas and that they directly measure a major aspect of the dimension
of deprivation we are interested in [53, 79].
∗

These are subdivisions of counties defined by the U.S. Census Bureau with no legal status and

are used only for statistical purposes with about 4,000 people created every decennial census [71]
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Table 4.2: Domain Indicators for the Deprivation Index
Min

Max

Mean

Stdev

%Households receiving food stamps

0

100

11.43

9.96

%Below poverty level in the past 12 months

0

100

14.45

11.10

%Unemployment rate for population 16 years and over

0

51.9

5.03

4.78

%Employed with No health insurance coverage

0

100

14.67

9.68

%Total civilian population with a disability

0

100

14.77

8.48

%Women who had a birth in the past 12 months

0

100

5.63

7.01

Income

Employment

Disability

Education
%25years old and over with less than 9th grade

0

100

8.19

8.68

%between 18-24 years not enrolled in school

0

100

54.11

26.03

%Limited English-speaking households

0

100

5.91

9.39

%Non-citizens foreign-born population

0

100

6.93

8.00

0

72

4.13

4.79

Immigration/ Language Barrier

Housing
%Households with more than one occupant per room
Material
%Households with no vehicle

0

100

4.80

5.91

%Households that are renter occupied

0

100

29.59

19.63

%Households with a computer but no internet subscription

0

100

10.89

10.20

%Households with no computer

0

100

9.07

9.90

Technology

We adopted the methodology similar to that of the IMD [67] with adjustments
as needed for the construction of our deprivation index, because to our knowledge,
it represents one of the most comprehensive and complete away of performing the
operation. The data for all indicators was gotten from the US Census Bureau most
recent files [17] and there were a total of 1975 ZCTAs across Texas as at 2019.
After carefully choosing the indicators for each domain, by ensuring they meet
up with all the conditions earlier mentioned, a shrinkage estimation, i.e., Empirical
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Bayes estimation was carried out on all indicators. This was done to improve the
inference for each indicator so that fluctuations would not result in a situation where
the most or least deprived ZCTAs would be those with very few observations. For
example, by using just percentage estimation, we could erroneously assume that a
ZCTA with 250 households with no vehicle out of a 500 total households is more
deprived than another ZCTA with 5000 households with no vehicle out of a 20000
total number of households.
To perform shrinkage estimation, for each of the indicator we found the mean (x̃i )
and variance τ across all ZCTAs in the state [79]. This process was comprehensively
illustrated by Damien Martin [12] as given here.
f (θi ) ∝ exp(−(θi − µ)2 /2τ 2 )

(4.6)

where µ=state population mean and τ 2 = state population variance The central
limit theorem gives us the sample mean for each indicator, θi :
f (x̃i |θi ) ∝ exp(−(x̃i − θi )2 /2σx̃2i )
where
σx̃2i =

(4.7)

Indicator’s variance
Indicator’s frequency

Let us define
Si2 = σx̃2i

(4.8)

Since we know x̄i and want to infer θi , then we use Bayes’s theorem to estimate.
f (θi |x̃i ) ∝ f (xi |θi )f (θi )

(4.9)

f (θi |x̃i ) ∝ exp(−Z)

(4.10)

This gives us
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where
Z=

(x̃i − θi )2 (θi − µ)2
+
Si2
τ2

Using completing the square method


 2
 
1
x̃i τ + µSi2
1
2
Z=
+
θi − 2
θi + constant
Si2 τ 2
Si2 + τ 2

(4.11)

(4.12)

i.e.

Z=

1
1
+ 2
2
Si
τ


 2
 2
x̃i τ + µSi2
2
θi −
θi + constant
Si2 + τ 2

(4.13)

This quantity is minimized when the quadratic term is zero, i.e.
 2
 



x̃i τ + µSi2
τ2
Si2
2
θ=
=
x̃i +
µ
Si2 + τ 2
τ 2 + Si2
τ 2 + Si2
Put another way:
θ = B x̃i + (1 − B)µ, B =

τ2
τ 2 + Si2

(4.14)

i.e. when τ 2  Si2 , B ≈ 1 and the main contribution is the observed average. When
Si2  τ 2 , B ≈ 0 and the main contribution is the global average µ. Since Si → 0
as the indicator number goes to infinity, this matches the intuition that shrinkage
should affect variables with fewer occurrences.
Figure 4.13 shows the results of the shrinkage process for all domain indicators.
The red and blue areas are the frequencies of the domain indicator before and after
the shrinkage procedures respectively. We see that shrinkage helps to reduce the
difference between the observed value of the indicator and the mean value for the
reference area, i.e., Texas.
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Figure 4.13: Domain Indicators before and after Shrinkage
Next, for each of the domain we calculated the the Bartlett’s Sphere Test and
KMO† value to check the suitability of using factor analysis to combine our variables.
The results which ranged between 0.001 -2.000 and 0.49 -0.50 respectively, showed
that standardizing the indicators using the Z scores would give a better output.
Indicators were then combined to form the each domain score. We decided to give
†

Bartlett’s Sphere Test verifies the null hypothesis that affirms that the correlation matrix is not

significantly different from the identity matrix while the KMO gives us the proportion of variance in
the variables that are probably caused by some underlying factors and values close to 1.0) generally
means that factor analysis is suitable for the data and any value less than 0.50 means it is not
suitable [7, 79]
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all the domains equal weight since studies showed that all of them are critical in
accessing the deprivation in a city like El Paso. Lastly, the standardized domain
scores were combined using equal domain weights to form an overall ZCTA Index of
Multiple Deprivation.

Figure 4.14: Texas Map with Deprivation Index(El Paso Area Zoomed Inside Box)
Figure 4.14 shows the resultant Texas map from the Index creation. The darker
the areas in the map, the more deprived they are. Apparently, some parts of the
US-Mexico border area have indices revealing that those living in these regions are
deprived based on the domains that we considered.
The deprivation index was selected by LASSO for all scenarios tested after it
was added as a feature to both Atlas X and Y, which was achieved by matching the
ZCTAs with each respondent’s corresponding Zip code.
Lastly we summarize the methodology employed in this study in the diagram
shown in Figure 4.15

51

Figure 4.15: Summary of the Methodology
We were able to create a deprivation index for each zip code in El Paso, which
based on previous literature and understanding of peculiarities of El Paso fully
captured all known domains of deprivation in the city. In the next chapter, we
will discuss the results from the study and answer the research questions.
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Chapter 5
Results
5.1

Performance Metrics for the Machine Learning
Models

The performance of the algorithms were measured using the following metrics:

Accuracy =

TP + TN
TP + TN + FP + FN

P recision =

Recall =

F 1Score =

TP
TP + FP

TP
TP + FN

2 ∗ P recision ∗ Recall
P recision + Recall

where TP, FP, TN and FN are the number of True Positives, False Positive, True
Negatives and False Negatives in the predictions respectively.
We also made use of the ROC curve, i.e., receiver operating characteristic curve.
It is a graph that shows the performance of a classification model at all classification
thresholds. The graph plots the true positive rate (TPR) against the false positive
rate (FPR) for these thresholds.

T rueP ositiveRate(T P R) =
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TP
= 1 − F NR
TP + FN

F alseP ositiveRate(F P R) =

FP
= 1 − T NR
TN + FP

where FNR is false negative rate or miss rate and TNR is true negative rate or
specificity. The true-positive rate is also known as sensitivity or recall. The best
classifier has a true positive rate of 1 and a false positive rate of 0.
We measure the area under the ROC curve (AUC). This allows us to capture both
high sensitivity (true positive rate) and high specificity (false positive rate). Hence
we are able to know if the models are wrongly assigning those with the chronic
diseases as negative or assigning those without the diseases as positive. When the
AUC is 1, this means that the ML classifier is predicting all the positive and the
negative class values correctly. However, if the AUC is 0, this means that classifier
is predicting all negatives as positives, and all positives as negatives.
For AUC between 0.5 and 1, the ML classifier would most likely correctly separate
the positives from the negatives i.e. the classifier is detecting higher numbers of true
positives and true negatives than false negatives and false positives.
However, when the AUC is exactly 0.5, then the ML classifier is just randomly
guessing its results. Hence, a good classifies is one that has a high AUC value,
because the higher the value the more accurate are its prediction.

5.2

Discussing the Results for Atlas X

The main purpose for this section is to to answer our first question.

What is the effect of the proposed deprivation index on the performances of the
selected machine learning algorithms in predicting the occurrence of chronic diseases?
We carried out several experiments by training the machine learning models to
make the predictions. The best features selected by LASSO in these models for
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predicting diabetes were age calculated, city, language, other language, government
assistance, uninsured healthcare, primary healthcare, HBP, family history, race
(white), and health.
The best features selected for HBP were age calculated, city, ethnical background,
government assistance, no governmental assistance, form of insurance, uninsured
healthcare, primary healthcare, ER visit, hospitalized, BP treatment, family blood
pressure, race(white), marital status(married or civil union), income, health status.
We are now going to discuss and show the results obtained to validate or rather
invalidate the hypothesis.

5.2.1

Data with No Index Included

In this experiment, we trained our machine learning models using Atlas X. Using
randomized search over 1000 iterations, hyperparameter tuning was done for all the
algorithms to optimize their predictive accuracies. The data did not contain any
deprivation index and only the selected features mentioned earlier were used to train
the models. For diabetes, as shown in Table 5.1 ,the best accuracy performance for
this model was from SVM with an accuracy of 98% while the best accuracy for HBP
was 88% from RF and SVM.

5.2.2

Data with Townsend Index Included

Here, Townsend Index was added as a feature to Atlas X by matching the
respondent’s zip code with the corresponding index. LASSO selected the index along
with the earlier mentioned ones as best features for the models. Same procedures as
in section 5.2.1 were carried out to find the best combination of parameters for each
of the classifiers from the available space. For diabetes, as shown in Table 5.1, the
best accuracy for this model was SVM with 98% and the best for HBP was also 88%
from RF and SVM.
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5.2.3

Data with Proposed Index Included

Similar to section 5.2.2 , the proposed index was added as a feature to Atlas X. The
best features for the models selected by LASSO were those mentioned earlier along
with the added proposed index.We also tuned hyperparameters for all the classifiers
as before. For diabetes, the best accuracy for this model was SVM with 98% and
the best for HBP was 88% from DT, RF, MLPNN and SVM.
Table 5.1: Algorithm Results Comparing Novel Index with Townsend and No Index
Disease

Accuracy

Algorithm∗

Diabetes

HBP

Precision

Recall

F1 Score

No Index

Townsend

Novel

No Index

Townsend

Novel

No Index

Townsend

Novel

No Index

Townsend

Novel

LR

0.74

0.74

0.75

0.74

0.74

0.74

0.74

0.74

0.74

0.74

0.74

0.74

DT

0.54

0.65

0.69

0.71

0.77

0.77

0.54

0.65

0.64

0.42

0.61

0.59

RF

0.58

0.59

0.59

0.75

0.75

0.77

0.58

0.59

0.59

0.49

0.51

0.51

GNB

0.74

0.75

0.75

0.75

0.75

0.75

0.74

0.75

0.75

0.74

0.75

0.75

MLPNN

0.76

0.77

0.82

0.77

0.77

0.82

0.76

0.77

0.82

0.76

0.77

0.82

KNN

0.82

0.82

0.83

0.87

0.87

0.87

0.82

0.82

0.83

0.82

0.81

0.82

SVM

0.98

0.98

0.98

0.98

0.98

0.98

0.98

0.98

0.98

0.98

0.98

0.98

LR

0.87

0.87

0.87

0.87

0.87

0.87

0.87

0.87

0.87

0.87

0.87

0.87

DT

0.87

0.84

0.88

0.87

0.84

0.88

0.87

0.84

0.88

0.87

0.84

0.88
0.88

RF

0.88

0.88

0.88

0.87

0.87

0.88

0.88

0.88

0.88

0.87

0.87

GNB

0.85

0.85

0.85

0.85

0.85

0.86

0.85

0.85

0.85

0.85

0.84

0.85

MLPNN

0.87

0.87

0.88

0.87

0.87

0.88

0.87

0.87

0.88

0.87

0.87

0.88

KNN

0.86

0.87

0.87

0.86

0.87

0.87

0.86

0.87

0.87

0.86

0.87

0.87

SVM

0.88

0.88

0.88

0.87

0.87

0.88

0.88

0.88

0.88

0.87

0.87

0.88

In Table 5.1, for diabetes, we see an increase in the predictive accuracies of all
the models as a result of the added novel index to the data features. Compared to
a commonly used index like Townsend, it is apparent that the novel index performs
better in enhancing the accuracy of predicting those who are susceptible to diabetes
in El Paso. We obtained better accuracy enhancement in LR, DT, GNB MLPNN
and KNN by adding the proposed index than adding the Townsend index. The best
F1 performance for diabetes prediction was by SVM with a score of 98%. We also
observed an improvement in the F1 scores of DT, RF, GNB and KNN for diabetes
∗

LR-Logistic Regression, DT-Decision Tree, RF-Random Forest, GNB-Gaussian Naive Bayes,

MLPNN-Multilayer Perceptron Neural Network, KNN-K Nearest Neighbor, SVM-Support Vector
Machine
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prediction as a result of the addition of the index .
For high blood pressure, the index boosted the accuracy of DT from 87% to 88%,
KNN from 86% to 87% and resulted in a fairly stable performance for most of the
other algorithms. The index also performed fairly better than the commonly than
Townsend deprivation index. We observed an increment in the F1 scores of DT, RF,
GNB, MLPNN, KNN and SVM as a result of adding the index.Next we plotted the
ROC-AUC graphs for diabetes to help us separate the signal from the noise, i.e., we
wanted to make sure that the models were not just randomly guessing.

(a) With No Index

(b) With Townsend Index

(c) With Novel Index

Figure 5.1: ROC-AUC Curves for Diabetes
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In Figure 5.1, we observe that the models correctly predict a good number of
those that are truly positive to diabetes. We can also see an improvement in the
performance of LR, SVM, KNN, DT, MLPNN and GNB as a result of the novel
index. Notable is the increment in the AUC for DT from 0.397 to 0.612. We also
measure the performance of the models for high blood pressure.

(a) With No Index

(b) With Townsend Index

(c) With Novel Index

Figure 5.2: ROC-AUC Curves for High Blood Pressure
Figure 5.2, shows that all the models perform better because of the deprivation
index and that they are not just random guesses.

We also observed that the

proposed index performed better than the Townsend index for all the algorithms
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except for SVM.

5.3

Discussing the Results for Atlas Y

The main purpose for this section is to to answer our second research question.

What is the effect of using demographic data for predicting chronic diseases
compared to health related data?
The machine learning models were trained with Atlas Y to make the predictions.
Hyperparameters for all classifiers were tuned to get optimal results..
We are now going to discuss and show the results obtained to understand whether
demographic data alone is actually as good or better for predicting chronic disease
than health data.

5.3.1

Using Health plus Demographic Data (H+D) for
prediction

Firstly, we used the entire Atlas Y data i.e. containing both health and demographic
features, to train our model The best features selected by LASSO in this model
for prediction diabetes were age, household size, systolic BP, dystolic BP, BMI,
cholesterol, glucose, pulse, CE4, CO4, address, city, state, medical check up,
emergency room, admitted to hospital, treatment for diabetes, mammography,
colonoscopy, immediate family diagnosed, tobacco, flu vaccine, HBP, gender(male),
race(hispanic/latino), marital status(divorced), language(spanish) and education.
For HBP, the best features selected were age, systolic BP, dystolic BP,
BMI, cholesterol, glucose, weight, BR4, CE4, CO4, state, medical check up,
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emergency room, admitted to hospital, treatment for diabetes, treatment for
hypertension, mammography, colonoscopy, immediate family diagnosed, which
vaccines, diabetes, marital status(married/civil union), marital status(single),
language(spanish), government assistance, income and education. The best classifier
for diabetes and HBP was SVM with an accuracy of 99% and 96% respectively.

5.3.2

Using Health Data for Prediction

Then, we separated Atlas Y into two parts; demographic data and health related
data. Next we used only the health related features to train our model .
The best features selected by LASSO for predicting diabetes were systolic BP,
dystolic BP, BMI, cholesterol, glucose, weight, pulse, PMC, BR4, CE4, CO4, dental
check Up, emergency room, admitted to hospital, treatment for diabetes, treatment
for hypertension, mammography, colonoscopy, immediate family diagnosed, flu
vaccine, which vaccines, and HBP.
The best features selected for HBP were systolic BP, dystolic BP, BMI,
cholesterol, glucose, weight, BR4, CE4, CO4, medical check up, emergency
room, admitted to hospital, treatment for diabetes, treatment for hypertension,
mammography, fecal occult blood Test, colonoscopy, immediate family diagnosed,
tobacco, flu vaccine, which vaccines and diabetes. The best accuracy for predicting
diabetes was 96% from both KNN and SVM classifiers, while the best accuracy for
hypertension was 95% from SVM.

5.3.3

Using Demographic Data for Prediction

Lastly, we used only the demographic data from Atlas Y to train our model. This
was done to answer the main research question for this section.
The best features selected by LASSO for predicting Diabetes were age,
address, city, state, zip code, household size, gender (male), race (hispanic/latino),
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employment status (homemaker), marital status (divorced), marital status
(separated), marital status (single), language (spanish), government assistance and
education.
For HBP, the best features selected were age, address, city, zip code, employment
status(part-time), marital status(married/civil union), marital status(single),
language(spanish), government assistance, income and education. The best classifier
for both diabetes and HBP using demographic data only, was SVM with an accuracy
of 96% and 92% respectively.
Table 5.2: Algorithm Results Comparing Demographic Data with Health Data
Accuracy
Disease

Diabetes

HBP

Precision

Recall

F1 Score

Algorithm
H.+D.

Health

Demo.

H.+D.

Health

Demo.

H.+D.

Health

Demo.

H.+D.

Health

Demo.
0.78

LR

0.77

0.81

0.78

0.77

0.81

0.78

0.77

0.80

0.78

0.77

0.80

DT

0.83

0.91

0.88

0.83

0.91

0.88

0.83

0.91

0.89

0.83

0.91

0.86

RF

0.85

0.85

0.89

0.87

0.88

0.90

0.85

0.85

0.89

0.85

0.84

0.89
0.70

GNB

0.74

0.61

0.71

0.75

0.70

0.75

0.74

0.61

0.71

0.74

0.56

MLPNN

0.88

0.82

0.88

0.88

0.82

0.89

0.88

0.82

0.88

0.88

0.82

0.88

KNN

0.95

0.96

0.94

0.96

0.96

0.95

0.95

0.96

0.94

0.95

0.96

0.94

SVM

0.99

0.96

0.96

0.99

0.96

0.96

0.99

0.96

0.96

0.99

0.96

0.96

LR

0.83

0.80

0.83

0.83

0.80

0.83

0.83

0.80

0.83

0.83

0.80

0.83

DT

0.85

0.82

0.84

0.85

0.84

0.85

0.85

0.82

0.85

0.85

0.82

0.85

RF

0.89

0.86

0.86

0.90

0.88

0.88

0.89

0.86

0.86

0.89

0.86

0.86

GNB

0.80

0.68

0.81

0.80

0.71

0.81

0.80

0.68

0.81

0.80

0.67

0.81

MLPNN

0.88

0.78

0.86

0.88

0.78

0.86

0.88

0.78

0.86

0.88

0.78

0.86

KNN

0.93

0.92

0.88

0.94

0.93

0.90

0.93

0.92

0.88

0.93

0.92

0.88

SVM

0.96

0.95

0.92

0.96

0.96

0.92

0.96

0.95

0.91

0.96

0.95

0.91

In summary, we tested the algorithms on the entire dataset, health related data
only and, demographic data only. Table 5.2 shows that overall, demographic data
are quite as effective as health related data in predicting the two chronic diseases,
especially for high blood pressure. For example, we achieved an accuracy of 84%
for decision tree using demographic compared to 82% using health data. We also
achieved the same best accuracy of 96% from SVM for diabetes using health data
only and demographic data only.
We achieved best accuracies for RF and MLPNN for diabetes prediction by
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using only demographic data. Accuracies of LR, DT, KNN and SVM from using
demographic data were also close to the ones of using health data only for diabetes
prediction. For HBP prediction, LR and GNB achieved achieved their best accuracies
by using demographic data only. We also got close accuracies from DT, RF, and SVM
by using either of health or demographic data only for HBP prediction. In addition
the best F1 scores from LR, DT and GNB were by using only demographic data for
HBP prediction. We also compared the performance of the using the demographic
versus the health data with the AUC-ROC curve.

(a) Health plus Demographic Data

(b) Health Data

(c) Demographic Data

Figure 5.3: ROC-AUC Curves Comparing Diabetes Demographic and Health Data
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In Figure 5.3, we see that RF and GNB perform most optimally using the
demographic data alone. We also see that for all the other models demographic
stills helps us achieve good predictions for diabetes disease.

(a) Health plus Demographic Data

(b) Health Data

(c) Demographic Data

Figure 5.4: ROC-AUC Curves Comparing Hypertension Demographic and Health
Data
Lastly, in Figure 5.4, we observe that LR, MLPNN and GNB achieved higher
AUC using demographic data than using health data only.
Our experiments captured all the questions raised earlier in section 1.6. We
observed that the accuracies and performances were higher for some of the algorithms
63

when the deprivation index was included as a feature in the data. It also noteworthy,
that demographic data alone can help to predict chronic diseases in a border town
like El Paso, when health data are not readily available.
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Chapter 6
Concluding Remarks
The aim of this work is to study the effects of using demographic data for the
prediction of chronic diseases. We also want to understand how a deprivation index
can enhance the result of such predictions in border cities, using El Paso, Texas, as
a case study. As far as we know, before this study, no deprivation index has been
constructed to fully measure deprivation conditions in El Paso, which can help in
chronic disease prediction.
Our approach builds on the knowledge from previous studies and extends a
deprivation index to capture prevalent deprivation conditions in El Paso. We studied
the impact of using demographic data for predicting vulnerability towards two
chronic diseases: diabetes and high blood pressure, instead of relying solely on the
health related data (e.g., blood pressure, heart rate). We compared our approach
using multiple datasets. Results indicate demographic data is a better non-invasive
indicators for predicting chronic diseases diseases. Our proposed index was also able
to enhance the accuracies of some the machine learning algorithms used in the study
to predict chronic diseases.
Our model will significantly help healthcare practitioners in El Paso with the
treatment of diabetes and high blood pressure. We have shown that they do not
necessarily have to wait to collect health-related data to accurately predict patients
that are susceptible to the diseases. Patients’ demographic data are actually sufficient
enough for a good prediction. We also see that our proposed index really captures
deprivation conditions in the city and healthcare workers can add this index to
patients demographic data for better predictive accuracies.
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6.1

Future Work

We see that significant progress was achieved in the area of chronic disease prediction
in the border city of El Paso through this study. However, further work that can be
done to improve the framework introduced in this study include using a nationwide
census tract data, which would produce a finer level of deprivation measurement. In
addition, future researchers can extend the model for other border cities as well as
non-border cities and see how it performs.
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Appendix A
Appendix
Table A.1: Description of Atlas X Features
Feature
ProjectSurvey

Missing

Type

Cardinality

Description

0

Object

53

Project Type

SurveyID

1.23

Object

20931

Respondent’s ID

DateCompleted

0.01

Object

1307

Date Completed

DOB

4.35

Object

12707

Date of Birth

Age

2.14

Float64

102

Respondent’s Age

AgeC alculated

0.38

Float64

1719

Respondent’s Age Corrected

0

Object

8

Age Gorup

Address

1.35

Object

15199

Address

City

0.87

Object

58

City

AgeG roup

State

0.93

Object

13

State

ZipCode

1.44

Float64

161

Zip Code

Gender

0.38

Object

2

Gender

EthnicalBackground

83.9

Object

12

Ethical Background

Ethnicity

20.25

Object

2

Ethnicity

Race

25.07

Object

6

Race

Employed

9.26

Object

12

Employed

Income

8.6

Object

14

Income

HouseholdSize

48.76

Float64

18

Household Size

MaritalStatus

27.95

Object

7

Marital Status

Education

12.59

Object

11

Educational Level

Language

9.06

Object

4

Language

OtherLanguage

94.82

Object

6

Other Language

GovAssistance

84.82

Object

5

Government Assistance

SNAP

16.41

Object

2

Supplemental Nutrion Assistance Prog.

SSI

16.41

Object

2

Supplemental Security Income

WIC

16.41

Object

2

Women Infant Children’s Assistance

TANF

16.41

Object

2

Temporary Assist. for Needy families

HeadStart

15.44

Object

2

Head Start

ComprehensiveEnergyProgram

16.41

Object

2

Comprehensive Energy Prog.

SchoolBreakf astL unchP rogram

16.41

Object

2

School Breakfast Lunch Program

78

Unemployment

16.41

Object

2

Unemployment Benefit

EducationorJobTraining

16.41

Object

2

Education or Job Training

VA

15.44

Object

2

Veterans Affairs

SummerFood

16.41

Object

2

Summer Food

SpecialMilk

16.41

Object

2

Special milk

HousingAssistance

16.41

Object

2

Housing Assistance

Childcare

16.41

Object

2

Child Care

NoGovernmentalAssistance

16.41

Object

2

No Governmental Assistance

OtherGovernmentalAssistance

74.01

Object

82

Other Governmental Assistance

Health

10.35

Object

7

State of Health

Pregnant

88.01

Object

2

Pregnancy Status

HealthInsurance

9.04

Object

2

Health Insurance

F ormo fI nsurance

98.98

Object

8

Form of Insurance

U ninsuredH ealthcare

94.72

Object

12

Uninsured Healthcare

PrivateHealthInsurance

51.27

Object

2

Private Health Insurance

Medicare

57.95

Object

2

Medicare

Medicaid

51.62

Object

2

Medicaid

MedicalDiscount

64.38

Object

2

Medical Discount

CHIP

64.84

Object

2

Children’s Health Insurance Prog.

OtherInsurance

58.91

Object

5

Other Insurance

SpecificOtherInsurance

72.57

Object

43

Specific Other Insurance

Primary

72.5

Object

219

Primary Healthcare

MedicalCheckup

7.09

Object

2

Medical Check Up

DentalCheckup

13.9

Object

2

Dental Check up

ERVisit

18.81

Object

2

Emergency Room Visit

Hospitalized

8.52

Object

2

Hospitalized

Diabetes

86.57

Object

2

Diabetes

DiabetesTreatment

98.73

Object

2

Diabetes Treatment

HighBloodPressure

7.56

Object

2

High Blood Pressure

BPTreatment

52.43

Object

2

Blood Pressure Treatment

Mammogram

51.48

Object

2

Breast X ray

CervicalScreening

42.17

Object

2

Cervical Screening

FOBT

36.12

Object

2

Fecal Occult Blood Test

Colonoscopy

37.59

Object

2

Large Intestine/Rectum Exam

PneumoniaVaccine65

48.61

Object

2

Pneumonia Vaccine

FamilyHistory

94.71

Object

29

Family Health History

FamilyBloodPressure

18.81

Object

2

Family Blood Pressure

FamilyBreastCancer

19.92

Object

2

Family Breast Cancer

FamilyCervicalCancer

17.93

Object

2

Family Cervical Cancer

FamilyColorectalCancer

18.4

Object

2

Family Colorectal Cancer

FamilyDiabetes

90.81

Object

2

Family Diabetes

Tobacco

66.4

Object

2

Tobacco Smoking

79

FluVaccine

22.83

Object

5

Flu Vaccine

HP V V accine182 6

95.63

Object

2

Human Papillomavirus Vaccine 18 -26

Children91 7

39.04

Object

2

Children’s Vaccine

HP V V accine91 7

41.89

Object

2

Human Papillomavirus Vaccine 9-17

Table A.2: Description of Atlas Y Health Features
Feature

Missing Value

Data Type

Cardinality

MedicalCheckUp

2

object

2

DentalCheckUp

3

object

2

EmergencyRoom

1

object

2

AdmittedtoHospital

4

object

2

TreatmentforDiabetes

1147

object

2

TreatmentforHypertension

1042

object

2

Mammography

925

object

2

PapSmear

502

object

2

FecalOccultBloodTest

899

object

2

Colonoscopy

898

object

2

65yrsAbovePneumoniaVaccine

1187

object

2

ImmediateFamilyDiagnosed

181

object

28

Tobacco

7

object

2

FluVaccine

50

object

2

WhichVaccines

326

object

178

SystolicBP

255

float64

104

DystolicBP

256

float64

77

BMI

161

float64

336

Cholesterol

1353

float64

19

Glucose

1349

float64

19

Height

131

float64

39

Weight

111

float64

443

Pulse

989

float64

62

PMC

26

float64

967

BR4

8

float64

260

CE4

8

float64

424

CO4

12

float64

82

Diabetes

7

object

2

Hypertension

2

object

2

80

Table A.3: Description of Atlas Y Demographic Features
Feature

Missing Value

Data Type

Cardinality

Age

2

float64

84

Address

2

object

1244

City

0

object

45

State

0

object

19

Zip Code

0

int64

76

Gender

0

object

3

Race

1

object

8

EmploymentStatus

6

object

10

HouseHoldIncome

5

object

7

HouseHoldSize

0

int64

12

MaritalStatus

8

object

6

Education

2

object

9

Language

2

object

4

GovAssistance

1

object

2
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