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Multiferroic BiFeO3 undergoes a transition from a distorted spiral phase to a G-type antiferro-
magnet above a critical field Hc that depends on the orientation m of the field. We show that
Hc(m) has a maximum when oriented along a cubic diagonal parallel to the electric polarization P
and a minimum in the equatorial plane normal to P when two magnetic domains with the highest
critical fields are degenerate. The measured critical field along a cubic axis is about 19 T but Hc is
predicted to vary by as much as 2.5 T above and below this value. The orientational dependence
of Hc(m) is more complex than indicated by earlier work, which did not consider the competition
between magnetic domains.
PACS numbers: 75.25.+z, 75.30.Kz, 75.50.Ee
Multiferroic materials offer the tantalizing prospect of
controlling magnetic properties with an electric field and
electric properties with a magnetic field. Because of their
technological promise, multiferroic materials remain the
subject of intense interest. Of all known multiferroic
materials, only BiFeO3 exhibits multiferroicity at room
temperature. As a “proper” multiferroic, BiFeO3 has a
ferroelectric transition temperature1 Tc ≈ 1100 K sig-
nificantly higher than its Ne´el transition temperature2
TN ≈ 640 K. Although the ferroelectric polarization is
only slightly enhanced3,4 by the formation of a distorted
spin cycloid, the magnetic domain distribution of BiFeO3
can be manipulated with an applied electric field5,6.
Using single crystals of BiFeO3 that have re-
cently become available, inelastic neutron-scattering
measurements7–9 of the spin-wave spectra determined
the nearest and next-nearest antiferromagnetic (AF) ex-
change interactions J1 ≈ 4.5 meV and J2 ≈ 0.2 meV
on the psuedo-cubic unit cell with lattice constant10
a = 3.96 A˚. Because the wavelength λ ≈ 62 nm of
the cycloid is so long2,11–13, however, inelastic neutron-
scattering measurements8,14 are unable to resolve the
magnetic satellites at wavevectors (2pi/a)(0.5 ± δ, 0.5 ∓
δ, 0.5) (δ ≈ 0.0045), on either side of the antiferromag-
netic (AF) Bragg wavevector Q = (pi/a)(1, 1, 1). Con-
sequently, inelastic neutron-scattering cannot be used to
determine the very small interaction energies of less than
1 meV that control the behavior of the cycloid.
By contrast, the spin-wave modes at the ordering
wavevectors Qn of the cycloid can be measured very
precisely with THz spectroscopy15,16. The excellent
agreement16,17 between the observed and predicted THz
modes confirms that a microscopic model18 with easy-
axis anisotropy K ≈ 0.0035 meV along the electric po-
larization direction z′ = (1, 1, 1) (all unit vectors are as-
sumed normalized to 1) and two Dzalyoshinskii-Moriya
(DM) interactions can describe the multiferroic behavior
of BiFeO3. Whereas the DM interaction D ≈ 0.107 meV
normal to the cycloidal plane fixes the cycloidal wave-
length, the DM interaction19–22 D′ ≈ 0.054 meV along
z′ = (1, 1, 1) produces a small cycloidal tilt21 that al-
ternates in sign from one [1, 1, 1] hexagonal plane to the
FIG. 1: The variation of Hc over a hemisphere of the sphere
for m. Hc is a maximum along the polarization direction
(1, 1, 1). The tan lines are the borders between magnetic do-
mains (denoted by 1, 2, or 3) with the highest Hc. The dashed
line is the equator with the north pole given by (1, 1, 1).
next.
If the DM and anisotropy interactions were absent,
then J1 and J2 would stabilize a G-type AF with fer-
romagnetic (FM) order within each [1, 1, 1] hexagonal
plane. The distorted cycloid can be destabilized in fa-
vor of this antiferromagnet by chemical impurities23,
strain24, and magnetic3,4 or electric fields25. In the
AF phase, the DM interaction D′ produces a weak FM
moment3,4,26 M0 between 0.03 and 0.06 µB per S = 5/2
Fe3+ ion due to the canting of the moments within each
hexagonal plane.
This paper uses the microscopic model described above
to evaluate the critical magnetic field Hc as a function
of its orientation m. In contrast to earlier theoretical
work3,27, we find that the orientational dependence of
Hc(m) does not simply depend on the angles ζ and ψ of
the magnetic field with respect to the electric polariza-
tion. While Hc achieves a maximum when m lies along
z′ (ζ ≡ cos−1(m ·z′) = 0), it is a minimum in the equato-
2rial plane normal to z′ (ζ = pi/2) when the two magnetic
domains with the highest critical fields are degenerate.
Because the qualitative predictions of this paper are un-
changed by the precise interaction parameters, measure-
ments of Hc can be used to test the fundamental micro-
scopic model described above.
With the electric polarization P = Pz′ along any
of the eight equivalent cubic diagonals, the three mag-
netic domains of BiFeO3 have wavevectorsQn = Q+qn
where q1 = (2pi/a)(0, δ,−δ), q2 = (2pi/a)(δ, 0 − δ), and
q3 = (2pi/a)(δ,−δ, 0). For domain n, we construct a co-
ordinate system with x′
n
along qn and y
′
n
= z′ × x′
n
. In
zero field, the three domains are degenerate and equally
occupied. However, in a magnetic field, one of the
domains has lower energy than the other two17. For
m = (1, 0, 0), domain 1 has the lowest energy and do-
mains 2 and 3 remain degenerate with higher energies.
Recent THz measurements16 indicate that domains 2 and
3 are then depopulated above about 6 T. Those measure-
ments also indicate that it may be possible to reduce the
population of the metastable domains by first applying a
field far above Hc and then reducing it to H < 6 T.
Generally, the domain with the lowest energy in a mag-
netic field H = Hm has the largest value of |y′
n
·m|, so
that the spins of that domain are predominantly per-
pendicular to the field (ignoring the small tilt produced
by D′). For a hemisphere of m with z′ = (1, 1, 1), the
solid curves in Fig.1 denote the boundaries between the
domains with the lowest energies and the highest crit-
ical fields. Domains 1, 2, and 3 are degenerate when
m = ±z′.
To obtain the critical field, we use the variational spin
state described in earlier work17. A cycloid with wavevec-
tor parameter δ = 1/p has a wavelength of λ = ap/
√
2.
So with p ≫ 1 chosen to be an integer, the classical en-
ergy is minimized over a unit cell with two hexagonal
layers, each containing p sites. A separate minimization
loop is used to evaluate p as a function of field. At zero
field, p = 222 gives a very good approximation to the
measured value2 δ ≈ 0.0045. With increasing field, λ ∝ p
grows. Although they do not diverge at the first-order
transition between the cycloidal and AF phases, λ and p
increase by roughly a factor of three between H = 0 and
Hc.
Beginning with the variational parameters known for
zero field, H is increased in increments of about 0.015
T until the AF phase achieves a lower energy than the
cycloidal phase, at which point the energies of both
phases are interpolated to solve for Hc(m). This time-
consuming procedure is required by the large number of
variational parameters (including p) that determine the
spin state.
Results for the critical field as a function of m are
given by the contours of Fig.1 over a hemisphere of m
with (0, 0, 1) at the top of the hemisphere. Notice that
Hc peaks at z
′ and reaches a minimum in the equatorial
plane normal to z′ at the borders between two degen-
erate domains. We find that Hc varies by about 4 T,
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FIG. 2: The critical fields for domains 1 (circle), 2 (squares),
and 3 (diamonds) versus ψ in the equatorial [1, 1, 1] plane
normal to the polarization.
from a minimum of 18.4 T to a maximum of 22.4 T.
Since Hc(m) = Hc(−m), the results of Fig.1 can also
be used to obtain Hc(m) around (0, 0,−1) with another
maximum at −z′.
Previous models3,27 found that Hc(m) simply depends
on the polar and azimuthal angles ζ = cos−1(m · z′) and
ψ = cos−1(m · x′3). Tokunaga et al.3 argued that Hc(m)
is a function only of ζ and is independent of ψ. Assum-
ing a purely harmonic and coplanar cycloid, Le Bras et
al.
27 obtained a simple expression for the dependence of
Hc(m) on both ζ and ψ. However, they did not consider
the competition between cycloids in different magnetic
domains.
The competition between magnetic domains produces
the complex dependence of Hc(m) on ζ and ψ. Along
the dashed equator (ζ = pi/2) sketched in Fig.1, the crit-
ical fields H
(n)
c (m) for each domain are separately plot-
ted versus ψ in Fig.2. While the individual critical fields
H
(n)
c (m) vary from 15.0 to 20.4 T, the maximum criti-
cal field Hc(m) varies from 18.4 to 20.4 T. In the equa-
torial plane, H
(n)
c (m) is a maximum when m = ±y′n,
corresponding to azimuthal angles ψ = −pi/6 + npi/3 or
5pi/6+npi/3. When H
(n)
c (m) reaches a maximum value,
the critical fields for the other two domains reach their
minimum values. Because Le Bras et al.27 restricted
consideration to a single magnetic domain, their pre-
dicted critical field has a period of ∆ψ = pi rather than
∆ψ = pi/3 as found here.
For m along a cubic axis like (0, 0, 1), several exper-
imental groups3,4,16 reported that Hc = 18.8 T, which
is about 1.4 T lower than our result. To explain this
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FIG. 3: The critical field for two longitudes connecting
(0, 0, 1) with (0,0,-1) through (1, 1, 0) (circles) or through
(−1, 1, 0) (squares) with θ = cos−1(m · z). The upper inset
shows these two trajectories for the cubic unit cell.
disagreement, we examine the limitations of our varia-
tional approach. In equilibrium, the classical energy Ei
at each Fe3+ site must be a minimum so that the forces
Fi = ∂Ei/∂Si on the spin Si vanish. The forces are quite
small above Hc, indicating that the variational state pro-
vides an excellent description of the AF phase. With
increasing field below Hc, the forces grow in magnitude
as the variational spin state of the cycloid becomes com-
promised. Because it provides an upper bound to the
cycloidal energy, our variational approach will therefore
underestimate rather than overestimate the critical field.
Hence, the limitations of this approach cannot explain
the overestimation of the critical field.
But our classical model does not account for quantum
spin fluctuations, which will differently affect the energies
of the cycloidal and AF phases. For the geometrically-
frustrated antiferromagnet CuCrO2, quantum fluctua-
tions suppress the critical field28 for the transition from
a cycloidal to a collinear phase when the easy-axis
anisotropy is small. In BiFeO3, quantum fluctuations
should also lower the critical field Hc(m) from the clas-
sical values provided in this paper.
Comparing the predictions of this paper with measure-
ments forHc(m) is complicated by several factors. Toku-
naga et al.3 observed hysterisis in the electric polarization
due to the first-order transition from the cycloid to the
AF. Starting from above Hc(m), Park et al.
4 reported
that the jump in the electric polarization can occur at a
slightly lower or higher field than the drop in the mag-
netization. Whereas we have assumed that the critical
field is produced by the domain n with the lowest en-
ergy and highest H
(n)
c (m), experiments may detect the
critical field for a different domain with higher energy.
These difficulties could explain some of the discrepan-
cies between different experimental groups and between
predictions and measurements.
For m between (0, 0, 1) and (1, 1, 0), Tokunaga et al.3
observed that Hc(m) peaks at z
′ = (1, 1, 1) with a value
of 24 T. On the other hand, Fig.3 indicates that Hc(z
′) =
22.4 T when θ = cos−1(z′ · z) = 0.304pi (54.7◦). Notice
that domain 3 has the lowest energy and highest critical
field for all angles θ = cos−1(m · z) along this longitude.
Tokunaga et al. also observed that Hc(m) = 18 T for
m = (−1, 1, 0), a bit smaller than our prediction of 18.4
T. Hence, their measurements yields a net range in Hc
of roughly 6 T, about 50% larger than predicted in this
paper. By contrast, Park et al.4 compared the critical
fields for three different orientations m and found that
Hc(m) = 19 T is smallest when m = z
′.
More troubling, Tokunaga et al.3 did not observe
the predicted minimum in Hc(m) between (0, 0, 1) and
(−1, 1, 0) for θ = 0.166pi (30◦), at the border between
domains 3 and 1. This suggests that their sample may
have been stuck within a fixed distribution of domains.
It may still be possible to observe the predicted minimum
by applying and then removing a field far above Hc(m)
prior to each measurement.
We have shown that, due to the competition between
magnetic domains, the critical field Hc(m) peaks at the
polarization direction z′ and passes through minima at
the borders between domains. Although measurements
of Hc(m) face several challenges, observation of the vari-
ation of Hc(m) in the equatorial plane normal to z
′
would help to confirm the proposed microscopic model
for BiFeO3. We hope that this work will inspire more
comprehensive measurements of the orientation depen-
dence of Hc(m) for this highly important material.
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