Abstract. Upon engineering a Bayesian network for the early detection of Classical Swine Fever in pigs, we found that the commonly used approach of separately modelling the relevant observable variables would not suffice to arrive at satisfactory performance of the network: explicit modelling of combinations of observations was required to allow identifying and reasoning about patterns of evidence. In this paper, we outline a general approach to modelling relevant patterns of evidence in a Bayesian network. We demonstrate its application for our problem domain and show that it served to significantly improve our network's performance.
Introduction
Over the last decades, researchers developed Bayesian networks to support medical and veterinary practitioners in their diagnostic reasoning processes for a variety of biomedical domains. Examples from our own engineering experiences include a Bayesian network for establishing the stage of oesophageal cancer in patients who have been diagnosed with the disease [1] , naive Bayesian networks for deciding upon the most likely causal pathogen of clinical mastitis in dairy cows [2] , and a dynamic Bayesian network for diagnosing ventilator-associated pneumonia in critically ill patients in an intensive care unit [3] . Our most recent engineering efforts concern a network for the early detection of an infection with the Classical Swine Fever (CSF) virus in individual pigs.
Upon constructing our Bayesian network for the early detection of Classical Swine Fever, we found that the commonly used engineering approach of separately modelling the clinical signs found with the disease, would not suffice to arrive at satisfactory performance of the network. In-depth interviews with researchers and veterinary practitioners across the European Union showed that the aspecificity of especially the early signs of the disease makes a clinical diagnosis highly uncertain and that satisfactory diagnostic performance can only be reached by reasoning about the presence or absence of specific combinations of observations hidden in the presented evidence. These combinations of observations are associated with the successive phases of the disease, which cannot be observed in practice yet may or may not be evidenced by clinical signs. To show satisfactory diagnostic performance, therefore, our Bayesian network for the early detection of CSF should reason not just about separate clinical signs but also about relevant patterns in the evidence presented by an animal.
In this paper we present a generally applicable approach to modelling relevant patterns of evidence in a Bayesian network. The basic idea of our approach is to distinguish combinations of observations which are relevant for reasoning in the application domain and to model these by means of hidden variables. The hidden variables then are used to organise the variables which describe the observations themselves. By capturing not just the observations but also their important combinations, the resulting network is able to identify and reason about the synergistic information hidden in the entered evidence. We illustrate how the approach is used to describe combinations of observations commonly seen in the successive phases of a disease. We further show that its application significantly improved the detection abilities of our network for Classical Swine Fever.
The idea of introducing hidden variables in a Bayesian network was described before for the Hailfinder model [4] . In that model, a single hidden variable was introduced as an approach to managing the complexity of the set of observations: the hidden variable was used to abstract from the details hidden in the evidence. In the current paper, we introduce a collection of hidden variables modelling an unobservable disease process, not with the aim of summarising information but for the purpose of identifying significant additional information from the set of observations. The idea of introducing hidden variables thus is taken a step further. Although motivated by our specific application in veterinary science, we feel that the approach of modelling patterns of evidence is more generally applicable. In fact, we expect the approach to be advantageous also for other applications which require identifying and reasoning about the presence or absence of specific combinations of observations, be they related to the separate phases of a disease process or otherwise of relevance for the domain at hand.
The paper is organised as follows. In Section 2, we introduce the problem of early detection of Classical Swine Fever in individual pigs and describe the Bayesian network initially constructed for the problem; in this section we also elaborate on the need to explicitly capture patterns of evidence in the network. In Section 3, we outline our approach to modelling combinations of observations in a Bayesian network in general and demonstrate its application in the CSF network. In Section 4, we compare the performances of the initially constructed and enhanced CSF networks on a variety of pig cases. We end in Section 5 with our conclusions and directions for further research.
A Bayesian Network for Classical Swine Fever
We provide some background information on Classical Swine Fever and briefly describe our initial Bayesian network for early detection of the disease.
Classical Swine Fever
Classical Swine Fever is a highly infectious pig disease with a potential for rapid spread. When a pig is first infected with the CSF virus, it will show an increased body temperature and a sense of malaise, associated with such signs as a lack of appetite and lethargy. Later in the infection, the animal is likely to suffer from abnormal faeces, mostly diarrhoea, as a result of an inflammation of the intestinal tract. Further on, problems of the respiratory tract will be revealed through such signs as a conjunctivitis, nasal secretion, and coughing. The final phases of the disease are associated with circulatory problems, causing cyanotic colouring and pin-point skin haemorrhages, and with a paralysis of the hind legs, respectively. Ultimately, as a result of the accumulating failure of body systems, the pig will die [5] . The disease can be caused by a variety of strains differing in virulence. While highly virulent strains cause the disease to develop aggressively over a short time with a large proportion of affected animals dying, less virulent ones cause the disease to develop more slowly and less prominently.
Classical Swine Fever is a notifiable disease: any suspicion of its presence should be reported immediately to the agricultural authorities and control measures, involving for example closure of the farm, should be installed. The longer a CSF infection remains undetected, the longer the virus can circulate without hindrance, not just within a herd but also between herds. Because of the major socio-economical consequences that an outbreak may have, reducing the highrisk period of time between first infection of a herd and first detection is of major importance. Improving early detection based upon clinical signs is a first step towards reduction of this period. The aspecificity of especially the early signs of the disease causes the clinical diagnosis of CSF to remain highly uncertain for a relatively long period after the infection occurred, however [6] .
The CSF Network
In collaboration with an experimental CSF expert and a senior epidemiologist from the Central Veterinary Institute of the Netherlands, we designed a Bayesian network for the early detection of Classical Swine Fever. An investigation of current practices showed that a veterinarian visits a pig farm with disease problems when called for by the farmer. After investigating a limited number of diseased animals, the veterinarian has to formulate a differential diagnosis for the problems at hand, without having information available about the disease history of the individual pigs. During the visit, the veterinarian also has to decide about whether or not to report a CSF suspicion to the agricultural authorities. Since our Bayesian network was aimed at supporting veterinarians in their current practices, we decided to focus engineering efforts on the clinical signs which are typically associated with a CSF infection and can be observed in an individual animal at a single moment in time without reference to disease history.
For the construction of the network, in-depth interviews were held with the two participating experts; in addition, case reviews were conducted with Dutch swine practitioners, both with and without clinical CSF experience, and with pig experts in six other countries within the European Union. The graphical structure of the resulting network is shown in Figure 1 . It includes 42 stochastic variables. Half of these variables describe clinical signs relevant for confirming or ruling out CSF; the remaining variables capture internal effects of the presence of the virus, risk factors for contracting the virus, and alternative explanations for observed signs. The dependencies among the variables are captured by 84 arcs, which are quantified by some 1500 (conditional) probabilities. The network takes for its input the clinical signs observed in an individual pig and returns the posterior probability of these signs being caused by a CSF infection.
A Preliminary Evaluation
The performance of the initially constructed network for the early detection of Classical Swine Fever was evaluated informally, using a small number of negative cases from veterinary practice, that is, of pigs without CSF. The findings suggested, unfortunately, that our network would result in an unacceptably large number of false CSF warnings when used in practice; in fact, it performed inadequately in attributing negative cases to primary infections other than CSF.
The pig cases used for the informal evaluation of the CSF network were reviewed by veterinary practitioners from across the European Union. The reviews showed that veterinarians could relatively easily dismiss a diagnosis of CSF for these cases. Subsequent elicitation revealed that the practitioners used their knowledge of the course of a CSF infection in an individual animal for reasoning about the cases. More specifically, we found that a veterinarian would consider not so much the separate signs associated with a CSF infection but would look for the typical combinations of signs associated with the successive phases of the disease. For example, a pattern of cyanosis and paralysis of the hind legs, which are typical late signs of CSF, would not very likely incite them to issue a CSF warning in the absence of diarrhoea and respiratory problems, simply because an animal in which the disease had progressed into the final phases would also show the clinical signs from the earlier phases of the disease.
The initially constructed network described above clearly was able to relate the clinical signs observed in a pig to CSF, but could not reason about the significance of the presence and/or absence of specific combinations of signs. To arrive at a better performance, therefore, the network should be able to identify and reason about relevant combinations of signs hidden in the observed evidence.
Modelling Patterns of Evidence in a Bayesian Network
Motivated by our experiences, we designed a generally applicable approach to modelling relevant patterns of evidence in a Bayesian network. The basic idea of the approach is to introduce hidden variables in the network to describe combinations of observations which are relevant for reasoning about the uncertainties in a domain at hand. These hidden variables are subsequently used to organise the stochastic variables which describe the observations themselves. By capturing not just the observations but also their important combinations, the resulting network is able to take the synergistic information hidden in entered evidence into consideration. We describe the basic idea of our approach and outline its application for our network for the early detection of Classical Swine Fever.
The basic idea
Our approach to modelling patterns of evidence in a Bayesian network is to introduce hidden, so-called pattern variables for relevant combinations of observations and to organise the observable variables as contributing evidence to these pattern variables. More formally, we consider n ≥ 1 combinations of observations which are relevant for reasoning in the domain at hand. For each such combination i, we introduce a pattern variable Φ i , i = 1, . . . , n, modelling whether or not the combination is present in the entered evidence. Dependent upon the role and meaning of the patterns of evidence in the domain, the newly introduced variables may or may not be (conditionally) dependent. The pattern variables are subsequently used to organise the observable variables, by linking each pattern variable Φ i to the m i ≥ 1 observable variables X ji , j i = 1, . . . , m i , from which the presence or absence of the pattern is established. The direction of the arcs linking the pattern variable to the observable variables, that is, pointing from or to the hidden variable, is again dependent upon the role and meaning of the patterns in the domain of application.
Enhancing the CSF Network
The basic idea of modelling patterns of evidence was used to enhance the previously constructed Bayesian network for the early detection of Classical Swine
Fever. In the domain of application, the patterns to be modelled are related to the phases of the course of a CSF infection in an individual animal. For each of the five disease phases, therefore, an intermediate phase variable Φ i was introduced. Since a CSF infection progresses linearly through the various phases, the newly introduced variables could not be considered mutually independent. To describe the progression of the infection, therefore, the phase variables Φ i were interrelated by means of arcs Φ i → Φ i+1 , i = 1, . . . , n − 1; an arc between two successive phase variables thus describes the transition relation between the modelled disease phases. The conditional probability tables associated with the phase variables capture the likelihood that the infection progressed to a specific phase. The probability table for the first phase variable φ 1 essentially expresses the prior probability Pr(φ 1 = yes) of the animal having been infected. The conditional probability table for the phase variable φ i , i = 2, . . . , n, describes the probability of the disease having entered into the i-th phase given that phase i−1 had, or had not, been entered; the table thus specifies the transition probabilities
The latter probability was set to 0 since a CSF infection is known to progress linearly through the separate phases without skipping any of them. Moreover, since the likelihood of progression of the disease to the next phase is known to depend upon some predisposing factors, the actual transition probabilities for the network were further conditioned on these variables. All transition probabilities were assessed by one of our experts. He was requested to consider a group of 100 pigs in the first phase of the disease. For each phase, he was asked to distribute the group of remaining animals over three subgroups: the group of animals that would enter the next phase, the group that would die, and the group of animals that would successfully fight the infection and be cured. From the estimated group sizes, the transitional probabilities were readily established.
We would like to note that modelling the relevant patterns of evidence in our CSF network by introducing phase variables and their transitional relations bears a strong resemblance to the modelling of stochastic processes in hidden Markov models and their extensions [7, 8] . A major difference between our approach and these types of model, however, is that the arcs between our phase variables are not associated with a time interval; also the transition probabilities describing the relationships between the phases do not involve any reference to time. The enhanced CSF network still captures just snapshots of the disease process and thereby allows establishing the current phase of the process, yet does not provide for predicting further evolution of the disease over time.
The five phase variables introduced to capture knowledge of the course of a CSF infection were embedded in the originally constructed CSF network, along with their transitional relations. While the disease phases themselves are not observable in practice, they are evidenced by clinical signs which may, or may not, be seen in an individual animal. The initial network already included various observable variables X ji to describe these signs. These variables were now linked to the appropriate phase variable Φ i , essentially by means of arcs Φ i → X ji . The conditional probability tables for the variables X ji describe the probability of seeing the associated clinical sign in an animal suffering from the disease in phase i; the tables thus in essence specify the conditional probabilities
Since a disease phase sometimes is known to induce a hidden process which in turn may cause the associated clinical signs to arise, some phase variables were linked to variables modelling hidden processes rather than to the observable variables themselves. Elicitation had further shown that a pig's body systems are mostly irreversibly affected in the course of a CSF infection. Clinical signs arising in a specific phase would therefore most likely persist throughout subsequent phases of the disease. This knowledge was incorporated implicitly in the network's graphical structure by not including any links from later disease phases to earlier signs. Figure 2 shows the graphical structure of the thus constructed network for the early detection of Classical Swine Fever; we would like to note that the enhanced CSF network includes fewer variables than the originally constructed one, because we decided to not just include the phase variables but to also remove some variables which had proved to not contribute, either positively or negatively, to the network's performance.
The enhanced network for Classical Swine Fever now captures the information that, for example, the first phase of a CSF infection is associated with an elevated body temperature and a sense of malaise. Through the transition probabilities for Phase 2, these signs are modelled as being equally likely in an animal in the second phase of the disease. One of the effects of the introduction of the disease phases into our network thus is that the presence of clinical signs from a later phase of the disease will only be construed as evidence for a CSF infection if most signs from the earlier phases of the disease are also observed. Note that this effect could not easily be attained by introducing just a single hidden variable into the network.
The Performances of the CSF Networks Compared
To study the effectiveness of our approach to modelling patterns of evidence in Bayesian networks, we compared the performance of the enhanced CSF network with that of the initially constructed model. We conducted the comparison with real data collected by veterinary pig experts using a standardised protocol in which information was asked on some 15 clinical signs per animal.
To express the performances of the two networks, we use the well-known concepts of sensitivity and specificity. A model's specificity is the percentage of individuals without the disease whom the model singles out as indeed not having the disease; the model's sensitivity is the percentage of diseased individuals whom it identifies as having the disease. A model with perfect detection abilities would thus have both a sensitivity and a specificity of 100%. The concepts of sensitivity and specificity cannot be used directly for a Bayesian network, since its ouput is a probability distribution rather than a determinate diagnosis. For establishing the sensitivity and specificity characteristics of the two CSF networks, therefore, all computed probabilities were compared against a threshold probability α: if the posterior probability of CSF computed for a pig exceeded this threshold probability, we assumed that the diagnosis of CSF was sufficiently confirmed and that a warning was issued for the pig. Small values of α were used to account for the currently small prior probability of Classical Swine Fever.
For comparing the specificities of the two CSF networks, data from pigs without Classical Swine Fever were used; these data were collected by 11 pig veterinarians in the Netherlands and amounted to a total of 375 cases. For each of these cases, the posterior probability of the clinical signs being caused by a CSF infection was computed from both networks and subsequently compared with a threshold probability α as described above. From the numbers of issued warnings, the specificities of the networks were calculated; Table 1 records these specificities for various realistic values of α. Since commercial pig farms in the European Union have been free from Classical Swine Fever for a long time, the collected field data pertained to animals without the disease only and could not be used to gain insight in the sensitivities of the two CSF networks. For that purpose, experimental data were used. These data were collected from experiments within three countries in the European Union, involving small groups of pigs in which some individuals were inoculated with the CSF virus. A total of 91 animals were followed over a period of 35 days; data were recorded at least every two or three days. For each recording day, for each pig, the posterior probability of the observed clinical signs being caused by a CSF infection was computed from both networks and subsequently compared against a threshold probability α as before. Figure 3 shows, for the two networks, the cumulative number of animals which would receive a CSF warning, as a function of the number of days post infection using the threshold probability α = 0.001; similar results were found for other realistic values of α. Table 1 and Figure 3 show that the enhanced CSF network outperforms the initially constructed network with respect to both its sensitivity and its specificity. The inclusion of patterns of evidence clearly served to improve the detection abilities of the network for our domain of application.
Conclusions and Future Research
Engineering Bayesian networks is a creative process in which an engineer is guided by best practices and experiences. While for many diagnostic applications the common approach of separately modelling the relevant observable variables suffices to arrive at satisfactory performance of a network, we found that for our application in veterinary medicine explicit modelling of combinations of observations was required for reasoning about patterns hidden in the evidence. Moti-vated by this consideration, we presented in this paper an approach to modelling patterns of evidence in a Bayesian network. The basic idea of our approach is to distinguish significant combinations of observations and to model these explicitly by means of hidden pattern variables; the other stochastic variables of interest then are related explicitly to these pattern variables. We used this approach to enhance our Bayesian network for the early detection of Classical Swine Fever in pigs and thereby significantly improved its detection abilities.
Although motivated by a specific application in veterinary science, we feel that our approach to modelling patterns of evidence in Bayesian networks is more generally applicable. In the near future, we intend to further investigate the modelling of disease processes in Bayesian networks for diagnostic applications; more specifically, we will study and detail the modelling of different scenarios for persistence of observations over subsequent disease phases. By investigating further possible uses of the approach, we hope that it will prove advantageous also for other applications which require identifying and reasoning about the presence or absence of specific combinations of observations.
