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Face detection is the task of detecting faces on photos, videos as well as the streaming 
data such as a webcam. Face detection, which is a specific type of general-purpose 
object detection, is a key prerequisite for many other artificial intelligence tasks such 
as face verification, face tagging and retrieval, and face tracking. In addition to that, 
convolutional neural nowadays, face detection is commonly used in daily routines 
such as social media, and network camera software of smartphones. As a result of 
this necessity, several face detection tools have been proposed. In this study, an ex-
perimental performance comparison of well-known face detection tools in terms of (1) 
accuracy, and (2) elapsed time of detection, which has become even more critical cri-
teria especially when the face detection mechanism is utilized for a real-time system, 
is proposed. As a result of this experimental study, it is aimed that shed light on the 
much-concerned query “which face detection tool provides the best performance?”. 
In addition to that, this study succeeds in showing that convolutional neural networks 
achieve great accuracy for face detection.
1. Introduction
Object detection is the task of detecting objects, such as cars, people, animals and objects used in daily routine, 
in pictures or videos. Face detection, which is a specific type of general-purpose object detection, can be defined 
as determining whether or not if the given image contains a face, and if it contains, detects the location of each 
face (Yang et al., 2002). Face detection is a key task since it is a prerequisite for similar tasks such as face locala-
ization (Lam and Yan, 1994; Moghaddam and Pentland, 1997), face parsing (Moghaddam and Pentland, 1997; 
Li et al., 2014), face verification (Ma et al., 2015; Ou et al., 2014), face tagging and retrieval (Gao and Qi, 2005; 
Wu et al., 2010), face tracking (Essa and Pentland, 2002; Donato et al., 1999), and facial expression recognition 
(Crowley and Berard, 1997; Darrell et al., 2000; Edwards et al., 1998). Additionally, face detection has become 
more widespread after it has been used within the digital cameras and smartphones in order to detect faces au-
tomatically before capturing photos. Similarly, popular social networks, such as Facebook, provide a built-in 
face detection for the uploaded photos in order to let users tag the detected faces. Face detection has been widely 
studied for a decade or so but unfortunately most of the early works were not able to provide sufficient perfor-
mance in term of accuracy due to the significant variations in scale, blur, and expressions (Zhang et al., 2019; 
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Zafeiriou et al., 2015) as well as orientation, pose, presence or absence of facial features (e.g., beards, mustach -
es, and glasses), occlusion, and image conditions (e.g., the effect of lighting, and camera characteristics) (Yang 
et al., 2002) as Fig. 1 presents some examples of these variations from the CelebA (Liu et al., 2015) dataset.
Figure 1: Some examples of the variations of face photos from the CelebA dataset (Liu et al., 2015).
The recent works have benefitted the advantages of the latest software technologies as well as the rapid 
progress in processing power (e.g., CPU and GPU) and the storage capacity of the computers. Since face 
detection has been generally handled as a machine learning task, the more the data, more accurate results can 
be obtained. Thus, one of the most critical tasks to provide a high accuracy face detection mechanism is the 
construction of huge labeled datasets that contains faces with the aforementioned significant variations. To this 
end, some huge datasets have been constructed by researchers such as PASCAL (Everingham et al., 2010), LFW 
(Huang et al., 2007), FDDB (Jain and Learned-Miller, 2010), and CelebA (Liu et al., 2015). The more recent 
studies proposed more advanced techniques for face detection such as Support Vector Machines (SVM) (Osuna 
et al., 2002), neural network architectures (Krizhevsky et al., 2012), and Convolutional Neural Network (CNN) 
architectures (Zhang and Zhang, 2014; Chi et al., 2017; Li et al., 2015) which are a kind of forward propagation 
neural network with learnable weights and predictions, and primarily used on two-dimensional data such as 
images and videos (Kayikci, 2018). In addition to that, some widely used open-source tools such as OpenCV 
(ref, 2019) have been proposed. Gunay and Ensari (Gunay and Ensari, 2017) evaluated the performance of the 
face recognition algorithms namely k-Nearest Neighbors (k-NN), eigenfaces, Principle Component Analysis, 
and K-Means. According to the conducted experiments on a face dataset, they reported that k-NN and eigen-
faces were found as the most successful algorithms. Jung et al. (Jung et al., 2018) evaluated the performance of 
four widely used face detection tools namely Face++, IBM Bluemix Visual Recognition, AWS Rekognition, and 
Microsoft Azure Face API. According to the experimental result which was conducted within that study, except 
than IBM Bluemix Visual Recognition, all tools were found capable of determining gender with accuracy rates 
greater than 90%. When it comes to inferring race, only one of the aforementioned four tools, Face++, was 
found capable. Inferring age was reported as a challenging task as all four tools were found incapable.
Within the scope of this study, three well-known face detection tools have been evaluated through the 
conducted experiments in order to shed light on the much-concerned query “which face detection tool provides 
the best performance?”. Additionally, a performance comparison schema in order to assess the performances of 
face detection tools is also proposed.
2. Material and Method
The performances of three well-known face detection tools namely OpenCV (ref, 2019), YOLOFace (Nguyen, 
2019), and face_recognition (Geitgey, 2019) were evaluated through the conducted experiments which were 
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2.1. OpenCV
OpenCV is a widely used open-source image and video analysis tool which provides more than 2,500 optimized 
algorithms and has more than 40K users in the user group (Culjak et al., 2012). OpenCV was originally intro-
duced by Intel which was implemented using C++ (Culjak et al., 2012). In order to conduct the experiments for 
OpenCV, the official Python wrapper for OpenCV namely opencv-python (Heinisuo, 2019) was utilized within 
the implemented Python script. OpenCV provides several built-in cascades which are used for specific tasks 
such as eye detection, hand detection, and smile detection. For the face detection, OpenCV provides a built-in 
haar feature-based cascade classifier namely “haarcascade_frontalface_default.xml” in order to detect faces in 
photos.
2.2. YOLOFace
YOLOFace is a GitHub repository that provides pre-trained YOLOv3 weights file which was obtained after 
training the WIDER FACE dataset (Yang et al., 2016) on the state-of-the-art YOLOv3 algorithm (Redmon and 
Farhadi, 2018). The WIDER FACE dataset consists of 393,703 labeled faces with a high degree of variability in 
scale, pose, and occlusion (Yang et al., 2016). Then, the CNN architecture proposed by the YOLOv3 algorithm 
was constructed using this pre-trained YOLOv3 weights file thanks to the utility functions of the OpenCV which 
are capable of reading neural networks from various widely used neural network libraries, such as PyTorch, 
Tensorflow, and Caffe, let developers construct the neural networks from pre-trained models.
2.3. face_recognition
face_recognition is an open-source Python library which wraps around the facial recognition functionality of 
the dlib library (King, 2019), a C++ library that is reported being achieved an accuracy of 99.38% on the LFW 
dataset (Momtahina et al., 2019). The model used within the face_recognition library is a ResNet network with 
29 convolutional layers (King, 2017) which makes it a customized version of the ResNet-34 network (Momtak-
hina et al., 2019; He et al., 2016).
3. Experimental Result and Discussion
The first 100K photos from the CelebA dataset, which consists of 202,599 face photos in the dimensions of 
178x218, was selected in order to conduct experiments on the aforementioned face detection tools. The CelebA 
dataset consists of faces in significant variations which makes the dataset an ideal data source in order to reveal 
the performance differences of the face detection tools which reflect the performance in practice. Each face 
photo from the CelebA dataset was given as the input of the aforementioned tools, and the face detection result 
is stored in the CSV files. The detections for each tool are stored in the respective CSV file in the format of 
“<image_id>,<x>,<y>,<width>,<width>” in order to keep the record of each detection with the information 
of (1) the id of the analyzed photo (which is the file name of the photo), (2) the x location of the detection, (3) 
the y location of the detection, (4) the width of the detection, and (5) the height of the detection, respectively. If 
a tool was not able to detect any faces in the analyzed photo, the respective image was simply ignored, and as 
a natural consequence, no rows were added into the respective CSV file. When multiple faces were detected, a 
row was inserted per each detected face. Each photo in the CelebA dataset contains a single face. Hence, if a tool 
is not able to detect any faces, that means it misses the detection and is called as a miss in this paper. Similarly, 
if a tool detects faces more than one, that means at least one misdetection has occurred. This situation is called 
as misdetection in this paper. Both of misses and misdetections for each tool were calculated. An overview of 
the proposed architecture for conducting the experiments for each tool is presented in Fig. 2.
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Figure 2: An overview of the proposed architecture for conducting the experiments.
According to the experimental result, that evaluates each tool by the number of misses and misdetections as 
it is presented in Fig. 3, while YOLOFace was found as the tool that provides at least misses, face_recognition 
was found as the tool provides the best performance in term of misdetections. OpenCV provides the worst per-
formance in terms of misses and misdetections among others.
Figure 3: The performance comparison of the face detection tools in terms of misses and misdetections.
Let m and w denote the number of misses, and the number of misdetections, respectively, the accuracy of 
each tool (acc) was calculated by getting the percentage of the value calculated through subtracting the sum of 
the misses (m) and misdetections (w) from the total number of photos in the dataset (100,000) as the following 
equation (Eq. 1) states:
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Since this problem is a face localization task which means each face photo contains a single face, the aim 
is the detection of that face (Yang et al., 2002). This makes the problem one class (a face exists or no faces ex-
ist) binary classification problem. When it comes to accuracy, as the experimental result is presented in Fig. 4, 
YOLOFace has achieved the best performance with an accuracy as high as 98.96% which proves the effective-
ness of CNN architectures for face detection (Zhang and Zhang, 2014; Chi et al., 2017; Li et al., 2015; Mehta 
et al., 2018; Zheng et al., 2016).
Figure 4: The performance comparison of the face detection tools in term of accuracy.
As it is mentioned in Introduction, face detection mechanism has already been integrated into the digital 
cameras and smartphones as well. As a natural consequence of this fact, the detection speed of the proposed face 
detection mechanism has become even more critical. Hence, the detection speeds of the three face detection 
tools have also investigated within the scope of this study. As the comparison of the elapsed time in minutes for 
analyzing the whole dataset (100K photos) is presented in Fig. 5, OpenCV was found as the fastest tool with 
completing the analysis of 100K photos in 37 minutes (which equals a photo analysis per 0.02 seconds) ahead of 
face_recognition, and YOLOFace, respectively. It is worth to mention that YOLOFace was found a way slower 
than the other two which is reasonable since YOLOFace utilizes the YOLOv3 algorithm that is deeper than the 
network model of the algorithm face_recognition utilizes (ResNet-34).
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Figure 5: The performance comparison of the face detection tools in term of elapsed time in minutes.
4. Conclusions
Face detection has already become an important part of artificial intelligence due to it is commonly used in daily 
routines of people including but not limited to social media, digital cameras, and smart home automation. Sev-
eral face detection tools, which are based on various face detection algorithms such as haar feature-based cas-
cade classification algorithms, (deep) neural networks, and machine learning algorithms, have been proposed 
by researchers of computer vision. As a natural consequence, the performances of these tools in term of accu-
racy are needed to be shed light on. Hence, the performances of three well-known face detection tools, which 
utilize different face detection techniques, namely OpenCV, YOLOFace, and face_recognition, were evaluated 
through the conducted experiments within the scope of this study. The criteria in order to assess the performance 
were determined as (1) accuracy, and (2) elapsed time to complete the detection. According to the experimental 
result, YOLOFace was found as the best tool in term of accuracy with achieving an accuracy as high as 98.93% 
ahead of face_recognition, and OpenCV, respectively. This experimental result proves the effectiveness of CNN 
architectures for face detection. When it comes to elapsed time to complete the face detection task, OpenCV was 
found as the fastest tool ahead of face_recognition. YOLOFace was found as way slower than others.
As future work, more tools, which utilize various face detection techniques, will be included in order to 
propose a much more comprehensive analysis. In addition to that, more face photos will be included in variants 
in order to make the testbed to reflect the real world as much as possible.
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