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TWO-DIMENSIONAL PERTURBATIVE SCALAR QFT AND
ATIYAH-SEGAL GLUING
SANTOSH KANDEL, PAVEL MNEV, AND KONSTANTIN WERNLI
Abstract. We study the perturbative quantization of 2-dimensional massive
scalar field theory with polynomial (or power series) potential on manifolds
with boundary. We prove that it fits into the functorial quantum field theory
framework of Atiyah-Segal. In particular, we prove that the perturbative par-
tition function defined in terms of integrals over configuration spaces of points
on the surface satisfies an Atiyah-Segal type gluing formula. Tadpoles (short
loops) behave nontrivially under gluing and play a crucial role in the result.
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1. Introduction
In recent years, Functorial Quantum Field Theories (FQFTs), as proposed by
Atiyah and Segal [2],[42], have been the subject of intense mathematical investiga-
tion, see e.g. [8], [38], [44] and references therein. The rough idea is that a quantum
field theory corresponds to a functor
Z : Cob→ Hilb
from a cobordism category, possibly equipped with extra structure, to the category
of Hilbert spaces. Examples of such functors from topological cobordism categories
(called TQFTs, short for Topological Quantum Field Theories) abound, see e.g.
[39], [47], [12]. On the other hand, there are very few examples known for geomet-
ric cobordism categories. The first examples (in dimension greater than one) are:
2-dimensional Yang-Mills theory (Migdal-Witten, [32], [49]) and 2-dimensional free
fermion conformal field theory (Segal [42] and James Tener [46]) – for the cobor-
dism category endowed with area form or conformal structure, respectively. An
example of invertible FQFT for the Spin Riemannian cobordism category is con-
structed by Dai and Freed [10]. In [25] it was shown that free massive scalar field
theory provides an example of such a FQFT in even dimensions, for the Riemann-
ian cobordism category.
In this paper we give a new example of an interacting FQFT on the Riemannian
cobordism category arising from the perturbative path integral.
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1.1. Main results. We are considering the perturbative quantization of the scalar
field theory defined classically by the action functionals
SΣ(φ) =
∫
Σ
1
2
dφ ∧ ∗dφ+
∫
Σ
m2
2
φ2 dVolΣ +
∫
Σ
p(φ) dVolΣ
with Σ an oriented surface endowed with Riemannian metric, φ ∈ C∞(Σ) the field,
m > 0 a parameter (“mass”) and p(φ) =
∑
k
pk
k! φ
k a polynomial (or possibly power
series) interaction potential.
The first main result of this paper is that there is an Atiyah-Segal gluing formula
for the perturbative partition function (Definition 5.2). The result is set up as
follows. First, we define a vector space
HY =
{
Ψ(η) =
∑
n≥0
∫
C◦n(Y )
dx1 · · · dxn ψn(x1, . . . , xn)η(x1) · · · η(xn)
}
associated to a 1-dimensional Riemannian manifold Y = S1 ⊔ · · · ⊔ S1 (Definition
3.2). Vectors in HY are functionals on C
∞(Y ) ∋ η and are parameterized by the
“n-particle wavefunctions” ψn – smooth functions on the open configuration space
of n points on Y with square-integrable singularities on diagonals.
The perturbative partition function of a surface Σ is then given as
(1.1) ZΣ(η) = e
− 12~
∫
∂Σ
dVol∂Σ ηDΣ(η)det−
1
2 (∆ +m2)
∑
Γ
~E−V FΓ(η)
|Aut(Γ)| ∈ H∂Σ
where:
• ~ is a formal parameter of quantization.
• DΣ is the Dirichlet-to-Neumann operator.
• det(∆ +m2) is the zeta-regularized determinant over functions on Σ with
Dirichlet boundary conditions.
• The sum runs over graphs Γ with N bulk vertices and n boundary vertices
(which are univalent), with no boundary-boundary edges.1 Here V = N+n
the total number of vertices and E the total number of edges; |Aut(Γ)| is
the order of the automorphism group of the graph.
• The Feynman evaluation of a graph FΓ(η) is calculated as follows.
– Boundary vertices of Γ are placed at points xi ∈ ∂Σ and are decorated
with η(xi);
– bulk vertices are placed at points yj ∈ Σ and are decorated by pv
(the coefficient of the interaction polynomial, with v the valence of the
vertex);
– edges between distinct vertices are decorated by the Green’s function
for ∆ +m2 (or its normal derivative for bulk-boundary edges),
– an edge connecting a vertex to itself is decorated by the zeta-regularized
evaluation of the Green’s function on diagonal, see Definition 5.8.
Then FΓ(η) is calculated as the product of all decorations integrated over
positions of all points xi, yj.
Finally, if Σ is a closed surface with a decomposition Σ = ΣL ∪Y ΣR, where Y
is the boundary of ΣL and ΣR, we define a pairing
(1.2) 〈·, ·〉ΣL,Y,ΣR : HY ⊗HY → R
1In fact, the exponential prefactor in (1.1) can be seen as the contribution of boundary-
boundary edges – see Remark 3.20.
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Figure 1. A graph typical Feynman graph on a hemisphere.
Black lines are decorated with the Green’s function (for Dirich-
let boundary conditiions) while curly red lines are decorated with
its normal derivatives.
as follows:
(1.3) 〈ΨL(η),ΨR(η)〉 = det− 12 (DΣL +DΣR)·
·
∑
m∈Mm+n
∫
C◦m+n(Y )
dx1 · · · dxm+n ψLm(x1 . . . , xm)ψRn (xm+1, . . . , xm+n)
∏
(i,j)∈m
K(xi, xj)
Here ψL,R are the wavefunctions for the states ΨL,R and K is the Green’s function
for the operator DΣL + DΣR . The sum runs over perfect matchings m of m + n
elements.
The Atiyah-Segal gluing formula can then be formulated as follows.
Theorem 1.1. Let Σ = ΣL ∪Y ΣR. Then
ZΣ = 〈ẐΣL , ẐΣR〉ΣL,Y,ΣR
where ẐL, ẐR are given by (1.1) specialized to ΣL,ΣR with the exponential prefactor
omitted.
The proof is based, roughly, on the idea that the value of a Feynman graph Γ on
Σ can be presented in terms of values of its subgraphs ΓL,ΓR located on ΣL and
ΣR, glued using the interface Green’s functions K, see Figure 2.
This result has a generalization for Σ a non-closed surface, see Theorem 6.1.
In this case, ẐL and ẐR are understood as given by (1.1) without the exponential
prefactor but with boundary-boundary edges in Γ allowed, except for edges starting
and ending on Y ; in the pairing (1.3), one should replaceDΣL , DΣR with the “Y −Y
blocks” of the respective Dirichlet-to-Neumann operators. With these corrections,
the Theorem above works in general case.
The second result is that the construction above can be upgraded to a functor
from the symmetric monoidal semi-category (i.e. without identity morphisms) of
Riemannian cobordisms to Hilbert spaces. The main problem obstructing functo-
riality of the previous result is the fact the pairing (1.2) depends not just on the
gluing interface Y but also on the adjacent surfaces.
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Figure 2. When gluing contributions from two Feynman graphs,
their boundary vertices are connected by the Green’s function of
the Dirichlet-to-Neumann operator (blue zig-zag line).
We define the adjusted partition function
ZΣ(η) = e
1
2~
∫
∂Σ
dVol∂Σ ηκ(η)ZΣ(η)
where κ = (∆ + m2)1/2
∣∣
∂Σ
the square root of the Helmholtz operator on the
boundary. We also define a new adjusted (functorial) pairing 〈, 〉κ on HY , given by
a similar formula to (1.3) where the operator DΣL + DΣR is replaced by 2κ. We
denote HY the L2 completion of HY .
Theorem 1.2. The assignment of the Hilbert space HY to each closed Riemann-
ian 1-manifold Y (endowed with a two-sided collar) and of the adjusted partition
function ZΣ to each Riemannian 2-cobordism constitutes a functor Riem
2 → Hilb.
1.2. Tadpoles. In various treatments of scalar theory, tadpole diagrams were set
to zero (this corresponds to a particular renormalization scheme – in flat space, this
is tantamount to normal ordering, see e.g. [16], [43]). However, in our framework
this prescription contradicts locality in Atiyah-Segal sense, see Section 5.1. One
good solution is to prescribe to the tadpole diagrams the zeta-regularized diagonal
value of the Green’s function. We prove that that assigning to a surface its zeta-
regularized tadpole is compatible with locality, see Proposition 5.18. However there
are other consistent prescriptions (for instance, the tadpole regularized via point-
splitting and subtracting the singular term, see Section 5.4). This turns out to
be related to Wilson’s idea of RG flow in the space of interaction potentials, see
Section 5.5.
1.3. Plan of the paper. Let us briefly outline the plan of the paper. In Section 2
we recall some facts on classical field theory and free massive scalar field theory. In
Section 3, we define the perturbative quantization of scalar field theory on manifolds
with boundary2. In Section 4, we show how to heuristically derive gluing formulas
for regularized determinants and Green’s functions from formal Fubini theorems
for path integrals. These gluing formulas have been proven in other contexts in the
literature, and we briefly review these results. In Section 5 we study the regulariza-
tion of tadpole diagrams and how it interacts with gluing. In Section 6 we state and
2Our approach is slightly different from the one in [8]. We plan to discuss the relation between
the two approaches in a future publication.
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prove Theorem 1.1 above (in the general form). In Section 7 we promote our results
to the functorial framework and state and prove Theorem 1.2 above. In Appendix
A we present a collection of explicit examples of zeta-regularized determinants and
tadpole functions (and gluing thereof) and Dirichlet-to-Neumann operators.
1.4. Acknowledgements. We would like to thank Liviu Nicolaescu for helpful re-
marks and Stephan Stolz for discussions on Riemannian cobordism category. P.M.
would like to thank Alberto S. Cattaneo and Nicolai Reshetikhin for inspiring dis-
cussions on the scalar field QFT in the context of BV-BFV quantization around
2012–13.
2. Preliminaries
2.1. Classical field theory. A classical (Lagrangian) field scalar theory on a
compact oriented d-dimensional Riemannian manifold Σ possibly with nonempty
boundary consists of the space of fields FΣ, which is the space sections of a vector
bundle over Σ, and a Lagrangian LΣ, which is a function on FΣ with values in the
space of d-forms on Σ, i.e. LΣ : FΣ → Ωd(Σ), φ 7→ LΣ(φ) such that it is local in the
sense that it depends only on the fields and their finitely many derivatives. Using
the Lagrangian, we define the action functional SΣ : FΣ → R, SΣ(φ) =
∫
Σ LΣ(φ).
The variation δSΣ of the action functional SΣ has the Euler-Lagrange term and
a boundary term and the Euler-Lagrange term gives rise to the equation of motion
and it’s solutions are called the classical solutions. Let ELΣ ⊂ FΣ denote the space
of the classical solutions. The boundary term induces a one-form on ELΣ.
Let Y denote a (d − 1)-dimensional manifold Y together with a one-sided d-
dimensional collar around Y . Associated to Y we have a space ΦY which consists
of the solutions to the equation of motion on Y, and a one-form αY on ΦY that
arises from the boundary contribution of the variation of δSY on FY. We can
identify ΦY , at least when LΣ is nice, to the Cauchy data space CY which is the
information on the fields and their derivatives along Y so that the equation of
motion has unique solution. Let ωY = δαY , then, ωY defines a presymplectic
structure on CY and it is symplectic
3 in nice situations. For instance, for the free
scalar field theory (CY , ωY ) is a symplectic vector space.
Now assume that ∂Σ = Y , then we have a surjective submersion πΣ : FΣ → CY .
Let LΣ = πΣ(ELΣ). Then, LΣ is an isotropic submanifold of CY and it will be a
Lagrangian submanifold when LΣ is nice. We assume that LΣ is Langangian for
this discussion.
Hence, a classical scalar field theory assigns to a compact oriented Riemannian
(d−1)-dimensional manifold Y (more precisely Y has a one-sided collar) a symplec-
tic manifold (CY , ωY ). Moreover, if ∂Σ = Y , then LΣ is a Lagrangian submanifold
of CY . More generally if ∂Σ = ∂Σin ⊔ ∂Σout, then LΣ is a Lagrangian submanifold
of C∂Σin ×C∂Σout and it can be regarded as a relation which if often called a canon-
ical relation [48]. Here ∂Σin is used to emphasize that the intrinsic orientation on
∂Σin is the opposite of the induced orientation from Σ (whereas the bar in C∂Σin
denotes the change of sign of the symplectic form). Furthermore, if Σ = Σ1 ∪Y Σ2,
then LΣ = LΣ1 ◦ LΣ2 where the ◦ means the composition of relations. We refer to
3CY is typically infinite-dimensional in the setting of field theory, and nondegeneracy of sym-
plectic structure is understood in the weak sense, i.e. the map TM → T ∗M induced by ω is
injective, but not necessarily surjective.
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[48] for a discussion of symplectic category and [7] for a more elaborate discussion
and axiomatization of classical field theory in a more general setting.
2.2. Free massive scalar theory. Here, we illustrate the discussion above using
the free massive scalar field theory. Let Σ be a compact oriented Riemannian
manifold of dimension d with ∂Σ = Y . Let m be a positive real number. For the
massive free scalar field theory on Σ, the space of fields is FΣ = C∞(Σ) and the
Lagrangian is given by
L(φ) = 1
2
(dφ ∧ ∗dφ+m2φ ∧ ∗φ) and S(φ) = 1
2
∫
Σ
dφ ∧ ∗dφ+m2φ ∧ ∗φ.
Moreover,
δS =
∫
Σ
(δφ ∧ d ∗ dφ+m2 ∗ φ) +
∫
∂Σ
δφ ∧ ∗dφ
and the equation of motion is
(∆Σ +m
2)φ = 0
which is also known as Helmholtz equation. Here, and throughout the paper, ∆Σ
is the Laplace-de Rham operator ∆ = dd∗ + d∗d (where d∗ is the codifferential)
restricted to 0-forms.4 The Cauchy data space CY is given by C
∞(Y ) ⊕ C∞(Y ),
and πΣ : FΣ → CY is given by φ 7→
(
ι∗Y (φ), ι
∗
Y
(
∂φ
∂ν
))
, where ν is the outward
pointing unit normal vector field along Y. Furthermore, αY =
∫
Y
χδφdVolY and the
symplectic form ωY is given by ωY = δαY =
∫
Y
δχδφdVolY . Here δ is understood
as de Rham differential on C∞(Y ), this means that when evaluated on two vectors
(φ1, χ1) and (φ2, χ2) the result is
(2.1) ωY ((φ1, χ1)(φ2, χ2)) =
∫
Y
(χ1φ2 − φ1χ2) dVolY .
LΣ is the graph of the Dirichlet-to-Neumann operator DΣ on Y , which is defined
as follows:
Definition 2.1. Let η ∈ C∞(Y ) and φη ∈ C∞(Σ) be the solution of the Helmholtz
equation on Σ with ι∗Y (φη) = η given by Lemma 2.8. Then we define DΣ : C
∞(Y )→
C∞(Y ) by
DΣ(η) := ι
∗
Y
(
∂φη
∂ν
)
.
It is known that DΣ is symmetric from which it follows that LΣ is Lagrangian.
Furthermore, if Σ = Σ1 ∪Y Σ2, one can verify that LΣ = LΣ1 ◦ LΣ2 [25, 7].
Remark 2.2. When Σ = Σ1 ∪Y Σ2, the Dirichlet-to-Neumann operator DΣ1,Σ2
along Y is defined as the sum between the normal derivatives, with respect to the
induced orientations on Y , of solutions of Helmholtz equation Σ1 and Σ2:
(2.2) DΣ1,Σ2 = DΣ1 +DΣ2 .
4In particular, it has nonnegative spectrum, so coincides withminus the usual Laplace operator
on flat space.
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2.3. Green’s functions. Let Σ be a closed oriented Riemannian manifold and P
be an elliptic differential operator on Σ such that P is invertible, then P has a
unique Green’s function G(x, y), see for example [45], chapter 7:
The PDE
PyG(x, y) = δx(y)
has unique distributional solution G(x, y) and it is the integral kernel of P−1.
Moreover,
G(x, y) ∈ C∞ (Σ× Σ \ diag) .
More generally, if Σ is a compact oriented manifold with boundary, then one
can define Green’s function by imposing boundary conditions. For example, for the
Dirichlet boundary condition, we have the following definition.
Definition 2.3. Let Σ be a compact manifold with ∂Σ 6= ∅ and P be an elliptic
operator on Σ. Then the boundary value problem
PyG(x, y) = δx(y)
with G(x, y) = 0 on ∂Σ has a unique distributional solution G(x, y). We call
such a G(x, y) Green’s function with Dirichlet boundary condition and denote it
by GDΣ (x, y).
Remark 2.4. Green’s functions for other boundary conditions are defined similarly
and Green’s functions may not be unique for a general boundary condition.
In this paper, we are mostly interested in the Green’s function of ∆Σ+m
2 where
∆Σ is the nonnegative Laplacian on Σ. One well-known technique to construct
Green’s functions of an elliptic operator P on a manifold with boundary is the
method of images (see for example, [16]) which we describe below.
Let Σ be a smooth compact oriented Riemannian manifold with boundary and
∂Σ = ∂1Σ⊔∂2Σ We want to construct a Green’s function that satisfies the Dirichlet
boundary condition on ∂1Σ and the Neumann boundary condition on ∂2Σ. The idea
here is to use the “doubling twice trick” (we took this name from [8]), we first glue
a copy of Σ along ∂1Σ and denote the resulting manifold by Σ
′. Note that there is a
canonical isomorphism S1 which is the reflection about ∂1Σ. Next, we glue Σ
′ with
itself to get a closed Riemannian manifold Σ′′. Let S2 denote the reflection along
the boundary of Σ′. Since Σ′′ is a closed manifold we have the Green’s function G′′
for Σ′′. We use G′′ to define Green’s function on Σ with the desired properties. For
this purpose, we define
G(x, y) = G′′(x, y) +G′′(x, S2(y)−G′′(x, S1y)−G′′(x, S2 ◦ S1(y).
Let us verify that G(x, y) is indeed a desired Green’s function.
Lemma 2.5. G(x,y) is a Green’s function for P that satisfies Dirichlet boundary
condition on ∂1Σ and the Neumann boundary condition on ∂2Σ.
Proof. Let x ∈ Σ. Then PyG(x, y) = δx(y) as δx(S(y)) = 0 for y ∈ Σ. By construc-
tion G(x, y) satisfies the Dirichlet boundary condition on ∂1Σ and the Neumann
boundary condition on ∂2Σ. 
Example 2.6. Consider Σ to be the first quadrant in the R2 and P = ∆. We want
a Green’s function that satisfies the Dirichlet boundary condition on y = 0 and the
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Neumann boundary condition on x = 0. In this case Σ′′ with the whole R2. We
know that − 12π log((d(x, y), (α, β)) is the Green’s function on R2. In this case,
G((x, y), (α, β)) = − 1
2π
log((d((x, y), (α, β))) − 1
2π
log((d(x, y), (−α, β))
+
1
2π
log((d(x, y), (α,−β)) + 1
2π
log((d(x, y), (−α,−β))
One can easily check G has the desired properties.
From now onward Green’s function always refers to the Green’s function associ-
ated to ∆+m2. The following fact about Green’s functions on a compact oriented
Riemannian manifold Σ is well known, see for example [45], chapter 7.
Lemma 2.7. (i) The Green’s function GDΣ (x, y), satisfying Dirichlet boundary
condition, is symmetric and it defines a positive bounded operator on L2(Σ).
(ii) In a neighbourhood of the diagonal ∆(Σ) in Σ× Σ:
GDΣ (x, y) =
{
−K log(d(x, y)) +H(x, y) if dim(Σ) = 2
Kd(x, y)2−dim(Σ) +H(x, y) if dim(Σ) ≥ 3 ,
where K > 0 and C2 is function on Σ \ ∂Σ× Σ \ ∂Σ.
We can use Green’s function on a manifold with boundary to construct solutions
to boundary value problems [13]:
Lemma 2.8. Let η ∈ C∞(∂Σ). Define φΣη on Σ by
φΣη (x) =
∫
∂Σ
∂GDΣ (x, y)
∂ν
η(y) dy,
then φΣη is the unique solution of the Dirichlet boundary value problem for ∆Σ+m
2
on Σ with boundary value η. Moreover, φη is smooth on Σ.
We will sometimes drop the subscript Σ if it is clear from the context. We will
also dropD from GDΣ because, in this paper, we consider the Green’s function either
on a closed manifold Σ or with Dirichlet boundary condition when ∂Σ is non-empty.
3. Perturbative Quantization
In this section we consider the perturbative quantization of scalar field theory
with a potential p ∈ C∞(R) - i.e. the evaluation of the partition function by for-
mally applying the method of steepest descent. As usual, terms in the resulting
power series are labeled by Feynman graphs that are evaluated according to Feyn-
man rules. The result is a functional on the boundary fields (more precisely, on the
leaf space of a polarization on CY ).
3.1. Formal Gaussian integrals and moments. The path integrals appearing
in this paper are all integrals over vector spaces, and can be reduced to expressions
of the form ∫
φ∈C∞(M,∂M)
e−
1
2~ (φ,Aφ)φ(x1) · · ·φ(xn)Dφ,
where M is a Riemannian manifold, C∞(M,∂M) denotes smooth functions which
vanish on the boundary, A : C∞(M,∂M) → C∞(M,∂M) is a linear operator,
(φ, ψ) =
∫
M φψ dVolΣ, and ~ is a formal parameter. One way to define these
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integrals is just to simply postulate the rules for finite-dimensional Gaussian mo-
ments to infinite dimensions. We will very briefly review this idea, as it is essential
to the paper. Details can be found in many places, for instance [36],[38],[33]. For
n = 0, we want to define the “formal Gaussian integral”
(3.1)
∫
φ∈C∞(M,∂M)
e−
1
2~ (φ,Aφ)Dφ :=
1
(detA)
1
2
Heuristically this defines a certain normalization of the path integral measure (ab-
sorbing an infinite power of 2π~). However, since A is an operator on an infinite-
dimensional space, we need to be careful about the determinant. In this paper, we
will stick to zeta-regularization.
The values of Gaussian moments can be elegantly given using the notion of perfect
matchings:
Definition 3.1. If S is a set, a perfect matching on S is a collection m of disjoint
two-element subsets of S such that
⋃
m = S. The set of perfect matchings on
{1, . . . , n} is denoted Mn.
For instance, m = {{1, 3}, {2, 4}} is a perfect matching of S = {1, 2, 3, 4}. Again,
simply extending the finite-dimensional result to infinite dimensions yields the fol-
lowing definition:
(3.2)∫
φ∈C∞(M,∂M)
e−
1
2~ (φ,Aφ)φ(x1) · · ·φ(xn)Dφ := ~
n
(detA)
1
2
∑
m∈Mn
∏
{i,j}∈m
A−1(xi, xj)
where A−1 is the integral kernel of the inverse of A. This definition works fine as
long as xi 6= xj for all i 6= j, but if two xi’s coincide, we run into trouble because
the A−1 is typically singular on the diagonal. In this section, we will resolve this
issue by normal ordering, which has the effect of neglecting any terms containing
A−1(xi, xi). However, for the purpose of gluing, we will need to resort to another
mechanism explained in Section 5.
A standard combinatorial argument, for which we again refer to the literature
(e.g. the references above), then shows that one can conveniently label all terms in
integrals such as
(3.3)
∫
C∞(M,∂M)
e−
1
2~ (φ,Aφ)+
1
~
P (φ),
where P is a polynomial, by graphs. These graphs are called Feynman graphs and
the rules to evaluate them are called Feynman rules. Below, we will define the path
integrals in question through these graphs and rules.
3.2. The path integral on a manifold with boundary.
3.2.1. The general picture. Let Σ be a compact oriented Riemannian manifold with
∂Σ = Y . We may have Y = ∅. Recall from section 2 that we then have a presym-
plectic manifold (CY , ωY ). Let us assume it is symplectic. For the quantization we
need some extra data, namely a polarization PY of CY . We assume that PY is such
that the space of leaves BY of the associated foliation is a smooth manifold. Let
qY : CY → BY be the quotient map. If π−1Σ (q−1Y (η)) ∩ELΣ is a finite set, then the
formal expression
ZΣ(η) =
∫
π−1Σ (q
−1
Y
(η)) e
−S(φ)
~ Dφ(3.4)
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can be defined using the formal version of the method of steepest descent.
3.2.2. Free scalar theory. Let us again consider our main example, the free massive
scalar field theory. We recall that
CY = C
∞(Y )⊕ C∞(Y ) ∋ (η, ψ),
πΣ(φ) = (ι
∗
Y (φ), ι
∗
Y
∂φ
∂ν
φ),
ωY =
∫
Y
δηδψ.
In a symplectic vector space, a nice class of polarizations is given by Lagrangian
subspaces. In particular, the splitting CY = C
∞(Y ) ⊕ C∞(Y ) is Lagrangian, so
that there are two obvious polarizations on CY . For now, we will the polarization
for which qY is the projection on the first component. Thus, for η ∈ C∞(Y ), we
have
π−1Σ (q
−1
Y (η) = {φ ∈ C∞(Σ), ι∗Y (φ) = η}
and
q−1Y (π
−1
Σ (η)) ∩ ELΣ = {φη}
where φη is the unique solution of the Dirichlet problem for ∆Σ+m
2 with boundary
value η. The assignment s : η 7→ φη, defines a section of the short exact sequence
of vector spaces
C∞(Σ, Y ) C∞(Σ) C∞(Y )
qY ◦πΣ
s
Hence, we can write φ = φˆ + φη where φˆ vanishes on Y. Moreover, S(φ) = S(φˆ) +
S(φη). We can then rewrite
5 the formal expression (3.4) as follows:∫
π−1Σ (q
−1
Y (η))
e−
S(φ)
~ Dφ = e−
S(φη)
~
∫
π−1Σ (q
−1
Y (0))
e−
S(φˆ)
~ Dφˆ
The latter expression is, formally, a Gaussian integral over the vector space C∞0 (Σ)
functions which vanish on the boundary of Σ. Thus it makes sense to define it,
analogously to the finite-dimensional case, as
ZΣ(η) =
∫
π−1Σ (q
−1
Y (η))
e−
S(φ)
~ Dφ := (det(∆DΣ +m
2))−
1
2 e−
S(φη)
~(3.5)
where, as suggested in [20], we use zeta the regularization to define det(∆DΣ +m
2)
i.e. the determinant is the zeta-regularized determinant, and S(φη) is given by
S(φη) =
1
2
∫
∂Σ
ηDΣη dVol∂Σ.(3.6)
Later on, we will be interested in a decomposition of the boundary into two compo-
nents, ∂Σ = ∂LΣ⊔∂RΣ (these components are allowed to be empty or disconnected.
Then η = ηL + ηR, where ηi is supported on ∂iΣ. Since the Dirichlet-to-Neumann
operator is symmetric, we can rewrite
(3.7) S(φη) = S(φηL) + S(φηR) +
∫
∂ΣL
ηLDΣηR dVol∂ΣL ,
5Assuming translation invariance of the functional measure Dφ.
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and the latter term can be expanded6 as∫
∂ΣL
ηLDΣηR =
∫
(y,y′)∈∂ΣL×∂ΣR
∂
∂ν(x)
∂GΣ(x, y)
∂ν(y)
ηL(x)ηR(y)dydy
′(3.8)
=: SL,R(ηL, ηR)(3.9)
Thus, the partition function can be expanded as
ZΣ(ηL, ηR) =
∫
π−1Σ (q
−1
Y (η))
e−
S(φ)
~ Dφ
:= (det(∆DΣ +m
2))−
1
2 e−
S(φηL
)
~ e−
S(φηR
)
~ e−
SL,R(ηL,ηR)
~ .(3.10)
3.2.3. Interacting theory. Let
P (x) =
∑
k≥0
pk
k!
xk
be a formal power series. We are interested in an interacting massive scalar field
theory where the Lagrangian of the theory has the form
L(φ) =
1
2
(dφ ∧ ∗dφ+m2φ ∧ ∗φ) + ∗P (φ)
so that the action functional S = S0 + Sint:
S0 =
1
2
∫
Σ
dφ ∧ ∗dφ+m2φ ∧ ∗φ and Sint =
∫
Σ
∗P (φ).
We will consider perturbation around the free theory to define the perturbative
partition function
ZΣ(η, ~) =
∫
π−1Σ (q
−1
Y (η))
e−
S0(φ)+Sint(φ)
~ Dφ
Let η ∈ C∞(Y ), the assignment η 7→ φη, where φη is the unique solution to
the Dirichlet boundary value problem with boundary value η, defines a section of
qY ◦ πΣ : FΣ → BY . Hence, we can write φ = φˆ + φη where φˆ vanishes on Y.
Moreover, S0(φ) = S0(φˆ) + S0(φη). Now, we can write
(3.11) ZΣ(η, ~) = e
−S0(φη)
~
∫
π−1Σ (q
−1
Y
(0))
e−
1
~
(S0(φˆ)+Sint(φˆ+φη)Dφˆ.
The integral on the right hand side is again a formal path integral, and as such we
would like to define as a formal perturbed Gaussian integral as explained above.
There is a subtlety here: one would prefer the partition function to be a formal
power series in ~, i.e. it should not contain negative powers of ~.7 In the closed case,
it is enough to assume p0 = p1 = 0 to achieve this. In the presence of boundary
however, it is necessary to express the partition function instead in terms of the
rescaled boundary field
(3.12) η˜ = ~−1/2η ⇔ η = ~1/2η˜.
6To condense notation we let
∫
Y
f(y)dy :=
∫
Y
f(y) dVolY (y).
7One reason for this is that multiplication and exponentiation of two formal Laurent series
with infinitely many negative powers are not well defined.
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In terms of η˜, (3.11) reads
(3.13) ZΣ(η˜, ~) = e
−S0(φη˜)
∫
π−1Σ (q
−1
Y (0))
e−
1
~
(S0(φˆ)+Sint(φˆ+
√
~φη˜)Dφˆ.
For the rest of the paper, we will work with the rescaled boundary field η˜, and we
will treat it as an element of C∞(∂Σ). Unless otherwise stated, we will assume
p0 = p1 = p2 = 0.
3.2.4. The space of boundary states - a perturbative model. Heuristically, the space
of boundary states should by square integrable functions defined on the space of
leaves of the polarization: HY = L2(BY ) = L2(C∞(Y )). Of course, in the field
theory setting, one has to be very careful about the measure used to define these L2
spaces, and in many cases it is convenient to drop measure theory altogether and
work with a different model for the space of states. In this note, we will present
two different models. In this paragraph, we will present a natural model in the
context of perturbative quantization, in which a gluing formula can be formulated.
In section 7, we will present a more measure-theoretic model, that will allow us to
have a functorial interpretation of the gluing formula.
The perturbative model for the space of boundary states is constructed as follows.
Let C◦n(Y ) denote the open configuration space of n points in Y :
C◦n(Y ) = {(x1, . . . , xn) ∈ Y n|xi 6= xj , ∀i 6= j}.
Definition 3.2. Let Y be a closed 1-dimensional manifold.
(1) For n ∈ N, n ≥ 1, we define H(n)(Y ) to be the space of functionals
Ψ: C∞(Y )→ R of the form
(3.14) Ψ(η˜) =
∫
C◦n(Y )
ψ(y1, . . . , yn)η˜(y1) · · · η˜(yn) dy1 . . . dyn,
where ψ is the “wave function” of the state Ψ and it is smooth, square
integrable , symmetric function on C◦n(Y ) (i.e. ψ ∈ L2(Y n)) and ψ has
a representative which is smooth on C◦n(Y ), and it is invariant under the
natural Sn-action) and πi : C
◦
n(Y )→ Y denotes the natural projection. We
say that ψ represents Ψ. Moreover, we define H(0) = R.
(2) Define
HY =
∏
n≥0
H(n)(Y )
 [[~1/2]].
In particular, the vector space associated to the empty manifold Y = ∅ is just
R[[~1/2]]. By usual arguments, the map ψ 7→ Ψ is bijective, so that we can identify
(3.15) Hn(Y ) ∼= (L2(C◦n(Y )))Sn .
Remark 3.3. Notice that e−S(φ
Σ
η˜ ) ∈ H∂Σ, as we can express
(3.16) S(φΣη˜ ) =
∫
(y,y′)∈∂Σ×∂Σ
∂2GDΣ (y, y
′)
∂ν(y)∂ν(y′)
η˜(y)η˜(y′) dydy′.
Remark 3.4. If Y has several components Y = Y1 ⊔ . . . ⊔ Yn, then the associated
space of states factorizes as a (projective) tensor product
(3.17) HY ∼= HY1 ⊗ · · · ⊗ HYn .
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3.2.5. The gluing pairing. In this paragraph we define the pairing that will be used
to formulate the gluing theorem. The notation is as follows. We consider a cobor-
dism (Σ, ∂LΣ, ∂RΣ). We then consider a decomposition of Σ along a hypersurface
Y : Σ = ΣL ∪Y ΣR, such that ∂ΣL = ∂LΣ∪ Y and ∂ΣR = ∂RΣ∪ Y . The heuristic
idea to define the pairing is as follows: If Ψ1 is a functional of boundary fields of
the left cobordism η˜L, η˜Y , and Ψ2 is a functional of the boundary fields η˜Y , η˜R on
the right cobordism, then we want to define
〈Ψ1,Ψ2〉(η˜L, η˜R) =
∫
η˜Y
Ψ1(η˜L, η˜Y )Ψ2(η˜Y , η˜R)Dη˜Y ,
where Dη˜Y is the “Lebesgue measure” on C∞(Y ). To get to a mathematical defini-
tion, we notice that partition functions always include a factor of e−S0(φη˜Y ). Thus,
it makes sense to extract that factor and thus arrive at a formal Gaussian measure
on C∞(Y ), for which we can use the ideas of Section 3.1:∫
η˜Y
Ψ1(η˜L, η˜Y )Ψ2(η˜Y , η˜R)Dη˜Y
“=”
∫
η˜Y
Ψ̂1(η˜L, η˜Y )Ψ̂2(η˜Y , η˜R)e
−S0(φΣLη˜R )−S0(φ
ΣR
η˜L
)Dη˜Y
(3.18)
With this idea in mind, we now define a map describing the formal integral on
over C∞(Y ) with respect to e−S0(φ
ΣL
η˜R
)−S0(φΣRη˜L )Dη˜Y .
Definition 3.5. Let Σ = ΣL∪Y ΣR and DΣL,ΣR the Dirichlet-to-Neumann operator
along Y defined in Remark 2.2. Let K be the integral kernel of DΣL,ΣR . We define
the map 〈·〉ΣL,Y,ΣR : H(n)(Y )→ C, called the expectation value map, by
(3.19) 〈Ψ〉ΣL,Y,ΣR =
1
det(DΣL,ΣR)
1
2
∑
m∈Mn
∫
C0n(Y )
ψ
∏
{v1,v2}∈m
K(v1, v2).
The extension of this map to HY is also denoted by 〈·〉ΣL,Y,ΣR .
Since both K and ψ are square integrable, this map is well-defined.
Remark 3.6. This map is of course nothing but a formal integration over the
field η˜ ∈ C∞(Y ). It has an interesting interpretation as the expectation value
of the observable Ψ: C∞(Y ) → C with respect to the theory on Y with space of
fields C∞(Y ) and (non-local) action functional SY =
∫
Y η˜DΣL,Y,ΣR η˜ dVolY . This
explains the notation.
Since sets of odd cardinality do not have any perfect matchings, the map 〈·〉
vanishes on H(n), for n odd.
To define the pairing, we remark that H is closed under multiplication of func-
tionals. This follows from the following general fact. If (X,µ) is a finite measure
space (i.e. µ(X) <∞) then L2(X,µ) ⊂ L1(X,µ) and hence the product of square
integrable functions is again square integrable. Thus, if Ψ,Ψ′ are represented by
square integrable functions ψ, ψ′ respectively, then ψψ′ is also a square integrable
function. The pairing is then simply the composition of the expectation value map
with the multiplication:
Definition 3.7. Let Σ = ΣL ∪Y ΣR. Then, we define a pairing
〈·, ·〉ΣL,Y,ΣR : HY ×HY → R[[~1/2]]
by
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(3.20) 〈Ψ,Ψ′〉ΣL,Y,ΣR = 〈ΨΨ′〉ΣL,Y,ΣR
and extending bilinearly.
Remark 3.8. If Σ = ΣL∪Y ΣR with ∂Σi = Yi⊔Y, i ∈ {L,R}, then ∂Σ = YL⊔YR.
By using the isomporphisms H∂Σi ∼= HYi ⊗HY and H∂Σ ∼= HYL ⊗HYR , the pairing
extends to a map
〈·, ·〉ΣL,Y,ΣR : H∂ΣL ⊗H∂ΣR → H∂Σ.
3.3. Feynman graphs. In this subsection we introduce the Feynman graphs rel-
evant for this paper.
Definition 3.9. A Feynman graph Γ is given by the following data:
(1) Three disjoint finite sets (Vb, VL, VR), called the set of bulk and left resp.
right boundary vertices. Their union, V = Vb ⊔ VL ⊔ VR is called the set of
vertices. V∂ = VL ⊔ VR is called the set of boundary vertices.
(2) A finite set H with an incidence map i : H → V
(3) An involution τ : H → H without fixed points (representing the edges)
such that for all v ∈ VL⊔VR, we have |i−1(v)| = 1 (boundary vertices are univalent).
The edge set E(Γ) of the graph is by definition the set of orbits of τ . We
denote by Ei(Γ) the edges that contain i boundary vertices. Thus E(Γ) = E0(Γ)⊔
E1(Γ) ⊔ E2(Γ). We give them different graphical representations (see Table 1).
Some examples of graphs are shown in Figure 3.
edge set name
E0 bulk edge
E1 bulk-boundary edge
E2 boundary-boundary edge
Table 1. Edges in Feynman diagrams
L R L R
Figure 3. Some examples of Feynman graphs
We shall also require the notion of automorphism of a graph.
Definition 3.10. An automorphism ϕ of a graph Γ is given by a pair of bijections:
V (ϕ) : V → V
and
H(ϕ) : H → H
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which commute with the incidence map i and the involution τ , i.e.
H V
H V
i
H(ϕ) V (ϕ)
i
V is required to respect the decomposition V = Vb ⊔ VL ⊔ VR.
The automorphism also induces maps on the sets of edges, denoted by Ei(ϕ) or
E(ϕ).
Below we will rely on the following simple observation:
Proposition 3.11. Suppose all bulk vertices are at least trivalent. Then ℓ(Γ) :=
|E(Γ)|−|Vb(Γ)|− 12 |V∂(Γ)| ≥ 0, with equality if and only if there are no bulk vertices.
Proof. The assumption implies that the number of half-edges in the graph is at
least 3|Vb(Γ)|+ |V∂(Γ)|. This implies
|E(Γ)| − 3
2
|Vb(Γ)| − 1
2
|V∂(Γ)| ≥ 0,
which in turn implies the statement. 
3.4. Feynman rules and the perturbative path integral. Associated to a
graph Γ is a certain configuration space CΓ:
Definition 3.12. Given a Feynman graph Γ, we define the associated configuration
space of Γ in a cobordism (Σ, ∂LΣ, ∂RΣ) as
(3.21) C◦Γ(Σ) ≡ C◦Γ := {f : V → Σ, f injective , f(VL) ⊂ ∂LΣ, f(VR) ⊂ ∂RΣ}
If Γ has kl resp kr left resp. right boundary vertices and l bulk vertices, picking
an enumeration of Vb, VL, VR identifies C
◦
Γ as the open subset of Σ
l×∂LΣkl×∂RΣkr
given by removing all diagonals. We now define the weight F (Γ) as a functional of
the boundary fields by associating a certain function (depending on the boundary
fields) on C◦Γ to the graph and integrating it over C
◦
Γ against the measure dVolC◦Γ(Σ)
induced by the embedding into Σl × ∂LΣkl × ∂RΣkr . Namely, F (Γ) can be defined
as follows:
Definition 3.13. Let Γ be a Feynman graph with n boundary vertices v1, . . . , vn
and no short loops. Let πi : C
◦
Γ(Σ)→ Y denote the projection to the i-th boundary
point. Then F (Γ) is the map F (Γ): C∞(Σ)→ R by
(3.22) F (Γ)[η˜] =
∫
CΓ(Σ)
ωΓπ
∗
1 η˜ · · ·π∗nη˜ dVolC◦Γ(Σ)
where
(3.23) ωΓ =
∏
v∈Vb(Γ)
pval(v)
∏
e={e1,e2}∈E0
GΣ(e1, e2)×
×
∏
e={e1,e2}∈E1
∂GΣ(e1, e2)
∂ν
∏
e={x,y}∈E2
∂2GΣ(x, y)
∂ν(x)∂ν(y)
is the product of propagators and normal derivatives according to the combinatorics
of the graph.
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Remark 3.14. The configuration space C◦Γ has a natural map p to C
∂
Γ(Σ) :=
C◦VL(∂LΣ)×C◦VR(Σ) given by forgetting the bulk points. The fiber of this map over
a pair f1, f2 of configurations is the open configuration space of Σ\(f1(VL)∪f2(VR)).
Thus, we can define τΓ := p∗ωΓ, where p∗ denotes integration (pushforward) along
the fibers of p. τΓ is a function on C
∂
Γ(Σ) whose regularity we will study below. We
can then rewrite (3.22) as
(3.24) F (Γ)[η˜] =
∫
C∂Γ(Σ)
τΓπ
∗
1 η˜ . . . π
∗
nη˜ dVol(∂Σ)n .
We will call τΓ the coefficient function of Γ. Even though τΓ does not need to be a
symmetric under permutation of the boundary points, only its symmetric part will
contribute to the integral (3.24).
We will now show that the coefficients of Feynman graphs have the nice regularity
properties that we want.
Lemma 3.15. Let n be a positive integer. Then, the integral∫
Σ2n
n∏
i=1
|GΣ(xi, x′i)|2
∏
i
d2xid
2x′i
converges.
Proof. We will sketch the idea of the proof and refer to [16] for the details. Without
loss of generality8, we assume Σ is closed. We recall that GΣ is smooth away from
∆(Σ). Hence it suffices to show the following integral
I :=
∫
V1×···×Vn
n∏
i=1
|GΣ(xi, x′i)|2
converges, where Vi is a neighbourhood of ∆(Σ) in Σ × Σ such that d(x, x′) < ai
for all x, y ∈ Vi for some ai > 0. Since Σ is two-dimensional, from Lemma 2.7 it
follows that I can be dominated by integrals of the form
K1
∫
[0,a]n
∏
i
| log(ri)|lirkii
∏
dri +K2
where a > 0, k1 + · · · + kn > 0, li ≥ 0 and K1,K2 are positive constants. As the
integrand in this integral is a bounded function, the integral is finite. 
Lemma 3.16. The function defined by (y1, . . . , yn) 7→ I(y1, . . . , yn) where
I(y1, . . . , yn) :=
∫
Σ
∏
i
∂GΣ(x, yi)
∂ν(yi)
d2x
is square integrable on ∂Σ× · · · × ∂Σ.
Proof. Given η˜ ∈ C∞(∂Σ), by Lemma 2.8, we know that φη˜ ∈ Lp(Σ) for any
0 < p ≤ ∞. This means for any n ∈ N, the integral∫
Σ
∫
∂Σ×...∂Σ
n∏
i=1
∣∣∣∣∂GΣ(x, yi)∂ν(yi) η˜(yi)
∣∣∣∣2 ∏
i
dyi d
2x
converges absolutely. Now, the proof of the lemma follows from Fubini’s theorem
and taking η˜ to be a nonvanishing constant function. 
8When Σ has boundary ∂Σ, one can consider the double Σ̂ = Σ ∪∂Σ Σ and observe that
G
Σ̂
−GΣ is smooth on Σ× Σ.
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Corollary 3.17. Let Γ be a Feynman diagram without self loop and n boundary
vertices, then η˜ 7→ F (Γ)[η˜] ∈ H(n)(Y ).
Proof. Let π : C◦Γ(Σ)→ C◦n(∂Σ) be the map which forgets the location of the bulk
points. Define τΓ = π∗ωΓ, here π∗ denotes pushforward (integration along the fiber)
against the induced volume form. We have F (Γ)[η˜] =
∫
C◦n(∂Σ)
τΓπ
∗
1 η˜ · · ·π∗nη˜dVolY .
Hence it is enough to show that τΓ is integrable, but this follows immediately from
Lemmata 3.15 and 3.16 (again, we use the fact that the product of square integrable
functions is square integrable in finite measure spaces). τΓ is not symmetric, but
as noted in Remark 3.14 we can replace it by its symmetrization without changing
the functional F (Γ). 
It should be noted that naively extending the definition of the Feynman rules to
diagrams with self-loops would yield to ill-defined results, as the Green’s function
is singular on the diagonal. One way to overcome this divergence problem is to
not apply the formal integral to the exponential of the action, but to apply normal
ordering before applying the formal integral. Put simply, this has the effect of
removing short loops9. This leads to the following definition10.
Definition 3.18. We define the normal ordered perturbative partition function
(3.11) by
(3.25) ZnoΣ (η˜L, η˜R) :=
1
det(∆DΣ +m
2)
1
2
∑
Γ
~ℓ(Γ)F (Γ)[η˜L, η˜R]
|Aut(Γ)| ∈ H∂LΣ ⊗H∂RΣ
where the sum is over all Feynman graphs without self-loops, ℓ(Γ) = |E(Γ)| −
|Vb(Γ)| − | 12V∂(Γ)| ∈ 12Z≥0 and F (Γ) is the Feynman weight of the Feynman graph
Γ.
Remark 3.19. Notice that by construction there are only finitely many terms con-
tributing to a fixed power of ~ and number of boundary vertices. Thus there are no
problems of convergence in the individual terms of the sum on the right hand side.
Remark 3.20. Since boundary vertices are univalent, the contributions of the E2
edges can be factored out. They yield precisely the exponential of −S0(φη˜). Hence,
we can write
(3.26) ZnoΣ (η˜L, η˜R) =
e−S0(φη˜L+η˜R )
det(∆DΣ +m
2)
1
2
∑
{Γ: E2(Γ)=∅}
~ℓ(Γ)F (Γ)[η˜L, η˜R]
|Aut(Γ)| .
Expanding S0(φη˜L+η˜R) = S0(φη˜L) + S0(φη˜R) + SL,R(η˜L, η˜R), we see that the first
two terms generate Feynman diagrams connecting the left resp. right boundary
to themselves, while the third term generates diagrams connecting the two. This
observation will be important in the proof of the gluing formula.
Remark 3.21. When pairing partition functions, we will “absorb” the part of
S0(φη˜L+η˜R) which is supported on the “glued” boundary into the measure on the
9We refer to the literature, e.g. [16] for an explanation of why this is the case.
10This definition is just a neat way to rewrite the result of a formal computation of the path
integral (3.11) using the methods sketched in Section 3.1, for a deeper discussion, we refer again
to the literature, e.g. [36],[38],[33].
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(a) Graphs contributing to the exponen-
tial prefactor e−
1
2
∫
Y ηDΣηdVolY . Curled
red edges are decorated with normal
derivatives of Green’s functions at both
boundary points.
YR
YL
(b) Graphs contributing to the ex-
ponential factor containing the “off-
diagonal YL-YR” block of the Dirichlet-
to-Neumann operator.
corresponding space of boundary fields. We will denote the partition function nor-
malized in this way with a hat. This operation is only defined inside a pairing, and
also depends on the position (left or right): Thus,
(3.27)
〈
ẐnoΣL , Ẑ
no
ΣR
〉
ΣL,Y,ΣR
=
〈
e
S0(φ
ΣL
η˜Y
)
ZnoΣL , e
S0(φ
ΣR
η˜Y
)
ZnoΣR
〉
4. Heuristic analysis of path integrals and gluing formulas
In this section, we discuss the heuristic analysis of path integrals associated to
the free massive scalar field theory on compact oriented Riemannian manifolds and
explain how they lead to the gluing formula for zeta regularized determinants and
Green’s functions.
4.1. BFK gluing formula for the zeta-regularized determinants. First, we
consider the partition of the free massive scalar field theory and explain how it
leads to the Burghelea-Friedlander-Kappeler (BFK) gluing formula for the zeta-
regularized determinants [5, 27].
Let Σ be a compact oriented Riemannian manifold. We are interested in the
path integrals of the form11:
(4.1) ZΣ =
∫
FΣ
e−S0(φ)Dφ
When Σ is closed, we can rewrite
S0(φ) =
1
2
∫
Σ
φ(∆Σ +m
2)φdVol(Σ)
This means that the integral in (4.1) is a Gaussian integral. If FΣ were a finite-
dimensional vector space, then ZΣ would be simply det(∆Σ + m
2)−
1
2 up to a
nonzero scaling constant. Hence, we need a generalization of determinant for the
infinite-dimensional case, and the zeta-regularized determinant [14] is one such
generalization and following [20], we use the zeta-regularized determinant to define
det(∆Σ +m
2). Hence, when Σ is closed, we define
ZΣ = det(∆Σ +m
2)−
1
2 .
11For the purpose of this section we can set ~ = 1.
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More generally, if ∂Σ = Y and Y 6= ∅, the partition function is defined by (3.5),
which is:
ZΣ(η˜) = (det(∆
D
Σ +m
2))−
1
2 e−S(φη).
Let Σ be a closed oriented Riemannian manifold obtained by gluing two compact
oriented Riemannian manifolds glued along a common boundary component Y :
Σ = ΣL ∪Y ΣR, ∂ΣL = Y and ∂ΣR = Y . Recall that for η ∈ C∞(Y ), we have for
i ∈ {L,R},
ZΣi(η) = (det(∆
D
Σi +m
2))−
1
2 e−Si(φη˜)
where Si are defined as in (3.6). Let us assume that there is a formal Fubini’s
theorem (also known as locality of path integrals):∫
FΣ e
−S(φ)Dφ
=
∫
η
(∫
π−1(η˜)
e−(SL(φL)+SR(φR))DΦ
)
Dη.
(4.2)
Then, this suggests the following gluing relation for the zeta-regularized determi-
nants:
det(∆Σ +m
2) = det(∆DΣL +m
2) det(∆DΣR +m
2) det(DΣL,ΣR)(4.3)
In summary, locality of path integrals suggests a gluing formula for the zeta-
regularized determinants. In fact, (4.3) is a theorem first proved by BFK in [5]
when Σ is two-dimensional. It was later generalized to the higher any even di-
mensional case by Lee [27] under the assumption that the Riemannian metric is a
product metric near the boundary.
Remark 4.1. For the gluing relation (4.3) to hold, it is not necessary that Y is a
dividing hypersurface, it can be any compact hypersurface.
4.2. Path integral representation of Green’s function and a gluing rela-
tion. In this subsection, we again consider the free massive scalar theory. Let Σ
be a compact oriented Riemannian manifold with ∂Σ = Y and f ∈ C∞(Σ). Let us
define an observable Of , which is by definition a function on the space of fields, by
Of (φ) =
∫
Σ
fφdVolΣ
The expectation of value of Of defines a function on the space of boundary fields:
〈Of 〉 (η) =
∫
π−1(η) e
−S(φ)Of Dφ
=
∫
π−1(η)
e−S(φˆ)−S(φη)
(
Oˆf (φˆ) +Of (φη)
)
Dφ
= det
(
∆DΣ +m
2
)− 12 e−S(φη)Of (φη)
(4.4)
where Oˆf is the observable on the space of fields which vanish on the boundary
defined by
Oˆf (φˆ) =
∫
Σ
fφˆdVolΣ.
Given f, g ∈ C∞(Σ) and a boundary field η, one can show that:
〈OfOg〉 (η) = det
(
∆Σ +m
2
)− 12 e−S(φη)(
Of (φη)Og(φη) +
∫
Σ×Σ f(x)GΣ(x, x
′)g(x′)d2xd2x′
)(4.5)
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In particular,
〈OfOg〉 (0) = det
(
∆Σ +m
2
)− 12 ∫
Σ×Σ
f(x)GΣ(x, x
′)g(x′) dVolΣ×Σ
and taking f = δx and g = δx′ we get the path integral represention of Green’s
function.
4.2.1. Gluing relation for Green’s functions. The path integral representation of
the Green’s function and the formal Fubini type argument suggests the Green’s
function with Dirichlet boundary conditions satisfy a gluing relation. Let Σ be a
compact oriented Riemannian manifold obtained by gluing two compact oriented
Riemannian manifolds glued along a common boundary component Y : Σ = ΣL ∪Y
ΣR, ∂ΣL = YL ⊔ Y and ∂ΣR = Y ⊔ YR. Let i ∈ {L,R}. Let GΣi be Green’s
functions on Σi and G
D
Σ be the Green’s function on Σ. For f, g ∈ C∞(Σ) and
ηi ∈ C∞(Yi), by definition
〈OfOg〉 (η1, η2) =
∫
π−1(η1,η2)
e−S(φ)OfOg Dφ.
Let us assume that there is a formal Fubini’s theorem:∫
π−1(η1,η2)
e−S(φ)OfOg Dφ
=
∫
η
(∫
π−1(η,η1,η2)
e−(S(φ1)+S(φ2))OfOg DΦ
)
Dη,
(4.6)
where Φ = (φL, φR), φi ∈ C∞(Σi) and η ∈ C∞(Y ).
Next, we want to analyze (4.6) in various situations. We first fix some notations.
Given ηi ∈ C∞(Yi), we use φ(ηL,ηR) to denote the unique solution to Dirichlet
boundary value problem on Σ associated to ∆Σ+m
2 with boundary values ηL and
ηR. Similarly, given η ∈ C∞(Y ), we will use φ(L)(ηL,η) and φ
(R)
(η,ηR)
for the solutions to
Dirichlet boundary value problems on ΣL and ΣR respectively.
Case (i): Assume both f and g are supported in ΣL. Then,
〈OfOg〉 (η1, η2)
= det(∆DΣL +m
2)−
1
2 det(∆DΣR +m
2)−
1
2
∫
η e
−(S(φ(R)η,ηR )+S(φ
(L)
ηL,η
))
·
{∫
ΣL
fφ
(L)
ηL,η dVolΣL ·
∫
ΣL
gφ
(L)
ηL,η dVolΣL
+
∫
ΣL×ΣL f(x)g(x
′))GΣL(x, x
′) d2xd2x′
}
Dη
= det(∆DΣL +m
2)−
1
2 det(∆DΣR +m
2)−
1
2 detD
− 12
ΣL,ΣR
e−S(φ(ηL,ηR)){∫
ΣL×ΣL f(x)g(x
′)GΣL(x, x
′) d2xd2x′ +
∫
ΣL×ΣL
(∫
Y×Y
∂GΣL(x, y)
∂ν(y)
f(x)g(x′)
∂GΣL(y
′, x′)
∂ν(y′)
K(y, y′) dydy′
)
d2xd2x′
}
= det(∆DΣ +m
2)−
1
2 e−S(φ(ηL,ηR))
{∫
ΣL×ΣL f(x)g(x
′)GΣL(x, x
′) d2xd2x′ +
∫
ΣL×ΣL
(∫
Y×Y
∂GΣL(x, y)
∂ν(y)
f(x)g(x′)
∂GΣL(y
′, x′)
∂ν(y′)
K(y, y′) dydy′
)
d2xd2x′
}
,
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where K is the integral kernel of the inverse of the Dirichlet-to-Neumann operator
DΣL,ΣR . We have used the gluing formula for the Dirichlet-to-Neumann operators
[24] and the BFK gluing formula for the zeta-regularized determinants above.
Case (ii): Suppose f is supported in ΣL and g is supported in ΣR. Then as above,
〈OfOg〉 (ηL, ηR)
=
∫
η
(∫
π−1(η,ηL,ηR)
e−S(φL)−S(φR)
∫
ΣL
fφL dVolΣL
∫
ΣR
gφR dVolΣR DΦ
)
Dη
=
∫
ΣL×ΣR
(∫
Y×Y
∂GΣL(x, y)
∂ν(y)
f(x)g(x′)
∂GΣR(y
′, x′)
∂ν(y′)
K(y, y′) dydy′
)
d2xd2x′
If we take f = δx and g = δx′ , it suggests the following gluing relation for the
Green’s function.
Proposition 4.2. The Green’s functions satisfy the following gluing relation:
(i) For i ∈ {L,R} and x, x′ ∈ Σi:
GΣ(x, x
′)−GΣi(x, x′) =
∫
Y×Y
∂GΣi(x, y)
∂ν(y)
K(y, y′)
∂GΣi(y
′, x′)
∂ν(y′)
dydy′
(ii) For x ∈ ΣL and x′ ∈ ΣR :
GΣ(x, x
′) =
∫
Y×Y
∂GΣL(x, y)
∂ν(y)
K(y, y′)
∂GΣR(y
′, x′)
∂ν(y′)
dydy′
Proof. This proposition follows from the proof of theorem 2.1 [6] and the Green’s
identity. Let us consider the case when x, y ∈ ΣL, the other cases follow similarly.
In theorem 2.1 [6], it is shown that K(y, y′) = GΣ(y, y′) on Y. By the Green’s
identity, we have
GΣ(x, x
′)−GΣL(x, x′) =
∫
Y
GΣ(x, y
′)
∂GΣL(y
′, x′)
∂ν(y′)
dy′(4.7)
and ∫
Y
∂GΣL(x, y)
∂ν(y)
GΣ(y, y
′) dy = GΣ(x, y′).(4.8)
Now the proposition, when x, x′ ∈ ΣL, follows from combining (4.7) and (4.8). 
Remark 4.3. The gluing relation for the Green’s function can be pictorially repre-
sented as in Figure 5. We represent the kernel of the inverse Dirichlet-to-Neumann
operator by a blue zig-zag:
Remark 4.4. The gluing formula implies similar formulae for the normal deriva-
tives of the Green’s function. These look schematically like the ones in Figure 6.
The goal of this paper is to show that the gluing formulae for determinants
and Green’s functions imply a gluing formula - a formal Fubini’s theorem - for the
perturbative partition functions. However, as it turns out, the gluing formula for
the Green’s function is not compatible with Wick ordering, i.e. considering only
Feynman diagrams without tadpoles (short loops) as in section 3. We discuss this
issue in the next section.
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GΣ ΣL
Y
=
GΣL
+
ΣL
Y
GΣΣL ΣR
Y
=
ΣL ΣR
Y
Figure 5. Gluing relation for the Green’s function. Thick lines
mean one should associate the function corresponding to Σ.
∂νGΣ Σ
Y
∂LΣL
=
∂νGΣL
∂LΣL
+
ΣL
Y∂LΣL
∂LΣL
ΣL ΣR
Y
=
∂LΣL
ΣL
ΣR
Y
+
ΣL ΣR
Y
Figure 6. Gluing relation for normal derivatives of Green’s func-
tions. Thick lines mean one should associate the function corre-
sponding to Σ.
5. Regularization of tadpoles
In principle, the formal application of Wick’s theorem results in graphs with
short loops. Under the usual Feynman rules, those would be assigned G(x, x) -
the (undefined) value of the Green’s function on the diagonal. Normal ordering
is tantamount to defining G(x, x) = 0, and with this assignment one obtains a
well-defined perturbative partition function, as was shown in section 3. Below, we
will explain why this definition is not quite satisfactory. We will then show how to
overcome those problems by introducing more sophisticated regularizations τ(x) for
G(x, x). Finally, we discuss the relation between this approach and the ultra-violet
cutoffs oftentimes used in quantum field theory.
5.1. Why introduce tadpoles? First, this partition function does not satisfy the
gluing formula
(5.1) ZΣ(η˜L, η˜R) = 〈ẐΣL(η˜L, η˜), ẐΣR(η˜, η˜R)〉ΣL,Y,ΣR
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where the right hand side was defined in Remark 3.8. Indeed, from Equation (3.19)
we see that the right hand side contains terms of the form in figure 7∫
Y×Y
∂GΣi(x, y)
∂ν(y′)
K(y, y′)
∂GΣi(y
′, x)
∂ν(y′)
dydy′,
which do not appear from the gluing formula in Remark 4.3 for the Green’s func-
Σi
Y
Figure 7. Diagrams which violate normal ordering when gluing
tion if there are no tadpole diagrams. One can see in examples that they do not
vanish.
Second, defining G(x, x) = 0 is inconsistent with zeta-regularization of the deter-
minant already at the level of the free theory, in the following sense. Namely, we
can consider a quadratic perturbation
S =
1
2
∫
Σ
dφ ∧ ∗dφ+m2φ ∧ ∗φ+ αφ ∧ ∗φ.
If we include α2 in the free action, the corresponding partition function is
Z =
1
det(∆Σ +m2 + α)
1
2
.
On the other hand, treating α as a perturbation, by the convention that G(x, x) = 0
we obtain
Z =
1
det(∆Σ +m2)
1
2
.
We are thus led to look for another assignment τ(x) = G(x, x) which will resolve
these issues. This motivates the definitions in the subsection below.
5.2. Tadpole functions. Given τ ∈ L2(Σ), we can define the corresponding Feyn-
man rules F τ (Γ) where we evaluate short loops using τ . Since short loops are often
called tadpoles, we will refer to τ as a tadpole function.
Lemma 5.1. Let Γ be a Feynman diagram, possibly with short loops. Then F τ (Γ) ∈
L2((∂Σ)n) ∩ C∞(C◦n(∂Σ))).
Proof. Again, square integrability follows from the fact that products of square
integrable functions are square integrable. Smoothness follows because the Green’s
functions are smooth in the boundary arguments. 
Having established the technicalities, we can now define the partition function
with tadpole τ .
Definition 5.2. We define the partition function with respect τ ∈ L2(Σ):
(5.2) ZτΣ(η˜L, η˜R) =
1
det(∆Σ +m2)
1
2
∑
Γ
F τ (Γ)
|Aut(Γ)|~
ℓ(Γ)
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Suppose we have two manifolds ΣL, ΣR with a common boundary component Y
and τi ∈ L2(Σi) for i ∈ {L,R}. We can then define a function τL ∗ τR on ΣL∪Y ΣR
by setting for x ∈ Σi
(5.3) (τL ∗ τR)(x) = τi(x) +
∫
(y,y′)∈Y×Y
∂GΣi(x, y)
∂ν(y)
K(y, y′)
∂GΣi(y
′, x)
∂ν(y′)
dydy′.
Lemma 5.3. The following holds:
τL ∗ τR ∈ L2(ΣL ∪Y ΣR).
Proof. Square integrability follows immediately from the same arguments used in
the proofs so far. 
Definition 5.4. We call an assignment τ : Σ 7→ τΣ ∈ L2(Σ) a local assignment if
it satisfies the gluing formula
(5.4) τΣL∪Y ΣR = τL ∗ τR
Pictorially, this gluing formula can be represented as in Figure 8.
τΣ
Σi
Y
=
τΣi
+
Σi
Y
Figure 8. Gluing relation for local tadpole functions
This definition assures compatibility with the gluing formula. Another property
we can ask for is the consistency with zeta-regularization:
Definition 5.5 (Compatibility with zeta-regularization). Let τΣ ∈ L2(Σ).
i) We say that τΣ is weakly compatible with zeta-regularization if
(5.5)
∫
Σ
τΣ dVolΣ = − d
dm2
log det(∆Σ +m
2).
ii) Let F : C∞c (Σ \ ∂Σ) ⊃ U → R be given by
F (α) = − log det(∆Σ +m2 + α).
Then F is Gateaux differentiable in a neighbourhood of 0 ∈ U . We say that τΣ
is strongly compatible with zeta-regularization if
DF (0)α =
∫
Σ
τΣ(x)α(x)d
2x,
i.e. τΣ is the distribution representing DF (0).
In the next two subsections, we will show that there exists a local assignment
which is consistent with the zeta-regularization.
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5.3. Zeta-regularized tadpole. Let Σ be a closed and oriented two dimensional
Riemannian manifold. Let θA(x, x
′, t) be the integral kernel of e−tA i.e. the heat
kernel. Let θA(x, t) denote θA(x, x, t). Then, we define the local zeta function
associated to A as follows:
Definition 5.6. The local zeta function associated to A is denoted by ζA(s, x) and
defined as
(5.6) ζA(s, x) :=
1
Γ(s)
∫ ∞
0
ts−1θA(x, t) dt.
The relation between the zeta function of A and local zeta function of A is given
by
ζA(s) =
∫
Σ
ζA(s, x) d
2x.
We can use the small time asymptotics of the heat kernel to investigate the local
zeta function. We first recall that [11, 15, 31]
θA(x, x
′, t) = e−m
2t e
−d(x,x′)2/4t
4πt
(
a0 + a1(x, x
′)t+O(t2)
)
for t→ 0. In particular, when t→ 0,
(5.7) θA(x, t) =
e−m
2t
4πt
(
1 + a1(x)t +O(t
2)
)
where a1(x) = a1(x, x). It is known that [31] that
a1(x) =
1
6
R(x)
where R is the scalar curvature of Σ. We can use these properties of the heat
kernel together with its large time behavior to show that ζA(s, x) is holomorphic
for Re(s) > 1, it has meromorphic extension to C and ζA(s, x) is holomorphic at
s = 0. This is the content of the following lemma.
Lemma 5.7. For each x ∈ Σ, ζA(s, x) is holomorphic for Re(s) > 1 and ζA(s, x)
has meromorphic extension to C and it is holomorphic at s = 0. Moreover,
d
ds
∣∣∣
s=0
ζA(s, x) =
1
4π
m2(logm2 − 1)−
∫ ∞
0
e−m
2t (θ∆Σ(t, x) − g(t, x))
t
dt,
where g(t, x) =
1
4πt
. Furthermore, the assignment x 7→ d
ds
∣∣∣
s=0
ζA(s, x) is smooth.
Proof. For large Re(s), a simple computation shows
ζA(s, x) =
1
4π
1
(s− 1)m2s−2 +
1
Γ(s)
∫∞
0
ts−1e−tm
2
(θ∆Σ(x, t)− g(t, x)) dt(5.8)
This representation of ζA(s, x) proves the first part of the lemma. Now, the ex-
pression for the derivative at s = 0 follows from using the fact that Γ has pole
of order one at s = 0 while differentiating ζA(s, x). Finally, smoothness coeffi-
cients of the local heat kernel expansion in the interior of Σ implies the assignment
x 7→ d
ds
∣∣∣
s=0
ζA(s, x) is smooth. 
From the proof of Lemma 5.7, we see that ζA(s, x) has a simple pole at s = 1.
However, we can consider the finite part of the local zeta function s = 1. This
motivates the following definition.
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Definition 5.8. We define the tadpole function via zeta regularization by τ regΣ (x) =
f.p.s=1ζA(s, x) :=
d
ds
∣∣∣
s=1
(s− 1)ζA(s, x). Note that τ regΣ (x) is the constant term in
the Laurent series expansion of ζA(s, x) at s = 1.
One can think of τ regΣ (x) as a regularization
12 of the value of the Green’s function
ζA(1, x) = GΣ(x, x) on the diagonal.
In fact, we can write τ regΣ (x) more explicitly as shown in the following lemma.
Lemma 5.9. The following holds:
τ regΣ (x) = −
1
4π
logm2 +
∫ ∞
0
e−m
2t (θ∆Σ(x, t)− g(t, x)) dt.
Furthermore,
τ regΣ (x) =
d
dm2
d
ds
∣∣∣
s=0
ζA(s, x).
Proof. Using the proof of Lemma 5.7, we observe that
ζA(1 + ε, x) =
1
4πε
− 1
4π
logm2 +
∫ ∞
0
e−m
2t (θ∆Σ(x, t)− g(t, x)) dt + O(ε)
as ε → 0. Now, the first part of lemma follows from the definition of the finite
part. Now, the second part of the lemma essentially differentiating the explicit
representation of
d
ds
∣∣∣
s=0
ζ(s, x) in Lemma 5.7. 
Corollary 5.10. The zeta-regularized tadpole function τ regΣ is an invariant for the
action of the group of isometries of the Riemannian metric on Σ. In particular, if
the group of isometries acts transitively on Σ then τ regΣ is constant.
More generally, we can define the local zeta function on a compact manifold with
boundary. Let θA(x, x
′, t) be the integral kernel of A with respect to the Dirichlet
boundary condition. Then, it is well known [31] for small t that
θA(x, x
′, t) = e−m
2t e
−d(x,x′)2/4t
4πt
(
1 + b0(x, x
′)
√
t+ a1(x, y)t+O(t
3/2)
)
.
Here b0 appears as a contribution from the boundary and it is supported at the
boundary13. Hence,
(5.9) θA(x, t) =
e−m
2t
4πt
(
1 + b0(x)
√
t+ a1(x)t+O(t
3/2)
)
as t→ 0 where b0(x) = b0(x, x) and a1(x) = a1(x, x).
The local zeta function and the tadpole function τ regΣ (x) via zeta regularization
are defined as above. The discussions above regarding meromorphic extension of
ζA(s, x) does not change. In particular, ζA(s, x) is holomorphic at s = 0. Further-
more,
Lemma 5.11. Let Σ be a two dimensional compact Riemannian manifold with
smooth boundary. Then, the following holds:
12 In fact, it would be more appropriate to call it renormalization: we first regularize by
shifting s away from 1 and then we subtract the singular part const
s−1
.
13For any fixed x, x′ away the boundary, b0 will not appear in the asymptotic expansion.
However, upon restricting to diagonal and integrating one will have a contribution coming from
b0. See e.g. [31], for a detailed statement see [18, Theorem 3.12].
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(i)
d
ds
∣∣∣
s=0
ζA(s, x)
=
1
4π
m2(logm2 − 1) + Γ(−1/2)b0(x)
2πm
−
∫ ∞
0
e−m
2t (θ∆(t, x) − g˜(t, x))
t
dt
where g˜(t, x) =
1
4πt
+
b0(x)
4π
√
t
.
(ii)
τ regΣ (x) = −
d
dm2
d
ds
∣∣∣
s=0
ζA(s, x)
Proof. One can show that
ζA(s, x) =
1
4π
(
1
(s− 1)m2s−2 +
Γ(s− 1/2)b0(x)
4πΓ(s)m2s−1
)
+
1
Γ(s)
∫∞
0
ts−1e−tm
2
(θ∆Σ(x, t) − g˜(t, x)) dt
(5.10)
Differentiating at s = 0, we get the part of the Lemma. From this expression, it
also follows that
ζA(1 + ε, x) =
1
4πε
− 1
4π
logm2 − Γ(−1/2)b0(x)
8πm
+
∫ ∞
0
e−m
2t (θ∆Σ(x, t) − g˜(t, x)) dt + O(ε)
as ε→ 0. This shows
τ regΣ (x) = −
1
4π
logm2 − Γ(−1/2)b0(x)
8πm
+
∫ ∞
0
e−m
2t (θ∆Σ(x, t)− g˜(t, x)) dt.
The second part of the lemma follows from a simple computation. 
The behavior of τ regΣ in the interior of Σ is similar to the case when there is no
boundary. However, it is not clear how it behaves near the boundary. We will show
that the behavior of τ regΣ is comparable to that of the function x 7→ log(d(x, ∂Σ))
up to a bounded function. We begin the analysis with the following lemma.
Lemma 5.12. The function x 7→ log d(x, ∂Σ) is in Lp(Σ) for any p ≥ 1.
Proof. Let f(x) = log d(x, ∂Σ). Assume that the Riemannian metric is a product
metric near the boundary. Then, the volume form on a collar neighborhood the
boundary can be written as dt∧dVol∂Σ and consequently it is possible to find C > 0
and a > 0 such that ∫
Σ
|f |p ≤ C
∫ a
0
| log t|p dt.
For the general case, let Tr(∂Σ) = {x ∈ Σ : d(x, ∂Σ) ≤ r} be the tube around
∂Σ constructed using the normal vector field [17, Chapter 3]. Then, for small
r > 0, the volume form on Tr can be written, using Fermi coordinates, in the form
h(t)dt∧dVol∂Σ see [17, Theorem 9.22], where h(t) = 1+O(t). In these coordinates,
we have d(x, ∂Σ) = t, which implies x 7→ log d(x, ∂Σ) is integrable in this coordinate
neighborhood by the result on the product metric. 
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Next, we compare the behavior of τ regΣ to that of the function κ(x) = f.p.s=1ξ(s, x)
where
ξ(s, x) =
1
Γ(s)
∫ 1
0
ts−1Ξ(x, t) dt
and
Ξ(x, t) =
1
4πt
(
1− exp
(
−d(x, ∂Σ)
2
4t
))
.
First, we show:
Lemma 5.13. The function κ+
1
4π
log(d(., ∂Σ)) is bounded in Σ.
Proof. Let u = d(x, ∂Σ). Then, it follows that
ξ(s, x) = − u
s−1
4πΓ(s)
(
Γ(1− s)−
∫ u
0
(e−t − 1)t−s dt
)
.
Hence,
ξ(1 + ε, x) = − u
ε
4πεΓ(ε)
(
Γ(−ε)−
∫ u
0
(e−t − 1)t−ε dt
)
Now, the lemma follows from the definition of κ using the fact that uε = 1+ε logu+
O(ε2) as ε→ 0. 
We can easily check that τ regΣ − κ is bounded. Now, combinining the discussion
above, we have the following result concerning the behavior of the zeta-regularized
tadpole.
Proposition 5.14. There exists c ∈ R such that τ regΣ − c log(., ∂Σ) is a bounded
function.
As a consequence of this proposition and Lemma 5.12, we have:
Corollary 5.15. We have τregΣ is in L
p for all p ≥ 1.
Also, the consistency of τ regΣ with the zeta-regularization is immediate.
Corollary 5.16. The zeta-regularized tadpole is consistent with the zeta-regularization:
We have
∫
Σ τ
reg
Σ dVolΣ = −
d
dm2
log det(∆Σ +m
2).
Furthermore, we also have compatibilty with the zeta-regularization in the strong
sense.
Lemma 5.17. τ regΣ is compatible with zeta-regularization in the strong sense.
Proof. As usual, we write A = ∆Σ + m
2. We consider the function F (α) =
− log det(A + α), which is defined for α ∈ U ⊂ C∞c (Σ \ ∂Σ), where U is a neigh-
borhood of 0. Then we have to show that
DF (0)α =
∫
Σ
τ regΣ (x)α(x)dVol(x).
This is a simple computation. Notice that
F (εα) =
d
ds
∣∣∣
s=0
∫
Σ
ζA(s, x) =
d
ds
∣∣∣
s=0
∫
Σ
1
Γ(s)
∫ ∞
0
ts−1e−tεα(x)θA(x, t)dtdVol(x)
= F (0)− ε d
ds
∣∣∣
s=0
∫
Σ
1
Γ(s)
∫ ∞
0
tsα(x)θA(x, t)dtdVol(x) +O(ε
2)
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Now, exploiting sΓ(s) = Γ(s+ 1) we realize that the term of order ε is
DF (0)α =
∫
Σ
d
ds
∣∣∣
s=0
s
Γ(s+ 1)
∫ ∞
0
tsθA(x, t)dt︸ ︷︷ ︸
=τ regΣ (x)
α(x)dVol(x)
=
∫
Σ
τ regΣ (x)α(x)dVol(x).

Proposition 5.18. The assignment Σ 7→ τΣreg is a local assignment.
For the proof we investigate another tadpole function, given by the so-called
point splitting.
5.4. Point-splitting tadpole. Let Σ be a compact oriented Riemannian manifold
possibly with boundary. Let us consider the operator A = ∆Σ + m
2. We will
always impose the Dirichlet boundary condition if Σ has boundary and we assume
boundary to be closed. We recall that the Green’s function on Σ associated to A
has the following properties [45]:
GΣ(x, x
′) = − 1
2π
log(d(x, x′)) + H(x, x′)
near the diagonal of Σ× Σ and the singular support of the distribution GΣ is the
diagonal. Moreover, H is C2 in Σ \ ∂Σ× Σ \ ∂Σ.
Definition 5.19. We define τ splitΣ (x) := limx′→x
[
GΣ(x, x
′) + 12π log(d(x, x
′))
]
.
We can think of τ splitΣ as a way to regularize GΣ on the diagonal via “splitting”.
In the following lemma, we state some properties of τ splitΣ .
Lemma 5.20. The splitting tadpole τ splitΣ is C
1 on Σ \ ∂Σ and τ splitΣ ∈ Lp(Σ) for
any p ≥ 1. Moreover,
τ splitΣ (x) = −
logm2
4π
+
log 2− γ
2π
+
∫ ∞
0
e−tm
2
(
θ∆Σ(x, t) −
1
4πt
)
dt
where γ is the Euler’s constant.
Proof. The point splitting tadpole τ splitΣ is C
1 on Σ\∂Σ follows from the definition.
To show τ splitΣ ∈ Lp(Σ), it suffices to show the function f on Σ defined by x 7→
log(d(x, ∂Σ)) is in Lp(Σ) as f − τ splitΣ is locally bounded in a collar neighborhood
of the boundary. We have already shown in Lemma 5.12 that f ∈ Lp(Σ). This
completes the proof of τ splitΣ ∈ Lp(Σ). Another proof of this assertion can be given
by comparing τ splitΣ with τ
reg
Σ using Corollary 5.21, which uses only the second part
of this Lemma, and applying Corollary 5.15.
For the last part, let us recall that
GΣ(x, x
′) =
∫ ∞
0
e−tm
2
θ∆Σ(x, x
′, t) dt
and
1
2π
K0(md(x, x
′)) =
∫ ∞
0
1
4πt
e−tm
2−d(x,x′)2/4t dt
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where K0(z) is the modified Bessel’s function. The z → 0 asymptotics of K0(z)
implies
1
2π
K0(md(x, x
′)) = − log(md(x, x
′))
2π
+
log 2− γ
2π
+O(m2d(x, x′)2)
as d(x, x′)→ 0. We can rewrite this as:
log(d(x, x′))
2π
= − 1
2π
K0(md(x, x
′))− logm
2
4π
+
log 2− γ
2π
+O(m2d(x, x′)2)
as d(x, x′)→ 0. Using this, we see that
lim
x′→x
(
GΣ(x, x
′) +
1
2π
log(d(x, x′))
)
= − logm
2
4π
+
log 2− γ
2π
+
∫ ∞
0
e−tm
2
(
θ∆Σ(x, t)−
1
4πt
)
dt.

Corollary 5.21. For x ∈ Σ \ ∂Σ, we have τ regΣ (x)− τ splitΣ (x) =
γ − log 2
2π
.
We note that the splitting tadpole function is invariant under the action of the
group of the isometries of the Riemannian metric. From this it follows that:
Proposition 5.22. Let Σ be a closed oriented Riemannian manifold such that the
group of isometries act transitively on Σ, then τ splitΣ is constant on Σ. In particular,
if Σ is a closed Riemannian surface with constant scalar curvature, then τ splitΣ is
constant.
Finally, we can give some examples of the local assignment.
Proposition 5.23. The assignment Σ 7→ τ splitΣ is a local assignment tadpole func-
tions. In particular, τ regΣ (x) is also a local assignment of tadpole functions.
Proof. We can show τ splitΣ is a local assignment by a direct application of the gluing
formula for GΣ and we can complete the proof using Corollary 5.21. 
We end this subsection with the following remark concerning the appearance of
tadpole functions in other context in the literature.
Remark 5.24. The zeta-regularized tadpole and the point splitting tadpole appear
in the study of conformally covariant elliptic operators such as Yamabe operator and
Paneitz operator on a closed Riemanninan manifold Σ [1]. In this context, these
functions are known as the mass function of the operators and they are used in the
study of mass theorems, regularized traces, and conformal variation of regularized
traces, we refer to [40, 41, 1, 34, 35, 29] for details.
5.5. Some comments on the relation to RG flow in 2D scalar field theory.
In this paper we regularize 2d partition functions by choosing a tadpole function. In
the above we constructed two particular examples of tadpole functions, the “zeta-
regularized” and the “point-splitting” one. The purpose of this subsection is to
relate these to the more general notion of RG flow.
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5.5.1. Renormalized action (action with counterterms). Consider the 2D scalar field
theory with action
(5.11) S(φ) =
∫
Σ
1
2
dφ ∧ ∗dφ+ m
2
2
φ2 dvol︸ ︷︷ ︸
Sfree
+p(φ) dvol
with p(φ) =
∑
n
pn
n! φ
n a polynomial interaction (or more generally a formal power
series).
Say, we are interested in the normalized path integral
(5.12) Znorm =
∫ Dφ e− 1~S(φ)∫ Dφ e− 1~Sfree(φ)
and we define it by a perturbative expansion with Green’s function regularized via
proper time cut-off:
(5.13) GΛ(x, x
′) =
∫ ∞
1/Λ2
dt e−m
2tθ∆(x, x
′, t)
with θ∆ the heat kernel for the Laplacian, x, x
′ ∈ Σ and Λ a very large cut-off having
the dimension of mass. We note that, for x′ 6= x, limΛ→∞GΛ(x, x′) = G(x, x′)
exists, whereas on the diagonal we have the asymptotic behavior
(5.14) GΛ(x, x) ∼
Λ→∞
log Λ
2π
+ τ˜(x)︸︷︷︸
finite
Lemma 5.25. The finite part τ˜ (x) appearing in the r.h.s. of (5.14) differs from
the zeta-regularized tadpole by a universal constant:
(5.15) τ˜(x) = τ reg(x) − γ
4π
with γ the Euler constant.
Proof. Indeed, we find
GΛ(x, x) =
∫ ∞
1/Λ2
dt e−m
2tθ∆(x, t) =
∫ ∞
1/Λ2
dt e−m
2t
(
θ∆(x, t)− 1
4πt
)
+
+
∫ ∞
1/Λ2
dt e−m
2t 1
4πt︸ ︷︷ ︸
1
4piE1
(
m2
Λ2
)
∼
Λ→∞
log Λ
2π
−γ + logm
2
4π
+
∫ ∞
0
dt e−m
2t
(
θ∆(x, t)− 1
4πt
)
︸ ︷︷ ︸
τ˜(x)
+O
(
m2
Λ2
)
.
Here E1(u) =
∫∞
u dt
e−t
t is the exponential integral and we used its asymptotic
behavior E1(u) ∼ − log u− γ +O(u) at u→ 0. Comparing this formula for τ˜ with
the result for τ reg (Lemma 5.9), we obtain (5.15). 
For the normalized path integral (5.12) to be finite, we must assume that the
coefficients of p(φ) = pΛ(φ) in the numerator depend on Λ in such a way that the
limit limΛ→∞ Znorm exists. For that to happen, pΛ(φ) must have the following
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form:
(5.16) pΛ(φ) =
∑
n≥0
pn
n!
[n2 ]∑
k=0
(−1)k(2k − 1)!!
(
n
2k
)
·
(
~
2π
log Λ
)k
φn−2k =
=
∑
n≥0
pn
[n2 ]∑
k=0
1
k!
(
− ~
4π
log Λ
)k
· φ
n−2k
(n− 2k)!
– here we are essentially subtracting from pnaive(φ) =
∑ pn
n! φ
n the “counterterms”
compensating for the tadpole divergencies encountered when computing the path
integral (5.12) using pnaive.
Note that (5.16) satisfies the differential equation
(5.17)
∂
∂ log Λ
pΛ(φ) = − ~
4π
∂2
∂φ2
pΛ(φ)
- one can see at as a heat equation with “time” coordinate log Λ and “space”
coordinate φ, and (5.16) is the general solution with initial condition given by
pnaive(φ) at “time” logΛ = 0.
Some examples of solutions:
φ2
2 − ~4π log Λ shift of mass (gets additively renormalized),
Λ−
~
4piα
2
eαφ potential of Liouville theory,
Λ
~
4piα
2
cos(αφ) potential of sine-Gordon theory.
In the last two examples the potential is multiplicatively renormalized (attains
an anomalous dimension).14
5.5.2. Tadpoles vs. RG flow (“petal diagram resummation”). Let Zτ,p be the par-
tition function on a surface Σ (possibly with boundary) for the massive scalar field
with interaction potential
(5.18) p(φ) =
∑
n
pn
n!
φn,
defined using the tadpole function τ = τ(x).
We denote Fun(Σ) the space of smooth functions in the interior of Σ which
behave as O(| log d(x, ∂Σ)|N ) near the boundary, for some power N .
We will consider the setup where the coefficients pn of the interaction potential
themselves are allowed to be functions on Σ valued in power series in ~, i.e., p =
p(φ, x, ~) ∈ Fun(Σ)[[φ, ~]].15 We have the following.
Proposition 5.26 (Petal diagram resummation).
(i) We have the equality of partition functions
(5.19) Zτ,p = Z0,p˜
14Cf. the fact that in free massless scalar field theory – a prototypical CFT – : eαφ : is a
vertex operator of holomorphic/antiholomorphic dimension h = h¯ = − ~
8pi
α2 (in our normalization
convention), and thus total scaling dimension h+ h¯ = − ~
4pi
α2 and spin h− h¯ = 0.
15The reason for introducing this extended setup is that the transformation (5.20) below
generally (for a non-constant tadpole function τ) transforms a potential with constant coefficients
to one with non-constant coefficients.
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Here the right hand side is defined with zero tadpole and
(5.20) p˜(φ, x, ~) :=
∑
n≥0
pn(x, ~)
[n2 ]∑
k=0
1
k!
(
~ τ(x)
2
)k
· φ
n−2k
(n− 2k)!
(ii) Denote the r.h.s. of (5.20) by Rτ (p). We have Rτ1+τ2(p) = Rτ1(Rτ2(p)).16
(iii) If q = Rτ1−τ2(p), then Zτ1,p = Zτ2,q.
(iv) The transformed potential (5.20) satisfies the “local RG flow equation”:
(5.21)
∂
∂τ
Rτ (p) = ~
2
∂2
∂φ2
Rτ (p)
which holds pointwise on Σ.
(v) For a potential p(φ) =
∑
j cje
αjφ given by a sum of exponents, with αj , cj
independent on φ (but possibly depending on x, ~), the corresponding trans-
formed potential (5.20) is:
(5.22) Rτ (p) =
∑
j
cje
~τ
2 α
2
j eαjφ
Proof. For (i), one shows (5.19) as a resummation of perturbation theory: summa-
tion of the “petal diagrams” for the theory with potential p yields the vertices of
the theory with potential
(5.23) p˜ =
∑
n≥0
[n2 ]∑
k=0
pn
n!
φn−2k
(
n
2k
)
(2k − 1)!! (~τ)k
where the combinatorial coefficient
(
n
2k
)
(2k−1)!! counts the number of ways to
attach k edges to a vertex with n incident half-edges. Expression (5.23) simplifies
to (5.20).
Item (ii) is straightforward: denoting the n-th coefficient pn in p(φ) (normalized
as in (5.18)) by [p]n, we have from (5.20) that
[RT (p)]n
∑
k≥0
(
~ τ
2
)k
pn+2k
and therefore
[Rτ1(Rτ2(p))]n =
∑
k1,k2≥0
1
k1!
(
~ τ1
2
)k1 1
k2!
(
~ τ2
2
)k2
pn+2k1+2k2
=
l=k1+k2
∑
l≥0
(
~ (τ1 + τ2)
2
)l
pn+2l = [Rτ1+τ2(p)]n
Item (iii) is a generalization of (i) (since the case q = 0 is (i)) and it follows from
(i) and (ii):
Zτ2,q =
(i)
Z0,Rτ2(q) = Z0,Rτ2(Rτ1−τ2 (p)) =
(ii)
Z0,Rτ1(p) =
(i)
Zτ1,p
16 Thus, R defines an action of the additive group Fun(Σ) on interaction potentials p ∈
Fun(Σ)[[φ, ~]] – the “local RG flow.” Note that, for a constant function τ , Rτ transforms potentials
with constant coefficients p ∈ R[[φ,~]] to potentials with constant coefficients.
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The equation (iv) follows immediately from (5.20) by applying the relevant
derivatives to the r.h.s.
Item (v) is the observation that when applied to an exponential p(φ) = eαφ =∑
n≥0
αn
n! φ
n, the transformation (5.20) yields
∑
n≥0
[n2 ]∑
k=0
1
k!
(
~τ
2
)k
αn
φn−2k
(n− 2k)! =
∑
n≥0
[n2 ]∑
k=0
1
k!
(
~τ
2
α2
)k
(αφ)n−2k
(n− 2k)! = e
~τ
2 α
2
eαφ
Then (v) follows by Fun(Σ)[[~]]-linearity of the transformation RT . 
Proposition 5.26 implies the following.
Corollary 5.27. One has the equality
(5.24) Zτ
reg,p = ZτΛ,pΛ
Here the l.h.s. is the partition function for an interaction potential p(φ), calcu-
lated using the zeta-regularized tadpole τ reg(x). The r.h.s. is the partition function
with the tadpole τΛ(x) := GΛ(x, x) (with GΛ defined via proper time cut-off, as in
(5.14)) and with the “renormalized” interaction potential (or “potential with coun-
terterms”) given by
(5.25) pΛ = Rτ reg−τΛ(p) ∼
Λ→∞
R− log Λ2pi + γ4pi (p)
Here in the last point we used the result (5.15).
The r.h.s. of (5.24) is almost the same as the computation of the perturbative
path integral for the theory using the cut-off-regularized Green’s function (5.14),
with the action including counterterms, which are fine-tuned – see (5.24) – so that
the path integral is finite. “Almost” – because in (5.24) only the Green’s functions
in the tadpoles are regularized while the Green’s functions between distinct vertices
are the exact ones. However, the distinction between these two regularizations for
Feynman diagrams becomes negligible as Λ→∞.
Another way to present the result (5.24) is:
(5.26) Z τ˜ ,p
′ ←
Λ→∞
ZτΛ,pΛ
where τ˜ is as in (5.14) – the cut-off-renormalized tadpole (i.e., with cut-off reg-
ularization imposed and with the singular term subtracted), with p′ = R γ
4pi
(p) a
finite transformation of the potential (arising from the difference in zeta vs cut-off
renormalization schemes). Here pΛ = R− log Λ2pi (p
′). Note that this is the same as
formula (5.16) from Section 5.5.1 if we identify p′ = pnaive. Thus, in the asymptotic
equality (5.26) we either subtract a singular part from the tadpole (in the l.h.s.),
or we add counterterms to the action (in the r.h.s.).
Cutting into tiny squares (a heuristic picture).17 Consider a cellular
subdivision Xǫ of the surface Σ into small squares sqi, of linear size of order ǫ =
1
Λ ,
with ǫ→ 0. One can consider two different pictures (local assignments of tadpoles):
I Set the tadpole functions to zero for each small square, τsqi = 0. By the gluing
formula for tadpoles, this leads to a glued tadpole τΣ ∼ − log ǫ2π +(finite part) on
the surface; τΣ is a version of cut-off regularized tadpole GΛ(x, x), see (5.14).
17We call it a heuristic picture because it relies on cutting with corners which is yet to be fully
understood.
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ΣL ΣR
Y
YL
YR
Figure 9. A cobordism Σ from YL to YR with a decomposition
Σ = ΣL ∪Y ΣR.
II Set the tadpole functions for the small squares and for Σ to their zeta-regularized
values. Then on a small square, we have τsqi ∼ log ǫ2π + (finite part) (this is the
ǫ → 0 asymptotics of an explicit answer for a flat square) and τΣ is finite
(ǫ-independent).
In the first picture, we need to define the partition function using the renormalized
potential pΛ, in order to have a finite result; in the second picture, we are taking
the non-renormalized potential p and have a finite result.
6. Formal Fubini Theorem and Atiyah-Segal gluing
In this section, we finally prove the gluing formula for the perturbative partition
function. It comes in different flavors, according our choice of tadpole function. If
τ is a local assignment of tadpole functions, we write ZτΣ := Z
τΣ
Σ . In particular, we
denote the partition function defined using the zeta-regularized tadpole τreg by Z
ζ.
6.1. The gluing formula. Let Σ be a two-dimensional compact Riemannian cobor-
dism with boundary ∂Σ = YL ⊔ YR. Let Y be a collection of circles in Σ such that
Σ = ΣL ∪Y ΣR, with YL ⊂ ΣL and YR ⊂ ΣR. The main goal of this section is to
prove the following theorem.
Theorem 6.1. Let Σ = ΣL ∪Y ΣR as above and τL, τR be tadpole functions on
ΣL,ΣR respectively. Then
(6.1) 〈ẐτLΣL , ẐτRΣR〉ΣL,Y,ΣR = ZτL∗τRΣ .
The following is an immediate corollary.
Corollary 6.2. If τ is an assignment of local tadpole functions, we have
(6.2) 〈ẐτΣL , ẐτΣR〉ΣL,Y,ΣR = ZτΣ.
In particular, this holds for the zeta-regularized perturbative partition funciton Zζ .
To prove this theorem we introduce some auxiliary structures on Feynman dia-
grams.
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6.2. More on Feynman diagrams. This strategy of the proof was inspired by
Johnson-Freyd’s paper [23].
Definition 6.3 (Decorated Feynman graphs). i) A decoration of a Feynman graph
is a pair of functions18
f = (decV : V (Γ)→ {L,R}, decE : E(Γ)→ {u, c}).
ii) A decoration is admissible if f(VX) ⊂ {X}, X = L,R, and all edges between a
vertex decorated L and a vertex decorated R are decorated by c.
iii) A decorated Feynman graph is a pair (Γ, f) of a Feynman graph Γ and a
decoration f of Γ.
The automorphism group Aut(Γ) acts on the set of decorations. Two decorations
of Γ that are related by an automorphism of Γ are called isomorphic. The set of
isomorphism classes of decorations is denoted dec(Γ).
Definition 6.4. An automorphism of a decorated Feynman graph is an automor-
phism ϕ ∈ Aut(Γ) that fixes the decoration: decV (VI(ϕ)(v)) = decV (v), decE(E(ϕ)(e)) =
decE(e), i.e. the decorated automorphism group is the stabilizer of the decoration
under the action of Aut(Γ) on the set of decorations. We denote the set of auto-
morphisms of a decorated graph by Autdec(Γ).
Notice that all edge types - E0, E1, E2 - can be cut. We introduce a set of
Feynman rules for decorated graphs.
Definition 6.5. Let (Γ, f) be a decorated Feynman graph and let Σ = ΣL ∪Y
ΣR. Also, let τL, τR be tadpole functions on ΣL,ΣR. Then we define the weight
F dec,τL,τRΣ of the decorated Feynman graph as follows: For a bulk vertex labeled
X ∈ {L,R}, we integrate over ΣX . Edges decorated by u between different X
vertices are assigned GΣX or its appropriate derivatives, or the tadpole function
τX . Edges labeled by c are assigned the second term in the gluing formula for the
appropriate derivative of the Green’s function. Tadpoles labeled by c are assigned
the second term in gluing formula for tadpoles.
Lemma 6.6. For all graphs Γ, we have
(6.3)
F τL∗τRΣ (Γ)
|Aut(Γ)| =
∑
f∈dec(Γ)
F dec,τL,τRΣ (Γ
f )
|Autdec(Γf )| .
Proof. Decompose FΣ(Γ) using
∫
Σ
=
∫
ΣL
+
∫
ΣR
and the gluing formula for the
propagator GΣ = Gu+Gc between L and L (resp. R and R) vertices and GΣ = Gc
between L andR vertices. Every term in the resulting sum is labeled by a decoration
f of Γ. Isomorphic decorations will evaluate to the same weight. Thus, we obtain
F τL∗τRΣ (Γ)
|Aut(Γ)| =
∑
f∈dec(Γ)
F dec,τL,τRΣ (Γ
f )
|Aut(Γ) · f |
|Aut(Γ)| .
By the orbit-stabilizer theorem, we obtain
|Aut(Γ) · f |
|Aut(Γ)| =
1
|Autdec(Γf )|
and the claim follows. 
18“u” is for “uncut”, “c” is for “cut”.
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We define a gluing operation ∗ on Feynman graphs: Denote Feynman graphs
with no R − R edges by GrR and Feynman graphs with no L − L edges by GrL.
For ΓL ∈ GrR,ΓR ∈ GrL we define
ΓL ∗ ΓR :=
∑
σ perfect matching of VR(ΓL)⊔VL(ΓR)
Γdec(σ,ΓL,ΓR),
where Γdec(σ,ΓL,ΓR) is the decorated graph obtained by decorating vertices in
ΓX with X , edges in ΓX by u (for “uncut”) and connecting the boundary vertices
specified by σ to an edge, decorated c (for “cut”), between the bulk vertices attached
to these boundary vertices. In the language of definition 3.9 we set VL(Γ
dec) =
VL(ΓL),VR(Γ
dec) = VR(ΓR), Vb(Γ
dec) = Vb(ΓL) ⊔ Vb(ΓR). The set of half-edges is
the union of all half-edges incident to these vertices. The map τ specifying the
edges is extended by the perfect matching σ. These new edges are decorated c, all
other edges are decorated u, the vertices carry the obvious decorations. See Figure
10.
ΓL
∗
ΓR
=
Γ1
L
c
R
R
u uc +2
Γ2
L
R
c
R
c
u u
Figure 10. The gluing operation on graphs. The first term cor-
responds to the perfect matching which matches vertices on either
side, the second term to the two matchings identifying the vertices
on different sides.
Remark 6.7. We can glue graphs with different amounts of boundary vertices. For
instance, the graph ΓL in Figure 10 could be glued to the empty graph on the right
hand side, and these terms are important for the gluing formula for the Green’s (or
tadpole) function.
The gluing operation lands in formal linear combinations of decorated graphs.
ΓL ∗ ΓR =
∑
Γdec∈supp(ΓL∗ΓR)
mΓ
dec
ΓL,ΓRΓ
dec.
For instance, in the example of Figure 10, we have mΓ
1
ΓL,ΓR
= 1 and mΓ
2
ΓL,ΓR
= 2.
Then:
Lemma 6.8. Let Γdec be a decorated Feynman graph. Then there is a unique
ΓL ∈ GrR,ΓR ∈ GrL such that Γdec ∈ supp(ΓL ∗ ΓR).
Proof. Delete every c-decorated edge e = {v1, v2} in Γdec and replace it with ver-
tices v′1, v
′
2 and edges e1 = v1, v
′
1, e2 = {v2, v′2}. This results in two disconnected
graphs ΓL and ΓR containing vertices decorated L and R respectively (they are
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disconnected since edges between L and R vertices are decorated c). The newly
added vertices are declared right resp. left boundary vertices if connected to a ver-
tex decorated L resp. R. Forgetting the decorations, this is the unique combination
of graphs that will contain Γdec in its support after gluing. 
Lemma 6.9. Using notation as above, for ΓL ∈ GrR and ΓR ∈ GrL we have
(6.4)
〈
F τLΣL(ΓL), F
τR
ΣR
(ΓR)
〉
ΣL,Y,ΣR
=
F dec,τL,τRΣ (ΓL ∗ ΓR)
det(DΣL,ΣR)
1
2
Here we extend F decΣ linearly to formal linear combinations of decorated graphs.
Proof. The only nontrivial point here is that the integral kernel we used to define
the pairing is the same kernel as the one appearing in the gluing formula for the
Green’s function. Apart from this fact the proof is a matter of plugging in the
definitions. 
Finally we require the following combinatorial Lemma.
Lemma 6.10. Using notation as above
(6.5)
ΓL
|Aut(ΓL)| ∗
ΓR
|Aut(ΓR)| =
∑
Γdec∈suppΓL∗ΓR
Γdec
|Autdec(Γdec)| .
Proof. This is essentially a consequence of the orbit-stabilizer theorem. Notice we
can rewrite (6.5) as
(6.6) mΓ
dec
ΓL,ΓR
!
=
|Aut(ΓL)||Aut(ΓR)|
|Autdec(Γdec) |
which is already suggestive of the group action we want to consider. Namely, the
group Aut ΓL×AutΓR acts on the set m of perfect matchings of VR(ΓL)⊔VL(ΓR).
Two perfect matchings related by this group action will define the same decorated
graph, so that for any mΓ
dec
ΓL,ΓR = |(Aut ΓL × AutΓR) · σ| for any σ ∈ m that
defines Γdec. The main realization is that the stabilizer group of σ is isomorphic
to the automorphism group of the decorated graph Γdec: The condition that a pair
(ϕL, ϕR) stabilizes σ is equivalent to asking that ϕL⊔ϕR preserves incidence of cut
edges. Equation (6.6) is then just the orbit-stabilizer theorem. 
6.3. Proof of the gluing formula. We now have all the necessary ingredients to
prove Theorem 6.1 (we suppress dependence on arguments after the first line).
Proof of Theorem 6.1. Recall that we denote by GrL (resp. GrR) the set of all
Feynman graphs containing no edges between left (resp. right) boundary vertices.
Then, as noted in Remark 3.20, we have
(6.7)
∑
Γ
F τΣ(Γ)
|Aut(Γ)| =
∑
Γ∈GrR
e−S0(φ
Σ
η˜R
) F
τ
Σ(Γ)
|Aut(Γ)|
In particular, we have
(6.8) ẐτΣ =
1
det(∆ΣL +m
2)
1
2
∑
Γ∈GrR
F τΣ(Γ)
|Aut(Γ)| .
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The proof of the gluing formula is now a simple consequence of our previous work:〈
ẐτLΣL(η˜L, η˜), Ẑ
τR
ΣR
(η˜, η˜R)
〉
ΣL,Y,ΣR
=
(Eq. (6.8)) =
1
det(ΣL +m2)
1
2 det(ΣR +m2)
1
2
∑
ΓL∈GrR
ΓR∈GrL
〈
F τLΣL(ΓL)
Aut(ΓL)
,
F τRΣR(ΓR)
Aut(ΓR)
〉
ΣL,Y,ΣR
(Eq. (6.4)) =
1
det(ΣL +m2)
1
2 det(ΣR +m2)
1
2 det(DΣL,ΣR)
1
2
∑
ΓL∈GrR
ΓR∈GrL
F dec,τL,τRΣ (ΓL ∗ ΓR)
Aut(ΓL)Aut(ΓR)
(Eqs. (4.3),(6.5)) =
1
det(∆Σ +m2)
1
2
∑
ΓL∈GrR
ΓR∈GrL
∑
Γdec∈ΓL∗ΓR
F dec,τL,τRΣ (Γ
dec)
Autdec(Γdec)
(Lemma 6.8) =
1
det(∆Σ +m2)
1
2
∑
Γdec
F dec,τL,τRΣ (Γ
dec)
Autdec(Γdec)
(Eq. (6.3)) =
1
det(∆Σ +m2)
1
2
∑
Γ
F τL∗τRΣ (Γ)
Aut(Γ)
= ZτL∗τRΣ .

7. Functoriality
Returning to the discussion of the introduction, it is a natural question whether
the assignment Y 7→ HY ,Σ 7→ ZΣ has an interpretation as a functor. It turns out
that the answer to this question is positive, provided source and target category
are adequately defined, and one introduces the correct mathematical setup. The
main problem is that in the treatment of Section 3 the pairing on the space of
boundary states depends on the bulk. We’ll briefly describe the idea to remedy
this. Remember that heuristically we want the pairing to be integration against
the “Lebesgue measure” on the space of boundary fields:
〈Ψ1,Ψ2〉 =
∫
η˜Y
Ψ1(η˜L, η˜Y )Ψ2(η˜Y , η˜R).
Of course this formal Lebesgue measure does not depend on the bulk, but there
is no nice adequate way for us to define it, so another idea is needed. From the
point of view of perturbation theory, it was natural to use the factor e−S0(φη˜Y ) to
define a formal measure with respect to which we were defining the pairing, but
this factor depends on the bulk, since S0(φη˜Y ) =
1
2
∫
Y η˜DΣη˜ dVolY . The trick to
obtain a functor is to realize that dependence of the bulk is “small” in the sense
that DΣ =
√
∆Y +m2 + S, where S is a compact operator
19 that contains all the
bulk dependence. We can thus use the operator
√
∆Y +m2 to define an actual
Gaussian measure on a completion of C∞(Y ). This Gaussian measure will then be
corrected to the one induced by the Dirichlet-to-Neumann operator by the “small”
contribution from the bulk. This means we will multiply the partition function
by a factor to obtain its correct normalization, but on the heuristic level, nothing
19A stronger statement is that δ = (∆Y +m
2)−
1
2 S is a Hilbert-Schmidt operator. Moreover,
if the metric Σ in the neighborhood of Y is the product metric, then S is in fact a smoothing
operator. We refer to Appendix A.5.3 for examples.
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happens at all: We are just splitting the Gaussian factor in the partition function
in a different way. In this section we will spell out the details of this idea and prove
that this is enough to make the partition function functorial.
7.1. The source category. The source category is the semicategory (i.e. category
without identity morphisms) Riem2 of 2-dimensional Riemannian cobordisms de-
fined as follows:
• Objects are closed Riemannian 1-manifolds with two-sided collars Y ×
(−ǫ, ǫ) with an arbitrary metric restricting to the metric on Y on Y × {0}.
• A morphism from YL×(−ǫL, ǫL) to YR×(−ǫR, ǫR) is a Riemmanian cobor-
dism Σ with ∂XΣ = YX such that ∂LΣ has a collar (tubular neighborhood)
in Σ isometric to YL×[0, ǫL) and ∂RΣ has a collar isometric to YR×(−ǫR, 0].
Composition of morphisms is well-defined since the 2-sided collars ensure that met-
rics can be glued smoothly.
We refer the reader to [21, 44] for a detailed discussion of the Riemannian cobor-
dism category.
7.2. The space of boundary states revisited and the target category. We
start by describing the space associated to a single circle, HS1 . It will be given
by formal power series in a Fock space. The space associated to a disjoint union
of circles will be given by an appropriate tensor product of such spaces. Our
construction is inspired by the constructive quantum field theory [16, 43], where it
is shown that the Hilbert space associated to any two dimensional scalar field theory
with polynomial potential or higher dimensional free scalar field theory can be
constructed by using a pseudo-differential operator on the time zero hypersurface.
For our consideration, a closed one-dimensional Riemannian manifold will play the
role of time zero hypersurface. First, we have the following definition for the single-
particle Hilbert space associated to a circle.
Definition 7.1. Let g be a Riemannian metric on S1 and m > 0 and consider
the Helmholtz operator ∆g +m
2 on S1. Denote κ the square root of this operator.
Then, we define the single-particle Hilbert space HS1 as the completion of C
∞(S1)
with respect to the pairing
(7.1) 〈f, g〉 = 1
2
∫
S1×S1
f(x)κ−1(x, y) g(y)dxdy.
We suppress the dependence on the metric from the definition.
Remark 7.2. Similarly, we can define the single-particle Hilbert space HY of any
1-dimensional closed Riemannian manifold and we have
(7.2) HS1⊔...⊔S1 ∼= HS1 ⊗ · · · ⊗HS1 ,
where the tensor product is the Hilbert-Schmidt tensor product of Hilbert spaces.
Definition 7.3. The Fock space of HS1 is
(7.3) F+(HS1) =
∞̂⊕
k=0
SkHS1
where SkV is the k-th symmetric power of the vector space V . Here the tensor
product is the Hilbert-Schmidt tensor product of Hilbert spaces.
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Again, for Y = S1 ⊔ . . . ⊔ S1 we have F+(HY ) ∼= F+(HS1)⊗ · · · ⊗ F+(HS1).
Remark 7.4. The pairing 7.1 on C∞(S1) is the covariance of a Gaussian probabil-
ity measure µ2κ on D
′(S1)–the space of distributions on S1. This means the Fock
space F+(HS1) is canonically isomorphic as a Hilbert space to L
2(D′(S1), µ2κ)).
See e.g. [19, 43]. This isomorphism is also an isomorphism of algebras (the algebra
structure on Fock space is that of the completed symmetric algebra). In fact the
single-particle Hilbert space HS1 , which is also called the Cameron-Martin space of
µ2κ, contains “all” the relevant information about the measure µ2κ. We refer to
[4] for details.
For us it will be convenient to use the following normalization of Gaussian mea-
sures.
Definition 7.5. We define the “unnormalized” Gaussian measure corresponding
to a symmetric positive operator A to be
(7.4) µ′A =
µA
det(A)1/2
.
Here we assume detA exists in the zeta-regularized sense.
Definition 7.6 (Space of boundary states).
(1) The space of boundary states associated to a metric circle is20
(7.5) HS1 = (F+(HS1)[[~1/2]], 〈·, ·〉)
where 〈·, ·〉 is the pairing on Fock space normalized by a factor of det(κ)−1/2.
(2) Let Y =
⊔k
i=1 S
1 be a collection of circles. The space of boundary states
associated to Y is
(7.6) HY :=
(
k⊗
i=1
F+(HS1)
)
[[~1/2]] ∼= F+(HY )[[~1/2]],
the algebra of formal power series with coefficients in the algebra given by
the Hilbert-Schmidt tensor product of the Fock spaces of the single-particle
Hilbert spaces.
Note that with this normalization HY is isomorphic to L2(D′(Y ), µ′2κ)[[~1/2]].
Remark 7.7. Given a cobordism (Σ, ∂LΣ, ∂RΣ) let Y = ∂Σ = ∂LΣ ⊔ ∂RΣ. Then
the associated space of boundary states HY satisfies
HY ∼= HS(F+(∂LΣ), F+(∂RΣ))[[~1/2]],
where HS denotes Hilbert-Schmidt operators (this is a standard property of the ten-
sor product of Hilbert spaces). Given the three compact Riemannian 1-manifolds
YL, Y, YR, the pairing HY⊗HY → R[[~1/2]] extends to the composition map HYL⊔Y⊗
HY ⊔YR → HYL⊔YR .
We now define the target category as follows.
Definition 7.8. The category Hilbform is the category with
20 This model for the space of states is twice larger than what we need, in the following
sense. The space HS1 is
1
2
Z × Z-bigraded by the ~-degree and polynomial degree in η˜, d1 and
d2 respectively. The perturbative state induced from a surface on the boundary always has only
monomials satisfying the “selection rule” d1 −
d2
2
∈ Z.
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• objects are algebras of formal power series over Hilbert spaces with an al-
gebra structure,
• morphisms are power series of linear maps which are degree-wise Hilbert-
Schmidt.
7.3. Proof of functoriality. As was explained in the discussion above, we need
to slightly adjust the partition function to account for the pairing on the space of
boundary states:
Definition 7.9. Let Σ ≡ (Σ, ∂LΣ, ∂RΣ) be a cobordism and τ be a tadpole function
on Σ. For a 1-dimensional manifold Y , denote κ :=
√
∆Y +m2. The functorial
partition function of Σ is
(7.7) ZτΣ[η˜] = e
1
2
∫
∂Σ
η˜κη˜ dVol∂ΣZτΣ[η˜].
Proposition 7.10. We have ZτΣ ∈ Hilbform(HΣL ,HΣR).
Proof. This is a direct consequence of the results of Section 3.4 which imply that the
weights of the Feynman graphs are square-integrable with respect to the induced
measure on the configuration space. In particular, they are square integrable with
respect to measure induced by 2κ. In particular, for a Feynman diagram with n
boundary vertices, we have F (Γ) ∈ SnHY . Since for a fixed order of ~ and a given
number of boundary points there are only finitely many diagrams, the sum over
the contributions of these diagrams is an element of the corresponding symmetric
power of the single-particle Hilbert space. 
The gluing formula can then be re-interpreted as the fact that if τ is a local
assignment of tadpole functions, then functorial partition function is a functor.
Theorem 7.11. Let τΣ be a local assignment of tadpole functions. The assignment
Zτ : Riem2 → Hilbform
given on objects by
Zτ (Y × (−ǫ, ǫ)) = HY
and on morphisms by
Zτ (Σ) = ZτΣ
is a functor.
Proof. Let Σ = ΣL ∪Y ΣR be a Riemannian cobordism. Since Riem2 is a semicat-
egory, we actually only have to check the composition rule
Zτ (ΣL ∪Y ΣR) = Zτ (ΣL) ◦ Zτ (ΣR).
We denote YL = ∂LΣ = ∂LΣL, Y = ∂RΣL = ∂LΣR, YR = ∂RΣ = ∂RΣR. To
see this, recall that (this is Remark 7.7) composition of morphisms F1 : H1 → H2,
F2 : H2 → H3 in the category Hilbform is given by extension of the pairing on
H2. On the other hand, this pairing is given by integrating against the Gaussian
measure µ′2κ in the L
2 space corresponding to H2:
Zτ (ΣL) ◦ Zτ (ΣR) =
∫
D′(Y )
Zτ (ΣL)Zτ (ΣR)dµ
′
2κ
= e
1
2
∫
YL
η˜κη˜ dVolYL e
1
2
∫
YR
η˜κη˜ dVolYR
∫
D′(Y )
e
∫
Y
η˜κη˜ dVolY ZτΣLZ
τ
ΣRdµ
′
2κ
= e
1
2
∫
YL
η˜κη˜ dVolYL e
1
2
∫
YR
η˜κη˜ dVolYR
∫
D′(Y )
ẐτΣLẐ
τ
ΣR
e−
1
2
∫
Y
η˜(SL+SR)η˜ dVolY dµ′2κ
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Here SX = DΣX − κ for X ∈ {L,R}. Since κ−1SX is a Hilbert-Schmidt operator,
by known results on Gaussian measures (see e.g. [19, Chapter 7] or [4]),we have
e−
1
2
∫
Y
η˜(SL+SR)η˜ dVolY µ′2κ = µ′DΣL,ΣR as measures on D
′(S1).21 However, integra-
tion against the latter Gaussian measure is just the pairing defined in Definition
3.7. Hence the gluing formula 6.1 implies the composition law for Ẑτ . 
Remark 7.12. The Hilbert-Schmidt norm of a partition function of a Riemannian
cobordism Σ admits the following interpretation: its square is the partition function
of the closed “doubled surface” Σ˜ = Σ ∪∂Σ Σ (assuming the glued metric on Σ˜ is
smooth):
||Zτ (Σ)||2HS = Z τ˜ (Σ˜)
Here we endow Σ˜ with the tadpole function τ˜ = τ ∗ τ – the gluing of τ (some a
priory fixed tadpole function) on Σ and its reflection on the second copy, Σ.
8. Discussion and outlook
In this paper we have defined the perturbative partition function of two-dimensional
scalar field theory as a formal power series, and shown that it satisfies an Atiyah-
Segal type gluing relation. In particular, this shows that the perturbatively defined
path integral in our model satisfies a crucial property expected from the path inte-
gral – a Fubini-type theorem.
To obtain this result we used gluing formulae for the zeta-regularized deter-
minants and the Green’s function of the Helmholtz operator, together with some
combinatorics of Feynman diagrams. Naturally, one is led to the expectation that
similar techniques will allow to prove gluing formulae for other theories.
Similar results for first-order gauge theories in BV formalism have been obtained
by Cattaneo, Reshetikhin and the second author in [8]. We choose a slightly differ-
ent way to define the partition function on a manifold with boundary.22 However,
we expect the two approaches to be ultimately equivalent. We plan to explore this
relation in the future.
We have also proven that the perturbative quantization in our model gives rise to
a functor from the category of Riemannian 2-cobordisms to the category of Hilbert
spaces and Hilbert-Schmidt operators.
The cutting-gluing formula for partition functions underlying the functoriality
result relies on the careful treatment of tadpole diagrams and their interaction with
locality.
The following questions naturally arise from our treatment of scalar theory.
I. The adjusted partition function Z entering in the functorial formulation mod-
ifies the standard partition function Z (corresponding to quantization with
Dirichlet polarization on the boundary) by a factor e
1
2~
∫
∂Σ
dVol∂Σηκ(η). It begs
an interpretation in terms of a new “Helmholtz” polarization imposed on the
boundary, where ∂nφ−κ(φ) is fixed on ∂Σ. This new polarization can be seen
as a complex polarization on the boundary phase space, whereas Dirichlet con-
dition gives a real polarization; the two are connected by a Segal-Bargmann
transform which can be represented by a partition function of a short cylinder
21With our convention for the Gaussian measure, this can be proven similarly to Theorem 7.3
in [19] by showing the Fourier transforms of the two measures are equal.
22We use the (unique) harmonic extension of the boundary field, while [8] uses a discontinuous
extension of the boundary fields, i.e. it drops to zero immediately outside the boundary.
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with Dirichlet polarization on one side and Helmholtz condition on the other
side.23
II. It would be very interesting to extend our treatment of 2-dimensional scalar
theory to allow cutting and gluing with corners. Correspondingly, we expect
the functorial picture to generalize to a fully extended FQFT out of an appro-
priate Riemannian cobordism 2-category. In topological case, this formalism
is known from Baez-Dolan-Lurie [3],[30]. A related question is enrichment of
the theory by defects supported on strata.
III. A big open problem is the compatibility of renormalization with locality in
more general setting and in higher-dimensional theories. In particular, it
would be natural to try to extend our treatment of scalar theory to higher
dimension (but restricting the potential p to be renormalizable, e.g. p(φ) = φ4
in dimension ≤ 4 or p(φ) = φ3 in dimension≤ 6) and studying renormalization
and RG flow there.
IV. This paper and [22],[8] suggest that there is certain algebraic structure on
Feynman graphs which is responsible for Atiyah-Segal type gluing formulae
for perurbative partition functions. One can consider graph-valued partition
function (in the spirit of LMO invariant or Kontsevich-Kuperberg-Thurston-
Lescop construction) and one expects this version of partition function to be
an idempotent (or, dually, a group-like element) w.r.t. the gluing operation
on graphs.24
Appendix A. Examples
In this section we provide some explicit examples of determinants, tadpole func-
tions, and gluing formulas. Even though the main focus of this paper is two-
dimensional scalar field theory, we consider also 1-dimensional examples, where
answers are simpler and more explicit. All the constructions in this paper are
valid, with minor adjustments, also for 1-dimensional scalar field theory.
A.1. One-dimensional examples.
A.1.1. Interval. Denote ADDm,l = (− d
2
dx2 +m
2) with Dirichlet boundary conditions.
The Green’s function of the operator ADDm,l can be explicitly computed and yields
(A.1)
G(x, y) =
1
m
sinhmx sinhm(l − y)θ(y − x) + sinhm(l − x) sinhmyθ(x− y)
sinhml
,
where θ is the Heaviside function, which leads to the tadpole function25
(A.2) T (x) = G(x, x) =
sinhmx sinhm(l − x)
m sinhml
.
The zeta-regularized determinant of A can be computed26 as
(A.3) detADDm,l =
2 sinhml
m
.
23In the context of Chern-Simons theory, (generalized) Segal-Bargmann transform via attach-
ing a cylinder with appropriate boundary polarizations is studied in the paper in preparation
[9].
24A similar problem is currently being investigated in [26]
25Here θ(0) = 1/2. Notice that the Green’s function is actually continuous across the diagonal.
26See e.g. [37, Example 3, p.220] for a derivation.
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Notice that in the limit as m→ 0 we obtain 2l - for Dirichlet boundary conditions,
the operator ADD0,L has no kernel and we obtain its nonzero determinant. In partic-
ular, we see that the tadpole is consistent (in the weak sense, Definition 5.5) with
zeta-regularization: We have
(A.4)
d
dm2
log det(ADDm,l ) =
1
4m
(
l coshml
sinhml
− 1
m
)
=
∫ l
0
T (x)dx.
Now consider the gluing of the two intervals Il1 = [0, 11] and Il2 = [l1, l1 + l2] over
the the point Y = {l}. Then the Dirichlet-to-Neumann operator along Y is given
by
DIl1 ,Y,Il2 : η 7→ m(cothml1 + cothml2)η = m
sinhm(l1 + l2)
sinhml1 sinhml2
η.
Then we compute
det(ADDml1) det(A
DD
ml2) det
1
2
DIl1 ,Y,Il2
=
(
2
m
sinhml1
)(
2
m
sinhml2
)
1
2
(m cothml1 + cothml2)
=
2
m
sinhm(l1 + l2) = detA
DD
m,l1+l2 .
The factor 12 which appears here - in contrast to the gluing formula (4.3) - arises
because we are gluing 1-dimensional determinants. It is a correctional factor in
the gluing formula for determinants that is present in odd dimensions27, see [28].
Finally, let us consider the gluing of the tadpole function. We will check that for
x < l1, Tl1+l2(x) = Tl1(x) ∗ Tl2(x) (the other cases are similar). Indeed, the left
hand side is
Tl1+l2(x) =
sinhmx sinhm(l1 + l2 − x)
m sinhm(l1 + l2)
while the right hand side is
Tl1(x) +
(
d
dy
∣∣∣∣
y=l1
G(x, y)
)2
D−1Il1 ,Y,Il2
=
sinhmx sinhm(l1 − x)
m sinhml1
+
(
sinhmx
sinhml1
)2
sinhml1 sinhml2
m sinhm(l1 + l2)
=
(
sinhmx
m
)
sinhm(l1 − x) sinhm(l1 + l2) + sinhmx sinhml2
sinhml1 sinhm(l1 + l2)
= Tl1+l2(x).
A.1.2. Circle. Consider a circle of length l, and let Am,l = −d2/dx2 + m2. The
spectrum of this operator is λk = (2πk/l)
2+m2, k ∈ Z. Then one can compute the
determinant as
(A.5) detAm,l = 4 sinh
2 ml
2
.
27This factor hints at the fact that in odd dimensions one should normalize the “measure” of
the path integral accordingly. The correct normalization of the path integral on spacetimes with
boundaries should be such that it is compatible with gluing. A similar discussion for factors in
gluing of partition functions in abelian BF theory is given in [8].
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For x, y ∈ R denote d(x, y) = l {x−yl }, then the Green’s function can be expressed
as
(A.6) G(x, y) =
1
2m
coshm(d(x, y)− l/2)
sinh ml2
and the tadpole function is
(A.7) T (x) = G(x, x) =
1
2m
coth
ml
2
.
Again, one immediately verifies that the tadpole function is (weakly) consistent
with zeta-regularization, namely
1
2m
d
dm
log detAm,l =
2
2m
d
dm
log sinh
ml
2
=
l
2m
coth
ml
2
=
∫
S1
T (x) dx
Next, we want to glue a circle out of two arcs I1, I2 of length l1, l2 along the interface
Y = {p, q} ( see Figure 11). The corresponding Dirichlet-to-Neumann operator is
p
p
l1 l2
Figure 11. Gluing a circle from two intervals of length l1, l2.
the sum of the two operators:
(A.8) DN(ηp, ηq) = m
 cothml1 + cothml2 −( 1sinhml1 + 1sinhml2)
−
(
1
sinhml1
+ 1sinhml2
)
cothml1 + cothml2
(ηp
ηq
)
and straightforward computation shows that its determinant is
(A.9) detDN =
4m2
sinhml1 sinhml2
sinh2
m(l1 + l2)
2
Therefore, we obtain that the product of determinants is
detADDm,l1 detA
DD
m,l1 det
1
2
DN
=
2 sinhml1
m
2 sinhml2
m
m2
sinhml1 sinhml2
sinh2
m(l1 + l2)
2
= 4 sinh2
m(l1 + l2)
2
= detAm,l1+l2
where again, the factor 12 in the Dirichlet-to-Neumann operator turns out to be
correct28 according to the gluing formula [28].
28The general formula says that the prefactor is elog 2(ζ∆Y (0)+dimker ∆Y ), where ∆Y is the
Laplacian on the interface. If dimY = 0 we have ∆Y = 0, and hence ζ∆Y = 0 and dimker∆Y =
dimC∞(Y ) = |Y |. In this case |Y | = 2 - hence the prefactor 4.
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Let us also check the gluing of tadpoles. Again, we will check the case where x ∈ I1.
Then, the gluing formula for the tadpole reads
(A.10) TI1 ∗TI2(x) = TI1(x)+
(− ddνGI1(x, p) ddνGI1 (x, q))D−1N (− ddνGI1(x, p)d
dνGI1 (x, q))
)
where matrix multiplication replaces integration. The inverse of the Dirichlet-to-
Neumann operator can be explicitly computed and yields
D−1N =
(
1
2 cothm(l1 + l2)/2
sinhml1+sinhml2
4 sinh2m(l1+l2)/2
sinhml1+sinhml2
4 sinh2m(l1+l2)/2
1
2 cothm(l1 + l2)/2
)
A straightforward computation then shows
TI1 ∗ TI2(x) =
sinhmx sinhm(l1 − x)
m sinhml1
+
1
4 sinhml1
(
2 coshm(l1 − 2x) + (coshml1 − coshml2) sinh−2 m(l1 + l2)
2
)
=
1
2m
coth
m(l1 + l2)
2
= T (x)
A.2. Two-dimensional examples. Now let us turn to two-dimensional examples.
The main tool that we will use is the heat kernel of the LaplacianK∆(t, x, y) and the
heat kernel for the corresponding Helmholtz operator, K∆+m2 = e
−m2tK∆(t, x, y).
We recall some formulas for heat kernels of standard metrics. On the real line, the
heat kernel is
(A.11) KR∆(t, x, y) =
1√
4πt
e
−(x−y)2
4t .
From this, one can infer the heat kernel on the circle of length L through periodic
summation:
(A.12) KS
1
∆ (t, x, y) =
1√
4πt
∞∑
k=−∞
e
−(x−y−kL)2
4t
and the heat kernel on an interval of length L with Dirichlet boundary conditions
(through image charges):
(A.13) KDD∆ (t, x, y) =
1√
4πt
∞∑
k=−∞
e
−(x−y−2L)2
4t − e−(x+y−2kL)
2
4t
In addition, we recall the fact that the heat kernel of the Laplacian of a product
metric is the product of the heat kernels of the Laplacians associated to the two
metrics.
A.3. Torus. First, we consider a torus T ≡ TL1,L2 of circumferences L1 and L2.
Then the heat kernel is given by
(A.14) KT∆(t, (x, x
′), (y, y′)) =
1
4πt
∞∑
k,l=−∞
e
−(x−x′−kL1)
2
4t e
−(y−y′−lL2)
2
4t
Its restriction to the diagonal reads
(A.15) θT∆(t, (x, y)) ≡ θT∆(t) =
1
4πt
∞∑
k,l=−∞
e
−(kL1)
2
4t e
−(lL2)
2
4t
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which is conveniently expressed in terms of the Jacobi theta function
(A.16) ϑ(z, τ) =
∞∑
k=−∞
exp(πik2τ + 2πikz)
as
(A.17) θT∆(t, (x, y)) ≡ θT∆(t) =
1
4πt
ϑ
(
0,
iL21
4πt
)
ϑ
(
0,
iL22
4πt
)
.
The heat kernel of A = ∆+m2 is then given by
θTA(t) =
e−m
2t
4πt
ϑ
(
0,
iL21
4πt
)
ϑ
(
0,
iL22
4πt
)
.
Extracting the divergence at t = 0, we write
(A.18) θTA(t) =
e−m
2t
4πt
+ e−m
2th(t)
where h(t) = 14πt
(
ϑ
(
0,
iL21
4πt
)
ϑ
(
0,
iL22
4πt
)
− 1
)
falls off like e−C/t as t→ 0. The local
zeta function of A is the Mellin transform of this object:
(A.19) ζlocA (s) =
1
Γ(s)
∫ ∞
0
ts−1
e−m
2t
4πt
(1 + h(t))dt
For Re s > 1, the first term is given by
1
Γ(s)
∫ ∞
0
ts−1
e−m
2t
4πt
=
Γ(s− 1)
4πΓ(s)m2(s−1)
=
1
4π(s− 1)m2(s−1) .
The second integral can be explicitly given in terms ofa modified Bessel function of
the second kind Ks(x), thus the analytically continued zeta function is
ζA(s)
loc =
1
4π(s− 1)m2(s−1) +
m1−s
2πΓ(s)
∑
k,l 6=0
bs−1k,l K1−s(2mbk,l)
where bk,l =
√
k2L21 + l
2L22. The first term has a pole at s = 1, while the second
term is an entire function of s. The tadpole function is the finite part of ζA(s)
loc
at s = 1:
(A.20) τreg = − logm
2
4π
+
1
2π
∑
k,l 6=0
K0(2mbk,l)
and the logarithm of the zeta-regularized determinant is
(A.21) log detA = ζ′A(0) =
L1L2
4π
m2(logm2 − 1) + mL1L2
2π
∑
k,l 6=0
K1(2mbk,l)
bk,l
.
One immediately verifies ddm2 log detA = −
∫
T
τreg dVolT from the relation
d
dxx
sKs(x) =
−xsKs−1(x).
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A.4. Cylinder. Let us consider a cylinder C of circumference L and height H .
Then, the heat kernel is given by
(A.22) KC∆(t, (x, y), (x
′, y′)) = KS
1
∆ (t, x, x
′)KDD∆ (t, y, y
′).
The restriction to the diagonal is given by, restricting to the diagonal in (A.12),(A.13),
(A.23) θC∆(t, (x, y)) =
1
4πt
∞∑
k=−∞
e−
(2kL)2
4t
∞∑
l=−∞
e
−(lH)2
4t − e−(2y−2lH)
2
4t
Using the Jacobi theta function (A.16) we can express (A.23) as
(A.24) θC∆(t, (x, y)) =
1
4πt
ϑ
(
0,
iL2
4πt
)(
ϑ
(
0,
iH2
πt
)
− e−y
2
t ϑ
(
yH
πit
,
iH2
πt
))
Recall that the theta function has the modular transform ϑ(z/τ,−1/τ) = αϑ(z, τ),
where α = (−iτ) 12 exp(πiz2/τ). Setting τ = 4πitH2 , z = yH , we can rewrite (A.24) as
(A.25) θC∆(t, (x, y)) =
1
2LH
ϑ
(
0,
4πit
L2
)(
ϑ
(
0,
πit
H2
)
− ϑ
(
y
H
,
πit
H2
))
Integrating over (x, y) ∈ C we obtain
ΘC∆(t) :=
∫
C
∗θC∆ =
1
2
ϑ
(
0,
4πit
L2
)(
ϑ
(
0,
πit
H2
)
− 1
)
which we rewrite using the modular transform as
(A.26) ΘC∆(t) =
LH
4πt
ϑ
(
0,
iL2
4πt
)(
ϑ
(
0,
iH2
πt
)
−
√
πt
H
)
=
LH
4πt
− L
4
√
πt
+ h(t)
where
h(t) =
LH
4πt
(
ϑ
(
0,
iL2
4πt
)
ϑ
(
0,
iH2
πt
)
− 1
)
− L
4
√
πt
(
ϑ
(
0,
iL2
4πt
)
− 1
)
satisfies h(t) ≃ e−C/t/t as t → 0. Now consider the operator A := ∆C + m2, it
heat kernel is given by θCA = e
−m2tθ∆. The local zeta function of A is its Mellin
transform,
ζA(s, (x, y)) =
1
Γ(s)
∫ ∞
0
ts−1e−m
2tθ∆dt.
To investigate its behavior at s = 0, 1, we define g(t) = e−m
2t/(4πt) and then write
ζ(s, (x, y)) =
1
Γ(s)
∫ ∞
0
ts−1
e−m
2t
4πt
dt+
1
Γ(s)
∫ ∞
0
ts−1e−m
2t
(
θ∆ − 1
4πt
)
dt.
The second integral converges absolutely at s = 1. The first integral can be explic-
itly computed (for Re s > 1) and yields
(A.27)
1
Γ(s)
∫ ∞
0
ts−1
e−m
2t
4πt
dt =
Γ(s− 1)
4πΓ(s)m2(s−1)
=
1
(s− 1) ·
1
4πm2(s−1)
The zeta-regularized tadpole function is given by
τregA (x, y) = lims→1
d
ds
(s− 1)ζA(s, (x, y))
= − logm
2
4π
+
1
Γ(s)
∫ ∞
0
ts−1e−m
2t
(
θC∆ −
1
4πt
)
dt(A.28)
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which θC∆ given by (A.24). The zeta function of A is ζA(s) =
1
Γ(s)
∫∞
0
ts−1e−m
2tΘ∆dt
and using the decompositon (A.26) we write
(A.29) ζA(s) =
LH
(s− 1) ·
1
4πm2(s−1)
− L
4
√
π
· Γ(s− 1/2)
Γ(s)m2s−1
+
1
Γ(s)
∫ ∞
0
ts−1e−m
2th(t)dt
Here, the last integral converges absolutely for any s ∈ C. The logarithm of the
zeta-regularized determinant is given by
(A.30) log detA = ζ′A(0) =
LH
4π
m2(logm2 − 1) + Lm
2
+
∫ ∞
0
t−1e−m
2th(t)dt
A.4.1. Gluing two cylinders into a cylinder. Next, we will investigate gluing of
two cylinders into a longer cylinder. For this, consider the Dirichlet-to-Neumann
operator DH , say, on the lower end of a cylinder of circumference L and height
H , with Helmholtz operator AH (Circumference L and mass m are fixed). It is
easiest to determine the Dirichlet-to-Neumann operator by its action on the basis of
C∞(S1) given by ηn(x) = exp(2πinx/L). The unique function φηn(x, y) satisfying
AHφηn = 0, φηn(x, 0) = ηn(x) and φηn(x,H) = 0 is
(A.31) φηn(x, y) = ηn(x)
sinh(H − y)ωn
sinhHωn
,
where ωn =
√
m2 + (2πn/L)2. Taking the y derivative at y = 0 we find
(A.32) DH(ϕηn) = ϕηnωn cothHωn.
When gluing two cylinders, the relevant Dirichlet-to-Neumann operator is DH1 +
DH2 , which has eigenvalues λn = ωn(cothH1ωn + cothH2ωn). To compute its
zeta-regularized determinant, recall that detζ(K1K2) = detζ K1 det(K2) if K2 is
the identity plus a trace class operator (and hence has a well-defined Fredholm
determinant). In this example, we let K2 : ηn 7→ 12 (cothH1ωn + cothH2ωn)ηn,
which is identity plus trace class and K1 : ηn 7→ 2ωnηn. The zeta determinant of
K1 is the square root of the zeta-determinant of the Helmholtz operator
29 on S1
given in (A.5): detK1 = 2 sinhmL/2. Thus,
(A.33) det(DH1 +DH2) = 2 sinh
mL
2
∏
n∈Z
cothH1ωn + cothH2ωn
2
.
The gluing formula for zeta-regularized determinants thus implies the interesting
identity
log detAH1+H2 − log detAH1 − log detAH2
= −Lm
2
+
∫ ∞
0
t−1e−m
2t(hH1+H2(t)− hH1(t)− hH2(t))dt
= log det(DH1 +DH2)
= log
(
2 sinh
mL
2
)
+
∑
n∈Z
log
(
cothH1ωn + cothH2ωn
2
)
29Taking squares commutes with zeta-regularized products. On the other hand, multiplying
all terms by a constant a multiplies the zeta-regularized product aζ(0), where ζ is the zeta function
of the sequence. One can check that in this case ζ(0) = 0, using e.g. the results of [37].
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and one can check numerically that his formula holds.
We can extend this numerical check to tadpoles. The value of the glued tadpole
TH1 ∗ TH2 at some point (x, y) ∈ CH1 is
TH1(x, y)+
∫
S1×S1
∂νG((x, y), (x
′, 0))(DH1+DH2)
−1(x′, x′′)∂νG((x, y), (x′′, 0))dx′dx′′.
Here the tadpole function on the cylinder is given by (A.28); ∂νG is the normal
derivative of the Green’s function in the second argument. To compute the second
term, we expand the normal derivative in Fourier modes
∂νG((x, y), (x
′, 0)) =
∫ ∞
0
dt
e−m
2t
√
4πt3L
( ∞∑
n=−∞
e−
4tpi2n2
L2 ϕn(x
′)
)
g(t, y),
where
g(t, y) = e−
y2
4t
(
y ϑ
(
yH
πit
,
iH2
πt
)
− 2H1
2πi
ϑ′
(
yH
πit
,
iH2
πt
))
.
The inverse of the Dirichlet-to-Neumann operator is given by
ϕn(x) 7→ (ωn(coth(H1ωn) + coth(H2ωn)))−1ϕn(x)
so that we obtain
TH1 ∗ TH2 = TH1+
+
∫
[0,∞]2
dtdu
e−m
2(t+u)
√
4πu3
√
4πt3L2
∞∑
n=−∞
e−
4(t+u)pi2n2
L2
ωn(coth(H1ωn) + coth(H2ωn))
g(t, y)g(u, y).
Again one can check numerically that this equals TH1+H2(y).
A.5. Dirichlet-to-Neumann operators: explicit examples.
A.5.1. Example: disk. For Σ a disk of radius R with flat metric, the Dirichlet-to-
Neumann operator acts diagonally in the basis φn(θ) = e
inθ in the space of L2
functions on the boundary circle (with θ the polar angle):
(A.34) DΣ : φn(θ) 7→ λn · φn(θ)
with n ∈ Z and with eigenvalues
(A.35) λn = m
I ′n(mR)
In(mR)
=
m
2
In+1(mR) + In−1(mR)
In(mR)
where In is the modified Bessel’s function. This follows from the fact that the
general solution of Helmholtz equation on the disk can be written, via separation of
variables in polar coordinates, as φ(θ, r) =
∑∞
n=−∞ cnφn(θ)In(mr) with cn constant
coefficients.
A.5.2. Example: hemisphere. Consider Σ a hemisphere of radius R with standard
metric. The Dirichlet-to-Neumann operator again acts diagonally in the basis of
functions φn(θ) = e
inθ, with θ the polar angle parameterizing the equator (the
boundary of the hemishpere):
(A.36) DΣ : φn(θ) 7→ λn · φn(θ)
with n ∈ Z and eigenvalues
(A.37) λn =
2
R
Γ
(
n+1+α1
2
)
Γ
(
n+1+α2
2
)
Γ
(
n+α1
2
)
Γ
(
n+α2
2
)
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with α1,2 the two roots of the quadratic equation α
2−α+ (mR)2 = 0. One proves
this similarly to (A.35) – from the separation of variables for the Helmholtz equation
in spherical coordinates.
We remark that the zeta-regularized determinant of DΣ for a hemisphere can
calculated explicitly, yielding
(A.38) detregDΣ = detreg(κ)︸ ︷︷ ︸
2 sinh(πmR)
·
∞∏
n=−∞
λn
ωn
= 2 coshπ
(
(mR)2 − 1
4
)1/2
where ωn = (
n2
R2 +m
2)1/2 are the eigenvalues of the operator κ = (∆+m2)1/2
∣∣
∂Σ
.
Here to compute the second factor in the middle expression (the Fredholm deter-
minant of κ−1DΣ), the crucial observation is that (A.37) can be written in the
form λn =
2
R
fn+1
fn
, which allows one to compute the finite product
∏N
n=−N
λn
λκn
=
22N+1 fN+1f−N
∏N
n=−N ((n + imR)(n− imR))−1/2 – this is a certain combination of
Gamma functions, and the limit N →∞ can be evaluated straightforwardly.
By the BFK gluing formula for determinants, the expression (A.38) appears as a
ratio of the determinant of the Helmholtz operator on a sphere S2 and the product
of determinants of the Helmholtz operators on the upper and lower hemispheres
H+, H−:
(A.39)
detreg(∆ +m
2)S2
detreg(∆ +m2)H+ · detreg(∆ +m2)H−
=
(∏
l≥0
(
l(l+ 1) +m2
)2l+1)
reg((∏
l≥0
(
l(l+ 1) +m2
)l)
reg
)2
=
(∏
l≥0
(l(l+1)+m2)
)
reg
=
BFK
detreg(DH++DH−) = 2 coshπ
(
(mR)2− 1
4
)1/2
A related result to the computation (A.37) is that the Green’s function for the
Helmholtz operator on a sphere is:
(A.40) GS2(x, y) =
1
4 coshπ
(
(mR)2 − 14
)1/2 · 2F1(α1, α2; 1; cos2 d(x, y)2 )
with α1,2 as in (A.37) and d(x, y) the geodesic distance in the sphere metric; 2F1
is the hypergeometric function. Green’s function on a hemisphere can be obtained
by the image charge method:
GH+(x, y) = GS2(x, y)−GS2(x, yˆ)
where yˆ is the reflection of y through the equatorial plane.
A.5.3. How far are the Dirichlet-to-Neumann operators from the square root of
Helmholtz operator on the boundary? The operator κ = (∆ +m2)1/2 on a circle is
diagonalized the basis φn(θ) with eigenvalues
(A.41) ωn =
(
n2
R2
+m2
)1/2
Using the results (A.35, A.37) and the case of the cylinder of height H considered
in Section A.4, we have the following n→∞ asymptotics for the ratio of the n-th
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eigenvalue of the Dirichlet-to-Neumann operator on a disk/hemisphere/cylinder30
to ωn:
(A.42)
λdiskn
ωn
∼
n→∞ 1−
(mR)2
2n3
+O(n−4),
λhemispheren
ωn
∼
n→∞ 1−
(mR)2
4n4
+O(n−5),
λcylindern
ωn
= cothHωn ∼
n→∞ 1 +O(n
−∞)
Thus, κ−1DΣ = 1 + δ is the identity plus a pseudodifferential operator δ of order
−N , where:
surface disk hemisphere cylinder
−N −3 −4 −∞
For a general surface, it is known that δ is a Hilbert-Schmidt operator [45].
Also, for any Σ with a product metric near the boundary, δ is a smoothing
operator (i.e. one has N = −∞), see [28].
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