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1 Introduction
Concerns over climate change among other factors have led to a paradigm shift in the
electricity generation sector [30], [19]. Traditionally, electricity has been produced cen-
trally and transported over longer distances via transmission and distribution lines before
it reaches the end-of-the-pipe consumers. Such a centralised power generation approach
proves economic due to the potential to exploit economies of scale. As a result, genera-
tion expansion planning has, for the most part, been framed in this context. However,
in the last decade or so, there has been a growing pressure to integrate increased lev-
els of electricity generation from renewable energy sources (RES). Variable renewable
power production sources, such as wind and photovoltaic solar (PV), are characterised
by the dispersed availability of primary energy resources and the low energy intensity
of these energy sources compared to conventional ones. This means their development
is space-intensive. In the presence of strong public support, large-scale renewable power
development may prove least-cost, but a much reinforced power system network may be
required as an enabling mechanism for same [13]. However, renewable developments have
been hindered in many cases due to public opposition to energy infrastructure projects.
This phenomenon has been noted in various jurisdictions throughout the literature, for
example by [31, 2, 41, 7, 14, 3, 15]. Reference [33] provides a survey-based comparison of
public acceptance of renewable development and attitudes towards energy autonomy in
three countries.
Various measures have been proposed and implemented in an effort to overcome public
opposition to energy infrastructure projects, including financial compensation [17], part-
ownership of the assets [1] or more stringent regulations, for example by increasing required
set-back distances [4]. Highlighting the fact that regions can increase their energy self-
sufficiency via locally-sourced energy has also gained traction as a potential mechanism for
reducing public opposition to energy infrastructure, see for example [11, 16]. In line with
this, the so-called energy democracy is emerging as a notable social movement in energy
supply and demand [5, 8]. Over the coming years, communities, municipalities and even
ordinary citizens are generally expected to have greater control of decisions in sustainable
energy transition [37].
As noted above, economies of scale dictate that community-level, small-scale renewable
development is likely to prove more costly than centrally-planned large-scale developments
[27]. However, continuously falling costs of renewable technologies and storage systems
may render local power production and use economically viable [23] and, if network re-
inforcements can be avoided may be preferable from a systems perspective. A renewable
power development that constrains the installed capacity at any given onshore location
may have unintended effects on existing power systems [39], for example on voltage issues.
However, these can be resolved by proper planning and execution, accounting for network
effects. This provides the primary motivation for the current work.
This paper performs a case study of the future Irish power system under both a con-
strained and an unconstrained onshore renewable development. The unconstrained case
corresponds to a renewable power development motivated by cost minimisation only, while
the constrained case represents a development that evolves under community-owned and
led small-scale power developments, where there is opposition to large-scale renewable
power projects. As such, the constrained scenario includes extra constraints on the lo-
cation and installed capacity of renewable power. It should be noted that the use of
“unconstrained” here is in relative terms and indicates that large-scale investments in on-
shore wind farms are not precluded by the optimisation. In fact, the maximum installed
capacity at each candidate transmission node is capped in the unconstrained approach,
but at a considerably higher level compared to the constrained approach.
The Irish power system provides a particularly interesting case study due to its high
current and planned levels of renewable power, as well as its limited interconnection to
other power systems. Ireland has also made poor progress towards meeting its climate and
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renewable energy targets, which have prompted new and demanding policy targets for the
year 2030 and beyond. In particular, the Irish Government’s 2019 Climate Action Plan
[20] targets 70% of electricity to be generated by renewables in 2030. Sustainable energy
communities are expected to play a key role in achieving this target, with the Action
Plan aiming to increase the number of sustainable energy communities to 1500. However,
the mechanisms that enable community-driven energy infrastructure developments are not
properly identified. Furthermore, the costs and benefits and/or any associated side-effects
of constrained power development must be quantified to resolve policy dilemmas [28] and
facilitate evidence-based decisions. Developing the future energy system in a constrained
rather than an unconstrained manner may prove more costly, but policy makers may judge
that the cost is justified if public opposition is indeed reduced.
Hence, policy makers require quantitative results that calculate the extra long run
costs of constraining RES capacities onshore. Furthermore, the feasibility of this ap-
proach, considering metrics such as system security and transmission congestion, should
be identified. In order to investigate these questions, we perform a Generation Expansion
Planning (GEP) exercise using the Electricity Network and Generation INvEstment (EN-
GINE) model, partly described in [12]. The exercise determines the least-cost generation
capacity expansion, while respecting a number of technical and policy constraints, under
both unconstrained and constrained renewable power expansion portfolios. The results
indicate that the total costs of a constrained renewable expansion are greater than, but
close to, those of an unconstrained approach, but that the generation portfolio is signifi-
cantly different. Furthermore, the differential between the costs of the two expansions are
sensitive to policy parameters such as renewable power targets, as well as the future cost
of battery energy storage.
The remainder of this paper is structured as follows. A description of the methodology
and the cases under consideration is provided in section 2. Section 3 presents relevant
information regarding data and assumptions made during the analysis. Section 4 presents
the results, and includes a broader discussion. Section 5 concludes.
2 Problem Formulation
2.1 Modelling approach and associated terminologies
This modelling approach takes the form of Generation Expansion Planning (GEP), where
the optimal generation capacity investments are determined, in a least cost manner, while
satisfying demand and technical constraints. The optimal operation of the generation
assets is also determined. The model considers n potential future scenarios, each with
a specific probability, which represent a realisation of the relevant sources of long-term
uncertainty such as demand growth, carbon prices and fuel prices. The demand growth
projections are primarily driven by different potential growth rates of data centres in Ire-
land, as projected by the System Operator, EirGrid [10]. Each scenario has a collection of
hourly realisations of demand and renewable energy availability, chosen to form a realistic
representation of operational situations that may arise under each scenario trajectory.
The problem itself is formulated as a multi-stage stochastic optimisation, i.e. the
planning horizon is divided into multiple decision periods and accounts for the various
potential scenarios. The model solves for optimal values of all control variables at each
decision period, considering all potential future scenarios and the probability of same. This
generates one optimal solution for the probability-weighted combination of all scenarios.
The multi-stage and multi-scenario GEP modelling framework, and the expansion solution
structure, is discussed in detail in [12].
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2.2 Formulation of the unconstrained and constrained cases
The main focus of this paper is the consideration of two renewable energy development
cases: unconstrained and constrained. The unconstrained case assumes that renewable
developments are determined by a social planner, and therefore installs generation capacity
in the optimal locations from a system cost perspective, up to a maximum capacity of 400
MW of onshore wind power at any given transmission node. The constrained case assumes
that onshore wind development is driven by local communities who object to large-scale
renewable development, and so generation capacity investments face a far lower maximum
installed capacity, that of the peak demand at each transmission node. For both cases,
up to 700 MW of offshore wind capacity (along the coast) or thermal generation can
be connected per candidate transmission node. The RES-E targets for both cases are
identical.
We also differentiate between the two cases regarding their treatment of installations
of battery energy storage systems. EirGrid’s projections for battery storage installations
range between 100 MW and 1700 MW by 2030 [10]. We use these figures as the basis for
our storage installations. In the unconstrained case, we assume battery energy storage
facilities of 30 MW/120 MWh ratings [29, 38, 25, 26, 22]. In contrast, the constrained
case assumes that regional self-sufficiency is a motivating factor in generation investment
decisions, and so we restrict the capacity of battery storage investments to a 7.5 MW/30
MWh rating, leading to a greater geographical dispersion of same. No more than four
storage systems of each type can be built at each RES candidate node, or demand node,
shown in Figure 1.
Table 1 summarises the main differences between the two cases.
Table 1: Underlying assumptions of each RES development case
Cases
Variations
Storage de-
ployment
Wind onshore Solar PV
Unconstrained Unlimited
capacity
≤ 400 MW per
transmission
node
≤ 50 MW per trans-
mission node
Constrained Limited ca-
pacity
≤ Peak demand
at each transmis-
sion node
≤ min {50 MW;
Peak demand at
each transmission
node}
The optimal location of renewable power generation assets depends on a number of
technical, spatial and environmental factors, such as demand, electrical connectivity and
proximity to primary energy resources, as well as socio-economic factors. In order to
ensure that renewable power expansion is not unrealistically concentrated in one or two
geographical regions, we impose a maximum installed capacity at a regional level that
can be feasibly built by 2030. This maximum is based on existing and planned levels of
installed capacity and scaled up according to population density and available space in
the regions in question. The resulting maximum wind installations per region are shown
in Table 2. The table also shows the number of demand nodes as well as the percentage
share of demand of each region.
3 Data and Assumptions
The analysis is performed using the 2017 power system of the island of Ireland, described
in detail in [12]. The system includes a transmission network aggregated at 110 kV or
higher for the whole island. Data and further details of this system can be found in [9].
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Figure 1: Candidate connection nodes of renewable and storage investment
Table 2: Maximum onshore wind capacity and demand share by region
Region ξreg(MW) Number of demand nodes Demand share (%)
Mideast 289 23 9
Midland 1096 5 2
West 742 15 7
Midwest 316 14 6
Southeast 674 15 6
Southwest 736 29 10
Border 905 16 6
Northern Ireland 450 27 20
Dublin 0 45 34
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The planning horizon is 12 years, with three decision stages at the years 2020, 2025
and 2030. We assume carbon prices of 20, 25 and 30 €/tCO2 for 2020, 2025 and 2030,
respectively, in line with the carbon price projections in [36]. We assume a 55% renewable
target for 2030 as the base case, which is 15% higher than the 2020 RES-E target, with an
intermediate RES-E target of 47% for 2025. However, we also consider RES-E targets up
to 70% as a sensitivity analysis, in line with the recently updated Irish government’s plan.
Investments in new thermal power plants, including carbon capture and storage (CCS),
are assumed to be in brown fields. A retirement plan of existing thermal generation assets
is assumed to be a policy decision. Hence, the model does not provide endogenous de-
commissioning of existing old, inefficient power plants. Previous work has found, however,
that this retirement is cost-optimal [12].
A 75% system non-synchronous penetration (SNSP) limit, defined as the ratio of gen-
eration from variable renewable power sources plus HVDC imports to demand plus HVDC
exports, is imposed1. We do not include interconnection in our analysis as we are partic-
ularly interested in examining the impacts of renewable generation in an isolated system.
It is however important to note that while some of our results may find that the SNSP
is almost equivalent to the percentage of demand met by renewable generation, in reality
total power generation can be greater (less) than the total electricity demand, with the
surplus (deficit) being exported (imported).
To ensure problem tractability, integer constraints related to storage investments (due
to lumpiness) are relaxed. This means the optimal storage builds can be fractions of
the above nameplate capacities. As battery-based storage systems tend to be modular in
nature (similar to wind and solar PV power production technologies), this assumption is
not unreasonable. Further assumptions for storage include a 90% round-trip efficiency, a
10 year lifetime and an 80% depth of discharge (DoD) [40, 32, 29]. Additional parameter
assumptions regarding generator and storage technologies are presented in Table 8.
To account for uncertainty in storage costs, two different overnight costs of installing 1
MW of storage are assumed: 1 M€and 0.6 M€, with 5 and 10% cost reductions anticipated
by 2025 and 2030, respectively. These cases are designated as High Storage Cost and Low
Storage Cost, respectively. Thus, there are four total cases considered: unconstrained
and constrained, each with high and low storage cost assumptions. It should be noted
that the unconstrained and constrained cases closely resemble large-scale and small-scale
approaches for developing renewables onshore, respectively. As such, in the following
sections, these terms are interchangeably used.
Table 3: Considered cases and their distinguishing features
Cases RES installation Storage cost
1 Unconstrained/ Large-scale High
2 Unconstrained/ Large-scale Low
3 Constrained/ Small-scale High
4 Constrained/ Small-scale Low
4 Results and Discussion
4.1 Total system costs
In the first instance, we examine the total system costs under all four cases. The lowest net
present value (NPV) is the unconstrained case with low storage cost, which is as expected,
at least weakly. This is because any solution arrived at by the constrained case can be
1Further definition and derivation of the SNSP limit can be found in the All-Island TSO Facilitation of
Renewables Studies [35].
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arrived at by the unconstrained case while the reverse does not necessarily hold, and the
lower cost associated with storage investment obviously reduces costs.
Figure 2 compares the expected NPV of each case relative to the unconstrained case
with high storage costs. A lower storage cost in the unconstrained case decreases total
NPV by 1%, while the constrained case with high storage costs is 3% more expensive than
the unconstrained case with high storage costs. In fact, the cost differential between the
unconstrained approach and the constrained one is about 3%, for both storage costs. This
provides a useful metric for policy makers - a constrained approach may be preferable if
policy-makers determine the benefits to be greater than 3% of cumulative system costs.
The difference in total costs between the various cases is driven primarily by events that
take place in 2030, with little divergence in costs seen between the cases before then.
Figure 2: Changes in expected NPV relative to the ”Unconstrained with high storage
cost” case
Table 4 gives a breakdown of the costs in each case. Focusing on the year 2030, the
main driver of the divergence in costs between the unconstrained and constrained cases
is capacity investment. The expected energy not served (EENS) is similar for both cases,
suggesting that the constrained approach allows the same level of reliability to be met, but
with a higher total installed capacity cost. Some trends in the EENS are however visible,
e.g. EENS tends to increase in the intermediate year but decreases in 2030, partly thanks
to the substantial investments in storage. The low storage cost cases see much lower
EENS compared to the respective high storage cost cases. Generally, storage decreases
total investment costs, particularly for the constrained case, and reduces EENS costs.
Therefore, investing in storage substantially increases system reliability.
4.2 Generation capacity mix
Figure 3 shows the optimal mixes of new installed power generation capacity for each case,
under high and low storage investment costs. Only a few power production technologies
feature in the optimal solution: solar PV, CCGTs, onshore and offshore wind. In particu-
lar, the assumption of a 20% cost reduction in the installation cost of carbon capture and
storage (CCS) technology by 2030 is not sufficient to justify investment in the same, at
the assumed carbon price levels.
Several results are of note here. The constrained case sees slightly lower total installed
capacity than the unconstrained one, both under high and low storage costs. This is
because the limits on onshore wind installations increase investment in offshore wind and
storage. Offshore wind has a higher capacity factor than onshore wind, and the increased
storage reduces curtailment, increasing the effective capacity factor even further. The
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Table 4: A breakdown of the system-wide NPV for each portfolio and planning stage (in
Me)
High Storage Cost Low Storage Cost
Year Cost components Unconstrained Constrained Unconstrained Constrained
2020
Investment 133 142 133 142
Emissions 311 313 311 313
EENS 0 0 0 0
Variable 1426 1432 1426 1432
2025
Investment 197 240 200 223
Emissions 195 194 192 193
EENS 5 3 3 1
Variable 1036 1040 1025 1034
2030
Investment 192 258 146 229
Emissions 142 143 142 142
EENS 4 3 0 0
Variable 673 689 674 692
Cumulative 4314 4457 4252 4401
Figure 3: Optimal mix of new investments along the planning horizon
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unconstrained case sees low levels of both offshore wind and solar, with investment in
both occurring in 2030 only. The higher capacity costs observed in the constrained cases in
Table 4 are due to greater investment in the higher-cost generation technologies of offshore
wind and storage. In terms of space requirement, the optimal onshore wind installation
in the unconstrained case requires roughly twice as much space as the constrained case.
The cost of storage also has an impact on the capacity portfolio over and above the
impact of onshore wind installation limits. Lower storage costs obviously increase storage
investments, reducing investment in both solar PV and CCGTs, under both the con-
strained and the unconstrained expansions. Higher storage investment also decreases the
total installed system capacity. Storage deployment reduces investment in new CCGTs
by 24% in the constrained - high storage cost case, and 48% in the constrained - low
storage cost case. In the unconstrained case, these figures are 4% and 43%, respectively.
In installed capacity terms, a 1 MW storage defers investment in new conventional power
generation by 1.3 MW and 1.5 MW in the unconstrained and constrained cases with high
storage costs, respectively. As storage increases, the amount of new generation capacity
deferred increases linearly, which is demonstrated in Figure 4. The impact of storage on ca-
pacity expansion is higher under the constrained case than its counterpart: the higher the
storage level, the wider the difference between the curves. However, such a pronounced
effect may not be solely driven by storage investments, but a composite effect of other
issues such as the higher level of offshore wind installations under the constrained case.
Figure 4: Relationship between generation and storage expansions
Turning to the spatial distribution, the location of onshore wind developments in 2020
is illustrated in Figure 5. Due to the restrictions of the constrained model, wind turbines
are installed in many more geographic locations. The total installed capacity of wind is
the same for both cases, but the investment locations vary widely.
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(a) Unconstrained (b) Constrained
Figure 5: Optimal locations and sizes of onshore wind builds in 2020
Figures 6 and 7 show the total generation capacity investment over the entire horizon
of the model at regional levels, under low and high storage costs, respectively.
Figure 6: Optimal generation and storage capacity builds by region (MW)
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Figure 7: Optimal generation and storage capacity builds by region (MW)
The constrained case leads to a much higher solar PV installation for both high and
low storage costs, although the difference is higher under low than high storage cost cases.
The location of the solar PV is of interest here. It is installed in the Dublin region, which
has the highest demand and the highest network congestion. Both of these effects likely
drive the decision to locate solar PV in this area. Interestingly, while the low storage cost
case sees higher total investment in storage, this effect is heterogeneous across regions.
For example, the midlands see 58 MW of storage with high storage costs and 209 MW
of storage with low storage costs under the unconstrained case, while the corresponding
storage investments for Dublin are 310 MW and 299 MW, respectively. Generally, high
storage costs lead to a much lower storage installation for the whole system. This in turn
leads to higher PV investments in the Dublin region, and consequently the majority of the
storage investments also take place in this region. In the constrained case, however, every
region sees higher storage investment when the storage cost decreases.
The trade-off is clear: widespread, small-scale renewable expansion (i.e. the con-
strained case) halves onshore wind investment, predominantly in rural areas, and leads
to an increase in solar PV investment, predominantly in Dublin. These results highlight
the importance of spatial modelling as the regional effects of different policies may vary
widely even if the system-wide figures are comparable under each policy.
4.3 Energy self-sufficiency and consumption by region
As mentioned in the introduction, the possibility of regions becoming energy self-sufficient
has been proposed as a mechanism for reducing public opposition to energy investments.
We define energy self-sufficiency as the ratio of electricity consumption at a given trans-
mission node to the energy produced at that node by newly built onshore wind, solar PV
and energy storage systems. Existing RES generation is not accounted for in order to
ensure comparability between the various scenarios examined. Figure 8 shows the total
level of self-sufficiency across the island. Self-sufficiency grows from under 8% in 2020 to
about 25% by 2030.
The system-wide energy self-sufficiency levels are comparable under each of the consid-
ered cases. However, there is again considerable heterogeneity when the regional figures are
considered. Figures 9 and 10 show the spreads in the expected energy self-sufficiency levels
within and among regions for all cases. The smaller dots represent the self-sufficiency at a
transmission node level while the larger dots show the average self-sufficiency per region.
In the unconstrained case, we portray net-exporting nodes (some of which have very low
or no demand) as 100% self-sufficient. The percentage of nodes in the Border, Midland,
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Figure 8: Evolution of expected self-sufficiency level across the island of Ireland under low
and high storage costs.
West, Mid-East, Mid-West, South-East, South-West and Northern Ireland regions that
are net exporters are 31%, 100%, 47%, 4%, 14%, 27%, 21% and 7%, respectively. Dublin
is the only region with no net exporting nodes. Conversely, the constrained case has no
exporting nodes in any region, because the cap on installed capacity at any given node is
too low to allow the node to become a net exporter.
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(a) Unconstrained, High Storage Cost
(b) Constrained, High Storage Cost
Figure 9: Expected energy self-sufficiency per node within each region by 2030. Bigger
circles refer to the regional average self-sufficiency levels.
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(a) Unconstrained, Low Storage Cost
(b) Constrained, Low Storage Cost
Figure 10: Expected energy self-sufficiency per node within each region by 2030. Bigger
circles refer to the regional average self-sufficiency levels.
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While the constrained case leads to higher self-sufficiency, the unconstrained case sees
several large-scale generation investments in remote locations with low or non-existent
demand for electricity. This leads to 17% of the demand nodes under the unconstrained -
high storage cost scenario being net exporters of electricity, by up to 2457%. The number
of net exporting nodes is lower by one percentage point in the low storage cost case, but
the exported RES energy is 14% higher, indicating a substantial reduction in RES power
curtailment. In the constrained case, no transmission nodes are net exporters, regardless
of storage cost. Table 5 compares the expected energy self-sufficiency levels, aggregated
to regional level.
Table 5: Percentage of demand met locally from newly built renewable energy sources and
storage
Region
High Storage Cost Low Storage Cost
Unconstrained Constrained Unconstrained Constrained
Border 96% 51% 102% 55%
Midland 267% 63% 297% 64%
West 67% 44% 71% 47%
Dublin 7% 8% 4% 6%
Mideast 29% 25% 28% 26%
Midwest 36% 39% 41% 42%
Southeast 66% 53% 68% 56%
Southwest 44% 34% 50% 38%
NI 13% 13% 14% 15%
In general, the constrained case leads to substantially higher levels of energy self-
sufficiency on a nodal basis, whereas on a regional basis, the self-sufficiency levels are
higher in the unconstrained case. This is driven by the fact that under the unconstrained
case, the energy supply exceeds the demand to a large extent at a small number of nodes,
which leads to a higher aggregate level of self-sufficiency for the region in which those
nodes are located.
Storage investments have a less ambiguous effect on self-sufficiency, with the low stor-
age cost case generally increasing self-sufficiency levels in each region. The exception is
Dublin, which has the highest electricity demand. Self-sufficiency increases slightly in
Dublin under a constrained RES development, but decreases slightly at low storage costs.
This is primarily driven by the significant change in solar investment under the different
storage cost cases.
4.4 System reliability and congestion
Expected energy not served (EENS) quantifies the amount of energy demand curtailed as
a result of involuntary load shedding, mainly due to technical constraints in the system.
Figure 11 shows the spatial distribution of EENS events. It should be noted here that
these results are largely dependent on the value of lost load (VOLL) chosen, for both
reactive and active power. While the total cost of EENS is similar for the unconstrained
and constrained cases (see Table 4), far more regions experience EENS events under the
unconstrained case, especially in 2030. This is driven primarily by network congestion, as
the unconstrained case has less demand met by locally-generated energy (see the previous
section) and therefore requires greater utilisation of the transmission network. In contrast,
under the constrained case, most events occur near Dublin, where congestion is highest.
14
(a) Unconstrained (b) Constrained
Figure 11: Geographical locations showing the risk of involuntary load shedding (Plus
signs represent severity levels).
In addition to EENS, voltage is a key variable that is continuously monitored and
controlled (often ±10%) in order to ensure secure system operation. Figure 12 depicts
expected voltage issues in 2030. A voltage issue here is defined as the voltage tending to
breach either the upper or lower bounds. Such voltage issues are more prevalent in the
unconstrained case than in the constrained one. The relatively high risk of voltage rises in
the Southwest and Border regions is explained by the high renewable installations in the
same. Figure 13a shows probability distributions of voltage deviations in the Irish system
for all considered scenarios while 13b depicts the cumulative distributions of same. In all
cases, average voltage deviations (from the nominal value) across the entire system ranges
between 1.7% and 2.5%. The unconstrained case sees its probability distribution function
slightly skewed to the right, indicating a tendency of increase in voltages throughout the
system. This is attributed to the fact that there are bigger generation injections at various
locations in the system, resulting in increases in voltages at nodes located nearby. The
reverse tends to happen in the constrained case, as there are far greater nodes which
are likely to see their voltages approaching the lower bound (see 12d). These results
are indicative of the needs for network-related investments (such as new reactive power
sources, transmission lines and transformers).
The ENGINE model is run excluding network investment decisions, but we can inves-
tigate the requirement for same by considering the total network congestion. We designate
a transformer or line as congested if the power flows through it exceed 90% of its nominal
transfer capacity. This value can be deemed high, particularly compared to other studies,
for example in [6]. However, since we allow instantaneous power transfer through a line
to reach an upper bound of the rated emergency capacity (between 110% and 120% of the
nominal capacity), the 90% setting captures the heavily congested electric transmission
assets.
To this end, we examine the proportion of system components that are congested
for any given number of hours under each case in 2030. Generally, the constrained case
has less congestion. Under low storage investment, the unconstrained case has far more
components that are congested for 2000 or more hours per year, and it is this metric
that is more likely to drive transmission upgrade requirements. For example, more than
10% of components are congested for at least 2000 hours per year in the unconstrained
case with high storage costs, with the corresponding percentage for the constrained case
(with high storage costs) at only about 5%. This reinforces the results found in subsection
4.3, which saw more generation in remote locations, giving rise to higher grid investment
requirements.
Figure 14 shows the geographical locations of overloaded paths and transformers. The
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(a) Unconstrained, High Storage Cost (b) Constrained, High Storage Cost
(c) Unconstrained, Low Storage Cost (d) Constrained, Low Storage Cost
Figure 12: Expected overvoltage (++) and undervoltage (–) issues in 2030.
(a) Probability distribution function (b) Cumulative distribution function
Figure 13: Distributions of voltage deviations in the island.
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prevalence of congestion in the unconstrained case is higher than that of the constrained
case, particularly under low storage investments. The highest congestion happens in the
Dublin area. The difference in congestion level under high storage deployments is however
not significant.
(a) Unconstrained, High Storage Cost (b) Constrained, High Storage Cost
(c) Unconstrained, Low Storage Cost (d) Constrained, Low Storage Cost
Figure 14: Corridors and transformers with high risk of congestion. Red dots represent
congested transformers. The bold grey line is the planned 400 kV North-South intercon-
nector, assumed to be completed by 2025.
Given public opposition to grid investment assets as well as generation assets, the po-
tential for reduced network investment requirements in the constrained case is of relevance
for policy makers when determining the optimal generation portfolio development.
4.5 Locational marginal prices
We also examine the impact each renewable development and storage investment level may
have on electricity prices by examining locational marginal prices (LMPs) at each trans-
mission node. The change in average LMPs for each region, relative to the unconstrained
case with high storage costs, are shown in Figure 15. The average increase in prices for the
constrained versus the unconstrained case (under high storage costs) is about 2%. This
increase in prices compares with an increase in total costs of 3%, as described in section
4.1. There is some geographical disparity, however, most clearly visible in the Midlands
region, which has higher average prices at every node under the constrained case, and the
Southwest region, which has lower prices at every node. These results suggest that there
is a transfer between regions as a result of a constrained renewable generation expansion.
Under low storage cost, LMPs in both constrained and unconstrained cases are on
average about 4% lower than those in the unconstrained, high storage cost case.
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Figure 15: Expected LMPs within and among regions
Figure 16 illustrates the change in prices during the lowest and highest price periods.
We define low and high demand periods as the hours in which demand for electricity is
lower than 60% and higher than 80% of the peak demand in a given year, respectively.
The LMPs during low price periods, shown in subfigure 16a, are fairly stable across the
various regions, which suggests that although the unconstrained and constrained cases
vary significantly in terms of energy imports and exports, the marginal technology (which
sets the electricity price) is relatively stable. The unconstrained case with low storage
costs sees very similar prices as the case with high storage costs. The constrained case
with low storage costs sees decreases in LMPs of up to 5%, while the constrained case
with high storage costs sees LMPs increase by more than 10%. This suggests that storage
plays a significant role in reducing variation in prices under a constrained renewable power
expansion. The unconstrained case does not see such a pronounced effect in LMPs.
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(a) Low demand periods
(b) High demand periods
Figure 16: Expected LMPs within and among regions (relative to the ”Unconstrained,
High Storage Cost” case).
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During high demand periods (subfigure 16b), the unconstrained case with low storage
costs sees a decrease in LMPs relative to the unconstrained case with high storage costs,
with the LMPs again fairly stable across regions. This effect is more pronounced in the
constrained cases. The case with low storage costs lead to much lower peak prices than
the one with high storage costs. Furthermore, the constrained case with low storage costs
has all regions with lower prices than the unconstrained case with high storage costs, while
the constrained case with high storage costs has increased prices for every region.
4.6 Sensitivity analysis
Newly announced policy targets for Ireland include increasing the level of RES-E genera-
tion to 70% by 2030. We therefore perform a sensitivity analysis by revising the RES-E
target for 2030 to 70% (with an interim 2025 target of 55%), in order to determine the
extent to which the deviation between the unconstrained and constrained cases is driven
by renewable energy targets. To facilitate this increase, we also assume the SNSP limit
increases from its current value of 65% to 90% by 2030. Note that our dataset does not
include DC interconnection to Great Britain or France, and so an SNSP limit of 90%
means that, in practice, more than 10% of demand could be met by thermal generation,
with the surplus renewable generation being exported via the interconnectors.
Table 6: Impact of high RES-E targets and progressive SNSP levels under high storage
costs. Values represent the percentage changes of variables of interest in the “Constrained”
case relative to those of “Unconstrained” one.
SNSP level 75% 75% 90%
RES-E Target 55% 70% 70%
Changes in
investment
(%)
New CCGT -21 +56 -31
Onshore wind -40 -39 -39
Solar PV +62 -8 +14
Offshore wind +515 +58 +66
Storage -42 -2 -5
Changes in
key system
variables
(%)
Expected emissions 0 0 0
Expected RES curtailment -14 -5 -13
Expected self-sufficiency +15 +6 +4
Expected NPV +3 +5 +5
Case RES-E 55 RES-E 70 RES-E 70 & SNSP 90
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Table 7: Impact of high RES-E targets and progressive SNSP levels under low storage
costs. Values represent the percentage changes of variables of interest in the “Constrained”
case relative to those of “Unconstrained” one.
SNSP level 75% 75% 90%
RES-E Target 55% 70% 70%
Changes in
investment
(%)
New CCGT -15 - -100
Onshore wind -40 -40 -40
Solar PV +175 -7 +103
Offshore wind +563 +55 +65
Storage -7 -3 -3
Changes in
key system
variables
(%)
Expected emissions 0 0 0
Expected RES curtailment -13 -9 -14
Expected self-sufficiency +15 +6 +4
Expected NPV +3 +5 +5
Case RES-E 55 RES-E 70 RES-E 70 & SNSP 90
The leftmost column in Tables 6 and 7, designated as “RES-E 55”, shows the previously-
reported percentage difference between the unconstrained and the constrained cases out-
lined above (and corresponds to the values shown in Table 4). The second and third
columns show the percentage difference between the unconstrained and constrained cases
for the new 70% RES-E target and the original SNSP of 75%, and for both the new higher
RES-E target and higher SNSP, respectively.
The pattern observed previously is that of large changes in the percentage difference
between the unconstrained and constrained case for the generation portfolio, but the
difference in total costs is relatively low, at 3%. A similar pattern is observed here, but
the magnitude of the difference in NPV between the unconstrained and constrained cases
increases to 5% —the constrained case is 5% more expensive than the unconstrained
case. This result holds regardless of whether the SNSP limit is increased. It should be
noted here, however, that the absolute NPV is much higher for the high RES, low SNSP
sensitivity: it is the differential between the unconstrained and constrained case that does
not increase.
There are, however, differences in the portfolios of the unconstrained and constrained
cases. For both sensitivities, the constrained case has a 39% reduction in new onshore
wind installations, which is very close to the 40% reduction seen in the base case, and an
increase in offshore wind installations. This is because, at high RES-E targets, the lower
limits imposed on onshore wind installations in the constrained case are reached at the
lower RES-E target of 55%, and offshore wind investment is required. Conversely, the
constrained case sees a reduction of 8% in solar installations for a high RES-E, low SNSP
scenario, but when both RES-E and SNSP are higher than the base case, the constrained
case has an increase of 14% in solar PV installations. Similarly, the constrained case has a
56% increase in new CCGT capacity under the high RES-E low SNSP scenario, but sees
a 31% reduction in CCGT installations when both RES-E and SNSP are increased. The
effect of a constrained renewable power development is therefore heterogeneous across
energy technology investments although the aggregate effect is a lower total installed
capacity of renewable technologies, as was observed under the lower RES-E target. This
is driven by the higher capacity factor associated with offshore wind.
The constrained case sees lower levels of renewable curtailment for both sensitivities,
but the difference is far greater for the case with high SNSP. This is because a low SNSP,
relative to the level of renewable generation, leads to greater curtailment. Thus, while the
difference between the unconstrained and constrained cases is lowest for the high RES-E,
low SNSP case, the absolute levels of curtailment are highest in this case. Finally, the
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unconstrained case leads to higher levels of average self-sufficiency in general, but this
result is influenced by the sensitivities performed - the base case saw the constrained case
bringing about a 15% increase in self-sufficiency, but this drops to 4% in the high RES-E
and high SNSP case. Given that self-sufficiency is hypothesised to drive social accept-
ability, this result sees one of the main benefits of a constrained expansion considerably
eroded by policy objectives such as increased RES-E.
The results of this sensitivity analysis show that the costs of the constrained power
expansion are dependent on the underlying policy and technical parameters, particularly
those relating to renewable power generation. This is an important finding as the ratio-
nale for constraining onshore renewable developments is the potential to increase public
acceptability of renewable energy projects. However, an increase in electricity costs could
actually fuel objections to renewable energy developments. Thus, using constrained on-
shore expansions as a mechanism for increasing renewable generation could undermine
itself if it in turn gives rise to an unacceptable increase in energy costs, especially given
then the reduced potential for a constrained expansion to drive self-sufficiency. The policy
choice to move towards smaller, more widespread renewable generation investment should
therefore be considered in light of other policy objectives.
5 Conclusion and Policy Implications
In this study, we determined the optimal generation capacity investment on an isolated
power system under an unconstrained and constrained renewable capacity expansion. The
methodology is a generation expansion planning model, which incorporates a linearised
ACOPF, and so determines optimal generation investment and operation at nodal level.
The two approaches are distinguished by the total capacity investments in renewable power
and in storage that are permitted at each transmission node. The impact of policy decisions
regarding renewable generation and instantaneous renewable penetration is determined.
In general, the results indicate that the unconstrained case is cheaper than the con-
strained one, which is as expected. This holds regardless of the cost of, or subsequent
investment in, storage. However, while the generation portfolio that results from the two
cases is very different, the difference in total costs is relatively small - about 3%. This is
at least partly driven by the fact that the RES-E targets for all cases are the same, and
are the main determinants of the final NPV. Thus, policy makers may choose to trade
achieving RES-E targets off against arriving at the least-cost scenario. If a constrained
roll-out of renewables overcomes public opposition to the high levels of RES installations
required to meet higher renewable integration targets, the 3% increase in total costs may
be acceptable, from a policy-maker’s point of view.
The constrained expansion leads to lower onshore wind investment and higher offshore
wind investment, as well as higher solar PV investment in high demand areas. Energy
self-sufficiency at a nodal level is also higher under the constrained approach. There are
large changes in the spatial allocation of investments, and there is evidence of transfers
between regions when locational marginal prices are examined.
The total costs can be slightly reduced by investments in storage, for both uncon-
strained and constrained cases. The differential between the unconstrained and con-
strained cases is therefore sensitive to the costs of storage. Storage reduces costs primarily
by increasing the reliability of the system, reducing expected energy not served. The value
of lost load chosen here (e3,000/MWh) may be too low for a risk-averse policy maker, and
is lower than the short-run VOLL estimated for Irish consumers [24], but given that this
study is a long-run study, a lower value may be appropriate. Even assuming a value of
lost load of e10,000/MWh, the cost of expected energy not served would still be a small
portion of the total cost, which are driven primarily by investments.
The sensitivity analysis suggests that the extra cost of the constrained renewable ex-
pansion increases as renewable energy targets increase, and this result holds regardless of
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SNSP levels. The trade-off between the increased financial cost of the constrained expan-
sion and the benefit of potentially increased social acceptability is therefore more acute,
especially given that increased energy prices and reduced self-sufficiency may themselves
prove a barrier to social acceptance. However, policy makers may determine that ancillary
benefits to a constrained expansion that are not captured here, namely the potential to
reduce public opposition to renewable projects, may justify the increased costs.
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