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The nth order difference [Am,,],_, where A, is the difference operator with increment h 
defined by A,,f(x) = f(x + h) -f(x) and (x),,,~ = x(x - g)(x - 2g) * . * (x - mg + g) is the 
generalized factorial of degree m and increment g, is the subject of this paper. More precisely 
the numbers 
h a 
o, r=-, s=-, 
g g 
are systematically investigated. Combinatorial interpretations are provided and recurrence 
relation and generating function are obtained. Moreover connection with other numbers, 
limiting expressions, orthogonality relations and other properties, useful in combinatorics, are 
derived. Finally some combinatorial and statistical applications are also discussed. 
Introdnction 
The difference operator with increnient h, A,,, is defined by 
A&) = f(x + W -f(x) 
and the generalized factorial of degree m and increment h, (x),,~, by 
(X),,h = x(x - h)(x - 2h) ?? * * (x - mh + h); 
in the case of unit increments we write Al =A and (x),,, = (x),. Chak [6] 
considered a class of generalized Laguerre polynomials, useful in actuarial 
mathematics 
and proved that 
n 
G$(x) = c (-l)kA$;bxk 
k=O 
where 
A(a) =k!$ [Ak(+ ] _ = 
Isk;b n,b x-a . 
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A closely related class of numbers appeared as coefficients in a generalization of 
the Hermite polynomials considered by Gould and Hopper [IS]; they defined the 
polynomials 
HL(x, s, u) = (-l)nx-seU’D”(x”e-“‘) 
and found that 
HL(x, s, u) = t (-l)“-kG(n, k; r, s)u~x’~-” 
k=O 
where 
G(n,k;r,s)=b 1 _ j; (-l)k-‘(;)(rk+s).. 
Note that 
G(n, k; r, ~)=+~(‘x+s)“l=o . 
and 
At&= (-l)“b”G(n, k; -l/b, -a/b). 
Recently, Charalambides [12], with the multivariate positive or negative 
hypergeometric distribution as a background, obtained certain occupancy dis- 
tributions, useful in biology and reliability, in terms of the Gould-Hopper 
numbers G(n, k; r, s). 
Since the properties of A$ ;b or G(n, k ; r, s) have not been investigated, it 
seems desirable to make a thorough study of these numbers. 
The expansion of (x),,, into a Newton series gives 
Denoting the coefficients by 
A(m,n;g,b)= A iX%g 
1 x=a 
we have m 
(x),,, = c Ah, n; g, h, a)6 - ah, 
n=O 
or 
(x + a),,, = f Ah n; g, h, a - b)(x + bL,t,. 
(2.1) 
(2.2) 
(2.3 
n=O 
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Note that the numbers g -“%“A (m, n ; g, h, a) do not depend on all three parame- 
ters g, h and a explicitly but on the ratios r = h/g, s = u/g. Indeed, 
and putting 
(2.4) 
we find 
g-“h”A(m, n; g, h, a) = G(m, n; r, s), r = h/g, s = a/g. (2.5) 
Using the relations 
g-“tx -5 a)m,g = trlX + s)m, rl = l/g, s = alg, 
h-n(x),,h = (QX),, r2 = l/h 
we get from (2.2) 
(TAX + S)m = f G(m, II; r, S)(r2X)nt r = rl/r2 
n=O 
and in particular (i2 = 1) 
@XX+) = 2 G(m, n; r, s)(x),. 
n=O 
Similarly from (2.3) we get 
(2.6) 
(2.7) 
(rlx + Sl)m = 2 G(m, n ; r, s)(r2~ + Sdn, r= r*/r2, s = s1 - r1s2/r. 
n=O 
w9 
Since 
[A”(m + s),]~=O = i (-l)n-k(~)~~k(~+s),b=o 
k-0 
= t (-1)"-*( ~)(&+a), 
k=O 
the numbers G(m, n; r, s) may be defined equivalently by 
G(m, n; r,s)=-$ . i. t--l)“-*( l)(rk +S),- (2.9) 
Note that this expression, on using the sieve (inclusion-exclusion) formula, 
leads to the following combinatoriaZ interpretations of the numbers G(m, n; r, s) 
when both r and s are positive or negative integers: 
2.1. Consider n different cells of r different compartments each and a (control) 
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cell of s different compartments. The compartments may be of limited capacity or 
not (Riordan [17, ch. 5j). 
2.1.1. (n !/m !) G( m, n; r, s) is the number of ways of putting m like balls into 
these cells with no cell empty (among the tirst n) when the capacity of each 
compartment is limited to one ball. 
2.1.2. (n!/m!)(-l)“G(m, n; -r, -s)=(n!/m!) IG(m, n; -r, -s)j is the number 
of ways of putting m like balls into these cells with no cell empty (among the first 
n) when the capacity of each compartment is unlimited. 
2.2. Consider an urn containing r identical balls from each of n kinds and s 
identical balls from another kind. Suppose that m balls are drawn from the urn 
one after the other without replacement or by returning in the urn, after each 
drawing, the chosen ball together with another ball of same kind. 
2.2.1. (n!/m !)G(m, n; r, s) is the number of ways of drawing m balls from the 
urn one after the other without replacement such that each of the fYirst n kinds of 
balls is represented in the sample. 
2.2.2. (n!/m!) jG(m, n; -r, -s)j is the number of ways of drawing m balls from 
the urn one after the other by returning in it, after each drawing, the chosen ball 
together with another ball of same kind, such that each of the first n kinds of balls 
is represented in the sample. 
3. Recarrence relation and generating i&u&ion 
3.1. Triangular recurrence relation 
The numbers G(m, n; r, s) defined by (2.4) satisfy the triangular recurrence 
relation 
G(m+l,n;r,s)=(m+s-m)G(m,n;r,s)+rG(m,n-l;r,s), 
n=l,2,. . . , (3.1) 
with initial conditions 
W, n; r, 9 = 60,~ G(m, 0; r, s) = (s),. (3.2) 
Proof. Using the formula 
A”u(x)u(x) = f (~)Ak~(~)An-kEk~(~) 
k=O 
with u(x) = (m + s),, u(x) = (m + s - m), whence u(x)u(x) = (m + s),+~, we get 
A”(m + s)m+l =(m+rn+s-m)A”(m+s)m+rnA”-l(m+s)m 
which on using (2.4) implies (3.1). 
The initial conditions follow directly from the definition (2.4). 
Remark 3.1. From the recurrence relation (3.1) it follows that 
(i) If r and s are positive integers, then the numbers G(m, n; r, s) are positive 
integers when n cm and 
m + s. 
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m+s<m and G(m,n;r,s)=O when m<n or m> 
(ii) If r and s are negative integers, then the numbers (-l)“G(m, n; r, s) are 
positive integers when n <rn and G(m,n;r,s)=O when m<n. 
3.2. Exponential generating function 
Starting from the partial difference equation (3.1) as definition of the numbers 
G(m, n; r, s) we may conclude (2.9). Denoting the exponential generating func- 
tion of G(m, n; r, s) with respect to the index m by f,(t; r, s), that is 
fn(f ; r, s) = f G(m, n; r, s) 5 
m=n 
and using (3.1) we obtain the difference-differential equation 
(l+t)ifn(f; r9 S)=(m+s)f,(t; r: s)+rf,-I(?; r9 S)9 f()(O; r, s) = 1. 
The generating function of the sequence (fn(t ; r, s), n = 0, 1,2, . . .}, 
F(t, 24; r, s) = 2 f,(t; r, S)Un, 
n=O 
satisfies the partial differential equation 
Cl+0 .& 
aF(t, u; r, s) _ Iu aF(t, u; r, s) 
au = (ru + s)F(t, u; r, s), 
F(0, u; r, s) = 1, 
the general solution of which may easily be obtained in the form 
F(t, u; r, s) = u-s”e-u!P(u(l+ t)‘) 
where !P is a function to be determined. Since F(0, u; r, s) = 1, we get 
V(u) = uslreu. 
Therefore 
F(t, u; r, s) = (1+ t)“exp(u[(l+ t)’ - II) 
and 
tm 
fn(t;r,s)= 2 G(m,n;r,s)-- - 1. (1+ t)“{(l+ t)’ - 1)“. 
m=n m! n! 
Since 
fnk r, s) =- ,‘! i. (-1Y-*(;)(1+ tF+S 
=-$~o(-l)~-k(~)~o (“,‘“)t” 
(3.3) 
the solution of the difference equation (3.1) is given by (2.9). 
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Note that the exponential generating function (3.3) implies the addition 
theorem : 
Gh nl + n2; r, s1 + s2) 
G(k, nl; r, sl)G(m -k, n2; r, s2). (3.4) 
4. Connection w&h other nu&ers and limitbg expressions 
The numbers G(m, n ; r, s) may be 
central Stirling numbers and also in 
denote by 
s(m, n) = -$ C~“W,Ix=o, . 
the usual Stirling numbers of the first 
s(m, n; ~)=-$PYx),h=., 
. 
expressed in terms of the usual and non- 
terms of the C-numbers. For this, let us 
Sh 4 =-$[Anxm]x=o . 
and second kind respectively, 
S(m, n; a) =-$[A3m]x=, 
. 
the non-central Stirling numbers of the first and second kind respectively and 
Ch n, r) =-$ [A”(m)m]x=o, r a real number, 
. 
the C-numbers. 
The non-central Stirling numbers have been recently studied by Koutras [16] 
and by Carlitz [4,5] in connection with the weighted Stirling numbers &(m, n, A) 
and S(m, n, A) of the first and second kind respectively. More precisely Carlitz 
systematically investigated the numbers 
Rl(m, n, A) = &(m, n + 1, A) + &(m, n) 
= (-l)“-“s(m, n; -A), Sl(m, n) = (-1)“~“s(m, n), 
R(m, n,A)=$(m,n+l,A)+S(m, n)=S(m, n;A). 
The C-numbers, which first appeared in [l] as coefficients in the n-fold convolu- 
tion of zero-truncated binomial and negative binomial distributions and subse- 
quently investigated in [9], [lo] and [ll] are closely related to the Stirling 
numbers. The degenerate Stirling numbers S,(m, n 1 A) and S(m, n 1 A) studied by 
Carlitz in [3] are related to the C-numbers by 
S,(m, n 1 A) = (-l)“-“A-“C(m, n, A), S(m, n 1 A) = A”C(m, n, A-‘). 
4.1. G(m, n ; r, s) and Stirling numbers 
G(m,n;r,s)= 2 rks(m, k; s)S(k, n), 
k=n 
(4.1) 
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G(m, n; r, s) = 2 rks(m, k)S(k, n; s/r), 
k=n 
s(m, n; r, s) = r-” 2 G(m, k; r, s)s(k, n>, 
k=n 
S(m, n; s) = r-“’ 2 S(m, k)G(k, n; r, rs). 
k=n 
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(4.2) 
(4.3) 
(4.4) 
Proof. Using the relations (see Koutras [16j) 
(y + a), = 2 sh k a)yk, (x+ a)k = i S(k, n; a)(x), 
k=O n=O 
and the corresponding relations for the usual Stirling numbers 
(Y), = f s(m, k)yk, yk = f Sk nWn9 
k=O n=O 
we obtain 
(TX + s), = 2 { 2 rks(m, k; s)S(k, n,)on, 
n=O k=n 
(IX+S), = f { f r’s(m, k)S(k, n; S/r)}(X),, 
n=O k=n 
which in view of (2.7) imply (4.1) and (4.2) respectively. Similarly we get (4.3) and 
(4.4). 
4.2. G(m, n; r, s) and the C-numbers 
Gh n; r, s) = 2 (~)(s),-r~(k n, r), 
k=n 
C(m, n, r) = 2 (-l)“-k(~)(s),-kG(k, n; r, d. 
k=n 
(4.5) 
(4.6) 
Proof. Taking the nth difference at zero in both sides of the Vandermonde’s 
formula: 
and since C(k, n; s) = 0 for k < n we get (4.5). Similarly we get (4.6) 
4.3. Limiting expressions 
!% r-“G(m, n; r, s) = s(m, n; s), 
lim r-“‘G(m, n; r, s) = S(m, n; u), r-W= if !kf= 21. 
(4.7) 
(4.8 
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Proof. Since 
G(m,n;r,s)=l n, [A”(rx + s),k=o = $ [A”(~)mlx=s,t =; CAWmlx=s . . . 
and 
!% r-A;= D", 
we get 
!% r-“G(m, n; r, s) =+ Y--~ A y(x),,, 
1 x=s 
= -$ P’Wmlx=s 
= s(m, n; s). 
Using the relation 
!%Fm(rx+S), =(X+v)m, iflimf=zJ, 
r-r 
we obtain 
!% remG(m, n; r, s) =-$ . h_ A?-“(IX + s), 1 x=0 
=-$[An(x+u)m]x=o 
. 
= S(m, n; v). 
5. orthog~ relations and other properties 
5.1. Orthogonality relations 
If G = (G,,) is the infinite matrix with G,, = G(m, n; rl/rz, s1 - rls2/r2) and 
H = (H,,) with H,, = G(m, n; r2/r1, s2- r2s,/r,) then GH = I where I = (&,) is 
the unit infinite matrix; that is H is the inverse of G. 
Proof. Using (2.8) we obtain 
(r,X+S1)m = 2 G(m, k; r1/r2, ~1-r1~2/r2)(r2~+~2)k 
k=O 
= 2 G(m, k; r1/r2, s1 k - r&d c G(k, n; oh, s2- r2shl) 
k=O n=O 
X(rlxl+sl)n 
= E { r Gh k; r1/r2,s1-rls2/r2)G(k, n; ~z/rl,s~--~~s~/~~)} 
n=O k=n 
X (rlXl+ sl)n- 
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Therefore 
f G(m, k; rh, SI - v2IrXG, n; drl, ~2 - r&d = k,,. (5.1) 
k=n 
Note that this orthogonality relation implies the following pairs of inverse 
relations: 
~m=fG( m, n; M2, s1 --rls2/r2Wn e 
n=O 
K, = f Gh n;r2/r1, s2--r2s~/d, 
n=O 
and 
un= 2 G( m, n; W2, s1 - vJr2) urn e 
m=n 03 
Un = c Gb, n; r2/rl, SK- r2sl/rl)um. 
m=n 
A more general result may be obtained as follows: Multiplying the relation 
W + & = i G(k, n; r2, S2)(X)n, k=0,1,2,... 
n=O 
by G(m, k; rl, sJ and summing for all k = 0, 1,2, . . . , m we have 
2 G(m,k;rl,sI)(r& +S2)k = F i Gh k- , rl, slW(k, n; r2, S2)(X)n 
k=O k=On=O 
=, 2 { 2 Gh k rl, SJW, n; r2, s3)(xJn 
n=O k=n 
and since 
2 Gh, k ; rl, sl)(r2x + s& = hhx + Sd+ S&m 
k=O 
we get 
= (rlr2x + rls2+ sl)m 
= 2 G(m, n; w2, rls2+sl)(~),, 
n=O 
2 { 2 G(m, k;rl,sl)G(k, n; r2, S)}(X), = 2 Gh n; v2, rls2+Sl)(XL. 
n=O k=n n=O 
Therefore 
f G(m, k; rl, sX(k, n; r2, s2) = G(m, n; r1r2, rls2+s1). (5.2) 
k=n 
Since 
Gh, n; 1,s) =$[A”(x+S)m],=o=$ r (r)(s)m-kcd"(X)tL=O . * k=O 
1 m =- C ( m)(s)m-t(k)n[(x)t_,h=O = (:)(S)m-n, n!k=o k 
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we have in particular 
2 G(m, k; r, s,)G(k, n; l/r, sz) = ; b’~2+~1)rn--n 
k=n 0 (5.3) 
and 
f G(m, k; r, s)G(k, n; l/r, -s/r) = i$,,,,, 
k=n 
(5.4) 
which is (5.1). 
Multiplying (5.3) by r-m+n and taking the limits as r+a we get on using (4.7) 
and (4.8) 
m 
k=n 
c Sh, k; VMk, n; ~2) = 0 ; (vl+S*)m-n, 
Taking the limits in (5.3) as r --, 0 and using (4.7) and (4.8) we get 
E s(m, k; s,)S(k , 
k=n 
(s~+v&,,-~, if lim rs2= v2. r4 
(5.5) 
(5.6) 
Note that (5.5) and (5.6) were essentially proved by Carlitz [4]. 
52. The evaluation of the infinite sum 
S,(X)= 2 G(m-1, n-l; r, s)& 
m=n m 
is required in certain combinatorial applications of the numbers G(m, n ; r, s) (see 
Section 6). 
Multiplying both sides of the recurrence relation 
G(m,n-l;r,s)=[r(n-l)+s-m+l]G(m-l,n-l;r,s) 
+ffi(m-1, n-2; r,s), 
by l/(x), and using the recurrence relation 
1 x-m -= 
(&I (Al+1 
we find 
xG(m,n-l;r,s) 
1 
(d m+l 
- mG(m, n - 1; r, s) (x)1 
m+l 
=[r(n-l)+s]G(m-1, n-l; r,s)$j- 
X?Tl 
1 
-(m - l)G(m -l,n-WA(X), 
1 
+rG(m-1, n-2; r, s)- 
w?n 
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Summing for m=n-l,n,n+l,..., we obtain the recurrence relation 
sn w = r x-s-r(n-1) Sn_Jx), 12 = 2,3,. . . 
with initial condition 
S,(x)= f G(m-l,O; r,s)$j--= 2 (s)nl-1 - 
m=l m m=l (X)rn 
1 O” =- c (S)i 
X j=O(X-l)j 
=+, 1; --x+1; 1) 
where F(a, b ; c ; z) denotes the hypergeometric series for which 
F(a,b;c;l)= 
r(c)I’(c - a - b) 
r(c - a).I’(c - b) . 
Therefore 
1 sl(x)=l. x=-- 
x x-s x-s’ 
n-l 
s,‘x)=(xTs)Gr = r 
1 
x-s 
( ) r n 
and 
1 
2 rG(m-l,n-l;r,s)-= 
1 
m=n Cx)rn x-s 
( 1 r n 
or 
1 1 
2 rG(m-l,n--l;r,s) =- 
m=n (V + s)m (Y)n * 
(5 -7) 
6. Combinatorial and statsstrcal applications 
6.1. Occupancy distributions 
Consider n different cells of r different compartments each and a control cell of 
s different compartments. The compartments may be of limited capacity or not. 
Suppose that m like balls are randomly distributed into these cells and let X be 
the number of occupied (by at least one ball) cells (among the first n). The 
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probability function of X may be obtained as 
(n)k C(k; m, n, r, d = (m + s)m Gh k r, 4, 
k = 1,2,. . . , min{m, n} (6.1) 
when the capacity of each compartment is limited to one ball and as 
P,(k; m, n, -I-, -s) = (n)k e-m - 9, G(m, k; -r, -s) 
k=l,2,... , min{m, n} (6.2) 
when the capacity of each compartment is 
follow directly from the combinatorial 
G(m, k; r, s) and IG(m, k; -r, -s)l. 
Using the relation 
m+l - 
unlimited. These probability functions 
interpretations 2.1 of the numbers 
(m+S)m+l= c (nW(m + 1, k r, s) 
k=O 
we conclude that 
&(k, m) = G(m+l,k;r,s)+m-s 
rG(m, k ; r, s) r 
is an unbiased estimator 
E[A(k, m)]= i ii(k, m)p,(k; m, n, r, s) = n, 
k=O 
of the number n of cells when m 3 n and the capacity of each compartment is 
limited to one ball. Similarly 
a (k m)_IG(m+Lk-~,-s)l m+S 
2, - 
_- 
r IG<m, k; -r, -s)l r 
is an unbiased estimator of n when m 2 n and the capacity of each compartment 
is unlimited. 
6.2. Sequentia2 occupancy 
Suppose now that like balls are sequentially (one after the other) distributed 
into the cells until a predetermined number k of cells (among the first n) is occupied 
(by at least one ball) and let Y be the number of balls required. The probability 
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function of Y is given by 
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r(n-k+l) 
Ql(m;k,n,r,s)=P,(k-l;m-l,n,r,s)m+s m+l - 
(n)k-l 
=(m+s),_, 
r(n-k+l) 
G(m-Lk-l;r,s)m+s m + l  - 
r(n)k 
=(m+S), G(m - 1, k - 1; r, s), 
m=k,k+l,... ,r(k-l)+s+l (6.3) 
when the capacity of each compartment is limited to one ball and by 
Q2(m; k, n, -r, -s) = Wk 
(m+s+m-l), IG(m - 
1, k - 1; -r, -s)l, 
m = k, k + 1,. . . (6.4) 
when the capacity of each compartment is unlimited. Since 
f Qi(m;k,n,r,s)=l, i =l,2, 
m=k 
we must have 
1 1 
2 rG(m-l,k-l;r,s) =- r, s integers, 
m=k (m + S)m (n)k ’ 
which is (5.7) 
6.3. Coupons collector problem (cf. Feller [14, p. 1111) 
Consider an urn containing r identical coupons from each of n + v different 
kinds. Suppose that m coupons are drawn one after the other without replace- 
ment and let X be the number of kinds among n specified kinds appearing in the 
sample. The probability function of X, on using the combinatorial interpretation 
2.2.1 of the numbers G(m, n; r, s) with s = W, may be obtained as 
pdk; m, n, r, 4 = (n)k 
h + rv>m 
G(m, k; r, rv), k = 1,2,. . . , min{m, n), 
6.5) 
which is of the form (6.1) with s = rv. 
Suppose now that coupons are drawn one after the other without replacement 
until a predetermined number k of kinds among n specified kinds appear in the 
sample and Y be the number of coupons required. Then the probability function 
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of Y is given by 
ql(m; k, n, r, Y)=pI(k-1; m-l, n, r, V) 
r(n - k + 1) 
r(n+v)-m+l 
(r&-l G(m-1, k-l; r, r(v-n)) 
r(n - k + 1) 
=(m+nt),_, r(n+v)-m+l 
Wk 
=(m+N), G(m-1, k-l; r, rz& 
m=k,k-+l,... ,r(v+k-l)+l (6.6) 
which is of the form (6.2) with s = IV. 
Remark 6.1. Taking the limits in (6.5) and (6.6) as r --, 00, we obtain by virtue of 
(4.8) 
lim pl( k; m, n, r, V) = (n)k 
(n + v)~ S(m, k; 4, I- 
!im_ qdm; k, n, r, 4 = (n)k S(m - 1, k - 1; Y). (n+v)m ’ 
(6.7) 
(6.8) 
Note that (6.7) and (6-8) is the probability function of X and Y respectively when 
m coupons are drawn with replacement from an urn containing n + v different 
kinds of coupons in equal proportions. The probability functions (6.1) and (6.2) 
have the limiting distribution (6.7) and the probability functions (6.3) and (6.4) 
have the limiting distribution (6.8) provided lime- s/r = V. 
6.4. Expression of (xb+’ D)” in terms of (Dxa+l)n and vice versa 
We have 
(x b+lD) = -(a + l)xb + xb-a(Dxa+l), 
(x b+1D)2 = (a + l)(a - b + 1)~~~ -(3a - b + ~)x~~-~(I)X~~~) 
+ X2b-2a(aa+1)2 
and so on. We may write 
(x b+lD)m = f (_l)m-nXmb-MCm,n(~(L+Z)n. 
n=O 
(6.9) 
The coefficients G,n, n = 0, 1,2, . . . , m are independent of the function on which 
the operation is performed. Therefore for their determination we can choose the 
most convenient function. Let f(x) = x2. Then 
(x b+lD)mxz = z(z + b)(z + 2b) - - - (z + (m - l)b)xz+mb 
= (-l)“b”‘( -f) xz+mb, 
m 
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(Dxa+l)nxz = (2 + a + l)(z + 2a + 1) * . . (2 + na + l)x’+M 
=- (1) ( nn- z+a+l a a ) x Z+-?UJ ?l 
and (6.9) implies 
or 
(6.10) 
Comparing the last relation with (2.7) we obtain 
C,,,+ = b”a-“G(m, n; a/b, (a + 1)/b). 
Therefore 
(X b+lD)m = f (_l)m-nbm a-“G(m, n; u/b, (Q + l)/b)xmb-M(Dx”“)n. 
n=O 
(6.11) 
Using (5.4) with r = u/b, s = (a + 1)/b we may invert (6.11) to get the expression of 
(Dx4+1)m in terms of (xb+lD)“: 
(Dx~+‘)~ = 2 (-l)“-“a”b-“G(m, n; b/u, -(a + l)/u)~~~-*(x~+~D)~. 
n=O 
(6.12) 
Remark 6.2. The expression (6.11) gives in particular (a = - 1) 
(X b+lD)m = t (-l)“b”C(m, n, -l/b)xmb+“Dn 
n=O 
which has been obtained by Comtet in [13] (see also Charalambides [ 103. 
Generalizations of this expression to other directions have been considered by 
Carlitz in [2] and by Chak [6]. 
Other particular cases of (6.11) and (6.12) are the following 
(xD)” = 2 S(m, n)x”D”, 
n=O 
D" = f (-l)“b-“C(m, n, -b)x-m--nb(xb+lD)n, 
n=O 
D” = f s(m, n)x-m(xD)n. 
n=O 
6.5. Convolution of complete and zero-truncated general binomial distributions 
A non-negative integer valued random variable X obeys a general binomial 
(binomial or negative binomial) law with parameter N, p if its probability function 
I2 
fiN=S ‘-‘2‘1 ‘0~~2 ‘,,(j 
0 
s de + 1) = P = Y&d 
--‘z‘J=x ‘,fj 
JT-,(e+~)l=(x=X)-rd 
(VT’91 
. . 
x 
- ‘2 ‘1 ‘0 = x ‘,e 
CJ 
,A9 + 1) = (x =x&I 
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which on using (4.5) gives 
Pr(Z = m) = 
n!G(m,n;r,s) 8” 
(l+@“[(l+@)‘-l]“&j! m=n,n+l,.*. (6.16) 
where 8 > 0 when r and s are positive integers and 0 < 0 when r and s are negative 
real numbers. 
It is not difI%cult to verify that 
d(m, n; r, s)= mG(m-l,n;r,s) 
G(m, n; r: s) ’ 
man+1 (6.17) 
is an unbiased estimator of the parameter 6, that is 
E[&m, n; r, s)] = i d(m, n; r, s)Pr(Z = m) = 8 
m=n 
in the case of negative binomial distributions while it 
E 
[ 
&m, n; r, s) 8 m+s 
8 1 -‘= -(i+e)s[(i+e)r-i] 
in the case of the binomial distributions. 
has a relative bias equal to 
Remark 6.3. In the case of truncation on the left away from a given non-negative 
integer k the corresponding to (6.15) probability function is given by 
pr(x=x)= [(l+t&~~ (:)eij-l(i)ex, x= k, k+l,. . . (6.18) 
The probability function of 2, = cjy_+ynfl Xj was obtained by Charalambides [7] in 
the form 
Pr(& = 2,) = 
n! C(zz, n, r, k) 0~2 
z2= kn, kn+19.-* 
where 8 > 0 when r is a positive integer and 8 < 0 when r is a negative real 
number and C(m, n, r, k) are the k-associated C-numbers studied in [8]. The 
probability function of Z = Z1 + Z2 may be obtained, by using the total probability 
theorem, in the form: 
Pr(Z=m)= 
n!G(m,n;r,s,k) 8” 
(6.19) 
where 8 >O when r and s are positive integers and 8 < 0 when r and s are 
negative real numbers and (compare to (4.5)) 
G(m, n; r, S, k) = 2 (?)(s)m-jC(i, n, r, k). 
j=n I 
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The numbers G(m, n; r, s, k) retain many of the properties of the numbers 
G(m, n ; r, s) and may be studied in a similar way. We only note that 
A,,&; r, s) = f G(m 12 ; r, s, W 
m=kn 
Since 
tk-l 
(l+r)$f,x(r;r,s)=(m+s)f,,(r;r,s)+(r),o_~)!f~-~.k(~;‘~s) 
it follows that 
G(m+l,n;r,s,k)=(m+s-m)G(m,n;r,s,k)+ kml 
( ) - 
X (r),G(m - k + 1, n; r, s, k). (6.20) 
Expressing fn,k+l(t; r, s) in terms of f,,& (t ; r, s) we finally find 
G(m, n; r, s, k+l)= f (-l)jy (;)iG(m-kj, n-j; r,s, k). (6.21) 
j=O 
Similarly 
G(m,n;r,s,k)= iy(L)iG(m-kj,n-j;r,s,k+l). 
j-0 - 
(6.22) 
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