The challenge of computing the dominant eigenvalue and its corresponding eigenvector of a real matrix is considered in this work. An algorithm with a straight forward procedure (which converges faster to desired solution) using the power method concept for computing the dominant eigenvalues of a real matrix is formulated. Application of the algorithm on a 3x3 real matrix yield the same eigenvalue and corresponding eigenvectors values as the power method ). This confirmed the suitability of the algorithm
Abstract
The challenge of computing the dominant eigenvalue and its corresponding eigenvector of a real matrix is considered in this work. An algorithm with a straight forward procedure (which converges faster to desired solution) using the power method concept for computing the dominant eigenvalues of a real matrix is formulated. Application of the algorithm on a 3x3 real matrix yield the same eigenvalue and corresponding eigenvectors values as the power method In system analysis of mathematical equation models, the determination of the eigenvalues F ∈ λ and eigenvectors v of the system equations is important [8] . Researched work on algorithm for finding the eigenvalues and the corresponding eigenvectors of systems equation has been on the increased. Many mathematical scientists have formulated theories in a bid to provide better algorithms in handling this challenge (see; [1] , [3] , [4] , [5] , [6] ).
Aston [2] , views the Jacobi's algorithm as the simplest algorithm for finding eigenvalues of symmetry matrices. It is a reliable method that produces uniformly accurate result for matrices of up to order 20 x 20. The conceptual framework of the Jacobi's algorithm is used in the formulation of other more sophisticated algorithms. Chapra et al [7] , stated that the Jacobi's algorithm is time consuming since it requires longer time for the off diagonal terms to be sufficiently small. Consequently the Given's algorithm, which is finite and thus more efficient was preferred to the Jacobi's algorithm in [7] . Other algorithm for computing eigenvalues include; the Lanczos in [4] , the Monte Carlo algorithm in [3] , the QR algorithm in [1] , [6] .
In the reviewed on the various formulated algorithms so far, the noticeable challenge is the number of iterations involved in any method used for the system solution to converge to the desired solution. Thus, the aim of this work is to develop an algorithm with a straight forward procedure (which converges faster to desired solution) using the power method concept for computing the dominant eigenvalues of a real matrix. With slight modification, the algorithm can be used to determine the smallest and the intermediate eigenvalues. It has the additional advantage that the corresponding eigenvector is obtained as a by-product of the method.
Power Method
The power method is an iterative mechanism for approximating selected eigenvalues of a given coefficient matrix. Olver [6] The rate of convergence of the method is governed by the ratio 1 − i i λ λ between the subordinate and dominant eigenvalues.
ALGORITHM FORMULATION
In the formulation of this algorithm, the power method as presented by [6] is used as a frame work. It is presented in stages. 
