Theorem 1. 1. Let K be a metric compact space, X be a standard continuous measure space (say, X = [0, 1] with Lebesgue measure). Given positive integer k and a measurable (with respect to the Borel sigmaalgebra on K) K-valued function f (x 1 , x 2 , . . . , x k ) on X k . Denote by N k the set of all ordered k-tuples I = (i 1 , . . . , i k ) of mutully distinct positive integers. For any such k-tuple I and any points y 1 , y 2 , . . . in X denote f I (y 1 , y 2 , . . . ) := f (y i 1 , . . . , y i k ). So, f induces a map f from X N to the Tychonoff 's compact set K N k , which maps a point (y 1 , y 2 , . . . ) ∈ X N to the function I → f I (y 1 , . . . , y n ) on N k . Let M be a fixed closed (hence compact) subset of K N k and assume that for almost all y 1 , y 2 , . . . the valuef (y 1 , y 2 , . . . ) belongs to M. Then there exists a measurable function g on X k , equivalent to f , such thatg(y 1 , y 2 , . . . ) belongs to M for all mutually different y 1 , y 2 , . . . in X.
2. Assume additionally that f is "almost symmetric", i.e.
(1)
for almost all x 1 , . . . , x k in X and any permutation π of the set {1, 2, . . . , k}.
Then there exists a measurable symmetric function g on X k , equivalent to f , such thatg(y 1 , y 2 , . . . ) belongs to M for all (not necessary different) y 1 , y 2 , . . . in X.
Before we pass to the proof, let us mention some examples.
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(This corresponds to some explicit closed set M, of course.) So, f defines a graphon which has almost no triangles. Then the claim is that we may save almost all edges so that there will be no triangle at all, i.e. continuous version of the triangle removal lemma. Similarly we get the hypergraph removal and induced hypergraph removal lemmata and so on.
and for almost all y 1 , y 2 , y 3 we have
This again corresponds to appropriate closed set M. In this case we deal with "almost metric space", which therefore may be "corrected" by changing distances between null set of pairs to a genuine semimetric space. Values g(x, x) may be redefined as 0, if needed. Also, a priori infinite distances may occur. But at fact almost all distances should be finite, and hence on some set X ′ of full measure all distances are finite. We may identify the complement X \ X ′ of this set with one of points x 0 ∈ X ′ , and so get all distances being finite.
The proof of part 1 (non-symmetric version) consists of two ingredients: Lebesgue density theorem and Tychonoff's compactness theorem. In part 2 (symmetric version) we need also the following standard variant of Ramsey theorem.
Theorem 2 (Ramsey theorem). Given c < ∞ colors, positive integers k 1 , . . . , k ν and positive integers N 1 , . . . , N ν . Then there exist positive integers R 1 , . . . , R ν so that for disjoint finite sets A 1 , . . . , A ν of cardi- 
. ,).
We need the following variant of the density theorem:
Proof. Consider a countable base of the topology on K. It suffices to take open sets U from the base. For each of them this is just the usual Lebesgue density theorem.
Denote by Y ⊂ X k the set of full measure for which the condition of Theorem 3 holds.
For positive integer ν define the metric on
Proof of Theorem 1. We start with part 1.
At first, we require that f and g coincide on Y . This already implies that g is measurable and equivalent to f . Now we have to define values of g on X k \ Y so that g satisfies the condition of Theorem 1. Denote by Φ the set of K-valued functions g on X k such that g = f on Y . This set Φ is a closed subset of a Tychonoff's compact space K X k , which may be naturally identified with K X k \Y . The closed set M is an intersection of closed cylindrical sets, say, M = ∩ α M α . For fixed α and fixed mutually different points y 1 , y 2 , . . . in X the condition (2)g(y 1 , y 2 , . . . ) ∈ M α defines a closed subset of Φ. We have to prove that all those closed subsets of Φ share a common point. So, it suffices to prove that any finite collection of such subsets share a common point. Fix such a collection. It deals only with a finite number of k-tuples in X k . Denote by A = {x 1 , . . . , x n } the finite set of all points in those k-tuples. Then conditions (2) hold simultaneously iff
where M ′ denotes the closed cylindrical set determined by k-tuples of different indecies not exceeding n. Let's writeg(x 1 , . . . , x n ) for the LHS of (3), since further arguments ofg are of no importance.
We have to define g on all k-tuples (z 1 , . . . , z k ) ∈ A k so that (i)g(x 1 , . . . , x n ) ∈ M ′ ; and (ii) g coincides with f on Y ∩ A k . Fix arbitrary ε > 0. Assume that we succeed to define g so that (i−ε)g(x 1 , . . . , x n ) is ε-close to M ′ ; and (ii−ε) g(y 1 , . . . , y k ) and f (y 1 , . . . , y k ) are ε-close in K provided that (y 1 , . . . , y k ) ∈ Y ∩ A k . Then let ε tend to 0 and choose a convergent subsequence of values of g on all k-tuples in A. Clearly this limit function satisfies (i) and (ii), as desired.
For finding g satisfying (i−ε) and (ii−ε) we take large m and replace any point z ∈ A to a random point z ′ ∈ ∆ m (z). Then define
Then (i) (therefore (i−ε) aswell) holds with probability 1. Due to Theorem 3, condition (ii−ε) holds with probability arbitrarily close to 1 provided that m is large enough. So, with positive probability such g works. Now we pass to proving part 2 of the theorem. At first, we change M so that any function g satisfyingg(y 1 , y 2 , . . . ) ∈ M must be symmetric. For this we intersect M with sets defined by g(y 1 , . . . , y k ) = g(y π 1 , y π 2 , . . . , y π k ). Of course,f (y 1 , y 2 , . . . ) ∈ M still holds for almost all y 1 , y 2 , · · · ∈ X.
We follow the lines of proving part 1. In particular, we find a finite subset A = {x 1 , . . . , x n }. The difference is that now we need to check not justg(x 1 , . . . , x n ) ∈ M ′ for appropriate M ′ , but (i')g(y 1 , . . . , y n ) ∈ M ′ for all y 1 , . . . , y n in A (not necessary different). For this on last step instead of replacing each point z ∈ A to a random point z ′ ∈ ∆ m (z) we fix large number R to be specified later (R depends only on K, ε and n = |A|, and does not depend on m) and for each z ∈ A choose R independent random points in ∆ m (z). They form a random set Ω(z) (of course, sets Ω(z), z ∈ A, are disjoint sets of cardinality R with probability 1). For arbitrary points z 1 , . . . , z k in A we require g(z 1 , . . . ,
Then for large enough m condition (ii−ε) holds with probability almost 1 for all possible choices z ′ i ∈ Ω(z i ). We partition K onto a finite number c of parts so that each part has diameter less then ε. Let's think that those parts correspond to c different colors.
For any set S = {y 1 , . . . , y k } ⊂ ∪ z∈A Ω(z), define its color as a part containing f (y 1 , . . . , y k ) (with probability 1 this is correct, i.e. does not depend on the order of elements in S). Define a type of a set S as a function z → |I ∩ Ω(z)| on A. The number of possible types depends only on |A| and k. Applying Theorem 2 repeatedly for large enough R we may find subsets Ξ(z) ⊂ Ω(z), |Ξ i | = n, so that all subsets S ⊂ ∪ z∈A Ξ(z) of the same type have the same color. Now we are ready to define g(z 1 , . . . , z k ) for all (not necessary distinct) points z 1 , . . . , z k in A. We require that g(z 1 , . . . ,
are mutually different points, and g is symmetric on A k . Of course, both conditions may be satisfied. Note that for other possible choices of z ′ i the value of g moves by a distance at most ε. We have to check (i'). Choose mutually different points y ′ i ∈ Ξ(y i ), i = 1, 2, . . . , n. With probability 1 we havef (y
Remark. It is easy to see that requirement of f being symmetric is essential in a part 2. Say, if K = {0, 1}, k = 2 and condition to f is |f (x, y) − f (y, x)| = 1 for almost all x, y ∈ X (there are many such functions), this can not be satisifed for all x, y. The reason is that Ramsey type theorem does not hold for oriented graphs. Also, we can not replace subset I to multisets even in the symmetric case. Say, if k = 2, K = {0, 1} and |f (x, y) − f (x, x)| = 1 for almost all x, y (which holds for f (x, y) = χ x =y ), this can not be made true for all x, y.
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