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Resumen 
El reconocimiento del lenguaje de señas es un problema de alta complejidad, debido a la 
cantidad de gestos estáticos y dinámicos necesarios para representar dicho lenguaje, 
teniendo en cuenta que el mismo variará para cada país en particular. Este artículo se 
enfoca en el reconocimiento de las vocales del lenguaje colombiano de señas, de forma 
estática. Se adquirieron 151 imágenes por cada clase, teniendo en cuenta también una clase 
no vocal adicional con diferentes escenas. A partir de cada imagen capturada se separa el 
objeto de interés del resto de la escena usando información de color; luego, se extraen 
características para describir el gesto correspondiente a cada vocal o a la clase que no 
corresponde a ninguna vocal. Posteriormente, se seleccionan cuatro conjuntos de 
características. El primero con la totalidad de ellas; a partir de este salen tres nuevos 
conjuntos: el segundo extrayendo un subconjunto de características mediante el algoritmo 
de Análisis de Componentes Principales (PCA). El tercer conjunto, aplicando Selección 
Secuencial hacia Adelante (SFS), mediante la medida de FISHER y el último conjunto con 
SFS basado en el desempeño del clasificador de los vecinos más cercanos (KNN). Finalmente 
se prueban múltiples clasificadores para cada conjunto por medio de validación cruzada, 
obteniendo un desempeño superior al 90% para la mayoría de los clasificadores, concluyendo 
que la metodología propuesta permite una adecuada separación de las clases. 
 
Palabras clave 
 Análisis de componentes principales, clasificación, lenguaje de señas colombiano, 
selección de características, validación cruzada. 
 
Abstract 
Sign language recognition is a highly-complex problem due to the amount of static and 
dynamic gestures needed to represent such language, especially when it changes from 
country to country. This article focuses on static recognition of vowels in Colombian Sign 
Language. A total of 151 images were acquired for each class, and an additional non-vowel 
class with different scenes was also considered. The object of interest was cut out of the rest 
of the scene in the captured image by using color information. Subsequently, features were 
extracted to describe the gesture that corresponds to a vowel or to the class that does not 
match any vowel. Next, four sets of features were selected. The first one contained all of 
them; from it, three new sets were generated. The second one was extracted from a subset of 
features given by the Principal Component Analysis (PCA) algorithm. The third set was 
obtained by Sequential Feature Selection (SFS) with the FISHER measure. The last set was 
completed with SFS based on the performance of the K-Nearest Neighbor (KNN) algorithm. 
Finally, multiple classifiers were tested on each set by cross-validation. Most of the 
classifiers achieved a performance over 90%, which led to conclude that the proposed 
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1. INTRODUCCIÓN 
 
El lenguaje de señas es importante pa-
ra establecer la comunicación entre perso-
nas con discapacidad auditiva. Según el 
censo realizado en Colombia en el 2015, la 
comunidad sorda colombiana está com-
puesta por aproximadamente 455.718 per-
sonas [1], las cuales, debido a su condición, 
poseen un lenguaje propio donde se expre-
san mediante gestos de manos y cara, y su 
lenguaje corporal. Gran parte de esta co-
municación se realiza mediante el movi-
miento, posición determinada de las manos 
y ocasionalmente con expresiones faciales, 
esto es conocido como el lenguaje de señas. 
Este lenguaje, contrario a lo que se piensa, 
no es universal. Muy pocos habitantes de 
Colombia comprenden el lenguaje colom-
biano de señas [2], lo que dificulta la co-
municación entre la comunidad sorda co-
lombiana con el resto de personas, lo cual 
conlleva a que se aíslen o que interactúen 
en la mayoría del tiempo solo con personas 
que presentan su misma condición. Ade-
más, para las personas con discapacidad 
auditiva entender el español escrito les 
representa aprender una segunda lengua, 
la cual posee una distinción bastante nota-
ble, como es la expresión oral en vez de 
gestual y la recepción auditiva frente a la 
visual. 
Debido a que el lenguaje de señas es 
particular para cada país, la comunidad de 
reconocimiento de patrones ha trabajado 
sobre el problema de reconocimiento auto-
mático de señas en varios países, sin em-
bargo, aún existen algunos retos como el 
desarrollo de descriptores espacio-
temporales robustos y simples que permi-
tan hacer el reconocimiento de forma fiable 
y en tiempo real. 
En este trabajo se desarrolló una meto-
dología para la clasificación de las vocales 
en el lenguaje colombiano de señas. Dentro 
de los trabajos encontrados en la literatu-
ra, se encuentra que múltiples autores han 
trabajado en la clasificación de gestos. 
Smith et al. [3] propusieron una patente 
para detectar y reconocer los gestos de la 
mano sobre una imagen a partir de una 
serie de pasos: se toma la información de la 
imagen, se extrae el color de la piel en el 
espacio de color RGB para detectar el mo-
vimiento, de esta manera al final es posible 
reconocer los gestos dentro de la imagen. 
De manera similar, en [4], Fang et al, rea-
lizaron reconocimiento de los gestos de la 
mano, pero en tiempo real. 
Premaratne et al. [5] proponen el uso de “primitivos gestuales” para la clasificación 
de posturas de la mano, utilizando las 
librerías de OpenCV. Hrúz et al. [6] utili-
zan Patrones Binarios Locales (LBP) para 
demostrar su eficacia al clasificar la forma 
de la mano. Sin embargo, aunque encon-
trar de forma correcta la mano y reconocer 
gestos es un primer enfoque válido, cabe 
notar que se reconocen gestos, los cuales 
pueden ser de cualquier tipo o naturaleza, 
no un conjunto finito, como lo es el alfabeto 
de lenguaje de señas. 
Huang et al. usaron métodos de apren-
dizaje profundo o Deep Learning, como son 
las redes neuronales convolucionales [7], al 
igual que Pigou et al. en [8], para el reco-
nocimiento de algunas palabras en el len-
guaje de señas, en donde los datos son 
adquiridos por medio de un sensor Kinect 
el cual proporciona información del espacio 
tridimensional. Basados en el uso de este 
sensor, se usan convoluciones 3D favora-
bles para realizar un apareo entre la tra-
yectoria de la palabra gesticulada en el 
lenguaje de señas con su respectiva etique-
ta. También, Rao et al. realizaron un reco-
nocimiento de señas de la India con redes 
neuronales en tiempo real, utilizando un 
smartphone [9]. 
En [10], se propuso un software interac-
tivo con el cual pueden traducir lo que una 
persona muda exprese mediante señas del 
lenguaje chino. Para el reconocimiento de 
las señas se utiliza el sensor Kinect donde 
el resultado es visualizado en forma de 
letras chinas mediante una pantalla. Sien-
do el caso contrario cuando se desea tradu-
cir de letras a señas, el mensaje se ingresa-
Clasificación automática de las vocales en el lenguaje de señas colombiano 
[106] TecnoLógicas, ISSN-p 0123-7799 / ISSN-e 2256-5337, Vol. 21, No. 41, enero-abril de 2018, pp. 103-114 
rá por teclado para ser interpretado por el 
avatar del software. Los métodos descritos 
requieren que solo esté en movimiento una 
extremidad, por lo que Lim et al. [11] in-
troducen un método que se enfoca en aislar 
ambas extremidades por medio del Filtro 
Serial de Partículas (SPF), para realizar el 
reconocimiento del lenguaje de señas. 
En [12] se hace una recopilación de los 
aspectos clave para el reconocimiento del 
lenguaje de señas con seguimiento y sin 
seguimiento de los movimientos; tomando 
en cuenta no solo características de las 
manos, sino también expresiones faciales y 
corporales. Para la clasificación se utilizan 
redes neuronales además de modelos ocul-
tos de Márkov (HMM), el cual requiere 
grandes conjuntos de datos para su entre-
namiento; una de sus principales aplica-
ciones de HMM son el reconocimiento del 
habla, gestos y movimientos corporales. 
Por su parte, en el trabajo presentado en 
[13], usan árboles de patrones secuenciales 
(SP-Tree) para la clasificación del lenguaje 
de señas, dicha técnica es eficiente para el 
aprendizaje de conjuntos SP-Tree repre-
sentando patrones espacio-temporales de 
manera eficaz, para abordar problemas de 
clasificación multiclase por medio del en-
samble de clasificadores débiles o simples; 
también realizan un comparativo con los 
HMM, usado habitualmente en el recono-
cimiento de señas. 
Agarwal et al. [14] realizan un sistema 
para el reconocimiento de los números 
chinos en el lenguaje de señas, el cual hace 
uso de las características de profundidad y 
velocidad adquiridas por medio de un sen-
sor Kinect. La clasificación de las señas la 
hacen por medio de Máquinas de Vectores 
de Soporte (SVM) multi-clase, también 
desarrollan un comparativo entre la exacti-
tud de la clasificación y el tiempo de entre-
namiento para diferentes subconjuntos de 
los gestos. En otro trabajo, proponen un 
método para el reconocimiento del lenguaje 
de señas del alfabeto árabe basado en un 
controlador de movimiento de salto (LMC) 
el cual detecta el movimiento de la mano y 
los dedos, entregando información de la 
posición y velocidad, este evita que la ad-
quisición del gesto de la mano se vea per-
turbado por cambios en el ambiente; luego 
de la adquisición y extracción de caracte-
rísticas implementan dos clasificadores y 
realizan un comparativo entre redes neu-
ronales perceptrón multicapa (MLP) y el 
clasificador bayesiano simple (NBC) [15]. 
Jeroen F. et al. [16] clasifican el lengua-
je de señas dinámico holandés, teniendo en 
cuenta expresiones faciales y corporales, 
donde el número total de características 
puede ser de hasta 1500 por seña. Los 
métodos implementados para la clasifica-
ción de las 120 clases fueron selección de 
características discriminantes (DF), com-
binación de detectores de características 
discriminantes (CDFD) y clasificación cua-
drática de características discriminantes 
en el mapeo Fisher (Q-DFFM), implemen-
tando dos métodos probabilísticos, estadís-
tica dinámica de alineamiento temporal 
(SDTW) y el modelo oculto de Márkov rea-
lizan combinaciones múltiples de los mode-
los de salida de las clases, siendo esta una 
práctica común para incrementar el 
desempeño. En otras aplicaciones de clasi-
ficación automática, se han utilizado méto-
dos de experimentación similares [17] [18] 
[19]. 
Los métodos descritos requieren de al-
goritmos robustos por la cantidad de datos 
manejados, y a medida que se extienden 
las bases de datos se hace necesario su 
implementación en una unidad de proce-
samiento gráfico (GPU) para acelerar el 
cálculo computacional. 
Con el fin de crear herramientas tecno-
lógicas para el reconocimiento de vocales 
en el lenguaje colombiano de señas, se 
propone identificar dichas vocales en un 
fondo uniforme por medio de varios clasifi-
cadores. A partir de una base de datos de 
151 ejemplos para cada una de las 6 clases 
(5 vocales y una clase adicional de no vo-
cal), se toman cuatro conjuntos de caracte-
rísticas, el Conjunto 1 compuesto por 12 
características de forma, obtenidas por las 
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librerías de CVBlobslib.lib de OpenCV 
(perímetro, centro en Y, amplitud, compa-
cidad, diferencia en X, diferencia en Y, 
excentricidad, área, longitud eje menor, 
longitud, longitud eje mayor y momento), 
más 54 características adicionales extraí-
das por el método propuesto por Pradeep et 
al. [20]. El Conjunto 2 consta de 28 carac-
terísticas extraídas que son el resultado de 
aplicar el algoritmo de análisis de compo-
nentes principales (PCA) [21] al primer 
conjunto. El Conjunto 3 se obtiene al apli-
car al Conjunto 1 una selección de caracte-
rísticas mediante Sequential Forward 
Selection (SFS) basado en la medida de 
FISHER [22]. Y el cuarto conjunto similar 
al tercero a diferencia que la SFS es basa-
da en la medida KNN [22]. 
Se realizan pruebas de clasificación con 
técnicas de diferente naturaleza, a partir 
de estos conjuntos de datos, con una vali-
dación cruzada de 10-folds, obteniendo un 
desempeño superior al 90% para la mayo-
ría de los conjuntos y clasificadores. Estos 
resultados iniciales demuestran la posibi-
lidad de ampliar la investigación a la iden-
tificación del lenguaje de señas colombiano 




2.1 Base de datos 
 
La base de datos para el reconocimiento 
de vocales en el lenguaje colombiano de 
señas fue obtenida con estudiantes del 
Instituto Tecnológico Metropolitano (ITM), 
donde a 151 personas adultas, entre los 18 
y 50 años, se les indicó cómo realizar las 
cinco vocales en dicho lenguaje. Con un 
fondo uniforme se capturó el objeto de 
interés con una cámara Web, de resolución 
1024x768 píxeles. Es importante resaltar 
que se tuvo en cuenta anexar a la base de 
datos una clase que corresponde a la clasi-
ficación de no vocal, estos ejemplos fueron 
obtenidos de la mano realizando otras 
posiciones, brazos, objetos, entre otros. Lo 
anterior lleva a obtener seis clases en total, 
es decir, las cinco vocales y una clase adi-
cional de no vocal. En la Fig. 1. se mues-
tran algunas imágenes ejemplo de la base 





Fig. 1. Base de datos: (A) Clase 1 - vocal a, (B) Clase 2 - vocal e, (C) Clase 3 - vocal i, (D) clase 4 - vocal o, (E) clase 5 - vocal 
u, (F) clase 6 – no vocal. Fuente: Autores 
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Al conjunto de imágenes obtenidas en 
la base de datos se les realizó un preproce-
samiento que constó de cuatro pasos. El 
primero de ellos fue aplicar un filtro gaus-
siano a la imagen original con el fin de 
suavizar y eliminar ruido en la imagen. El 
segundo fue una segmentación por color en 
el espacio de color Hue-Saturation-Value 
(HSV) que extrajo la totalidad de la mano 
al tener en cuenta los canales H y S, ya que 
son los que representan una variación 
importante para separar el color de la 
mano del fondo de la escena. El tercer paso 
realizado fue una operación de cierre para 
filtrar algunas regiones no pertenecientes 
al gesto, concluyendo el preprocesamiento 
con el último paso correspondiente a una 
umbralización por el método Otsu [23]. 
Como resultado a esta etapa se obtuvo un 
único objeto dentro de la escena, corres-
pondiente a la mano. 
Con la correcta segmentación de la 
mano, explicada anteriormente, se pudo 
realizar la extracción de características, 
para ello se redimensiona cada objeto co-
nexo a un tamaño de 60x90 píxeles (Fig. 
2a.), del cual se adquirieron las caracterís-
ticas de: perímetro, centro en Y, amplitud, 
compacidad, diferencia en X, diferencia en 
Y, excentricidad, área, longitud eje menor, 
longitud, longitud eje mayor y momento. 
Partiendo de la misma imagen segmen-
tada y escalada, se divide en 54 zonas igua-
les de 10x10 píxeles. Cada zona represen-
tará una característica al recorrer las 19 
líneas diagonales de la zona, promediando 
el número de píxeles de cada línea y luego 
promediando sobre las 19 líneas totales, lo 
cual está representado gráficamente en la 
Fig. 2b. Este es el método propuesto por 
[20], con el que se obtienen como resultado 
54 características adicionales para un total 
de 66. Este primer grupo de características 
será llamado Conjunto 1. Cabe aclarar que 
todos los algoritmos de adquisición, pre-
procesamiento, segmentación y extracción 
de características se realizaron sobre libre-
rías de código abierto OpenCV. 
 
  
Fig. 2. (a) Redimensión de objeto conexo en 60X90 pixeles. (b) Extracción de las 54 características. Fuente: Pradeep et al. [20]. 
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2.2 Marco experimental 
 
Como se observa en la Fig. 3., la meto-
dología abarca cuatro etapas principales. 
Se parte de la extracción de características 
(A), teniendo el Conjunto 1 como resultado. 
Posteriormente se realiza una etapa de 
selección de características (B), de la cual 
se generan tres nuevos conjuntos de datos, 
ya sea mediante técnicas de selección o 
extracción de características. El Conjunto 2 
consta de 𝑑𝑝𝑐𝑎 nuevas características, ob-
tenidas al aplicar el algoritmo de reducción 
de dimensión del análisis de componentes 
principales (PCA) sobre el Conjunto 1. 
Para generar el Conjunto 3, se selecciona 
un total de 𝑑௙𝑖௦ℎ௘௥  características al tomar 
el Conjunto 1 y aplicar Selección secuencial 
hacia adelante (SFS) basado en la medida 
de FISHER [24]. Y, por último, para gene-
rar el Conjunto 4 se seleccionan un total de 𝑑𝑘𝑛𝑛 características aplicando SFS basado 
en el desempeño del clasificador KNN al 
Conjunto 1. 
Teniendo estos conjuntos, cada uno es 
usado para entrenar un grupo de clasifica-
dores, los cuales son: SVM con los kernels 
de función de base radial (rbf), polinomial 
(poly), cuadrático (quad) y lineal (lin); 
KNN, Análisis Discriminante Lineal, Aná-
lisis Discriminante Cuadrático (QDA), 
Redes Neuronales Artificiales y Mahalano-
bis [25] [26]. Para la validación de los clasi-
ficadores considerados, se realizó una vali-
dación cruzada con 10 folds, etapa (C). 
Finalmente, en la etapa (D), se obtiene el 
desempeño de clasificación de cada uno de 
los modelos previamente entrenados con 
cada conjunto de características. Las eta-
pas B, C y D de la Fig. 3. fueron desarro-




3. RESULTADOS Y DISCUSIÓN 
 
Según lo mencionado anteriormente, 
se obtienen cuatro conjuntos de caracterís-
ticas para la misma base de datos, con las 
que fueron entrenados clasificadores de 
diferente naturaleza, mostrando el desem-
peño de clasificación para cada uno. 
 
  
Fig. 3. Marco experimental: (A) Extracción de características, (B) Selección de características, (C) Entrenamiento de clasi-
ficadores, (D) Desempeño de los clasificadores. Fuente: autores. 
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Tabla 1. Desempeños de clasificación para el Conjunto 1 de datos. Fuente: autores. 
Evaluación Conjunto 1 
Clasificador Desempeño [%] 
SVM-rbf 21,95 3,11 
SVM-poly 95,69 1,52 
SVM-quad 94,68 1,69 
SVM-lin 94,7 1,68 
KNN-k=7 36,33 3,61 
LDA 22,4 3,13 
QDA 3,22 1,32 
RNA 35,19 3,58 
Mahalanobis 15,78 2,74 
 
3.1 Conjunto 1 
 
La Tabla 1. muestra los resultados ob-
tenidos al ingresar las 66 características 
del Conjunto 1 por el grupo de clasificado-
res propuestos. El método QDA muestra el 
desempeño más bajo de todos. La mejor 
técnica para estos datos es el SVM-poly con 
un desempeño del 95,69% con desviación 
estándar de 1,52. 
 
3.2 Conjunto 2 
 
Para este conjunto de datos se usó PCA 
para retener el 99% de la varianza, lo cual 
da como resultado 𝑑𝑝𝑐𝑎 = 28 dimensiones o 
características. 
La Fig. 4. representa el valor medio y la 
desviación estándar del desempeño de los 
clasificadores para el Conjunto 2 de carac-
terísticas planteado. KNN con k=7 mues-
tra el desempeño promedio más bajo, mien-
tras que el método QDA tiene el más alto 
con un 96,92% a 22 características.  
 
3.3 Conjunto 3 
 𝑑௙𝑖௦ℎ௘௥ características al seleccionarlas 
mediante SFS-FISHER. 
La Fig. 5. representa el valor medio y la 
desviación estándar del desempeño de los 
clasificadores para el Conjunto 3 de carac-
terísticas planteado. KNN con k=7 al igual 
que en la Fig. 3. mantiene el desempeño 
más bajo, mientras que el método que arro-
jó mejores resultados fue el LDA con 94.9% 
a 28 características.  
 
3.4 Conjunto 4 
 𝑑𝑘𝑛𝑛 características al seleccionarlas 
por SFS-KNN. 
La Fig. 6. muestra el valor medio y la 
desviación estándar del desempeño obteni-
do al utilizar el Conjunto 4 con los clasifi-
cadores para los 10 folds. Se puede obser-
var cómo el KNN con k=7 sigue siendo el 
menos conveniente. Para esta evaluación 
en particular, el clasificador con mejor 
desempeño fue el SVM-rbf con 94,26% a 10 
características. 
KNN mostró ser uno de los peores clasi-
ficadores para este tipo de aplicación, ya 
que su desempeño es de los más bajos en la 
evaluación de la mayoría de conjuntos. Por 
otro lado, en la mayoría de evaluaciones, 
tres o cuatro clasificadores se encontraron 
en un desempeño mayor al 90%, indicando 
una buena predicción entre cada clase.  
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Finalmente, del análisis de los resulta-
dos con mejor desempeño usando selección 
de características, se escogió el método de 
selección que generó mejores resultados 
(SFS-Fisher) con su número de caracterís-
ticas (25), es decir, el Conjunto 3. A partir 
de estos datos se utilizó PCA desde 4 hasta 
25 características, con pasos de tres, y se 
evaluaron con todos los clasificadores. Los 
resultados fueron buenos, pero no mejores 
que usando QDA a 22 características para 
el Conjunto 2 (que mostró ser el mejor 
clasificador para esta aplicación). Mejor 




Fig. 4. Desempeño de los clasificadores para el Conjunto 2 de características: 28 Características obtenidas por transforma-
ción de características usando PCA. Fuente: autores. 
  
Fig. 5. Desempeño de los clasificadores para el Conjunto 3 de características: Selección de características SFS con Fisher. 
Fuente: autores. 
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Fig. 6. Desempeño de los clasificadores para el Conjunto 4 de características: Selección de características SFS con KNN. 
Fuente: Autores 
 
4. CONCLUSIONES Y TRABAJOS 
FUTUROS 
 
Se realizó una comparación de clasifi-
cadores, orientado a la identificación de las 
vocales del lenguaje colombiano de señas, 
junto a una clase extra correspondiente a 
ninguna vocal. Se creó una base de datos 
de 151 objetos de prueba para cada clase; 
se probaron cuatro conjuntos de caracterís-
ticas; el primero correspondiente a la tota-
lidad de características propuestas en la 
metodología, el segundo por medio de la 
transformación de características usando 
PCA, llegando a un total de 28 característi-
cas. El tercero y cuarto por SFS-FISHER y 
SFS-KNN, respectivamente; con un total 
de 28 características para ambos conjun-
tos. 
Los resultados experimentales mostra-
ron un mayor desempeño en la clasificación 
de las vocales del lenguaje colombiano de 
señas, con las características del Conjunto 
2: 28 Características por transformación de 
características usando PCA. El mejor clasi-
ficador para este conjunto en particular fue 
el QDA a 22 características, obteniendo 
una tasa de desempeño del 96,92%, lo que 
indica un excelente resultado para el pro-
blema planteado. 
Como trabajos futuros se piensa gene-
rar una base de datos con un mayor núme-
ro de clases, que abarque la totalidad del 
alfabeto en lenguaje colombiano de señas. 
También se puede investigar sobre el reco-
nocimiento de señas dinámicas para poder 
identificar palabras y frases en el lenguaje 
colombiano de señas. La evaluación en 
otros clasificadores podría presentar bue-
nos resultados; con un mayor número de 
clases y características, en un futuro se 
podría ampliar el área de investigación 
utilizando Deep Learning y Random forest 
como herramientas de clasificación. Con 
las mejoras obtenidas, se plantea generar 
una aplicación de software para reconoci-
miento en tiempo real de código abierto y 
que sea útil para la enseñanza y aprendi-
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