A LARGE EDDY SIMULATION STUDY OF THE EFFECTS OF WIND AND SLOPE ON THE STRUCTURE OF A TURBULENT LINE FIRE by VERMA, SALMAN
ABSTRACT
Title of dissertation: A LARGE EDDY SIMULATION STUDY
OF THE EFFECTS OF WIND AND SLOPE
ON THE STRUCTURE OF A TURBULENT
LINE FIRE
Salman Verma, Doctor of Philosophy, 2019
Dissertation directed by: Professor Arnaud Trouvé
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Due to a complex coupling between a large number of physical and chemical
processes that happen over a wide range of length and time scales, our current
fundamental understanding of wildland fire spread is limited. Wildland fire spread
is affected by many parameters, but two of the most important parameters are
wind and slope both of which tilt the flame and plume and bring them closer to
the unburnt fuel, which, among other things, increases the convective heat transfer
and hence the spread rate. The primary objective of this work is to enhance our
fundamental understanding of the effects of wind and slope on the structure of a
turbulent, buoyant line fire.
To meet the aforementioned objective we perform well-resolved Large Eddy
Simulations (LES) of a simplified configuration corresponding to a turbulent, buoy-
ant, methane-fueled, stationary, line fire and subjected to wind or slope. Simulations
are performed with an LES solver developed by FM Global and called FireFOAM
which is based on the OpenFOAM CFD library.
For the cases with wind, the transition from the buoyancy-dominated (in which
the flame and plume are mostly detached from the downwind surface and have a
tilted vertical shape; entrainment is two-sided; downwind surfaces experience con-
vective cooling) to wind-dominated (in which the flame and plume are attached to
the downwind surface; entrainment is one-sided; downwind surfaces experience con-
vective heating) regime happens when the Byram’s convection number NC is ≈ 1.
The flame and plume attachment lengths (defined as the x-wall-distance downwind
of the burner within the flame and plume regions, respectively) are found to fluctuate
significantly in time.
For the cases with slope the transition from the detached regime (equivalent
to the buoyancy-dominated regime) to the attached regime (equivalent to the wind-
dominated regime) is found to happen between slopes of 16 and 32 degrees. Upslope
of the flame zone, the velocity tangent to the surface is found to change from a
relatively small negative value (≈ −0.3 m/s) to a relatively large positive value (≈
2.5 m/s), when the slope is increased from 16 to 32 degrees. The flame attachment
length (defined as the tangential-wall-distance upslope of the burner within the flame
region) is again found to fluctuate significantly in time.
An integral model, capable of describing the effects of cross-wind on the struc-
ture of a turbulent, buoyant line fire, is also developed in this work. The model,
after some simplifications, suggests that the plume tilt angle is controlled by the
Byram’s convection number NC and the entrainment coefficients α and β. Detailed
comparisons are made between the model and LES and show that the model per-
forms well for the cases belonging to the buoyancy-dominated regime (NC & 1)
but fails to describe the cases belonging to the wind-dominated regime (NC . 1)
because of the absence of a wall attachment sub-model.
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1: Introduction
Wildland fires can cause significant economic losses (e.g., because of suppres-
sion efforts and damage to property) and result in loss of life; and among other
things, they can also affect people’s health (through increased pollution) and their
aftereffects can include flooding, erosion, debris flows and landslides. Unfortunately,
the effects of wildland fires are expected to increase in the coming decades due to
the changing climate [2, 3] and the ever increasing population.
Despite decades of research our current fundamental understanding of wild-
land fire spread is limited [4] because it involves a complex coupling between a
large number of physical and chemical processes that happen over a wide range of
length and time scales. Because of this the operational models [5] that are being
used at present (e.g., FARSITE [6]), by fire managers for making predictions, often
have limited accuracy. Accordingly, there is a need to enhance our fundamental
understanding of wildland fire spread, which can subsequently help in improving
the operational models and thus our ability to manage wildland fires in the future.
There are three major factors that influence wildland fire spread: fuel (fine or
heavy, arrangement and continuity, fuel moisture etc.), topography (flat or sloped,
aspect etc.) and weather (wind, temperature, relative humidity, precipitation etc.);
see Figure 1.1. The present work is concerned with the effects of two key parameters,
wind and slope, that can affect wildland fire spread substantially [7–9]. In this study
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Figure 1.1: The fire behaviour triangle. Figure reproduced from [10].
the effects of wind and slope are studied separately i.e., either wind is considered
or slope is considered, cases where both of them are present simultaneously are
not studied. One of the primary reasons why wildland fire spread rate changes
significantly because of changes in wind and/or slope is the resulting change in
flame and plume geometry (which is what the present study is focused on): as
wind and/or slope increases the flame and plume are pushed downstream (see e.g.,
Figures 1.2 and 1.3), closer to the fresh fuel (if any), which among other things,
increases the convective heat transfer to the fresh fuel and hence the spread rate.
The flame is considered to be the region with hot gases where combustion reactions
and heat release are taking place whereas the plume is considered to be the region
where the gas temperature is higher than ambient but there is no reaction.
The effects of wind on the flame and plume geometry have been studied
theoretically, numerically and experimentally over the past several decades. Note
that, theoretical work in this document refers to work that involves integral models







Figure 1.2: Line fire with cross-wind, side-view. In the top image buoyancy is dom-
inant (hence the flame is mostly detached from the downstream surface), whereas in
the bottom image cross-wind dominates the flow physics (hence the flame is mostly









Figure 1.3: Effect of slope on the flame geometry. As the angle between the bottom
surface and the horizontal plane increases a larger portion of the flame becomes
attached to the downstream or upslope surface. Figure adapted from [12].
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and numerical work in this document refers to CFD based work (e.g., [17–20]).
Before discussing some of the relevant work on the effects of cross wind on
flame and/or plume geometry it is worth mentioning that the quantities of interest
in these studies are flame/plume attachment length, height, length and tilt angle
(see Figure 1.4 for a visualization of these quantities). Note that attachment length
is sometimes called “flame drag” in the fire literature [21]. Most of the studies are
concerned with time averaged values of these quantities but recently the dynamics
has also started receiving some attention (see e.g., [22]). There is also a significant
amount of interest in the transition from a buoyancy-dominated regime (in which the
flame and plume are mostly detached from the downstream surface and have a tilted
vertical shape; entrainment is two-sided; unburnt fuel experiences convective cooling;
see the top picture in Figure 1.2) to a wind-dominated regime (in which the flame and
plume are attached to the downstream surface; entrainment is one-sided; unburnt
fuel experiences convective heating; see the bottom picture in Figure 1.2). This
transition is generally considered to be controlled by Byram’s convection number
NC = (2Ig)/(ρ∞cp,∞T∞U
3
∞) [23, 24]. See the nomenclature for the definition of
notations.
As far as theoretical work is concerned; Hoult et al. [13] appear to be the
first to have created a fairly complete theoretical or integral model for predicting
the geometry of a turbulent plume in the presence of cross wind. Key assump-
tions made in this study are: the effects of turbulence in the cross-wind are not
important; the wind direction is uniform; the profiles of different variables are self-










Figure 1.4: Geometrical parameters of a line flame or plume in cross-wind. Here,
xfa, Hf , Lf and θf (xpa, Hp, Lp and θp) refer to flame (plume) attachment length,
height, length and tilt angle, respectively.
rate is proportional to the difference between the plume velocity and the ambient
velocity both in the direction parallel and perpendicular to the plume centerline,
ue = α|up − U∞cos(θ)| + β|U∞sin(θ)|. Here, ue is the entrainment velocity, up is
the plume centerline velocity, θ is the angle that the plume centerline makes with
the horizontal and α and β are entrainment coefficients. The model consists of six
coupled ordinary differential equations ODEs (for mass, momentum in the direction
parallel to the plume centerline, momentum in the direction perpendicular to the
plume centerline, energy, x and z locations of the plume centerline) which are to
be integrated along the plume centerline. Laboratory scale tests are conducted to
determine α and β, which are found to be universal constants. The plume height
predicted by the theory is found to be within 15% of the observed plume height
6
(which is about the uncertainty in the observations considered in this study). Some
issues with this model are: this model invokes the Boussinesq approximation and
can not handle large differences in density between the plume and the surround-
ing air, the model is not capable of describing combustion and radiation, and it is
designed for circular plumes, as mentioned above.
Escudier [14] extended the integral model created by Hoult et al. [13], by
removing the Boussinesq approximation and including the effects of combustion
and radiation. To account for large density differences the author followed the idea
by Ricou and Spalding [25] and scaled the entrainment velocity expression of Hoult
et al. by (ρ/ρ∞)
1/2 and wrote it as ue = (α|up−U∞cos(θ)|+β|U∞sin(θ)|)(ρ/ρ∞)1/2.
Two reaction rate models are considered in this study and both of them produced
similar results. One of the models is from Nielsen and Tao [26], which assumes that
both reaction and mixing rates inside the plume are infinitely fast; this model has
no model “constant”. For radiation it is assumed that the heat loss from the edges
of the plume to the environment is the dominant effect. Escudier’s integral model
has four equations (for the species; fuel, O2, CO2 and H2O) in addition to the six
equations in the Hoult et al. model. Plume trajectories, temperature profiles etc.
predicted by the integral model for different cross-flow velocities are presented and
discussed. Major issues with this study are: the model is again designed for circular
plumes, the fuel jets considered in this study are momentum dominated (specifically
in the flame zone) and are not relevant to fires which are buoyancy dominated, and
the model is not validated in any way in this study.
Albini [15] developed an integral model for predicting the effect of wind on
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the structure or geometry of a turbulent buoyant line fire. The entrainment idea
exploited by Hoult et al. [13], Escudier [14] and many others is replaced by accretion
in this model, which is assumed to be proportional to the cross-wind velocity, ue =
ηU∞ (η is the entrainment coefficient). The reaction is considered to be mixing-
controlled with the rate being proportional to the mean rate of strain. Radiation is
neglected in this model. The model consists of four ODEs (for mass, x-momentum,
z-momentum and fuel mass fraction) which are to be integrated along the vertical z-
direction. Sample calculations for uniform cross-wind speed are performed and they
suggest, among other things, that the flame tilt angle is nearly constant throughout
the flame zone. This observation is then used to come up with an approximate
expression for the flame tilt angle which suggests that the tangent of the tilt angle
is proportional to the inverse of the square root of the Froude number based on
flame height, tan(θ) ∝ (Fr = U2∞/gHf )−1/2, with the constant of proportionality
dependent only on the choice of the flame tip temperature (a value of 500 K is used
in this study for which the constant of proportionality is 3/2). Note that the tilt
angle is measured from the vertical direction in [15] but it is measured from the
horizontal plane in the present study. Flame height predicted by the model is found
to be controlled by the product of the Froude number (based on the burner length
or the burner dimension in the wind direction, D) and the ratio of the cross-wind
velocity to the fuel injection velocity (w0), U
3
∞/(gDw0). Flame height variations
are ±30% which if neglected suggest that the flame entrains around ten times the
stoichiometric amount of air. The flame length reaches a minimum value with U∞,
which happens at θ ≈ 35 degrees. The minimum flame length is found to be ∝ I2/3.
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The predicted mean flame height, tilt angle and length are found to be in reasonable
agreement with the experimental data gathered by burning pine needle beds in a
wind tunnel. Some of the issues with this study are: the model developed in this
study is applicable only in the flame zone, by design this model will fail for lower wind
velocities (this can be clearly seen in a recent paper by Nelson et al. [23]), limited
amount of experimental data is used for model validation, an untested model is used
for relating the fuel consumption rate with the rate of production of combustible
volatiles and an unjustified assumption of 70% of wind being accreted in the flame
is used.
Mercer and Weber [16] developed an integral model for describing, exclusively,
the plume zone of wind-blown line fires. This model is heavily inspired by the
Hoult et al. [13] model discussed above, the major difference being that this model
is designed for line plumes. Being a plume zone model, this model requires the
initial width, velocity and temperature of the plume above the flame zone; which
can be either determined from experiments or from flame zone models like the one
developed by Albini [15], discussed above. The model consists of six ODEs (for
mass, momentum in the direction parallel to the plume centerline, momentum in
the direction perpendicular to the plume centerline, energy, x and z locations of
the plume centerline) which are to be integrated along the plume centerline. The
equations are solved for different but uniform U∞ values. The calculations clearly
show that, away from the source, the plume trajectory is a straight line (z ∝ x)
or the plume angle is constant. Drawbacks of this study are: the model is only
applicable away from the flame zone and no validation of the model is provided.
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Putnam [27] experimentally studied the geometry of wind-blown line fires
(which were created with a series of point sources). Fuel used in this study is
natural gas. Photographs are used for quantifying the flame geometry. The flame
height in this study is found to vary as Hf/Hf,0 = (1 + 4Fr0)
−1/2 and the tangent
of the flame tilt angle is found to be ∝ Fr−1/20 . Here, Fr0 = (U2∞/gHf,0) is the
Froude number based on the flame height in the absence of wind, Hf,0. Note that
Hf,0 ∝ (I/(ρ∞cp,∞T∞
√
g))2/3, so Fr0 ∝ N−2/3C which suggests that tan(θ) ∝ N
1/3
C .
One of the issues with this study is that the line fire is created from point sources
and does not represent an ideal line fire scenario.
Nelson et al. [23] recently used experimental data (22 wind aided pine litter
fires in a laboratory and 32 field fires in southern rough and litter-grass fuels),
theoretical models (including the one from Albini [15]) and regression techniques to
come up with expressions for flame tilt angle and flame height. The two regimes
(buoyancy- and wind-dominated), discussed above, are seen in most of the data:
buoyancy-dominated for NC > 10 and wind-dominated for NC < 10. The tangent
of the flame tilt angle is found to be ∝ N1/2C (if entrainment is assumed to be
proportional to U∞, following Albini [15]) and ∝ N1/3C (if entrainment is assumed
to be proportional to the buoyant velocity wB = U∞N
1/3
C ) for NC < 10. But for
NC > 10 the tangent of the tilt angle is ∝ N2/3C . For field fires the tangent of the
flame tilt angle is independent of NC for all values of NC . The flame height is found
to be ∝ I2/3 with the constant of proportionality different for NC > 10 and NC < 10
for the laboratory fires.
Tang et al. [11] recently studied the structure of wind blown line fires pro-
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duced using stationary gas burners. The authors observed the two flame regimes:
buoyancy-dominated (for lower wind speeds) and wind-dominated (for higher wind
speeds). As far as flame geometry is concerned the focus in this study was placed
on the flame attachment length instead of flame height, length and tilt angle.
The flame attachment length is found to be linearly correlated with the location
where Rix = Grx/Re
2
x = gβ(Tf − T∞)x/U2∞ reaches a value of unity; xfa/DH =
1.55 + 0.5(xRix=1/DH). Here, x is measured from the leading edge of a metal plate
placed before the burner, β is the coefficient of thermal expansion, Tf is the flame
temperature andDH is the hydraulic diameter. In a subsequent study Tang et al. [22]
studied the dynamics of wind blown line fires, again using stationary gas burners.
With increasing wind velocity flames are found to extend further downstream from
the mean flame position. The variance of the flame attachment length is found to
be strongly correlated with Fr
2/3
DH
/Q∗. Here, FrDH = U
2
∞/gDH is the Froude number
based on the hydraulic diameter of the gas burner, Q∗ = Q̇/(ρ∞cp,∞T∞
√
gD2.5H )
is the non-dimensional heat release rate and Q̇ is the heat release rate of the fire.
One of the issues with these two studies is that the flames are small and not fully
turbulent.
Porterie et al. [17] seem to be the first to apply classical CFD to a wind-blown
buoyant plume. Some sample solutions with different ambient wind velocity profiles
are presented in this study. The temperature distributions predicted by the model
are in reasonable agreement with those predicted by the integral model of Mercer
and Weber [16], discussed above. Velocity vectors are also presented which show
reversed flow downstream of the plume. The model used in this study is not capable
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of describing the flame zone; in addition, the effects of turbulence are completely
ignored in the model. This model was later enhanced, by e.g., including the effects
of turbulence through the RNG k-ε model and those of combustion through the
EDC model [28]; and was used to study a wind-blown turbulent buoyant diffusion
flame by the same group [18]. The authors saw the two flame regimes in their
simulations: buoyancy-dominated (for lower values of U∞) and wind-dominated (for
larger values of U∞). In the former regime large oscillations e.g., of the flame height
are seen because of the puffing instabilities; whereas in the latter regime the flame
is much more stable. Because of the RANS framework the model is only capable of
describing mean flow fluctuations, fluctuations due to turbulence are not captured.
In a subsequent study from the same group [19], propagation of wind-blown
line fires through fuel beds, corresponding to the experiments by Mendes-Lopez et
al. [29], was studied using RANS simulations. Simulations with three wind velocities
(1, 2, and 3 m/s) are performed. Again as the wind speed is increased the situa-
tion transitions from being buoyancy-dominated to wind-dominated. The predicted
flame geometry (in terms of flame height, length and tilt angle) agrees satisfactorily
with the experiment [29] for the 1 m/s case. For the 2 m/s case the simulations
underpredict the flame height, length and tilt angle; it is argued that this is because
of the 2D nature of the simulations in this study, which leads to over-attachment
of the flame [30]. The 3 m/s case, in addition to the over attachment issue, never
reached a quasi-steady state in the simulations. In addition to comparisons with
the corresponding experiments [29] the authors also compared the predicted flame
height, length and tilt angle for the three cases with the correlations available in
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the literature. For the 1 m/s case the simulations overpredicted the angle and for
the other two cases the angle was underpredicted. The flame height and length
were underpredicted for all three cases when compared to the correlations. Again it
was argued that this is due to the over-attachment in the simulations due their 2D
nature.
Nmira et al. [20] used RANS simulations to study the geometry of stationary
vegetation based line fires. Predicted values of flame height, length and tilt angle are
in agreement with the data available in the literature. Results suggest that the flame
length and height normalized with the flame depth D, scale with FrD = U
2
∞/gD and
the dimensionless heat release rate. Predicted streamlines are almost straight in the
flame and plume zones suggesting that a far field analysis might be enough for
determining the flame tilt angle. Such an analysis leads to the conclusion that the
flame tilt angle should scale with Froude number based on the characteristic length
scale of the plume FrLc = U
2
∞/gLc, where Lc = (I/ρ∞cp,∞T∞
√
g)2/3 which suggests
that FrLc ∝ N
−2/3
C . In terms of NC this study suggests that the tangent of the flame
tilt angle is ∝ N0.71(2/3)C . The correlations proposed in this study are supported by
both laboratory-scale and field scale experiments.
From the literature survey it appears that the effects of slope, on the flame
and plume geometry, have received significantly less attention than the effects of
wind. It also seems that most of attention in this scenario is given to the transition
from the detached regime (in which the flame and plume are mostly detached from
the downstream surface and are almost vertical in shape; entrainment is two-sided;
unburnt fuel experiences convective cooling; see the 0 degrees case in Figure 1.3) to
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the attached regime (in which the flame and plume are attached to the downstream
surface; entrainment is one-sided; unburnt fuel experiences convective heating; see
the cases with inclination ≥ 45 degrees in Figure 1.3). Again most of the times the
flame and plume geometry is analyzed in the mean sense and no heed is paid to the
dynamics.
Theoretical work for this configuration is almost non-existent, probably be-
cause the change in flame and plume geometry in this configuration happens be-
cause of an imbalance in entrainment on the two sides of the flame/plume, due to
the inclination of the bottom surface, which may not be straightforward to include
in a 1D integral model framework. As far as experimental and numerical studies
are concerned the effect of slope on a fire attracted significant amount of attention
(albeit the configuration in most of these studies contains side walls) because of the
King’s Cross fire in 1987 which spread rapidly and killed 31 people and injured sev-
eral more. Subsequent investigations [31–33] revealed that if the inclination angle
is above a certain critical value then the flame and/or plume get(s) attached to the
downstream surface and the rate of spread increases dramatically. Note that the
flame/plume attachment phenomenon is called “trench effect” in the papers related
to this event. Roughly a decade ago the wildland fire community also started paying
attention to the transition from a detached regime to an attached regime [34,35].
Wu et al. [36] used a schlieren system to analyze the effects of slope on the
geometry of a line fire produced using a stationary gas burner. They found that
the plume attachment length increases sharply when the slope is increased beyond
24 degrees (which is the critical angle). Critical angle is found not to change sig-
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nificantly with heat release rate of the fire and also with the downstream surface
conditions (adiabatic or isothermal). However, the flames considered in this study
are small, 1 to 3 kW, and are not turbulent.
Morandini et al. [37] recently performed experiments on a porous bed of excel-
sior in a large-scale facility with two slopes (0 and 30 degrees) and three fuel loads.
They used PIV, recorded video images and measured heat flux and temperature. In
the 0 degrees case: the plume is quasi-vertical, characterized by equal entrainment
from both sides of the flame, which leads to convective cooling of the fuel ahead of
the fire. In the 30 degrees case: the plume is tilted towards the downstream surface,
entrainment on the burnt side was found to increase significantly, in addition the
flow on the unburnt side was found to be in the same direction as the fire direction
and detached at a certain characteristic distance from the fire. The periodical bursts
of flame were also identified as a mechanism by which convective heating occurred,
far downstream of the flame, and increased the spread rate in the 30 degrees slope
case.
The numerical study by Woodburn and Drysdale [38] included 2D RANS sim-
ulations of a fire on an inclined plane, which is a configuration that is quite relevant
to the present study. The primary objective behind these 2D simulations was to
find out the critical inclination angle above which the flame and plume remain com-
pletely attached to the downstream surface. The predicted critical angle was 10
degrees which seemed correct based on some of the experiments reported in [39],
that were close to this 2D configuration.
Overall, the literature survey suggests that there is at present no theoretical
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or integral model that can describe the effects of wind on both the flame and plume
geometries of a turbulent buoyant line fire. This study aims to fill that gap. A
theoretical framework is needed because e.g., with the help of some assumptions it
can provide considerable insights into the scaling of some of the geometrical param-
eters [13, 14], specifically the tilt angle (Figure 1.4). And expressions provided by
such a theoretical model are expected to be more versatile than the expressions that
have appeared in the literature over the past several decades (some of which were
discussed above).
The literature survey also suggests that the past experimental studies typi-
cally use a limited range of diagnostics, primarily video imaging and temperature
measurements, while past numerical (or CFD) studies typically use a lower-order
approach, RANS simulations, that does not resolve the relevant turbulent flow and
flame scales. Thus, an understanding of the effects of wind and slope on the dy-
namics of the flame and plume geometries of a turbulent buoyant line fire is lacking.
Filling this gap is one of the goals of this study. For doing so we perform well- and
wall-resolved LES of turbulent, buoyant, methane-fueled, stationary line flames in
the presence of cross-wind and slope. In addition to shedding light on flame and
plume geometry dynamics, these simulations provide extensive data for validation
and calibration of the integral model discussed above.
En route to accomplishing the aforementioned goals (related to the wildland
fire spread problem) we have also attempted to fill in the following gaps in the fire
and CFD (more precisely, OpenFOAM) literatures. First, higher order validation of
LES for fire simulations, using a co-flow stabilized turbulent buoyant line fire. The
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point is that while several successful LES based validation studies have been reported
in the fire literature, see e.g., [40–43] for pool fire based investigations, in most such
studies, comparisons are limited to first and second order moments or sometimes
even to first order moments [40, 43], which are insufficient for proper validation of
an approach like LES. Additionally, the investigated flames are in some cases not
fully turbulent and are not practically relevant. Finally, most studies feature coarse
LES simulations [41] and hence have room for improvement.
Second, a better understanding of the convection schemes available in the
OpenFOAM library. Despite OpenFOAM’s large user base and its object oriented
open-source nature, understanding its various elements (e.g., solvers, boundary con-
ditions and numerical schemes) is far from trivial probably because many of its parts
are developed on the fly and never documented (e.g., the extra undocumented term
in OpenFOAM’s PISO algorithm [44]) and also because of the huge size of the code.
Accordingly, over the past several years many researchers have worked on the de-
scription and assessment of the different elements of OpenFOAM, see e.g., [45, 46];
work of this kind has attracted a lot of attention. During the course of this study
it became clear that there is a need for a better description and assessment of some
of the most popular convection schemes in OpenFOAM.
1.1 Thesis outline
This thesis is organized as follows. In Chapter 2 the numerical aspects are
discussed. First, a brief description of the governing equations is provided, then
a description and assessment of some of the most popular convection schemes in
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OpenFOAM is presented, followed by the description and assessment of time inte-
gration schemes. After that the turbulence models invoked in the present study are
discussed briefly. The combustion model is presented first and then the radiation
model.
In Chapter 3 a higher order validation of our numerical methodology is pre-
sented. Well resolved LES of a co-flow stabilized, methane-fueled, turbulent, buoy-
ant, line fire (in the absence of cross-wind or slope effects) are considered in this
chapter. In addition to comparisons of mean vertical velocity profiles with the cor-
relations in the literature and comparisons of mean and rms temperature profiles
with experimental data; integral time scales and temperature Probability Density
Functions (PDFs) are also compared with those measured in the measurements.
Chapter 4 considers the effects of cross wind on the flame and plume geometry
of a turbulent buoyant line fire. Well- and wall-resolved LES of a turbulent, buoyant,
methane-fueled, stationary, line flame are presented in this chapter. In addition to
the mean flame and plume geometry, the flame dynamics are also studied. An
integral model that is applicable both in the flame and plume zones of a turbulent,
buoyant, line fire in cross-wind is also presented. Finally, detailed comparisons
between the integral model and LES are made.
Chapter 5 discusses the effects of slope on the geometry of a turbulent buoyant
line fire. Well- and wall-resolved LES of a turbulent, buoyant, methane-fueled,
stationary, line flame are considered in this chapter. In addition to the mean flame
and plume geometry, the flame dynamics are also studied.





All the simulations in the present study are performed using FireFOAM [47],
which is based on the OpenFOAM CFD library [48]. OpenFOAM has attracted a
lot of attention in the past decade (both from the academia and the industry) due,
primarily, to the following main features:
• Open access to its source code.
• Ease of extensibility due to object oriented C++ [49]; which is of paramount
importance, especially in a research environment as new models, solvers, and
boundary-conditions can be implemented fairly easily.
• Availability of a number of advanced models for describing multi-physics flow
problems (e.g., models for describing turbulence, combustion, heat transfer,
multiple phases).
• Ability to handle polyhedral meshes; which makes it fairly straightforward to
transition from simulations of canonical/academic problems to simulations of
practical devices/problems.
• Good scalability up to 1000s of processors.
• Absence of licensing cost (a major factor for the industry).
• Wide range of ready-made pre- and post-processing utilities.
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FireFOAM is an LES based fire dynamics solver that uses Favre-filtered com-
pressible Navier-Stokes equations [50] (see Section 2.1) and provides additional mod-
els for the treatment of turbulent reactive flows [51], solid fuel pyrolysis [52], soot
radiation [53] and transport of liquid water sprays and surface wetting [54].
Next, the governing equations relevant to FireFOAM (and LES) are presented.
Then some of the convection schemes available in OpenFOAM are described and
assessed. The OpenFOAM temporal schemes are also detailed and evaluated. Tur-
bulence models invoked in this study are then discussed, followed by a description
of the combustion model used in the present work. Finally, the radiation model
leveraged in the present study is described.
2.1 Governing equations
Favre-filtered mass, momentum, sensible enthalpy and species equations [50],



























































































where ˜ is the Favre filter operator and δij refers to the Kronecker delta
symbol. The filtered chemical source terms, ω̇
′′′
Yk




, require closure modeling. In this study, an Eddy dissipation Concept




the volumetric heat release rate (HRR), ω̇
′′′
hs
. The radiation source term, q̇′′′r , will be






mass diffusivity of species k
(2.5)
We assume Lek = 1.
A combination of the PISO and SIMPLE solution algorithms, referred to as
PIMPLE in the OpenFOAM framework, is used for handling pressure velocity cou-
pling. Additional information about the iteration procedure can be found in [55].
We now focus our attention on the description and assessment of some of the
convection schemes in OpenFOAM.
2.2 Convection schemes
One of the more important aspects in the numerical procedure for solving the
equations presented in Section 2.1 is the discretization of the convective term (the
second term on the left hand side of Equations 2.2 to 2.4).
Discretization of the convective term has already been discussed extensively
in the literature. Some of the schemes that were developed, but never reported,
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by the developers of OpenFOAM, have also been described (albeit briefly) in the
literature in recent years (see e.g., [56–58]). Nevertheless, some of the convection
schemes available in OpenFOAM are discussed in the following because during the
course of this study:
• Implementation of one of the most thoroughly described and frequently used
schemes in OpenFOAM (the Gamma scheme [59]) was found to be bugged.
• A couple of widely used schemes in the context of OpenFOAM (limitedLin-
ear and linearUpwind schemes) were found to be incorrectly described in the
OpenFOAM documentation [58].
• It was found that the description of one of the schemes in OpenFOAM (i.e.,
filteredLinear2) that has been used for the past several years in the author’s
present group [43,60,61] has been far from satisfactory so far (see e.g., [62]).
In the cell-centred, finite-volume (or OpenFOAM) framework [46] the problem
of discretization of the convective term (∂(ujφ)/∂xj) in the transport equation for
a scalar φ boils down to finding the value of φ at the face (φf ) using information
available in the neighboring cells. On uniform meshes; most of the relevant schemes
that are up to second order accurate, require only the values of φ; in the upwind
(C), downwind (D) and far-upwind (U) cells (see Figure 2.1 for an illustration of
the arrangement of cells with respect to the face under consideration).
One convenient framework for analyzing convection schemes, in situations





UUU C D DD
flow direction
f
Figure 2.1: A schematic showing a face f and the neighboring cells, on a uniform
mesh, used in constructing convection schemes. Most of the schemes in OpenFOAM
can be represented with local information at the upwind (C), downwind (D) and
far-upwind cells (U).
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With this normalization, any scheme that needs only the values of φ in cells C, D
and U for evaluating φf can be written in the following manner:











As a consequence, all such schemes can be straightforwardly described by plotting
φ̃f as a function of φ̃C (with the ensuing plot being called the NVD diagram). The
region on an NVD diagram which corresponds to bounded behaviour, and called the
Convection Boundedness Criterion (CBC), is well-known [46,59,64]; which makes it
easy to see which scheme possesses boundedness and which one does not (the CBC
is presented in Figure 2.2, see [46] for details on the CBC). Accordingly, the NVD
framework will be used in the following, whenever possible.
Discussion of all the schemes in OpenFOAM is beyond the scope of the present
study. Only five schemes are presented (linearUpwind, LUST, Gamma, limitedLinear
and filteredLinear2 ): some because they are commonly invoked and some because
of their relevance to the author’s present group.
We will start with the linearUpwind scheme, followed by the Linear-Upwind
Stabilised Transport (LUST ) scheme. Then the Gamma scheme will be discussed
25










Figure 2.2: The Convection Boundedness Criterion (CBC), colored with grey, on
the NVD diagram. It includes the line (φ̃f = φ̃C).
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after which the limitedLinear scheme will be delineated. Finally, the filteredLinear2
scheme will be presented.
2.2.1 linearUpwind scheme
The linearUpwind scheme implemented in OpenFOAM operates as follows:
φf = φC + r · (∇φ)C (2.10)
where r denotes the vector connecting the center of the upwind cell C with the
center of the face f (where the value of φ is being evaluated) and (∇φ)C is the
gradient of φ at the center of the upwind cell C.
For a uniform grid and “central difference” approximation of (∇φ)C ; Equa-
tion 2.10 becomes:







which after normalization [63,64] can be expressed as:




Equations 2.11 and 2.12 clarify that the OpenFOAM linearUpwind scheme (when
combined with central differencing for evaluation of the gradient) corresponds to the
FROMM scheme [46] and not to the Second Order Upwind (SOU) scheme, as has
been (incorrectly) alluded to in the OpenFOAM Documentation [58]. It is worth
mentioning, however, that for “backward difference” approximation of the gradient
(which is rarely, if ever, used to the best of the present author’s knowledge) the













The linearUpwind scheme (Equation 2.12) is presented on the NVD diagram in
Figure 2.3, along with the SOU scheme (Equation 2.14). As is well-known these
schemes do not satisfy the CBC. Since the linearUpwind scheme is closer to the
linear scheme (or the central difference scheme) as compared to the SOU scheme,
it is expected to be less dissipative than the SOU scheme.
We will now turn to the discussion of the LUST scheme.
2.2.2 Linear-Upwind Stabilised Transport (LUST) scheme
The Linear-Upwind Stabilised Transport (LUST ) scheme is simply a blend
of the linear (or central difference) and linearUpwind (or FROMM) schemes. The
version available in OpenFOAM has a hard-coded 75 (25) percent contribution from
the former (latter); which is recommended in [65]. Accordingly, this scheme is given
as:
φf = 0.75(fxφC + (1− fx)φD) + 0.25(φC + r · (∇φ)C) (2.15)
where fx represents the mesh non-uniformity in the direction of the vector r. For




























Figure 2.3: The linearUpwind scheme, along with the Second Order Upwind (SOU)
scheme, on the NVD diagram. For reference the upwind and linear schemes are also
presented. The light grey region is the Convection Boundedness Criterion (CBC),
which includes the upwind line (φ̃f = φ̃C).
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Figure 2.4: The Linear-Upwind Stabilised Transport (LUST ) scheme on the NVD
diagram. For reference the upwind and linear schemes are also presented. The
light grey region is the Convection Boundedness Criterion (CBC), which includes
the upwind line (φ̃f = φ̃C).








This scheme is presented on the NVD diagram in Figure 2.4: as expected, it does
not satisfy CBC; and is quite close to the linear scheme.
In the context of OpenFOAM, the LUST scheme has been used quite success-
fully by various independent groups [57,65–67] for performing LES.
Next, we will consider the Gamma scheme.
30
2.2.3 Gamma scheme
The Gamma scheme [59], which by design satisfies the CBC, is one of the
more popular schemes in the OpenFOAM library. It blends the upwind and linear
schemes, and works as follows:
φf =

(1− γ(1− fx))φC + γ(1− fx)φD 0 < φ̃C <
k
2
fxφC + (1− fx)φD
k
2
≤ φ̃C < 1
φC elsewhere
(2.18)
where γ = (2φ̃C/k) is the blending factor and k is a factor specified by the
user (to be discussed later). In Equation 2.18, φ̃C is evaluated using the following





with d denoting the vector connecting the center of the upwind cell C with the
center of the downwind cell D.




















≤ φ̃C < 1
φC elsewhere
(2.20)
Finally, after approximating (∇φ)C (in Equation 2.19) through central differencing,
substituting the resulting expression for γ, and normalization, we find the following
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≤ φ̃C < 1
φ̃C elsewhere
(2.21)
The user specified factor k, which can only take values between 0 and 1, controls
the transition between upwind and linear schemes: lower values of k correspond to
a faster transition, with k = 0 leading to the bounded linear (or central difference)
scheme [46]. The effect of k is illustrated in Figure 2.5, which presents the Gamma
scheme (Equation 2.21) on the NVD diagram for k = 1 and 0.2.
Note that the factor k used here is twice the factor βm (k = 2βm) used in [59].
Furthermore, in [59] the user is recommended not to use βm < 0.1 (or k < 0.2)
because doing so was found to introduce the “switching” instability due to an abrupt
transition from the upwind scheme to the linear scheme. As will be discussed later,
we experienced the same unstable behaviour.
Based on the present author’s inspection of the code it seems that the imple-
mentation of this scheme in OpenFOAM is bugged and the implemented version


























Figure 2.6 presents Equations 2.21 and 2.22, for k = 0.2, on the NVD diagram.
Clearly, the implemented version does not satisfy the CBC (because φ̃f 6= φ̃C for
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Figure 2.5: The Gamma scheme on the NVD diagram for k = 1 and 0.2. For
reference the upwind and linear schemes are also presented. The light grey region
is the Convection Boundedness Criterion (CBC), which includes the upwind line
(φ̃f = φ̃C).
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Figure 2.6: The two versions of the Gamma scheme (first, proposed in [59] and
second, implemented in OpenFOAM) on the NVD diagram for k = 0.2. Note the
difference between the two schemes for φ̃C > 1. For reference the upwind and linear
schemes are also presented. The light grey region is the Convection Boundedness
Criterion (CBC), which includes the upwind line (φ̃f = φ̃C).
φ̃C > 1), which could be the reason behind some of the dispersion related issues
reported in the literature with this scheme in OpenFOAM (see e.g., [68, 69]).
In the next section we will discuss the limitedLinear scheme.
2.2.4 limitedLinear scheme
The limitedLinear scheme is another very popular scheme in the context of
OpenFOAM, which is again a blend of the upwind and linear schemes, and satisfies
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(1− fx)φD 0 < r <
k
2


































After invoking a “central difference” approximation for (∇φ)C and normaliza-


















≤ φ̃C < 1
φ̃C elsewhere
(2.26)
Similar to the Gamma scheme, the factor k in this scheme is specified by the user
and controls the transition from the upwind scheme to the linear scheme; with
lower values leading to a faster transition and k = 0 leading to the bounded linear
(or central difference) scheme. Again k can only take values between 0 and 1 in
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Figure 2.7: The limitedLinear scheme on the NVD diagram for k = 1 and 0.2. For
reference the upwind and linear schemes are also presented. The light grey region
is the Convection Boundedness Criterion (CBC), which includes the upwind line
(φ̃f = φ̃C).
OpenFOAM. The effect of k for this scheme is illustrated in Figure 2.7, which
presents it (Equation 2.26) on the NVD diagram for k = 1 and 0.2.
In Figure 2.8 this scheme is again presented on the NVD diagram with k = 1;
but this figure also includes the curve used to represent this scheme in the Open-
FOAM Documentation [58]. As can be seen, this scheme is incorrectly described on
the NVD diagram in the OpenFOAM Documentation [58].
Finally, this scheme is compared with the Gamma scheme. Figures 2.9 and 2.10
present the limitedLinear and Gamma schemes on the NVD diagram for k = 1 and
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limitedLinear 1 (OF doc)
Figure 2.8: The limitedLinear scheme on the NVD diagram for k = 1. Two versions
of this scheme are presented: one based on inspection of the code and the other from
the OpenFOAM Documentation [58]. For reference the upwind and linear schemes
are also presented. The light grey region is the Convection Boundedness Criterion
(CBC), which includes the upwind line (φ̃f = φ̃C).
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0.2, respectively. Note that in these figures the correct version of the Gamma scheme
(called hereafter dbGamma) is shown and not the bugged one from OpenFOAM.
From Figure 2.9 it is clear that, for k = 1, if stability is desired then the Gamma
scheme would be a better choice; because of a smoother transition from upwind to
linear scheme. For k = 0.2 (Figure 2.10) these two schemes are practically identical.
So, if the Gamma scheme can lead to the “switching” instability for k < 0.2 (as
found in [59]) then the limitedLinear scheme is expected to show the same behaviour
and should not be used with k < 0.2. It is worth mentioning here that the author’s
present group has been using the limitedLinear scheme with k = 0.1 for the past
several years [43,61]. Consequently, the effect of the factor k on the performance of
this scheme will be checked later by simulating a representative test case.
We will now move on to discussing the final convection scheme i.e., the fil-
teredLinear2 scheme.
2.2.5 filteredLinear2 scheme
The filteredLinear2 scheme is not commonly used and to the best of the present
author’s knowledge has never been satisfactorily described anywhere. Based on the
inspection of the code, it can be written as:
φf =

(1− r(1− fx))φC + r(1− fx)φD 0 < r < 1



















Figure 2.9: The limitedLinear and Gamma schemes on the NVD diagram for k = 1.
For reference the upwind and linear schemes are also presented. The light grey
region is the Convection Boundedness Criterion (CBC), which includes the upwind
line (φ̃f = φ̃C).
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Figure 2.10: The limitedLinear and Gamma schemes on the NVD diagram for
k = 0.2. For reference the upwind and linear schemes are also presented. The
light grey region is the Convection Boundedness Criterion (CBC), which includes
the upwind line (φ̃f = φ̃C).
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where r is expressed as:
r = 1+l−k
(
min(max((φD − φC)− 2d · (∇φ)C , 0),max((φD − φC)− 2d · (∇φ)D, 0))
max(|φD − φC |,max(|2d · (∇φ)C |, |2d · (∇φ)D|))
)
(2.28)
if (φD − φC) > 0 and as:
r = 1+l−k
(
min(max(2d · (∇φ)C − (φD − φC), 0),max(2d · (∇φ)D − (φD − φC), 0))
max(|φD − φC |,max(|2d · (∇φ)C |, |2d · (∇φ)D|))
)
(2.29)
if (φD − φC) ≤ 0. The factors k and l are controlled by the user and take values
between 0 and 1; and will be discussed further in the following. This scheme is
invoked as follows in the OpenFOAM framework: filteredLinear2 k l, with the
specification of k preceding that of l.
For uniform grids and “central difference” approximation of (∇φ)C and (∇φ)D;














φD 1 ≤ r
φC elsewhere
(2.30)
with r reducing to the following form:
r = 1 + l − k
(
min(max(φU − φC , 0),max(φD − φDD, 0))
max(|φD − φC |,max(|φD − φU |, |φDD − φC |))
)
(2.31)
for (φD − φC) > 0 and to:
r = 1 + l − k
(
min(max(φC − φU , 0),max(φDD − φD, 0))
max(|φD − φC |,max(|φD − φU |, |φDD − φC |))
)
(2.32)
for (φD − φC) ≤ 0. Since this scheme requires the value of φ not only at cells
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C, D and U but also at cell DD, it can not be completely represented on an NVD
diagram. Notwithstanding, the following comments can be made about this scheme:
• This scheme is also clearly a blend of the upwind and linear schemes, like the
Gamma and limitedLinear schemes.
• The factor k scales the amount of overall upwinding that is applied based on
the differences in φ in the neighboring cells; with an increase in k from 0 to 1
leading to higher amount of upwinding, overall.
• Specifying k = 0 reduces this scheme to a linear scheme, regardless of the
value of the factor l.
• As the factor l is increased from 0 to 1 the amount of overall upwinding is
reduced independent of the state of the flow.
No attempt is made to further understand this scheme because the simula-
tions of a representative test case (discussed next) clearly show that this scheme is
handicapped by severe dispersion issues.
2.2.6 Assessment of different schemes
In this section we will evaluate the performance of different convection schemes
discussed in the previous section, along with the classical upwind and linear schemes,
using a representative test case. We will also study the effects of the scheme’s
parameters (k and or l) wherever applicable.
We follow [70] and consider a 2D test case in which a prescribed profile of a
scalar φ is advected, in the absence of diffusion, by a velocity field that corresponds
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to solid-body-rotation. The adopted variation of φ is, however, different from those
used in [70] and consists of three disparate profiles selected in [63]: a step, a sin2
wave and a semi-ellipse.
The numerical configuration for the test case is illustrated in Figure 2.11.
The computational domain is 400-cm-long in the x-direction, 200-cm-wide in the
y-direction. In the x-direction the domain starts at x = −200 cm and extends up
to x = 200 cm; and in the y-direction it starts (ends) at y = 0 (200) cm.
The velocity field used in this case is given as:
(ux, uy) = (y,−x) (2.33)
which corresponds to a clockwise solid-body-rotation, around the origin (x, y) =
(0, 0), with an angular velocity of 1 rad/s. The vectors in Figure 2.11 present the
velocity field given by Equation 2.33.
The domain is initialized with φ = 0. The profile of φ imposed at the inlet
(y = 0 and x < 0) is
φ(x) =













for − 60 ≤ x ≤ −40
0 elsewhere
(2.34)
which, as mentioned above, contains a step, a sin2 wave and a semi-ellipse; arranged
from left to right in the x-direction. Equation 2.34 is plotted in Figure 2.12. The
value of φ is set to 1 at the left (x = −200 cm), top (y = 200 cm) and right (x = 200
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Figure 2.11: The numerical configuration for the solid-body-rotation case for eval-
uating the performance of different convection schemes in OpenFOAM.
cm) boundaries. At the outlet boundary (y = 0 and x > 0) a zero-gradient boundary
condition is applied for φ (∂φ/∂xi = 0).
The mesh consists of 400 (200) cells in the x- (y-) direction, yielding ∆x =
∆y = 1 cm. This resolution corresponds to 20 cells across the sin2 wave and the
semi-ellipse at the inlet.





In order to avoid the concomitant convergence issues, relaxation had to be used. In
OpenFOAM one has a choice between relaxing either the variable or the equation.
We relaxed the latter with a factor of 0.8. Simulations were considered converged
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Figure 2.12: Profile of the scalar φ imposed at the inlet in the solid-body-rotation
case for evaluating the performance of different convection schemes. The profile
consists of a step, a sin2 wave and a semi-ellipse; see Equation 2.34.
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when OpenFOAM’s “Intial residual” became smaller than 1e-05; and every iteration
within the simulations was considered converged when OpenFOAM’s “Final resid-
ual” became less than 1e-09. The Preconditioned Bi-Conjugate Gradient (PBiCG)
linear-solver was used along with the Diagonal-based Incomplete LU (DILU) pre-
conditioner for solving the system.
The exact solution for this test is given by Equation 2.34, with r =
√
x2 + y2
replacing x; because in the absence of diffusion the profile imposed at the inlet
should remain unchanged while undergoing solid-body-rotation and should reach
the outlet as is.
Figures 2.13 to 2.26 present results for the upwind, linear, linearUpwind grad(U),
LUST grad(U), dbGamma 1, Gamma 1, dbGamma 0.2, dbGamma 0.1, limitedLin-
ear 1, limitedLinear 0.2, limitedLinear 0.1, filteredLinear2 1 0.05, filteredLinear2 0.1
0.05, and filteredLinear2 1 1 schemes, respectively. The top panels in these figures
contain the steady-state contours of φ and the bottom panels present φ, plotted as a
function of r, at the inlet and outlet boundary faces and inside all the computational
cells.
For a quantitative performance assessment, of the different choices for the
convection scheme listed above, Table 2.1 provides the following quantities:
• The L1-norm error; ε = (
∑Ncells
n=1 |φn − φexact|)/Ncells
• A measure of unboundedness (or the amount of overshoots and undershoots)
in the solution; OU =
∑Ncells
n=1 (max(φn − 1, 0) + max(−φn, 0))
• Number of iterations required to bring OpenFOAM’s “Initial residual” below
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1e-05; Nit
• Average number of steps required during each iteration to make OpenFOAM’s
“Final residual” smaller than 1e-09; nst
• The convergence speed measured by the reciprocal of the product of Nit and
nst, (Nit × nst)−1. The higher the value of (Nit × nst)−1 the faster the conver-
gence.
The results shown in Figures 2.13 to 2.26 and in Table 2.1 are summarized
below:
• As expected the upwind scheme is too diffusive and smears the shapes of the
three profiles significantly, after only half a rotation (Figure 2.13). It has the
largest error ε; which renders it unusable despite being bounded and having
the best convergence speed.
• As also expected, the solution given by the linear scheme is plagued by disper-
sion and boundedness issues (Figure 2.14). In addition the linear scheme has
a significantly worse convergence speed as compared to the upwind scheme.
• The linearUpwind grad(U) scheme has a significantly smaller error, when com-
pared to both the upwind and linear schemes, but it is unbounded as one may
expect (Figure 2.15). Its convergence speed is as good as the upwind scheme.
• Overall, the LUST grad(U) scheme is more accurate than the linearUpwind
grad(U) scheme; but the latter outperforms the former in terms of boundedness
and convergence speed.
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• When the dbGamma scheme is invoked with the factor k set to 1, the solu-
tion overall is not as accurate as those given by the linearUpwind grad(U) and
LUST grad(U) schemes. This is probably due to the inability of dbGamma to
maintain the peak of the sin2 wave; a well-known issue, known as “clipping”
in the literature [59]. But dbGamma with k = 1 is bounded and has a conver-
gence speed that is nearly as good as the LUST grad(U) scheme. For this test
the performance of dbGamma is almost identical to that of Gamma. When
dbGamma is used with k = 0.2, its accuracy lies between that of linearUpwind
grad(U) and LUST grad(U); the solution is also bounded. However, the sim-
ulation with k = 0.2 never converges; in other words, OpenFOAM’s “Initial
residual” for this scheme never drops below 1e-05. Further discussion of the
convergence issue is beyond the scope of the present work, but it should be
noted that this is a well-known issue with NVD-type schemes [59]. Finally,
when dbGamma is used with k = 0.1, the solution is slightly less accurate than
that given by dbGamma with k = 0.2; in addition, the solution is unbounded.
This behaviour is probably due to the onset of the so-called “switching” in-
stability [59].
• For k = 1 the limitedLinear scheme produces a slightly more accurate solution
than dbGamma, probably because of a faster switch to the linear scheme (Fig-
ure 2.9). On the other hand, the convergence speed for dbGamma is better
(although not significantly) than that of limitedLinear. For k = 0.2 and 0.1
the performance of limitedLinear is practically identical to that of dbGamma,
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which may have been expected due to their similarity on the NVD diagram
for smaller values of k (Figure 2.10).
• The overall performance of the filteredLinear2 scheme, for different combina-
tions of the factors k and l, is quite similar to the linear scheme and hence
this scheme should be avoided. Setting k = 1 and prescribing a value close to
0 for l definitely improves its behaviour, but not enough to make it usable.
Overall, the limitedLinear 1 scheme has the best performance in this test;
considering accuracy, boundedness and convergence speed. One should have in mind
that the convergence behaviour heavily depends up on the selected tolerance value
(as mentioned above we use 1e-05 for determining convergence). And currently it is
unclear what level of tolerance is enough. Accordingly, schemes at this stage can not
be disregarded solely based on their convergence behaviour. So, if convergence speed
is ignored then both limitedLinear 0.2 and dbGamma 0.2 have the best performance.
Note that this conclusion is independent of grid resolution; see Tables 2.2 and 2.3,
which present results from a coarser (∆x = ∆y = 2 cm) and finer (∆x = ∆y = 0.5
cm) grid, respectively.
Before going further, it is worth mentioning that the solid-body-rotation test
was performed after finishing the simulations reported in Chapters 3 to 5. Sim-
ulations reported in those chapters use the filteredLinear2 scheme (with k = 0.1
and l = 0.05) for the convection terms in the momentum equations (and use the
limitedLinear scheme with k = 0.1 for the convection terms in the scalar equa-
tions, see below), because the same choices were made in one of the recent studies
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in our group [43]. Specifically, the V version of the filteredLinear2 scheme, called
filteredLinear2V, is used in the simulations in those chapters. The V version of
different schemes in OpenFOAM are specifically designed for the convective terms
in the momentum equations: they are more dissipative than the baseline schemes,
see [58,71]. As mentioned above, the limitedLinear scheme (with k = 0.1) is used for
the convective terms in the scalar transport equations. For mass fraction transport
equations the 01 version of this scheme, called limitedLinear01, is used. The 01 ver-
sion of different schemes bounds the values of the scalar between 0 and 1; see [58].
In the future, we will choose convection schemes based on their performance in
representative test cases like the one used in this section.
We now turn to the description and assessment of the temporal schemes avail-
able in the OpenFOAM library.
2.3 Temporal schemes
In this section we will describe and assess the time integration schemes avail-
able in OpenFOAM. We will also study the effects of CFL and the parameter nOuter-
Correctors (to be described briefly later) on the solution.
Since the time integration schemes in OpenFOAM have already been detailed
in the literature (see e.g., [46]); we will restrict ourselves to their brief descrip-
tion. OpenFOAM provides three temporal schemes; named Euler, backward and
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Figure 2.13: Results for the upwind scheme; steady state contour of φ (top) and
variation of φ plotted against r at faces on the inlet and outlet boundaries and in all
the cells inside the domain (bottom). In the contour, dark blue (red) corresponds
to φ = −0.2 (1.2). For an ideal convection scheme the profile imposed at the inlet
would remain unchanged while undergoing solid-body-rotation and hence, the black
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Figure 2.25: Results for the filteredLinear2 0.1 0.05 scheme. See Figure 2.13
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Figure 2.26: Results for the filteredLinear2 1 1 scheme. See Figure 2.13 caption
for additional details.
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Table 2.1: Performance comparison of different choices for the convection scheme,
using the solid-body-rotation case. The quantity ε is the L1-norm error; OU =∑Ncells
n=1 (max(φn−1, 0)+max(−φn, 0)) is a measure of unboundedness in the solution;
Nit is the number of iterations required for the simulation to converge; nst represents
the average number of steps needed for convergence of every iteration; (Nit×nst)−1
represents the convergence speed. Nit = 10000 denotes an unconverged simulation.
scheme ε× 102 OU Nit nst (Nit × nst)−1 × 105
upwind 8.3528 0.0 182 14.4 38.2
linear 3.4813 1154.0 2088 6.3 7.6
linearUpwind grad(U) 1.4686 202.6 185 14.3 37.8
LUST grad(U) 1.2082 216.8 632 6.4 24.8
dbGamma 1 2.1223 0.0 742 6.6 20.5
Gamma 1 2.1215 0.0 737 6.6 20.7
dbGamma 0.2 1.3281 0.0 10000 7.1 1.4
dbGamma 0.1 1.3846 0.2 10000 7.2 1.4
limitedLinear 1 1.3939 0.0 753 7.9 16.7
limitedLinear 0.2 1.3411 0.0 10000 7.2 1.4
limitedLinear 0.1 1.3887 0.2 10000 7.3 1.4
filteredLinear2 1 0.05 2.1173 613.2 1196 6.1 13.6
filteredLinear2 0.1 0.05 3.1598 1026.3 1983 6.1 8.3
filteredLinear2 1 1 3.4416 1140.9 2514 6.3 6.3
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Table 2.2: Performance comparison of different choices for the convection scheme,
using the solid-body-rotation case. This table contains results from a coarser grid
with ∆x = ∆y = 2 cm (note that Table 2.1 contains results from the baseline grid
with ∆x = ∆y = 1 cm). See Table 2.1 caption for additional details.
scheme ε× 102 OU Nit nst (Nit × nst)−1 × 105
upwind 11.5126 0.0 104 14.6 65.8
linear 5.1851 413.6 1586 6.6 9.5
linearUpwind grad(U) 3.0234 97.8 108 14.3 64.7
LUST grad(U) 2.3353 104.8 344 7.0 41.4
dbGamma 1 4.1090 0.0 402 6.9 35.9
Gamma 1 4.1073 0.0 402 6.9 36.2
dbGamma 0.2 2.4581 0.0 10000 7.9 1.3
dbGamma 0.1 2.6179 0.1 10000 8.2 1.2
limitedLinear 1 2.8756 0.0 10000 5.3 1.9
limitedLinear 0.2 2.4882 0.0 10000 8.1 1.2
limitedLinear 0.1 2.6281 0.1 10000 8.2 1.2
filteredLinear2 1 0.05 3.4515 239.2 774 7.0 18.5
filteredLinear2 0.1 0.05 4.9048 384.5 1120 6.8 13.1
filteredLinear2 1 1 5.1803 413.3 1543 7.0 9.2
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Table 2.3: Performance comparison of different choices for the convection scheme,
using the solid-body-rotation case. This table contains results from a finer grid with
∆x = ∆y = 0.5 cm (note that Table 2.1 contains results from the baseline grid with
∆x = ∆y = 1 cm). See Table 2.1 caption for additional details.
scheme ε× 102 OU Nit nst (Nit × nst)−1 × 105
upwind 5.8575 0.0 334 11.3 26.4
linear 2.4076 3290.5 3658 5.5 5.0
linearUpwind grad(U) 0.7808 437.9 332 11.1 27.2
LUST grad(U) 0.6893 479.2 1207 5.5 15.1
dbGamma 1 1.1433 0.0 1425 6.3 11.2
Gamma 1 1.1464 0.0 1416 6.0 11.7
dbGamma 0.2 0.7324 0.0 10000 6.1 1.6
dbGamma 0.1 0.7790 0.3 10000 6.4 1.6
limitedLinear 1 0.7583 0.0 1448 6.6 10.4
limitedLinear 0.2 0.7416 0.0 10000 6.2 1.6
limitedLinear 0.1 0.7800 0.3 10000 6.4 1.6
filteredLinear2 1 0.05 1.3731 1655.7 1880 5.6 9.5
filteredLinear2 0.1 0.05 2.0870 2784.0 3061 5.5 6.0
filteredLinear2 1 1 2.4040 3292.9 4030 5.7 4.4
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the solution of a system of equations. Accordingly, this is an implicit scheme. As is
well-known this scheme is bounded but is only first order accurate.
The backward scheme in OpenFOAM belongs to the backward differentiation




t − 4φt−∆t + φt−2∆t
2∆t
(2.37)
The rest of the terms (convection, source, etc.) are evaluated at time t. This is a
second order implicit scheme but it is unbounded.
Finally, the scheme called CrankNicolson in OpenFOAM is a blend between
backward Euler and the Crank-Nicolson schemes. The Crank-Nicolson scheme im-







with the rest of the terms being evaluated at time (t−∆t). Clearly, OpenFOAM’s
Crank-Nicolson scheme appears to be quite different from the classical Crank-
Nicolson scheme. Note that this is not an explicit scheme; in OpenFOAM the
implementation of this scheme has two steps, one is backward Euler (which is im-
plicit) and the other is forward Euler (which is explicit), see [46]. The blending in
OpenFOAM is controlled by the user through a factor (ψ); with ψ = 1 giving the
pure Crank-Nicolson scheme and ψ = 0 giving the backward Euler scheme.
We will now move on to an evaluation of the performance of some relevant
choices for the temporal scheme in OpenFOAM. A 1D advection test is used for
assessing the performance of the different schemes available in OpenFOAM. We use
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a combination of the same three profiles that were used for testing the convection
schemes: a step, a sin2 wave, and a semi-ellipse.
The 1D computational domain is 400-cm-long in the x-direction and starts
at x = −200 cm. A constant velocity of 1 m/s is imposed on the domain. Initial
variation of φ is given by Equation 2.34 and a zero-gradient boundary condition is
applied for φ on the left (x = −200 cm) and right (x = 200 cm) boundaries. The
mesh consists of 400 cells; thus ∆x = 1 cm, which leads to 20 cells across the sin2
wave and the semi-ellipse.







The convection term is handled using limitedLinear 1. No relaxation was used in this
case. Every time step is considered converged when OpenFOAM’s residual becomes
smaller than 1e-09. The Preconditioned Bi-Conjugate Gradient (PBiCG) linear-
solver is used along with the Diagonal-based Incomplete LU (DILU) preconditioner
for solving the system.
The simulation is ran for a duration of 1.5 s. The exact solution for this
test is given by Equation 2.34, with (x − 150) replacing x; because in the absence
of diffusion the profile should just translate by 150 cm in the positive x-direction
during 1.5 s.
Figures 2.27 to 2.31 present results for nOuterCorrectors= 1 with CFL of 0.5,
0.4, 0.3, 0.25 and 0.2, respectively; with the corresponding ∆t = (CFL∆x)/ux =
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CFL/100. The parameter nOuterCorrectors will be discussed briefly later. The
cell values of the scalar φ are plotted as a function of x in these figures; for the
following choices for the time integration scheme: Euler, backward, CrankNicolson
1, CrankNicolson 0.9, and CrankNicolson 0.5. Figures 2.32 and 2.33 provide a
quantitative comparison of the schemes by displaying the L1-norm error (ε) and
the unboundedness measure (OU), respectively. Euler, as expected, is the most
dissipative and can not be used for high-fidelity simulations. CrankNicolson 0.5, like
Euler, is bounded for all the CFL numbers tested in this study, but lacks accuracy.
CrankNicolson 0.9 and CrankNicolson 1 are the best in terms of accuracy but are
only bounded for CFL≤0.3. The backward scheme has the worst performance in
terms of boundedness (it is only bounded for CFL≤0.25) and is either close to
CrankNicolson 0.5 or close to CrankNicolson 0.9 and CrankNicolson 1 in terms of
accuracy; depending up on CFL.
Similar simulations are performed with nOuterCorrectors= 2 and 3 to check
this parameter’s effect on the performance of different schemes. The parameter
nOuterCorrectors represents the so-called outer loops in OpenFOAM’s PIMPLE
algorithm; which are needed to handle the coupling between the governing equations.
The outer loop includes all the equations except continuity. At first sight one would
expect the results to be independent of the value of nOuterCorrectors because this
problem requires the solution of only one equation (Equation 2.39), but that is not
the case, as elaborated below.
Results for nOuterCorrectors= 2 are summarized in Figures 2.34 and 2.35 and
for nOuterCorrectors= 3 are shown in Figures 2.36 and 2.37. As can be seen in
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Figures 2.33, 2.35 and 2.37, boundedness is signifcantly affected when nOuterCor-
rectors is increased from 1 to 2 but a further increase in its value to 3 does not
make a big difference. For nOuterCorrectors> 1 all the choices are bounded except
backward, which is bounded only for CFL≤0.3. In terms of accuracy, an increase in
nOuterCorrectors from 1 to 2 has practically no effect on the performance of Euler
and CrankNicolson 0.5 ; but the performance of the rest of the choices improves for
CFL > 0.3 (see Figures 2.32, 2.34 and 2.36). A further increase in nOuterCorrec-
tors from 2 to 3 has no practical effect on the accuracy of the different choices. For
nOuterCorrectors= 2 and 3, backward is as good as CrankNicolson 0.9 in terms of
accuracy; with the performance of CrankNicolson 1 being better than both of them.
Overall, based on the present results CrankNicolson with a factor close to 1 has
the best performance, considering both accuracy and boundedness. If boundedness
is disregarded then backward shows similar performance.
Similar to the convection schemes; the temporal schemes have also been tested
after performing the simulations presented in Chapters 3 to 5. In the simulations
in those chapters we use the backward scheme with a CFL of 0.5 with 3 nOuter-
Correctors, because the same choices were made in one of the recent studies in our
group [43]. In the future, we will select the temporal scheme based on its perfor-
mance in benchmark cases like the one considered here.
We now turn to the discussion of turbulence models.
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Figure 2.27: Variation of φ at t = 1.5 s in the 1D advection case with CFL = 0.5.
In the legend CN stands for CrankNicolson. The parameter nOuterCorrectors is set
to 1 in these simulations.
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Figure 2.28: Variation of φ at t = 1.5 s in the 1D advection case with CFL = 0.4.
In the legend CN stands for CrankNicolson. The parameter nOuterCorrectors is set
to 1 in these simulations.
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Figure 2.29: Variation of φ at t = 1.5 s in the 1D advection case with CFL = 0.3.
In the legend CN stands for CrankNicolson. The parameter nOuterCorrectors is set
to 1 in these simulations.
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Figure 2.30: Variation of φ at t = 1.5 s in the 1D advection case with CFL = 0.25.
In the legend CN stands for CrankNicolson. The parameter nOuterCorrectors is set
to 1 in these simulations.
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Figure 2.31: Variation of φ at t = 1.5 s in the 1D advection case with CFL = 0.2.
In the legend CN stands for CrankNicolson. The parameter nOuterCorrectors is set
to 1 in these simulations.
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Figure 2.32: The L1-norm error (ε) from the 1D advection case for different choices
for the time scheme in OpenFOAM. In the legend CN stands for CrankNicolson.
The parameter nOuterCorrectors is set to 1 in these simulations.
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Figure 2.33: Unboundedness indicator, OU =
∑Ncells
n=1 (max(φn − 1, 0) +
max(−φn, 0)), from the 1D advection case for different choices for the time scheme
in OpenFOAM. In the legend CN stands for CrankNicolson. The parameter nOuter-
Correctors is set to 1 in these simulations.
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Figure 2.34: The L1-norm error (ε) from the 1D advection case for different choices
for the time scheme in OpenFOAM. In the legend CN stands for CrankNicolson.
The parameter nOuterCorrectors is set to 2 in these simulations.
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Figure 2.35: Unboundedness indicator, OU =
∑Ncells
n=1 (max(φn − 1, 0) +
max(−φn, 0)), from the 1D advection case for different choices for the time scheme
in OpenFOAM. In the legend CN stands for CrankNicolson. The parameter nOuter-
Correctors is set to 2 in these simulations.
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Figure 2.36: The L1-norm error (ε) from the 1D advection case for different choices
for the time scheme in OpenFOAM. In the legend CN stands for CrankNicolson.
The parameter nOuterCorrectors is set to 3 in these simulations.
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Figure 2.37: Unboundedness indicator, OU =
∑Ncells
n=1 (max(φn − 1, 0) +
max(−φn, 0)), from the 1D advection case for different choices for the time scheme
in OpenFOAM. In the legend CN stands for CrankNicolson. The parameter nOuter-
Correctors is set to 3 in these simulations.
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2.4 Turbulence models
In the LES framework not all the scales of the flow are resolved; the large
scales are resolved by the grid and effects of sub-grid scales on the larger resolved
scales are brought in the simulation through a model called turbulence model. In the
context of the present study the first job of the turbulence model is to determine the
sub-grid scale viscosity νSGS for Equations 2.2 to 2.4. The coarser the grid resolution
the higher the value of νSGS and hence the greater the importance of the turbulence
model. But since the simulations presented in the following are well resolved the
choice of the turbulence model is not important from the standpoint of determining
νSGS for Equations 2.2 to 2.4.
However, the turbulence model also provides the mixing time scale used in the
combustion model (discussed later); therefore the choice of the turbulence model is
still crucial. Each model has its strengths and weaknesses. Two models are used
in the present study. For the co-flow stabilized turbulent line fire configuration the
one-equation-eddy-viscosity model is exploited; which has been used successfully in
the past for the same configuration [43]. For the cases with wind and slope, the
WALE model is used as it has been shown to do well in a similar configuration [60].
Both models are described briefly below.
2.4.1 One-equation eddy viscosity model
This model, called oneEqEddy model in FireFOAM/OpenFOAM, is based on
the solution of a transport equation for the SGS turbulent kinetic energy (TKE)
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+ P − ρεSGS (2.40)
The SGS eddy dissipation rate is expressed as εSGS = Cek
3/2
SGS/∆, where the model
constant Ce = 1.048 and where ∆ is the filter width, which represents the grid cell
size and is defined as ∆ = (∆x∆y∆z)
1/3. The SGS eddy viscosity is calculated from
















where the first term corresponds to the variation of TKE due to thermal expansion
and the second term represents the variations of TKE due to strain rate. The strain

























2.4.2 Wall-Adapting Local Eddy-viscosity (WALE) model













where the model constant Cw = 0.55. S
d
ij is a special tensor defined as:
Sdij = (S̃ikS̃kj) + (Ω̃ikΩ̃kj)−
1
3
δij(S̃mnS̃mn − Ω̃mnΩ̃mn) (2.46)
with δij being the Kronecker delta symbol and Ω̃ij being the rotation rate tensor


















In FireFOAM, combustion is described using a global single-step combustion
equation combined with the Eddy Dissipation Concept (EDC) model [28]. EDC is
used for modeling a turbulent diffusion flame assuming that the reaction is primarily














where, Ỹfuel and ỸO2 are the filtered fuel and oxygen mass fractions, respectively
and rs the stoichiometric oxygen-to-fuel mass ratio. In the fully-developed turbu-
lent flow regime, the EDC mixing time scale is taken from the turbulence model
(Equations 2.44 and 2.48): τEDC = τsgs/CEDC and CEDC = 4 [60]. However, this
description assumes turbulent mixing and does not apply to regions where the flow
is quasi-laminar. In these regions, fuel-air mixing is controlled by molecular diffu-
sion and we may write: τEDC = Cdiff (∆
2/α), where Cdiff is a model coefficient
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(Cdiff = 0.5) and α is the molecular thermal diffusivity. We finally combine these








Thermal radiation is known to be an important heat transfer mechanism in
large-scale fires and is often considered as the dominant mechanism in wildfire
spread. Because of the wavelength dependence, radiation modeling is non-trivial.
There are a number of radiation models with a range of complexity in the litera-
ture [74]. These can be classified into two main groups: grey and non-grey models.
Grey models assume that radiation does not vary with wavelength. In many com-
bustion problems, an optically thin medium assumption is also made when applying
grey gas models. The optically thin limit assumption neglects the self-absorption of
the gas, and utilizes the Planck mean absorption coefficient, thereby simplifying the
radiation treatment. Non-grey narrow-band and wide-band models that pay heed
to the variation of radiative properties with wavelength, are more complex and more
costly than grey models, but are more accurate.
In the present study a grey model is used. Furthermore, a non-scattering,
non-absorbing, optically-thin medium is assumed and the empirical concept of a
user-prescribed global radiative loss fraction χrad is invoked (χrad = 0.23 is used in
the present work). The final form of the Radiative Transfer Equation (RTE) that
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where I is the radiation intensity and s the distance along a particular ray. The
radiative power density (i.e., the radiation source term that appears in the enthalpy
equation, Equation 2.3) is then obtained as the integral of the right-hand side of














The assumption of an emitting but non-absorbing medium as well as that of a
prescribed radiative loss fraction should be viewed as intermediate modeling steps.
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3: Structure of a turbulent line fire with-
out wind and slope
3.1 Introduction
In this chapter we focus on the validation of our numerical approach, and sim-
ulate a co-flow stabilized, turbulent, buoyant, methane-fueled line fire in the absence
of wind and slope [75]. This configuration is chosen because of the availability of
high resolution temperature measurements which enable a higher order validation of
the numerical methodology. Higher order validation is needed in the present study
because not only the mean results but also the grid resolved fluctuations will be
analyzed in Chapters 4 and 5 in order to understand the effects of wind and slope
on the structure of the same line fire.
This chapter is organized as follows. The experimental configuration is de-
scribed in the next section followed by the description of the numerical configuration.
Then the results are presented and discussed. Finally, some concluding remarks are
made.
3.2 Experimental configuration
The experimental configuration considered here was primarily designed for
studying fire suppression [76, 77]. It has already been simulated before [43], but
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recently more detailed measurements (described below) have been performed for
this configuration. Briefly, this configuration corresponds to a co-flow stabilized
buoyant, turbulent, methane-fueled diffusion flame [77, 78]. Flames are stabilized
above a 5-cm-long by 50-cm-wide slot burner surrounded by a 15-cm-long by 60-
cm-wide plate of ceramic fiberboard which itself is surrounded by a 50-cm-long by
75-cm-wide air co-flow (Figure 3.1). The plate adds a horizontal component to the
flow motion near the flame base and was introduced in previous work with the intent
to promote faster transition to fully turbulent flow conditions [77].
The methane velocity is 6.0 cm/s, corresponding to a mass flow rate of 1.0
g/s, and a nominal total heat release rate of 50 kW. The air co-flow velocity is ≈ 25
cm/s, corresponding to a mass flow rate of 85 g/s which is approximately five times
the stoichiometric requirement of the methane flow. Note that this flow rate is too
low to supply all of the gas entrained by the flame and that while the base of the
flame is exclusively exposed to the co-flow, the tip region of the flame is exposed to
entrained air from the open ambient. While an undesirable feature, numerical tests
suggest that this effect remains limited and that the heat release rate associated
with the uncontrolled entrained ambient air corresponds to less than 5% of the total
heat release rate of the flame [75].
Previously, 1000 µm bead-diameter K-type thermocouple probes (uncertainty
±2 K; response time ∼3 s) were used [43] for measurements, whereas currently 12.7-
µm-diameter Type-S (Pt/10%Rh) thermocouples with a sampling rate of 10,000
Hz are being used in the experiment. The time constant of the thermocouples is
estimated to be ≈1 ms for the conditions encountered in the present configuration.
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Figure 3.1: Diagram of experimental facility (top) and top-view of burner/co-flow
outlet (bottom); reproduced from [77].
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The new thermocouples, due to their small bead size and fast response time, can be
considered to be measuring the real, time-resolved, gas temperatures. First, such
measurements allow direct comparisons between measured and simulated mean and
rms temperatures, without the need for any correction for radiative heat losses, as
was done earlier [43]; second, they allow the determination of integral time scales
which can subsequently be compared with simulation results; and finally, they allow
more detailed comparisons beyond mean and rms values of temperature e.g., one
can compare temperature probability density functions (PDFs). Overall, the recent
experimental data enables a more rigorous validation of our numerical approach.
3.3 Numerical configuration
The numerical configuration is exactly the same as was presented in [43].
The configuration is shown in Figure 3.2, which visualizes the simulated flame at
ambient condition. The computational domain is 200-cm-long in the cross-stream
x-direction, 85-cm-wide in the spanwise y-direction and 200-cm-high in the vertical
z-direction. Boundary conditions for the fuel port (1 g/s methane at 306 K) and
oxidizer port (85 g/s air at 299 K) are specified to match the experiment. Note that
both convective and diffusive mass fluxes are taken into account at the fuel port,
which is important because of the small convective velocity (= 6 cm/s) at the fuel
port [42]. The domain volume is initialized with quiescent air at 295 K.
A block-structured grid is used and features three levels of grid resolution
(Figure 3.2). The level-one refinement block contains the flame region and features











Figure 3.2: Illustration of the FireFOAM numerical configuration; the 50 kW
methane diffusion flame is visualized using volume rendering of temperature.
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length is resolved with 12 grid cells. The level-one refinement block is 40-cm-long,
60-cm-wide, and 60-cm-high. The level-two refinement block features an almost
uniform grid with nearly cubic cells of size equal to ≈10 mm; this block is 60-cm-
long, 60-cm-wide, and 80-cm-high. The level-three refinement block contains the
far-field air entrainment and upper plume regions and features an almost uniform
grid with nearly cubic cells of size equal to ≈20 mm. The total number of cells is
1.76 million.
All simulations are run for a total duration of 30 s. Time-mean statistics for
quantities of interest are gathered typically over the final 20 s of each simulation,
during a period when the flow field is statistically stationary and initial transients
can be disregarded.
Simulations are conducted using 80 processors on the University of Maryland
Deepthought2 high performance computing cluster. A typical simulation requires
roughly 5000 CPU hours using Intel Ivy Bridge E5-2680v2 2.80 GHz processors.
3.4 Results and discussion
3.4.1 Mean flame height and spatial variations of mean
and rms vertical velocity
Figure 3.3 presents the mean flame height both from FireFOAM and experi-
ment. Variations of mean and rms vertical velocity w, from FireFOAM, along the
burner centerline are also shown in these plots. Mean vertical velocity expected, in
the plume zone, from a correlation in the literature, 2.04(gI/(ρ∞cp,∞T∞))
1/3, [79] is
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also included in the top panel in Figure 3.3. Most of the data in these plots have
already been discussed in a previous publication from our group [43] and the new
experimental data does not affect this discussion in any way; but it is being briefly
discussed here again for completeness.
As can be seen, the mean flame height predicted by FireFOAM (54.4 cm) is
in good agreement with that seen in the experiment (50 cm). But as has already
been pointed out in [43] the definitions used in the experiment and simulation are
different: in the experiment it is based on a 50% intermittency criterion for visible
flame emission [77], whereas in the simulation it is based on time-averaging of the
maximum elevation of the instantaneous contour of volumetric heat release rate (200
kW/m3).
The mean vertical velocity w profile presented in the top panel in Figure 3.3
is obtained by time- and spanwise-averaging (between −10 ≤ y ≤ 10 cm) the grid-
resolved w. As shown, w starts from a low value at 0 elevation because of the
boundary condition at the burner face and increases fairly rapidly due to buoyancy
to a value of ≈ 2.5 m/s at ≈ 50 cm elevation (mean flame height). Beyond 50 cm
elevation w stays close to 2.5 m/s. The small jumps seen in the w profile at 60 and
80 cm elevations are because of the jumps in the grid resolution (see Figure 3.2).
In the plume zone (or above the mean flame height) the FireFOAM profile agrees
reasonably well with the correlation in the literature 2.04(gI/(ρ∞cp,∞T∞))
1/3 [79].
It should be noted that for the coefficient in the correlation (whose value is set to
2.04 here), the values reported in the literature range from 1.66 to 2.13 [79]; this
accounts for some of the differences seen between FireFOAM and the correlation.
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The vertical velocity fluctuation values, in terms of wrms, reported in Fig-
ure 3.3 are obtained by spanwise averaging (between −10 ≤ y ≤ 10 cm) the rms
of (w(x, y, z, t) − w(x, y, z, t)), where w(x, y, z, t) denotes the grid-resolved vertical
velocity at location (x, y, z) at time t and the overbar symbol denotes time aver-
aging. So the wrms values reported in Figure 3.3 only represent the fluctuations
captured on the grid but as has been discussed in [43], the present simulations are
well-resolved, thus, most of the turbulent fluctuations are captured on the grid and
wrms reported in Figure 3.3 is expected to be very close to the real values of wrms
that one would get e.g., from DNS. The wrms profile also starts from a low value at
0 elevation (because of the fixed velocity boundary condition at the burner face); it
then increases rapidly to a value of ≈ 1 m/s at ≈25 cm elevation (the mid flame
height) and stays at that level up to ≈ 60 cm elevation; then it dips suddenly to
a value of ≈ 0.9 m/s at 60 cm elevation because of the grid resolution jump and
stays almost constant till ≈ 80 cm elevation; it then dips further down suddenly to
a value of ≈ 0.8 m/s at 80 cm elevation because of the second grid resolution jump;
then it stays close to ≈ 0.8 m/s throughout the rest of the computational domain.
The wrms value dips because of grid resolution jumps because with a reduction in
grid resolution the fluctuations captured on the grid are expected to decrease. The
value of the turbulent intensity is ≈ 30% throughout most of the plume zone.
We will now move on to a discussion of the mean and rms temperature profiles
from FireFOAM simulations and experimental measurements.
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Figure 3.3: Mean (top) and rms (bottom) vertical velocity profiles along the burner
































Figure 3.4: Mean and rms temperature profiles along the burner centerline. Com-
parison between experiment and FireFOAM.
3.4.2 Spatial variations of mean and rms temperature
In this section we consider the comparisons between measured and simulated
profiles of mean and rms temperature along the vertical centerline and along x at
two elevations: 25 and 50 cm (Figures 3.4 to 3.6). The mean and rms temperature
values are obtained using the same methods that were used to extract the mean and
rms vertical velocity values in the previous section.
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Figure 3.5: Mean and rms temperature profiles along x at 25 cm elevation. Com-
parison between experiment and FireFOAM.
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Figure 3.6: Mean and rms temperature profiles along x at 50 cm elevation. Com-
parison between experiment and FireFOAM.
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Figure 3.4 shows comparisons along the vertical centerline. The mean temper-
ature in both experiment and FireFOAM simulation increases rapidly with elevation
to a value of ≈1200 K at ≈ 15 cm elevation and then decays at a slower rate with
a further increase in elevation. Overall, FireFOAM agrees well with the measure-
ments. For Trms the simulated profile follows the same trend, rapidly reaching a
value of about 500 K at ≈ 25 cm elevation (mid flame height) and then decay-
ing relatively slowly with elevation afterwards; whereas the measured profile has a
plateau that extends up to ≈ 50 cm elevation (flame height) and then decays at a
rate similar to the simulated profile. The Trms profile suggests that in FireFOAM, at
elevations lower than ≈50 cm, the flow is relatively more turbulent than that in the
experiment. Nevertheless, the simulations agree reasonably well with measurements.
As one would expect from Figure 3.4, at 25 cm elevation the mean temper-
ature peak is underpredicted (Figure 3.5 top) and the Trms peak is overpredicted
by FireFOAM (Figure 3.5 bottom). The flame width is predicted fairly well at this
elevation. The overall agreement between experiment and FireFOAM in Figure 3.5
is reasonably good.
Similarly, the overall agreement between experiments and simulations, for both
mean temperature and Trms, is reasonably good at 50 cm elevation as well (Fig-
ure 3.6); albeit there is an underprediction in the peak mean temperature.
We now move on to a discussion of the integral length and time scales.
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3.4.3 Integral length and time scales
Determination of integral length and time scales in a problem is attractive
not only because of validation but also because they e.g., enable assessment of grid
resolution and domain size and also provide a quantitative understanding of the
flow structure. For determining the integral length and time scales, profiles of the
normalized correlation function, RTT (x, y, z,∆x,∆y,∆z,∆t), are needed, which can
be written as:
RTT (x, y, z,∆x,∆y,∆z,∆t) =
T ′(x, y, z, t)T ′(x+ ∆x, y + ∆y, z + ∆z, t+ ∆t)
T ′(x, y, z, t)T ′(x, y, z, t)
(3.1)
where the overbar symbol denotes time averaging, T ′(x, y, z, t) represents the tem-
perature fluctuation at location (x, y, z), at time t and is defined as follows:
T ′(x, y, z, t) = T (x, y, z, t)− T (x, y, z, t) (3.2)
with T (x, y, z, t) representing the grid-resolved temperature at location (x, y, z), at
time t. T ′(x + ∆x, y + ∆y, z + ∆z, t + ∆t) represents the temperature fluctuation
at location (x+ ∆x, y + ∆y, z + ∆z), at time (t+ ∆t).
We first evaluate the vertical variation of the integral length scale in the y-
direction Ly. Currently no experimental data is available for Ly but it is nevertheless
evaluated below for the other reasons discussed above. For quantifying Ly at differ-
ent elevations we extracted profiles of the normalized correlation function for x = 0,
y = 0, ∆x = 0, ∆z = 0 and ∆t = 0
RTT (0, 0, z, 0,∆y, 0, 0) =
T ′(0, 0, z, t)T ′(0, 0 + ∆y, z, t)





















z = 4 [cm]
z = 10 [cm]
z = 20 [cm]
z = 40 [cm]
z = 60 [cm]
z = 80 [cm]
Figure 3.7: Profiles of the normalized correlation function RTT (0, 0, z, 0,∆y, 0, 0),
see Equation 3.3, at different elevations, extracted from FireFOAM.
from FireFOAM (see Figure 3.7), all of which by definition, start from unity and
move with different rates towards zero with ∆y, where they end up oscillating.
As is well known [80], normalized correlation profiles can be processed in sev-
eral different ways to extract the integral length (or time) scales. Consequently, five













RTT (0, 0, z, 0,∆y, 0, 0)d∆y (3.6)
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Figure 3.8: Variation of Ly with elevation extracted from FireFOAM. Here Ly is
the integral length scale in the y-direction. Definitions 1, 2, 3, 4 and 5 are given in




RTT (0, 0, z, 0,∆y, 0, 0)d∆y (3.7)
RTT (0, 0, z, 0,∆y, 0, 0)(∆y=Ly) = 1/e (3.8)
where ∆y1(RTT (0,0,z,0,∆y,0,0)=0.0) refers to the first value of ∆y for which the normal-
ized correlation function RTT (0, 0, z, 0,∆y, 0, 0) becomes 0. Equations 3.4 to 3.8
correspond to definitions one to five in Figure 3.8, respectively.
First, all five definitions provide similar magnitudes and vertical variations of
Ly. Second, at the base the length scale is ≈2 cm, which is what Linear Stability
Theory (LST) for Rayleigh Taylor Instability (RTI) suggests [81]. Third, the length
scale increases with elevation as one would expect considering experimental and
computational visualizations (see e.g., Figure 3.11). Finally, the grid resolution
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jumps at 60 and 80 cm elevation (Figure 3.2) which should be borne in mind when
interpreting these profiles. Definition five (RTT (0, 0, z, 0,∆y, 0, 0)(∆y=Ly) = 1/e) is
chosen for the present study owing to its simplicity, and hence a similar definition
(RTT (0, 0, z, 0, 0, 0,∆t)(∆t=τ) = 1/e) will be applied in the following to extract the
integral time scale (ITS), τ . Where RTT (0, 0, z, 0, 0, 0,∆t) reads:
RTT (0, 0, z, 0, 0, 0,∆t) =
T ′(0, 0, z, t)T ′(0, 0, z, t+ ∆t)
T ′(0, 0, z, t)T ′(0, 0, z, t)
(3.9)
Profiles of RTT (0, 0, z, 0, 0, 0,∆t) at different elevations are presented in Fig-
ure 3.9 both from experiment and FireFOAM. Again the profiles by definition start
from unity, and decrease with ∆t, and fluctuate for large values of ∆t. As one
would expect from these profiles, the time scales from measurements and simula-
tions compare favorably (Figure 3.10 top). The corresponding vertical length scale
Lz comparison is also shown in Figure 3.10 (bottom). For converting integral time
scales to vertical integral length scales, the time- and spanwise-averaged vertical
velocity profile from FireFOAM is used in the expression, Lz = wτ (where, the
overbar symbol denotes time and spanwise averaging, w is the vertical flow veloc-
ity). Overall, similar to the horizontal length scale Ly, the vertical length scale Lz
also increases with elevation. As one would expect from flame visualization (see e.g.,
Figure 3.11) Lz is consistently larger than Ly (Figure 3.12).
Next we consider the simulated and measured temperature PDFs.
3.4.4 Temperature Probability Density Functions (PDFs)
Before comparing measured temperature PDFs with temperature PDFs from
FireFOAM, the convergence of the PDFs (both measured and simulated) is checked.
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Figure 3.9: Profiles of the normalized correlation function RTT (0, 0, z, 0, 0, 0,∆t),
see Equation 3.9, at different elevations, extracted from experiment (top) and Fire-
FOAM (bottom).
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Figure 3.10: Variation of integral time scale (top) and vertical integral length scale
Lz (bottom) with elevation. Comparison between experiment and FireFOAM.
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Figure 3.11: Simulated flame structure for the co-flow stabilized, turbulent, buoyant
line fire without wind and slope; visualized using volume rendering of temperature.
integral length scale [cm]
















FireFOAM - transverse LS
FireFOAM - longitudinal LS
Figure 3.12: Simulated horizontal length scale Ly (black solid line) compared with
the simulated vertical length scale Lz (grey solid line) along the burner centerline.
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Experiment, .ow time = 10 [s]
Experiment, .ow time = 30 [s]
Experiment, .ow time = 60 [s]
Figure 3.13: Experimental temperature PDF at 50 cm elevation along the center-
line. Sensitivity to flow time.
Figure 3.13 shows the sensitivity of a typical experimental temperature PDF (at 50
cm elevation along the burner centerline) to flow time, in which different amounts
of experimental data is processed. Clearly the PDF is not fully converged, which is
counter intuitive as one would expect the PDF to converge in 60 s, based on the value
of the integral time scale at this location, ≈ 30 ms (see top panel in Figure 3.10).
This issue is currently being investigated by the experimental team.
We now turn to check the convergence of the simulated temperature PDFs.
In the simulations, along with sensitivity to flow time, sensitivity to grid resolution
is also checked. It is worth mentioning here that all the FireFOAM based PDFs
presented in the following are generated using grid-resolved temperature data, and
hence, do not represent the real PDFs that one would get e.g., from DNS. Fig-
ure 3.14, which contains the temperature PDF from FireFOAM at 50 cm elevation
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FireFOAM, .ow time = 20 s
FireFOAM, .ow time = 30 s
FireFOAM, .ow time = 55 s
Figure 3.14: Simulated temperature PDF at 50 cm elevation along the centerline.
Sensitivity to flow time.
along the burner centerline, indicates that the PDF converges in 20 s. However,
it should be noted that for generating the simulated PDF, temperature data from
all the grid cells along the span (between y = −10 to 10 [cm]) are used which is
primarily responsible for the favorable convergence behaviour seen in Figure 3.14.
Accordingly, all the simulation-based PDFs in the following will be generated with
data corresponding to 20 s of flow time.
The sensitivity of the simulated temperature PDFs (at nine different eleva-
tions) to grid resolution is considered in Figure 3.15. At 10 and 20 cm elevations
the PDFs are not completely converged with a ≈5 mm grid but at elevations ≥30
cm the ≈5 mm grid appears to be sufficient. This observation seems consistent with
the horizontal integral length scale Ly variation shown in Figure 3.12. In Figure 3.12
Ly takes a value close to 2 cm at 10 cm elevation (indicating that the ≈5 mm grid
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resolution is coarse at this elevation); whereas it takes a value of about 4 cm at
30 cm elevation (indicating that ≈5 mm grid spacing should be appropriate at this
elevation).
In summary, the convergence study suggests that the experimental tempera-
ture PDFs are currently not converged in time and the simulated temperature PDFs
are not grid converged below approximately z = 30 cm; heed will be paid to both
these issues in the future.
Nevertheless, it still makes sense to compare the experimental and simulated
PDFs. Thus, the experimental and simulated temperature PDFs are compared at
nine different elevations along the centerline in Figure 3.16. Both experimental and
simulated PDFs are broad and bi-modal at low elevations in the flame region, indi-
cating intermittent occurrence of relatively cold gas due to ambient air entrainment
and hot gas due to combustion; whereas the PDFs are narrow and mono-modal at
high elevations in the plume region. The simulated PDFs compare favorably above
z ≈ 50 cm. On the other hand, at lower elevations there are discrepancies, for
instance, unlike the experimental PDFs, the simulated PDFs indicate the presence
of ambient temperatures. This and other discrepancies in the flame zone could be
due to several reasons. First, the combustion and radiation models invoked in these
simulations are of lower order (see Chapter 2 for details) and are expected to have
significant effects on the temperature PDFs in the flame zone. A higher order com-
bustion and radiation modeling framework is currently under development in the
author’s group [82] and is expected to reduce some of the discrepancies. Second,
the numerical schemes used in these simulations do not perform well on representa-
105
temperature [K]







FireFOAM, :7.50 mm grid
FireFOAM, :5.00 mm grid
FireFOAM, :3.75 mm grid
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FireFOAM, :7.50 mm grid
FireFOAM, :5.00 mm grid
FireFOAM, :3.75 mm grid
temperature [K]







FireFOAM, :7.50 mm grid
FireFOAM, :5.00 mm grid
FireFOAM, :3.75 mm grid
Figure 3.15: Sensitivity of the PDFs, at z = 10, 20, 30, 40, 50, 60, 70, 80 and 90
cm (top to bottom) along the burner centerline, to variations in grid resolution.
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Figure 3.15: Continued.
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tive test cases (see Chapter 2 for details) and might be responsible for some of the
issues seen in Figure 3.16. In the future the schemes will be selected based on their
performance in a comprehensive suite of benchmark cases. Third, the convergence
issues discussed above (specifically with the experimental data) might also be be-
hind some of the discrepancies. This is currently being actively investigated by the
experimental team at UMD.
3.5 Concluding remarks
We have performed well-resolved simulations of a co-flow stabilized, turbulent,
buoyant, methane-fueled line fire in the absence of wind and slope, with the goal of
doing a higher order validation of our numerical approach.
The simulated mean and rms temperature profiles compare reasonably well
with measurements, with simulations overpredicting turbulent fluctuations in the
flame zone. Both horizontal and vertical integral length scales increase with ele-
vation, with the latter being larger than the former (consistent with flame visual-
izations). The latter length scale agrees well with measurements and the former
agrees with Linear Stability Theory (LST) for Rayleigh Taylor Instability (RTI) at
the base.
The experimental PDFs are found to be sensitive to measurement duration,
whereas the simulated PDFs seem to be sensitive to the grid resolution below ap-
proximately half the mean flame height (25 cm). Both experimental and simulated
PDFs are broad and bi-modal at low elevations in the flame region, indicating inter-
mittent occurrence of relatively cold gas due to ambient air entrainment and hot gas
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Figure 3.16: Temperature PDFs, at z = 10, 20, 30, 40, 50, 60, 70, 80 and 90 cm
(top to bottom) along the burner centerline; comparison between experiment and
FireFOAM. Simulated results are from the ≈5 mm grid.
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due to combustion; whereas the PDFs are narrow and mono-modal at high eleva-
tions in the plume region. At present, the PDFs from experiments and simulations
agree well above the mean flame height, but there are discrepancies below it includ-
ing the presence of ambient temperatures in simulations which are not seen in the
measurements.
Issues that are currently being studied include: lower order of the combustion
and radiation models invoked in the present simulations; questionable performance
of some of the selected numerical schemes in representative test cases; lack of grid
convergence of the simulated temperature PDFs at lower elevations; lack of temporal
convergence seen in the experimental temperature PDFs even with a flow time of
60 s.
Despite the issues that require further work, the numerical approach is deemed
sufficiently accurate and will be used in the next two chapters to study the structure
of this turbulent, buoyant, line fire in the presence of wind and slope.
113
4: Effects of wind on the structure of a
turbulent line fire
4.1 Introduction
In this chapter we will study the effects of cross-wind on the structure of the
same turbulent, buoyant, stationary, methane-fueled, line fire that was studied in
the last chapter. For doing so couple of changes will (or had to) be made to the
configuration discussed in the last chapter: first the co-flow is removed as the flame
does not need stabilization in the presence of cross-wind; second, the configuration is
made periodic in the spanwise y-direction in order to avoid edge effects, this is done
to enable comparisons with the integral model which can only describe an infinitely
long line fire.
This chapter is organized as follows. The numerical configuration is presented
in the next section, followed by the presentation of the integral model developed
in this study. After that the results are presented and discussed. The final section
contains some concluding remarks.
4.2 Numerical configuration
The numerical configuration is presented in Figure 4.1. The computational
domain is 780-cm-long in the streamwise x-direction, 50-cm-wide in the spanwise
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y-direction and 250-cm-high in the vertical z-direction. The line burner face is
5-cm-long in the x-direction and 50-cm-wide in the y-direction; and the spanwise
center of its leading edge is placed at the origin (x, y, z) = (0, 0, 0). The burner
is flush-mounted on a 50-cm-wide horizontal solid plate that starts at x = (−20)
cm and ends at x = 205 cm. The cross-flow air is injected through a 50-cm-wide
and 50-cm-high wind tunnel whose outlet is located at the inlet boundary of the
computational domain, at x = (−30) cm. A 5-mm-long, 50-cm-wide and 5-mm-high



















z gas burner (5 by 50 cm)
periodic 
boundary
Figure 4.1: Numerical configuration used for studying the effects of cross-wind on
a turbulent line fire; the 50 kW methane diffusion flame is visualized using volume
rendering of temperature.
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The computational grid is a rectangular Cartesian mesh. Grid spacing in the
streamwise x-direction is uniform and is equal to 5 mm for x ≤ 100 cm; beyond that
location, the x-grid is stretched with a stretch factor equal to 1.06 (see top panel in
Figure 4.2). Grid spacing in the spanwise y-direction is uniform and is equal to 5
mm. This streamwise (spanwise) resolution corresponds to 10 (100) grid cells across
the burner length (width). Grid spacing in the vertical z-direction is non-uniform:
the z-grid spacing is 1.2 mm at z = 0 (i.e, the first cell center is 0.6 mm above the
south boundary of the computational domain) and is 20 mm at z = 50 cm with a
stretching factor of 1.04. For z ≥ 50 cm, the z-grid is stretched with a stretch factor
equal to 1.06 (see bottom panel in Figure 4.2). Appendix A presents an assessment
of the chosen vertical grid resolution at the wall, ∆zw = 0.6 mm. Note that with
the present resolution, the trip wire is under-resolved and is described with 1 (4)
grid cell(s) in the x- (z-) direction. The total number of cells is 3.5 million.
The methane mass flow rate is prescribed at the burner boundary and the air
velocity is fixed at the tunnel outlet. Similar to the simulations in Chapter 3, both
convective and diffusive mass fluxes are taken into account at the burner boundary
[42]. The horizontal solid plate and the trip wire are both treated as no-slip adiabatic
solid walls. The surface located at z = 0 between the tunnel outlet and the leading
edge of the solid plate is treated as a slip wall. The surface located at z = 0 beyond
the solid plate, at x ≥ 205 cm, is also treated as a slip wall. The side boundaries
at y = (−25) and 25 cm correspond to periodic conditions. Other boundaries are
treated as boundaries with open flow conditions.
In all cases, the methane mass flow rate is linearly increased from 0 to 1 g/s
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Figure 4.2: Horizontal variation of ∆x (top) and vertical variation of ∆z (bottom).
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during the first five seconds and is then held constant for the remainder of the
simulations. This is done to allow the cross-flow to establish itself over the line
burner before the fire reaches its nominal value of the heat release rate equal to
50 kW. All simulations are performed for a duration of 30 s. Turbulent statistics
are collected for the final 15 s of each simulation, after the flow and flame become
statistically stationary and long enough for the statistics to be converged (to improve
convergence, statistics are computed using both temporal- and spanwise-averaging).
The time step is controlled by a classical Courant-Friedrichs-Lewy (CFL) condition
and is approximately equal to 0.35 ms. Each simulation is run using 200 processors
on a large-scale Linux cluster with a typical simulation requiring 40,000 CPU-hours.
4.3 Integral model
This section elaborates the integral model (developed in this work) that can
describe the structure of both the flame and plume zones of a turbulent, buoyant, line
fire subjected to cross-wind. The schematic of the model is presented in Figure 4.3.
The assumptions involved are as follows:
• All the quantities are independent of time (steady state).
• The cross-wind is perpendicular to the longer dimension of the fuel source and
does not change in space.
• The effects of turbulence in the cross-wind are not important [13].











Figure 4.3: Schematic illustration of the integral model developed in the present
work.
With the above assumptions the governing equations take the following form:
d
ds
(ṁ′p) = 2ρ∞ue (4.1)
d
ds












(ṁ′p)cp,∞T∞ + (1− χrad)× Ω̇′′F (rs∆HO2) (4.4)
d
ds






(ṁ′p)YO2,∞ − rsΩ̇′′F (4.6)
d
ds
(ṁ′pZ) = 0 (4.7)
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Equations 4.1, 4.2, 4.3, 4.4, 4.5, 4.6 and 4.7 represent conservation of mass, momen-
tum in the vertical z-direction, momentum in the horizontal x-direction, energy, fuel
mass, oxygen mass and mixture fraction, respectively; along the flame/plume center-




(xc) = cos(θ) (4.8)
d
ds
(zc) = sin(θ) (4.9)
See the nomenclature for the definition of notations. In the above set of equations
models for ue and Ω̇
′′
F are required. For the former we follow Escudier [14] and write
ue = (α|up−U∞cos(θ)|+ β|U∞sin(θ)|)(ρ/ρ∞)1/2 (we use α = 0.16 and β = 0.5 [16])
and for the latter we write Ω̇′′F = GER(YO2,∞/rs)2ρ∞ue (we use global equivalence
ratio, GER = 0.1). Equations 4.1 to 4.9 can be numerically solved to get variations
of ṁ′p, up, θ, Tp, YF , YO2 , Z, xc and zc with s (before doing so Equations 4.2 and 4.3
first need to be manipulated to get equations for up and θ).
4.4 Results and discussion
4.4.1 Instantaneous flame, plume and flow structure
We first consider the instantaneous flame, plume and flow structure seen in
our simulations with U∞ = 0.75, 1, 1.25, 1.5, 2, 3 m/s (the corresponding values
of NC are 10.2, 4.3, 2.2, 1.3, 0.5 and 0.2, respectively; note that the expression
for NC used here is slightly different from the one used in the literature, NC =
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(1 − χrad)(2Ig)/(ρ∞cp,∞T∞U3∞)). Figures 4.4 to 4.9 present the flame, plume and
flow structure in terms of volume rendering of heat release rate per unit volume,
volume rendering of temperature and isocontour of Q-criterion colored with grid-
resolved streamwise velocity u, for the six cases at t = 30 s. To provide a holistic
view of the structure at this particular instant, four different views are displayed in
these figures: top, side, front-perspective and front.
The two flame regimes discussed in the literature and in Chapter 1 (buoyancy-
and wind-dominated) [18] can be clearly seen in Figures 4.4 to 4.9 (specifically panel
b which presents the side-view): cases with U∞ ≤ 1.5 belong to the former regime
and the other two cases belong to the latter regime. The transition from one regime
to the other happens close to NC = 1; thus the present simulations support the idea
that the transition from one flame regime to the other is controlled by the Byram’s
convection number NC [23, 24].
The 0.75 and 1 m/s cases have the puffing instability, see panel b in Figures 4.4
and 4.5. Panel b in Figure 4.4 also suggests that there exist two different regions
in the 0.75 m/s case: one where the flame is restricted to a thin region close to the
wall and the other where the flame/plume is nearly vertical and the transition (in
terms of downstream distance) between the two regions is fairly abrupt. To some
extent the two different regions are also present in the 1 m/s case; for the rest of
the cases the flame height above the bottom surface appears to evolve at a uniform
rate with downstream distance.
Middle plot in panel a in Figures 4.4 to 4.9 indicates that with an increase
in wind velocity the maximum temperature seen in the flame also increases (this is
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indicated by an increase in the semi-transparent white color in these plots). So, with
an increase in cross-wind velocity not only is the flame closer to the downstream
surface but it is also hotter, which would lead to a further enhancement of the spread
rate in a spreading fire.
Sooner or later, the flame/flow transitions from a laminar to a turbulent state,
in all the simulated cases. The laminar-to-turbulent transition for the flame in
the 0.75 m/s case begins with two-dimensional waves that spread across the entire
span (50 cm) of the computational domain (see panel a in Figure 4.4). For higher
wind speeds the flame starts out from the burner in a three-dimensional state. As
indicated by the Q-criterion isocontours, the flow contains perturbations well before
the beginning of the burner; which are induced either by the perturbation or trip
wire placed at x = −10.5 cm (for lower wind speeds) or by the interface between
the slip wall and the adiabatic bottom surface at x = −20 cm (for higher wind
speeds). Exactly how much of the initial flame state is controlled by the upstream
perturbations is not completely clear, specifically for U∞ ≥ 1 m/s. Simulations
without the perturbation wire can be used to answer this question, and suggest
that the role of the wire is significant. Another pertinent question is how much
the upstream perturbations are affected by the presence of the flame. Cold flow
simulations can be used to shed light on this aspect. These questions are beyond
the scope of the present work.
In all cases the spanwise length scale of the structures, seen close to the burner,
is found to increase with streamwise distance, and reaches in the lower velocity cases
a value that is of the order of the spanwise domain size. It is worth mentioning here
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that the flame structure seen in the present simulations is qualitatively similar to
that reported in a recent experimental study [83]; where a configuration similar to
the one exploited in the present study was used.
Furthermore, from Figures 4.4 to 4.9 it is clear that all the flames (even those
in the wind dominated cases, U∞ = 2 and 3 m/s) are populated by thermals,
suggesting that turbulence generation is mostly happening because of buoyancy
or unstable thermal stratification (see [84] for some quantitative support for this
observation). This is consistent with the results reported in [85].
Figures 4.10 to 4.12 provide a quantitative view of the instantaneous flame,
plume and flow structure (for the cases with U∞ = 0.75, 1.5 and 3 m/s), through
velocity vectors and temperature isocontours. For clarity the heat release rate per
unit volume isocontours are not included in these figures. Most of the features that
were discussed above (two flame regimes, puffing instability at low velocity, increase
in the spanwise length scale of the structures in the downwind direction etc.) can
be seen in these figures as well. In addition one can see in these figures that on
station 1 (or x = 2.5 cm, which is at the center of the gas burner) the thermal
boundary layer thickness (which at this station is expected to be equal to the local
flame height) is almost independent of the wind velocity and is ≈ 1 cm. So, contrary
to what one might expect a priori, the grid spacing in the vertical direction close to
the wall needs to be almost equal in the low and high wind cases, for wall-resolved
simulations.
In the 0.75 m/s case the cross-flow is deflected upwards and accelerated signif-




Figure 4.4: Instantaneous flame, plume and flow structure for the U∞ = 0.75 m/s
case at t = 30 s; illustrated through volume rendering of heat release rate per unit
volume (green) and temperature (orange) and isocontour of Q-criterion (500) colored
with grid-resolved streamwise velocity u (blue). The color for heat release rate goes
from dark green to semi-transparent white via light green, for temperature goes
from black to semi-transparent white via orange and for u goes from dark blue to
white via cyan using a linear mapping from 0-10 MW/m3, 500-1800 K and (-0.5)-4






vectors) and the flame/plume lift-off at x ≈ 30 cm induces reversed flow on the
downwind side leading to two-sided entrainment similar to the flow-field in a pool
fire scenario. The 1.5 m/s case is similar to the 0.75 m/s case; but the flow deflection
and acceleration are not as strong; also the flame/plume lift-off happens at x ≈ 60
cm. Again the scenario is similar to a pool fire. For the 3 m/s case, the flow field is
hardly affected by the presence of the flame/plume; flow, flame and plume remain
attached to the downwind surface in this case; and entrainment is one-sided.
In the next section we will consider the mean flame, plume and flow structure.
4.4.2 Mean flame, plume and flow structure
In the mean sense, we first consider the mean flame shape for a range of cross-






Figure 4.5: Instantaneous flame, plume and flow structure for the U∞ = 1 m/s case






Figure 4.6: Instantaneous flame, plume and flow structure for the U∞ = 1.25 m/s






Figure 4.7: Instantaneous flame, plume and flow structure for the U∞ = 1.5 m/s






Figure 4.8: Instantaneous flame, plume and flow structure for the U∞ = 2 m/s case






Figure 4.9: Instantaneous flame, plume and flow structure for the U∞ = 3 m/s case
at t = 30 s. See Figure 4.4 caption for additional details.
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6; x = 92:5 [cm]
Figure 4.10: Spatial variations of the vector (u,w) at the y = 0 plane (first row)
and of the vector (v, w) at six x planes (middle and bottom rows); for the U∞ = 0.75
m/s case at t = 30 s. Solid lines are isolines of temperature (400 K) and are used
for marking the flame and plume regions. The cross-flow is in the streamwise x-
direction and gravity is in the negative vertical z-direction. The 50 cm high tunnel
is placed at x = −30 cm and the burner starts (ends) at x = 0 (5) cm.
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6; x = 92:5 [cm]
Figure 4.11: Instantaneous velocity vectors and temperature (400 K) isolines from
the U∞ = 1.5 m/s case at t = 30 s. See Figure 4.10 caption for additional details.
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6; x = 92:5 [cm]
Figure 4.12: Instantaneous velocity vectors and temperature (400 K) isolines from
the U∞ = 3 m/s case at t = 30 s. See Figure 4.10 caption for additional details.
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U1 = 3:00 [m/s]
U1 = 2:00 [m/s]
U1 = 1:50 [m/s]
U1 = 1:25 [m/s]
U1 = 1:00 [m/s]
U1 = 0:75 [m/s]
Figure 4.13: Mean flame shape visualized using a particular isoline of the time-
and spanwise-averaged heat release rate per unit volume (50 kW/m3).
kW/m3 isocontours of time- and spanwise-averaged volumetric heat release rate. As
U∞ increases from 0.75 to 3 m/s, the flame transitions from a lifted (vertically tilted)
flame to an attached (horizontal) flame. In the present configuration the transition
from a vertical tilted flame to a horizontal flame is gradual. One interesting thing to
note in this figure is that the 0.75 case does not show the two distinct regions (thin
horizontal flame closer to the burner and a vertical flame further downstream, with
an abrupt transition between the two regions) that were seen in the instantaneous
view (see panel b in Figure 4.4), which shows that the flame geometry changes
considerably in time.
Next, we consider the mean plume shape for the six different cases (Fig-
ure 4.14). The mean flame shape in this figure is marked by the 400 K isocontours
of time- and spanwise-averaged temperature. With an increase in U∞ from 0.75
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U1 = 3:00 [m/s]
U1 = 2:00 [m/s]
U1 = 1:50 [m/s]
U1 = 1:25 [m/s]
U1 = 1:00 [m/s]
U1 = 0:75 [m/s]
Figure 4.14: Mean plume shape visualized using a particular isoline of the time-
and spanwise-averaged temperature (400 K).
to 3 m/s, the plume also transitions from a lifted (vertically tilted) plume to an
attached (horizontal) plume. The plume, in contrast to the flame, transitions much
more abruptly; for instance, the plume shape changes drastically (from vertically
tilted to horizontal) when U∞ is increased from 1.5 to 2 m/s. Again the two regions
observed in the instantaneous view are not seen in this figure for the 0.75 m/s case.
Figure 4.15 adopts a quantitative perspective and shows the variations of flame
and plume height, length and tilt angle with velocity. The definitions are shown
in Figure 1.4. The height of the flame (plume) decreases from ≈50 (≈90) to ≈10
(≈10) cm. Flame length is nearly constant and is ≈50 cm, but the plume length first
decreases and then increases significantly because of attachment to the downstream
wall. The tilt angle decreases from ≈75 degrees to almost 0 degrees for both the
flame and the plume.
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Figure 4.15: Flame and plume height, length and tilt angle based on the definitions
presented in Figure 1.4; using the contours presented in Figures 4.13 and 4.14,
respectively.
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We now consider the spatial variations of mean velocity vector (u,w) for all
the cases (Figure 4.16). In the cases with U∞ = 0.75, 1 and 1.25 m/s, the cross-
flow is strongly deflected upwards; in addition, a reversed flow is induced by the
flame and plume on the downwind side leading to a two-sided entrainment similar
to the flow structure in pool fires. In contrast, in the cases with U∞ = 2 and 3
m/s, the cross-flow is only weakly affected by the presence of the flame and plume
and entrainment is one-sided because both flame and plume are attached to the
downstream surface. The case with U∞ = 1.5 m/s is intermediate between the two
configurations discussed above; in which the flame is unable to completely deflect the
flow, but it ends up being deflected by the plume at a certain distance downstream
of the flame zone.
4.4.3 Attachment length
In this section we focus on the attachment length, which is an important part
of the wildland fire spread puzzle [37]. We first consider the following three (mean)
attachment lengths in Figure 4.19:
• Plume attachment length; given by the x-distance downstream of the burner
at which the 400 K temperature isoline intersects the bottom surface (z = 0),
see Figure 4.14 (and Figure 4.17).
• Flame attachment length; given by the x-distance downstream of the burner
at which the 50 kW/m3 heat release rate isoline intersects the bottom surface
(z = 0), see Figure 4.13.
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Figure 4.16: Spatial variations of the mean flow velocity vector (u,w): U∞ = 0.75,
1, 1.25, 1.5, 2 and 3 m/s (top to bottom). Red (blue) lines are isolines of the mean
heat release rate per unit volume (temperature), 50 kW/m3 (400 K), and are used
for marking the flame (plume) region.
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U1 = 3:00 [m/s]
U1 = 2:00 [m/s]
U1 = 1:50 [m/s]
U1 = 1:25 [m/s]
U1 = 1:00 [m/s]
U1 = 0:75 [m/s]
Figure 4.17: Streamwise variation of the time- and spanwise-averaged wall tem-
perature, downstream of the burner. Thin dotted black horizontal line is drawn to
visualize the condition T = 400 K.
• Flow attachment length, given by the x-distance downstream of the burner at
which the wall shear stress τw changes sign or becomes 0 for the first time, see
Figure 4.18.
For U∞ ≤ 1.25 m/s, the plume, flame and flow separate from the bottom
surface at roughly the same x-location downstream of the burner. In this regime
the heat transfer to the fresh fuel downstream of the flame zone is expected to be
dominated by radiation. For U∞ = 1.5 m/s the flame actually never separates, it
just stops extending in the x-direction (as well as the z-direction) once all the fuel
is consumed. The plume and flow both end up separating at a certain x-distance
downstream of the flame zone. Over this distance (after the end of the flame zone and
before the separation of the plume and flow) one can expect convective heat transfer
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Figure 4.18: Streamwise variation of wall shear stress, τw, downstream of the
burner. Thin dotted black horizontal line is drawn to visualize the condition τw = 0.
For legend see Figure 4.14. Note that τw becomes 0 for x ≥ 205 cm (not shown)
because of the slip wall (see Figure 4.1).
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temperature based; T = 400 K
heat release rate based; HRR = 50 kW/m3
wall shear stress based; =w = 0 kg/ms
2
Figure 4.19: Change in plume (temperature based), flame (heat release rate based)
and flow (wall shear stress based) attachment length with U∞. For the cases with
U∞ = 2 and 3 m/s the flow remains attached throughout the computational domain,
hence, these two points are omitted from the flow attachment length curve.
142
to play a significant role because of the transport of hot combustion products from
the flame zone, by the flow, towards the fresh fuel. For the last two cases (U∞ = 2
and 3 m/s), the flame, plume and flow never separate; the end of the flame is
reached once the fuel is consumed and the the end of the plume is reached once
enough mixing with the ambient wind has decreased the temperature to < 400 K.
Again one can expect convective heat transfer to play a significant role in the region
after the flame zone and before the end of the plume zone. Unfortunately, because
of the adiabatic boundary condition used on the wall downstream of the burner,
a heat transfer analysis can not be performed using the present simulations. Heat
transfer will be studied in future work.
One important question, that an instrument like LES appears to be well-suited
to answer, is: how far the attachment length can extend beyond its mean value?
Due to this question, we now analyze the PDFs of the different attachment lengths.
Shown in Figure 4.20 are the PDFs of the flame attachment length for all the cases.
These PDFs are constructed by using heat release rate data from all the (100) cells
along the span from 12 seconds of simulation, saved at every tenth time step. As can
be seen, the PDFs shift to the right with an increase in U∞ indicating an increase in
the mean flame attachment length, which is expected. Additionally the PDFs get
broader due to an increase in wind velocity, which indicates an increase in flame ex-
tension beyond the mean flame attachment length. Figure 4.21 provides normalized
values of the minimum and maximum flame attachment lengths. Normalization in
this figure is done using the attachment length that corresponds to the peak prob-
ability values in Figure 4.20. One can clearly see that the flame attachment length
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U1 = 3:00 [m/s]
U1 = 2:00 [m/s]
U1 = 1:50 [m/s]
U1 = 1:25 [m/s]
U1 = 1:00 [m/s]
U1 = 0:75 [m/s]
Figure 4.20: Probability Density Functions (PDFs) of flame attachment length;
based on the 50 kW/m3 isocontour.
varies significantly in time e.g., by almost 60% in the 1.25 m/s case. One interesting
thing to note in Figure 4.21 is that the normalized minimum and maximum values
are nearly constant; which could of significant value from a practical viewpoint.
Similarly, Figure 4.22 shows PDFs of plume attachment length based on 600 K
isocontours of temperature and Figure 4.23 contains the normalized minimum and
maximum values of the plume attachment length. A higher value of temperature
(i.e., 600 K) is used here instead of 400 K because as seen in Figure 4.19 the plume
attachment length based on 400 K reaches a value close to 400 cm for the 2 and
3 m/s cases; and at such high values of x the grid resolution is quite coarse in
the current setup because of stretching (see top panel in Figure 4.2) which would
not accurately capture plume attachment length changes over time. Similar to the
flame attachment length PDFs, the plume attachment length PDFs also shift to the
144
U1 [m/s]






























Figure 4.21: Maximum and minimum values of the normalized flame attachment
length for all the cases. Normalization is done using the flame attachment length
that has the maximum probability in Figure 4.20.
right with an increase in velocity; the PDFs also become broad with an increase in
velocity. Figure 4.23 shows that the plume attachment length varies significantly
over time e.g., by 80% in the 2 m/s case. Similar to the flame attachment length
variation the plume attachment length also appears to be roughly constant with
velocity, which again could be of significant interest from a practical perspective.
Overall, what is clear from the initial analysis presented in this section, is that
flame dynamics deserves further study.
In the next section we will make detailed comparisons between data from LES
and the integral model.
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U1 = 3:00 [m/s]
U1 = 2:00 [m/s]
U1 = 1:50 [m/s]
U1 = 1:25 [m/s]
U1 = 1:00 [m/s]
U1 = 0:75 [m/s]
Figure 4.22: Probability Density Functions (PDFs) of flame attachment length;
based on the 600 K isocontour.
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Figure 4.23: Maximum and minimum values of the normalized plume attachment
length for all the cases. Normalization is done using the flame attachment length
that has the maximum probability in Figure 4.22.
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4.4.4 Comparison between LES and the integral model
This section shows comparisons between LES and the integral model. First we
compare the flame and plumes shapes seen in LES with those seen in the integral
model (see Figure 4.24). As can be seen the integral model predicts the flame
shapes reasonably well for the cases with U∞ ≤ 1.5 m/s; for the other two cases
the comparison is not as good; in particular a shorter flame is predicted by the
integral model for the cases in the attached flame regime (U∞ ≥ 2 m/s or NC < 1).
This decrease in performance of the integral model in the attached flame regime
is expected because in its current form the integral model does not have a sub-
model that can account for the blockage of entrainment from one side due to the
downstream wall. The plume shapes predicted by the model do not compare well
with the LES plume shapes and are significantly short and wide in most cases; the
model not only struggles in the attached flame regime but also in the detached
flame regime. But it should be noted that in this figure the flame and plume
shapes are determined in different manners in LES and the integral model. As
discussed in one of the previous sections, in LES the flame shape is marked by the
50 kW/m3 isocontour of heat release rate and the plume shape is marked by the
400 K isocontour of temperature. In the integral model, however, the coordinates
of the upper (xu, zu) and lower (xl, zl) ends of both the flame and plume zones are
determined as follows:
(xu, zu) = (xc − b sin(θ), zc + b cos(θ)) (4.10)
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(xl, zl) = (xc + b sin(θ), zc − b cos(θ)) (4.11)
The flame in the integral model is considered to end along the flame/plume centerline
when fuel mass fraction YF goes to 0 or at s(YF =0) and the plume is considered to
end when Tp reaches a value of 400 K or at s(Tp=400). This difference in flame and
plume shape definitions in LES and the integral model is expected to be behind
some of the discrepancies seen in Figure 4.24 (discussed above).
There are two ways to tackle the aforementioned issue of different definitions
in LES and the integral model: one is to consider the use of Gaussian profiles in
the integral model [16, 86]; the other is to process the LES data in a way that is
consistent with the integral model. We chose the second option; the results are
discussed in the following.
First, we determine the flame/plume centerline from the LES data by smooth-
ing the line connecting the points (on several temperature isocontours) that have the
maximum distance from the burner center (x = 2.5, z = 0) cm. See Figure 4.25 for
visualization and additional details on the centerline extraction procedure adopted
in this study.
The centerlines determined using the above procedure are compared with the
centerlines given by the integral model in Figure 4.26. As expected from Figure 4.24
the centerlines for the 0.75, 1 and 1.25 m/s cases (both from LES and the integral
model), first rise slowly and then much more rapidly. In these three cases the
agreement between LES and the integral model is good up to zc ≈ 30 cm but
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Figure 4.24: Comparison of flame and plume shapes, for the different cases, from
LES and those from the integral model developed in this work.
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Figure 4.25: Visualization of the procedure used to extract the flame/plume cen-
terline from LES data. This figure corresponds to the 1 m/s case. The black solid,
dashed and dotted lines correspond to isocontours of 650, 400 and 350 K, respec-
tively. The thin grey solid lines represent the temperature contours between 800
and 400 K, 50 K apart from each other. The black triangles denote the points on
the different temperature isocontours that have the maximum distance from the
burner center (x = 2.5, z = 0) cm. The thick grey solid line shows the flame/plume
centerline which is generated by smoothing the line that results from connecting the
black triangles. The thin grey dashed lines are local normals to the flame/plume
centerline; these lines cover the local width of the 350 K isocontour.
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U1 = 0:75 [m/s]
U1 = 1:00 [m/s]
U1 = 1:25 [m/s]
U1 = 1:50 [m/s]
U1 = 2:00 [m/s]
U1 = 3:00 [m/s]
Figure 4.26: Flame/plume centerline for the different cases. Solid (dashed) lines
correspond to LES (the integral model).
beyond that point the centerlines in LES rise relatively more rapidly. There are
significant discrepancies between the LES and the integral model centerlines for
the 1.5 m/s case. One of the reasons for the large discrepancies in this case is
the lack of wall attachment model in the current version of the integral model.
But another important reason is that the LES temperature isocontours in this case
are not completely smooth (see Figure 4.24) and it appears that the centerline
extraction procedure is not able to select the right point on the contour, which leads
to a significantly different centerline in LES. For the 2 and 3 m/s cases the integral
model fails to predict attachment of the centerline to the wall because of a lack of
a wall attachment sub-model.
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We now compare the angle made by the flame/plume centerlines with the
horizontal plane in Figure 4.27. For the 0.75, 1 and 1.25 m/s cases there is an initial
rapid increase both in LES and the integral model and then there is a plateau. The
final values in LES are higher than the integral model (as expected from Figure 4.26).
But the change in the final value of the angle with cross-wind velocity U∞ in LES
is captured well by the integral model: the angle decreases by ≈ 10 degrees when
U∞ is increased from 0.75 to 1 m/s; it decreases by roughly another 10 degrees
when U∞ is further increased to 1.25 m/s. For the rest of the cases (1.5, 2 and 3
m/s) the integral model disagrees with LES at almost every level for reasons already
discussed above. It is worth mentioning here that the asymptotic value of the angle
given by the integral model can be shown (after some approximations) to satisfy the
following equation (which not surprisingly involves the Byram’s convection number
NC):




Clearly, the above equation suggests that the angle θ is a function of the entrainment
coefficients (α and β), which after some calibration can provide a better match
between the angle seen in LES and the integral model. But we follow Mercer and
Weber [16] and use α = 0.16 and β = 0.5 in order to evaluate/show the performance
of the model without any additional calibration.
In Figure 4.28 we compare the flame/plume width 2b from LES and the integral
model. The model predicts a continuous increase in 2b with a similar rate throughout
the flame/plume zones whereas the rate of increase changes significantly in LES
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U1 = 0:75 [m/s]
U1 = 1:00 [m/s]
U1 = 1:25 [m/s]
U1 = 1:50 [m/s]
U1 = 2:00 [m/s]
U1 = 3:00 [m/s]
Figure 4.27: Angle made by the flame/plume centerline with the horizontal plane,
for the different cases. Solid (dashed) lines correspond to LES (the integral model).
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U1 = 0:75 [m/s]
U1 = 1:00 [m/s]
U1 = 1:25 [m/s]
U1 = 1:50 [m/s]
U1 = 2:00 [m/s]
U1 = 3:00 [m/s]
Figure 4.28: Variation of the flame/plume width with s, for the different cases.
Solid (dashed) lines correspond to LES (the integral model).
curves, initially the rate is much higher than that during the later stages. This
happens because in LES 2b is the local width of a particular (330 K) temperature
isocontour (see Figure 4.25 for some sample isocontours of temperature in the 1 m/s
case), which after a certain point stops changing significantly with s; it even starts
shrinking beyond a certain point. Accordingly, only that region of the LES curves
(in Figure 4.28) should be compared with the model in which the rate of increase
of 2b with s is approximately constant. Overall, the agreement between LES and
the integral model is reasonable for the cases with U∞ ≤ 1.5 m/s but the model
struggles for the 2 and 3 m/s cases and predicts a consistently thicker plume because
of lack of attachment.
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After comparing the variables related to the flame/plume geometry from LES
with those given by the integral model, we now compare the variation of temperature
Tp along the flame/plume centerline in Figure 4.29. From LES Tp is extracted by
spatially averaging, along the flame/plume width, the time- and spanwise-averaged
value of grid-resolved temperature. All the curves have the same general shape:
first a rapid increase then a slower decay. The integral model is able to predict
the decay rate reasonably well for all the cases; albeit the actual values of Tp are
significantly different in the 2 and 3 m/s cases which is probably because of a
significant overprediction in the flame/plume width (see Figure 4.28). The model
significantly underpredicts the peak temperature in all cases; this is expected to be
because of the assumption of a global equivalence ratio (GER) of 0.1 in the integral
model.
In summary, the integral model performs fairly well for cases with U∞ ≤ 1.25
m/s. The performance for the 1.5 m/s is not good mainly because the centerline
extraction procedure is not able to extract the correct flame/plume centerline in
this case. For the 2 and 3 m/s cases the performance is much worse because of a
lack of wall attachment model.
4.5 Concluding remarks
Fine-grained LES are performed to bring fundamental insights into the effects
of cross-wind velocity on the structure of a methane-air, buoyancy-driven, turbulent
line flame (50 kW) stabilized on top of a horizontal floor surface. As the cross-
flow velocity is increased, the flame transitions from a pool-like flame characterized
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U1 = 0:75 [m/s]
U1 = 1:00 [m/s]
U1 = 1:25 [m/s]
U1 = 1:50 [m/s]
U1 = 2:00 [m/s]
U1 = 3:00 [m/s]
Figure 4.29: Variation of the flame/plume temperature Tp with s, for the different
cases. Solid (dashed) lines correspond to LES (the integral model).
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by a tilted vertical shape to a boundary layer flame characterized by a horizontal
shape. The pool-like flame strongly deflects the incoming cross-flow upwards and
features downwind flow separation and two- sided air entrainment into the flame.
In contrast, the boundary layer flame does not significantly deflect the incoming
cross-flow and features downwind flow attachment and one-sided air entrainment
into the flame. The transition between the two regimes happens when the Byram’s
convection number NC ≈ 1. The flame, plume and flow attachment lengths are
found to coincide in the buoyancy-dominated regime. The simulations suggest that
the flame and plume attachment lengths fluctuate significantly in time.
An integral model is also developed that can describe the effects of cross-
wind on the structure of a turbulent, buoyant line fire. The model, after some
approximations, suggests that the plume tilt angle is controlled by NC and the
entrainment coefficients α and β. Detailed comparisons with LES are made which
show that the model is capable of performing fairly well for cases with U∞ ≤ 1.5
m/s (or NC & 1); but is unable to describe the 2 and 3 m/s (or NC . 1) cases due
to the absence of a wall attachment sub-model.
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5: Effects of slope on the structure of a
turbulent line fire
5.1 Introduction
In this chapter we will study the effects of slope, using LES alone, on the
structure of the same turbulent, buoyant, stationary, methane-fueled, line fire that
was studied in the last two chapters. For doing so a few changes are made to the
configuration discussed in the last chapter: first the wind tunnel is removed; second,
the domain is made symmetric around the burner in the x-direction, this is done to
allow simulations with inclination angles close to 0 degrees.
This chapter is organized as follows. The numerical configuration is presented
in the next section. Then the results are presented and discussed. Some concluding
remarks are made in the final section.
5.2 Numerical configuration
The numerical configuration is presented in Figure 5.1. The computational
domain is 605-cm-long in the streamwise x-direction, 50-cm-wide in the spanwise
y-direction and 250-cm-high in the vertical z-direction. The line burner face is
5-cm-long in the x-direction and 50-cm-wide in the y-direction; and the spanwise
center of its leading edge is placed at the origin (x, y, z) = (0, 0, 0). The burner
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is flush-mounted on a 50-cm-wide horizontal solid plate that starts at x = (−300)
cm and ends at x = 305 cm. A 5-mm-long, 50-cm-wide and 5-mm-high trip wire
is placed at x = (−10.5) cm in order to perturb the entrained flow and promote
laminar-to-turbulent transition.
The computational grid is a rectangular Cartesian mesh. Grid spacing in the
streamwise x-direction is uniform and is equal to 5 mm for (−50) ≤ x ≤ 55 cm;
beyond x = (−50) and x = 55 cm the x-grid is stretched with a stretch factor equal
to 1.06 (see top panel in Figure 5.2). Grid spacing in the spanwise y-direction is
uniform and is equal to 5 mm. This streamwise (spanwise) resolution corresponds
to 10 (100) grid cells across the burner length (width). Grid spacing in the vertical
z-direction is non-uniform: the z-grid spacing is 1.2 mm at z = 0 (i.e, the first cell
center is 0.6 mm above the south boundary of the computational domain) and is
20 mm at z = 50 cm with a stretching factor of 1.04. For z ≥ 50 cm, the z-grid is
stretched with a stretch factor equal to 1.06 (see bottom panel in Figure 5.2). Note
that with the present resolution, the trip wire is under-resolved and is described
with 1 (4) grid cell(s) in the x- (z-) direction. The total number of cells is 3.43
million.
The methane mass flow rate is prescribed at the burner boundary. Similar
to the simulations in Chapters 3 and 4, both convective and diffusive mass fluxes
are taken into account at the burner boundary [42]. The horizontal solid plate and
the trip wire are both treated as no-slip adiabatic solid walls. The side boundaries
at y = (−25) and 25 cm correspond to periodic conditions. Other boundaries are



















Figure 5.1: Numerical configuration used for studying the effects of slope on a
turbulent line fire. Top panel presents a perspective view and bottom panel presents
the side view. The Cartesian and normal-tangential coordinate systems are shown
in the bottom panel; both of them are used in the following. As shown in the
bottom panel, inclination angle (θ) in the present study is measured with respect to































Figure 5.2: Horizontal variation of ∆x (top) and vertical variation of ∆z (bottom)
for the case with θ = 0 degrees.
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The slopes for different cases are created by rotating the computational domain
in the counter-clockwise direction, around the origin in the x-z plane.
All simulations are performed for a duration of 30 s. Turbulent statistics
are collected for the final 15 s of each simulation, after the flow and flame become
statistically stationary and long enough for the statistics to be converged (to improve
convergence, statistics are computed using both temporal- and spanwise-averaging).
The time step is controlled by a classical Courant-Friedrichs-Lewy (CFL) condition
and is approximately equal to 0.35 ms. Each simulation is run using 200 processors
on a large-scale Linux cluster with a typical simulation requiring 40,000 CPU-hours.
5.3 Results and discussion
5.3.1 Instantaneous flame, plume and flow structure
Similar to the horizontal configuration with wind (discussed in the previous
chapter), we first study the instantaneous flame, plume and flow structure seen in
our simulations with θ = 0, 8, 16, 24 and 32 degrees. Figures 5.3 to 5.7 present
the flame, plume and flow structure in terms of volume rendering of heat release
rate per unit volume, volume rendering of temperature and isocontour of Q-criterion
colored with grid-resolved streamwise velocity u, for the five cases at t = 30 s. Four
different views are provided in these figures. Note that these figures are created in
the normal-tangential coordinate system.
The two regimes discussed in the literature and in Chapter 1 (detached and
attached) can be clearly seen in Figures 5.3 to 5.7, specifically see panel b which
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shows the side-view: cases with 0 and 8 degrees inclination belong to the former
regime; the case with 32 degrees inclination belongs to the latter regime; the rest of
the two cases (with 16 and 24 degrees inclination) are in the intermediate regime.
So the transition, in terms of inclination angle, is gradual in the present simulations.
Note that most of the literature [36,37] suggests that the transition from one flame
regime to the other happens around an inclination of 25 degrees; so the present
simulations are consistent with the literature in this regard.
None of the five cases show any signs of puffing like the low velocity (or high
NC) cases in the last chapter and in the literature [18]. Also none of these cases
show the two regions (one with the flame restricted to a relatively thin layer close
to the wall and the other where the flame is almost normal to the bottom surface)
seen in the low velocity cases in the last chapter.
As the flame transitions from the detached state to the attached state the
maximum temperature encountered in the simulation rises (which is indicated by an
increase in the semi-transparent white color in the temperature volume rendering
presented in Figures 5.3 to 5.7). So, with an increase in inclination angle, flame
spread is increased not only because of a smaller distance between the flame and
the unburnt fuel but also because the flame is at a relatively higher temperature.
In all cases the flame transitions fairly rapidly (or within a short distance from
the burner) from a laminar to a turbulent state. For the cases with the inclination
of 16, 24 and 32 degrees, the Q criterion isocontours (see e.g., bottom plot in panel
a in Figures 5.3 to 5.7) suggest that the perturbation wire plays an important role
in the transition.
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The flame structure in the intermediate regime (inclination of 16 and 24 de-
grees) in this configuration is significantly different from the flame structure in the
intermediate regime in the cross-wind cases discussed in the previous chapter. For
instance for the 16 degrees case the volume rendering of temperature in Figure 5.5
shows a few big randomly distributed structures, whereas the volume rendering of
temperature in Figure 4.6 (for the 1.25 m/s case discussed in the last chapter) shows
the presence of streaks close to the burner that increase in size with downstream
distance. How exactly would the spread rate be affected by these differences in
instantaneous structure is unclear and will be considered in future work.
In the next section we will consider the mean flame, plume and flow structure.
5.3.2 Mean flame, plume and flow structure
We first consider the mean flame shape for all five inclination angles, both in
the Cartesian and normal-tangential coordinate systems (Figure 5.8). The mean
flame shape in this figure is marked by the 50 kW/m3 isocontours of time- and
spanwise-averaged volumetric heat release rate. Overall, as θ increases from 0 to
32 degrees, the flame transitions from a detached to an attached flame; with the
most significant change happening between θ = 16 and 32 degrees. Furthermore,
an increase in the inclination angle from 0 to 16 degrees does not have a significant
effect on the flame shape in the Cartesian coordinate system.
We then consider the mean plume shape for the five cases in the normal-
tangential coordinate system (Figure 5.9). The mean plume shape in this figure






Figure 5.3: Instantaneous flame, plume and flow structure for the θ = 0 degrees
case at t = 30 s, in the normal-tangential coordinate system. See Figure 4.4 caption





Figure 5.4: Instantaneous flame, plume and flow structure for the θ = 8 degrees
case at t = 30 s, in the normal-tangential coordinate system. See Figure 4.4 caption





Figure 5.5: Instantaneous flame, plume and flow structure for the θ = 16 degrees
case at t = 30 s, in the normal-tangential coordinate system. See Figure 4.4 caption





Figure 5.6: Instantaneous flame, plume and flow structure for the θ = 24 degrees
case at t = 30 s, in the normal-tangential coordinate system. See Figure 4.4 caption





Figure 5.7: Instantaneous flame, plume and flow structure for the θ = 32 degrees
case at t = 30 s, in the normal-tangential coordinate system. See Figure 4.4 caption
for additional details. 169
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Figure 5.8: Mean flame shape visualized using a particular isoline of the mean heat
release rate per unit volume (50 kW/m3). Top (bottom) figure shows the flames
in the Cartesian (normal-tangential) coordinate system. Thin grey lines in the top
figure represent the inclined bottom plate.
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Figure 5.9: Mean plume shape visualized using a particular isoline of the mean
temperature (400 K). Note that the present computational domain is not large
enough to accommodate the entire plume in the 32 degrees case.
Overall, the response of the plume to an increase in θ is similar to that of the
flame: as θ increases from 0 to 32 degrees, the plume transitions from a detached
to an attached plume; with most of the change taking place between θ = 16 and 32
degrees.
Figure 5.10 adopts a quantitative perspective and shows the variations of flame
and plume height, length and tilt angle with inclination angle. The definitions are
consistent with Figure 1.4. Note that the data is analyzed in the normal-tangential
coordinate system here. Also note that the computational domain is unable to
accommodate the entire plume in the 32 degrees case, so this data point is omitted
from the plume based curves in Figure 5.10. As can be seen the flame height remains
almost constant and ≈60 cm up to an inclination of 16 degrees, then it rapidly
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decreases and goes down to a value of ≈10 cm for an inclination of 32 degrees.
The plume height behaves in the same manner except it changes relatively more
(from ≈ 170 to ≈ 130 cm) when the inclination is changed from 0 to 16 degrees.
Interestingly, the flame length is nearly constant for all inclination angles and is
≈60 cm. The plume length on the other hand decreases with inclination angle, first
relatively slowly from ≈ 170 to ≈ 130 cm when the inclination angle is changed
from 0 to 16 degrees; then much more rapidly from ≈ 130 to ≈ 60 cm when the
inclination is further increased from 16 to 24 degrees. Both the flame and plume
tilt angles remain almost constant and ≈ 80 degrees when the inclination angle
is increased from 0 to 16 degrees; then both these angles decrease rapidly with a
further increase in the inclination angle.
Now we consider the spatial variations of time- and spanwise-averaged velocity
vector (ut, un) for all the cases (Figure 5.11), with ut (un) representing the velocity
tangent (normal) to the surface. In the cases with θ ≤ 16 degrees, the entrainment
is two-sided, similar to pool fires, because of the flame and plume being mostly
in a detached state. On the other hand, in the cases with θ ≥ 24 degrees the
entrainment is one-sided due the flame and plume being mostly attached to the
downstream surface. The tangential velocity, close to the bottom surface, in the
region downstream of the flame changes drastically (from a small negative value to
a fairly high positive value) when θ is increased from 16 to 32 degrees (see e.g.,
Figure 5.12). This sudden change in the flow state would lead to a drastic change
in the fire spread rate (if there is fresh fuel downstream of the fire). This sudden
increase in the spread rate of the fire has been observed in many accidents over the
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Figure 5.10: Flame and plume height, length and tilt angle based on the defini-
tions presented in Figure 1.4; using the contours presented in Figures 5.8 and 5.9,
respectively. Note that the current computational domain can not accommodate
the entire plume for the 32 degrees case; thus this data point is omitted from the
plume related curves in the figures above.
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past several decades [31,32,34].
5.3.3 Attachment length
This section discusses the attachment length. Figure 5.13 provides the three
attachment lengths discussed earlier in Section 4.4.3. They are defined slightly
differently for the present configuration:
• Plume attachment length is defined as the tangential-distance downstream of
the burner at which the 400 K temperature isoline intersects the bottom sur-
face, see Figure 5.9 (see also Figure 5.14, which provides tangential variation of
the time- and spanwise-averaged wall temperature downstream of the burner).
• Flame attachment length is defined as the tangential-distance downstream of
the burner at which the 50 kW/m3 heat release rate isoline intersects the
bottom surface, see bottom panel in Figure 5.8.
• Flow attachment length is defined as the tangential-distance downstream of
the burner at which the wall shear stress τw changes sign or becomes 0 for the
first time, see Figure 5.15.
For θ ≤ 8 degrees all three attachment lengths are quite similar, which is
expected based on Figure 5.11. In this regime one should expect radiative heat
transfer to dominate downstream of the flame zone. For the 16 degrees inclination
case the flow attachment length is significantly larger than the flame and plume
attachment lengths, which at first sight seems inconsistent with Figure 5.11. But
these two figures can be consistent if there is a thin and elongated recirculation
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Figure 5.11: Spatial variations of the time- and spanwise-averaged flow velocity
vector (ut, un): θ = 0, 8, 16, 24 and 32 degrees (top to bottom). Here ut (un)
represents the velocity tangential (normal) to the bottom surface. Red (blue) lines
are isolines of the mean heat release rate per unit volume (temperature), 50 kW/m3
(400 K), and are used for marking the flame (plume) region.
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Figure 5.12: Wall normal variation of time- and spanwise-averaged tangential ve-
locity, ut, at a tangential distance of 130 cm downstream of the burner leading edge.
For legend see Figure 5.9.
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bubble that is not visible in Figure 5.11. Nevertheless, Figure 5.11 suggests that in
the 16 degrees cases as well radiative heat transfer is expected to dominate down-
stream of the flame zone. In the case with θ = 24 the flame is mostly attached but
the plume and flow separate some distance downstream of the flame, accordingly,
this case is similar to the 1.5 m/s case discussed in the previous chapter. For the
case with θ = 32 degrees; the flame, plume and flow never separate, so this case is
similar in terms of attachment lengths to the U∞ = 2 and 3 m/s cases discussed in
the previous chapter.
We now analyze the PDFs of the flame attachment length (Figure 5.16). Sim-
ilar to the PDFs reported in the last chapter, these PDFs are also constructed by
using heat release rate data from all the (100) cells along the span from 12 seconds
of simulation, saved at every tenth time step. As expected the PDFs for the 0 and
8 degree cases remain close to downstream burner edge which is at a tangential
distance of 5 cm. As the angle is increased the PDFs move to the right and become
broader indicating that the flame attachment length increases with inclination an-
gle and varies more in time. Interestingly the PDFs for the 16 and 24 degree cases
almost overlap each other at a tangential distance of ≈ 30 cm, which seems incon-
sistent with Figure 5.13 but it should be noted that a smaller amount of data has
been used to generate the PDFs; in addition for the PDFs the attachment length is
defined as the maximum tangential distance at which a value of 50 kW/m3 for the
volumetric heat release rate is seen. Accordingly, if there are frequent flame bursts
in a case then the PDFs will shift towards the right and will not be consistent with
the mean value of the attachment length. Figure 5.17 provides normalized values of
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temperature based; T = 400 K
heat release rate based; HRR = 50 kW/m3
wall shear stress based; =w = 0 kg/ms
2
Figure 5.13: Change in plume (temperature based), flame (heat release rate based)
and flow (wall shear stress based) attachment length with the inclination angle (θ).
For the θ = 32 degrees case the flow remains attached throughout the computational
domain, hence, this point is omitted from the flow attachment length curve. Also,
the computational domain is not large enough to accommodate the entire plume in
this case, thus, this point is also not included in the plume attachment length curve.
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Figure 5.14: Tangential variation of the time- and spanwise-averaged wall temper-
ature, downstream of the burner. Thin dotted black horizontal line is drawn to
visualize the condition T = 400 K.
tangential distance [cm]













Figure 5.15: Tangential variation of mean wall shear stress, τw, downstream of the
burner leading edge. Thin dotted black horizontal line is drawn to visualize the
condition τw = 0. For legend see Figure 5.14.
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the minimum and maximum flame attachment lengths. Normalization in this figure
is done using the attachment length that corresponds to the peak probability values
in Figure 5.16. The 0 and 8 degree cases in this figure can be ignored because in
these cases the flame is not attached and the attachment length looses meaning. The
rest of the cases support the analysis in the previous chapter; and suggest that the
minimum and maximum values of the normalized attachment length are indepen-
dent of the inclination angle. Furthermore, Figure 5.16 shows that the attachment
length varies significantly in time e.g., by almost 90% in the 24 degrees case.
5.4 Concluding remarks
Fine-grained LES are performed to bring fundamental insight into the effects
of slope on the structure of a methane-air, buoyancy-driven, turbulent line flame
(50 kW) stabilized on top of a flat surface. As the slope is increased, the flame
and plume transition from a pool state to a boundary layer state, with most of the
change happening between slopes of 16 and 32 degrees. The pool flame and plume
feature two-sided air entrainment into the flame and plume zones. In contrast, the
boundary layer flame and plume feature downwind flow attachment and one-sided
air entrainment into the flame and plume zones. The tangential velocity upslope
of the flame zone is found to change dramatically, from a relatively small negative
value (≈ −0.3 m/s) to a relatively large positive value (≈ 2.5 m/s), when the
slope is changed from 16 to 32 degrees. The flame attachment length is found to
fluctuate significantly in time and when it is normalized with the value that has the
maximum probability, its minimum and maximum value is found to be independent
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Figure 5.16: Probability Density Functions (PDFs) of flame attachment length;
based on the 50 kW/m3 isocontour. The bottom figure is identical to the top figure
but focuses on the lower probability values.
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Figure 5.17: Maximum and minimum values of the normalized flame attachment
length for all the cases. Normalization is done using the flame attachment length
that has the maximum probability in Figure 5.16.
of the inclination angle, for the cases that feature some amount of flame attachment
(or have inclination ≥ 16 degrees).
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6: Summary and future work
Wind and slope have a leading-order impact on wildland fire spread rate,
because, among other things, they tilt the flame and plume towards the unburnt
fuel, which significantly increases the convective heat transfer and hence the spread
rate. This study was primarily aimed at enhancing our fundamental understanding
of the effects of wind and slope on the structure of turbulent, buoyant line fires.
6.1 Summary
In Chapter 2 the focus was on increasing our understanding of the numeri-
cal framework (the OpenFOAM CFD library, on which FireFOAM is based). In
particular we aimed at a better description and assessment of some of the most
popular convection and time integration schemes. Key findings from this effort are
as follows:
• The linearUpwind scheme was found to correspond to the FROMM scheme
instead of the Second Order Upwind (SOU) scheme, as has been incorrectly
alluded to in the OpenFOAM documentation [58].
• The implementation of the Gamma scheme was found to be bugged; the imple-
mented version does not satisfy the Convection Boundedness Criterion (CBC)
• The description of the limitedLinear scheme on the NVD diagram was found
to be incorrect in the OpenFOAM documentation [58].
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• By comparing with the Gamma scheme on the NVD diagram [63] it was
found that the factor k for the limitedLinear scheme should not be set to
values smaller than 0.2, because doing so is expected to induce the so-called
“switching” instability [59]. In addition, for the same value of k the limitedLin-
ear scheme is expected to be more accurate and less stable than the Gamma
scheme because of a faster switch from the upwind to the linear (central dif-
ference) scheme.
• The filteredLinear2 scheme was found to have a larger computational molecule
or stencil than most of the other schemes in OpenFOAM and could not be
described on the NVD diagram.
• The limitedLinear and the dbGamma schemes with k = 0.2 were found to have
the best performance in terms of accuracy and boundedness in a representative
test case. Here dbGamma represents the debugged version of the Gamma
scheme.
• For the time integration schemes the CrankNicolson scheme with the factor
ψ close to 1 had the best performance in a representative test case. The
OpenFOAM’s CrankNicolson scheme is a blend between backward Euler and
the Crank-Nicolson schemes; with ψ = 1 (0) giving the pure Crank-Nicolson
(backward Euler) scheme.
In Chapter 3 the primary goal was to perform a higher order validation of the numer-
ical methodology (well-resolved LES) by simulating a co-flow stabilized, turbulent,
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buoyant, methane-fueled, stationary, line fire in the absence of cross-wind and slope.
The main findings of this effort are as follows:
• The spatial profiles of mean and rms temperature compare favorably with the
measured profiles.
• The integral time scales along the burner centerline from the simulations com-
pared well with those extracted from the experimental data. The values of the
integral time scales were found not to change significantly with elevation and
were ≈30 ms in the flame zone.
• The temperature Probability Density Functions (PDFs) from the simulation
were found to compare well with the measured PDFs above the mean flame
height; even the comparisons within the flame zone were found to be rea-
sonable. Both experimental and simulated PDFs are broad and bi-modal at
low elevations in the flame region, indicating intermittent occurrence of rela-
tively cold gas due to ambient air entrainment and hot gas due to combustion;
whereas the PDFs are narrow and mono-modal at high elevations in the plume
region.
After the fairly successful higher order validation in Chapter 3, Chapter 4 focused
on the effects of cross-wind on the same line fire that was used in Chapter 3 (but
without co-flow). In addition to exploiting well- and wall-resolved LES, an integral
model, capable of describing the effects of cross-wind on the structure of a turbulent,
buoyant, line fire, was also developed in this chapter. Key results in Chapter 4 are
as follows:
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• The two flame regimes described in the literature (buoyancy-dominated and
wind-dominated) were seen in the LES simulations and the transition was
found to occur for a value of Byram’s convection number NC ≈ 1.
• The simulations suggest that the attachment length fluctuates significantly in
time. Furthermore, the minimum and maximum attachment length values,
when normalized with the attachment length with the highest probability,
were found to be approximately independent of the cross-wind velocity.
• The integral model after some simplifications suggests that the tilt angle θ
satisfies the following relation: (tan(θ))2(αtan(θ) + β) = NC/4. This provides
additional theoretical support to the Byram’s convection number NC .
• The integral model was found to compare reasonably well to LES, in terms
of flame and plume shapes, for the cases with U∞ ≤ 1.5 m/s (or NC ≥ 1.3).
For the other two cases with U∞ ≥ 2 m/s, there are significant discrepancies
between the model and LES, mainly because of a lack of wall blockage sub-
model.
Chapter 5 considered the effects of slope on the same turbulent, buoyant, stationary,
line fire that was considered in Chapter 4. The summary of this chapter is as follows:
• The two flame regimes discussed in the literature (detached and attached)
were captured in the LES simulations and the transition was found to occur
between θ = 16 and 32 degrees.
• The velocity tangent to the bottom surface, in the region upslope of the flame,
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is found to change from a relatively small negative value (≈ −0.3 m/s) to
a relatively large positive value (≈ 2.5 m/s) when the inclination angle is
changed from 16 to 32 degrees.
• The simulations show that the attachment length fluctuates significantly in
time. Further, the minimum and maximum attachment length values, when
normalized with the attachment length with the highest probability, are found
to be approximately independent of the inclination angle; for the cases with a
significant portion of the flame attached to the downstream wall (with θ ≥ 16
degrees).
6.2 Future work
Some recommendations for future work are as follows:
• Effects of gradient limiters on the performance of the linearUpwind and LUST
schemes could be checked; maybe these two schemes will outperform the rest
of the schemes with an appropriate limiter.
• Effects of various parameters (fire heat release rate, burner length in the x-
direction etc.) on the attachment length PDFs could be studied because of
the importance of the attachment length to the wildland fire spread problem.
• A wall attachment sub-model could be developed and incorporated inside the
integral model presented in Chapter 4. This would enable the integral model
to predict flame and plume attachment lengths for different conditions.
• The integral model could be enhanced to handle the effects of slope as well.
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Appendix A: Assessment of the vertical grid resolution at
the wall for the wind-driven cases
This appendix presents an assessment of the vertical grid resolution at the
wall, ∆zw, chosen in Chapter 4. Because of the grid sensitivity study performed
in Chapter 3 (for the no wind scenario) one can expect the grid resolution of 5
mm chosen in Chapter 4 (for the wind-driven cases) to be sufficient in the x and y
directions; but it is unclear if ∆zw = 0.6 mm, chosen in Chapter 4, is enough or not
for wall-resolved LES (or for capturing the velocity gradients at the bottom wall,
downwind of the burner). This issue is addressed in Figure A.1, which shows that
∆zw = 0.6 mm corresponds to a ∆z
+
w of . 1 throughout most of the flame zone
for all the wind-driven cases; indicating that a ∆zw = 0.6 mm is quite sufficient for
wall-resolved LES. Note that in the cases presented in Chapter 4, the gradients of
temperature at the wall do not need to be considered because of the application of
the zero gradient (or adiabatic) boundary condition (Figure 4.1).
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Figure A.1: Variation of ∆z+w with x. For legend see Figure 4.13; the thick portion
of the lines represents data inside the flame zone. Note that ∆z+w in this figure is
based on the cell center height and not the cell height (see the nomenclature for
the definition of ∆zw). In addition magnitude of τw, |τw|, is used for calculating
uτ =
√
|τw|/ρw because of the presence of reversed flow in some of the cases. It is
also worth noting that for x > 205 cm ∆z+w = 0 because of the application of the
slip boundary condition at the bottom wall (see Figure 4.1).
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[78] J. White, E. Link, A. Trouvé, P. Sunderland, and A. Marshall. A general
calorimetry framework for measurement of combustion efficiency in a sup-
pressed turbulent line fire. Fire Safety Journal, 92:164–176, 2017.
[79] L. Yuan and G. Cox. An experimental study of some line fires. Fire Safety
Journal, 27(2):123–139, 1996.
[80] P. O’neill, D. Nicolaides, D. Honnery, and J. Soria. Autocorrelation functions
and the determination of integral length with reference to experimental and nu-
merical data. In 15th Australasian Fluid Mechanics Conference. The University
of Sydney, 2004.
[81] S. Verma. Understanding flame structure in wildfires using large eddy simula-
tions. Master’s thesis, University of Maryland, College Park, 2014.
[82] V. Le, A. Marchand, S. Verma, J. White, A. Marshall, T. Rogaume, F. Richard,
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