Abstract. Sequential zone picking systems are popular conveyor-based picker-to-parts order picking systems that divide the order picking area in work zones. When designing a zone picking system, it is important to know whether the throughput capability of the system can meet customer demand. However, the performance and maximum throughput capability of a zone picking system is largely determined by congestion and blocking that occur at the various conveyor merges in the system. In this paper we develop an analytical model to study the impact of conveyor merges in sequential zone picking systems. Because of finite buffers, blocking, recirculation, and merging, the resulting queueing model does not have a product-form stationary queue-length distribution which makes exact analysis practically infeasible. Therefore, we develop an approximate solution by using an aggregation technique and matrix-geometric methods to study the throughput capability of the system. The model is suitable to support rapid design of complex zone picking systems, in terms of number and length of zones, input and output buffer capacities, and storage allocation of products to zones to meet prespecified performance targets. Comparison of the approximation results to simulation show that for a wide range of parameters the mean relative error in the system throughput is typically less than 5%. The model accurately predicts the loss in throughput due to congestion and blocking at the merges, and can be used to allocate input and output buffer spaces to maximize the throughput capability of the system.
Introduction
Conveyor systems are a critical component of many order picking and sorting systems responsible for moving products from one location to another. One of the most important functions of conveyor systems is to consolidate multiple flows of products into one single flow (a merge operation). These merges are often potential points of congestion that can lead to blocking and increased order throughput times. Obviously, the performance of the merges strongly influences the overall system performance. In sequential zone picking, a very popular order picking method in practice, conveyor merges frequently occur and must be considered when determining the maximum throughput capability of the system. When a zone picking system is under heavy load, congestion and blocking can occur at the conveyor merges due to limited free space on the conveyor. This congestion leads to reduced throughput and causes unpredictable throughput times. Previous studies have reported that the throughput can drop considerably (see Dallery and Gershwin 1992 for an overview on production lines). As a direct consequence, orders cannot be shipped on time, which leads to delayed customer deliveries and revenue loss. However, estimating the throughput of a zone picking system, or any conveyor system with one or multiple merges, is very complicated due to congestion at the merges and proliferation of congestion over the merges. This holds even stronger in the presence of job variability, variability of the performance of components, and human operators.
This paper attempts to quantify the impact of merge operations on the throughput of zone picking systems to determine their maximum throughput capability. The system is therefore modeled as a closed queueing network that describes the conveyor, the pick zones, and the merge locations. Because of finite buffers, blocking, recirculation, and merging, the resulting queueing model does not have a product-form stationary queuelength distribution; this makes exact analysis practically infeasible. Therefore, we develop a new performance approximation model to study conveyor merges using an aggregation technique (Chandy, Herzog, and Woo 1975) and matrix-geometric methods (Latouche and Ramaswami 1999) . We show that the approximation model, which includes priority nodes and blocking, produces very accurate estimates of the maximum throughput capability of a zone picking system with
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Transportation Science, 2018 , vol. 52, no. 6, pp. 1428 -1443 , © 2018 1429 merge operations when compared with simulation. The model is, in particular, well suited to evaluate many design alternatives in terms of number of zones, zone input and output buffer lengths, and maximum number of totes in the systems. Our results show that throughput drops dramatically when congestion and blocking at the merges increase, and that if the number of totes in the system increases, it becomes more beneficial to increase the size of the output buffer rather than the input buffer of the zones. Finally, our methods to study conveyor merges in zone picking systems can also be applied to other internal logistic systems such as automated baggage handling, sorting systems, vehiclebased automated guided vehicle (AGV) systems, and production lines with conveyors.
The organization of this paper is as follows. In Section 2, we discuss zone picking systems. An overview of existing models for zone picking and conveyor systems with recirculating loops and merge operations is given in Section 3. The queueing model is presented in Section 4. In Section 5 we explain our approximation method; we verify its performance in Section 6 via computational experiments for a range of parameters. In Section 7, we conclude and suggest some extensions of the model.
Zone Picking Systems
Zone picking is a picker-to-parts order picking method that divides the order picking area in work zones, each operated by one or multiple order pickers, each responsible for picking products only from her zone (Petersen 2002; Gu, Goetschalckx, and McGinnis 2010) . The major advantages of zone picking systems are the high-throughput ability, scalability, and flexibility in handling various order volumes and product Gaast et al. 2012) . These systems are often applied in e-commerce warehouses handling customer orders with a large number of order lines and with many different products kept in stock (Park 2012) .
Zone picking systems can be categorized in parallel or sequential zone picking (De Koster, Le-Duc, and Roodbergen 2007) . In a parallel zone picking system, multiple pickers in multiple zones can simultaneously work on one order (or a batch of orders). The picked products are sent downstream to a designated consolidation area where they are combined into orders. In sequential zone picking (also called pick-and-pass systems), an order is assigned to an order tote or order carton that travels on the conveyor and is sequentially passed to the next zone where order lines that must be added to the order may (or may not) be stored. The advantage of sequential zone picking is that order integrity is maintained and no sorting and product consolidation is required (Petersen 2000) . These advantages make sequential zone picking systems highly popular in practice, especially in e-commerce warehouses. In this paper, we only consider sequential zone picking (hereafter zone picking). Figure 1 is a schematic representation of a zone picking system, where the picking area is divided into two zones. These zones are connected by conveyors enabling automatic transportation of customer orders through the system. A customer order is released into the system at the system entrance as an order tote, which contains a list of products to be picked and their locations within the picking area. After release, the tote travels on the main conveyor to the required zones, i.e., where a product that must still be picked for the tote's order is stored. When an order reaches a zone Transportation Science, 2018 , vol. 52, no. 6, pp. 1428 -1443 , © 2018 it must visit, it is automatically diverted from the conveyor into the input buffer of the zone. Eventually, the order picker starts picking the required products that are stored within the zone. After all picks are completed, the order picker places the tote in the output buffer where the tote waits until there is enough space on the main conveyor so that it can travel to the next zone. Orders that do not require products from the zone remain on the conveyor and are transported to the next zone in line. When the tote has visited all of the required zones, it leaves the system at the exit and, if available, a new order tote is immediately released into the system.
There are many different configurations of zone picking systems. These variants include, e.g., workstation type, pick-face design, buffer lengths, storage system layout, and conveyor configuration. The conveyor configuration is of especially great importance, since it affects how and when totes arrive at the zones. In most zone picking systems, a tote can skip a zone if it does not need to pick up any order lines from the zone. Also, combined with a closed-loop conveyor, totes can skip a zone if the zone's input buffer is fully occupied. The tote can then return to this zone after visiting other zones or after recirculating on the conveyor (a weight check at the end of the conveyor ensures that the tote does not leave the system before visiting all of the required zones). The advantage of this dynamic blockand-recirculate protocol is that it prevents congestion on the main conveyor and balances workload across the various zones. For a detailed analysis of this protocol in zone picking, see Van der Gaast et al. (2012) .
The throughput is the key performance indicator in zone picking systems. Throughput, measured as the number of completed orders or order lines per period of time, is used to judge whether the order picking system is capable of meeting a certain customer demand. It is also used to determine the cut-off time so that orders are guaranteed to be shipped during the next delivery cycle. E-commerce warehouse companies must especially address very strict delivery lead times since the customers demand fast delivery, often within 24 hours.
The maximum throughput capability of a zone picking system is largely determined by the performance of the merges. After entering the system and after each zone, totes merge on the main conveyor to move to their next location. At a merge location, totes that are already on the main conveyor have absolute priority (the main conveyor moves continuously without possibilities for accumulation). Therefore, to allow a tote to leave the output buffer, its predecessors from the same buffer should have left, and a sufficiently large space on the main conveyor must be available to prevent collisions. Under low use, the time required for a sufficiently large space on the conveyor to show up is negligible. However, many systems are highly used during peak hours, e.g., in e-commerce environments. In such a case, this space can become scarce leading to long merge times and a loss in overall system performance. In addition, the output buffer can become full and cause the order picker or the entrance station to stop work on the next tote in line. The order picker or entrance station can resume its work only if there is at least one empty place in the output buffer. Finally, some zone picking systems do not have an output buffer; in these cases, the order picker or entrance station must always wait until the processed tote has entered the main conveyor before starting to work on the next tote in line.
Literature Review
Zone picking systems can be analyzed by simulation models and by testing various scenarios. Although simulation allows for very accurate modeling, it is time consuming to build and evaluate each scenario or layout design, especially when the system is highly used and blocking frequently occurs. Also, the accuracy of the simulation strongly depends on the quality of the calibration data (Osorio and Bierlaire 2009) . Petersen (2002) performed a simulation study to investigate the shape of the zone and showed that the size or storage capacity of a zone, the number of items on the pick list, and the storage policy have a significant effect on average walking distances.
Another approach to analyze zone picking systems are stochastic models. Stochastic models facilitate study of the random fluctuations that occur in zone picking systems, e.g., at peak periods during the day since at those times more customer orders are being received and the cut-off delivery time is approaching, or because of the human factors in the picking process. Stochastic models are, in general, much faster, more flexible, and less data expensive in estimating the performance of a zone picking system. They can be used as evaluation tools in the initial design phase to help designers quickly evaluate many design alternatives and to narrow the available design space (Gu, Goetschalckx, and McGinnis 2010) . They can also be used to optimize the system in later design (or control) phases in terms of order release rules and workload allocation.
The analysis of conveyor systems has received much attention. Initially deterministic conveyor models were developed to study feasibility conditions, such as loading/unloading rates and conveyor lengths (Kwo 1958; Muth 1977; Bastani and Elsayed 1986; Bastani 1988) . However, these models fail to capture the effects that random fluctuations in the input and/or output can have on the design and performance of a conveyor system. Therefore, stochastic models for conveyor systems were introduced by, e.g., Disney (1962) , and a Finite capacity merges (this paper)
• Approximative aggregation technique, since exact analysis of the jump-over model is not possible anymore
• Can be used to estimate the maximum throughput capability of the system conveyor system as a multichannel queueing system with ordered entry (Sonderman 1982 Koster (1994) modeled a zone picking system without recirculation as a Jackson queueing network, which allows for fast early-stage estimation of design alternatives in terms of order throughput times and average work-in-process. Malmborg (1996) and Jane (2000) developed models for product allocation to study the trade-offs in space requirements and retrieval costs with dedicated and randomized storage in a zone picking system and workload balancing between zones. Jewkes, Lee, and Vickson (2004) and Eisenstein (2008) extended this by considering the location of the picker home base to minimize the expected order cycle time. Yu and De Koster (2008) analyzed zone picking systems without recirculation and presented an approximation method based on a G/G/m queueing network. Melacini, Perotti, and Tumino (2010) modeled a zone picking system as a network of queues. To estimate performance statistics, such as the use, throughput rate of a zone, and the mean and standard deviation of the throughput time of the totes, they used Whitt's queueing network analyzer (Whitt 1982) . Van der Gaast et al. (2012) studied a single/multisegment zone picking system with the block-and-recirculation protocol. They showed that the system can be very accurately approximated by a related product-form queueing network with the jump-over protocol. A limitation of this work is that the conveyor merges are not modeled, which only facilitates the study of the moderate loaded zone picking system. This is because if the number of totes in this model is increased, the system throughput would stabilize as the main conveyor would act as a buffer for the additional totes in the system. Here we use this framework to analyze zone picking systems with a block-and-recirculate protocol and extend it by a new approximation analysis that facilitates the study of finite capacity conveyor merges and consequently determines the maximum throughput capability of the system.
To summarize, in Figure 2 we explain the differences between our current paper and the previous research. To our knowledge, previous research does not facilitate determination of the maximum throughput capability of a zone picking system. In Section 4, we present a model that can be used for this analysis. Figure 3 shows the model for zone picking systems with merges for the case of two zones. Van der Gaast et al. (2012) studied a similar model, but they did not model the merges. The zone picking system is modeled as a closed queueing network with one entrance/ exit, W zones, W + 1 merges, and W + 1 nodes that describe the conveyor between a merge location and a zone or the entrance/exit. The nodes are labeled as follows: The system entrance/exit is denoted as e; {z 1 , . . . , z W } denotes the set of zones; {m 1 , . . . , m W+1 } denotes the set of merges; and {c 1 , . . . , c W+1 } is the set of conveyors in the network. Finally, set {e} ∪ ∪ ∪ is the union of all of the nodes in the network. The following assumptions are adopted for the network:
Queueing Model for Zone Picking Systems
• There is an infinite supply of totes at the entrance of the system. This means that a leaving tote can always Transportation Science, 2018 , vol. 52, no. 6, pp. 1428 -1443 be immediately replaced by a new tote. Each tote has a class r ⊆ , e.g., r {z 2 , z 3 } means that the tote has to visit the second and third zone.
• The total number of totes in the system is constant, N. As long as the total number of totes in the zones, merges, and conveyor nodes is less than N, new totes are released one by one at an exponential rate µ e at the system entrance which is the rate at which a tote is prepared to enter the system (unfolding, adding labels and packing list, etc.). This is a valid assumption for zone picking system design, which aims to study the throughput capacity of the system. Operational issues, such as the effect of varying customer order arrival rates and customer order waiting times are not within the scope of this paper, although they could be studied using a similar approach. In addition, zone picking systems apply a workload control mechanism (Park 2012) . This mechanism sets an upper bound on the number of totes in the system and only releases a new tote when a picked tote leaves the system.
• The conveyor nodes are assumed to be infiniteserver nodes with a deterministic delay 1/µ i , i ∈ .
• Each zone has one order picker. The order picking time is assumed to be exponentially distributed with rate µ i , i ∈ , that captures both variations in the pick time per order line and variations in the number of order lines to be picked. The assumption of the exponential distribution can be relaxed to a phase-type distribution at the cost of a more complex state space. The same holds for the number of order pickers per zone.
• When the order picker is busy, incoming totes at her station are stored in a finite input buffer of size q i (≥ 0), i ∈ . Incoming totes are blocked when the total number of totes in the input buffer equals q i .
• The merge nodes are assumed to be single server preemptive nonidentical repeat priority stations where totes on the main conveyor (high priority) have absolute priority over the totes flowing out of the zones/entrance (low priority). Whenever a high priority tote enters the merge, it will preempt any low priority tote currently in service. After the high priority tote has left and no other tote of high priority is currently at the merge, the low priority tote will repeat its service. The time required to pass the merge, for low or high priority totes, is assumed to be exponentially distributed with rate µ H i for high priority totes and µ L i for low priority totes, i ∈ . Similar to the zones, the assumption of the exponential distribution can be relaxed.
• Each merge has a limited capacity of size l i (≥ 0), i ∈ to store low priority totes. This corresponds with the limited output buffer found after the zones/ entrance. When there are l i low priority totes waiting at the merge node, no incoming low priority tote will be accepted by the merge node and the low priority tote must wait at its current node, subsequently blocking the order picker/entrance station from starting to work on the next tote in line. We can distinguish two distinct cases for the unblocking procedure. In case l i ≥ 1, the tote leaves its current node and unblocks the order picker/entrance station only when there is at least one open position for low priority totes at the merge node. Whenever there is no output buffer (l i 0), the order picker/entrance station only unblocks after the current tote has passed the merge.
Let (N) be the state space of the network with states x (x i ; i ∈ ). For each of these states, it holds that the number of totes in the system equals i∈ n i N, where n i , i ∈ is the number of totes in node i. The state of node i ∈ is x i (r i1 , . . . , r in i ), with r i1 as the class of the first tote in the node, and r in i as the class of the last tote in the node. The state of node i ∈ {e} ∪ is x i (r i1 , . . . , r in i ; y i ) where y i 1 if the order picker/entrance is blocked since a tote has finished service but cannot leave the zone because the merge is occupied and y i 0 otherwise. The state of merge node i ∈ , is defined as
as the number of totes with high and low priority, respectively. The number of low priority totes in each merge should not exceed the capacity of the merge's output buffer l i ; n L i ≤ l i , i ∈ . Finally, the
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Denote by p ir, js (x) the state dependent routing probability that a tote of class r is routed from node i to node j and enters as a class s tote given that the network is in state x. A new tote of class r ⊆ is released at the system entrance with given probability ψ r . These release probabilities correspond to a known order profile that can be obtained using historical order data or forecasts. After release, a tote of class r moves from the system entrance to the first merge node m 1 with low priority. In general, after merging, a tote travels to the conveyor node c i . After transport, at conveyor node c i , the tote will enter the input buffer of zone z i if z i ∈ r and its input buffer is not full, or move to the next merge m i+1 with high priority. In case the tote needs to enter and the buffer is full, the tote skips the zone and moves to the next merge m i+1 , while it keeps the same class. If the buffer is not full, the tote enters the input buffer of the zone and, after possibly waiting in the input buffer in case the order picker still has to pick for other order totes first, the order picker picks the required order lines. After all picks are completed, the tote will enter the merge node with low priority and changes its class to s r\{z i }. When the tote successfully passes the merge, it is routed to conveyor node c i+1 . After visiting the last conveyor node c W+1 , all of the totes with r are routed to the first merge node m 1 with high priority; the other totes with r move to the exit and are immediately replaced by a new tote that is waiting for release at the entrance.
Then, the routing probabilities of the network can be written as follows:
where every other probability is equal to 0. Exact analytic methods to analyze queueing networks are only known for a limited set of models that satisfy certain conditions. The majority of these models have a product-form stationary distribution (Jackson 1963; Gordon and Newell 1967; Baskett et al. 1975) . For an extensive review on product-form solutions in queueing networks, see the comprehensive books of Van Dĳk (1993); Chao, Miyazawa, and Pinedo (1999); and Serfozo (1999) . For these models, it can be proven that the stationary distribution of the network can be expressed as a product of factors describing the state of each node. Based on this independence assumption, exact efficient analysis algorithms such as the convolution algorithm (Buzen 1973 ) and the mean-value analysis (MVA) (Reiser and Lavenberg 1980) can be applied to analyze the models. However, the previously described queueing network does not have a product-form stationary distribution because of the priorities at the merge nodes (Bryant et al. 1984) , and because of the dynamic blockand-recirculate protocol (Van der Gaast et al. 2012) . Both elements cause the independence assumption to be violated. Also, direct analysis of the resulting underlying Markov chain is not feasible due to state-space explosion, which prevents analysis of the Markov chain within reasonable time and storage. Usually, nonproduct-form queueing networks are studied using approximation analysis. An overview of many general techniques is presented in Bolch et al. (2006) . Van der Gaast et al. (2012) show that the queueing network without merges can be accurately approximated by a related product-form queueing network with the jump-over protocol. The idea of the approximation is to replace the state dependent routing with state independent routing in such a way that the flows in the new network match the flows of the original network. This is done by introducing a Bernoulli process that randomly determines for every tote that intends to visit z i , i ∈ , independently of whether the tote actually visited z i , or whether the tote should return to z i . The probability b i of the Bernoulli process that a tote should return to z i is chosen in such a way that it corresponds with the probability that a tote is blocked by a zone in the original network. Naturally, the blocking probabilities are not known in advance, but they are iteratively estimated after an initial guess from the approximation by calculating the probability that the zone is fully occupied in the approximation network.
The queueing network with merges and the dynamic block-and-recirculate protocol can be transformed into a queueing network with jump-over blocking as follows. First, routing probabilities (1)- (7) become state independent. This means after service at c i , each tote with z i ∈ r is routed to z i regardless of whether the buffer of the zone is full (8)-(9). The tote will enter the buffer if it is not full; otherwise the tote skips the node. Then for each class r tote, independent of whether the tote visited or skipped z i (because of a full buffer), p z i r, m i+1 r b z i and p z i r, m i+1 s 1 − b z i , i 1, . . . , M, where s r\{z i }. This means that a tote of class r is tagged as skipped z i and routed to the next merge node m i+1 with the same class with probability b z i ; otherwise, the tote is tagged as visited z i with probability 1 − b z i and the class of the tote changes to s r\{z i }. Summarizing, the Transportation Science, 2018 , vol. 52, no. 6, pp. 1428 -1443 , © 2018 routing probabilities (3)-(5) are replaced by
Because the recirculation process is made independent of the state of the buffer, the block-and-recirculate protocol is replaced by the jump-over blocking protocol (Van Dĳk 1988) . Under this protocol, each tote of class r leaving z i , after service or skipping, continues to follow the same Markovian routing. The advantage of the jump-over blocking protocol, also known as "overtake full stations, skipping, and blocking and rerouting," is that closed-form analytic results for single-class queueing networks are available in the literature (Pittel 1979; Schassberger 1984; Van Dĳk 1988; Economou and Fakinos 1998) . However, this jump-over network still has no product-form due to the finite capacity priority queues. In this paper, we develop a new decomposition-based approximation by studying each merge and zone location in isolation. Our method progressively aggregates parts of the network and replaces the aggregated subnetwork by a flow equivalent single node. The approximation directly solves the global balance equations of the underlying Markov chain of the subnetworks for its steady-state distribution.
Approximate Aggregation Method

Aggregation Technique
The aggregation technique was introduced by Chandy, Herzog, and Woo (1975) to study the performance of BCMP queueing networks (Baskett et al. 1975) . The technique has been extended for more general multiclass queueing networks by Kritzinger, Van Wyk, and Krzesinski (1982) , Walrand (1983) , Hsiao and Lazar (1989) , and Boucherie and van Dĳk (1993) . Based on Norton's theorem, the idea of the aggregation technique is to decompose the queueing network into subnetworks and to replace each subnetwork with a flow equivalent single server with load-dependent service rates. The rates of the flow equivalent server (FES) are obtained by studying the subnetwork in isolation, i.e., by short-circuiting all nodes that are not in the subnetwork. The service rate of the kth FES f k when n totes are present is set equal to X k (n), the throughput of the closed subnetwork where the number of totes is n
The aggregation method is proven to be exact if the queueing network has a product-form stationary distribution (Chandy, Herzog, and Woo 1975) , and can be used as a basis to analyze nonproduct-form queueing networks (Bolch et al. 2006) . Figure 4 (a) presents the queueing network of Section 4. It is analyzed by the approximate aggregation method as shown in Figure 4(b) , where the nodes are partitioned into W + 2 subnetworks as follows:
The first step of the approximation is to determine the chain visit ratios V i that a tote visits node i
where λ ir is the class dependent visit ratio of a class r tote to node i satisfying the traffic equations (up to a multiplicative constant)
The next step is to study subnetwork 0 in isolation. Because subnetwork 0 only consists of conveyor nodes with deterministic service, the average throughput of the subnetwork with number of totes n is simply given by
The marginal queue-length probabilities π 0 i (j | n), n 1, . . . , N, i ∈ 0 , that there are j totes in node i in subnetwork 0 given that the number of totes is n can be similarly calculated as a service center of Type-3 (infinite server with general distributed service times) in a BCMP network (Baskett et al. 1975) .
Then for each subsequent subnetwork k , the previous subnetwork is aggregated into FES f k−1 with service rates given by (12) and analyzed in isolation together with the nodes in k . For each of these networks, we only need to know the visit ratio of totes that visit the entrance/zone or not, and the ratio of totes that skip the zone, which depends on b z i . This process is repeated until the last subnetwork W+1 , from which the overall performance statistics such as the throughput are obtained. The performance of the individual nodes can now be calculated by disaggregating the network using the marginal queue length probabilities obtained from each subnetwork (see Section 5.3).
Our approximation method differs from other aggregation heuristics, e.g., Marie (1979) and Neuse and Chandy (1982) . These heuristics start by replacing each
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Transportation Science, 2018 , vol. 52, no. 6, pp. 1428 -1443 , © 2018 node that does not satisfy the product-form assumption with an equivalent product-form node on an initial guess. This equivalent network can be easily analyzed using any of the efficient product-form algorithms such as MVA. To obtain a better approximation for each nonproduct-form node, a two-queue network is constructed, consisting of the original nonproduct-form node and a single aggregated node containing all of the other nodes in the equivalent network. The results of the analysis of this two-queue network are then used to make a better estimate for the nonproduct-form node in the equivalent network. This is iteratively repeated until all of the equivalent product-form nodes resemble the original nodes up to a certain prespecified threshold. However, convergence might be slow and many iterations may be required, while the number of iterations of our approach is equal to the number of subnetworks, and the underlying Markov chain is solved only once. Section 5.2 shows how the other subnetworks k , k 1, . . . , W + 1 can be studied. The full approximate method is presented in Section 5.3.
Solving Subnetworks k ≥ 1
In this section, we describe the analysis of the subnetwork 1 till W+1 . Each of these subnetworks consists of a node with preemptive nonidentical repeat priority, i.e., the merge, and thus cannot be analyzed using conventional product-form solution techniques (Bryant et al. 1984) . Using aggregation, we reduce the size of the problem to a small system that we can efficiently model as a finite Markov process and directly solve the global balance equations of the underlying Markov chain for its steady-state. This allows us to calculate for a given n 1, . . . , N the throughput X k (n) of subnetwork k . Let subnetwork k , k 1, . . . , W + 1 be described by a Markov process with state space k (n) with states (i, j, l) and the number of totes in the subnetwork is n. The state variable i denotes the number of totes waiting at the input buffer or in service in e or z k−1 , state variable j represents the number of totes with low priority at merge m k , and includes the totes that finished service in e or z k−1 but cannot enter the output buffer or cross the merge. Finally, state variable l denotes the Transportation Science, 2018 , vol. 52, no. 6, pp. 1428 -1443 , © 2018 number of totes with high priority at the merge. Note that the number of totes at the FES f k−1 for any state is implicitly given by u n − i − j − l.
Let the transition rates from state (i, j, l) to state (i , j , l ) be given by q (i, j, l)(i , j , l ) . For a tote leaving FES f k , the rates for k , k > 1 can be written as follows:
Transition rate (19) is the rate at which a tote from FES f k−1 enters the zone. A tote can only enter the input buffer if the number of totes at the zone is lower than the zone's maximum capacity q z k−1 + 1. The number of totes currently in z k−1 equals i plus an additional tote y z k−1 1 { j l m k +1} , where the indicator function 1 { · } equals one if there is a tote that just received service and is waiting to leave the zone, but cannot since the output buffer is full (j l m k + 1). Transition rate (20) denotes the rate at which a tote moves to merge m k if the tote does not need to visit the zone. If the zone is blocked (i + y z k−1 q z k−1 + 1), the totes that are supposed to go to the zone are directly transported to the merge (21) with high priority. The rates for 1 are similarly defined, except (21) is not defined since the input buffer of the entrance station is assumed to be infinite.
The rate at which a tote leaves the zone or the merge is given as follows:
Transition rate (22) denotes the rate of a service completion of a tote at zone z k−1 , whereas (23) and (24) denote the rate of a service completion of a tote at merge m k for low and high priority totes, respectively. A low priority tote can only complete its service when there is no high priority tote at the merge. The rates for 1 are similarly defined, wherein (22) µ z k−1 should be replaced with µ e . Figure 5 shows the Markov chain of subnetwork k on state space k (n) where the number of output buffer places equals l m i 1. In the appendix, we show how the marginal queue-length probabilities π k i (j | n), n 1, . . . , N, i ∈ k of the Markov chain can be obtained using matrix-geometric methods.
Given the marginal queue-length probabilities, the average throughput of the subnetwork with number of totes n is given by
which is used as the input to analyze subnetwork k+1 .
After analyzing the last subnetwork, the marginal queue-length probability for each node in the queueing network can be obtained by a disaggregation step using the marginal queue-length probability of the subnetworks. The marginal probability π i ( j | l) of j totes present at node i given that the number of totes in the system is l can be obtained as follows:
Using the marginal queue-length probabilities performance statistics, such as the system throughput, node utilization, queue lengths can now easily be calculated.
Algorithm
In this section, we summarize the approximation procedure for analyzing the queueing network of Section 4. As shown in Sections 5.1 and 5.2, we analyzed the queueing network by progressively aggregating parts of the network. However, in the first step of the algorithm, we calculate the visit ratios using the jumpover approximation and the unknown blocking probabilities of the zones b i , i ∈ , (see Section 4). To analyze the queueing network, we use a modified version of the approximative algorithm presented in Van der Gaast et al. (2012) . Similar to the original algorithm, the blocking probabilities b i , i ∈ are initialized by 0 and are subsequently updated until all of the differences between the current and the previous blocking probability are smaller than a small value . In each iteration of the current version of the algorithm, the blocking probabilities are obtained by analyzing the subnetworks k , k 0, . . . , W + 1 for which we use the new analysis presented in Sections 5.1 and 5.2.
The approximation procedure can now be summarized as follows:
Step 1. Analyze the subnetwork 0 for different number of totes n 1, 2, . . . , N. For each n, obtain the marginal queue length probabilities π 0 i (m | n), i ∈ 0 and throughput X 0 (n) (18).
Step 2. For k 1, . . . , W + 1. Construct FES f k−1 using (12) and analyze k for different number of totes n 1, 2, . . . , N. Obtain the marginal queue length probabilities π k i (m | n) and throughput X k (n) (25).
Step 3. The throughput rate of the system is given by X(N) X W+1 (N) and the blocking probabilities are
Step 4. Go back to
Step 1 with the new estimates for blocking probabilities b i ; continue until convergence up to of all of the blocking probabilities. 
, and Λ m k (n) are shorthand for (19)- (21), respectively.
Numerical Results
In this section, we compare the results of our approximation method with a discrete-event simulation of the real queueing network. We test the performance of the approximation method for a zone picking system without recirculation in Section 6.1 and test it with recirculation in Section 6.2. In Section 6.3, we analyze whether the order in which the subnetworks are analyzed in the approximation method has a significant effect on the performance statistics. Finally, in Section 6.4, we study the effect of additional places in the input or output buffer of a zone on the performance of the system.
For each run, the simulation model was run 10 times for 1,000,000 seconds, preceded by 10,000 seconds of initialization for the system to become stable, which guaranteed that the 95% confidence interval width of the average throughput is less than 1% of the mean value for all of the runs. In the algorithm 10 −3 , and convergence usually occurs within a few iterations.
All experiments are run on a Core i7 with 2.4 GHz and 8 GB RAM.
Zone Picking System Without Recirculation
To study the performance and accuracy of the algorithm of Section 5.3, we start by considering a zone picking system with 2, 4 or 6 zones without recirculation. The iterative algorithm of Van der Gaast et al. (2012) need not be used in case of no recirculation, since b i 0, i ∈ . In a system with W zones, a tote can visit a total of 2 W possible combinations of zones. We assume that each combination of zones (a class) has the same probability of being released into the system, except the empty set, e.g., ψ 0 and ψ r 1/(2 W − 1). Furthermore, we assume that each zone, merge, and conveyor is identical to a node of the same type. The time required to prepare a new tote to be launched into the system at the entrance station equals µ −1 e 5 seconds. Each conveyor node requires a fixed deterministic time to cross of µ
−1 i
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3 seconds, i ∈ . The time to pick products for a tote at a zone is µ −1 i 30 seconds, i ∈ . The number of order pickers in each zone equals 1 and the input buffer sizes of each zone is, respectively, q i ∞, i ∈ , which means that an incoming tote is always accepted by the buffer of the zone. Finally, we assume that there is no output buffer after a zone and the entrance (l i 0, i ∈ ). The order picker or the entrance station can only begin work on the next tote in line when the current tote has crossed the merge. Table 1 presents the results of the approximation method and the simulation method in terms of the average throughput X(N) per hour for different numbers of totes in the system. The numbers in parentheses represent the standard deviations of the 10 different runs of the simulation model and the column error shows the relative error between the approximation and the simulation. The run time per case for the analytical model is less than a few seconds, whereas the simulation takes at most 30 seconds in the case of larger systems. The results show that the approximation method accurately predicts the average throughput of the system for each of the three configurations since all of the errors are within 1%. Also, for any N, the average throughput will never decrease due to the assumption of infinite input buffers for the zones.
Zone Picking System with Recirculation
For the next comparison, we test the performance and accuracy of the algorithm of Section 5.3 for a zone picking system with recirculation. We assume that all of the parameters are the same as in Section 6.2, with the exception that each zone now has a finite input buffer of size q i 3, i ∈ . Table 2 presents the results of the three configurations for the approximation method and the simulation in terms of the average throughput X(N) per hour. Run times were similar to Section 6.1 for the simulation and the approximation. The approximation slightly overestimates the average throughput when reaching the maximum average throughput capability of the system. For example, in the configuration with two zones, the maximum throughput capability that can reached is ±106 totes per hour if N 30. Afterward the average throughput starts to decrease because totes flowing out of a zone must wait a long time until they can be merged on the main conveyor, thus preventing the order picker from continuing her work on the next tote in line and preventing the entrance station from releasing new totes. On the other hand, totes on the main conveyor recirculate until there is an open position in the input buffer of the zone. A similar effect can be seen in the configuration with four and six zones. Figure 6 shows the same results for the average throughput, as well as the results of the approximation method where the merge node is replaced by a single-server queueing node with an infinite buffer and the same service distribution as the current merge node. This means that totes entering the merge are served on a first-come-first-served basis and the order picker/entrance station is never blocked because of a full output buffer. The figure shows that for the approximation without the merges, large errors are made when the number of totes N becomes large. In fact, the throughput will never decrease since any additional tote that enters the system can always enter the conveyor. Eventually, the throughput stabilizes at a point when use of the order pickers equals 1. It can be concluded that modeling the merge operation in detail is of great importance, otherwise, the maximum throughput capability of the system cannot be correctly determined. This can lead to the expectation that the system has a much higher throughput capability than is possible in reality.
Order of Solving the Subnetworks
In the algorithm of Sections 5.3, 6.1, and 6.2, we assumed that the subnetworks were solved starting from the subnetwork with all of the conveyors, then the subnetwork with the entrance/exit station until the subnetwork with the last zone. Although any other sequence of analyzing the subnetwork is also feasible, based on Norton's theorem, this will not lead to the exact same results because the queueing network does not have a product-form solution. In this section, we test how the sequence of solving the subnetworks has an effect on the average throughput of the system.
We ran experiments for a zone picking system with W 4 zones with a varying number of totes in the system N 2, . . . , 40. The input/output buffer sizes of the zones are assumed to be equal, and varied between 1, 2, and 3 positions. The other parameters are similar to Section 6.1. We test two extreme cases, i.e., solve the subnetworks starting with the conveyor subnetwork up to the subnetwork with the last zone (forward) and the reverse where the conveyor subnetwork is again analyzed first, but then the subnetwork with the last zone until the subnetworks with the entrance/exit are analyzed (backward). In total, this gives 234 different cases (117/117 cases forward/backward). Figure 7 shows the relative errors ∆% for the forward and backward method with simulation for the average throughput X(N). Both approximations obtain results that are within 3%, compared to the simulation results. If we compare the results from the forward and backward method, we see that they fit almost perfectly on an increasing 45
• line. This means that even when analyzing the subnetworks in a different sequence, similar results are obtained for the average throughput. This Transportation Science, 2018 , vol. 52, no. 6, pp. 1428 -1443 , © 2018 also holds for other node specific statistics such as the use and average queue lengths.
Effect of Buffer Sizes of the Zones
Finally, we test the effect of additional input and output positions in the buffer of the zones on the performance of a zone picking system with W 2 zones. This is important for warehouse managers, since additional conveyor space is expensive and requires space. Therefore, deciding on the optimal number of input and output positions is essential for system performance, as well as for budget constraints. We assume that zones are parallel to the main conveyor (as shown in Figure 1 ) and that adding each additional buffer position increases the time required to travel the conveyor by three seconds. The number of positions in the input/output buffer of the zones, q i and l i , is varied from 0 to 2 and are assumed to be the same across all zones in the system. The other parameters are the same as in Section 6.2, except that the time required to pass a merge node (µ Also, in Figures 8(a) -(c), it can be seen that when N is low, it is more beneficial to have an additional position in the input buffer, since it decreases the possibility that a tote is rejected from entering the buffer of the zone and has to recirculate on the main conveyor. However, when N increases, it becomes more attractive to have an additional output buffer position, since the average time required to merge and the fact that the order picker is stopped more often becomes higher than the time it takes for a tote to recirculate once. Also, when the system is heavily used, the supply of new totes to the zones stalls due to congestion Van der Gaast, de Koster, and Adan: Conveyor Merges in Zone Picking Systems Transportation Science, 2018 , vol. 52, no. 6, pp. 1428 -1443 , © 2018 1441 at the merges. Consequently, increasing the length of the output buffer is more attractive than the size of the input buffer. This can be especially seen when comparing l i 0, q i 1 with l i 1, q i 0, i ∈ .
Real World Example
In this section, we test the approximation method using data from a real zone picking system at a large wholesaler supplying non-food items to supermarkets. The part of the warehouse dedicated to zone picking is divided into four interconnected segments. Each segment is a group of zones connected to a conveyor with a recirculation loop. The layout of a segment is similar to that shown in Figure 1 , but with a different number of zones. The system entrance/exit of a segment now controls totes entering and leaving the segment. The first segment consists of three pallet picking zones, while the other three segments contain eight shelf picking zones each and use pick-by-light. In this example, we focus on the performance of the third segment. We consider this segment since customer totes that enter the system and visit this segment normally only visit this segment because it stores a distinct product range.
By analyzing the log files from the Warehouse Management System for several representative picking days, data about the average release probabilities and service times were obtained. Table 3 gives the parameters of the zones and the conveyor nodes. The mean picking times in the zones vary between 22 and 27 seconds, on average. In each zone, there is one order picker, while the input buffer size q i , i ∈ is 8 or 11 depending on the location of the zone. Currently, order pickers must manually push the order totes back on the conveyor, which means that there is no output buffer after a zone; l i 0, i ∈ . The time required to pass a merge node (µ −1 , i ∈ equals three seconds, on average. The time spent in the entrance station equals five seconds, on average. Finally, totes visit, on average, 3.22 zones.
In Table 4 we test the effect of substituting input buffer locations by output buffer locations on the average throughput X(N). This means if l i 1 then q i is reduced by one position. We vary the time required to pass a merge node µ 196.3 196.6 196.8 194.2 193.1 191.0 178.3 166.2 150.9 1, 3, and 5 seconds, and the maximum number of totes in the segment between 85, 95, and 105. Similar to the previous section we only present the results of the approximation, as the differences with the simulation are very small. From the results, we can see that when the merge time is 1 second X(N) is similar as for N is 85, 95, and 105 and drops when the merge time increases. However, by increasing the output buffer space to one position, it can be seen that for all different merge times the average throughput X(N) increases considerably. This is especially the case when the merge time equals five seconds. However, increasing the output buffer positions further by one additional position does not significantly increase X(N). Therefore, the performance of the segment can benefit the most by substituting one input buffer location with one output buffer location. Overall, there is room to improve the current segment performance by decreasing the merge times or changing the input/output buffer locations.
Conclusion and Further Research
In this paper, we developed an analytical model to study the merge operation in zone picking systems. We used a decomposition-based approximation to study each merge and zone in isolation. Our method progressively aggregated parts of the network and replaced the aggregated subnetwork with a flow equivalent single node. The approximation directly solved the global balance equations of the underlying Markov chain of the subnetworks for its steady-state distribution. The results show that for a wide range of parameters, the approximation predicted the maximum throughput capability of a zone picking system very accurately compared to simulation. The model is capable of predicting the loss in throughput given the level of congestion and blocking in the system, and can be used to allocate input and output buffer spaces to maximize the throughput capability of the system. Further research topics include studying other performance indicators, obtaining higher moments for the performance statistics, and investigating the performance of a zone picking system in an operational setting. Finally, our method to study conveyor merges in zone picking systems is quite generic and can also be applied to
