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Abstract
Let (Σ,ρ) denote the one-sided symbolic space (with two symbols), σ the shift on Σ , A(·) the
set of almost periodic points and R(·) the set of recurrent points. It is shown that there exists an
uncountable set T with T ⊂ R(σ)−A(σ) such that σ :T → T is uniquely ergodic.
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1. Introduction
As is well known, in order to analyze a system mathematically, one needs to have some
structure on X and restrictions on f . There are three major cases:
(1) X is a differential manifold and f is a diffeomorphism, thus (X,f ) is a differentiable
dynamics.
(2) X is a topological space, f is a continuous map or a homeomorphism, thus (X,f ) is
a topological dynamics.
(3) X is a measure space and f is a measure-preserving transformation, thus (X,f ) is the
case of ergodic theory.
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Of course if X is a topological space as well as a measure space, and if f is continuous
and measure-preserving, then we can consider the topologically dynamical states and the
ergodic properties of (X,f ) at the same time. However, this is exactly concerned by
people.
In [3], it is shown that there exists an uncountable set T ′ ⊂ R(σ) − A(σ) such that
σ |T ′ is distributionally chaotic (in the sense of Schweizer and Smítal [1]). In this paper,
we consider further the ergodic property of σ and show the following:
Theorem A. There exists an uncountable set T with T ⊂R(σ)−A(σ) such that
σ :T →T is uniquely ergodic.
2. Basic definitions and preparations
Throughout this paper, X denotes a compact metric space and d a metric on X. The σ -
algebra of Borel subsets of X is denoted by ß(X). Suppose that f :X→X is a continuous
map fromX into itself. Let f 0 be the identity of X. For any integer n, define f n = f ◦f n−1
inductively. The set A(f ) of almost periodic points and the set R(f ) of recurrent points
are defined as usual.
A probability measure µ on (X,ß(X)) is called an invariant measure of f if
µ(f−1(B)) = µ(B) for any B ∈ ß(X). Denote the set of all invariant measures of f by
M(X,f ).
µ ∈M(X,f ) is ergodic (f is also called ergodic) if the only members B of ß(X) with
f−1(B)= B satisfy µ(B)= 0 or µ(B)= 1.
f is called uniquely ergodic if M(X,f ) consists of one point (see [2]).
Proposition 2.1. Let X, ß(X) and M(X,f ) be as above. Then the following statements are
equivalent:
(1) There exists µ ∈M(X,f ) such that
1
n
n−1∑
i=0
δf i (x)→µ for any x ∈X,
where
δy(B)=
{
1 if y ∈ B,
0 if y /∈ B, ∀B ∈ ß(X);
(2) f is uniquely ergodic.
For a proof see [2].
Let S = {0,1}, Σ = {x = x1x2 · · · | xi ∈ S, i = 1,2, . . .} and define ρ :Σ ×Σ → R as
follows: for any x, y ∈Σ , if x = x1x2 · · · and y = y1y2 · · · then
ρ(x, y)=
{0 if x = y,
1
2k if x = y, and k = min{n | xn = yn} − 1.
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It is not difficult to check that ρ is a metric on Σ . The space (Σ,ρ) is a compact metric
space and called the one-sided symbolic space with two symbols.
Define σ :Σ → Σ by σ(x1x2 · · ·) = x2x3 · · · for any x = x1x2 · · · ∈ Σ , then σ is a
continuous map on Σ and called the shift on the one-sided symbolic space Σ . Hence
(Σ,σ) is a compact system.
Let x ∈Σ with x = x1x2 · · · . It is called a repeating sequence with recurring period of
length m if xm+i = xi for any i ∈ {1,2, . . .}, we then write x = (x˙1x˙2 · · · x˙m).
Lemma 2.1. Σ has an uncountable subset E such that for any different points x =
x1x2 · · · , y = y1y2 · · · in E, xn = yn for infinitely many n and xm = ym for infinitely
many m.
For a proof see [3].
Lemma 2.2. Let (Σ,ρ) be the one-sided symbolic space, and let σ be the shift on Σ . Then
(1) For any s ∈Σ and any m> 0, σm(s)= s if and only if s = (s˙0s˙1 · · · s˙m−1) (i.e., s is a
repeating sequence with recurring period of length m).
(2) There are exactly 2n elements s in Σ such that σn(s)= s.
For a proof see [4].
Call A a tuple over S = {0,1} if it is a finite arrangement of elements in S. If
A= a1a2 · · ·am where ai ∈ S with 1 i m, then the length of A is said to be m, denoted
by |A| = m. Let B = b1b2 · · ·bn be another tuple. Set AB = a1a2 · · ·amb1b2 · · ·bn, then
AB is also a tuple.
For an arbitrary tuple B = b1b2 · · ·bn, [B] = {x = x1x2 · · · ∈Σ , xi = bi , 1 i  n} is
called a cylinder generated by B .
We say that B occurs in A, denoted by B ≺ A, if n  m and if there exists l with
0  l  m − n such that al+i = bi for i = 1,2, . . . , n. The numbers of l satisfying the
equality above are called the occurrence number of B in A, denoted by LB(A).
Proposition 2.2. LB(A) |A| for any tuple A.
Proof. Since 0 l m− n, LB(A)m− n+ 1m= |A|. ✷
Proposition 2.3. If B, I1, I2, . . . , In are all tuples, then
n∑
i=1
LB(Ii) LB(I1I2 · · · In)
n∑
i=1
LB(Ii)+ (n− 1)|B|.
The proof can be easily derived from the definition.
Let A = a1a2 · · ·an be a tuple (over S = {0,1}). Define the inverse of A to be A =
a¯1a¯2 · · · a¯n, where
a¯i =
{
0 if ai = 1,
1 if ai = 0, for i = 1,2, . . . , n,
clearly, |A| = |A| and A=A.
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Take an arbitrary tuple A1. Let A2 be an arrangement of A1 and A1, say A2 =A1A1 (orA1A1). Define inductively the tuples A2,A3, . . . such that for any n  2, An is exactly a
finite arrangement of all the tuples of the set {J1J2 · · ·Jn−1 | Ji ∈ {Ai, Ai}, 1 i  n− 1}.
Let
b =A1A2A3 · · · ,
mn = |A1A2 · · ·An|, (2.1)
℘n =
{
J1J2 · · ·Jn−1 | Ji ∈
{
Ai, Ai
}
, 1 i  n− 1}.
According to the definitions above, we can get the following two properties.
Proposition 2.4. mn −mn−1 = 2n−1mn−1 for any n > 1.
Proposition 2.5. For any n  1, b = A1A2 · · ·An · · · is an infinite arrangement of tuples
in ℘n, where ℘n is defined as in (2.1).
Lemma 2.3. If B is an any given tuple, then the sequence {LB(Jn)/|Jn|} converges
uniformly to a real number for Jn ∈ {An, An}, as n→∞.
Proof. Let ℘n be defined as in (2.1). For a given tuple B , let
qn =
∑
P∈℘n
LB(P ) and rn = qn|An| .
Firstly, to prove the lemma, we prove that the sequence {rn} is converging, i.e., we need
only prove that {rn} is a bounded and monotone increasing sequence. On one hand, by
Propositions 2.2 and 2.3, it is easily seen that {rn} is a bounded sequence, since for any
n ∈N ,
|rn| =
∑
P∈℘n LB(P )
|An| 
∑
P∈℘n |P |
|An| =
∑ |J1J2 · · ·Jn−1|
|An| =
2n−1mn−1
2n−1mn−1
= 1.
On the other hand, {rn} is monotone increasing, since Q ∈ ℘n+1 if and only if there exists
P ∈ ℘n such that Q= PAn or P An, by using Proposition 2.3 repeatedly we have
qn+1 =
∑
Q∈℘n+1
LB(Q)
=
∑
P∈℘n
LB(PAn)+
∑
P∈℘n
LB
(
P An
)

∑
P∈℘n
LB(P )+
∑
P∈℘n
LB(An)+
∑
P∈℘n
LB(P )+
∑
P∈℘n
LB
(An)
 2
∑
P∈℘n
LB(P )+
∑
P∈℘n
(∑
P∈℘n
LB(P )
)
+
∑
P∈℘n
(∑
P∈℘n
LB(P )
)
= 2qn + 2
∑
P∈℘n
qn
= 2qn + 2nqn
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in addition, by Proposition 2.4 we have|An+1| = |A1A2 · · ·An+1| − |A1A2 · · ·An|
=mn+1 −mn
= 2n|A1A2 · · ·An|
= 2 · 2n−1|A1 · · ·An−1| + 2n|An|
= 2|An| + 2n|An|.
Thus for each n 1,
rn+1 = qn+1|An+1| 
(2+ 2n)qn
(2+ 2n)|An| =
qn
|An| = rn,
i.e., {rn} is monotone increasing. So the limit of the sequence {rn} exists, denoted by dB .
Secondly, we prove that {LB(Jn)/|Jn|} converges uniformly to dB for Jn ∈ {An, An},
as n→∞.
On one hand, since rn → dB (n→∞) and
(2n−1 − 1)|B|
|Jn| =
(2n−1 − 1)|B|
2n−1|A1 · · ·An−1| → 0 (n→∞),
it follows that, for any ε > 0 and nN , there exists N > 0 such that |rn − dB |< ε/2 and
(2n−1 − 1)|B|/|Jn|< ε/2. On the other hand, by Proposition 2.3 we have
qn =
∑
P∈℘n
LB(P ) LB(Jn)
∑
P∈℘n
LB(P )+
(
2n−1 − 1)|B|.
Then
0 LB(Jn)− qn 
(
2n−1 − 1)|B|.
Moreover
0
∣∣∣∣LB(Jn)|Jn| − rn
∣∣∣∣ (2n−1 − 1)|B||Jn| .
Hence, for any nN we have∣∣∣∣LB(Jn)|Jn| − dB
∣∣∣∣ ∣∣∣∣LB(Jn)|Jn| − rn
∣∣∣∣+ |rn − dB |
<
(2n−1 − 1)|B|
|Jn| +
ε
2
<
ε
2
+ ε
2
= ε,
i.e., the sequence {LB(Jn)/|Jn|} of real numbers converges uniformly for Jn ∈ {An, An},
as n→∞.
The proof of the Lemma 2.3 is complete. ✷
Corollary 2.3.1. Let mn = |A1A2 · · ·An|, limn→∞LB(Jn)/|Jn| = dB is the same as the
statement of Lemma 2.3. Then the sequence {LB(Jna1a2 · · ·an)/mn} converges uniformly
to dB for Ji ∈ {Ai, Ai}, as n→∞, where ai ∈ {0,1}, i = 1,2, . . . .
102 L. Wang et al. / Topology and its Applications 138 (2004) 97–107
Proof. By Proposition 2.3 we get
LB(Jn)
|Jn| 
LB(Jna1a2 · · ·an)
|Jn| 
LB(Jn)+LB(a1a2 · · ·an)+ |B|
|Jn| . (2.2)
Since |Jn| →∞ (n→∞) and
|Jn|
mn
= |An|
mn
= 2
n−1|A1A2 · · ·An−1|
(2n−1 + 1)mn−1
= 2
n−1mn−1
(2n−1 + 1)mn−1 → 1 (n→∞),
it follows that
lim
n→∞
LB(Jn)+LB(a1a2 · · ·an)+ |B|
|Jn|
= lim
n→∞
LB(Jn)
|Jn| + limn→∞
LB(a1a2 · · ·an)
|Jn| + limn→∞
|B|
|Jn| = dB.
However,
lim
n→∞
LB(Jn)
|Jn| = dB.
Hence, according to (2.2) we have
lim
n→∞
LB(Jna1a2 · · ·an)
|Jn| = limn→∞
LB(Jna1a2 · · ·an)
mn
= dB. ✷
Lemma 2.4. Let mn + n(n+1)2 = |A1a1A2a1a2 · · ·Ana1a2 · · ·an|, limn→∞ LB(Jn)|Jn| = dB is
the same as the statement of Lemma 2.3. Then the sequence {LB(J1a1J2a1a2J3···Jna1a2···an)
mn+n(n+1)/2 }
converges uniformly to dB for Ji ∈ {Ai, Ai}, i = 1,2, . . . , as n→∞.
Proof. By Proposition 2.3 we have
LB(J1a1J2a1a2J3 · · ·Jn−1a1a2 · · ·an−1)+LB(Jna1a2 · · ·an)
mn + n(n+ 1)/2
 LB(J1a1J2a1a2J3 · · ·Jna1a2 · · ·an)
mn + n(n+ 1)/2
 LB(J1a1J2a1a2J3 · · ·Jn−1a1a2 · · ·an−1)+LB(Jna1a2 · · ·an)+ |B|
mn + n(n+ 1)/2 . (2.3)
On one hand, note that
0 LB(J1a1J2a1a2J3 · · ·Jn−1a1a2 · · ·an−1)
mn−1 + n(n− 1)/2
 |J1a1J2a1a2J3 · · ·Jn−1a1a2 · · ·an−1|
mn−1 + n(n− 1)/2
= 1.
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In addition, mn →∞ (n→∞) and
mn−1 + n(n− 1)/2
mn + n(n+ 1)/2 =
mn−1 + n(n− 1)/2
(2n−1 + 1)mn−1 + n(n+ 1)/2 → 0 (n→∞).
Thus, by the Corollary 2.3.1 we have
LB(J1a1J2a1a2J3 · · ·Jn−1a1a2 · · ·an−1)+LB(Jna1a2 · · ·an)
mn + n(n+ 1)/2
= LB(J1a1J2a1a2J3 · · ·Jn−1a1a2 · · ·an−1)
mn−1 + n(n− 1)/2 ·
mn−1 + n(n− 1)/2
mn + n(n+ 1)/2
+ LB(Jna1a2 · · ·an)/mn
1+ n(n+ 1)/2mn → dB (n→∞) (2.4)
uniformly for Ji ∈ {Ai, Ai}, i = 1,2, . . . .
On the other hand, we have
LB(J1a1J2a1a2J3 · · ·Jn−1a1a2 · · ·an−1)+LB(Jna1a2 · · ·an)+ |B|
mn + n(n+ 1)/2
= LB(J1a1J2a1a2J3 · · ·Jn−1a1a2 · · ·an−1)
mn−1 + n(n− 1)/2 ·
mn−1 + n(n− 1)/2
mn + n(n+ 1)/2
+ LB(Jna1a2 · · ·an)/mn
1+ n(n+ 1)/2mn +
|B|
mn + n(n+ 1)/2 → dB (n→∞) (2.5)
uniformly for Ji ∈ {Ai, Ai}, i = 1,2, . . . .
Hence, combing (2.3), (2.4) and (2.5), we can obtain Lemma 2.4. ✷
3. The proof of Theorem A
Proof. (1) We construct the set T as in the conclusion of the theorem.
Choose an uncountable subset E in Σ such that for any different points x = x1x2 · · · ,
y = y1y2 · · · , both xn = yn holds for infinitely many n and xm = ym holds for infinitely
manym. By Lemma 2.1, such a subset exists. Define ϕ :E→Σ by ϕ(x)= J1J2 · · · = 〈Ji〉,
i = 1,2, . . . for any x = x1x2 · · · ∈E, where
Ji =
{
Ai if xi = 1,Ai if xi = 0, for i = 1,2, . . . .
Let D = ϕ(E), then D ⊂Σ . Since E is uncountable and ϕ is injective, D is uncount-
able.
By Lemma 2.2, for any n ∈N , the elements of Σ satisfying σn(s)= s are the repeating
sequences with recurring period of length n, there are exactly 2n such elements.
Let p1 be an arrangement of the recurring periods of two repeating sequences of length 1
such that σ(s)= s, e.g., p1 = 01.
Let p2 be an arrangement of the recurring periods of the 22 repeating sequences of
length 2 such that σ 2(s)= s, e.g., p2 = 00 01 10 11.
pn is an arrangement of the recurring periods of the 2n repeating sequences of length n
such that σn(s)= s, e.g., pn = 000 · · ·0 · · ·11 · · ·1.
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Let e= p1p2 · · ·pn · · · = 0100011011000 · · ·001 · · · = e1e2 · · ·en · · · . Let
H = {J1e1J2e1e2J3 · · ·Jn−1e1e2 · · ·en−1Jn · · · | 〈Ji〉 ∈D}.
Since D is uncountable, H is also uncountable, and for any different points x = x1x2 · · · ,
y = y1y2 · · · in H , xn = yn for infinitely many n and xm = ym for infinitely many m. By
Lemma 2.1, such an uncountable set H exists. Let H ∗ =⋃+∞i=0 σ i(H), then H ∗ is also an
uncountable subset of Σ and H ∗ ⊂ R(σ)− A(σ) (see [3]). On the other hand, according
to Theorem 6.1 in [2], for any B ∈ ß(X) and any ε > 0 there exist an open set Uε and
a closed set Cε such that Cε ⊆ B ⊆ Uε and m(Uε\Cε) < ε if m is a Borel probability
measure on a metric space X, it follows that for any ε > 0, there exists a closed set T such
that T ⊆H ∗ and m(H ∗\T ) < ε. In addition, if m(X\B)= 0 we can ignore X\B (see §1.5
in [2]). Hence, by the arbitrariness of ε, σ |T is a subsystem of σ .
(2) We prove that σ :T → T is uniquely ergodic.
Let B = b1b2 · · ·bn be an arbitrary tuple and let [B˜] = [B] ∩ T , where [B] is a cylinder
generated by B . Then all of such [B˜] are a subalgebra of subsets of T . Let ß(T ) is an
σ -algebra generated by the subalgebra, and denote
c= J1e1J2e1e2J3 · · ·Jne1e2 · · ·en · · · for Ji ∈ {Ai, Ai}, i = 1,2, . . .
by
c= C1C2C3 · · · for Ci ∈ {0,1}.
Define µ : ß(T )→R by
µ
([
B˜
])= lim
n→∞
#
{
i mn + n(n+ 1)/2 | Ci · · ·Ci+|B|−1 = B
}
mn + n(n+ 1)/2 ,
where mn+ n(n+1)2 = |A1e1A2e1e2 · · ·Ane1 · · ·en|. Thus by Lemma 2.4 we have µ([B˜])=
dB . In other words, for any c ∈ T ,
lim
n→∞
∑mn+n(n+1)/2−1
i=0 δσ i(c)
mn + n(n+ 1)/2 = µ
([
B˜
]) ∈M(T , σ |T )
see [2]. To show Theorem A, by Proposition 2.1 we need only prove that for any tuple B ,
lim
N→∞
LB(CiCi+1 · · ·Ci+N)
N + 1 = µ
([
B˜
])
uniformly in i .
Without loss of generality, let N > n + t . By the definition of c and the construction
of T , we suppose
CiCi+1 · · ·Ci+N =K1Jne1e2 · · ·enJn+1e1e2 · · ·en+1 · · ·Jn+t e1 · · ·en+tQ
where |K1|mn−1 + n(n−1)2 , |Q|mn+t+1.
Thus, by the definition of c and Proposition 2.5, we have the following decomposition:
CiCi+1 · · ·Ci+N
=K1Jne1· · ·enJn+1e1· · ·en+1 · · ·Jn+t e1 · · ·en+tPn1Pn2 · · ·PnjQ1Pnj+1 · · ·PnlQ2
=KJn+t e1e2 · · ·en+tPn1Pn2 · · ·PnjQ1Pnj+1 · · ·PnlQ2, (3.1)
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where|K|mn+t−1 + (n+ t)(n+ t − 1)2 <mn+t , |Q1|mn+t , |Q2|mn+t ,
Pnj ∈ ℘n+t+1 and |Pnj | =mn+t for any j = 1,2, . . . , l.
This implies that
N + 1 = |K| + |Q1| + |Q2| + n+ t + lmn+t + |Jn+t |
and, by Proposition 2.3,
l∑
j=1
LB(Pnj )+LB(Jn+t e1 · · ·en+t )
 LB(CiCi+1 · · ·Ci+N)
 LB(K)+LB(Jn+t e1 · · ·en+t )
+
l∑
j=1
LB(Pnj )+LB(Q1)+LB(Q2)+ (l + 3)|B|. (3.2)
Hence, to prove Theorem A, it suffices to prove the following two conclusions.
(i) We prove that 1
N+1 (
∑l
j=1LB(Pnj )+ LB(Jn+t e1 · · ·en+t )) converges uniformly to
µ([B˜]), as n→∞.
By Lemma 2.4 and Corollary 2.3.1, we have∣∣∣∣∣ 1N + 1
(
l∑
j=1
LB(Pnj )+LB(Jn+t e1 · · ·en+t )
)
−µ([B˜ ])∣∣∣∣∣
= 1
N + 1
∣∣∣∣∣
l∑
j=1
LB(Pnj )+LB(Jn+t e1 · · ·en+t )− (N + 1)µ
([
B˜
])∣∣∣∣∣
 1
N + 1
(∣∣∣∣∣
l∑
j=1
LB(Pnj )− lmn+tµ
([
B˜
])∣∣∣∣∣
+ ∣∣LB(Jn+t e1 · · ·en+t )− |Jn+t |µ([B˜ ])∣∣
)
 1
lmn+t
∣∣∣∣∣
l∑
j=1
LB(Pnj )− lmn+tµ
([
B˜
])∣∣∣∣∣
+ 1|Jn+t |
∣∣LB(Jn+t e1 · · ·en+t )− |Jn+t |µ([B˜ ])∣∣
=
∣∣∣∣∣
l∑
j=1
LB(Pnj )
lmn+t
−µ([B˜ ])∣∣∣∣∣+
∣∣∣∣LB(Jn+t e1 · · ·en+t )|Jn+t | −µ([B˜ ])
∣∣∣∣

∣∣∣∣LB(Pn1Pn2 · · ·Pnl )lmn+t −µ([B˜ ])
∣∣∣∣+ ∣∣∣∣LB(Jn+t e1 · · ·en+t )|Jn+t | −µ([B˜ ])
∣∣∣∣
→ ∣∣dB −µ([B˜ ])∣∣+ ∣∣dB −µ([B˜ ])∣∣= 0 (n→∞);
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(ii) We prove that
1
N + 1
(
LB(K)+LB(Jn+t e1 · · ·en+t )
+
l∑
j=1
LB(Pnj )+LB(Q1)+LB(Q2)+ (l + 3)|B|
)
converges uniformly to µ([B˜ ]), as n→∞.
For any ε > 0, provided n large enough, then there exists N > n such that 3
l(N)
< ε3
and |B|
mn+t <
ε
3 , where l(N)= l satisfying (3.1) and l(N)→∞ (N →∞). In addition, by
Proposition 2.2 we have
LB(K) |K|<mn+t , LB(Q1) |Q1|mn+t , LB(Q2) |Q2|mn+t .
Hence, for any N > n and any i  1, by Lemma 2.4 and Corollary 2.3.1 it follows that∣∣∣∣∣ 1N + 1
[
LB(Jn+t e1 · · ·en+t )+
l∑
j=1
LB(Pnj )
+LB(K)+LB(Q1)+LB(Q2)+ (l + 3)|B|
]
−µ([B˜ ])∣∣∣∣∣
<
1
N + 1
[∣∣∣∣∣LB(Jn+t e1 · · ·en+t )+
l∑
j=1
LB(Pnj )− (N + 1)µ
([
B˜
])∣∣∣∣∣
+ 3mn+t + (l + 3)|B|
]
= 1
N + 1
[∣∣∣∣∣
l∑
j=1
LB(Pnj )+LB(Jn+t e1 · · ·en+t )
− (|K| + |Q1| + |Q2| + n+ t + lmn+t + |Jn+t |)µ([B˜ ])
∣∣∣∣∣
+ 3mn+t + (l + 3)|B|
]
 1
N + 1
[∣∣∣∣∣
l∑
j=1
LB(Pnj )+LB(Jn+t e1 · · ·en+t )−
(
lmn+t + |Jn+t |
)
µ
([
B˜
])∣∣∣∣∣
+ 3mn+t + (l + 3)|B|
]
 1
lmn+t
∣∣∣∣∣
l∑
j=1
LB(Pnj )− lmn+tµ
([
B˜
])∣∣∣∣∣
+ 1|Jn+t |
∣∣LB(Jn+t e1 · · ·en+t )− |Jn+t |µ([B˜ ])∣∣+ 1
lmn+t
(
3mn+t + (l + 3)|B|
)
L. Wang et al. / Topology and its Applications 138 (2004) 97–107 107∣∣∣ l∑ LB(Pnj ) ([ ])∣∣∣ ∣∣LB(Jn+t e1 · · ·en+t ) ([ ])∣∣ 3 (l + 3)|B|= ∣∣
j=1 lmn+t
−µ B˜ ∣∣+ ∣∣ |Jn+t | −µ B˜ ∣∣+ l + lmn+t

∣∣∣∣LB(Pn1Pn2 · · ·Pnl )lmn+t −µ([B˜ ])
∣∣∣∣+ ∣∣∣∣LB(Jn+t e1 · · ·en+t )|Jn+t | −µ([B˜ ])
∣∣∣∣
+ 3
l
+ |B|
mn+t
+ 3|B|
lmn+t
→ ∣∣dB −µ([B˜ ])∣∣+ ∣∣dB −µ([B˜ ])∣∣+ 0 = 0 (n→∞).
Thus, combing (i), (ii) and (3.2) we can obtain
limN→∞ LB(CiCi+1···Ci+N)N+1 converges uniformly to µ([B˜ ]) in i , i.e., σ |T is uniquely
ergodic.
The proof of Theorem A is complete. ✷
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