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Introduction
Johnsen, 2010) or in skewness (Guttal and Jayaprakash, 2008) .
26
The slowing down is usually detected by computing the lag-1 autocorre-27 lation value by using a sliding data window (Held and Kleinen, 2004) or by 28 a so-called DFA propagator (Livina and Lenton, 2007) . Evidence for an im-29 minent tipping point is found when one of the indicators shows an increasing 30 trend. Unfortunately this approach is sensitive to the used window length 31 and the detrending procedure before the indicators are computed. Further-32 more, the underlying assumption of the detrending procedure is that the time 33 series over the window length can be considered to be stationary, which is 34 contradictory to the original assumption that the system is approaching a 35 bifurcation (Boettinger and Hastings, 2012b) . Furthermore, there is also no 36 real threshold value which needs to be crossed in order to signal that the 37 system approaches the tipping point. Boettinger and Hastings (2012a) argue 38 that most previous studies might be biased because they focus only on pe-39 riods with a critical transition. They suggest that model based approaches, 40 especially ensemble predictions, are less subject to this bias. fitted to the observed data to predict tipping points (Carpenter and Brock, 49 2011). Here we will evaluate the possible use of reduced order stochastic 50 models in predicting tipping points using an ensemble approach.
51
In a series of papers Majda et al. (1999 Majda et al. ( , 2001 Majda et al. ( , 2002 Majda et al. ( , 2008 Majda et al. ( , 2009 52 developed a systematic framework for the derivation of physics constrained 53 reduced order models which are nonlinear and have state-dependent noise.
54
Their ability to reproduce the statistics of high dimensional models of such 55 quantities as probability density and autocorrelation functions has been shown 56 by Franzke et al. (2005) and Franzke and Majda (2006) . These systematic 57 reduced order models are also skillful in reproducing the extreme value statis-58 tics and the predictability of extreme events of higher dimensional systems 59 (Franzke, 2012) .
60
The idea behind tipping point prediction is that the underlying essential relying upon purely data driven approaches since they are unlikely to be able 78 to distinguish the dynamical causes of the potential well. The here proposed 79 approach of using dynamical models also provides insight into the underlying 80 dynamics and thus gives more confidence in the predictions. been given on which properties of the underlying dynamics they depend.
91
To elucidate the conditions under which one can expect a clean tipping or 92 flickering is a major motivation of this study.
93
We will introduce the stochastic conceptual model which represents a 94 minimal prototype climate model in Section 2. We discuss its performance 95 when driven by time-dependent forcing in Section 3 and its ability to robustly 96 predict tipping points in Section 4. In Section 4 we also discuss the robust-97 ness of the typically used tipping point prediction methods. We provide a 98 summary of our results in section 5. 
Stochastic Conceptual Model

100
In this section we describe the conceptual model which we are using in 
106
The conceptual model we are using in this study has two slow or cli- 
The parameter ε controls the time-scale separation between the slow and between the deterministic nonlinear dynamics and the fast unresolved modes.
128
To highlight the structural form of our conceptual model (1) we rewrite
This is the same structural form as climate models have with a forcing F, 
where
and
Inserting (3) and (5) into the first two equations in (1) for the variable x 146 yields an exact, non-Markovian system of equations for x(t).
147
Since we are interested in the long time statistical behaviour of the climate 148 variables x(t) as ε → 0, we consider the asymptotic limit as ε → 0 of the 149 three terms on the right of (3) and (5). First we immediately have
Second, using integration by parts we find
Finally, it can be shown that g 1 (t) and g 2 (t) are itself approximatively white
for this we use the fact that g 1 (t) and g 2 (t) are Gaussian and the two prop-
154
erties for any test function η
We note, however, that, as an approximation of a process with finite corre-157 lation time, dW i (t) has to be interpreted in the Stratonovich sense (Gardiner, 158 1985).
159
Combining these formulas in the first two equations of (1), we obtain the 160 following SDE transformed to Itô form with the noise induced drift (Gardiner,
(L 24 + (e 242 + e 224 ) x 2 (t)) (e 242 + e 224 ) dt
Note that coarse graining time as t → 
164
To highlight the structural differences we rewrite the reduced model in 165 the following form 
Here we set y 1 = y 2 = 0 in order to explore the bifurcation behaviour of the 174 climate modes. we also have to test how well the method works in these more realistic cases. 
Prediction of Tipping Points
231
In this section we discuss the role of time scale separation and coupling 232 strength and how well the reduced order models predict tipping points by 233 driving the models with a linearly increasing forcing F 1 (t) = −0.5+0.00002 * t.
234
In figure 6 we display two example trajectories one for weak (θ = 0.1) and one
235
for strong (θ = 1.0) coupling between climate and fast modes. In both cases 236 we set ε = 0. 
300
Now we discuss how well the traditional tipping point indicators perform.
301
In Fig. 11 we display the results of the full dynamics simulations from us- . 6 ).
318
The results display a wide variety of tipping indicator behavior. It is 319 clearly visible that, even though the PDFs (Fig. 8c) show a very narrow tip- do not predict a tipping at all while when they predict a tipping the timing 323 varies widely (Fig. 11) . This is the case for all 4 tipping point indicators.
324
At least for this model experiment our proposed ensemble model prediction 325 system seems to perform more robustly and reliably. 
340
Furthermore, we have shown that reduced order models are able to repro-341 duce the tipping point behaviour of more complex models. Our model results
342
suggest that predicting the time of tipping works best for systems with time 343 scale separation and weak coupling between the resolved and the unresolved 344 part of the system. As can be seen in Fig. 10 for strong coupling and lack of 345 time scale separation the system flickers between the two equilibrium states.
346
The reduced order models well reproduce this flickering.
347
A potential advantage of the proposed dynamical tipping prediction ap-348 proach is that the reduced order models can be run in forecast mode with 349 extrapolation of the forcing. These ensemble predictions will provide a prob- make probabilistic forecasts about whether a tipping is imminent or not.
357
The stochastic mode reduction approach described here requires the knowl- 
374
In many areas of science the evolution equations are not known. 
