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Abstract We propose a finite volume method on general meshes for the discretization of
a degenerate parabolic convection-reaction-diffusion equation. Equations of this type arise in
many contexts, such as the modeling of contaminant transport in porous media. We discretize
the diffusion term, which can be anisotropic and heterogeneous, via a hybrid finite volume
scheme. We construct a partially upwind scheme for the convection term. We consider a wide
range of unstructured possibly non-matching polygonal meshes in arbitrary space dimension.
The only assumption on the mesh is that the volume elements must be star-shaped. The
scheme is fully implicit in time, it is locally conservative and robust with respect to the Péclet
number. We obtain a convergence result based upon a priori estimates and the Fréchet–
Kolmogorov compactness theorem.
1 Introduction
In this paper we study a finite volume method on general meshes for degenerate parabolic
convection-reaction-diffusion equations of the form
∂β(u)
∂t
−∇ · (Λ∇u) +∇ · (Vu) + F (u) = q. (1)
Equations of this type arise in particular in the modeling of contaminant transport in ground-
water. The unknown function u represents the concentration of the species, which diffuses
and is transported by the groundwater. An essential element in our study is the processus
of adsorbtion by a porous skeleton, which is supposed to be very fast. More particularly we
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suppose that the dissolved and the absorbed parts of the species are in equilibrium; this is
modeled by the function β, where β ′ may be infinite in several points. The matrix Λ is a
possibly anisotropic and heterogeneous diffusion-dispersion tensor, V is the velocity field, the
function F stands for the chemical reactions, and q is the source term. We suppose that the
mesh is quite general, and possibly nonmatching. Therefore, also in view of the anisotropy in
the diffusion term, we can not apply the standard finite volume method [13].
Finite volume schemes have often been applied to the equation (1), see e.g. [2], [6], [15]. The
upwind discretization of the convection term permits finite volume schemes to be stable in
convection dominated case, however standard finite volume schemes do not permit to handle
anisotropic diffusion on general meshes. On the other hand finite element method allows a
very simple discretization of full diffusion tensors, they were used a lot for the discretization of
equation (1), see e.g. [5], [9], [10]. A possible solution is to split equation (1) into a hyperbolic
part and a parabolic part, by means of an operator splitting method; one can find such an
analysis in [21], [22], where the advection term was treated by the method of characteristics.
The other quite intuitive idea is to take "best from both worlds" [17], which leads to combined
finite volume-finite element schemes; we refer to [17] for this approach. In order to solve this
class of equations, Eymard, Hilhorst and Vohralík [17] discretize the diffusion term by means
of piecewise linear nonconforming (Crouzeix–Raviart) finite elements over a triangularization
of the space domain, or using the stiffness matrix of the hybridization of the lowest order
Raviart–Thomas mixed finite element method. The other terms are discretized by means
of a finite volume scheme on a dual mesh, where the dual volumes are constructed around
the sides of the original triangularization. In the second paper of Eymard et al. [18] the time
evolution, convection, reaction, and sources terms are discretized on a given grid, which can be
nonmatching and can contain nonconvex elements, by means of a cell-centered finite volume
method. In order to discretize the diffusion term, they construct a conforming simplicial mesh
with vertices given by the original grid and use the finite element method. In this way, the
scheme is fully consistent and the discrete solution is naturally continuous across the interfaces
between the subdomains with nonmatching grids, without introducing supplementary equations
and unknowns nor interpolating the discrete solutions at the interfaces.
The finite volume methods for the discretization of anisotropic diffusion on general meshes is a
subject of wide interest (see for instance the results of the benchmarks organized at the FVCA
5 conference [FVCA5]). We refer to [12] for a detailed analysis of three recently developed
families of schemes, namely the Mimetic Finite Difference scheme, the Hybrid Finite Volume
scheme and the Mixed Finite Volume, which turn out to be quite similar. The most important
feature of these methods is their accurate approximation of anisotropic diffusion even in highly
heterogenous cases. In this paper, we apply a recent method based upon the finite volume
method on general meshes developed by Eymard, Gallouët et Herbin [13], whereas we use
a slightly modified upwind scheme for the approximation of the convection term. The time
discretization is based upon a completely implicit finite difference scheme.
The organization of this paper is as follows. We describe the numerical scheme in Section 2.
We show the existence and uniqueness of the solution of the discrete scheme and prove a priori
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estimates for the discrete solution in L∞(0, T ;L2(Ω)) and in a discrete space analogous to the
space L2(0, T ;H1(Ω)) in Section 3. In Section 4, we prove an estimate on differences of time
translates whereas we establish an estimate on differences of space translates in Section 5.
These estimates imply a relative compactness property of sequences of approximate solutions by
the Fréchet–Kolmogorov theorem. We deduce the strong convergence in L2 of the approximate
solutions to the unique solution of the continuous problem in Section 6. For the proofs, we
apply methods inspired upon those of [13] and [14]. In Section 7, we finally present results
of numerical tests, which confirm the validity of the numerical method.
2 The numerical scheme
We consider the parabolic degenerate convection-diffusion-reaction problem
(P)

∂β(u)
∂t
−∇ · (Λ(x)∇u) +∇ · (V(x)u) + F (u) = q(x, t), (x, t) ∈ QT ,
u(x, t) = 0 x ∈ ∂Ω, t ∈ (0, T ),
u(x, 0) = u0(x), x ∈ Ω,
where Ω is a bounded open connected polyhedral subset of Rd, d ∈ N \ {0}, T > 0 and
QT = Ω× (0, T ). We suppose that the following hypotheses are satisfied:
(H1) β ∈ C(R), β(0) = 0 is a strictly increasing function, which satisfies the growth condition
|β(a) − β(b)| > β|a − b|, β > 0 for all a, b ∈ R; moreover there exist P > 0 and Cβ, such
that |β(u)| 6 Cβ for |u| 6 P and β is a Lipschitz continuous with a constant β for |u| > P ;
(H2) Λ is a measurable function from Ω to Md(R), where Md(R) denotes the set of d× d
symmetric matrices, such that for a.e. x ∈ Ω the set of its eigenvalues is included in [λm, λM ],
where λm, λM ∈ L∞(Ω) are such that 0 < λ 6 λm(x) 6 λM(x) 6 λ;
(H3) V ∈ H(div,Ω)
⋂
L∞(Ω) is such that ∇ ·V > 0 a.e. in Ω;
(H4) u0 ∈ L∞(Ω);
(H5) F ∈ C(R), F (0) = 0 and there exists M > 0 such that uF (u) > 0 and F (u) is
Lipschitz continuous with constant LF for all u < 0 or u > M ; moreover we suppose that F
does not decrease too fast i.e. there exists F > 0 such that (F (u)−F (v))(u−v) > −F (u−v)2
for all u, v ∈ R;
(H6) q ∈ L2(QT ).
We now present a definition of a weak solution of Problem (P).
Definition 2.1. We say that a function u is a weak solution of Problem (P) if
(i) u ∈ L2(0, T ;H10(Ω));
(ii) β(u) ∈ L∞(0, T ;L2(Ω));
(iii) u satisfies the integral equality
−
∫ T
0
∫
Ω
β(u)ϕt dxdt−
∫
Ω
β(u0)ϕ(·, 0) dx+
∫ T
0
∫
Ω
Λ∇u · ∇ϕ dxdt
3
−
∫ T
0
∫
Ω
uV · ∇ϕ dxdt+
∫ T
0
∫
Ω
F (u)ϕ dxdt =
∫ T
0
∫
Ω
qϕ dxdt
for all ϕ ∈ L2(0, T ;H10(Ω)) with ϕt ∈ L∞(QT ), ϕ(·, T ) = 0.
Remark 2.1. In the case that the reaction function F is nondecreasing, the uniqueness of
the weak solution of Problem (P) follows from [24].
In order to describe the numerical scheme we introduce below some notations related to the
space and time discretization.
Definition 2.2. (Space discretization) Let Ω be a polyhedral open bounded connected
subset of Rd, with d ∈ N \ {0}, and ∂Ω = Ω\Ω its boundary. A discretization of Ω, denoted
by D, is defined as the triplet D = (M, E ,P), where:
1. M is a finite family of non empty connex open disjoint subsets of Ω (the "control volumes")
such that Ω¯ =
⋃
K∈MK. For any K ∈M, let ∂K = K\K be the boundary of K; we define
m(K) > 0 as the measure of K and hK as the diameter of K.
2. E is a finite family of disjoint subsets of Ω¯ (the "edges" of the mesh), such that, for
all σ ∈ E , σ is a non empty open subset of a hyperplane of Rd, whose (d − 1)-dimensional
measure m(σ) is strictly positive. We also assume that, for all K ∈M, there exists a subset
EK of E such that ∂K =
⋃
σ∈EK
σ. For each σ ∈ E , we set Mσ = {K ∈ M|σ ∈ EK}.
We then assume that, for all σ ∈ E , either Mσ has exactly one element and then σ ∈ ∂Ω
(the set of these interfaces called boundary interfaces, is denoted by Eext) or Mσ has exactly
two elements (the set of these interfaces called interior interfaces, is denoted by Eint). For all
σ ∈ E , we denote by xσ the barycenter of σ. For all K ∈ M and σ ∈ EK , we denote by nK,σ
the outward normal unit vector.
3. P is a family of points of Ω indexed by M, denoted by P = (xK)K∈M, such that for all
K ∈ M, xK ∈ K; moreover K is assumed to be xK-star-shaped, which means that for all
x ∈ K, there holds [xK ,x] ∈ K. Denoting by dK,σ the Euclidean distance between xK and
the hyperplane containing σ, one assumes that dK,σ > 0. We denote by DK,σ the cone of
vertex xK and basis σ.
Next we introduce some extra notations related to the mesh. The size of the discretization D
is defined by
hD = sup
K∈M
diam(K); (2)
moreover we define
θD = max( max
σ∈Eint,{K,L}=Mσ
dK,σ
dL,σ
, max
K∈Mσ,σ∈EK
hK
dK,σ
). (3)
Thus imposing a uniform bound on θD forces the meshes to be sufficiently regular. As it was
done in [14] we associate with the mesh the following spaces of discrete unknowns
XD = {((vK)K∈M, (vσ)σ∈E), vK ∈ R, vσ ∈ R},
XD,0 = {v ∈ XD such that (vσ)σ∈Eext = 0}. (4)
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Moreover, for each function ϕ = ϕ(x) smooth enough we define PDϕ ∈ XD in following way
(PDϕ)K = ϕ(xK) for all K ∈M,
(PDϕ)σ = ϕ(xσ) for all σ ∈ E .
Definition 2.3. (Time discretization) We divide the time interval (0, T ) into N equal time
steps of length δt = T/N such that
δt < β/F , (5)
where δt is the uniform time step defined by δt = tn − tn−1.
Remark 2.2. For the sake of simplicity, we restrict our study to the case of constant time
steps. Nevertheless all results presented below can be easily extended to the case of a non
uniform time discretization.
After formally integrating the first equation of (P) on the domain K × (tn−1, tn) for each
K ∈M and n = 1, . . . , N , we obtain∫
K
β(u(x, tn))− β(u(x, tn−1)) dx+
∑
σ∈EK
∫ tn
tn−1
∫
σ
(−Λ∇u +Vu) · nK,σ dγdt
+
∫ tn
tn−1
∫
K
F (u) dxdt =
∫ tn
tn−1
∫
K
q dxdt.
For allK ∈M and all σ ∈ EK we define VK,σ =
∫
σ
V · nK,σdγ and qnK =
1
δt m(K)
∫ tn
tn−1
∫
K
q dxdt.
We use an upwind scheme in order to approximate the convective term, since it can possi-
bly dominate the diffusion term; the diffusive flux −
∫
σ
Λ∇u · nK,σdγ is approximated by
a function of the form FK,σ(u
n), where un = ((unK)K∈M, (u
n
σ)σ∈E), and where the numeri-
cal flux FK,σ(u
n) is defined by formula (25) below. The time implicit finite volume scheme
corresponding to Problem (P) is given by:
(i) The initial condition
u0K =
1
m(K)
∫
K
u0(x) dx, (6)
for all K ∈M.
(ii) The discrete equations
m(K)(β(unK)− β(un−1K )) + δt
∑
σ∈EK
FK,σ(u
n) + δt
∑
σ∈EK
VK,σunK,σ
+δt m(K)F (unK) = δt m(K)q
n
K ,
(7)
for all K ∈ M. Unlike in the case of the standard upwind scheme, we define the value unK,σ
as follows. For all K ∈ M and σ ∈ EK we set
unK,σ =
{
unK , if VK,σ > 0
unσ, if VK,σ < 0.
(8)
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We also define
V +K,σ =
1
2
(VK,σ + |VK,σ|) and V −K,σ =
1
2
(VK,σ − |VK,σ|) (9)
which lead to
VK,σu
n
K,σ = V
+
K,σu
n
K + V
−
K,σu
n
σ (10)
The definition of (8) seems natural since we also take the unknowns associated with the mesh
faces. It has an important advantage that the unknowns in the equation (7) are associated
with a single control volume (see Remark 7.1); moreover the numerical experiments presented
in Section 7 show that the upwind scheme (8) also preserves the approximate solution from
unphysical oscillations in the convection dominated case. Finally, we remark that for each
time step the number of equations is card(M), whereas the number of discrete unknowns is
equal to card(M) + card(E). Therefore we need to introduce card(E) additional equations
corresponding to the interface values. For boundary faces these equations are obtained by
writing the discrete analog of the Dirichlet boundary condition
(iii) unσ = 0 for all σ ∈ Eext. (11)
For interior faces, we follow the main idea of the finite volume method by imposing the local
conservation of the discrete fluxes
(iv) (FK,σ(u
n) + VK,σunK,σ) + (FL,σ(u
n) + VL,σunL,σ) = 0 (12)
for all σ ∈ Eint with Mσ = {K,L}. We will define below FK,σ in some more detail, but we
first give an alternative variational formulation of the discrete scheme (i)-(iv). Let {vn}n∈N
be an arbitrary sequence of elements of XD,0; multiplying equation (7) by v
n
K and summing
on all control volumes K ∈M leads to:∑
K∈M
m(K)vnK
β(unK)− β(un−1K )
δt
+
∑
K∈M
∑
σ∈EK
(vnKFK,σ(u
n) + vnKVK,σu
n
K,σ)
+
∑
K∈M
m(K)vnKF (u
n
K) =
∑
K∈M
m(K)vnKq
n
K .
Using (12), we obtain that∑
K∈M
∑
σ∈EK
vnσ(FK,σ(u
n) + VK,σunK,σ) = 0 for all v
n ∈ XD, (13)
which yields the following discrete weak formulation:
Let u0K be defined by:
u0K =
1
m(K)
∫
K
u0(x) dx for all K ∈M (14)
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For each n ∈ {1, . . . , N} find un ∈ XD,0 such that for all vn ∈ XD,0:∑
K∈M
m(K)vnK
β(unK)− β(un−1K )
δt
+ < vn, un >F + < v
n, un >T
+
∑
K∈M
m(K)vnKF (u
n
K) =
∑
K∈M
m(K)vnKq
n
K ,
(15)
with
< v, u >F=
∑
K∈M
∑
σ∈EK
(vK − vσ)FK,σ(u) (16)
and
< v, u >T=
∑
K∈M
∑
σ∈EK
(vK − vσ)VK,σuK,σ. (17)
Remark that the problem (i)-(iv) is equivalent to (15)-(17). Indeed, let δij be the Kroneker
symbol, by setting vnσ = 0 for all σ ∈ E , and v′K = δKK ′ for all K ′ ∈ M and for a given K
one recover (ii), and setting vK = 0 for all K ∈ M and vσ′ = δσσ′ for all σ′ ∈ E yields (iv).
The homogeneous Dirichlet boundary condition (iii) follows from the fact that un ∈ XD,0. In
order to complete the numerical scheme we still have to express the discrete flux FK,σ in terms
of the discrete unknowns. For this purpose we use the SUSHI scheme proposed in [14]: the
idea is based upon the identification of the numerical fluxes FK,σ through the mesh dependent
bilinear form, using the expression of a discrete gradient. We first define
∇Ku = 1
m(K)
∑
σ∈EK
m(σ)(uσ − uK)nK,σ ∀K ∈M, ∀u ∈ XD. (18)
Remark that the geometrical relation∑
σ∈EK
m(σ)nK,σ(xσ − xK)T = m(K)Id (19)
holds for each K. Let ϕ(x) be a function, piecewise linear on the control volumes of the mesh.
In view of (19) one has ∇KPD(ϕ) = ∇ϕ(x)|x∈K . We also remark that∑
σ∈EK
m(σ)nK,σ =
∑
σ∈EK
∫
σ
nK,σ dγ =
∫
K
∇1 dx = 0,
which means that the coefficient of uK in (18) is equal to zero; thus, a reconstruction of the
discrete gradient solely based on (18) cannot lead to a coercive discrete bilinear form in the
general case. Therefore we introduce the additional term
∇K,σu = ∇Ku+RK,σu · nK,σ, (20)
where
RK,σu =
αK
dK,σ
(uσ − uK −∇Ku · (xσ − xK)), (21)
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for some αK > 0, which should be chosen in a suitable way. If we choose αK =
√
d for all
K ∈M in the simple case that Λ is a scalar and that the mesh that satisfies the orthogonality
property nK,σ =
xσ − xK
dK,σ
, we obtain the usual two point scheme. Nevertheless, it may be
useful to optimize the choice of αK as it is done in [3]. We then define the discrete gradient
∇Du as the piecewise constant function equal to ∇K,σu in the cone DK,σ with vertex xK and
basis σ
∇Du|DK,σ = ∇K,σu.
Note that the term RK,σ is a second order error term, which vanishes for piecewise linear
functions. Moreover, the relation (19) together with (21) implies that∑
σ∈EK
m(DK,σ)RK,σ(u)nK,σ = 0 for all K ∈M and for all u ∈ XD, (22)
which in turn implies that ∫
K
∇Du dx = m(K)∇Ku.
The discrete gradient defined above satisfies the following strong consistency property.
Lemma 2.1. Let D be a discretization of Ω in sense of Definition 2.2, moreover let θ > θD
be given. Then for all ϕ ∈ C2(Ω), there exist a positive constant C only depending on d, θ
and ϕ such that
‖∇DPDϕ−∇ϕ‖(L∞(Ω))d 6 ChD.
The proof of this Lemma is given in [14]. The numerical flux is implicitly defined by the
relation
< v, u >F=
∑
K∈M
∑
σ∈EK
(vK − vσ)FK,σ(u) =
∫
Ω
∇Dv ·Λ(x)∇Du dx. (23)
It can also be defined explicitly; in order to do so, we write the discrete gradient in the form
∇K,σu =
∑
σ′∈EK
(uσ′ − uK)yσσ′ , (24)
where yσσ
′
is defined by
yσσ
′
=

m(σ)
m(K)
nK,σ +
√
d
dK,σ
(1− m(σ)
m(K)
nK,σ · (xσ − xK))nK,σ if σ = σ′,
m(σ′)
m(K)
nK,σ′ −
√
d
dK,σ
m(σ′)
m(K)
nK,σ′ · (xσ − xK)nK,σ otherwise.
We obtain that for all u, v ∈ XD∫
Ω
∇Du(x) ·Λ(x)∇Dv(x) =
∑
K∈M
∑
σ∈EK
∑
σ′∈EK
Aσσ
′
K (uσ − uK)(vσ′ − vK),
8
with
Aσσ
′
K =
∑
σ′′∈EK
yσ
′′σ ·ΛK,σ′′yσ′′σ′ and ΛK,σ′′ =
∫
DK,σ′′
Λ(x) dx.
The local matrices (Aσσ
′
K )σσ′∈EK are symmetric, and the numerical flux is then defined by
FK,σ(u) =
∑
σ′∈EK
Aσσ
′
K (uK − uσ′). (25)
Next we prove some useful properties of the mesh depending bilinear forms introduced pre-
viously. In particular we prove that < ·, · >F is continuous and coercive, and that < ·, · >T
is continuous and nonnegative. The space XD defined in (4) is equipped with the following
semi-norm.
Definition 2.4. Let D = (M, E ,P) be a discretization of Ω in the sense of Definition 2.2;
then for all v ∈ XD we define
|v|2X =
∑
K∈M
∑
σ∈EK
m(σ)
dK,σ
(vσ − vK)2, (26)
which is a norm on the space XD,0. Let us also define a discrete analog of ‖ · ‖1,p norm.
Definition 2.5. (The discrete space HM(Ω)) Let 1 6 p < ∞ and let D = (M, E ,P)
be a discretization of Ω in the sense of Definition 2.2. Let HM(Ω) ⊂ L2(Ω) be the set of
piecewise constant functions on the control volumes of the mesh M for each v ∈ HM(Ω) we
define vK = v(x)|x∈K .
For all v ∈ HM(Ω) and for all σ ∈ Eint with Mσ = {K,L} we define Dσv = |vK − vL| and
dσ = dK,σ + dL,σ, and for all σ ∈ Eext with Mσ = {K}, we set Dσv = |vK | and dσ = dK,σ.
We then define the following family of norms
‖v‖p1,p,M =
∑
K∈M
∑
σ∈EK
m(σ)dK,σ(
Dσv
dσ
)p; (27)
so that in particular
‖v‖21,2,M =
∑
K∈M
∑
σ∈EK
m(σ)dK,σ(
Dσv
dσ
)2.
Next we recall two results from [14] which we will use below. The following lemma shows the
equivalence between the semi-norm in XD and the L
2-norm of the discrete gradient.
Lemma 2.2. Let D be a discretization of Ω in the sense of Definition 2.2, and let θ > θD be
given. Then there exists C1 > 0 and C2 > 0 only depending on θ and d such that
C1|v|X 6 ‖∇Dv‖L2(Ω) 6 C2|v|X for all v ∈ XD.
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Lemma 2.3. Let D be a discretization of Ω in the sense of Definition 2.2, then there holds
‖v‖1,2,M 6 |v|X for all v ∈ XD,0.
Next we show that the bilinear forms defined in (16) and (17) satisfy continuity and coercivity
properties.
Lemma 2.4. Let D be a discretization of Ω in the sense of Definition 2.2, and let θ > θD be
given, then:
(i) There exist positive constants C1 and α which do not depend on h such that
| < u, v >F | 6 C1|u|X|v|X
and
< u, u >F> α|u|2X
for all u, v ∈ XD.
(ii) There exist a positive constant C2 which does not depend on h that
| < u, v >T | 6 C2|u|X |v|X
and
< u, u >T> 0
for all u, v ∈ XD,0.
Proof. (i) Using the definition of the numerical flux (23) and in view of (H2) and Lemma 2.2
| < u, v >F | = |
∫
Ω
∇Du ·Λ(x)∇Dv| dx 6 λ‖∇Du‖L2(Ω)‖∇Dv‖L2(Ω) 6 C1|u|X |v|X;
on the other hand we have that
< u, u >F=
∫
Ω
∇Du ·Λ(x)∇Du dx > λ dx‖∇Du‖2L2(Ω) > C2|u|2X.
(ii) By the definition (17) we have that
< u, v >T=
∑
K∈M
∑
σ∈EK
(vK − vσ)VK,σuK,σ.
Using the definition (8) one can write:
< u, v >T=
∑
K∈M
∑
σ∈EK ,VK,σ>0
VK,σ(vK − vσ)uK +
∑
K∈M
∑
σ∈EK ,VK,σ60
VK,σ(vK − vσ)uσ,
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which implies
< u, v >T=
∑
K∈M
∑
σ∈EK
VK,σ(vK − vσ)uK −
∑
K∈M
∑
σ∈EK ,VK,σ60
VK,σ(vK − vσ)(uK − uσ). (28)
Using the Cauchy-Schwarz inequality and the bound dK,σ 6 hD we have that
| < u, v >T | 6
√
d · ‖V‖L∞(Ω)(
∑
K∈M
∑
σ∈EK
m(σ)
(vK − vσ)2
dK,σ
)
1
2 (
∑
K∈M
∑
σ∈EK
m(σ)dK,σ
d
u2K)
1
2
+hD · ‖V‖L∞(Ω)(
∑
K∈M
∑
σ∈EK
m(σ)
(vK − vσ)2
dK,σ
)
1
2 (
∑
K∈M
∑
σ∈EK
m(σ)
(uK − uσ)2
dK,σ
)
1
2 .
and
| < u, v >T | 6 ‖V‖L∞(Ω)(
√
d · |v|X‖u‖L2(Ω) + diam(Ω) · |v|X|u|X)
since
∑
σ∈EK
dKσm(σ) = m(K)d. In view of Lemma 2.3 and the discrete Poincaré inequality
implied by Lemma 5.1 below we conclude that
| < u, v >T | 6 C2|u|X|v|X.
In order to prove the positivity, we write < u, u >T in the form (28)
< u, u >T=
∑
K∈M
∑
σ∈EK
VK,σ(uK − uσ)uK −
∑
K∈M
∑
σ∈EK ,VK,σ60
VK,σ(uK − uσ)2;
using the algebraic inequality −2ab > −a2− b2 and the discrete boundary condition we obtain
< u, u >T>
1
2
∑
K∈M
∑
σ∈EK
VK,σ(u
2
K − u2σ) =
1
2
∑
K∈M
u2K
∑
σ∈EK
VK,σ.
By the assumption (H3) one has that
∑
σ∈EK
VK,σ > 0 and we finally conclude that
< u, u >T> 0.
Next we recall a technical lemma presented in [17], Lemma 8.2, which will be useful for the a
priori estimates of the next section
Lemma 2.5. Let B(s), s ∈ R be defined by
B(s) = β(s)s−
∫ s
0
β(τ)dτ,
with β satisfying hypothesis (H1). Then B(s) > 1
2
s2β.
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3 A priori estimates.
We define below an approximate solution of Problem (1)-(3).
Definition 3.1. (Approximate solution)
Let the sequence of {un} ∈ XND,0, n ∈ {1, . . . , N}, be a solution of the discrete problem (14)-
(17), with δt = T/N > 0. We say that the piecewise constant function uD,δt : Ω× [0, T ] → R
is an approximate solution of Problem (P) if
uD,δt(x, 0) = u
0
K for all x ∈ K,
uD,δt(x, t) = u
n
K for all (x, t) ∈ K × (tn−1, tn];
we also define its approximate gradient by
∇D,δtuD,δt(x, t) = ∇Dun(x) for all (x, t) ∈ K × (tn−1, tn].
Lemma 3.1. (A priori estimate) Let uD,δt be an approximate solution of Problem (1)-(3),
then it is such that
1
4
β‖uD,δt‖2L∞(0,T ;L2(Ω)) 6 C1 and
1
2
λ‖∇D,δtuD,δt‖2L2(QT ) 6 C1, (29)
where
C1 =
1
β
‖β(u0)‖2L2(Ω) +m(Ω)TM | min
06u6M
F (u)|+ T
β
‖q‖2L2(QT );
moreover there exists C2 > 0, such that
‖β(uD,δt)‖L∞(0,T ;L2(Ω)) 6 C2. (30)
Proof. Let m ∈ [1, N ] be an arbitrary integer. Summing on n ∈ {1, . . . , m} the equation
(15) with vn = un for each n we obtain
∑
K∈M
m(K)
m∑
n=1
unK(β(u
n
K)− β(un−1K )) +
m∑
n=1
δt(< un, un >F + < u
n, un >T )
+
m∑
n=1
δt
∑
K∈M
m(K)unKF (u
n
K) =
m∑
n=1
∑
K∈M
δt m(K)unKq
n
K .
Next, we consider the function B from Lemma 2.5 defined by
B(u) = β(u)u−
∫ u
0
β(τ)dτ.
One can see that the following relation holds
B(unK)−B(un−1K ) = unK(β(unK)− β(un−1K ))−
∫ unK
un−1
K
(β(τ)− β(un−1K ))dτ
12
and since β is nondecreasing we have that∫ unK
un−1
K
(β(τ)− β(un−1K ))dτ > 0,
which implies∑
K∈M
m(K)(B(umK)− B(u0K)) =
∑
K∈M
m(K)
m∑
n=1
(B(unK)− B(un−1K ))
6
∑
K∈M
m(K)
m∑
n=1
unK(β(u
n
K)− β(un−1K )).
In view of Lemma 2.5 we have that
1
2
βu2 6 B(u) 6 uβ(u) 6
(β(u))2
β
,
which yields
1
2
β‖uD,δt(·, tm)‖2L2(Ω) −
1
β
‖β(u0)‖2L2(Ω) 6
∑
K∈M
m(K)
m∑
n=1
unK(β(u
n
K)− β(un−1K )).
We remark that in view of the hypothesis (H5) one has
uF (u) > M min
06u6M
F (u),
since min
06u6M
F (u) 6 0. The last statement of Lemma 2.4 implies < un, un >T> 0. By the
equation (23) and (H2) we finally conclude that
1
2
β‖uD,δt(·, tm)‖2L2(Ω) + λ‖∇D,δtuD,δt‖2L2(Ω×(0,km))
6 C +
m∑
n=1
∑
K∈M
δtm(K)unKq
n
K ,
(31)
where
C =
1
β
‖β(u0)‖2L2(Ω) +m(Ω)TM | min
06u6M
F (u)|.
Applying Cauchy-Schwarz and Young’s inequality to the last term in (31) leads to
1
2
β‖uD,δt(·, tm)‖2L2(Ω) + λ‖∇D,δtuD,δt‖2L2(Ω×(0,km)) 6 C + ‖uD,δt‖L2(QT )‖q‖L2(QT )
6 C +
ε
2
‖uD,δt‖2L2(QT ) +
1
2ε
‖q‖2L2(QT ).
We then obtain
1
2
β‖uD,δt‖2L∞(0,T ;L2(Ω)) 6 C +
ε
2
T‖uD,δt‖2L∞(0,T ;L2(Ω)) +
1
2ε
‖q‖2L2(QT )
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and
λ‖∇D,δtuD,δt‖2L2(QT ) 6 C +
ε
2
T‖uD,δt‖2L∞(0,T ;L2(Ω)) +
1
2ε
‖q‖2L2(QT ).
We now choose ε = β/(2T ), which gives
1
4
β‖uD,δt‖2L∞(0,T ;L2(Ω)) 6 C and
λ
2
‖∇D,δtuD,δt‖2L2(QT ) 6 C,
where
C =
1
β
‖β(u0)‖2L2(Ω) +m(Ω)TM | min
06u6M
F (u)|+ T
β
‖q‖2L2(QT ).
In order to prove the estimate on ‖β(uD,δt)‖L∞(0,T ;L2(Ω)) we split β into a bounded and a
Lipschitz continuous part by setting β = β1 + β2, where
β1(s) =
{
β(s) |s| 6 P
0 |s| > P, β2(s) =
{
0 |s| 6 P
β(s) |s| > P, (32)
and
y(s) =
{
β(P )− β(−P )
2P
s+
β(P ) + β(−P )
2
|s| 6 P
0 |s| > P.
(33)
We finally define
β˜1 = β1 − y and β˜2 = β2 + y. (34)
we then remark that β = β˜1 + β˜2; we remark that β˜1 and β˜2 are continuous and that β˜1 is
bounded by 2Cβ, while β˜2 is Lipschitz continuous with Lipschitz constant Lβ˜ = max(β, (β(P )−
β(−P ))/2P ). Which implies the L∞(0, T ;L2(Ω)) estimate
‖β(uD,δt)‖L∞(0,T ;L2(Ω)) 6 ‖β˜1(uD,δt)‖L∞(0,T ;L2(Ω))
+‖β˜2(uD,δt)− β˜2(0)‖L∞(0,T ;L2(Ω)) + ‖β˜2(0)‖L∞(0,T ;L2(Ω)),
so that
‖β(uD,δt)‖L∞(0,T ;L2(Ω)) 6 2m(Ω) 12Cβ + Lβ˜‖uD,δt‖L∞(0,T ;L2(Ω)) +m(Ω)
1
2 |β˜2(0)|.
Remark 3.1. (Extended discrete problem) Let s > 0 and w ∈ HM(Ω) (sf. Definition
2.5), we consider the following extended one step problem. Find u ∈ XD,0 such that for all
v ∈ XD,0:
s
∑
K∈M
m(K)vK
β(uK)− β(wK)
δt
+ < v, u >F +s < v, u >T
+s
∑
K∈M
m(K)vKF (uK) = s
∑
K∈M
m(K)vKqK .
(35)
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It can be shown that the solution of the extended problem (35) is bounded in the norm | · |X .
More precisely, it is such that
1
2
λ‖∇D,δtuD,δt‖2L2(QT ) 6 s(
1
β
‖β(w)‖2L2(Ω) +m(Ω)TM | min
06u6M
F (u)|+ T
β
‖q‖2L2(QT )). (36)
Theorem 3.1. (Existence of a discrete solution) The problem (14)-(17) has at least one
solution.
Proof. Let (ei)16i6card(XD,0) be a family elements of XD,0, which components are defined by
(ei)j = δij , where δij is the Kronecker symbol. The system of nonlinear equations (6)-(12)
may be written in the form
E(β(un)− β(un−1)) +Aun + Cun + δtEF (un) = Qn, (37)
where
(i) un, un−1 ∈ XD,0;
(ii) E is the diagonal matrix of the size card(M) + card(Eint) with elements
(E)K,K = m(K) and (E)σ,σ = 0
for all K ∈M, σ ∈ Eint;
(iii) β and F are continuous mappings from XD,0 to itself naturally defined by
(β(u))i = β(ui) and (F (u))i = F (ui);
(iv) A and C are the diffusion matrix and the convection matrix respectively, with components
Aij = δt < ei, ej >F and Cij = δt < ei, ej >T ,
(v) Qn ∈ XD,0 is the source term, given by
QnK = δtm(K)qnK and Qnσ = 0
for all K ∈M, σ ∈ Eint;
Due to the coercivity of the bilinear form corresponding to the diffusion the matrix A is
invertible; hence (37) is equivalent to
un +A−1(E(β(un)− β(un−1)) + Cun + δtEF (un)−Qn) = 0.
As it has been done in (35), we introduce the extended formulation
un + sA−1(E(β(un)− β(un−1)) + Cun + δtEF (un)−Qn) = 0, (38)
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with s ∈ [0, 1]. Moreover for a given un−1 we define a continuous mappingHn : [0, 1]×XD,0 →
XD,0 by
Hn(s, u) = sA−1(E(β(u)− β(un−1)) + Cu+ δtEF (u)−Qn).
Then the equation (38) can be written in the form un + Hn(s, u
n) = 0. In view of Remark
3.1, the estimate (30) and the Lemma 2.2 we have that
δt|u|2X 6 C,
with some positive constant C, which does not depend on s. Setting R =
√
C/δt+ 1 we
deduce that
|u|X < R for all (s, u) ∈ [0, 1]×XD,0 such that u+Hn(s, u) = 0.
Therefore the equation u+Hn(s, u) = 0 has no solutions on the boundary of the ball BR of
radius R for s ∈ [0, 1]. Next, we denote by d(Id +Hn(s, ·), BR, 0) the topological degree of
the application Id + Hn(s, ·) with respect to the ball BR and right-hand side 0. In view of
the homotopy invariance of the topological degree and thanks to the fact that Hn(0, u) = 0
for all u ∈ XD,0 we have that
d(Id+Hn(s, ·), BR, 0) = d(Id+Hn(0, ·), BR, 0) = 1 for all s ∈ [0, 1],
where we have applied [[11], Theorem 3.1 (d1) and (d3)]. Thus, by [[11], Theorem 3.1 (d4)],
there exists un such that un +Hn(1, u
n) = 0, so that un is a solution of (37).
Theorem 3.2. (Uniqueness of the discrete solution) The solution of the problem (14)-
(17) is unique.
Proof. We give a proof by contradiction. Let uD,δt and u˜h,k be two different solutions of (14)-
(17), such that um = u˜m for all m = 1, . . . , n− 1, but un 6= u˜n. We define rn = un − u˜n. In
view of (15) with v = rn we have that∑
K∈M
m(K)rnK
β(unK)− β(u˜nK)
δt
+ < rn, rn >F + < r
n, rn >T
+
∑
K∈M
m(K)rnK(F (u
n
K)− F (u˜nK)) = 0.
We apply Lemma 2.4 as well as the assumptions (H1) and (H5) in order to estimate each
term in the above equation. We obtain that
(β/δt− F )
∑
K∈M
m(K)(rnK)
2 + α|rn|2X 6 0,
where α is the coercivity constant. Finally, in view of the assumption (5) on the time step we
deduce that
|rn|X = 0.
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4 Estimate on time translates
To begin with we give two technical lemmas which will be useful for proving the estimate on
time translates
Lemma 4.1. Let T > 0, τ ∈ (0, T ), N ∈ N \ {0}, δt = T/N be given and (an)n∈N\{0} be a
family of non negative real values. Let ⌈s⌉ denotes the smallest integer larger or equal to s.
Then ∫ T−τ
0
∑
⌈t/δt⌉+16n6⌈(t+τ)/δt⌉
andt 6 τ
N∑
n=1
an.
Proof. One has that∫ T−τ
0
∑
⌈t/δt⌉+16n6⌈(t+τ)/δt⌉
andt 6
∫ T−τ
0
∑
t/δt+16n<(t+τ)/δt+1
andt =
∫ T−τ
0
∑
t6mδt<t+τ
am+1dt
We remark that if ⌈t/δt⌉ + 1 > ⌈(t + τ)/δt⌉, then the above inequality seal holds, with the
left hand side term equal to zero. We define a characteristic function χ(n, t1, t2) by
χ(n, t1, t2) =
{
1 if t1 6 nδt < t2,
0 otherwise.
Then we obtain that∫ T−τ
0
∑
⌈t/δt⌉+16n6⌈(t+τ)/δt⌉
andt 6
N−1∑
m=1
am+1
∫ T−τ
0
χ(n, t, t + τ)dt 6 τ
N∑
m=1
am.
Lemma 4.2. Let T > 0, τ ∈ (0, T ), N ∈ N \ {0}, δt = T/N , ζ ∈ [0, τ ] be given and
(an)n∈N\{0} be a family of nonnegative real values. Let ⌈s⌉ denotes the smallest integer larger
or equal to s. Then ∫ T−τ
0
∑
⌈t/δt⌉+16n6⌈(t+τ)/δt⌉
a⌈(t+ζ)/δt⌉dt 6 τ
N∑
n=1
an.
Proof. As in the proof of the previous Lemma we have that∫ T−τ
0
∑
⌈t/δt⌉+16n6⌈(t+τ)/δt⌉
a⌈(t+ζ)/δt⌉dt 6
N∑
n=1
∫ T−τ
0
a⌈(t+ζ)/δt⌉χ(n, t, t+ τ)dt
A simple change of variable implies
N∑
n=1
∫ T−τ
0
a⌈(t+ζ)/δt⌉χ(n, t, t + τ)dt 6
N∑
n=1
∫ T
0
a⌈s/δt⌉χ(n, s− ζ, s− ζ + τ)ds
=
N∑
m=1
am
N∑
n=1
∫ mδt
(m−1)δt
χ(n, s− ζ, s− ζ + τ)ds.
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In order to conclude the proof we remark that χ(n, t1, t2) = χ(n+m, t1 +mδt, t2 +mδt) for
all n,m ∈ Z, t1, t2 ∈ R, which in turn implies that
N∑
n=1
∫ mδt
(m−1)δt
χ(n, s− ζ, s− ζ + τ)ds =
N∑
n=1
∫ −nδt
−(n+1)δt
χ(−m, s− ζ, s− ζ + τ)ds
6
∫
R
χ(−m, s− ζ, s− ζ + τ)ds = τ.
Theorem 4.1. Let D be a discretization of Ω in the sense of Definition 2.2 and let {uD,δt}
be a solution of the discrete problem in sense of Definition 3.1. Let also θ > θD be given.
Then there exists a positive constant C only depending on θ such that∫ T−τ
0
∫
Ω
(uD,δt(x, t+ τ)− uD,δt(x, t))2dxdt 6 Cτ, (39)
for all τ ∈ (0, T ).
Proof. To begin with we use the hypothesis (H1) to obtain
β
∫ T−τ
0
∫
Ω
(uD,δt(x, t+ τ)− uD,δt(x, t))2 dxdt
= β
∫ T−τ
0
∑
K∈M
m(K)(u
⌈(t+τ)/δt⌉
K − u⌈t/δt⌉K )2dt
6
∫ T−τ
0
∑
K∈M
m(K)(u
⌈(t+τ)/δt⌉
K − u⌈t/δt⌉K )(β(u⌈(t+τ)/δt⌉K )− β(u⌈t/δt⌉K ))dt
=
∫ T−τ
0
∑
K∈M
m(K)(u
⌈(t+τ)/δt⌉
K − u⌈t/δt⌉K )
∑
⌈t/δt⌉+16n6⌈(t+τ)/δt⌉
m(K)(β(unK)− β(un−1K ))dt
For a given k and for all real t and τ we define the following set
n(t, τ) = {n ∈ N, ⌈t/δt⌉ + 1 6 n 6 ⌈(t+ τ)/δt⌉},
which can be empty. Then, the discrete equation (7) implies
β
∫ T−τ
0
∫
Ω
(uD,δt(x, t+ τ)− uD,δt(x, t))2 dxdt 6
∫ T−τ
0
∑
K∈M
(u
⌈(t+τ)/δt⌉
K − u⌈t/δt⌉K )
·
∑
n∈n(t,τ)
δt(m(K)qnK −
∑
σ∈EK
(FK,σ(u
n) + VK,σu
n
K,σ)−m(K)F (unK))dt.
Let us define the expressions AD,C , AR and AS by
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AD,C =
∫ T−τ
0
∑
n∈n(t,τ)
δt
∑
K∈M
(u
⌈(t+τ)/δt⌉
K − u⌈t/δt⌉K )
∑
σ∈EK
(FK,σ(u
n) + VK,σunK,σ)dt,
AR =
∫ T−τ
0
∑
n∈n(t,τ)
δt
∑
K∈M
m(K)(u
⌈(t+τ)/δt⌉
K − u⌈t/δt⌉K )F (unK)dt,
AS =
∫ T−τ
0
∑
n∈n(t,τ)
δt
∑
K∈M
m(K)(u
⌈(t+τ)/δt⌉
K − u⌈t/δt⌉K )qnKdt,
which we will estimate below. In view of (13), (16) and (17) we obtain
AD,C =
∫ T−τ
0
∑
n∈n(t,τ)
δt(< u⌈(t+τ)/δt⌉ − u⌈t/δt⌉, un >F + < u⌈(t+τ)/δt⌉ − u⌈t/δt⌉, un >T )dt
In view of Lemma 2.4 we have that | < u, v >F |+ | < u, v >T | 6 C|u|X|v|X for all u, v ∈
XD,0 and since 2ab 6 a
2 + b2 one has
|AD,C | 6 C
∫ T−τ
0
∑
n∈n(t,τ)
δt(|u⌈(t+τ)/δt⌉|X + |u⌈t/δt⌉|X)|un|Xdt
6 C(
∫ T−τ
0
∑
n∈n(t,τ)
δt|u⌈t/δt⌉|2X +
∫ T−τ
0
∑
n∈n(t,τ)
δt|u⌈(t+τ)/δt⌉|2X +
∫ T−τ
0
∑
n∈n(t,τ)
δt|un|2Xdt).
It follows from the estimate (29) and the Lemmas 4.1 and 4.2 that
|AD,C| 6 τC
N∑
n=1
δt|un|2X 6 Cτ.
Next, we estimate the term AR; we remark that for all u, v ∈ R it holds
vF (u) 6 LF |v||u| 6 1
2
v2 +
1
2
L2Fu
2 if u < 0,
vF (u) 6 |v| max
06u6M
|F (u)| 6 1
2
v2 +
1
2
max
06u6M
F 2(u) if 0 6 u 6 M,
vF (u) 6 |v|(|F (u)− F (M)|+ |F (M)|) 6 |v|(LF |u−M |+ F (M))
6 v2 +
1
2
L2F |u|2 +
1
2
(LFM + F (M))
2 if u > M.
Hence, ∑
K∈M
m(K)vKF (uK) 6 ‖v‖2L2(Ω) +
1
2
L2F‖u‖2L2(Ω) +
1
2
CF
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for all v, u ∈ HM, where CF = 1
2
m(Ω)( max
06u6M
F 2(u) + (LFM + F (M))
2). We obtain
|AR| 6
∫ T−τ
0
∑
n∈n(t,τ)
δt(‖uD,δt(·, ⌈t/δt⌉)‖2L2(Ω) + ‖uD,δt(·, ⌈(t+ τ)/δt⌉)‖2L2(Ω))dt
+
∫ T−τ
0
∑
n∈n(t,τ)
δt(L2F‖uD,δt(·, tn)‖2L2(Ω) + CF )dt.
One more time it follows from the estimate (29) and the Lemmas 4.1 and 4.2 that
|AR| 6 τ
N∑
n=1
δt(C‖uD,δt(·, tn)‖2L2(Ω) + CF ) 6 τC
In the same way we proceed for the term |AS|, one has that
AS =
∫ T−τ
0
∑
n∈n(t,τ)
∑
K∈M
∫ tn
tn−1
∫
K
(u
⌈(t+τ)/δt⌉
K − u⌈t/δt⌉K )q(x, s) dxdsdt
and
|AS| 6
∫ T−τ
0
∑
n∈n(t,τ)
∑
K∈M
∫ tn
tn−1
∫
K
1
2
((u
⌈t/δt⌉
K )
2 + (u
⌈(t+τ)/δt⌉
K )
2) + (q(x, s))2 dxdsdt
=
∫ T−τ
0
∑
n∈n(t,τ)
1
2
δt(‖uD,δt(·, ⌈t/δt⌉)‖2L2(Ω) + ‖uD,δt(·, ⌈(t+ τ)/δt⌉)‖2L2(Ω))dt
+
∫ T−τ
0
∑
n∈n(t,τ)
∑
K∈M
∫ tn
tn−1
∫
K
(q(x, s))2 dxdsdt.
In view of Lemmas 4.2 and 4.1 we obtain
|AS| 6 τ(‖uD,δt‖2L2(QT ) + ‖q‖2L2(QT )).
Finally we use an a priori estimate (29) and the hypothesis (H6) to conclude the proof.
5 Estimate on space translates
In this section we prove an estimate on the L2−norm of differences of space translates of the
discrete solution. We state without proof two results from [14], which are useful in our study.
Lemma 5.1. Let d > 1, 1 6 p <∞ and Ω be an open bounded connected subset of Rd. Let
D be a mesh of Ω in the sense of Definition 2.2. Let η > 0 be such that η 6 dK,σ/dL,σ 6 1/η
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for all σ ∈ Mσ = {K,L}. Then, there exists q > p only depending on p and there exist a
positive constant C, only depending on d, Ω, p and η such that:
‖u‖Lq(Ω) 6 C‖u‖1,p,M (40)
for all u ∈ HM(Ω). We recall that HM(Ω) ⊂ L2(Ω) is the set of piecewise constant functions
on the control volumes of the mesh.
Lemma 5.2. Let d > 1 and Ω be a polyhedral open bounded connected subset of Rd. Let
D = (M, E ,P) be a discretization of Ω in the sense of Definition 2.2 and let u ∈ HM(Ω).
Then, with notation of Definition 2.5:
‖u(·+ y)− u‖L1(Rd) 6 |y|
√
d‖u‖1,1,M, (41)
where u is defined on the whole Rd, taking u = 0 outside Ω.
Next we show that a similar inequality holds in every Lp-norm.
Lemma 5.3. Let d > 1, 1 6 p < ∞ and Ω be an open bounded connected subset of Rd
and T > 0. Let D be a discretization of Ω in the sense of Definition 2.2. Let η > 0 such
that η 6 dK,σ/dL,σ 6 1/η for all σ ∈ Mσ = {K,L}. There exist C > 0 and ρ > 0, only
depending on d, p, Ω and η such that
‖u(·+ y)− u‖Lp(Rd) 6 C|y|ρ‖u‖1,p,M,
where u is defined on Rd, taking u = 0 outside Ω.
Proof. In view of Lemma 5.1, there exist q > p and a positive constant C such that
‖u‖Lq(Rd) 6 C‖u‖1,p,M. (42)
We apply the Interpolation Inequality [[1], Theorem 2.11, p.27]
‖u(·+ y)− u‖Lp(Rd) 6 ‖u(·+ y)− u‖ρL1(Rd)‖u(·+ y)− u‖1−ρLq(Rd), (43)
where
ρ =
1
p
· q − p
q − 1 .
Moreover (42) implies that
‖u(·+ y)− u‖Lq(Rd) 6 2‖u‖Lq(Rd) 6 C‖u‖1,p,M,
so that by (41) and (43) implies that
‖u(·+ y)− u‖Lp(Rd) 6 C|y|ρ(‖u‖1,1,M)ρ(‖u‖1,p,M)1−ρ.
Applying Hölder inequality we obtain that
‖u‖1,1,M 6 C‖u‖1,p,M
for some positive constant C. Then
‖u(·+ y)− u‖Lp(Rd) 6 C|y|ρ‖u‖1,p,M.
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Theorem 5.1. Let {Dh} be a family of discretizations in the sense of Definition 2.2 and
let θ be a positive constant such that θD 6 θ for all D ∈ Dh. Let {uD,δt} be a family of
approximate solutions corresponding to Dh and δt = T/N for some N ∈ N \ {0}. Then
{uD,δt} is relatively compact in L2(QT ).
Proof. To begin with, we extend uD,δt by zero outside of QT . Applying the Lemma 5.3 with
p = 2 yields
‖uD,δt(·+ y, t)− uD,δt(·, t)‖L2(Rd) 6 C|y|ρ‖uD,δt(·, t)‖1,2,M
for some positive constants ρ > 0 and C > 0. Integrating on (0, T ) we obtain
‖uD,δt(·+ y, ·)− uD,δt‖2L2(Rd×(0,T )) 6 C|y|2ρ
N∑
n=1
δt‖uD,δt(·, tn)‖21,2,M.
Then in view of the lemmas 2.3, 2.2 and the estimate (29) we obtain the bound
‖uD,δt(·+ y)− uD,δt‖L2(Rd×(0,T )) 6 C|y|ρ,
which, combined with (39) gives
‖uD,δt(·+ y, ·+ τ)− uD,δt‖L2(Rd×(0,T ))
6 ‖uD,δt(·+ y, ·+ τ)− uD,δt(·+ y, ·)‖L2(Rd×(0,T )) + ‖uD,δt(·+ y, ·)− uD,δt‖L2(Rd×(0,T ))
6 C(
√
τ + |y|ρ).
Then the Fréchet-Kolmogorov Compactness Theorem implies that the family {uD,δt} is rela-
tively compact in L2(Rd × (0, T )) and thus in L2(QT ).
6 Convergence
Theorem 6.1. Let {Dh} be a family of discretizations in the sense of Definition 2.2 and
let θ be a positive constant such that θD 6 θ for all D ∈ Dh. Let {uD,δt} be a family of
approximate solutions corresponding to Dh and δt = T/N for some N ∈ N \ {0}. Then
there exists a subsequence of {uD,δt}, which we denote again by {uD,δt}, such that uD,δt → u
strongly in L2(QT ) as hD, δt → 0, where u is a weak solution of Problem (P). Moreover
u ∈ L2(0, T ;H10(Ω)) and ∇D,δtuD,δt weakly converge in L2(QT )d to ∇u. In the case that
F is nondecreasing, the whole sequence {uD,δt} converges to the unique weak solution u of
Problem (P).
Proof. By Theorem 5.1 there exist a subsequence of {uD,δt} that we still denote by {uD,δt}
and a function u ∈ L2(QT ) such that uD,δt → u strongly in L2(QT ) as hD, δt → 0 (and
also in L2(Rd × (0, T )) taking uD,δt = 0 outside of Ω × (0, T )). In view of (29) there exists
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a function G ∈ L2(QT )d such that ∇D,δtuD,δt weakly converge in L2(QT )d to G along a
subsequence as hD, δt → 0. In order to show that G = ∇u we consider an arbitrary vector
function w ∈ C([0, T ];C∞c (Rd)) and the term T 1G defined by
T 1
G
=
∫ T
0
∫
Rd
∇D,δtuD,δt(x, t) ·w(x, t) dxdt.
Using the Definition 3.1 and (20) we obtain that T 1G = T
2
G + T
3
G, with
T 2
G
=
N∑
n=1
∑
K∈M
∑
σ∈EK
δtm(σ)(unσ − unK)nK,σ ·wnK
and
T 3
G
=
N∑
n=1
∑
K∈M
∑
σ∈EK
RK,σ(u
n)nK,σ ·
∫ tn
tn−1
∫
DK,σ
w(x, t) dxdt,
where wnK =
1
δtm(K)
∫ tn
tn−1
∫
K
w(x, t) dxdt. We compare T 2
G
with T 4
G
defined by
T 4
G
=
N∑
n=1
∑
K∈M
∑
σ∈EK
δtm(σ)(unσ − unK)nK,σ ·wnσ,
where wnσ =
1
δtm(σ)
∫ tn
tn−1
∫
σ
w(x, t) dγdt. One can see that
(T 2
G
− T 4
G
)2 6
N∑
n=1
∑
K∈M
∑
σ∈EK
δtm(σ)
dK,σ
(unσ − unK)2
N∑
n=1
∑
K∈M
∑
σ∈EK
δtm(σ)dK,σ|wnK −wnσ |2,
which leads to T 2
G
→ T 4
G
as hD → 0. Then,
T 4
G
= −
N∑
n=1
∑
K∈M
∑
σ∈EK
δtm(σ)unKnK,σ ·wnσ = −
∫ T
0
∫
Rd
uD,δt(x, t) ∇ ·w(x, t) dxdt.
and we conclude that
lim
hD ,δt→0
T 4
G
= −
∫ T
0
∫
Rd
u(x, t)∇ · w(x, t) dxdt.
Next, we show that lim
hD,δt→0
T 3
G
= 0. Thanks to (22) we have that
T 3
G
=
N∑
n=1
∑
K∈M
∑
σ∈EK
RK,σ(u
n)nK,σ ·
∫ tn
tn−1
∫
DK,σ
(w(x, t)−wnK) dxdt.
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Since w is a regular function, there exist a positive constant C = C(w) such that
|
∫ tn
tn−1
∫
DK,σ
(w(x, t)−wnK) dxdt| 6 Cδt
m(σ)dK,σ
d
(hD + δt).
On the other hand by (21) and in view of regularity of the mesh, we have that
(RK,σu
n)2 6 2d((
unσ − unK
dK,σ
)2 + |∇Kun|2|xσ − xK
dK,σ
|2) 6 2d((u
n
σ − unK
dK,σ
)2 + θ2|∇Kun|2).
Applying the Cauchy-Schwarz inequality inequality, we get
lim
hD ,δt→0
T 3
G
= 0
This implies that the function G ∈ L2(Rd× (0, T ))d is a.e. equal to ∇u in Rd× (0, T ). Since
u = 0 outside of Ω, it follows that u ∈ L2(0, T ;H10(Ω)).
Next we show that u is a weak solution of the problem (P). For this purpose, we introduce
the function space
Φ = {ϕ ∈ C2,1(Ω× [0, T ]), ϕ = 0 on ∂Ω× [0, T ], ϕ(·, T ) = 0}.
Taking an arbitrary ϕ ∈ Φ, we define the sequence of elements of XD,0
ϕn = PDϕ(·, tn) for all n ∈ {1, . . . , N}
which implies ϕnK = ϕ(xK , tn) and ϕ
n
σ = ϕ(xσ, tn). Next setting
vn = ϕn−1 for all n ∈ {1, . . . , N}
in (15), we obtain, also in view of (16) and (17) that
TT + TD + TC + TR = TS,
where
TT =
N∑
n=1
∑
K∈M
m(K)(β(unK)− β(un−1K ))ϕn−1K ,
TD =
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
(ϕn−1K − ϕn−1σ )FK,σ(un),
TC =
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
(ϕn−1K − ϕn−1σ )VK,σunK,σ,
TR =
N∑
n=1
δt
∑
K∈M
m(K)ϕn−1K F (u
n
K)
and
TS =
N∑
n=1
δt
∑
K∈M
m(K)ϕn−1K q
n
K .
We successively search for the limit of each of these terms as hD and k tend to zero.
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6.1 Time evolution term
Using discrete integration by parts and the fact that ϕ(x, T ) = 0 we obtain
TT = −
N∑
n=1
∑
K∈M
m(K)(ϕnK − ϕn−1K )β(unK)−
∑
K∈M
m(K)ϕ0Kβ(u
0
K).
First we show that ∑
K∈M
m(K)β(u0K)ϕ
0
K →
∫
Ω
β(u0(x))ϕ(x, 0) dx.
For this purpose we define
T 0T =
∑
K∈M
m(K)β(u0K)ϕ
0
K −
∫
Ω
β(u0(x))ϕ(x, 0) dx.
Next we subtract
∫
Ω
β(u0K)ϕ(x, 0) from each term to deduce that,
T 0T =
∑
K∈M
∫
K
β(u0K)(ϕ
0
K − ϕ(x, 0)) dx−
∑
K∈M
∫
K
(β(u0(x))− β(u0K))ϕ(x, 0) dx. (44)
In view of the regularity of the test function ϕ ∈ C2,1(Ω× [0, T ]) we have that
|ϕ0K − ϕ(x, 0)| 6 ChD for all x ∈ K
and
|ϕ(x, 0)| 6 C.
We also remark that by (6) one has that |u0K| 6 ‖u0‖L∞(Ω) and moreover the monotonicity
hypothesis (H1) implies that |β(u0K)| 6 β(‖u0‖L∞(Ω)) for all K ∈ M; consequently the first
term on the right-hand side of (44) tends to zero as hD → 0 and the second term can be
estimated by
C
∑
K∈M
∫
K
|β(u0(x))− β(u0K)| dx = C
∫
Ω
|β(u0(x))− β(uD,δt(x, 0))| dx.
By the discrete initial condition (6) and the Definition 3.1 one has∫
Ω
|u0(x)− uD,δt(x, 0)| dx→ 0 as hD → 0,
or in other words uD,δt(0) converges strongly to u0 in L
1(Ω) as hD → 0. Hence a subsequence
of {uD,δt(x, 0)}, which we still denote by {uD,δt(x, 0)} converges to u0(x) for a.e. x ∈ Ω and
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also β(uD,δt(x, 0)) → β(u0(x)) for a.e. x ∈ Ω. Since β(uD,δt(x, 0)) 6 ‖β(u0(x))‖L∞(Ω) the
Lebesgue dominated convergence theorem implies∫
Ω
|β(u0(x))− β(uD,δt(x, 0))| dx→ 0 as hD → 0.
Thus T 0T → 0 as hD → 0. Next we prove that
N∑
n=1
∑
K∈M
m(K)(ϕnK − ϕn−1K )β(unK)→
∫ T
0
∫
Ω
β(u(x, t))ϕt(x, t) dxdt (45)
as hD and δt→ 0. We define
T 1T =
N∑
n=1
∑
K∈M
m(K)(ϕnK − ϕn−1K )β(unK)−
∫ T
0
∫
Ω
β(u(x, t))ϕt(x, t) dxdt,
and we add and subtract
∫ tn
tn−1
∫
K
β(unK)ϕt(x, t) dxdt in each term to obtain
T 1T =
N∑
n=1
∑
K∈M
m(K)β(unK)
∫ tn
tn−1
(ϕt(xK , t)− ϕt(x, t)) dxdt
+
∫ T
0
∫
Ω
(β(uD,δt(x, t))− β(u(x, t)))ϕt(x, t) dxdt.
(46)
We have that for all x ∈ K and all K ∈M it holds
|ϕt(xK , t)− ϕt(x, t)| 6 C(hD)
where C(hD)→ 0 as hD → 0. The absolute value of the first term on the right-hand side of
(46) is bounded by
C(hD)
N∑
n=1
∑
K∈M
δtm(K)|β(unK)| 6 C(hD)(Tm(Ω))1/2(
N∑
n=1
∑
K∈M
δtm(K)(β(unK))
2)1/2
6 C(hD)Tm(Ω)
1/2‖β(uD,δt)‖L∞(0,T ;L2(Ω)),
which tends to zero as hD → 0 in view of the a priori estimate (30). Further, since |ϕt(x, t)| 6
Cϕ, we can estimate the absolute value of the second term in (46) by
Cϕ
∫ T
0
∫
Ω
|β(uD,δt(x, t))− β(u(x, t))| dxdt 6 Cϕ
∫ T
0
∫
Ω
|β˜1(uD,δt(x, t))− β˜1(u(x, t))| dxdt
+Cϕ
∫ T
0
∫
Ω
|β˜2(uD,δt(x, t))− β˜2(u(x, t))| dxdt,
where β˜1 and β˜2 are given by (32)-(34). Since uD,δt → u strongly in L2(QT ), a subsequence
of {uD,δt}, which we still denote by {uD,δt} converges to u a.e. in Ω. The first term on
right-hand side of the expression above converges to zero by the Lebesgue dominated con-
vergence theorem. The convergence to zero of the second term can be deduced from the
Lipschitz continuity of β˜2 and the strong convergence of uD,δt to u in L
2(QT ).
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6.2 Convection term
Next, we show that
E =
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
(ϕn−1K −ϕn−1σ )VK,σunK,σ+
∫ T
0
∫
Ω
u(x, t)V(x)·∇ϕ(x, t) dxdt→ 0 (47)
as hD, δt tend to zero. As it was done in in the proof of the Lemma 2.4 we write the left-hand
side part of (47) as
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
(ϕn−1K − ϕn−1σ )VK,σunK,σ =
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
VK,σ(ϕ
n−1
K − ϕn−1σ )unK
−
N∑
n=1
δt
∑
K∈M
∑
σ∈EK ,VK,σ60
VK,σ(ϕ
n−1
K − ϕn−1σ )(unK − unσ),
(48)
and the following estimate holds
|
N∑
n=1
δt
∑
K∈M
∑
σ∈EK ,VK,σ60
VK,σ(ϕ
n−1
K − ϕn−1σ )(unK − unσ)| 6 hD · ‖V‖L∞(Ω)
N∑
n=1
δt|ϕn−1|X |un|X
6 ChD · ‖V‖L∞(Ω)
N∑
n=1
δt‖∇Dϕn−1‖L2(Ω)‖∇Dun‖L2(Ω)
6 ChD · ‖V‖L∞(Ω)
N∑
n=1
δt‖∇Dϕn−1‖2L2(Ω) + ChD · ‖V‖L∞(Ω)‖∇D,δtuD,δt‖2L2(QT ).
The second term in the right-hand side of the expression above is bounded be because of the
a priori estimate (29) and the first term can be controlled via the consistency of the discrete
gradient given by Lemma 2.1 and the regularity of ϕ; indeed
N∑
n=1
∫ tn
tn−1
∫
Ω
|∇Dϕn−1(x)|2 dxdt 6 3
N∑
n=1
∫ tn
tn−1
∫
Ω
|∇Dϕn−1(x)−∇ϕ(x, tn−1)|2 dxdt
+3
N∑
n=1
∫ tn
tn−1
∫
Ω
|∇ϕ(x, tn−1)−∇ϕ(x, t)|2 dxdt+ 3
∫ T
0
∫
Ω
|∇ϕ(x, t)|2 dxdt
6 (Cϕ(δt) + Ch
2
D)Tm(Ω) + 3‖∇ϕ‖2L2(QT ) 6 C,
where Cϕ(δt) tends to zero as δt → 0. Thus the second term in the right hand side of (48)
tends to zero as hD, δt→ 0. Let us define E1 and E2
E1 =
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
VK,σ(ϕ
n−1
K − ϕn−1σ )unK +
N∑
n=1
δt
∑
K∈M
unK
∫
K
∇ϕ(x, tn−1) ·V(x) dx,
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E2 =
N∑
n=1
δt
∑
K∈M
unK
∫
K
∇ϕ(x, tn−1) ·V(x) dx−
∫ T
0
∫
Ω
u(x, t)∇ϕ(x, t) ·V(x) dxdt.
so that also in view of (48) limhD,δt→0 E = limhD ,δt→0E1−limhD,δt→0 E2. We will successively
establish that E1 and E2 converges to zero as hD, δt→ 0. To begin with let us remark that
integrating by parts in the expression of E1 yields E1 = E11 −E12, where
E11 =
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
VK,σϕ
n−1
K u
n
K −
N∑
n=1
δt
∑
K∈M
unK
∫
K
ϕ(x, tn−1)∇ ·V(x) dx
and where
E12 =
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
VK,σϕ
n−1
σ u
n
K −
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
unK
∫
σ
ϕ(x, tn−1)V(x) · nK,σdγ.
We first prove that lim
hD ,δt→0
E11 = 0.
E11 =
N∑
n=1
δt
∑
K∈M
unK
∫
K
(ϕn−1K − ϕ(x, tn−1))∇ ·V(x)) dx.
in view of regularity of the function ϕ we obtain
|E11| 6 CϕhD
N∑
n=1
δt
∑
K∈M
|unK |
∫
K
|∇ ·V(x)| dx 6 Cϕh
∫
QT
|uD,δt(x, t)∇ ·V(x)| dx
Finally applying the Cauchy-Schwarz inequality yields
|E11| 6 Cϕh‖uD,δt‖L2(QT )‖∇ ·V‖L2(QT )
so that |E11| → 0 as hD → 0. Next we consider the term E12, which can be written as
E12 =
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
unK
∫
σ
(ϕn−1σ − ϕ(x, tn−1))V(x) · nK,σdγ.
In order to show that E12 → 0 as hD, δt → 0 we first remark that since nK,σ = −nL,σ for
any pair of neighbor volumes K,L, and in view of the boundary condition on ϕ one has that
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
VK,σϕ
n−1
σ u
n
σ = 0
and also
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
unσ
∫
σ
ϕ(x, tn−1)V(x) · nK,σdγ = 0.
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Hence, the term E12 can be written as
E12 =
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
(unK − unσ)
∫
σ
(ϕn−1σ − ϕ(x, tn−1))V(x) · nK,σdγ.
Therefore, in view of the regularity of ϕ and V we have that
|E12| 6 Cmax
x∈Ω
V(x) · h
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
m(σ)|unK − unσ|.
Applying Cauchy-Schwarz inequality we obtain
|E12| 6 Cd 12 max
x∈Ω
V(x)·hD(
N∑
n=1
∑
K∈M
∑
σ∈EK
δtm(σ)
(unK − unσ)2
dK,σ
)
1
2 ·(
N∑
n=1
∑
K∈M
∑
σ∈EK
δt
m(σ)dK,σ
d
)
1
2 .
In view of Lemma 2.2 we obtain
|E12| 6 Cdmax
x∈Ω
V(x)m(Ω)
1
2T
1
2 · hD‖∇D,δtuD,δt‖L(QT ),
so that in view of the a priori estimate (29) one has that |E12| → 0 as hD → 0, so that
E1 = E11 − E12 → 0 as hD, δt→ 0. It remains to prove that E2 converges to zero.
Adding and subtracting
∫ tn
tn−1
∫
K
unK∇ϕ(x, t) ·V(x) dxdt from each term of E2, yields
E2 =
N∑
n=1
∑
K∈M
∫ tn
tn−1
∫
K
unK(∇ϕ(x, tn−1)−∇ϕ(x, t)) ·V(x) dxdt
−
N∑
n=1
∑
K∈M
∫ tn
tn−1
∫
K
(u(x, t)− uD,δt(x, t))∇ϕ(x, t) ·V(x) dxdt.
Finally, in view of the regularity of ϕ, the a priori estimate (29), and to the fact that uD,δt → u
strongly in L2(QT ) we conclude that |E2| tends to zero as hD, δt→ 0.
6.3 Diffusion term
We show below that
T 1D =
N∑
n=1
δt
∑
K∈M
∑
σ∈EK
(ϕn−1K − ϕn−1σ )FK,σ(un)−
∫ T
0
∫
Ω
∇ϕ(x, t) ·Λ(x)∇u(x, t) dxdt
tends to zero as hD, δt→ 0. In view of (23) one has that
T 1D =
N∑
n=1
∫ tn
tn−1
∫
Ω
(∇Dϕn−1 ·Λ(x)∇Dun −∇ϕ(x, t) ·Λ(x)∇u(x, t)) dxdt.
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Adding and subtracting the term
∫
Ω
∇ϕ(x, t) ·Λ(x)∇Dun dx we set T 1D in the form T 1D =
T 2D + T
3
D with
T 2D =
N∑
n=1
∫ tn
tn−1
∫
Ω
(∇Dϕn−1 −∇ϕ(x, t)) ·Λ(x)∇Dun dxdt
and
T 3D =
N∑
n=1
∫ tn
tn−1
∫
Ω
∇ϕ(x, t) ·Λ(x)(∇Dun −∇u(x, t)) dxdt.
The term T 3D tends to zero as hD, δt → 0, since ∇D,δtuD,δt tends to ∇u weakly in L2(QT ).
On the other hand the term T 2D can be written in the form T
2
D = T
4
D + T
5
D with
T 4D =
N∑
n=1
∫ tn
tn−1
∫
Ω
(∇Dϕn−1 −∇ϕ(x, tn−1)) ·Λ(x)∇Dun dxdt
and
T 5D =
N∑
n=1
∫ tn
tn−1
∫
Ω
∇(ϕ(x, tn−1)− ϕ(x, t)) ·Λ(x)∇Dun dxdt.
It follows from (29), Lemma 2.1 and the regularity of ϕ that T 4D and T
5
D tends to zero as
hD, δt→ 0 and so do T 2D and T 1D.
6.4 Reaction term
Let us show that
TR →
∫ T
0
∫
Ω
F (u(x, t))ϕ(x, t) dxdt
as hD and k tend to zero. For this purpose, we introduce
T 1R =
N∑
n=1
∑
K∈M
∫ tn
tn−1
∫
K
(ϕn−1K − ϕ(x, t))F (unK) dxdt,
T 2R =
N∑
n=1
∑
K∈M
∫ tn
tn−1
∫
K
ϕ(x, t)(F (unK)− F (u(x, t))) dxdt.
We obtain the convergence result similarly as for the time evolution term; more precisely we
split the reaction F into a bounded and a Lipschitz continuous parts by setting
F1(s) =
{
F (s) 0 6 s 6 M
0 otherwise,
F2(s) =
{
0 0 6 s 6 M
F (s) otherwise,
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and
y(s) =
{
F (M)
M
s 0 6 s 6 M
0 otherwise.
We, then, define F˜1 = F1 − y and F˜2 = F2 + y which are both continuous; moreover |F˜1| is
bounded by CF˜ = max06s6M
|F (s)|+F (M), and F˜2 is Lipschitz continuous with Lipschitz constant
LF˜ = max(LF , F (M)/M). In view of the regularity of ϕ one has
|ϕ(x, t)− ϕn−1K | 6 C(hD + δt) for all x ∈ K, t ∈ (tn−1, tn],
so that
|T 1R| 6 C(hD + δt)
∫ T
0
∫
Ω
|F˜1(uD,δt(x, t)) + F˜2(uD,δt(x, t))| dxdt
6 C(hD + δt)(CF˜Tm(Ω) + LF˜T
1
2m(Ω)
1
2‖uD,δt‖L2(QT )),
which by the a priori estimate (29) implies that |T 1R| → 0 as hD, δt→ 0. Since ϕ is bounded
we can estimate the second term as
|T 2R| 6 C
∫ T
0
∫
Ω
|F (uD,δt(x, t))− F (u(x, t))| dxdt
6
∫ T
0
∫
Ω
C|F˜1(uD,δt(x, t))−F˜1(u(x, t))| dxdt+
∫ T
0
∫
Ω
C|F˜2(uD,δt(x, t))−F˜2(u(x, t))| dxdt.
The convergence is can be proved by applying similar arguments as for the time evolution
term.
6.5 Source term
We deduce from the regularity of ϕ that
TS =
N∑
n=1
∑
K∈M
∫ tn
tn−1
∫
K
ϕ(xK , tn−1)q(x, t) dxdt→
∫ T
0
∫
Ω
ϕ(x, t)q(x, t) dxdt
as hD, δt→ 0.
6.6 Convergence to a weak solution of Problem (P)
In view of Theorem 6.1 {uD,δt} strongly converges to u in L2(QT ), with u ∈ L2(0, T ;H10(Ω)),
and it follows from (30) that β(u) ∈ L∞(0, T ;L2(Ω)). Moreover we deduce from the density
of the set Φ in the set {ϕ ∈ L2(0, T ;H10(Ω)), ϕt ∈ L∞(QT ), ϕ(·, T ) = 0} that u is a weak
solution of the continuous problem (P) in the sense of Definition 2.1. In the case that F is
nondecreasing so that the solution of Problem (P) is unique (cf. Remark 2.1) we conclude
that the whole family {uD,δt} converges to u.
31
7 Numerical simulations
In this section we present the results of numerical simulations. The purpose is to test our
scheme in the case of problems with a known analytical solution.
7.1 Numerical Test I
We consider the equation
∂(u+ u
1
2 )
∂t
−∇ · (Λ(x)∇u) +∇ · (V(x)u) + 1
2
u
1
2 = 0
in the 3-dimensional space domain Ω = (0, 2)× (0, 1)× (0, 1). We define the discontinuous
Λ and V fields as follows
For all x1 6 1 we set
Λ =
 1 0 00 1 0
0 0 1
 and V = (4, 0, 0);
for all x1 > 1 we set
Λ =
 8 −5 −2−5 20 −7
−2 −7 19
 and V = (4, 7, 7).
The initial and the Dirichlet boundary conditions are given by the exact solution
u(x, t) = ex1+x2+x3−t−3.
We remark that the velocity field V and the total flux Λ(x)∇u +V(x)u have a continuous
normal trace across the discontinuity x = 1. We perform the simulations on 3-dimensional
hexahedral meshes with random refinement (see Figure 1), so that the mesh is nonmatching.
In Table 1 we present simulation results with various mesh sizes hD and time steps k; we
denote by Err the maximum relative error in L2-norm, namely
Err = max
n∈{1,...,N}
‖uh,t(·, tn)− u(·, tn)‖L2(Ω)
‖u(·, tn)‖L2(Ω) .
7.2 Numerical test II
We consider a degenerate parabolic equation which possesses a traveling wave solution, namely
∂(u
1
2 )
∂t
−∇ · (δ∇u) +∇ · ((v, 0, 0)u) = 0
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Figure 1: Approximate solution on the nonmatching hexahedral mesh at t = 1
N h # of elements # of faces Err
50 0.75 165 672 0.03575
100 0.375 837 3324 0.01432
200 0.1875 3203 11550 0.00648
400 0.0938 18533 60633 0.00305
Table 1: Number of time steps N , mesh diameter hD, number of elements, number of faces
and the relative error for nonmatching hexahedral meshes
in the domain
Ω = (0, 1)3 and T = 1.
This equation admits the following 1-dimensional exact solution
u(x, y, t) = (1− e v2δ (x−vt−p))2 for x 6 vt+ p,
u(x, y, t) = 0 for x > vt+ p
where p, v, δ are parameters still to be defined. We set p = 0.2, v = 0.8, and consider two
values of δ, namely 0.01, 0.0001. The initial state is given by the exact solution at the time
t = 0 and we prescribe corresponding Dirichlet boundary conditions on the sides x = 0 and
x = 1. The null flux boundary condition is imposed on the remaining part of the boundary.
Since the scheme does not preserve the maximum principle, it is necessary to define the function
β(u) = u
1
2 for negative values as well, which leads us to set β(−u) = −β(u). Further one
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has to solve the system of nonlinear equations
m(K)(β(unK)− β(un−1K )) + k
∑
σ∈EK
FK,σ(u
n)
+k
∑
σ∈EK
VK,σunK,σ = δt m(K)q
n
K , for all K ∈M,
(FK,σ(u
n) + VK,σunK,σ) + (FL,σ(u
n) + VL,σunL,σ) = 0, for all σ ∈ Eint
unσ = 0, for all σ ∈ Eext.
(49)
Since β ′(0) = +∞ the Newton method can not be directly applied. In order to overcome this
difficulty we introduce new discrete unknowns
wn = β(un), and thus un = ϕ(wn), where ϕ = β−1.
In view of (10) and (25) the nonlinear system becomes
m(K)(wnK − wn−1K ) + δt
∑
σ,σ′∈EK
Aσσ
′
(ϕ(wnK)− ϕ(wnσ′))
+δt
∑
σ∈EK
(V +K,σϕ(w
n
K) + V
−
K,σϕ(w
n
σ)) = δt m(K)q
n
K , for all K ∈M,∑
σ′∈EK
Aσσ
′
(ϕ(wnK)− ϕ(wnσ′)) + (V +K,σϕ(wnK) + V −K,σϕ(wnσ))
+
∑
σ′∈EL
Aσσ
′
(ϕ(wnL)− ϕ(wnσ′)) + (V +L,σϕ(wnL) + V −L,σϕ(wnσ)) = 0, for all σ ∈ Eint,
ϕ(wnσ) = 0, for all σ ∈ Eext.
(50)
The system (50) depends on (wnσ)σ∈E only through the terms (ϕ(w
n
σ))σ∈E . This lead us to
choose the discrete unknowns
wnK = β(u
n
K) for all K ∈M and unσ for all σ ∈ E ,
so that the system (50) takes the form
m(K)(wnK − wn−1K ) + δt
∑
σ,σ′∈EK
Aσσ
′
(ϕ(wnK)− unσ′))
+δt
∑
σ∈EK
(V +K,σϕ(w
n
K) + V
−
K,σu
n
σ) = δt m(K)q
n
K , for all K ∈M,∑
σ′∈EK
Aσσ
′
(ϕ(wnK)− unσ′) + (V +K,σunK + V −K,σunσ)
+
∑
σ′∈EL
Aσσ
′
(ϕ(wnL)− unσ′) + (V +L,σϕ(wnL) + V −L,σunσ) = 0, for all σ ∈ Eint,
unσ = 0, for all σ ∈ Eext.
(51)
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Figure 2: The approximate solution profiles at the time t = 0.5 for δ = 0.01 and δ = 0.0001
Remark 7.1. We remark that the nonlinear system (49) (or a linear one arising during the
Newton’s procedure) has a special structure; more specifically, for eachK ∈ {1, . . . , card(M)}
the K-th equation does not contain any unknown different from uK and (uσ)σ∈EK (here we
denote by K both the control volume and the index of the unknown uK); therefore one can
algebraically eliminate uK , so that the number of equations to solve becomes card(E).
Since we do not impose many constraints on the mesh (in particular it can be nonconforming),
it is not difficult to perform a local grid refinement. Finally note that there is a possibility
to reduce the number of unknowns by using a method introduced in [14]; one can elimi-
nate the interior interface unknowns (uσ)σ∈Eint by expressing them as a consistent barycentric
combinations of the values uK .
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