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1 Introduction
A family of “generalized Schur algebras” were first introduced in [6] and [2]. In
[3] the left and right generalized Schur algebras were shown to be “double coset
algebras”. In [2] and [5] a stratification of these algebras was given leading to
a parameterization, in most cases, of their irreducible representations. In this
paper we obtain cell algebra structures for these algebras in the sense of [4].
(The Cell algebras of [4] coincide with the standardly based algebras previously
introduceed by Du and Rui in [8].) The properties of cell algebras combined
with the parameterization of the irreducible representations leads to a more
concrete description of all these irreducibles. In certain cases these algebras are
shown to be quasi-hereditary.
In section 2 we review the definition and properties of cell algebras as pre-
sented in [4]. In section 3 we describe the cell bases found in [4] for a family of
semigroups including the full transformation semigroups Tr and the rook semi-
groups ℜr. In section 4 we give cell bases for the left and right generalized Schur
algebras corresponding to these semigroups. Finally, in section 5 we use the cell
algebra structure to describe the irreducible representations of these algebras
and to determine when they are quasi-hereditary.
2 Cell algebra structures
In this section we review, without proofs, the definition and properties of cell
algebras as presented in [4]. (These algebras were previously studied as “stan-
dardly based algebras” by Du and Rui in [8].) Let R be a commutative in-
tegral domain with unit 1 and let A be an associative, unital R-algebra. Let
Λ be a finite set with a partial order 6 and for each λ ∈ Λ let L (λ) , R (λ)
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be finite sets of “left indices” and “right indices”. Assume that for each λ ∈
Λ, s ∈ L (λ) , and t ∈ R (λ) there is an element sCλt ∈ A such that the map
(λ, s, t) 7→ sCλt is injective and
C =
{
sC
λ
t : λ ∈ Λ, s ∈ L(λ), t ∈ R (λ)
}
is a free R-basis for A. Define R-submodules of A by
Aλ = R - span of {sC
µ
t : µ ∈ Λ, µ > λ, s ∈ L(µ), t ∈ R (µ)}
and
Aˆλ = R - span of {sC
µ
t : µ ∈ Λ, µ > λ, s ∈ L(µ), t ∈ R (µ)} .
Definition 2.1. Given A,Λ, C, A is a cell algebra with poset Λ and cell basis
C if
i For any a ∈ A, λ ∈ Λ, and s, s′ ∈ L (λ), there exists rL = rL (a, λ, s, s′) ∈ R
such that, for any t ∈ R (λ), a · sCλt =
∑
s′∈L(λ)
rL · s′Cλt mod Aˆ
λ, and
ii For any a ∈ A, λ ∈ Λ, and t, t′ ∈ R (λ), there exists rR = rR (a, λ, t, t′) ∈ R
such that, for any s ∈ L (λ), sC
λ
t · a =
∑
t′∈R(λ)
rR · sC
λ
t′ mod Aˆ
λ .
Consider a fixed cell algebra A with poset Λ and cell basis C.
Lemma 2.1.
(a) Aλ and Aˆλ are two sided ideals in A for any λ ∈ Λ.
(b) For λ ∈ Λ, t, t′ ∈ R (λ) , s, s′ ∈ L (λ), rL
(
s′C
λ
t , λ, s, s
′
)
= rR
(
sC
λ
t′ , λ, t, t
′
)
.
(c) Given λ ∈ Λ, t ∈ R (λ) , s ∈ L (λ), there exists rst ∈ R such that for any
s′ ∈ L (λ) , t′ ∈ R (λ) we have s′Cλt sC
λ
t′ = rst s′C
λ
t′ mod Aˆ
λ. In fact rst =
rL
(
s′C
λ
t , λ, s, s
′
)
= rR
(
sC
λ
t′ , λ, t, t
′
)
.
By lemma 2.1, part (a), A/Aˆλ is a unital R-algebra and Aλ/Aˆλ is a two
sided ideal in A/Aˆλ. Observe that as an R-module Aλ/Aˆλ is free with a basis{
sC
λ
t + Aˆ
λ : s ∈ L (λ) , t ∈ R (λ)
}
.
For a fixed t ∈ R (λ), define LCλt as the free R-submodule of A
λ/Aˆλ with
basis
{
sC
λ
t + Aˆ
λ : s ∈ L (λ)
}
. By property (i), LC
λ
t is a left A-module and
LC
λ
t
∼= LCλt′ as left A-modules for any t, t
′ ∈ R (λ). Evidently, as left A-modules
we have Aλ/Aˆλ ∼=
⊕
t∈R(λ)
LC
λ
t .
Definition 2.2. The left cell module for λ is the left A-module LC
λ defined as
follows: Take the free R-module with a basis
{
sC
λ : s ∈ L (λ)
}
and define the
left action of A by a · sCλ =
∑
s′∈L(λ)
rL (a, λ, s, s
′) s′C
λ for a ∈ A.
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For any t ∈ R (λ), sCλ 7→ sCλt + Aˆ
λ gives a left A-module isomorphism
φt : LC
λ → LCλt . Then A
λ/Aˆλ ∼=
⊕
t∈R(λ)
LC
λ
t is isomorphic to the direct sum
of |R (λ)| copies of LCλ.
In a parallel way, for a fixed s ∈ L (λ), define sCλR as the free R-module
with basis
{
sC
λ
t + Aˆ
λ : t ∈ R (λ)
}
, an R-submodule of Aλ/Aˆλ. By property
(ii), sC
λ
R is a right A-module and sC
λ
R
∼= s′CλR as right A-modules for any
s, s′ ∈ L (λ). As right A-modules we have Aλ/Aˆλ ∼=
⊕
s∈L(λ)
sC
λ
R.
Definition 2.3. The right cell module for λ is the right A-module CλR defined
as follows: Take the free R-module with a basis
{
Cλt : t ∈ R (λ)
}
and define the
right action of A by Cλt · a =
∑
t′∈R(λ)
rR (a, λ, t, t
′)Cλt′ for a ∈ A.
For any s ∈ L (λ), Cλt 7→ sC
λ
t + Aˆ
λ gives a right A-module isomorphism
sφ : C
λ
R → sC
λ
R. Then A
λ/Aˆλ ∼=
⊕
s∈L(λ)
sC
λ
R is isomorphic to the direct sum of
|L (λ)| copies of CλR.
For each λ ∈ Λ there is an R-bilinear map 〈 , 〉 : CλR × LC
λ → R defined
on basis elements by
〈
Cλt , sC
λ
〉
= rst, where rst ∈ R is as given in lemma 2.1.
Definition 2.4. The right CλR radical is
rad
(
CλR
)
=
{
x ∈ CλR : 〈x, y〉 = 0 for all y ∈ LC
λ
}
.
The left LC
λ radical is
rad
(
LC
λ
)
=
{
y ∈ LC
λ : 〈x, y〉 = 0 for all x ∈ CλR
}
.
The radical rad
(
CλR
)
is a right A-submodule of CλR and rad
(
LC
λ
)
is a left
A-submodule of LC
λ.
Definition 2.5. DλR =
CλR
rad(CλR)
, LD
λ = LC
λ
rad(LCλ)
.
Then DλR is a right A-module and LD
λ is a left A-module. The following
lemma follows at once from the definitions.
Lemma 2.2. The following conditions are equivalent:
(i) DλR = 0; (ii) rad
(
CλR
)
= CλR; (iii) 〈x, y〉 = 0 for all x ∈ C
λ
R , y ∈ LC
λ;
(iv) rad
(
LC
λ
)
= LC
λ; and (v) LD
λ = 0.
Definition 2.6. Λ0 =
{
λ ∈ Λ : 〈x, y〉 6= 0 for some x ∈ CλR, y ∈ LC
λ
}
.
Evidently, λ ∈ Λ0 ⇔ D
λ
R 6= 0⇔ LD
λ 6= 0.
When R = k is a field, one can characterize the irreducible modules in a cell
algebra in terms of the set Λ0.
Proposition 2.1. Let R = k be a field and take λ ∈ Λ0. Then
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(a) DλR is an irreducible right A-module.
(b) rad
(
CλR
)
is the unique maximal right submodule in CλR.
(c) LD
λ is an irreducible left A-module.
(d) rad
(
LC
λ
)
is the unique maximal left submodule in LC
λ.
The modules
{
DλR : λ ∈ Λ0
}
are shown to be absolutely irreducible and pair-
wise inequivalent and similarly for
{
LD
λ : λ ∈ Λ0
}
.
A major result of [4] is the following:
Theorem 2.1. Assume R = k is a field. Then {DµR : µ ∈ Λ0} is a complete
set of pairwise inequivalent irreducible right A-modules and { LDµ : µ ∈ Λ0} is
a complete set of pairwise inequivalent irreducible left A-modules.
In [4] it the following result is also obtained:
Corollary 2.1. If Λ = Λ0, then A is quasi-hereditary.
3 Cell bases for certain monoid algebras
In this section we review (again omitting most of the proofs) the cell bases
given in [4] for the monoid algebras R [M ] corresponding to a class of monoids
M containing the full transformation semigroups Tr and the rook monoids ℜr.
Some of the notation and results will be needed in the next section on generalized
Schur algebras.
Let r¯ = {1, 2, · · · , r} and let τ¯r be the monoid of all maps
α : r¯∪{0} → r¯∪{0} such that α (0) = 0. Note that τ¯r can be identified with the
partial transformation semigroup PT r of all “partial maps” of r¯ to itself. The
full transformation semigroup Tr of all maps r¯ → r¯ can be identified with the
submonoid of τ¯r consisting of maps with α
−1 (0) = 0. The rook monoid ℜr can
be identified with the submonoid of τ¯r consisting of maps such that α
−1 (i) has
at most one element for each i ∈ r¯. With these identifications, the symmetric
group Sr is the intersection Tr ∩ ℜr.
Let M be any monoid contained in τ¯r and containing Sr. Let R be a
commutative domain with unit 1 and let R [M ] be the monoid algebra over R.
We will describe a cell basis for R [M ].
For α ∈ M , the index of α is the number of nonzero elements in the image
of α, index (α) = |image (α)− {0}|. Let I (M) ⊆ r¯ ∪ {0} be the set of indices of
elements in M , that is,
I (M) = {i : ∃α ∈M with index (α) = i} .
For i ∈ r¯, let Λ (i) be the set of all (integer) partitions of i. Let Λ (0) be a set
with one element λ0. Then define Λ = ∪i∈I(M) Λ (i). For λ ∈ Λ define the index
i (λ) to be the integer such that λ ∈ Λ (i (λ)). Finally, define a partial order on
Λ by
λ > µ⇔ i (λ) < i (µ) or i (λ) = i (µ) and λ ⊲
−
µ
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where ⊲
−
is the usual dominance relation on partitions.
To define the sets L (λ) and R (λ) we need some preliminaries. First, for
i ∈ r¯ ∪ {0} let C (i, r) be the collection of all i-sets of elements in r¯, that is,
C(i, r) = {C = {c1, c2, . . . , ci} : 1 6 c1 < c2 < · · · < ci 6 r}. (C(0, r) contains
one element, the empty set.) For any C ∈ C(i, r), define a map φC : i¯ ∪ {0} →
r¯ ∪ {0} by φC(j) = cj for j ∈ i¯, φC(0) = 0.
Next, choose any ordering of the 2r subsets of r¯ and label these subsets dj
so that d1 < d2 < · · · < d2r . Let D(i, r) be the collection of sets of i nonempty,
pairwise disjoint subsets of r¯, that is,
D (i, r) =
{
{da1 , da2 , · · · , dai} : daj 6= ∅, daj ∩ dak = ∅ and daj < dak for j < k
}
.
(D(0, r) also contains one element, the empty set.) For any D ∈ D (i, r) define
a map ψD : r¯ ∪ {0} → i¯ ∪ {0} by ψD(x) = j for x ∈ daj , ψD(x) = 0 when x /∈
daj for any j.
Regard an element σ in the symmetric group Si as a mapping σ : i¯∪{0} →
i¯ ∪ {0} such that σ (0) = 0. Then for any σ ∈ Si , C ∈ C(i, r) , D ∈ D(i, r),
define an element α = α (σ,C,D) ∈ τ¯r by α = φC ◦ σ ◦ ψD. Then α (σ,C,D)
has index i. Note that α (x) =
{
cσ(j) if x ∈ Dαj
0 if x /∈ Dαj for any j
.
Lemma 3.1. For any α ∈ τ¯r of index i, there exist unique σα ∈ Si , Cα ∈
C(i, r) , Dα ∈ D(i, r) such that α = φCα ◦ σα ◦ ψDα .
Notice that Sr acts on the left on C (i, r): for C = {c1, c2, · · · , ci} ∈ C (i, r)
and σ ∈ Sr, let σC = {σc1, σc2, · · · , σci}.
Lemma 3.2. Given C,C′ ∈ C (i, r) and π ∈ Si, there exists a σ ∈ Sr such
that C′ = σC and σ ◦ φC = φC′ ◦ π.
Given C ∈ C (i, r) , D ∈ D (i, r), let A (C,D) be the free R-submodule of
R[τ¯r] with basis {α ∈ τ¯r : Cα = C,Dα = D}. Note that if i = 0, then C (0, r) =
D(0, r) = {∅}, a set with one element. A (∅, ∅) is then one dimensional with
basis z, where z is the zero map such that z (j) = 0 for all j ∈ r¯∪{0}. Evidently,
as an R-module
R [τ¯r] = ⊕
i∈r¯∪{0}
(
⊕
C∈C(i,r),D∈D(i,r)
A (C,D)
)
.
Lemma 3.3. Suppose that for D ∈ D (i, r) there exists an α ∈M with Dα = D.
Then A (C,D) ∩R [M ] = A (C,D) for every C ∈ C (i, r).
Define D (M, i, r) = {D ∈ D (i, r) : ∃α ∈M with Dα = D}. Then as an
R-module, R [M ] = ⊕
i∈r¯∪{0}
(
⊕
C∈C(i,r),D∈D(M,i,r)
A (C,D)
)
by lemma 3.3. So
choosing a basis for each free R-module A (C,D) , C ∈ C (i, r) , D ∈ D (M, i, r)
will give a basis for R [M ].
Definition 3.1. For C ∈ C (i, r) , D ∈ D (i, r), i > 0, define a map of R-
modules HC,D : R [Si]→ A (C,D) by HC,D (σ) = φC ◦ σ ◦ ψD.
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By lemma 3.1, HC,D is well-defined and is a bijection between free R-
modules. So any basis for R [Si] transfers to a basis for A (C,D). Let Bi ={
sC
λ
t : λ ∈ Λ(i) , s, t standard λ tableaux
}
be the standard Murphy cellular ba-
sis for the cellular algebraR [Si] (See e.g. [1] or [7] ). Then
{
HC,D
(
sC
λ
t
)
: sC
λ
t ∈ Bi
}
is a basis for A (C,D).
We can now finally define our index sets L (λ) and R (λ). Given λ ∈
Λ (i) , i ∈ I (M), i > 0, define
L (λ) = {(C, s) : C ∈ C (i, r) , s a standard λ tableau}
and
R (λ) = {(D, t) : D ∈ D (M, i, r) , t a standard λ tableau} .
Then for any λ ∈ Λ , (C, s) ∈ L (λ) , (D, t) ∈ R (λ) define
(C,s)C
λ
(D,t) = HC,D
(
sC
λ
t
)
∈ A (C,D) ⊆ R [M ] .
If 0 ∈ I (M), that is, if the zero map z such that z (j) = 0 for all j ∈ r¯∪{0} is in
M , we define Λ (0) to have a single element λ0 and define L (λ0) = R (λ0) = {∅}
each to be sets containing one element, ∅. Then define ∅C
λ0
∅ = z. The set{
(C,s)C
λ
(D,t) : λ ∈ Λ , (C, s) ∈ L (λ) , (D, t) ∈ R (λ)
}
is a union of the bases for the various direct summands A (C,D) and is therefore
a basis for the freeR-module R [M ]. We will show that it is a cell-basis for R [M ].
Write Ai for the cellular algebra R [Si] and Aˆ
λ
i for the two sided ideal in
R [Si] spanned by { sC
µ
t : µ > λ}. The following observation will be useful.
Recall that Aˆλ is the R-submodule of R[M ] spanned by
{
(C,s)C
µ
(D,t) : µ > λ
}
.
Lemma 3.4. For any C ∈ C (i, r) , D ∈ D (i, r) and λ ∈ Λ (i), HC,D
(
Aˆλi
)
⊆
Aˆλ.
Lemma 3.5. For α ∈ M , C ∈ C (i, r), suppose C′ = α (C) ∈ C (i, r). Then
there exists ρ ∈ Si such that α ◦ φC = φC′ ◦ ρ.
Lemma 3.6. For α ∈M , D =
{
daj : j ∈ i¯
}
∈ D (i, r), suppose that α−1
(
daj
)
6=
∅ for all j, so that D′ =
{
α−1
(
daj
)
: j ∈ i¯
}
∈ D (i, r). Then there exists
ρ ∈ Si such that ψD ◦ α = ρ ◦ ψD′ . Furthermore, if D ∈ D (M, i, r), then
D′ ∈ D (M, i, r).
Proposition 3.1. C =
{
(C,s)C
λ
(D,t) : λ ∈ Λ , (C, s) ∈ L (λ) , (D, t) ∈ R (λ)
}
is
a cell basis for A = R [M ].
For λ ∈ Λ, the right cell module CλR is a right A-module and a free R-
module with basis
{
Cλ(D,t) : (D, t) ∈ R (λ)
}
, while the left cell module LC
λ is a
left A-module and a free R-module with basis
{
(C,s)C
λ : (C, s) ∈ L (λ)
}
. The
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bracket for A is an R-bilinear map 〈−,−〉 : CλR× LC
λ → R defined on basis ele-
ments by
〈
Cλ(D,t), (C,s)C
λ
〉
= r(C,s),(D,t) ∈ R where (C′,s′)C
λ
(D,t) · (C,s)C
λ
(D′,t′) =
r(C,s),(D,t) · (C′,s′)C
λ
(D′,t′) mod Aˆ
λ.
Lemma 3.7. Assume C,C′ ∈ C (i, r) , D,D′ ∈ D (i, r) and x, y ∈ R (Si).
Then
(a) If ρ = ψD ◦ φC : i¯→ i¯ is not bijective, then HC′,D (x) ·HC,D′ (y) ∈ Ji−1.
(b) If ρ = ψD ◦ φC : i¯ → i¯ is bijective, then for any π ∈ Si , HC′,D (x) ·
HC,D′ (πy) = HC′,D′ (xρπy).
Lemma 3.8. Let i ∈ I (M), λ ∈ Λ (i), (C, s) ∈ L (λ), and (D, t) ∈ R (λ). Then
(a) If ρ = ψD ◦ φC : i¯→ i¯ is not bijective,
〈
Cλ(D,t), (C,s)C
λ
〉
= 0.
(b) If ρ = ψD ◦ φC : i¯→ i¯ is bijective, then for any π ∈ Si,〈
Cλ(D,t), π
′ · (C,s)C
λ
〉
=
〈
Cλt , ρπ · sC
λ
〉
i
.
Here 〈−,−〉i is the bracket in the cellular algebra R [Si] and π
′ = HC,D′′ (π) for
any D′′ ∈ D (M, i, r) such that ψD′′ ◦ φC = id : i¯→ i¯.
Recall that the radical, rad
(
CλR
)
, of a right cell module is the right A-module
given by rad
(
CλR
)
=
{
x ∈ CλR : 〈x, y〉 = 0 for all y ∈ LC
λ
}
.
Proposition 3.2. Let i ∈ I (M), λ ∈ Λ (i). Then rad
(
CλR
)
= CλR in A ⇔
rad
(
Cλ
)
= Cλ in Ai.
Proof. Assume first that rad
(
Cλ
)
= Cλ in Ai, so 〈x, y〉i = 0 for all x, y. To
show rad
(
CλR
)
= CλR it suffices to show that
〈
Cλ(D,t), (C,s)C
λ
〉
= 0 for any
(D, t) ∈ R(λ), (C, s) ∈ L (λ). If ρ = ψD ◦ φC : i¯ → i¯ is not bijective, lemma
3.8(a) gives
〈
Cλ(D,t), (C,s)C
λ
〉
= 0. If ρ = ψD ◦ φC : i¯ → i¯ is bijective, take π
in lemma 3.8 to be the identity so that π′(C,s)C
λ = (C,s)C
λ. Then by lemma
3.8(b),
〈
Cλ(D,t),(C,s) C
λ
〉
=
〈
Cλ(D,t), π
′ · (C,s)C
λ
〉
=
〈
Cλt , ρ · sC
λ
〉
i
= 0.
Now assume rad
(
CλR
)
= CλR in A, so 〈x, y〉 = 0 for any x ∈ C
λ
R, y ∈ LC
λ.
To show rad
(
Cλ
)
= Cλ in Ai it suffices to show that
〈
Cλt , sC
λ
〉
i
= 0 for any
t, s. Take any D ∈ D (M, i, r) and choose C ∈ C (i, r) such that ρ = ψD ◦ φC
is bijective. Then apply lemma 3.8(b) with π = ρ−1 to get
〈
Cλt , sC
λ
〉
i
=〈
Cλt , ρπ · sC
λ
〉
i
=
〈
Cλ(D,t), π
′ · (C,s)C
λ
〉
= 0.
Note: In the special case when 0 ∈ I (M), so Λ (0) = {λ0} ⊆ Λ, the
cell modules Cλ0R , LC
λ0 are one dimensional with generators Cλ0∅ , ∅C
λ0 and〈
Cλ∅ , ∅C
λ
〉
= 1 (since z · z = z where z = ∅C
λ0
∅ : j 7→ 0 for all j ∈ i¯∪{0}). Then
rad
(
Cλ0R
)
= 0.
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4 Generalized Schur algebras
For a monoid M as in section 3 and a domain R, a “generalized Schur alge-
bra”, S (M,R), was defined in [6] and [2]. This algebra is isomorphic to R⊗AZ
where AZ is a certain “Z-form” . As shown in [3], there are actually two rel-
evant Z-forms, the left and right generalized Schur algebras LGS (M,G) =
AZL and RGS (M,G) = A
Z
R, corresponding to the monoid M and the family of
subgroups G = {Sµ : µ ∈ Λ (r, n)} . Here Λ (r, n) is the set of all compositions
of r with n parts, Sµ is the “Young subgroup” corresponding to µ ∈ Λ (r, n), and
we will always assume n > r. We sketch the description of these two algebras;
for details see [3].
For compositions µ, ν ∈ Λ (r, n), let µAν be the Z-submodule of A = Z [M ]
which is invariant under the action of Sµ on the left and Sν on the right.
Let µMν be the set of double cosets of the form SµmSν , m ∈ M . For
D ∈ µMν , define X (D) =
∑
m∈D
m ∈ Z [M ]. Then µAν is a free Z-module
with basis {X (D) : D ∈ µMν}. Let A¯ = ⊕
µ,ν∈Λ(r,n)
µAν , the direct sum of
disjoint copies of submodules of A. Then A¯ is a free Z module with basis
{bD = X (D) : D ∈ µMλ, µ, ν ∈ Λ (r, n)}. Notice that if D1 ∈ µMν , D2 ∈ νMpi,
then the product X (D1)X (D2) (defined in A) is invariant under multiplica-
tion by Sµ on the left and by Spi on the right, i.e., X (D1)X (D2) ∈ µApi . It
is therefore a Z-linear combination of {X (D) : D ∈ µMpi}: X (D1)X (D2) =∑
D∈ µMpi
a (D1, D2, D)X (D), with coefficients a (D1, D2, D) ∈ Z. Then an as-
sociative, bilinear product on A¯ is defined on the basis elements bDi = X (Di)
corresponding to D1 ∈ µMν , D2 ∈ ρMpi by
bD1bD2 =


∑
D∈ µMpi
a (D1, D2, D) bD if ν = ρ
0 if ν 6= ρ .
A¯ with this multiplication fails (in general) to have an identity. To obtain the
Z-forms AZL and A
Z
R , which are Z-algebras with identity, we define new “left”
and “right” products, ∗L and ∗R on A¯.
For D ∈ µMν , let nL (D) be the number of elements in any left Sµ-coset
C ⊆ D. Then the product ∗L is defined on the basis elements bDi = X (Di)
corresponding to D1 ∈ µMν ,D2 ∈ ρMpi by
bD1 ∗L bD2 =


∑
D∈ µMpi
nL(D)
nL(D1)nL(D2)
a (D1,D2,D) bD if ν = ρ
0 if ν 6= ρ .
Similarly, for D ∈ µMν , let nR (D) be the number of elements in any right
Sν-coset C ⊆ D. Then the product ∗R is defined on the basis elements bDi =
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X (Di) corresponding to D1 ∈ µMν ,D2 ∈ ρMpi by
bD1 ∗R bD2 =


∑
D∈ µMpi
nR(D)
nR(D1)nR(D2)
a (D1,D2,D) bD if ν = ρ
0 if ν 6= ρ .
As shown in [3], the structure constants for these multiplications are in fact
in Z and the resulting Z-algebras, AZL and A
Z
R , have identities. We will show
that both of these algebras, and the associated generalized Schur algebras R⊗
AZL and R⊗A
Z
R for any domain R, have cell bases and are cell algebras.
We use the notation and definitions of section 3. For a composition µ ∈
Λ (r, n), Sµ acts on the left on C (i, r) : if C = {c1, c2, · · · , ci} ∈ C (i, r) and
σ ∈ Sµ define σC = {σc1, · · · , σci}. Then write O (µ,C) = {ρC : ρ ∈ Sµ} for
the orbit of C ∈ C (i, r) under Sµ. Similarly, for a composition ν ∈ Λ (r, n),
Sν acts on the right on D (M, i, r): for D = {d1, d2, · · · , di} ∈ D (M, i, r) and
π ∈ Sν , Dπ =
{
π−1 [d1] , · · · , π−1[di]
}
. Write O (ν,D) = {Dπ : π ∈ Sν} for the
orbit of D ∈ D (M, i, r) under Sν . Any double coset D = SµαSν ∈ µMν has
a well defined index i since any β ∈ D has the same index as α. We also have
O (µ,Cβ) = O (µ,Cα) for any β ∈ D, so D has a well defined orbit O (µ,D) =
O (µ,Cα) for the action of Sµ on C (i, r). Similarly, D has a well defined orbit
O (ν,D) = O (ν,Dα) for the action of Sν on D (M, i, r) . Let Oµ,C(i,r) be
the set of orbits for the action of Sµ on C (i, r) so C (i, r) =
⋃
O∈Oµ,C(i,r)
O.
Similarly, let Oν,D(M,i,r) be the set of orbits for the action of Sν on D (M, i, r)
so D (M, i, r) =
⋃
O∈Oν,D(M,i,r)
O. Define the set of orbit pairs O (µ, ν,M, i) =
Oµ,C(i,r)×Oν,D(M,i,r) =
{
(Oµ, Oν) : Oµ ∈ Oµ,C(i,r), Oν ∈ Oν,D(M,i,r)
}
. Finally,
for (Oµ, Oν) ∈ O (µ, ν,M, i) define a collection of double cosets
M (Oµ, Oν) = {D ∈ µMν : index(D) = i, O (µ,D) = Oµ, O (ν,D) = Oν} .
Then for orbits Oµ ∈ Oµ,C(i,r) , Oν ∈ Oν,D(M,i,r) define
OµAOν to be the free
Z-module with basis {X (D) : D ∈M (Oµ, Oν)}. Evidently
µAν = ⊕
i∈I(M)
⊕
(Oµ,Oν)∈O(µ,ν,M,i)
OµAOν .
We will obtain a cell basis for A¯ = ⊕
µ,ν∈Λ(r,n)
µAν by taking the union of bases
for the individual submodules OµAOν .
For µ ∈ Λ (r, n) and C ∈ C (i, r) let µ (C) ∈ Λ (i, n) be the composition of
i obtained as follows: if bµj , j ∈ n¯, is the jth block of µ, then the jth block of
µ (C) is given by b
µ(C)
j = φ
−1
C
(
bµj
)
, j ∈ n¯ . Notice that µ (C)j =
∣∣bµj ∩C∣∣, the
number of the i elements in C which lie in the jth block of µ. Since elements of
Sµ preserve the blocks of µ (by definition), the composition µ (C) depends only
on the orbit O (µ,C), that is, µ (ρC) = µ (C) for any ρ ∈ Sµ. Let Sµ(C) ⊆ Si
be the corresponding Young subgroup.
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Lemma 4.1. Given C ∈ C (i, r) and ρ ∈ Sµ , let ρC ∈ O (µ,C) be the image of
C under ρ. Then there exists a unique ρC ∈ Sµ(C) such that ρ · φC = φρC · ρC .
Conversely, given any ρC ∈ Sµ(C) and any ρC ∈ O (µ,C), there exists a ρ
′ ∈ Sµ
such that ρ′ · φC = φρC · ρC and ρ′C = ρC ∈ O (µ,C).
Proof. ρ · φC and φρC both map i¯ one to one onto ρC. So define ρC ∈ Si
by letting ρC (k) be the unique element in φ
−1
ρC [ρ · φC (k)]. Then ρC is the
unique element in Si such that ρ · φC = φρC · ρC , and we need only prove that
ρC ∈ Sµ(C) . So suppose j is in the kth Sµ(C) block b
µ(C)
k . We must show that
ρC (j) ∈ b
µ(C)
k . But j ∈ b
µ(C)
k ⇒ φC (j) ∈ b
µ
k ⇒ ρ · φC (j) ∈ b
µ
k (since ρ ∈ Sµ).
Then φρC · ρC (j) ∈ b
µ
k which implies ρC (j) ∈ b
µ(ρC)
k . But µ (ρC) = µ (C), so
ρC (j) ∈ b
µ(C)
k as desired.
Now take any ρC ∈ Sµ(C) and any ρC ∈ O (µ,C). φC and φρC ·ρC both take
the µ (C)j elements in the jth block of µ (C) one to one onto µ (C)j elements
in the jth block of µ. So there exists ρ′ ∈ Sµ such that ρ′ · φC = φρC · ρC .
Evidently ρ′C = image (ρ′ · φC) = image (φρC · ρC) = ρC.
Next, let Pr be the set of all 2
r subsets of r¯. For a composition ν ∈ Λ (r, n),
Sν acts on the right on Pr: if S ∈ Pr and π ∈ Sν , then Sπ = π−1 (S) ={
π−1 [s] : s ∈ S
}
∈ Pr . Choose a total order on the orbits of Sν acting on Pr
and then label the orbits Oi so that O1 < O2 < · · · < ONν where Nν is the
number of orbits. Then choose a total order of all the subsets in Pr which is
compatible with the ordering of the Sν orbits: Sai ∈ Oai and Oa1 < Oa2 ⇒
Sa1 < Sa2 . We label the subsets Si so that S1 < S2 < · · · < S2r .
Now consider an element D ∈ D (M, i, r). D consists of i sets in Pr, so D =
{Sa1 < Sa2 < · · · < Sai}. Define a composition ν (D) ∈ Λ (i, Nν) by ν (D)j =
|D ∩Oj | , j ∈ 1, 2, · · · , Nν . Then Sak , Sal are in the same orbit Oj if and only if
k, l are in the same block of the composition ν (D), k, l ∈ b
ν(D)
j . Sν acts on the
right on D (M, i, r): For π ∈ Sν ,Dπ =
{
Sajπ : j ∈ i¯
}
=
{
π−1
[
Saj
]
: j ∈ i¯
}
∈
D (M, i, r). Since by definition Sν preserves orbits, |Dπ ∩Oj | = |D ∩Oj | for
any π ∈ Sν , So the composition ν (Dπ) = ν (D) depends only on the orbit
O (ν,D) of D under the action of Sν . Let Sν(D) ⊆ Si be the corresponding
Young subgroup.
Lemma 4.2. Given D ∈ D (M, i, r) and π ∈ Sν , let Dπ ∈ O (ν,D) be the
image of D under π. Then there exists a unique πD ∈ Sν(D) such that ψD ·π =
πD · ψDpi. Conversely, given any πD ∈ Sν(D) and any Dπ ∈ O (ν,D), there
exists a π′ ∈ Sν such that ψD · π
′ = πD · ψDpi and Dπ
′ = Dπ ∈ O (ν,D).
Proof. LetD = {Sa1 < Sa2 < · · · < Sai}, soDπ =
{
π−1
(
Saj
)
: j ∈ i¯
}
. Arrange
the sets in Dπ in order and define k(j) ∈ i¯ such that π−1
(
Saj
)
is the k(j)th set
in the sequence. Then ψD · π maps elements in π−1
(
Saj
)
to j, while ψDpi maps
elements in π−1
(
Saj
)
to k(j). Define πD ∈ Si by πD (k(j)) = j , j ∈ i¯. Then
πD is the unique element in Si such that ψD · π = πD · ψDpi, and it remains
to show that πD ∈ Sν(D). For this, we must show that j and k(j) are always
in the same block of the composition ν (D). But Dπ and D contain the same
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number of subsets in each orbit of Sν . So if Saj and π
−1
(
Saj
)
are both in the
lth orbit of Sν , then their indices j and k(j) are both in the lth block of ν (D) .
Now take any πD ∈ Sν(D) and any Dπ ∈ O (ν,D). Recall that r¯ ⊇⋃
k∈i¯
π−1 (Sak) and that the sets π
−1 (Sak) are pairwise disjoint, so we can de-
fine a π′ ∈ Sr by defining π′|π−1 (Sak) for each k. Suppose k is in the
jth block of ν (D). Then both (ψD)
−1(k) = Sak and (πD · ψDpi)
−1
(k) =
π−1
(
Sam(k)
)
(for some m(k)) are in the jth orbit of Sν . Define π
′ ∈ Sr
by π′|
(
π−1
(
Sam(k)
))
= σk|
(
π−1
(
Sam(k)
))
where σk ∈ Sν maps π−1
(
Sam(k)
)
one to one onto Sak . Then (ψD · π
′)
−1
(k) = (π′)
−1 (
ψ−1D (k)
)
= (π′)
−1
(Sak) =
π−1
(
Sam(k)
)
= (πD · ψDpi)
−1 (k) for all k. So ψD · π′ = πD ·ψDpi and it remains
to show that π′ ∈ Sν . It suffices to show that if l is in the jth block of ν then
π′ (l) is also in the jth block. But any l is in a unique π−1 (Sak), so π
′ (l) = σk (l)
is in fact in the jth block since σk ∈ Sν .
Consider compositions µ, ν ∈ Λ (r, n) and an element α ∈ M of index i.
There exist unique σα ∈ Si , Cα ∈ C(i, r) , Dα ∈ D(M, i, r) such that α =
φCα ◦ σα ◦ ψDα . For C = ρCα ∈ O (µ,Cα), define
φC ·Sµ(C) · σα ◦ ψDα =
{
φC · κ · σα ◦ ψDα : κ ∈ Sµ(C)
}
⊆M.
Similarly, for D = Dαπ ∈ O (ν,Dα), define
φCα ◦ σα ·Sν(D) · ψD =
{
φCα ◦ σα · γ · ψD : γ ∈ Sν(D)
}
.
Finally, for C ∈ O (µ,Cα) , D ∈ O (ν,Dα), define
φC ·Sµ(C) · σα ·Sν(D) · ψD =
{
φC · κ · σα · γ · ψD : κ ∈ Sµ(C), γ ∈ Sν(D)
}
.
Proposition 4.1. For compositions µ, ν ∈ Λ (r, n) and an element α = φCα ◦
σα ◦ ψDα ∈M of index i,
(a) For C1, C2, C ∈ O (µ,Cα), D1, D2, D ∈ O (ν,Dα),(
φC1 ·Sµ(C) · σα ·Sν(D) · ψD1
)
∩
(
φC2 ·Sµ(C) · σα ·Sν(D) · ψD1
)
= ∅
unless C1 = C2 and D1 = D2. The double coset SµαSν is a disjoint union
SµαSν =
⋃
C∈O(µ,Cα),D∈O(ν,Dα)
φC ·Sµ(C) · σα ·Sν(D) · ψD.
(b) For C1, C2 ∈ O (µ,Cα),(
φC1 ·Sµ(C) · σα ◦ ψDα
)
∩
(
φC2 ·Sµ(C) · σα ◦ ψDα
)
= ∅
unless C1 = C2.
Sµα =
⋃
C∈O(µ,Cα)
φC ·Sµ(C) · σα ◦ ψDα ,
a disjoint union.
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(c) For D1, D2 ∈ O (ν,Dα),(
φCα · σα ·Sν(D) · ψD1
)
∩
(
φCα · σα ·Sν(D) · ψD2
)
= ∅
unless D1 = D2.
αSν =
⋃
D∈O(ν,Dα)
φCα · σα ·Sν(D) ◦ ψD,
a disjoint union.
Proof. For part (a), if
β ∈ (φC1 ·Sµ(C) · σα ·Sν(D) · ψD1) ∩ (φC2 ·Sµ(C) · σα ·Sν(D) · ψD1)
then C1 = Cβ = C2 and D1 = Dβ = D2 , so
(φC1 ·Sµ(C) · σα ·Sν(D) · ψD1) ∩ (φC2 ·Sµ(C) · σα ·Sν(D) · ψD1) = ∅
unless C1 = C2 and D1 = D2.
If β ∈ SµαSν , then β = ρ ◦ φCα ◦ σα ◦ ψDα ◦ π for some ρ ∈ Sµ , π ∈ Sν .
By lemmas 4.1 and 4.2, there exist ρC ∈ Sµ(C) , πD ∈ Sν(D) such that
β = φρCα ◦ ρC ◦ σα ◦ πD ◦ ψDαpi ∈ φρCα ·Sµ(C) ◦ σα ◦Sν(D) · ψDαpi .
So SµαSν ⊆
⋃
C∈O(µ,Cα),D∈O(ν,Dα)
φC ·Sµ(C) · σα ·Sν(D) · ψD . On the other
hand, if
β = φρCα ◦ ρC ◦ σα ◦ πD ◦ ψDαpi ∈ φρCα ·Sµ(C) ◦ σα ◦Sν(D) · ψDαpi ,
then by lemmas 4.1 and 4.2 there exist ρ′ ∈ Sµ , π′ ∈ Sν such that
β = ρ′ · φCα ◦ σα ◦ ψDα · π
′ = ρ′απ′ ∈ SµαSν .
So
⋃
C∈O(µ,Cα),D∈O(ν,Dα)
φC ·Sµ(C) · σα ·Sν(D) · ψD ⊆ SµαSν , completing the
proof of part (a).
(b) follows from (a) by taking D1 = D2 = Dα and ν to be the composition
νi = 1, ∀i, so Sν = Sν(D) = {1}. Similarly, (c) follows from (a) by taking C1 =
C2 = Cα and µ to be the composition µi = 1, ∀i, so Sµ = Sµ(C) = {1}.
Any double coset D = SµαSν ∈ µMν has a well defined index i since any
β ∈ D has the same index as α. We also have O (µ,Cβ) = O (µ,Cα) for any
β ∈ D, so D has a well defined orbit O (µ,D) = O (µ,Cα) for the action of Sµ
on C (i, r). There is also a well defined composition µ (D) and a Young subgroup
Sµ(D) where µ (D) = µ (C) for any C ∈ O (µ,D). Both µ (D) andSµ(D) depend
only on the orbit O (µ,D). For a double coset D = SµαSν ∈ µMν , a left coset
C ⊆ SµαSν has the form C = Sµα · π =
⋃
C∈O(µ,Cα)
φC ·Sµ(Cα) · σα ◦ ψDα · π
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for some π ∈ Sν , where the union is disjoint by proposition 4.1. Then nL (D) =
|C| = |O (µ,Cα)| ·
∣∣Sµ(Cα)∣∣ = |O (µ,D)| · ∣∣Sµ(D)∣∣ , which depends only on the
orbit Oµ = O (µ,D) = O (µ,Cα). So we can define nL (Oµ) = nL (D) for any
D with Oµ = O (µ,D).
Similarly, D has a well defined orbit O (ν,D) = O (ν,Dα) for the action of
Sν on D (M, i, r) and there are a composition ν (D) and a Young subgroup
Sν(D) where ν (D) = ν (D) for any D ∈ O (ν,D). Then ν (D) , Sν(D) , and
nR (D) = |O (ν,D)| ·
∣∣Sν(D)∣∣ depend only on the orbit O (ν,D) and we can
define nR (Oν) = nR (D) for any D with Oν = O (ν,D).
Given an orbit pair (Oµ, Oν) ∈ O (µ, ν,M, i), define compositions µ (Oµ)
and ν (Oν) of i and corresponding Young subgroups Sµ(Oµ) , Sν(Oν), where
µ (Oµ) = µ (C) for any C ∈ Oµ and ν (Oν) = ν (D) for any D ∈ Oν . If
µ(Oµ)Bν(Oν) ⊆ Z [Si] is the Z-submodule of B = Z [Si] which is invariant under
the action of Sµ(Oµ) on the left and Sν(Oν) on the right, then
µ(Oµ)Bν(Oν) is
a free Z-module with basis
{
X
(
Sµ(Oµ)σSν(Oν )
)
: σ ∈ Si
}
. Define a Z- linear
map Φ (Oµ, Oν) :
µ(Oµ)Bν(Oν) → OµAOν by
Φ (Oµ, Oν) (x) =
∑
C∈Oµ
∑
D∈Oν
φC ◦ x ◦ ψD.
By proposition 4.1, Φ (Oµ, Oν) is an isomorphism of free Z-modules taking the
basis elements X
(
Sµ(Oµ)σSν(Oν)
)
for µ(Oµ)Bν(Oν) one to one onto the basis
elements X (SµαSν) for
OµAOν where α = φC ◦σ◦ψD for any C ∈ Oµ, D ∈ Oν .
Now as a Z-module, µ(Oµ)Bν(Oν) can be identified with a direct summand of
the standard Schur algebra SZ (r, n). The standard cellular basis for the Schur
algebra SZ (r, n) then yields a basis
{
SC
λ
T
}
for µ(Oµ)Bν(Oν) where λ is a partition
of i, S is a semistandard λ tableau of type µ (Oµ) and T is a semistandard λ
tableau of type ν (Oν). Then
{
Φ (Oµ, Oν)
(
SC
λ
T
)}
gives a basis B (Oµ, Oν) for
OµAOν . These piece together to give a basis for A¯ which turns out to be a cell
basis for AZL or A
Z
R.
Let Λ =
⋃
i∈I(M)
Λ (i) with the same partial order as for the cell algebra Z [M ]
of section 7. For λ ∈ Λ (i) ⊂ Λ define
L (λ) = {Oµ, S : µ ∈ Λ (r, n) , Oµ ∈ O (µ,C (i, r)) , S ∈ SSt(λ, µ (Oµ)}
where SSt (λ, µ (Oµ)) is the set of semistandard λ tableaus of type µ (Oµ) and
define
R (λ) = {Oν , T : ν ∈ Λ (r, n) , Oν ∈ O (ν,D (M, i, r)) , T ∈ SSt(λ, ν (Oν)}
where SSt (λ, ν (Oν)) is the set of semistandard λ tableaus of type ν (Oν).
Then for λ ∈ Λ , (Oµ, S) ∈ L (λ) , (Oν , T ) ∈ R (λ), define (Oµ,S)C
λ
(Oν ,T )
=
Φ(Oµ, Oν)
(
SC
λ
T
)
. As just mentioned, elements of this type provide a Z-basis
for each direct summand OµAOν and hence for all of A¯.
Note that if M contains the zero map z where z (j) = 0 for all j, then Λ
contains the empty partition λ0 of index 0. For any partitions µ, ν the double
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coset SµzSν = {z} ⊆ µAν . C (0, r) = D (M, 0, r) = ∅, so for each partition
there is one orbit Oµ or Oν . Then L
(
λ0
)
contains one element (Oµ, ∅) for each
partition µ, and similarly for R
(
λ0
)
. Then for each pair of partitions µ, ν our
basis contains an element (Oµ,∅)C
λ0
(Oν ,∅)
= z ∈ µAν .
We now show that the basis just described is a cell basis. We first check that
these basis elements have the left and right cell algebra properties (i) and (ii)
for the “ordinary” product in A¯. We then check that the properties also hold
for the products ∗L and ∗R in AZL and A
Z
R.
Notice that each basis element (Oµ,S)C
λ
(Oν ,T )
for A¯ is a sum of basis elements
in the cell algebra A = Z [M ] of section 7 of the form C,sC
λ
t,D for the same λ
(where s, t are standard tableaux of type S, T , C ∈ Oµ , D ∈ Oν). As in section
7, let Aλ , Aˆλ be the ideals in the cell algebra A = Z [M ] and let A¯λ , ˆ¯Aλ be the
corresponding submodules of A¯ (spanned by basis elements (Oµ,S)C
κ
(Oν ,T )
with
κ > λ or κ > λ respectively). Then Aˆλ ∩ µAν =ˆ¯Aλ ∩ µAν for any λ, µ, ν.
Lemma 4.3. Let (Oµi ,Si)
Cλi
(Oνi ,Ti)
∈ OµiAOνi for i = 1, 2. Then in A¯, (Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
·
(Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
µ′,S′
r · (Oµ′ ,S′)C
λ2
(Oν2 ,T2)
mod ˆ¯Aλ2 where the coefficients
r ∈ Z are independent of Oν2 and T2.
Proof. Write (Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
as a sum of terms C,sC
λ2
t,D where t is a standard
tableau of type T and D ∈ Oν2 . Then using property (i) for the cell algebra
A, we have (Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
· (Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
C′,s′
r · C′,s′C
λ2
t,D mod Aˆ
λ2
where the coefficients r are independent of D and t and therefore of Oν2 and T2.
Also (Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
· (Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
∈ µ1Aν2 . So the terms C′,s′C
λ2
t,D must
regroup into a linear combination of terms of the form (Oµ′ ,S′)
Cλ2
(Oν2 ,T2)
. Then
using Aˆλ2 ∩ µ1Aν2 =ˆ¯Aλ2 ∩ µ1Aν2 gives the result.
Since the (Oµ,S)C
λ
(Oν ,T )
form a basis for A¯ , linearity gives the following
corollary.
Corollary 4.1. For any x ∈ A¯,
x · (Oµ,S)C
λ
(Oν ,T )
=
∑
µ′,S′
r · (Oµ′ ,S′)
Cλ(Oν ,T) mod
ˆ¯Aλ
where r = r (x, µ, S, µ′, S′) is independent of Oν , T .
Similar arguments give the following results.
Lemma 4.4. Let (Oµi ,Si)
Cλi
(Oνi ,Ti)
∈ OµiAOνi for i = 1, 2. Then in A¯, (Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
·
(Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
ν′,T ′
r · (Oµ1 ,S1)
Cλ1(Oν′ ,T ′)
mod ˆ¯Aλ1 where the coefficients
r ∈ Z are independent of Oµ1 and S1.
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Corollary 4.2. For any x ∈ A¯,
(Oµ,S)C
λ
(Oν ,T )
· x =
∑
ν′,T ′
r · (Oµ,S)C
λ
(Oν′ ,T
′) mod ˆ¯A
λ
where r = r (x, ν, T, ν′, T ′) is independent of Oµ, S.
We now transfer our results to AZL and A
Z
R. We need the following lemma.
Lemma 4.5. Let B = ∪B (Oµ, Oν) be a basis for A¯ where each B (Oµ, Oν)
is a basis for the direct summand OµAOν . For b ∈ B (Oµ, Oν) define nL (b) =
nL (Oµ) and nR (b) = nR (Oν). Assume that b1b2 =
∑
b∈B
c(b1, b2, b) b with struc-
ture constants c (b1, b2, b) ∈ Z (using the “ordinary” product in A¯). Then b1 ∗L
b2 =
∑
b∈B
nL(b)
nL(b1)nL(b2)
c(b1, b2, b) b and b1 ∗R b2 =
∑
b∈B
nR(b)
nR(b1)nR(b2)
c(b1, b2, b) b.
Proof. The result is true by definition for the standard basis {bD = X (D)}.
Each b ∈ B (Oµ, Oν) is a linear combination of standard basis vectors bD ∈
B (Oµ, Oν) and each bD ∈ OµAOν is a linear combination of the new b ∈
B (Oµ, Oν). Then since the values nL (b) , nR (b) depend only on the orbits
Oµ , Oν , the result for the new basis follows by linearity.
Lemma 4.6. Let (Oµi ,Si)
Cλi
(Oνi ,Ti)
∈ OµiAOνi for i = 1, 2. Assume ν1 = µ2.
(a) In AZL,
(Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
∗L(Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
µ′,S′
r · (Oµ′ ,S′)
Cλ2
(Oν2 ,T2)
mod ˆ¯Aλ2
where the coefficients r ∈ Z are independent of Oν2 and T2.
(b) In AZL ,
(Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
∗L(Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
ν′,T ′
r · (Oµ1 ,S1)
Cλ1(Oν′ ,T ′)
mod ˆ¯Aλ1
where the coefficients r ∈ Z are independent of Oµ1 and S1.
(c) In AZR,
(Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
∗R(Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
µ′,S′
r · (Oµ′ ,S′)
Cλ2
(Oν2 ,T2)
mod ˆ¯Aλ2
where the coefficients r ∈ Z are independent of Oν2 and T2.
(d) In AZR ,
(Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
∗R(Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
ν′,T ′
r · (Oµ1 ,S1)
Cλ1(Oν′ ,T ′)
mod ˆ¯Aλ1
where the coefficients r ∈ Z are independent of Oµ1 and S1.
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Proof. Notice that a basis element b = (Oµ,S)C
λ
(Oν ,T )
is in OµAOν , so in the
notation of lemma 4.5 we have nL (b) = nL (Oµ) , nR (b) = nR (Oν).
For part (a), lemma 4.3 gives
(Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
· (Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
µ′,S′
r′ · (Oµ′ ,S′)C
λ2
(Oν2 ,T2)
mod ˆ¯Aλ2
where the coefficients r′ ∈ Z are independent of Oν2 and T2. Then lemma 4.5
gives
(Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
∗L (Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
µ′,S′
nL (Oµ′)
nL (Oµ1)nL (Oµ2)
· r′ · (Oµ′ ,S′)
Cλ2
(Oν2 ,T2)
mod ˆ¯Aλ2 .
Observing that r =
nL(Oµ′ )
nL(Oµ1 )nL(Oµ2 )
· r′ is independent of Oν2 and T2 gives the
result (a).
For (b), lemma 4.4 gives
(Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
· (Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
ν′,T ′
r′ · (Oµ1 ,S1)
Cλ1(Oν′ ,T ′)
mod ˆ¯Aλ1
where the coefficients r′ ∈ Z are independent of Oµ1 and S1. Then lemma 4.5
gives
(Oµ1 ,S1)
Cλ1
(Oν1 ,T1)
∗L (Oµ2 ,S2)
Cλ2
(Oν2 ,T2)
=
∑
ν′,T ′
nL (Oµ1 )
nL (Oµ1 )nL (Oµ2 )
· r′ · (Oµ1 ,S1)
Cλ1(Oν′ ,T ′)
mod ˆ¯Aλ1 .
Then r =
nL(Oµ1 )
nL(Oµ1)nL(Oµ2 )
· r′ = 1
nL(Oµ2)
· r′ is independent of Oµ1 and S1 and
the result (b) follows.
Parts (c) and (d) are proved similarly.
Proposition 4.2.
{
(Oµ,S)C
λ
(Oν ,T )
}
is a cell basis for both AZL and A
Z
R, which
are therefore cell algebras.
Proof. We have shown the
{
(Oµ,S)C
λ
(Oν ,T )
}
form a basis and the multiplication
rules (i) and (ii) for a cell algebra then follow at once by linearity from lemma
4.6.
Corollary 4.3. For any domain R, the left and right generalized Schur algebras
LGSR (M,G) = R ⊗Z AZL and RGSR (M,G) = R⊗Z A
Z
R are cell algebras with
a cell basis
{
(Oµ,S)C
λ
(Oν ,T )
}
.
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5 Irreducible modules for generalized Schur al-
gebras
The cell basis
{
(Oµ,S)C
λ
(Oν ,T )
}
for the cell algebra AZL or A
Z
R found above de-
pends on the choice of an ordering of the orbits of Sν acting on Pr and of an
ordering of the subsets in Pr compatible with the ordering of the orbits. We now
choose orderings which will simplify the calculations of the brackets in these cell
algebras.
For d ∈ Pr, |d| = i, define an increasing string of i integers, s (d), to be the i
elements of d arranged in ascending order. Then define a non-decreasing string
of i of positive integers, s (ν, d), by replacing each x ∈ s (d) by b (x), where x is
in the b (x)
th
block b
b(x)
ν of the composition Sν . Finally, define a string of r non-
negative integers, s¯ (ν, d), by adding r− i zeroes to the end of s (ν, d). Note that
s¯ (ν, d) depends only on the Sν-orbit of d. In fact, s¯ (ν, d) = s¯ (ν, d
′)⇔ d, d′ are
in the same Sν -orbit. We then get a total ordering of the Sν-orbits by ordering
the corresponding strings s¯ (ν, d) lexigraphically: if s¯ (ν, d)j represents the jth
element of the string, then s¯ (ν, d) < s¯ (ν, d′)⇔ for some J between 1 and r we
have s¯ (ν, d)j = s¯ (ν, d
′)j for all j < J , while s¯ (ν, d)J < s¯ (ν, d
′)J .
We then define our order on Pr by : d < d
′ if (1) s¯ (ν, d) < s¯ (ν, d′) or
(2) s¯ (ν, d) = s¯ (ν, d′) (so d, d′ are in the same Sν-orbit) and s(d) < s(d
′) in
lexicographical order.
Note the following special cases of our ordering:
The smallest set in Pr is the empty set ∅.
If {a} , {b} are one element sets in Pr , then {a} < {b} ⇔ a < b.
If {a} , d ∈ Pr and d has more than one element with smallest element b, then
{a} < d if the ν - block containing a 6 the ν - block containing b, while {a} >
d if the ν - block containing a > the ν - block containing b.
We will assume our cell bases are chosen with respect to these orderings.
In this section we assume that R = k is a field. We will write SL (M,k)
for the left generalized Schur algebra LGSk (M,G) = k ⊗ AZL and SR (M,k)
for the right generalized Schur algebra RGSk (M,G) = k ⊗ AZR. For either of
these algebras, if λ ∈ Λ then λ ∈ Λ (i, n) for some i with i 6 r 6 n. Recall
that in these cell algebras Λ0 is the subset of Λ consisting of λ for which the
bracket
〈
Oµ,SC
λ, CλOν ,T
〉
is not identically zero. By corollary 2.1 , there is one
isomorphism class of irreducible modules for each λ ∈ Λ0. We will determine
Λ0 when M = Tr or when M contains the rook monoid ℜr.
Theorem 5.1. Let k be a field of characteristic 0 and let M = Tr. Then
Λ0 = Λ for both SL (τr, k) and SR (τr, k). Both SL (τr, k) and SR (τr, k) are
quasi-hereditary algebras.
Proof. Take any λ ∈ Λ with index(λ) = i > 0. Let k be the largest index such
that λk > 0, so λj = 0 , j > k. Let µ be the partition of r where
µj =
{
λj if j 6 k
1 if j = k + 1, k + 2, · · · , k + (r − i) .
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Let C = {1, 2, · · · , i}. Then µ (C) = λ ∈ Λ (i, n). Let S be the semistandard
λ-tableau of type µ (C) where Sj,l = j , 1 6 l 6 λj , j = 1, 2, · · · , k. There
is only one standard λ-tableau of type S, namely s = id, the identity in Si.
The orbit O (C, µ) = {C}, so #O (C, µ) = 1. Also, φC : i¯ → r¯ is the identity
φC(j) = j , j = 1, 2, · · · , i.
Next let D = {{1} , {2} , · · · , {i− 1} , {i, i+ 1, i+ 2, · · · , r}}. Then µ (D) ∈
Λ (i, n) is given by
µ (D)j =


λj if j < k
λk − 1 if j = k
1 if j = k + 1
0 if j > k + 1 .
Let T be the semistandard λ-tableau of type µ (D) where
Tj,l =


j for 1 6 l 6 λj , j = 1, 2, · · · , k − 1
k for 1 6 l 6 λk − 1 , j = k
k + 1 for l = λk , j = k .
There is only one standard λ-tableau of type T , namely t = id, the iden-
tity in Si. Let b
k
µ be the kth block in the partition µ. For a ∈ b
k
µ, define
Da = {{1} , {2} , · · · , {i− 1} , {i} , {a, i+ 1, i+ 2, · · · , r}}−{{a}}. Then the or-
bit O (D,µ) =
{
Da : a ∈ bkµ
}
and #O(D,µ) =
∣∣bkµ∣∣ = µk = λk. Also ψDa : r¯ → i¯
is given by
ψDa(j) =


j if j < a
j − 1 if a < j 6 i
i if j = a or j > i .
Then ψDa◦φC : i¯→ i¯ is a cyclic permutation σa = (a, i, i− 1, i− 2, · · · , a+ 1) ∈
Sλ.
We have SC
λ
T = sC
λ
t = id · rλ · id = rλ, so
SC
λ
T ◦ ψDa ◦ φC ◦ SC
λ
T = rλ · σa · rλ = rλ · rλ = o (Sλ) rλ.
Then writing b =O(C,µ),S C
λ
O(D,µ),T = φC · SC
λ
T ·
∑
a∈bkµ
ψDa , compute
b · b = φC · SC
λ
T ·
∑
a∈bkµ
ψDa · φC · SC
λ
T ·
∑
a∈bkµ
ψDa
= λk · φC · o (Sλ) · rλ ·
∑
a∈bkµ
ψDa
= λk · o (Sλ) · b.
.
Then
b ∗L b = λk · o (Sλ) ·
nL(b)
nL (b)nL(b)
· b = λk · o (Sλ) ·
1
nL (b)
· b = λk · b
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where
nL(b) = nL (O (C, µ)) = #O (C, µ) · o(Sµ(C)) = 1 · o(Sλ).
Similarly,
b ∗R b = λk · o (Sλ) ·
nR(b)
nR (b)nR(b)
· b = λk · o (Sλ) ·
1
nR (b)
· b = λk · b
where
nR(b) = nR (O (D,µ)) = #O (D,µ) · o(Sµ(D)) = λk · o(Sλ)/λk.
Then computing the bracket (in either SL (τr, k) or SR (τr, k)) we find that〈
Cλ
O(D,µ),T , O(C,µ),SC
λ
〉
= λk 6= 0 (since characteristic of k is 0). So λ ∈ Λ0.
By corollary 2.1, a cell algebra with Λ0 = Λ is quasi-hereditary, so the proof
is complete.
Now assume k is a field of characteristic p > 0. For a partition λ ∈ Λ (i) , 1 6
i 6 r, define an integer k (p, λ) > 0 to be the highest power of p which divides λj
for every j. (So for all j, pk(p,λ)
∣∣λj , while for at least one j, pk(p,λ)+1 does not di-
vide λj .) Then define Λp =
{
λ ∈ Λ : pk(p,λ) divides r − i, where i = index(λ)
}
.
Lemma 5.1. For a field k of characteristic p and the cell algebra SR (Tr, k) ,
Λp ⊆ Λ0.
Proof. Take any λ ∈ Λp of index i. Let m be the lowest nonzero row of λ, that
is, assume λm > 0 , λj = 0 for j > m. Put k = k (p, λ). Let a be the lowest row
(i.e.,largest integer) such that pk+1 does not divide λa. Since λ ∈ Λp, p
k divides
r− i, so q = (r− i)/pk is an integer. Define a composition µ of r by splitting off
the last pk elements of row a of λ and then adding q additional rows of size pk:
µj =


λj if j < a
λa − pk if j = a
pk if j = a+ 1
λa+l if j = a+ l + 1 for l = 1, 2, · · · ,m− a
pk if j = m+ 1 + l for l = 1, 2, · · · , q
Let C = {1, 2, · · · , i}. Then a composition of i is given by µ (C)j = µj , 1 6
j 6 m+ 1. Let S be the semistandard λ-tableau of type µ (C) where
Sj,l =


j for 1 6 l 6 λj , j < a
a for 1 6 l 6 λa − pk , j = a
a+ 1 for λa − pk < l 6 λa , j = a
j + 1 for 1 6 l 6 λj , a < j 6 m .
There is only one standard λ-tableau of type S, namely s = id, the identity
in Si. The orbit O (C, µ) = {C}, so #O (C, µ) = 1. Also, φC : i¯ → r¯ is the
identity φC(j) = j , j = 1, 2, · · · , i.
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Now define D ∈ D (i, τr, r) as follows: D contains i−pk single elements sets,
one set {l} for each entry l in rows 1 through a or rows a + 2 through m + 1
of µ. D also contains pk sets with q + 1 entries: for 1 6 j 6 pk, the j set Dj
contains the jth entry in row a + 1 and in each of the last q rows of µ. As
a composition of i, µ (D) = µ (C), so we can take T = S as a semistandard
λ-tableau of type µ (D). Then again there is only one standard λ-tableau of
type T , namely t = id, the identity in Si.
To define the orbit space O (D,µ), let Sµm+1+j ⊆ Sµ be the group of per-
mutations of row m + 1 + j of µ. For each 1 6 j 6 q, Sµm+1+j
∼= Spk . Let
G =
q∏
j=1
Sµm+1+j ⊆ Sµ and for σ ∈ G let Dσ = Dσ ∈ D (i, τr, r). Then
O (D,µ) = {Dσ : σ ∈ G}. Then #O (D,µ) = o (G) = o
((
Spk
)q)
=
(
pk!
)q
.
Notice that with our choice of an ordering of the subsets of r¯, we get
ψDσ (j) = j , 1 6 j 6 i, for any σ ∈ G. Then ψDσ ◦ φC = id, the identity
mapping i¯→ i¯. We have SCλT = sC
λ
t = id · rλ · id = rλ, so
SC
λ
T ◦ ψDσ ◦ φC ◦ SC
λ
T = rλ · id · rλ = rλ · rλ = o (Sλ) rλ.
Then writing b =O(C,µ),S C
λ
O(D,µ),T = φC · SC
λ
T ·
∑
σ∈G
ψDσ , compute
b · b = φC · SC
λ
T ·
∑
σ∈G
ψDσ · φC · SC
λ
T ·
∑
σ∈G
ψDσ
= o (G) · φC · o (Sλ) · rλ ·
∑
σ∈G
ψDσ
= o (G) · o (Sλ) · b.
Then
b ∗R b = o (G) · o (Sλ) ·
nR(b)
nR (b)nR(b)
· b
= o (G) · o (Sλ) ·
1
nR (b)
· b
=
o (G) o (Sλ)
#O (D,µ) o
(
Sµ(D)
) · b
where nR(b) = nR (O (D,µ)) = #O (D,µ) · o(Sµ(D)). Since #O (D,µ) = o (G)
and o(Sλ)
o(Sµ(D))
= λa!(λa−pk)!pk! =
(
λa
pk
)
, we get b ∗R b =
(
λa
pk
)
· b.
Computing the bracket gives
〈
Cλ
O(D,µ),T , O(C,µ),SC
λ
〉
=
(
λa
pk
)
. Since pk
divides λa but p
k+1 does not, it is easily checked that
(
λa
pk
)
is not congruent
to 0 mod p. So the bracket is not identically zero in SR (τr, k) and λ ∈ Λ0 as
desired.
We claim that in fact Λp = Λ0, that is, that every irreducible representation
of SR (Tr, k) corresponds to some λ ∈ Λp. In [2] or [5], a parameterization
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of the isomorphism classes of irreducible representations of SR (Tr, k) is given.
There is one isomorphism class corresponding to the following set of data: i)
a set of nonnegative integers sm, sm+1, · · · , sM with sm > 0,m > 0 such that
r = smp
m + sm+1p
m+1 + · · ·+ sMpM , ii) a p-restricted partition of si for each
m < i 6 M , and iii) a p-restricted partition of i for some integer 1 6 i 6 sm.
(The index of the corresponding irreducible is r − (sm − i)pm.) We will show
that each such set of data corresponds with a unique element λ ∈ Λp, so that
the number of isomorphism classes is less than or equal to #Λp. But we know
that the number of isomorphism classes is #Λ0 and by the lemma Λp ⊆ Λ0. So
we must have Λp = Λ0 .
We will need a certain “decomposition” operation on partitions. For any
integer n > 0, let λ be a partition of n with R non-zero parts, λ1+λ2+· · ·+λR =
n. For 1 6 i 6 R define the row length differences ∆i = λi − λi+1. Then
define an integer k (λ) > 0 to be the highest power of p which is less than or
equal to at least one ∆i. Then we can find nonnegative integers qi, ri such
that ∆i = qip
k(λ) + ri where each ri < p
k(λ) , each qi < p, and at least one
qi > 0. Define s (λ) =
R∑
i=1
i · qi. We will construct a p-restricted partition of
s (λ) and a partition λ¯ of n − s (λ) pk(λ) with k
(
λ¯
)
< k (λ). Notice that there
are ∆i = qip
k(λ) + ri columns of height i in λ. We break λ into two partitions
λq, λr by placing qip
k(λ) columns of height i in the first partition and ri columns
of height i in the second. Then λq is a partition of i · qipk(λ) = s (λ) pk(λ) with
row differences qip
k(λ). By replacing each set of pk(λ) consecutive boxes in a row
of λq by a single box, we obtain a partition of s (λ) with row differences qi < p,
i.e, a p-restricted partition of s (λ). The second partition λr is a partition of
n− s (λ) pk(λ) with row differences ri < pk(λ). Then k (λr) < k (λ) and we take
λ¯ = λr.
We can now replace λ with λr and iterate the construction until we reach
a case when all ri are 0. The result is a sequence of nonnegative integers
sm, sm+1, · · · , sM with sm > 0,m > 0 such that n = smpm+ sm+1pm+1+ · · ·+
sMp
M and a p-restricted partition of si for each m 6 i 6 M . By replacing each
box in the partition of si by a row of p
i boxes and then joining the resulting
partitions (taking the union of the boxes in each row of each partition) we
recover uniquely the original partition λ of n. Notice that k (p, λ) = m.
Now take any isomorphism class of irreducible SR (τr, k) modules and con-
sider the unique corresponding data i) nonnegative integers sm, sm+1, · · · , sM
with sm > 0 such that r = smp
m + sm+1p
m+1 + · · ·+ sMpM , ii) a p-restricted
partition of si for each m < i 6 M , and iii) a p-restricted partition of s
′
m for
some integer 1 6 s′m 6 sm.
Then s′mp
m+sm+1p
m+1+· · ·+sMpM = r−(sm − s′m) p
m, so our construction
gives a unique partition λ of r−(sm − s′m) p
m with k (p, λ) = m. Then pk(p,λ) =
pm divides r − index(λ) = r − (r − (sm − s′m) p
m) = (sm − s′m) p
m, so λ ∈ Λp.
So the number of isomorphism classes is 6 #Λp as desired.
As remarked above, this proves the following result.
Theorem 5.2. If k is a field of characteristic p, then Λp = Λ0 in SR (Tr, k).
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Corollary 5.1. If k is a field of characteristic p and r = apl for 1 6 a < p and
some l = 0, 1, 2, · · · , then SR (Tr, k) is quasi-hereditary.
Proof. By corollary 2.1, we must show that Λ = Λ0 , that is, that any λ ∈ Λ is
actually in Λp = Λ0. So suppose λ is a partition of i for some 0 < i 6 r. Put
k = k (p, λ). Since pk divides λj for every j, p
k divides i =
∑
j
λj , say i = bp
k
for some b > 0. Now bpk = i 6 r = apl < pl+1 (since a < p), so k 6 l. Then
r− i = apl− bpk =
(
apl−k − b
)
pk, so pk divides r− i and λ ∈ Λp as desired.
Now consider SL (Tr, k) for characteristic p. Define
ΛL,p = {λ ∈ Λ : p does not divide λj for at least one j} ∪ Λ (r) .
Lemma 5.2. For a field k of characteristic p and the cell algebra SL (Tr, k) ,
ΛL,p ⊆ Λ0.
Proof. First suppose λ ∈ Λ(r), a partition of maximal index r. Then take µ = λ
as a composition of r and let C = {1, · · · , r}. Then µ (C) = µ = λ and a semi-
standard λ-tableau S of type µ (C) is given by Sj,l = j , 1 6 l 6 j. There
is only one standard λ-tableau of type S, namely s = id, the identity in Si.
The orbit O (C, µ) = {C}, so #O (C, µ) = 1. Also, φC : r¯ → r¯ is the identity
φC(j) = j , j = 1, 2, · · · , r.
Define D ∈ D (r, τr, r) by D = {{1} , {2} , · · · , {r}}. As a composition of
r, µ (D) = µ (C) = λ, so we can take T = S as a semistandard λ -tableau of
type µ (D). Then again there is only one standard λ-tableau of type T , namely
t = id, the identity in Sr.
We have O (D,µ) = {D}, #O (D,µ) = 1, ψD (j) = j , 1 6 j 6 r. Then
ψD ◦φC = id : r¯ → r¯. We have SCλT = sC
λ
t = id ·rλ ·id = rλ, so SC
λ
T ◦ψD ◦φC ◦
SC
λ
T = rλ · id · rλ = rλ · rλ = o (Sλ) rλ. Then writing b =O(C,µ),S C
λ
O(D,µ),T =
φC · SCλT ·ψD, compute b·b = φC · SC
λ
T ·ψD ·φC · SC
λ
T ·ψD = φC ·o (Sλ)·rλ ·ψD =
o (Sλ)·b. Then b∗Lb = o (Sλ)·
nL(b)
nL(b)nL(b)
·b = o (Sλ)·
1
nL(b)
·b = o(Sλ)
#O(C,µ)o(Sµ(C))
·b
where nL(b) = nL (O (C, µ)) = #O (C, µ) · o(Sµ(C)). Since #O (C, µ) = 1
and o
(
Sµ(C)
)
= o (Sλ), we get b ∗L b = b. Computing the bracket gives〈
Cλ
O(D,µ),T , O(C,µ),SC
λ
〉
= 1 6= 0. So the bracket is not identically zero in
SL (τr , k) and λ ∈ Λ0 as desired.
Now take any λ ∈ ΛL,p of index i < r. Let m be the lowest nonzero row of
λ, that is, assume λm > 0 , λj = 0 for j > m. Let a be the largest integer such
that p does not divide λa. Define a composition µ of r by splitting off the last
element of row a of λ and also adding r − i additional rows of length 1:
µj =


λj if j < a
λa − 1 if j = a
1 if j = a+ 1
λj−1 if a+ 2 6 j 6 m+ 1
1 if m+ 2 6 j 6 (m+ 1) + (r − i) .
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Let C = {1, 2, · · · , i}. Then a composition of i is given by µ (C)j = µj , 1 6
j 6 m+ 1. Let S be the semistandard λ-tableau of type µ (C) where
Sj,l =


j for 1 6 l 6 λj , j < a
a for 1 6 l 6 λa − 1 , j = a
a+ 1 for l = λa , j = a
j + 1 for 1 6 l 6 λj , a < j 6 m .
There is only one standard λ-tableau of type S, namely s = id, the identity
in Si. The orbit O (C, µ) = {C}, so #O (C, µ) = 1. Also, φC : i¯ → r¯ is the
identity φC(j) = j , j = 1, 2, · · · , i.
Now define D ∈ D (i, τr, r) as follows: Let x be the last element in row λa,
that is, x = λ1 + λ2 + · · · + λa. D contains i − 1 single elements sets, one set
{l} for every 1 6 l 6 i except l = x. D also contains one set with r − i + 1
elements: {x, i + 1, i+ 2, · · · , r}. As a composition of i, µ (D) = µ (C), so we
can take T = S as a semistandard λ-tableau of type µ (D). Then again there is
only one standard λ -tableau of type T , namely t = id, the identity in Si.
We have O (D,µ) = {D}, #O (D,µ) = 1, ψD (j) =
{
j if 1 6 j 6 i
x if j > i
.
Then ψD ◦ φC = id : i¯ → i¯. We have SCλT = sC
λ
t = id · rλ · id = rλ,
so SC
λ
T ◦ ψD ◦ φC ◦ SC
λ
T = rλ · id · rλ = rλ · rλ = o (Sλ) rλ. Then writing
b =O(C,µ),S C
λ
O(D,µ),T = φC · SC
λ
T · ψD, compute
b · b = φC · SC
λ
T · ψD · φC · SC
λ
T · ψD
= φC · o (Sλ) · rλ · ψD
= o (Sλ) · b.
Then
b ∗L b = o (Sλ) ·
nL(b)
nL (b)nL(b)
· b = o (Sλ) ·
1
nL (b)
· b =
o (Sλ)
#O (C, µ) o
(
Sµ(C)
) · b
where nL(b) = nL (O (C, µ)) = #O (C, µ) · o(Sµ(C)). Since #O (C, µ) = 1 and
o(Sλ)
o(Sµ(C))
= λa!(λa−1)!1! = λa, we get b ∗L b = λa · b.
Computing the bracket gives
〈
CλO(D,µ),T , O(C,µ),SC
λ
〉
= λa. Since p does
not divide λa (by definition), λa 6= 0 in k. So the bracket is not identically zero
in SL (τr, k) and λ ∈ Λ0 as desired.
We claim that ΛL,p = Λ0, that is, that every irreducible representation of
SL (Tr, k) corresponds to some λ ∈ ΛL,p. [5] gives the following parameterization
of the isomorphism classes of irreducible representations of SL (Tr, k). There is
one isomorphism class corresponding to the following set of data: i) a set of
nonnegative integers sm, sm+1, · · · , sM with m > 0, sm > 0 such that r =
smp
m + sm+1p
m+1 + · · · + sMpM , ii) a p-restricted partition of si for each
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m < i 6 M , iii) a p-restricted partition of sm ifm > 0 or a p-restricted partition
of i for some integer 1 6 i 6 s0 if m = 0. (The index of the corresponding
irreducible is r− (s0 − i).) We will show that each such set of data corresponds
with a unique element λ ∈ ΛL,p, so that the number of isomorphism classes is
less than or equal to #ΛL,p. We know that the number of isomorphism classes
is #Λ0 and by the lemma ΛL,p ⊆ Λ0, so we must have ΛL,p = Λ0 .
Consider first a set of data for the case m > 0. Then we have r = smp
m +
sm+1p
m+1 + · · · + sMpM and a p-restricted partition of sm for all m. So by
the construction preceding theorem 5.2 there is a unique partition λ of index
r corresponding to the data, and since the index of λ is r we have λ ∈ ΛL,p.
Next consider a set of data for the case m = 0. Putting s′0 = i we have
s′0 + s1p
1 + · · · + sMpM = r − (s0 − s′0) with p-restricted partitions of s
′
0 = i
and all si, i > 0. The result is a unique partition λ of r − (s0 − i) with
k (p, λ) = m = 0. But k (p, λ) = 0 means that at least one row length λj of λ is
not divisible by pk(p,λ)+1 = p, that is, that λ ∈ ΛL,p. So corresponding to each
set of data there is a unique element λ ∈ ΛL,p as desired. As remarked above,
this proves the following theorem.
Theorem 5.3. If k is a field of characteristic p, then ΛL,p = Λ0 in SL (Tr, k).
Notice that if p > r then Λ0 = ΛL,p = Λ and SL (Tr, k) is quasi-hereditary.
However, when r > p we have Λ0 = ΛL,p 6= Λ and SL (Tr, k) is not quasi-
hereditary for the given poset structure Λ.
Now consider the case when M contains the rook monoid ℜr.
Theorem 5.4. Assume M contains the rook monoid ℜr. Then for any field
k, Λ0 = Λ for both cell algebras SL (M,k) and SR (M,k). Both SL (M,k) and
SR (M,k) are quasi-hereditary.
Remark: If M is just the rook monoid, M = ℜr, then SL (M,k) and
SR (M,k) are both actually cellular algebras and are anti-isomorphic as alge-
bras.
Proof. Take any partition λ of i , 0 6 i 6 r. We must show that λ ∈ Λ0. Let
m > 0 be the smallest integer such that λj = 0 for j > m . Define a composition
µ of r by adding r − i rows of length 1 to λ. So
µj =


λj if j 6 m
1 if m+ 1 6 j 6 m+ r − i
0 if j > m+ r − i .
Let C = {1, 2, · · · , i}. Then µ (C) = λ. Let S be the semistandard λ-tableau of
type µ (C) where Sj,l = j , 1 6 l 6 λj , 1 6 j 6 m. There is only one standard λ-
tableau of type S, namely s = id, the identity in Si. The orbit O (C, µ) = {C},
so #O (C, µ) = 1. Also, φC : i¯→ r¯ is the identity φC(j) = j , j = 1, 2, · · · , i.
Define D ∈ D (i, r) by D = {{j} : 1 6 j 6 i}. M contains the rook monoid
ℜr, so it contains the map α : r¯∪ 0→ r¯∪ 0 given by α (j) =
{
j if 1 6 j 6 i
0 if j > i
.
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Then D = Dα ∈ D (i,M, r). As a composition of i, µ (D) = µ (C) = λ, so we
can take T = S as a semistandard λ -tableau of type µ (D). Then again there
is only one standard λ-tableau of type T , namely t = id, the identity in Si.
We have O (D,µ) = {D}, #O (D,µ) = 1, ψD (j) =
{
j if 1 6 j 6 i
0 if j > i
. Then
ψD ◦ φC = id : i¯→ i¯.
We have SC
λ
T = sC
λ
t = id·rλ ·id = rλ, so SC
λ
T ◦ψD ◦φC ◦ SC
λ
T = rλ ·id·rλ =
rλ·rλ = o (Sλ) rλ. Then writing b =O(C,µ),S C
λ
O(D,µ),T = φC · SC
λ
T ·ψD, compute
b · b = φC · SC
λ
T · ψD · φC · SC
λ
T · ψD = φC · o (Sλ) · rλ · ψD = o (Sλ) · b.
Then b ∗L b = o (Sλ) ·
nL(b)
nL(b)nL(b)
· b = o (Sλ) ·
1
nL(b)
· b = o(Sλ)
#O(C,µ)o(Sµ(C))
· b
where nL(b) = nL (O (C, µ)) = #O (C, µ) · o(Sµ(C)). Since #O (C, µ) = 1 and
Sλ = Sµ(C), we get b ∗L b = b.
Computing the bracket in SL (M,k) gives
〈
Cλ
O(D,µ),T , O(C,µ),SC
λ
〉
= 1 6= 0.
So the bracket is not identically zero in SL (M,k) and λ ∈ Λ0 as desired.
Similarly, b∗Rb = o (Sλ)·
nR(b)
nR(b)nR(b)
·b = o (Sλ)·
1
nR(b)
·b = o(Sλ)
#O(D,µ)o(Sµ(D))
·b
where nR(b) = nR (O (D,µ)) = #O (D,µ) · o(Sµ(D)). Since #O (D,µ) = 1 and
Sλ = Sµ(D), we get b ∗R b = b.
Computing the bracket in SR (M,k) again gives
〈
CλO(D,µ),T , O(C,µ),SC
λ
〉
=
1 6= 0. So the bracket is not identically zero in SR (M,k) and λ ∈ Λ0 as desired.
By corollary 2.1, cell algebras with Λ0 = Λ are quasi-hereditary.
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