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Abstract
The function, f(n), represents the maximum number of stable matchings possible in an in-
stance of size n of the stable marriage problem. It is shown that f(n) is a strictly increasing
function of n, and a result of Knuth’s concerning the exponential growth of this function is gen-
eralized to apply to all positive integers, n. A method for constructing ranking matrices is used
to produce instances with many stable matchings. A subproblem of the stable marriage prob-
lem developed by Eilers (Irvine Compiler Corporation Technical Report, ICC TR1999-2, 1999),
called the pseudo-Latin marriage problem, plays a signi5cant role as a tool and as motivation in
the paper. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
An instance of size n of the stable marriage problem consists of n men and n women
each of whom ranks the members of the opposite gender in order of preference from
1 to n. A matching is a bijection of the men with the women. A matching is de5ned
to be unstable if there is a man and a woman not paired together (under the bijection)
who prefer each other to their partners. Otherwise, the matching is de5ned to be stable.
Gale and Shapley [4] introduced the problem and answered one of the 5rst questions
that one might ask by proving that for any instance of the stable marriage problem
there is at least one stable matching. A more recent question 5nds its genesis in
problem 5 of Knuth [8] where he asks how to distribute the rankings of the men and
women for each other so as to maximize the number of stable matchings possible in an
instance of size n. The function f(n) denotes the maximum number of stable matchings
E-mail address: ed@irvine.com (E.G. Thurber).
0012-365X/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(01)00194 -7
196 E.G. Thurber /Discrete Mathematics 248 (2002) 195–219
possible in an instance of size n. It will be shown that f(n) is a strictly increasing
function of n despite some evidence that suggests the contrary, and an exponential
lower bound of Knuth which applies to instances of size a power of 2 is extended
to apply to instances of any size n. An exponential upper bound is conjectured for
f(n). Pseudo-Latin marriage instances introduced by Eilers [3] are de5ned and greatly
facilitate the process of developing lower bounds for f(n). At a certain point there is
an interesting interplay between computation and the analytic process.
The 5rst six sections of the paper set the stage and establish lower bounds for f(n)
of a general nature while the last six sections develop more precise lower bounds
for f(n).
2. Previous results
The cases for which n is a power of 2 are rather spectacular from the standpoint of
providing instances with many stable matchings. These instances generalize an instance
of size 4 exhibited by Knuth [8] with 10 stable matchings. Eilers [3] showed by ex-
haustive computer search that 10 is the maximum number of stable matchings possible
for an instance of size 4, and that this instance is unique. The function g(n) which
counts the number of stable matchings for these power of 2 instances is described by
Irving and Leather [7] as satisfying the recurrence relation:
g(n) = 3{g(n=2)}2 − 2{g(n=4)}4
(n¿ 4 and a power of 2; g(1)= 1; g(2)= 2): (1)
They conjecture that f(n)= g(n) for n a power of 2. A rationale for the recurrence
formula is given in Appendix A.
Less is known about composite sizes that are not a power of two, and still less is
known about sizes that are prime though Hwang [6] has shown for two positive integers
n1 and n2, that f(n1 + n2)¿f(n1)f(n2). This establishes that f(n) is non-decreasing
since f(1)= 1. Gus5eld and Irving [5] demonstrate that given marriage instances of
sizes m and n with x and y stable matchings, respectively, there is an instance of
size mn with at least max(xym; yxn) stable matchings. This leads to a nice proof that
if n is a power of 2, then there are instances of size n with 2n−1 stable matchings,
a result proved earlier by Irving and Leather. This is not as strong a result as that
given by recurrence relation (1), but is more easily derived and demonstrates the
exponential nature of f(n) though it does not guarantee that f(n) is strictly increasing.
Converse [2] looks further at composite instances by considering the Latin marriage
subproblem of the stable marriage problem and develops methods for creating instances
with many stable matchings. For one such method Benjamin et al. [1] derive the
remarkable formula I(2n)= (n + 1)( 2nn ) − 22n−1 where I(2n) denotes the number of
stable matchings for an instance of size 2n generated by the DS method described in
Section 10. This leads to the asymptotic formula I(n) ∼ 2n[√n(1 + 2=n)=√2 − 1=2]
for n even. Converse extends this method for sizes n=2tm; t¿ 2; m odd, to obtain
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what appear to be better results though as yet no closed form expression has been
found for the number of stable matchings in such instances. If m=2 is permitted, then
the extended method of Converse generates instances for which the number of stable
matchings is g(n).
We include some de5nitions and then introduce the pseudo-Latin marriage problem.
This will provide the foundation for showing that f(n) is strictly increasing.
3. Denitions
The men’s rankings for the women and the women’s rankings for the men can be
listed in two preference matrices or in one ranking matrix whose entries are ordered
pairs. For the purposes of the following discussion, ranking matrices are more conve-
nient. A ranking matrix for an instance of size n is an n × n matrix M whose entry
in the ith row and jth column is an ordered pair (h; k); 16 h6 n; 16 k6 n, where
h is the ith man’s ranking of woman j and where k is the jth woman’s ranking of
man i. A matching is represented by a selection of n cells, one from each row and
each column of M . If the cell in row i, column j is selected, this means that man
i is paired with woman j in the matching. A man and woman form a blocking pair
to a matching if they prefer each other to their partners. Such a man and woman
prevent the matching from being stable since they will leave their partners for each
other. A cell corresponding to a blocking pair will be referred to as a blocking cell.
A blocking cell to two selected cells of a matching will lie in the same row as one
of the selected cells and in the same column as the other selected cell as illustrated in
Fig. 1.
The shaded cells indicate that man i1 is paired with woman j1 and man i2 is paired
with woman j2. If the cell in row i1 and column j2 is a blocking cell to these two
cells, then it follows that h¿x (man i1 prefers woman j2 to his partner) and m¿y
(woman j2 prefers man i1 to her partner). A stable matching is a matching for which
there are no blocking cells.
The Latin marriage subproblem of the stable marriage problem is characterized by
the requirement that for an instance of size n the sum of a man’s and woman’s rank-
ings for each other is n + 1. Consequently, a Latin ranking matrix needs only single
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entries since once a man’s ranking, h, is known for a woman, that woman’s ranking,
k, for the man is determined implicitly by k = n + 1 − h. Since no man ranks two
women the same and vice-versa, the Latin ranking matrix forms a Latin square. As
a woman becomes more desirable to a man, the man becomes less desirable to the
woman. The restrictions placed on Latin instances spread the rankings around in a
way that there is no obvious matching that is stable among all possible matchings.
For instance there is no man and woman who are each other’s 5rst preference and
who must be paired together for a matching to be stable. Consequently, it is not too
surprising that Latin marriage instances are good candidates for having many stable
matchings.
In Fig. 2 for the Latin marriage problem the shaded cells once again indicate the
pairings of man i1 with woman j1 and man i2 with woman j2. The cell in row i1 and
column j2 is a blocking cell to these two cells if h1¿h2 (man i1 prefers woman j2 to
his partner) and h2¿h3 since this implies k2 = n+1−h2¡n+1−h3 = k3 (woman j2
prefers man i1 to her partner). Thus, a cell in the Latin marriage problem is a blocking
cell if its entry is at the same time less than the entry of the selected cell in its row
and greater than the entry in the selected cell of its column.
Latin ranking matrices, G(n), for instances that are a power of 2 for which (1) holds
can be constructed recursively as follows:
G(1)= (1); G(2)=
(
1 2
2 1
)
and given ranking matrix G(2m), ranking matrix G(2m+1) for an instance of size
n=2m+1 is formed by placing G(2m) in the upper left and lower right quadrants of
G(2m+1) and by placing G(2m) with 2m added to each element in the upper right and
lower left quadrants of G(2m+1). The equivalent, G(4), of Knuth’s instance of size 4
found in [8] is as follows:
G(4)=


1 2 3 4
2 1 4 3
3 4 1 2
4 3 2 1

 :
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4. The pseudo-Latin marriage problem
The pseudo-Latin marriage problem introduced by Eilers [3] is a generalization of the
Latin marriage problem but is still a restriction of the stable marriage problem. If L(n)
denotes the maximum number of stable matchings possible in a Latin instance of size
n, then Eilers showed by exhaustive computer search that L(4)= 10 while L(5)= 9.
Since f(n) is non-decreasing [6], this motivates developing ranking matrices that are
more general than Latin squares yet still have single entries for each cell.
Pseudo-Latin marriage ranking matrices are Latin marriage ranking matrices in which
the elements are no longer restricted to lie in the range from 1 to n. The elements in
any row or column will still be distinct, but the sum of a man’s and woman’s rankings
for each other no longer has to be n + 1. Unlike the Latin marriage problem, it is
possible for a woman to be ranked equally by two diLerent men and vice-versa. If
PL(n) denotes the maximum number of stable matchings possible in a pseudo-Latin
marriage instance of size n, then computer calculations by Eilers show that PL(5)¿ 16.
Formally,
Denition 1. The pseudo-Latin marriage problem is a subset of the stable marriage
problem whose ranking matrices have single element entries. The elements in each row
(column) are integers no two of which are the same. In an instance of size n, if the
elements in each row are adjusted preserving order to lie in the range from 1 to n,
this is the order in which the men corresponding to these rows rank the women. The
women’s rankings of the men are in reverse order to the order obtained by adjusting
the numbers in each column, preserving order, to lie in the range from 1 to n.
For example, a row 10 3 7 11 5 in a pseudo-Latin ranking matrix results in the row
(4, ) (1, ) (3, ) (5, ) (2, ) in the general ranking matrix for the stable marriage problem.
The second elements of the ordered pairs of the general ranking matrix going down a
column are 5lled in with numbers in reverse order of their order in the corresponding
column of the pseudo-Latin instance except that once again the numbers are adjusted
preserving order to lie in the range from 1 to n.
Fig. 3 shows a 4 × 4 pseudo-Latin ranking matrix and the corresponding general
ranking matrix. The shaded cells represent a matching. The cell in the general ranking
matrix with entry (2, 3) in row 1 and column 2 is a blocking cell since man 1 prefers
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Table 1
n Number of stable n Number of stable
matchings matchings
1 1 15 13536
2 2 16 195472
3 3 17 200832
4 10 18 423104
5 12 19 618576
6 32 20 2,404,960
7 42 21 2,506,464
8 268 22 6,994,784
9 288 23 8,820,864
10 656 24 85,524,160
11 924 25 60,669,696
12 4360 26 145,981,952
13 3816 27 194,348,448
14 11336 28 1,073,479,840
woman 2 to his partner, woman 3, and woman 2 prefers man 1 to her partner, man
4. As in a Latin instance a blocking cell in a pseudo-Latin instance is characterized
by the fact that its entry is at the same time less than the entry of the selected cell
in its row and greater than the entry in the selected cell of its column. This is central
to many of the proofs that follow. The 4 in row 1 and column 2 of the pseudo-Latin
ranking matrix is at the same time less than the 10 in the selected cell of row 1 and
greater than the 3 in the selected cell of column 2. When this situation exists, the
matching is unstable. Otherwise, the matching is stable.
It is of interest to note that one can get pseudo-Latin marriage instances for any size
n quite naturally by starting with the ranking matrix G(2k) where 2k is the 5rst power
of 2 greater than or equal to n and taking the upper left n × n submatrix of G(2k)
for the ranking matrix of the instance of size n. In Fig. 4 the shaded 5× 5 submatrix
of G(8) is the ranking matrix of size 5 constructed in this manner. This instance of
size 5 has 12 stable matchings. The number of stable matchings found by computation
for such instances are listed in Table 1 for the 5rst few values of n. These numbers
generally are not the best known lower bounds for f(n) except for n=1–4 where
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these are the values of f(n); n a power 2 where these are the conjectured values for
f(n), and n=17 though it is likely that the latter case can be improved.
We are now in a position to show that f(n) is strictly increasing.
5. f (n) is strictly increasing
If man n+ 1 and woman n+ 1 are added to an instance of size n with f(n) stable
matchings and the rankings (preferences) of the instance of size n are left undisturbed,
then of necessity men 1 through n must rank woman n + 1 as their (n + 1)st choice
and, likewise, women 1 through n must rank man n+1 as their (n+1)st choice. Thus,
none of the 5rst n men or the 5rst n women will leave their partners for woman n+1
or man n+1, respectively. Also, man n+1 and woman n+1, no matter how they rank
each other, can be paired together and when joined to any of the f(n) stable matchings
of the instance of size n form a stable matching for the instance of size n+ 1. Thus,
f(n + 1)¿f(n), and it is evident that the instance of size n + 1 constructed in this
manner from the instance of size n has exactly f(n) matchings, for if man n + 1 is
paired with woman j and woman n+ 1 is paired with man i in a matching, then man
i and woman j form a blocking pair for this matching since they prefer each other to
their partners, each of whom is their (n+1)st choice. Thus, man n+1 and woman n+1
must be paired together for a matching in the instance of size n+ 1 to be stable. We
arrive at Hwang’s result, also established by Converse [2], that f(n) is non-decreasing.
The fact that L(5)= 9¡ 10=L(4), that in Table 1 the number of stable matchings
decreases when going from n=12 to 13 and from n=24 to 25, and that an instance
of size n + 1 formed as just described from an instance of size n with f(n) stable
matchings produces an instance of size n+1 with f(n) stable matchings suggests that
there might be values of n for which f(n+ 1)=f(n).
A proof that PL(n) is strictly increasing leads the way to showing that f(n) is
indeed strictly increasing. Consider a pseudo-Latin instance of size n with PL(n) stable
matchings. Let Mn be a pseudo-Latin ranking matrix for this instance. Denote by
max(Mn) the value of a maximal element in matrix Mn. Form a ranking matrix Mn+1
for an instance of size n + 1 by letting the upper left submatrix of Mn+1 be Mn, and
if m=max(Mn), put the numbers m + 1 to m + n in row n + 1 and columns 1 to n
and in column n + 1 and rows 1 to n in reverse order. A 1 is put in row n + 1 and
column n+1. Fig. 5 shows Mn+1. The upper left n× n submatrix Mn has PL(n) stable
matchings. If the cell in row n + 1 and column n + 1 is added to any of the PL(n)
stable matchings in Mn, the resulting matching is stable in the instance of size n + 1
since the only potential blocking cells to such a matching are either in row n + 1 or
column n + 1 whose entries are too large for their cells to be blocking cells. Thus,
PL(n+ 1)¿PL(n).
The upper right n× n submatrix of Mn+1 is a ranking matrix for an instance of size
n. By the theorem of Gale and Shapley it has at least one stable matching. The cell
in row n + 1 and column 1 can be attached to this stable matching to form a stable
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matching for the instance of size n+1 since the only possible blocking cells are either
in column 1 or row n + 1 where the entries are either too big or too small for the
cells to be blocking cells. Thus, the number of stable matchings in the instance of size
n+ 1 is at least one greater than PL(n). This establishes the following theorem.
Theorem 1. PL(n) is a strictly increasing function of n.
The subtle diLerence in the proof that f(n) is non-decreasing and the proof that
PL(n) is strictly increasing is the fact that the entries in row n+ 1 and columns 1 to
n of Mn+1 all exceed m, which means that women 1 to n all rank man n+ 1 as their
5rst choice. Thus, the rankings of each woman from 1 to n for the men from 1 to n
are raised by 1. This change does not aLect the entries in Mn for which there will still
be PL(n) stable matchings. To show that f(n) is strictly increasing by starting with
an instance of size n with f(n) stable matchings and adding an additional man and
woman, it will be necessary to alter at least some of the rankings in the instance of
size n.
The following theorem puts two instances of size n and k together to form an
instance of size n+ k. That f(n) is strictly increasing follows by taking k =1.
Theorem 2. For n¿ k; f(n+ k)¿f(k)(f(n) + 1).
Proof. Let A be a ranking matrix for an instance of size n with f(n) stable matchings,
and let B be a ranking matrix for an instance of size k with f(k) stable matchings. A
typical entry in a cell of A will be denoted by (h; l); 16 h; l6 n, and in a cell of B
by (h′; l′); 16 h′; l′6 k. An instance of size n+ k is created by adjusting the entries
in A and B to form A1 and B1 and combining them in the manner depicted in Fig. 6
to form ranking matrix C. For example k is added to each woman’s ranking in A to
obtain A1. Rows n+ 1 to n+ k intersected with columns 1 to n constitute the bottom
border of C and rows 1 to n intersected with columns n + 1 to n + k constitute the
right border of C. They are 5lled in according to Fig. 6.
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If k does not divide n, the borders will contain a modi5ed partial copy of B in
addition to one or more modi5ed full copies of B. Certain of the men’s rankings in
the modi5ed partial copy of B on the bottom border may exceed n + k and certain
of the women’s rankings in the modi5ed partial copy on the right border may not be
positive. The entries in the modi5ed partial copies of B may be adjusted, preserving
order, to lie in the range from 1 to n+ k so that C is a ranking matrix for an instance
of size n+ k.
The n× n submatrix A1 of matrix C, is equivalent to A in the sense that while all
the woman’s rankings have been raised by k, the order in which a woman ranks men
1 to n is preserved. Thus, any matching of the 5rst n men with the 5rst n women that
has no blocking pair(s) in A (i.e. is a stable matching) will have no blocking pair(s) in
A1. By the same reasoning submatrix B1 of matrix C is equivalent to matrix B. Thus,
any matching from A1 that has no blocking pair can be combined with any matching
from B1 that has no blocking pair to produce a matching for the instance of size n+ k
that has no blocking pair provided that there are no blocking pairs in the borders. No
cell in the right border can be a blocking cell since no man in A1 (man 1 to n) will
prefer a woman in this border (woman n + 1 to n + k) to his partner. Likewise, no
cell in the bottom border can be a blocking pair since no man in B1 (man n + 1 to
n+ k) will prefer a woman in this border (woman 1 to n) to his partner. Since there
are f(n) stable matchings for the instance of size n and f(k) stable matchings for the
instance of size k, this establishes that f(n+ k)¿f(n)f(k).
Submatrix B2 is equivalent to matrix B. Thus, there are exactly f(k) matchings of
men n+1 to n+ k with women 1 to k with no blocking pairs. The shaded upper right
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n × n submatrix of C is equivalent to an n × n ranking matrix of an instance of size
n where all the entries have been lowered preserving order to lie in the range from
1 to n. By the Gale=Shapley algorithm, this instance of size n has at least one stable
matching. Thus, there is at least one matching of men 1 to n with women k+1 to n+k
with no blocking pair. This matching can be combined with any one of the matchings
corresponding to submatrix B2 to form matchings for the instance of size n + k. A
careful study of Fig. 6 shows that there are no blocking pairs for matchings constructed
in this manner. Thus, all f(k) matchings formed in this manner from ranking matrix
C are stable, and f(n+ k)¿f(n)f(k) + f(k)=f(k)(f(n) + 1).
Corollary. f(n) is a strictly increasing function of n.
Proof. This follows from Theorem 2 with k =1 since f(1)= 1.
While this result settles the question as to the strictly increasing nature of f(n), it
does not shed much light on the actual growth of f(n). Knuth in a private communi-
cation mentioned in Gus5eld and Irving [5] noted that g(n)¿ 2:28n=(1 +
√
3) for n a
power of 2. We brieNy explore this inequality, establish a companion upper bound for
g(n), and generalize Knuth’s inequality to an inequality that applies for all n.
6. Bounds for g(n) and a lower bound for f (n)
The dominant term in recurrence relation (1) is 3{g(n=2)}2. De5ne cm so that
g(2m)= cmg(2m−1)2 for m¿ 1. Then g(2m)2 = c2mg(2
m−1)4, and it follows that
− 32c2mg(2m)2 + g(2m)2 =− 32c2mg(2m)2 + c2mg(2m−1)4
and
g(2m)2
(
3
2
c2m − 1
)
=
c2m
2
(3g(2m)2 − 2g(2m−1)4)= c
2
m
2
g(2m+1):
Thus, g(2m+1)= (3−2=c2m)g(2m)2, and cm+1 =3−2=c2m. Since g(1)= 1 and g(2)= 2, it
follows that c1 = 2. The 5rst few terms of the sequence are c1 = 2; c2 = 2:5; c3 = 2:68;
c4 = 12217=4489 ≈ 2:7215415, and c5 = 407463025=149255089 ≈ 2:7299774.
Lemma. If c1 = 2 and cm+1 =3− 2=c2m; then limm→∞ cm=1 +
√
3.
Proof. The sequence {cm} is monotonically increasing and bounded above by 3. If
limits are taken on both sides of the recurrence relation, it follows that limm→∞ cm=
1 +
√
3.
Theorem 3. g(2m) ∼ (1 +√3)g(2m−1)2.
This follows immediately from the lemma.
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Table 2
n g(n)
(2:28009386)n
2:7299774
(2:28020206)n
1 +
√
3
1 1 0.8352 0.8346
2 2 1.9043 1.9031
4 10 9.9004 9.8947
8 268 267.5856 267.4841
16 195472 195471.997 195472.005
32 104,310,534,400 104,310,529,764.0 104,389,761,780.4
We are now in a position to look at the growth of g(2m). For m¿ 5; g(2m)
= cmg(2m−1)2 = cm(c2m−1g(2
m−2)4)¿c3m−1g(2
m−2)4¿ · · ·¿c2k−1m−(k−1)g(2m−k)2
k
.
If m− k =4, then
g(2m)¿ c2
m−4−1
5 g(2
4)2
m−4
¿ (2:7299774)2
m−4−1g(24)2
m−4
=
(((2:7299774)(195472))1=16)2
m
2:7299774
¿
(2:28009386)2
m
2:7299774
:
Thus, for m¿ 5; g(2m)¿ (2:28009386)2
m
=2:7299774, or g(n)¿ (2:28009386)n=
2:7299774 for n¿ 32 and a power of two. Table 2 shows that this inequality actually
holds for n¿ 1 and a power of two.
Since the sequence {cm} is monotonically increasing, it follows that cm¡ 1 +
√
3.
By reasoning similar to that above but replacing cm; m¿ 5, with 1 +
√
3, we obtain
g(2m)¡
(((1 +
√
3)(g(24)))1=2
4
)2
m
1 +
√
3
=
(((1 +
√
3)(195472))1=16)2
m
1 +
√
3
¡
(2:28020206)2
m
1 +
√
3
:
Actually, this is an upper bound beginning with m=4 since (2:28020206)16=1+
√
3¿
195472. Thus, (2:28009386)n=2:7299774¡g(n)¡ (2:28020206)n=1+
√
3 for all n¿ 16
and a power of 2. This leads to the following theorem which shows that f(n) is
bounded below by an exponential function.
Theorem 4. For n¿ 1; f(n)¿ 1:509n=(1 +
√
3).
Proof. Since f(n) is an increasing function of n, it follows that
f(n)¿f(2log2 n)¿ g(2log2 n)¿ 2:282
log2 n =(1 +
√
3)
¿ 2:280:5n=(1 +
√
3)¿ 1:509n=(1 +
√
3):
If for n a power of 2 it is true that f(n)= g(n), then it follows that for any integer
n¿ 9; f(n)6f(2log2 n)= g(2log2 n)¡ 2:280202062
log2 n =(1 +
√
3). Since power of
2 sizes have instances with many stable matchings, we conjecture the stronger result.
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Conjecture. f(n)¡ 2:28020206n=(1 +
√
3) for any n¿ 9.
For n¿ 17, it appears that this can be improved slightly to f(n)¡ 2:2802n=(1+
√
3).
The construction of pseudo-Latin ranking matrices for instances of size n mentioned
in Section 4 can be used to improve Theorem 4 signi5cantly and to generalize Knuth’s
result that g(n)¿ 2:28n=(1 +
√
3) for n a power of 2. This construction produces a
pseudo-Latin ranking matrix of size n that can be analyzed as follows. If n=2e0 +2e1 +
· · · + 2et ; e0¿e1¿ · · ·¿et¿ 0, then e0 = 	log2 n
, and t + 1= (n)6 	log2 n
 + 1
where (n) denotes the number of ones in the binary representation of n. If n is
not a power of 2, then the 5rst power of 2 exceeding n is 2e0+1. The pseudo-Latin
ranking matrix for an instance of size n obtained by taking the upper left n × n
submatrix of G(2e0+1) has the property that the submatrices G(2e0 ); G(2e1 ); : : : ; G(2et )
proceed in this order down the main diagonal of the n×n pseudo-Latin ranking matrix.
Each submatrix G(2ei) has g(2ei) stable matchings which when combined produce∏t
i=0 g(2
ei) matchings in the instance of size n. Each of these matchings is stable
since any potential blocking cells lie outside the G(2ei) submatrices, and the entries in
such cells are too large for a blocking cell whose entry must be less than the entry in
the selected cell of its row.
Theorem 5. For n¿ 1; f(n)¿ (2:28)n=(1 +
√
3)(n)¿ (2:28)n=(1 +
√
3)log2 n+1.
Proof. If n=2e0 + 2e1 + · · ·+ 2et ; e0¿e1¿ · · ·¿et¿ 0, then
f(n)¿
t∏
i=0
g(2ei)¿
t∏
i=0
(2:28)2
ei
(1 +
√
3)
=
2:28
∑t
i=0 2
ei
(1 +
√
3)(n)
=
2:28n
(1 +
√
3)(n)
:
This improves Theorem 4 and reduces to Knuth’s inequality when n is a power
of 2.
7. Towards improving lower bounds for f (n)
The results so far have been of a general nature. We now develop more precise
lower bounds for f(n) when n is not a power of 2. In Section 4 a pseudo-Latin
ranking matrix of size n is tcaken as the upper left submatrix of G(2m+1) where 2m+1
is the 5rst power of 2 exceeding n. More Nexibility and generally better results are
gained by starting with G(2m) where 2m¡n¡ 2m+1 and constructing a pseudo-Latin
ranking matrix, H (n), of size n=2m + k for 0¡k¡ 2m as follows.
For k¿ 1; G(2m) is the upper left submatrix of H (n) while the lower right submatrix
is H (k) where H (k) either previously has been constructed by the same method, is
G(k) if k is a power of 2, or is a known instance of size k with many stable matchings.
The bottom border of H (n) consisting of rows 2m + 1 to 2m + k intersected with
columns 1 to 2m and the right border consisting of rows 1 to 2m intersected with
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columns 2m+1 to 2m+k are 5lled with modi5ed copies of H (k) in a way that preserves
the pseudo-Latin property of H (n). Since k ¡ 2m, there will be one or more modi5ed
copies of H (k) in each border, and if k does not divide 2m, there will be one modi5ed
partial copy of H (k) in each border.
Fig. 7 depicts the layout of H (n). H1=H2, and these submatrices are derived from
H (k) by adding max(2m;max(H (k))) to each element of H (k) and permuting the
columns or rows as necessary to minimize the elements on the main diagonal. Such
permutations do not change the number of stable matchings in a ranking matrix, and
when constructing H (n) it is advantageous from the standpoint of getting many stable
matchings to maximize the elements on the non-principal diagonal of H (k) and to
minimize the elements on the main diagonals of H1 and H2.
If we proceed left to right on the bottom border and bottom to top on the right
border, the next modi5ed copy of H (k) will have max(H (k)) added to each element
of H1 (H2) and so forth. If k does not divide 2m, then for some k ′¡k, there will be
k ′ rows left to 5ll at the top of the right border and k ′ columns left to 5ll at the right
of the bottom border. The k ′ rows (columns) are 5lled with the 5rst k ′ rows (columns)
of H (k) with the same constant added to each element that would have been added
had a full modi5ed copy of H (k) been added to the border.
The bottom border consists of H1 and the area designated by high since the entries in
the cells in the high area are greater than the entries in any of the cells in H1. Similarly,
the right border consists of H2 and the area designated by high. Cells 1, 2 and 3 will
be used shortly. The structure of G(2m) with 2m in each cell on the non-principal
diagonal plays a signi5cant role in what follows. We de5ne two functions.
Denition 2. Let h(n) denote the number of stable matchings in H (n).
Denition 3. For an integer x=2e0 + 2e1 + · · · + 2et ; e0¿e1¿ · · ·¿et¿ 0;
gˆ(x)=
∏t
i=0 g(2
ei), where g is de5ned by recurrence relation (1).
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There are two useful propositions concerning the high areas in the borders of H (n).
Proposition 1. No cell in a high area of H (n) can be a blocking cell to any matching
formed by cells drawn from outside the high areas.
Proof. The cell entries in the high areas are too large for these cells to be blocking
cells.
Proposition 2. No cell in a high area of H (n) can be part of a stable matching.
Proof. Suppose a cell, say cell1, in the right high border is selected for a matching.
If cell1 is in row i, then the cell containing 2m in row i column 2m − i + 1 will be a
blocking cell for cell1 and any cell selected from rows 1 to 2m and column 2m− i+1.
For the matching to be stable, a cell in this column must be selected in the bottom high
border. Call this cell2. Since cell2 occupies one of the rows from 2m +1 to 2m + k, it
follows by the Dirichlet pigeonhole principle that there is one cell (say cell3) for the
matching which must be selected from rows 1 to 2m and columns 1 to k since cell2
occupies one of the rows from 2m +1 to 2m + k. The cell in H1 which is in the same
row as cell2 and the same column as cell3 will be a blocking cell to these two cells
since by construction its entry is less than the entry in cell2 and greater than the entry
in cell3. Thus, no cell in the right high border of H (n) can be in a stable matching.
Also, the argument used for cell2 and cell3 shows that no cell in the bottom high area
can be part of a stable matching.
When k is a power of 2; G(k) is used for H (k). Appendix B, lists the ranking
matrices H (k) for 26 k6 11. These matrices have the maximum number of stable
matchings known for instances of their size. For k =3, we use what is essentially
the cyclic group S(3) for H (3). For k =5 and 7, computer computations by Eilers
have found instances with 16 and 71 stable matchings, respectively. In these cases
ranking matrices are used for H (5) and H (7) which are equivalent up to row and
column permutations to those found by Eilers. For k =6, we use a matrix we call
6cross which is formed by placing the numbers from 1 to 6 in increasing order in
row 1. The odd numbers proceed diagonally to the right down the matrix and wrap
around to column 1 after they reach the right most column. The even numbers proceed
diagonally to the left down the matrix and wrap around to the right most column after
reaching column 1. Appendix B describes the matrices used for k =9, 10, and 11. The
following example illustrates the construction of H (2m + k) from G(2m) and H (k).
For n=21; H (21)=G(16)×H (5). The symbol ‘×’ denotes that G(16) is combined
with H (5). In Fig. 8, G(16) is the upper left submatrix, and H (5) is the lower right
submatrix of H (21). For H1 and H2 we permute columns 1 and 3 of H (5) and add
16 to each entry. Thus, the non-principal diagonal of H (5) has large elements while
the principal diagonals of H1 and H2 have small elements. The high borders of H (21)
are constructed by the method previously described.
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There are g(16) stable matchings in the upper left 16 × 16 submatrix of H (21)
which can be combined with h(5) stable matchings in the lower right 5× 5 submatrix
of H (21) to form g(16)h(5) stable matchings since the numbers in the borders are too
large to be blocking cells. Additional stable matchings are formed as follows.
The shaded 5×5 submatrices of H (21) are H1 and H2 each of which has h(5) stable
matchings. Stable matchings from H1 and H2 can be combined with stable matchings
from the shaded submatrices taken from the 11 × 11 submatrix formed from rows 1
to 11 and columns 6–16 to form additional stable matchings for H (21). The cells in
the high borders of H (21) cannot be blocking cells by Proposition 1, and the cells in
the remaining non-shaded areas have entries that are too small for these cells to be
blocking cells. Since the shaded submatrices of the 11 × 11 submatrix are equivalent
to matrices for instances of size a power of 2 for which formula (1) holds, there are
at least {h(5)}2g(1)g(2)g(8)= {h(5)}2gˆ(11) stable matchings formed in this manner.
Thus, h(21)¿ g(16)h(5) + {h(5)}2gˆ(11).
This generalizes to the following lower bound result for h(n).
Theorem 6. If n=2m+k; 16 k ¡ 2m, then h(2m+k)¿ g(2m)h(k)+{h(k)}2gˆ(2m−k).
Note: If 2m − k =2d0 + 2d1 + · · ·+ 2dh ; d0¿d1¿ · · ·¿dh¿ 0, then the 2d0 × 2d0
submatrix with g(2d0 ) stable matchings is taken from rows 1 to 2d0 and columns
2m − 2d0 + 1 to 2m. The 2d1 × 2d1 submatrix with g(2d1 ) stable matchings is the next
2d1×2d1 block proceeding down the diagonal of the (2m−k)×(2m−k) submatrix from
upper right to lower left as in Fig. 8. This is continued until the 2dh × 2dh submatrix
has been obtained. These are the submatrices of the (2m − k) × (2m − k) submatrix
which form gˆ(2m − k) stable matchings.
210 E.G. Thurber /Discrete Mathematics 248 (2002) 195–219
Fig. 9.
Theorem 6 supplies a lower bound for h(n) and, hence, for f(n). For n=2m +
k; 16 k ¡ 2m, it is possible to analytically determine an exact value for h(n) when k
is a power of two. For other values of k this proves harder. It is at this point that
computation gives a boost to the analytic process to determine exact formulas for h(n).
8. The excess term for H (n)
For n=2m + k; 16 k ¡ 2m, we de5ne e(n), the excess term for H (n).
Denition 4. e(n)= h(n)− (g(2m)h(k) + {h(k)}2gˆ(2m − k)).
By de5nition, for any k; 16 k ¡ 2m; h(n)= g(2m)h(k) + {h(k)}2gˆ(2m − k) + e(n).
Computation determines an initial value of e(2m + k) for m= 	log2 k
+ 1. This value
of e(2m + k) is used to analytically determine e(2m+j + k) for j¿ 1.
Theorem 7. e(2m+j + k)= e(2m + k)
∏m+j−1
i=m g(2
i); 16 2m−16 k ¡ 2m.
Proof. The pseudo-Latin ranking matrix H (2m+1 + k) can be derived from H (2m + k)
as depicted in Fig. 9. G(2m)+2m denotes G(2m) with 2m added to each element. H (k)
in the lower right of each matrix is the same. H1 and H1′ are derived from H (k) as
in Fig. 7. Each entry in H1′ is increased by max(2m+1; max(H (k)) while each entry
in H1 is increased by max(2m; max(H (k)). H2′=H1′, and H2=H1. Since no cells
in the high areas of each border can be in stable matchings by Proposition 2, such
matchings in H (2m+ k) are composed of cells drawn from G(2m); H (k); H1, and H2.
By Theorem 6, there are at least g(2m)h(k) + {h(k)}2gˆ(2m − k) stable matchings in
H (2m + k). The remaining stable matchings form the excess. Each stable matching
in the excess is characterized by the fact that it includes cells from both H (k) and
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H2 since stable matchings with cells drawn from either H (k) or H2 but not both are
counted by the expression g(2m)h(k) + {h(k)}2gˆ(2m − k).
A stable matching in the excess of H (2m+k) can be mapped into a partial matching
in H (2m+1 + k) as follows. Each of the cells in a stable matching in H (2m+ k) drawn
from H (k); H1, and H2 is mapped to the corresponding cell in H (k); H1′, and H2′ in
H (2m+1 + k), and the cells from G(2m) in H (2m+ k) are mapped to the corresponding
cells in region IV of H (2m+1 + k). This leaves rows 1 to 2m and columns 2m + 1 to
2m+1 yet to 5ll in H (2m+1 + k). This can be done by taking any one of the stable
matchings from region II. There are g(2m) such stable matchings. Each such stable
matching can be combined with the partial matching derived from H (2m + k) to form
a stable matching in the excess of H (2m+1+k) since the cells in the high borders have
entries that are too large to be blocking cells and the cells in regions I and III have
entries that are too small to be blocking cells. Thus, e(2m+1 + k)¿ e(2m + k)g(2m).
By Proposition 2, no elements in the borders of H (2m + k) or H (2m+1 + k) aside
from those elements in H1 and H2 (H1′ and H2′, respectively) can be in stable
matchings. Careful observation shows no cells from region I or III could be part of a
stable matching in the excess of H (2m+1 + k). Consequently, the only stable matchings
counted by e(2m+1 + k) are the images of the stable matchings counted by e(2m + k)
in H (2m + k) with anyone of the stable matchings in region II appended to them. It
follows that e(2m+1 + k)= e(2m + k)g(2m), and by repeated use of the argument that
e(2m+j + k)= e(2m + k)
∏m+j−1
i=m g(2
i); 16 2m−16 k ¡ 2m.
Theorem 8. h(2m+j+ k)= g(2m+j)h(k)+{h(k)}2gˆ(2m+j− k)+ e(2m+ k)∏m+j−1i=m g(2i);
16 2m−16 k ¡ 2m.
Proof. This follows from Theorem 7 and the fact that h(2m+j + k)= g(2m+j)h(k) +
{h(k)}2gˆ(2m+j − k) + e(2m+j + k).
Computation determines e(2m + k), and the analytic process yields the general theo-
rem for h(n). The following theorem for h(n) when n=2m1 +2m2 ; m1¿m2¿ 0, can be
established by the process used for Theorems 7 and 8 or by a purely analytic process.
This provides a certain measure of con5dence that the computer algorithms are correct.
Theorem 9. For n=2m1+2m2 ; m1¿m2¿0; h(n)=g(2m1 )g(2m2 )+(g(2m2+1)−{g(2m2 )}2)
gˆ(2m1 − 2m2 ) = g(2m1 )g(2m2 ) + (g(2m2+1)− {g(2m2 )}2)∏m1−1i=m2 g(2i).
Proof. We sketch the proof for n=20. Ranking matrix H (20)=G(16)×G(4) is shown
in Fig. 10. G(16) and G(4) furnish g(16)g(4) stable matchings. The shaded areas from
rows 13 to 20 and columns 1–4 and 17 to 20 form an 8× 8 submatrix which shall be
called a split submatrix since all of the elements are not contiguous. This 8× 8 split
submatrix has g(8) stable matchings since it is equivalent to G(8). The equivalence
becomes evident when it is noted that the lower right 4× 4 submatrix made up of the
numbers from 1 to 4 can have each of the numbers raised by 12 without disturbing any
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order relationships. Stable matchings formed by combining stable matchings from the
upper left and lower right 4× 4 submatrices of the 8× 8 split submatrix have already
been used as part of stable matchings formed from G(16) and G(4). This leaves g(8)−
{g(4)}2 stable matchings from the 8×8 split submatrix that can be combined with stable
matchings from the shaded 4×4 and 8×8 submatrices found in the 12×12 submatrix
in rows 1 to 12 and columns 5 to 16 to form additional stable matchings for the
instance of size 20 since the numbers in the non-shaded areas of H (20) are either too
large or too small to represent blocking cells. Thus, h(20)= h(24 +22)¿ g(24)g(22)+
(g(23)− {g(22)}2)g(4)g(8)= (195; 472)(10) + (168)(10)(268)=2; 404; 960.
With a little work it can be shown that this is in fact an equality. The arguments
for n=20 generalize to any instance of size n=2m1 + 2m2 .
For n=2m1 + 2m2 ; m1¿m2¿ 0, Theorem 9 determines the value of h(n)
analytically. The excess term by de5nition is e(n)= h(n) − (g(2m1 )g(2m2 ) +
{g(2m2 )}2gˆ(2m1−2m2 ))= (g(2m1 )g(2m2 )+(g(2m2+1)−{g(2m2 )}2)∏m1−1i=m2 g(2i))−(g(2m1 )
g(2m2 ) + {g(2m2 )}2∏m1−1i=m2 g(2i))= (g(2m2+1) − 2{g(2m2 )}2)∏m1−1i=m2 g(2i). For n=20;
e(20)= (g(8)−2g(4)2)g(4)g(8)= 182; 240. On the other hand, by Theorem 7, e(20)=
e(12)g(8). Computationally, h(12)= 4360, and e(12)= h(12)−(g(8)g(4)+g(4)2g(4))=
4360− 3680=680. Thus, e(20)= 182; 240.
9. Formulas for h(n)
Theorem 8 gives a formula for h(2m+j+k); 16 2m−16 k ¡ 2m. Since
m= 	log2 k
+ 1, Theorem 8 can be reformulated as h(2m + k)= g(2m)h(k) + {h(k)}2
gˆ(2m − k) + e(2log2 k+1 + k);∏m−1i=log2 k+1 g(2i); m¿ 	log2 k
+ 1.
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For k =5; 	log2 k
 + 1=3, and h(2m + 5)= h(5)g(2m) + {h(5)}2gˆ(2m − 5) +
e(23 + 5);
∏m−1
i=3 g(2
i); m¿ 3. It is determined by computation that h(13)= 5560, and
h(5)= 16. Thus, e(13)= h(13)− (h(5)g(8) + {h(5)}2gˆ(23 − 5))= 760. It follows that
for m¿ 3,
h(2m + 5) = h(5)g(2m) + {h(5)}2gˆ(2m − 5) + 760
m−1∏
i=3
g(2i)
= h(5)g(2m) + {h(5)}2g(1)g(2)
m−1∏
i=3
g(2i) + 760
m−1∏
i=3
g(2i)
= 16g(2m) + 1272
m−1∏
i=3
g(2i):
(Note: The empty product is considered to be one.)
Theorem 9 determines h(2m + k) when k is a power of 2. We list formulas derived
in the same way as h(2m + 5) for other values of k6 11 which are not powers of 2.
In each case H (2m + k)=G(2m) × H (k) where the H (k) is given in Appendix B.
The appropriate values of h(k) are in Table 3 of Appendix C. Computation determines
e(2log2 k+1+k), and Theorem 8 provides the formula for h(2m+k); m¿ 	log2 k
+1.
h(2m + 3)=3g(2m) + 19
m−1∏
i=2
g(2i) for m¿ 4;
h(2m + 6)=48g(2m) + 6860
m−1∏
i=3
g(2i) for m¿ 3;
h(2m + 7)=71g(2m) + 5983
m−1∏
i=3
g(2i) for m¿ 3;
h(2m + 9)=330g(2m) + 4; 565; 976
m−1∏
i=4
g(2i) for m¿ 4;
h(2m + 10)=1000g(2m) + 28; 243; 664
m−1∏
i=4
g(2i) for m¿ 4;
h(2m + 11)=1261g(2m) + 16; 990; 992
m−1∏
i=4
g(2i) for m¿ 4:
The formula for h(2m + 3) is not valid for m=2 and 3 since special instances in
Appendix B were used for n=7 and 11.
As k gets large the computation time to determine the number of stable matchings in
H (2log2 k+1 + k) grows exponentially. Thus, the computation of h(2log2 k+1 + k) and,
hence, e(2log2 k+1 + k) becomes unfeasible as k grows large. For large k, Theorem 6
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provides a lower bound for h(2m + k). This theorem does not depend on the diagonal
elements of H (k) since these aLect the excess term only.
It is of interest to note that h(25)= 69; 071; 736 while h(24)= 85; 524; 160. This is
the 5rst n for which h(n + 1)6 h(n). This can be remedied by considering ranking
matrix H ′(n+1)=H (n)×G(1) which by reasoning similar to that of Theorem 1 has
at least one more stable matching than H (n). In fact h′(25)= 85; 532; 160.
10. Alternate constructions
The DS method for constructing the ranking matrix DS(m) for an instance of size 2m
is described in [1,2]. BrieNy, the matrix S(m) is the addition table for the cyclic group
of order m with one added to each element. Each of these elements, k, is replaced by
2k−1. The m×m matrix thus obtained forms the upper left and lower right quadrants
of DS(m). The remaining two quadrants are 5lled in with numbers that, when added
to their symmetric counterpart about the vertical center axis of DS(m), sum to 2m+1.
If the process is repeated so that each element k in DS(m), is replaced by 2k − 1,
etc., the resulting matrix is DDS(m)=D2S(m). The process of creating DtS(m) for an
instance of size n=2tm; t¿ 1 is called the recursive DS method by Converse [2]. Up
to permutations of rows and columns G(2m) is the same as Dm−1S(2). These ranking
matrices have many stable matchings. The formula developed by Benjamin et al. gives
the number of stable matchings when t=1. D2S(3), and D3S(3) produce instances of
size 12, and 24 with 6472 and 126,112,960 stable matchings, respectively. As with
G(2m) such matrices or their equivalent can be used as a base for building instances
of higher order with many stable matchings.
If n=2tm+ k; m¿ 3; k ¡ 2tm, an n×n pseudo-Latin ranking matrix is constructed
by putting together DtS(m) with H (k) in the same manner as before. If DtS(m) has x
stable matchings, then the instance of size n has at least xh(k)+ h(k) stable matchings
as follows from a proof similar to that used in Theorem 2.
The constructions discussed so far do not always produce the best known lower
bounds for f(n). For n=9; G(8) × G(1) has 288 stable matchings while computer
calculations show that the instance of size 9 with the ranking matrix in Fig. 11 has
330 stable matchings. In this instance H (5) is combined with G(4) to form a 9 × 9
ranking matrix. For n=11, 6cross× H (5) produces an instance of size 11 with 1231
stable matchings.
11. The inequality f (2tm)¿ f (m)g(2t)m
For n=2tm; t¿ 1; m not necessarily odd, each entry, k, of a pseudo-Latin ranking
matrix of size m can be replaced with G(2t) with (k − 1)2t added to each element
(denoted by G(2t)+(k−1)2t) to produce a pseudo-Latin instance of size 2tm. It follows
that f(2tm)¿f(m)g(2t)m since replacing cells in a stable matching of an instance of
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size m with the appropriately modi5ed G(2t) matrices produces g(2t)m stable matchings
for the instance of size 2tm. This lower bound has considerable room for improvement
since, for example, h(5)g(22)5 = 1; 600; 000 while computationally if each element, k,
in H (5) is replaced by G(4) + (k − 1)22 there are 3,419,680 stable matchings.
The ranking matrix for the instance of size 20 constructed in this manner will be
denoted by H5pf4. This indicates that each cell in H (5) has been “puLed up” by the
appropriately modi5ed G(4) ranking matrix.
In the special case where n=2t3, if each cell with entry k in DS(3) is replaced with
G(2t−1)+(k−1)2t−1 some detailed analysis shows that f(2t3)¿ 5g(2t)3 + 8g(2t−1)6
for t¿ 1. If t=1, then f(6)¿ 48. For t¿ 2, the lower bound is not as good. For
example, if t=2, we have f(12)¿ 5512 while if each cell in DS(3) is replaced by
the appropriately modi5ed matrix, G(4), the resulting ranking matrix for the instance
of size 12 computationally has 6472 stable matchings. It is conjectured that DkS(n)
and DS(n)pf2k−1 have the same number of stable matchings.
12. Conclusion
The lower bounds for f(n) in this paper break down as follows. For powers of
2 recursive formula (1) provides the best known lower bound for f(n) and may in
fact produce f(n). For instances that are not a power of 2 the construction of the
pseudo-Latin ranking matrix H (n) for n¿ 12 where n=2m + k; k ¡ 2m provides in-
stances with many stable matchings. The recursive DS construction does well when
n=2tm; t¿ 2. PuSng up the entries in a ranking matrix for an instance of size m
with many stable matchings by appropriately modi5ed matricies G(2t) produces an
instance of size 2tm with many stable matchings. Work remains to show analytically
how many stable matchings such instances have. Alternate constructions provide the
best known lower bounds for f(n) for n=9 and 11. Computer searches by Eilers
have found instances of sizes 5 and 7 with the best known lower bounds for f(n). For
n=4k + 2, the DS construction signi5cantly improves upon the previous best known
lower bounds for f(n) for n=6 and 10 providing instances with 48 and 1000 sta-
ble matchings, respectively, which may be the actual values for f(6) and f(10). For
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n=4k+2 and n¿ 14, the H (n) ranking matrix provides an instance with more stable
matchings than the DS(n) ranking matrix. The reason for this is that each new value
of I(2n) is roughly four times the previous value [2], and this means that I(2m) is
roughly 2(2
m−1) times larger than I(2m−1) while g(2m) is approximately 2:28(2
m−1) times
larger than g(2m−1). Thus, h(n)= h(2m + k) whose value depends on g(2m) out grows
I(n) for n even. It is likely for similar reasons that for n=2tm; t¿ 2, Dt(S(n)) will
eventually be surpassed by H (n) in providing instances with many stable matchings as
t is held 5xed and m gets large.
A primary purpose of this paper has been to establish that f(n) is a strictly increasing
function of n and to produce lower bounds for f(n) of both a general and speci5c
nature that give some indication of the growth of f(n). Further investigation in how
to put ranking matrices together to form larger instances is likely to improve the lower
bounds developed thus far. The pseudo-Latin ranking matrix opens up the possibilities
for ranking matrices whose entries are single elements. One of the most interesting
questions concerning the pseudo-Latin marriage problem is whether PL(n)=f(n). It
remains to validate the upper bound conjecture for f(n).
Acknowledgements
The author would like to acknowledge the many contributions to the stable marriage
problem by Daniel Eilers, president of Irvine Compiler Corporation, from which this
paper has bene5ted. The pseudo-Latin marriage problem and computer programs by
Eilers have provided invaluable tools in extending what is known about the function
f(n). The author also is indebted to the referees for their comments which improved
the paper.
Appendix A.
An examination of G(16) will justify the recursive formula g(n)= 3{g(n=2)}2 −
2{g(n=4)}4 for n a power of 2. The upper left 8 × 8 submatrix and the lower right
8× 8 submatrix combine to form {g(8)}2 stable matchings as do the lower left 8× 8
and the upper right 8 × 8 submatrices. The shaded 4 × 4 submatrices in the top four
rows and the bottom four rows combine to form an 8 × 8 split submatrix that is
equivalent to an 8 × 8 submatrix with g(8) stable matchings. The same is true for
the shaded 4 × 4 submatrices in columns 1 to 4 and columns 13 to 16. The stable
matchings from each of these 8×8 split submatrices can be combined to form {g(8)}2
stable matchings. Some of these stable matchings have been counted previously. There
are {g(4)}2 ways to form stable matchings from the two shaded 4 × 4 submatrices
in the upper left 8 × 8 submatrix and {g(4)}2 ways to form stable matchings from
the two shaded 4 × 4 submatrices in the lower right 8 × 8 submatrix. Together this
results in {g(4)}4 stable matchings that have been counted before. Likewise there are
{g(4)}4 stable matchings that have been counted before from the lower left and upper
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right submatrices. This establishes that g(n)¿ 3{g(n=2)}2 − 2{g(n=4)}4, and a careful
examination of the diagram shows that this is in fact an equality (Fig. 12).
Appendix B.
Appendix B presents the pseudo-Latin ranking matrices, H (k); 16 k6 11 as well
as the matrices from which H1 and H2 are derived.
k H (k) H1 and H2 (derived from H (k))
1, 2, 4, 8 G(k) G(k)
3 S(3)=

 1 2 32 3 1
3 1 2



 1 2 33 1 2
2 3 1


5


5 3 1 4 10
2 1 9 11 3
1 2 8 10 9
6 8 7 1 2
7 4 3 2 1

 permute columns 1 and 3
6 6 cross=


1 2 3 4 5 6
2 1 4 3 6 5
5 4 1 6 3 2
4 5 6 1 2 3
3 6 5 2 1 4
6 3 2 5 4 1


6 cross
218 E.G. Thurber /Discrete Mathematics 248 (2002) 195–219
7


1 2 3 4 5 6 7
5 3 2 1 8 7 6
2 1 4 3 6 5 8
3 8 5 7 2 4 1
4 5 7 6 1 3 2
6 7 1 2 3 8 4
7 6 8 5 4 1 3


column permutation (1,4,2,7,5,3,6)
9 H (5)× G(4) H (5)× G(4)
10 10cross 10cross
11 6cross× H (5) 6cross× H (5)
Appendix C.
Columns 2 and 3 of Table 3 give values for h(n); 16 n6 28 and the associated
ranking matrix H (n) while columns 4 and 5 provide better lower bounds, g˜(n), for
Table 3
n h(n) H (n) g˜(n) G˜(n) I(n)
1 1 G(1)
2 2 G(2) 2
3 3 S(3)
4 10 G(4) 10
5 16 H (5) computation
6 48 6cross 48
7 71 H (7) computation
8 268 G(8) 222
9 330 H (5)× G(4)
10 1000 10cross 1000
11 1231 6cross× H (5)
12 4360 G(8)× H (4) 6472 D2S(3) 4420
13 5560 G(8)× H (5) 6720 D2S(3)× G(1)
14 19,724 G(8)× H (6) 20,176 H7pf2 19,264
15 25,011 G(8)× H (7)
16 195,472 G(16) 83,062
17 200,832 G(16)× H (1)
18 423,104 G(16)× H (2) 456,300 10cross× G(8) 355,128
19 637,336 G(16)× H (3)
20 2,404,960 G(16)× H (4) 3,419,680 H5pf4 1,508,028
21 3,468,448 G(16)× H (5) 3,506,880 H5pf4× G(1)
22 11,221,136 G(16)× H (6) 6,368,032
23 15,481,956 G(16)× H (7)
24 85,524,160 G(16)× H (8) 126,112,960 D3S(3) 26,765,420
25 69,071,736 G(16)× H (9) 127,885,440 D3S(3)× G(1)
26 223,715,664 G(16)× H (10) 262,860,800 DS(3)pf4× G(2) 112,053,968
27 263,481,184 G(16)× H (11) 384,418,176 D3S(3)× H (3)
28 1,233,927,520 G(16)× H (12) 2,000,043,808 H7pf4 467,531,272
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Table 4
n g˜(n) Ranking matrix I(n)
29 2,023,228,320 D3S(3)× H (5)
30 ¿ 6,053,422,128 D3S(3)× H (6) 1,945,009,408
31 ¿ 8,954,020,231 D3S(3)× H (7)
f(n) for certain n and the associated ranking matrix, G˜(n). Column 6 shows I(n) for
n even.
Values for h(25+k); 16 k6 11, are easily determined from the formulas in Section 9.
As previously noted, the ranking matrix H ′(25)=H (24) × G(1) provides 85,532,160
stable matchings. Table 4 presents some additional best known lower bounds for f(n).
The inequalities are derived from the formula xh(k) + h(k) in Section 10.
Also, f(48)¿ 5g(24)3 + 8g(23)6 = 40; 308; 384; 435; 884; 032.
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