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ABSTRACT 
We propose an evaluation process for segmentation which is made up of three different levels. It enables us to carry out 
the time consuming steps only for those segmentation methods for which a successful segmentation is foreseeable. In 
the  first  level  the  developer  of  a  segmentation  method  does  a  coarse  analysis  of  the  usefulness  of the individual 
segmentation methods by means of visual assessment of the results for few image examples. Methods which have been 
judged useful at the first level are investigated in a second evaluation step as to the stability of the segmentation results 
in  case  of  slight  deviations  in  the  images.  For  the  reproduction  of  the  image  formation  process  a  multitude  of 
realizations of a given region of interest are produced by means of the bootstrap technique. At the third level of the 
evaluation process the segmentation methods are tested for segmentation errors. The segmentation methods are judged 
by means of empirical discrepancy values, and the effectiveness of a method chosen for the respective task is finally 
estimated. 
Keywords: Evaluation,  3D  segmentation,  semi-automatic  segmentation,  image  foresting  transformation,  hybrid 
rendering, bootstrap 
1.Introduction 
Segmentation is an essential step in the automatic analysis of medical images. Most segmentation methods contain a 
model which is derived from knowledge about the problem, from sample images and from information about the 
segments to be extracted. The current segmentation methods in the field of medical image processing use various 
models to characterize segments. It may consist of knowledge about models from the image formation process, of 
topological  and  of  geometric  hypotheses.  It  is  the  goal  of  the  evaluation  process  to  examine  whether  the  model 
information is suitable and sufficient for the description of the reality. Due to the high variability among the medical 
images,  the  use  of  segmentation  algorithms  for  a  limited  number  of  example  images  alone  delivers  no  precise 
assessment of the general quality of a given method. An investigation of a large number of data sets delivers of course a 
higher safety for the estimate of the performance of an algorithm, but it is time-consuming. Standardized methods for 
the evaluation of segmentation methods do not exist yet [1], [2]. Therefore we propose in this paper an evaluation 
process made up of three different levels, which enables us to carry out the time consuming steps only for those 
processes for which a successful segmentation is foreseeable. This procedure allows to integrate the evaluation process 
in the whole stage of development of a new segmentation method. 
2.Evaluation process 
Our evaluation process consists of three steps which are carried out one after the other (see Figure 1). We consider the 
segmentation as applying model information to the image. When the developer starts to develop a segmentation method 
for a new task, often only few examples images are available. Based on these images the developer starts the first step 
of the evaluation process. In this step the test images are segmented and the developer does a coarse analysis of the 
usefulness of the individual segmentation methods by means of visual assessment. For 2D images this is done by 
overlaying of the segmented object on the original image. For 3D data sets hybrid rendering techniques have proven 
suitable for the fast visual estimation of the quality of the segmentation methods because the developer does not view 
all slices separately. He or she sees segmentation errors at a quick glance. 
Methods which have been judged useful at the first level are investigated in a second evaluation step as to the stability 
of the segmentation results in case of slight deviations in the images. For the reproduction of the image formation 
process a multitude of realizations of a given region of interest are produced by means of the bootstrap technique. The 
deviation of the segmentation in a bootstrap series is used for the estimation of the stability of the segmentation. At the third level of the evaluation process the segmentation methods, which showed good results at the two other 
levels, are tested for segmentation errors. For this purpose we measure the deviation of the segmented image from a 
hand-segmented image as a gold standard. The final decision on the usefulness of segmentation is made based on the 
determined errors. 
The individual steps of this evaluation process serve to the examination of the correctness and completeness of the used 
model information. If the developer detects that important characteristics of the segmented object are absent in the used 
model for segmentation, he must extend or improve this model. Then, the evaluation process has to be repeated.  
Fig.1: Flow chart of the proposed evaluation process 
2.1.  Coarse assessment of the 3D segmentation results by means of hybrid 
rendering 
In the first evaluation step the developer of a segmentation method should obtain a qualitative impression of the quality 
of the segmentation results. It should be ascertained whether the visually perceived edges match with the boundaries in 
the segmentation result, and whether the shape and size of the object corresponds to the expectations. For this purpose a 
hybrid rendering is used, so the developer does not have to examine all slices in 3D data sets individually. By hybrid 
rendering the image information is depicted with direct volume rendering, and the segmentation result is displayed with 
surface rendering. 
The reproduction of the image information by means of direct volume visualization makes it possible to represent 
surfaces. At the same time, the surfaces also can be shown transparent so that underlying structures become visible. In 
the most frequently used medical 3D image acquisition methods (CT, MRI) the structures are characterized by roughly 
homogeneous gray values. Adjacent structures have mostly varying gray values. Therefore partial structures in their 
environment can be displayed by means of an adequate definition of the transfer function. The only intuitive choice of 
the optimal transfer function, which allows to make structures visible or transparent, is often difficult, time-consuming 
and user-intensive. In our work we use an automatic definition of the transfer function. As soon as we have this optimal 
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completion and improvement of the modeltransfer function, we can obtain a qualitative feeling for the variation of the intensity in the data sets through shifting the 
boundaries of the transfer function. 
However, even the correct transfer function may highlight structures which are not part of the segment of interest. As 
such structures may hide relevant information in the data, it is important to enable the user to select a region of interest 
which is rendered. This will be explained in detail in the following sections.  
The  usefulness  of  a  segmentation  method  can  be  estimated  based  on  the  agreement  of  the  boundaries  in  both 
visualizations. If the boundaries are located closely together, the segmentation method may be suitable for this problem. 
On the other hand, when there is a strong deviation of the object boundaries in the volume and in the surface rendering 
image, we can conclude that the used model information is not sufficient or incorrect. 
2.1.1.  Computation of the transfer function 
Several  approaches  exist  for  a  more  user-friendly  methodology  for  the specification of the transfer function. One 
possibility is to analyze input data to provide the user with an initial transfer function. This initial solution is optimized 
with a genetic algorithm or simulated annealing until an optimal solution is found [3]. Another method is “Design 
Galleries” for computer assisted parameter setting [4]. These methods are, as a rule, computationally expensive and the 
user interacts only with the final images. Our approach for semi-automatic calculation of the transfer function [5] does 
not have these disadvantages. Here the user can contribute the knowledge in the search process depending on what he or 
she wants to see. Not to use this information will increase the number of trials for finding the optimal transfer function. 
For the structure, we assume that a certain homogeneity consists in its gray values. Then, the computation of the 
transfer function involves computation of an upper and lower boundary that bounds the range of the gray values for this 
structure. For this purpose, we applied a self-adaptive region growing method for estimation of the gray level range 
given the depicted location in the structure [6]. The estimated boundaries are the interval boundaries for a trapezoidal 
transfer function. During the first evaluation step this interval boundaries can be moved to ascertain the correspondence 
between the segmented and the real boundaries of the structure. 
2.1.2.  Selection of the area of interest for the volume rendering 
In most cases the selection of the area of interest for volume rendering happens manually. The user marks either the 
areas on the individual slices, or he/she places geometric objects like a sphere or a bounding box in the volume data set. 
The first approach is very user-intensive. The second approach allows no adjustment to the actual anatomical shape. 
In our work we use the “Image Foresting Transformation” (IFT) [7] for the selection of the area of interest. This method 
requires less interaction than manual marking, and it allows an exact adjustment of the chosen region to the shape and 
size of the structure. In the first step the user marks initial regions through drawing lines interactively in few slices. 
These lines he/she must classify either as belonging to the object or to the background. The interaction can occur 
alternatively on all three section planes which are parallel to the three coordinate axes. In our tests less than 10 lines 
were sufficient for the extraction of the area of interest. 
The data set is described by a weighted and non-oriented graph during the region-oriented segmentation based on the 
IFT. Each voxel in the data set is a node of the graph, and each pair of adjacent voxels defines a non-oriented edge. The 
path costs are defined as the absolute difference of the gray values of the each time adjacent voxels. The initial costs for 
all manually marked voxels are the maximum costs to come to one of its six directly adjacent voxels. For all other 
voxels the initial costs are infinite. Nodes are split into foreground and background according to the path costs. The 
optimal splitting of the data set is computed with dynamic programming. In this first splitting the user can introduce 
additional start regions as model information to improve the previous result. Outgoing from these new start regions a 
reorganization and re-classification of the regions starts until no node can be reached more reasonably on another path. 
As computation time is very high for standard 3D data sets in medicine, we applied the method for segmentation in 
images with a reduced resolution (maximum 64x64x50 voxel). The result is a binary image in which position, shape 
and size of the structure is approximated. The binary image is extended to its original resolution, and the resulting 
boundary is smoothed with a boxcar filter (see example in Figure 2).  
Fig. 2: Extraction of the area of interest with “Image Foresting Transformation” for data sets with reduced resolution, 
from left to right: manual marking of the object in background region, result of the IFT, extracted region 
In Figure 3 an example of the hybrid rendering can be seen as it is used for the evaluation. This image shows in most 
areas a good correspondence between the real and the segmented boundaries of the structure. A segmentation error as 
result of a leakage of the segmented region into the background is seen in one region. This segmentation algorithm is 
not usable for this segmentation task without additional knowledge. Beside the visualization of the whole structure, 
smaller areas can be considered separately for the analysis of segmentation errors. In this case we use either the gradient 
values or the gray values for visualization. The surface visualization can be switched off alternatively. Exact details are 
described in [8]. 
 
2.2.  Realization of the reliability tests 
The second evaluation step does not serve the determination of the correctness of the results but that of the reliability of 
the method. It is important in the medical application to estimate the robustness of a method with respect to small 
deviations in the images. Often only a small number of images is present. We use the bootstrap technique for the 
reproduction  of  the  image  formation  process  that  has  been  presented  in  [9]  for  the  evaluation  of  edge  detecting 
techniques. Our method to produce a test series is explained in detail in the following section. 
2.2.1.  Use of the bootstrap-technique to produce variations of the source image 
The bootstrap, introduced by Efron [10], is a non-parametric estimation technique. It is used to estimate some aspects of 
interest, like the mean or median of the entire distribution function based on a random sampling. In its simplest form the 
bootstrap uses the plug-in principle. In this case a set of bootstrap replicates is generated by means of random sampling 
with replacement. The set of bootstrap replicates yields a bootstrap distribution of the aspect of interest from which the 
statistical behavior of the estimation can be inferred. 
For the evaluation of the stability of a segmentation method we produce many similarly looking variants of the original 
image  with  the  bootstrap  technique.  The  reliability  of  the  segmentation  is  assessed  from  the  variation  of  the 
segmentation results in these bootstrap images. 
Fig. 3: Coarse evaluation of the quality of a segmentation method with
hybrid rendering technique using the example of the segmentation of the
kidney in a CT data set. The leakage of the segmented region into the
background is very well perceptible. The bootstrap images are produced by estimation of the parameters which are used for the segmentation. Depending on 
the method of examination and on the used model information in the segmentation algorithm, either new images with 
the structure of interest or images which contain the critical part of the region are produced. For region growing critical 
parts of the region are, for instance, region boundaries with a small contrast to the neighborhood region. Here, we can 
investigate the probability for leakage of the segmented region into the background. 
In the following, the production of the bootstrap replicates is described for two often used models in medical image 
processing. In the first case, images are produced to test region based segmentation methods. Such methods use model 
information about the image formation process for the segmentation of the structures. Model parameters, which are 
estimated, are the mean gray value and the standard deviation within the region. They influence the segmentation result 
considerably. However, the position of the pixels in homogenous regions of undistorted images has no effect on the 
result. Using this knowledge, a strategy is developed to produce new variations of the original image. 
For simplification of the implementation of the image formation process we take a label image with at least two regions 
as initialization. Then, new gray values are computed for these regions. For this purpose, a large amount of pixels are 
selected at random locations both for the object region and for the background region. Based on the distribution of the 
gray values of the pixels, a new mean gray value and a new standard deviation of the gray values for the respective 
region is determined (see Figure 4). Starting from these two values as many new gray values are produced in the next 
step as the respective region has pixels. 
 
Fig. 4: From left to right: Distribution of the gray values in the original image for the background region of the example 
in Fig. 5, determined values: for mean gray value (mgv): 19, lower standard deviation (lsd): 10.5 and upper standard 
deviation (usd): 18.6; distribution of the gray values for a random sampling, determined values: mgv: 19, lsd: 10.7, usd: 
18.0; new distribution of the gray values which is produced for the random sampling 
Distortions  in  medical  images,  like  noise,  reconstruction  artifacts  and  partial  volume  effects  in  slice  images  or 
diffraction artifacts in ultrasound images, have an effect not only on individual pixels but on all neighborhood pixels. 
Thus, the new gray values are assigned to a given position in a way that the formerly brightest pixel becomes again the 
brightest pixel of the new gray values, and the darkest gets the darkest pixel, respectively. By doing so and taking into 
account the interdependence of the gray values of adjoining pixels, a realistic appearance of the images is achieved, also 
in edge regions. The effect of this assignment in contrast to a random assignment is shown in Figure 5.  
As second example, the generation of bootstrap replications for shape based segmentation methods is considered. In this 
case beside the gray value parameters the shape parameters are estimated. For simplification our initial image is again a 
label  image.  The  boundary  co-ordinates  of  the  object  are  obtained  by  means of contour following. For the shape 
description the Fourier descriptors are computed from the co-ordinate pairs with the discrete Fourier transform [11]. For 
the  inverse  transform only few descriptors for the low frequencies are used. All other coefficients are set to zero 
resulting in a description of the coarse shape of the object (see Figure 6). For the generation of the bootstrap replications 
randomly selected contour points are used. The Fourier descriptors are computed from these co-ordinate pairs, again. 
For the inverse transformation a vector is used with the same number of elements as when using all contour points, and 
with the same number of coefficients for the low frequencies unequal zero. The generated shape variations are seen in 
Figure 7. The gray values for these bootstrap replications are generated as was described in the previous section.       
      
Fig. 5: a) Original ultrasound image of a mamma tumor, b) label image which is used for generation of new images, c) 
bootstrap replication regardless of the neighborhood relations, d) bootstrap replication considering the neighborhood 
relations, e) difference image between original and bootstrap replication, f) gray value profile for the marked row in e) 
 
 
2.2.2.  Interpretation of the segmentation of the bootstrap series 
For the examination of the stability of the segmentation a large number of bootstrap replications of the region of interest 
are generated. These replications are segmented using the segmentation method to be examined. Then, the probability p 
for the pixels is determined to be part of the object or part of the background based on all these segmentation results. 
The local stability for a pixel ps is computed according to the following equation: 
￿
￿
￿
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Fig. 6: From left to right: CT image of the abdomen with
segmented liver, coarse shape description of the liver using
the first ten Fourier coefficients 
Fig.  7:  Bootstrap  replications  of  the  object  shape  through 
random  sampling  using  10%  of  the  pixels  of  the  original 
contour,  use  of  the  first  ten  Fourier  coefficients  for  shape 
description of the liver The average stability pa as the sum of the local stability for all pixels in relation to the number of border pixels is used 
for the evaluation and for the comparison of segmentation methods. The smaller the average stability is, the better is the 
stability of the segmentation method regarding variation in the used model information. 
Furthermore, suggestions for an appropriate initialisation are derived from the segmentation of the bootstrap replicates. 
For this purpose the segmentation is carried out for a bootstrap series with different initialisations. The user obtained an 
evidence from the calculated values for the sum of the probability of the stability about how he or she must introduce 
the model information for an optimal segmentation result. 
2.3.  Evaluation of the correctness with empirical discrepancy methods 
At the third level of the evaluation process the segmentation methods which showed good results at the two other levels 
are tested for segmentation errors. The segmentation methods are judged by means of empirical discrepancy values 
which are often used for performance characterization [1], [6], [12], [13]. These methods assume that segmentation 
errors are inevitable. The quality of the segmentation results is determined indirectly using the results of the algorithm 
at test images. Discrepancy methods judge the quality of the segmentation results by considering the disparity between 
an  actually  segmented image and a correctly segmented image (gold standard). We selected discrepancy methods 
because they allow an assessment of the segmentation algorithm with a close relationship to a concrete application. 
Problems in using discrepancy methods for evaluation of segmentation results in medical imaging are caused by the 
absence of a gold standard. Therefore we can compute no absolute segmentation error with this method, but we have a 
judgment to what extent the result agrees with the manual segmentation. Manual segmentation is at present used in 
many applications which require determination of organ boundaries. The inter- and intra-observer variability of manual 
segmentation may be reduced if several segmentations are carried out by different persons. For the assessment of the 
quality of the segmentation results we used the following metrics that allow a characterization of the error level being 
independent of the region characteristics and the segmentation method: 
1.  Average deviation between the contour pixels and the contour in the gold standard [1], 
2.  Hausdorff distance [6], [12], [13], 
3.  Number of over-segmented pixels in relation to the region size, 
4.  Number of under-segmented pixels in relation to the region size.  
These four error metrics capture all errors that may influence the result of our region growing approach. The average 
deviation value describes the general quality of the result. The Hausdorff distance is sensible to outliers. Finally, the 
classification in terms of under- and over-segmented pixels is sensitive to systematical errors. For the fast identification 
of  problem  regions  at  segmentations  in  3D  the surface visualization of the manual segmentation is used and the 
differences are mapped color encoded. 
3.Test of the evaluation strategy 
We tested our evaluation strategy with the selection of a segmentation method for liver segmentation in 3D CT data sets 
of the abdomen. This segmentation is necessary in the computer-assisted surgery planning for quantification of the liver 
volume.  Up  to  now  the  segmentation  happens  manually  or  with  a  semi-automatic  computer  software.  The  semi-
automatic segmentation methods, like live wire segmentation [14] or ziplock snakes [15], require a high degree of 
interaction. Therefore, we wanted to find a 3D segmentation method with a small part of interaction. 
3.1.  Segmentation methods 
We have tested two different segmentation methods – model-based adaptive region growing [6] and an adapted version 
of IFT [7] – for liver segmentation in CT data sets. Both methods use a model that is based on assuming the similarity 
of the gray values within the liver region.  The IFT is an improved version of the low-resolution segmentation which we described in Section 2.1.2. The following 
steps were added: 
-  Automatic determination of the edge region of the object. 
-  Segmentation of the edge region at full image resolution. 
-  Improvement of the segmentation result, if necessary. 
-  Morphological smoothing. 
The results of the different steps are shown in Figure 8 for an example data set. First, an edge region is determined from 
the segmentation result at a reduced resolution. It is computed by expanding the coarse segmentation result to the 
original resolution and smoothing it with a boxcar filter. Two thresholds T1 > 0.5 and T2 < 0.5 are determined. The edge 
region R consists of all pixels with T2 ≤ p ≤ T1. Border pixels of the edge region pr are object pixels if |pr-T1| < | pr-T2|; 
otherwise, they are background pixels. The IFT is repeated at original image resolution for all edge pixels within R. 
Marker  pixels  consist  of  those  original  marker  pixels  which  are  within  R and border pixels. The results may be 
improved with new additional marks. The computation time for the complete segmentation of a 3D data set with 90 
slices with the improved IFT method was 20 minutes with a PC (850 MHz Intel-Pentium III-processor). 
3.2.  Results of the first evaluation step 
The first evaluation step was carried out for four data sets. For the region growing method we have ascertained a 
leakage of the segmented region in the background region (see Figure 9a). A closer inspection of the problem areas 
showed that the failure was caused probably by partial volume effects. Segmentation with the extended IFT approach 
showed  a  good  agreement  of  the  boundaries  in  both  visualizations  (see  Figure  9b).  This  can  also  be  seen  when 
comparing the volume rendered data set with the surface rendered segmentation result (see Figure 9 c, d). As a result of 
the first evaluation step we found the adaptive region growing to be inappropriate for the liver segmentation in CT data 
sets. Thus, only the IFT was subjected to further evaluation steps.  
The time which was needed for the first evaluation step was between one and two minutes when the segmentation 
results already exist. As a result of this step, the developer of a new segmentation method obtains a fast possibility to 
decide whether a segmentation method is useful or not.  
 
Fig. 9: a) Segmentation result using adaptive region growing method, b) Segmentation result using extended IFT, c) 
Fade out the segmentation result, d) Fade out the volume visualization 
a)  b)  c)  d)  
    
    
         
     
 
Figure 8: a) Selected region of the CT image of the abdomen with marks for the liver region and marks for the 
background  region,  b)  Result  of  the  coarse  segmentation  of  the  liver,  c)  Extracted  edge  region  for  the  final 
segmentation, d) Final result of the liver segmentation 
 
d) 
c) 
b) 
a) 3.3.  Results of the second evaluation step 
For the investigation of the stability of the segmentation with the extended IFT, 25 bootstrap replicates of a critical 
region were produced. Five examples of this replicates are shown in Fig. 10. The different images are varied in the 
contrast on the boundaries and in the noise intensity. 
 
Fig. 10: Examples of bootstrap replications which are used for evaluation of the segmentation 
The investigation was restricted to critical regions because the segmentation method uses models from the image 
formation process, and because the segmentation errors of the structure are a result of low gradients between the object 
boundary and the background in a few critical regions. Another argument for this restriction to critical regions is the 
time-consuming segmentation of the complete structure. 
After the segmentation of all replicates with one constant mark, we have computed the average stability pa like already 
explained in Section 2.2.2. We have tested three different initializations which are shown in Figure 11 a)-c). The 
resulting local stability ps for every pixel is illustrated in Figure 11 d)-f). The white pixels have a value of 0.5. That 
means that they were labeled as often as object region as they were labeled as background region. The darker a pixel is 
in these figures, the more stable is its assignment. In the figures, it can be seen that the number of brighter pixels and 
with it the average stability pa of the segmentation is smaller, the nearer the marks are to the structure boundary. The 
computed average stability pa of the segmentation for the left image in Figure 11 was 4.3, for the center image 3.5, and 
for the right image 2.0. The maximum distance of the detected boundary pixels between two segmented bootstrap 
replicates was 24 pixels for the left image, 19 pixels for the center image and 12 pixels for the right image. A still 
further distant marking of the pixels from the boundary led to no deterioration of the results, because the marks from the 
border pixels of the edge region have an important effect on the segmentation result.  
From this evaluation step, we can conclude that the result of the segmentation with the extended IFT is better if the 
marks are near by the boundary for critical regions. If the user considers this fact, the number of steps to improve the 
segmentation results by adding further marker pixels is reduced. Without improvement of the segmentation results, the 
user must expect a difference between different segmented borders of ca. 25 pixels.  
 
 
Fig. 11: a-c): Bootstrap replicate with the marks, d-f) the resulting local stability ps for every pixel 
3.4.  Results of the third evaluation step 
The investigation of the correctness of the segmentation with the extended IFT was carried out for four data sets. From 
these data sets a manual segmentation was available. For the assessment of the quality of the segmentation results we 
have measured the average deviation between the contour pixels in the segmented image and the contour pixels in the 
manual segmentation. It was less than two pixels for the four data sets. The Hausdorff distance, which describes the largest deviation between the manually and semi-automatically segmented contours, was 25±2 pixels. This large value 
is based on the fact that different persons have classified the vascular structures varyingly. This fact is reflected in the 
number of over-segmented and under-segmented pixels, too. The measured value for correctly segmented pixels in 
relation to the region size was 90 percent. For the over-segmentation we measured a value of 6 percent and for the 
under-segmentation a value of 10 percent. We made a comparison of the intra-observer variability and of the inter-
observer variability in order to find the causes for the segmentation errors. The level of intra-observer variability was 
measured between the manual segmentations of the same physician on two different days for 25 randomly selected 
slices. In this case, we ascertained a correct segmentation for 91.3 percent of the pixels. The number of falsely pixels 
were 5.7 percent respectively 11.6 percent of the pixels, relative to the mean of the number of pixels in both data sets. 
The inter-observer variability which was measured for segmentation of two different physicians was in the same range. 
In this case, the value for correct segmentation was 91.2 percent and the values for false segmentation were 11.3 percent 
respectively 6.2 percent.  
For the preoperative operation planning the volume of the liver parenchyma is very important. In our tests we measured 
a deviation of 7.2± 4.7 percent between the manual segmentation and the segmentation with the extended IFT for the 
four data sets. The level of intra-observer variability was 10 percent and the measured inter-observer variability was 
likewise 10 percent. 
The  tests  for  the  quantification  of  the  number  of  correctly  or incorrectly segmented pixels and of the volumetric 
deviations have shown that the quality of the semi-automatic segmentation with extended IFT is comparable with the 
manual segmentation. An advantage of our semi-automatic segmentation method is the reduced user interaction. Thus, 
the time for the segmentation totals to less than a tenth of the time for manual segmentation. 
The  three-level  evaluation  process  allows  the  developer  of  a  segmentation  method  to  find  out  more  about  the 
correctness and reliability of the used model information in the segmentation algorithm. In addition, a higher reliability 
of the evaluation is obtained because different aspects of the demands on a segmentation methods are considered. 
4.Conclusions and future work 
In this paper we presented a three-level evaluation process for segmentation methods in medical imaging. We tested the 
practicability of this process to compare two different methods for the segmentation of the liver parenchyma in CT data 
sets. In the example for the selection of a method for liver segmentation, the usefulness of the first evaluation step 
become visible to recognize the imperfections of the segmentation method. In the hybrid rendering image for the 
adaptive region growing it was to be seen that using only knowledge about the gray values is not enough. The developer 
of  the  segmentation  method  must  consider  which  model  information  is  furthermore  necessary  for  the  liver 
segmentation. Thus, this first evaluation step allows us a quick decision on the quality of the segmentation. But it is 
only feasible for objects that have a sufficient gradient on the object boundary.  
The evaluation of the reliability was possible with our method, too. A problem herein is the requirement of a label 
image for the bootstrap. This is especially difficult for 3D data sets with many different objects. In this case, the manual 
segmentation which is used in the third step contains often only the object of interest, and it is not usable for generation 
of the bootstrap replicates. For the evaluation of segmentation methods, which use only few shape information, the 
investigation of critical regions is a possible solution. 
The last step of evaluation is an often used way to evaluate the results of segmentation methods. Our tests have shown 
that the measured values alone can deliver no final judgement about the quality of the segmentation when we have 
methods with an interactive input. In such a case it is important for the evaluation to measure the intra-observer 
variability and the inter-observer variability. 
In future work we will test our evaluation method for other segmentation methods and for other segmentation tasks. 
Beside this, the running time for the calculation of the average error and for the Hausdorff distance should be improved. 
Another objective is to investigate whether from the results in the individual evaluation steps something can be learned 
about the evaluation in the other steps. Such statement would be, for instance, that the used features in the bootstrap 
method were inadequate if the values measured in the third evaluation step showed substantial deviations.  
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