In this endeavor, I first prove that all Turing machines that solves the clique problem are of a particular type. Then I show that all such machines do not have a polynomial time complexity in the worst case.
Introduction
In this endeavor, I first prove that all Turing machines that solves the clique problem are of a particular type and then using that result I prove that P = NP . The clique problem is proved to be NP-Complete in Karp [1] . §2 contains the proof that all Truing machines that solves the clique problem are of a particular type. The method of backward induction is used to prove it. §3 contains the proof of P = NP which is the result of applying a single logically valid statement independent of Zermelo Fraenkel axioms and the method of induction avoidance to Turing combinatorics.
A clique is a complete graph. The clique problem can be stated as, given a finite graph, does it contain a clique of some particular size? It can be easily shown that it is always possible to check whether a given graph has a clique of a particular size or not in a finite number of steps. The question answered in this paper is, if n is the number of vertices in a graph, "Is it always possible to check whether the graph contains a clique of size n//2 (n//2 will be defined later) in polynomial time by a deterministic Turing machine?" In the above sentence polynomial time means, computational steps equal to the value of a polynomial at n of some degree.
A Turing machine consists of a single dimensional infinite tape divided into cells, a head and a finite set of quintuples and a special state called the initial state and a finite number of terminal states. Each cell on the infinite tape can contain at-most one character at a time. When a finite string is written on the tape of the machine, the head will initially point to the left most character of the string. Then the head after scanning it will replace it with another character (or with the same character) and move to the second character and go to another state (or remain in the same state). It will then scan the second character and replace it with another character (or with the same character) and move to the left or right and go to another state (or remain in the same state) and the process continues. These moves made is defined by the the finite set of quintuples in the machine. This finite set of quintuples is called the Turing program of the machine. If M is a Turing machine, then χ(M) is defined to be the Turing program of M. For example, if {q 1 , q 2 , . . . , q r } is the set of all quintuples used to make moves in M then χ(M) = {q 1 , q 2 , . . . , q r }.
In this paper it not required to know how a quintuple is represented. It is only required to know that
• Initially the head of the machine will point to the left most character of the string, and
• The machine always starts from the initial state, and
• The quintuples in the Turing program are used to make moves until the machine halts.
For more information on Turing machines see Rogers [2] .
Structure of machines that solves the clique problem 2.1 Definitions and notations
Definition 1. n//2 is defined to be
if n is even
if n is odd.
Assumption 1. Unless otherwise stated
• The number of vertices in all graphs is equal to n, and
• G is an arbitrary graph with n vertices.
|S| is defined to be the cardinality of the set S. V (G) is the set of all vertices in G. G a ⊂ G means G a is a subgraph of G.
A Turing machine can work only with strings. It cannot straight away work on a graph. Therefore, for a Turing machine to work on a graph, there should be some means to converted a graph into a string. E is a function which returns a finite string for a given graph. But at this point, we cannot assume that the string returned by E is a representation of the given graph. We can only assume that the string returned by E is some string constructed in some way. So E simply returns a string for a given graph on which a Turing machine can work with. The string returned by E may or may not be a representation of the given graph. We believe that if we assume that the string returned by E is indeed a representation of the given graph and the length of the string returned by E is a polynomial of the number of vertices in the graph, then it will complicate the proof. So when we attempt to prove that all Turing machines that solves the clique problem have a particular structure, the question, "Is the length of the string returned by E a polynomial of the number of vertices of the graph?" is not taken into consideration.
Definition 2. E is defined to be a computable function such that
• It takes G as the only parameter, and
• Returns a string, and
• For two graphs G 1 and G 2 , if G 1 and G 2 have the same adjacency matrix then E(
Note that the set all E may or may not be infinite. The value returned by E for two graphs are the same if and only if the two graphs have the same adjacency matrix (or E is a bijective function). So we first pass the given graph to E and get the string S. Then place that string on to the tape of a Turing machine that solves the clique problem and if that Turing machine accepts the string then the graph has a clique of size n//2 in it, else the graph does not have a clique of size n//2.
Definition 3. Let
• M be a Turing machine, and
• S a string.
Then
• M(S) = 1, if M accepts S and halts.
• M(S) = 0, if M rejects S and halts.
Definition 4. Let
Then M is defined to be a Turing machine such that
• M(S) = 1, if there is clique of size n//2 in G, and
• M(S) = 0, if there is no such clique in G, and
• M halts for all strings.
Intuitively M is the place where the computation is done to say whether G contains a clique of size n//2. From now on it is assumed that E is some arbitrary function as defined above and M an arbitrary Turing machine as defined above.
Assumption 2. Unless otherwise stated
• G c is a clique of size n//2 in G.
• S is a string such that E(G) = S.
From the above assumption it follows that M(S) = 1. Initially, when S is placed on the tape of M, the head of M will point to the left most character of S. At this point, we say that M is in the initial configuration. Then the head of M will read that character to which it points and replace that character and move to the right. Now the Turing machine M has entered into the second configuration. Now the head will be scanning the second character of S. Then M will replace that character and move one step to the left or right and enter the third configuration. Now call the initial configuration, second configuration and the third configuration α 1 , α 2 and α 3 and respectively. Since α 3 occurs after α 2 which inturn occurs after α 1 we write α 1 → α 2 and α 2 → α 3 and we write α 1 → α 2 → α 3 as an abbreviation for α 1 → α 2 and α 2 → α 3 . In general if the configuration α i+1 follows after α i then we write α i → α i+1 .
Definition 5. Let
• Let S be placed on the tape of M, and
• Let M begin from the configuration α 1 , and
• M halts on reaching α k+1 .
Then C S is defined to be the sequence
Now if we are to write a proof using the list of configurations, then it will complicate the proof, because some part of the string inputted to M may not be analyzed by M and all these unanalyzed parts of the string should have to be considered. But in C S the move from α i to α i+1 is made using a particular element of χ(M). And similarly there is a particular quintuple used to move from α i+1 to α i+2 . Let
and q i be used to move from α i to α i+1 . Then we write
Hence for a C S there will be a unique sequence of quintuples to which C S can be mapped. And that sequence will contain all the details of the computation performed by M. So we construct Q S which is the exact sequence of quintuples used to construct C S .
Definition 6. Let C S be defined as
Then Q S is defined to be
Note that there may or may not be repetitions in Q S . Since Q S is a finite sequence of quintuples, it has a length. |Q S | is defined to be the length of Q S . Definition 7. Let Q S be the sequence
This paper deals with the computational complexities related to the question "Does a graph contains a clique of size n//2?" Therefore, we define Ψ as a function which checks whether a given graph is a clique of size n//2 (if Ψ(G a ) = true then G a is a clique of size n//2 but if Ψ(G a ) = f alse then G a is not a clique of size n//2). Previously, it was assumed that unless otherwise stated, the number of vertices in all graphs is equal to n. For the sake of simplicity, we assume that a graph satisfies Ψ if and only if it has n//2 vertices in it.
Sketch of Proof of this Section
• Since M(S) = 1, it follows that Q S must imply M(S) = 1.
• Since M halts as soon as it finds that G c ⊂ G, it follows that there is a minimal last part of Q S which implies M(S) = 1.
• Let this minimal last part of Q S which implies "M(S) = 1" be called 0 Q S .
• It is proved that G c can be deduced from 0 Q S .
• The intuitive meaning of 0 Q S is that, it is the minimal last part of Q S from which G c and 0 number of subgraphs of G that are not cliques of size n//2 can be deduced.
• It is then proved that if there is a quintuple in Q S that is not a part of 0 Q S then it is possible to deduce at least 1 subgraph of G which is not a clique of size n//2 from Q S .
• So we define 1 Q S (conditionally) as the minimal last part of Q S from which G c and 1 subgraph of G that is not a clique of size n//2 can be deduced.
• Similarly, it can be shown that, if there is a quintuple that is not a part of 1 Q S in Q S then at least 2 subgraphs which are not cliques of size n//2 can be deduced from it.
• So (conditionally) define 2 Q S similarly.
• And similarly we define 3 Q S , 4 Q S , . . . , j Q S (conditionally).
• But at this point we do not know what is the maximum value j can have.
• We know that j is at least 0, since we know that 0 Q S exists.
• If j is never greater that 0 then it will be the case that when S is placed on the tape of M, it will immediately choose G c with out choosing any other subgraph of G.
• But if in some cases, j does have a positive non zero value, then we can say that M will choose (at least one or) some subgraphs of G before choosing G c .
• We then show that there is a quintuple in Q S that is not a part of 0 Q S (in some cases).
• Thereby proving that 1 Q S exists in at least one case.
• We then iterate this step to prove that j Q S exists (for some unknown value of j) in at least one case.
• From this it follows that M chooses subgraphs of G one by one (in some cases) until G c has been chosen thereby proving that M indeed has a structure.
Proving that all machines for the clique problem are of a particular type
Assume A ⇒ B. This implies that there is something in A that can be transformed to B using the axioms of logic and of the system. This implies that that something in A that which implies B can be considered as a representation of B (since that something can be transformed into B). Let k-Q S be defined and assume
Since we assume the above statement, it follows that there exists a minimal sub sequence of k-Q S , say Q Ga such that
Let M, E and G remain fixed. Since
can be deduced from Q Ga it follows that Q Ga can be considered as some representation of
But since M, E and G remains fixed, the sub sequence Q Ga is unique for G a . And so Q Ga can be considered as a representation of G a . So we can construct a function, say f which checks whether Q Ga is a sub sequence of k-Q S . (f will have Q Ga in built into it and would simply check whether k-Q S has such a sub sequence in it.) Hence there exists a function, say f such that it takes k-Q S and checks whether Q Ga is a sub sequence of k-Q S and if it finds that Q Ga is indeed a sub sequence of k-Q S then it will return a set with Q Ga as the only element in it. This implies that when statement 1 is true, there exits a computable function which takes k-Q S as the only parameter and returns a set with G a as the only element in it.
Lemma 1. Assume that the statement
holds. Then there exists a computable function f such that
Lemma 2.
There exists a computable function f such that
Proof. Since we had assumed
where k is the length of Q S . The existence of a function as in this lemma follows from Lemma 1.
It is now obvious that when M accepts a string there will be at-least one sub sequence of Q S which implies
But there may or may not be other sub sequences in Q S which imply such statements. (At present we know that there is at-least one such sub sequence.) Let the set of all such minimal sub sequences be called S S .
Let q * be defined as a finite sequence of elements of χ(M). (Note that q * may or may not be of length zero.) Now since
it follows that we can write Q S as
Then Q S can be written as either
Now we are going to define I S . I S is the exact sequence of quintuples in Q S which occurs before any element of S S . So if
But it may be the case that Q S may start with an element of S S . In that case I S is of length zero. So intuitively I S is the computation performed before M chooses a subgraph. So it can be said that Q S starts with I S followed by the of elements of S S and a single q * .
The ultimate aim of M is to check whether G has a clique of size n//2 in it. From Lemma 2, we know that M at some point of time, will choose G c . So now we can assume that when M finds that G c is a subgraph of G, it will take the necessary steps to halt and say that the string is accepted. Therefore we can give a name for the minimal last part of Q S from which G c can be deduced. It is to be noted that it is not the minimal sub sequence of Q S from which G c can be deduced, but the minimal last part of Q S from which G c can be deduced. So we define 0 Q S as the minimal last part of Q S from which G c and 0 number of subgraphs of G which does not satisfy Ψ can be deduced. For example, if
Then Q S can be written as
We give a '0' in the definition of 0 Q S since we will define 1 Q S (conditionally) and so on.
1 Q S is the minimal last part of Q S from which G c and 1 subgraph of G which does not satisfy Ψ can be deduced. (Note that we are just explaining things now and we do not define 1 Q S until we prove that 1 Q S can exist conditionally.) For example, if
So now the ultimate aim of M is to generate the sub sequence 0 Q S . Hence anything that does not aid in generating the sequence 0 Q S can be considered useless. For example, M can perform some computations (like performing some loops without any intention of generating 0 Q S ) which can cause a delay in generating the sequence 0 Q S . These computations can be considered as useless.
Definition 8. A sub sequence of Q S , say Q u is an "Useless-Computation," if
• Q u does not lead M to perform the computation 0 Q S , or
It is to be noted that the first statement in the above definition implies the second statement. The second statement is added into the definition just to avoid some complexities in the proof. It can be assumed that M does not perform any Useless-Computation. Proof. Assume that Q S contains a quintuple that is not a part of I S or 0 Q S . Let k-Q S be defined and assume that k-Q S does not ends with 0 Q S but contains a quintuple that is not a part of 0 Q S or I S . Note that k-Q S may or may not intersect with 0 Q S , but it will not end with 0 Q S . If it can be shown that
then we can deduce a subgraph of G from k-Q S using Lemma 1. From assumption 3, k-Q S leads M to perform 0 Q S . Therefore k-Q S must imply something (if k-Q S does not imply anything, then M cannot infer anything from k-Q S and so no step can be taken that will lead M to perform 0 Q S and the computation performed would be a "Useless-Computation"). Therefore k-Q S must imply "Something." Perhaps the computation in Q S that is not a part of 0 Q S or I S is about the set of vertices of G. If so, then that computation will not lead M to perform 0 Q S since a subgraph satisfying Ψ depends on the way the subgraph is constructed and not on the set of vertices from which it is constructed and so that computation will not lead M to perform 0 Q S and so will be a "Useless-Computation." Therefore in k-Q S (i.e., in the part of k-Q S that does not belong to 0 Q S or I S ) there must be a computation other than "Some computation on a subset of the set of vertices of G." (Note that at present we do not say that G is involved in that computation.) Now since k-Q S leads M to perform 0 Q S and since M does not perform any "Useless-Computation" (if M does perform some computation that is not relevant to G, then it will be a "Useless-Computation"), it follows that the "Something" which is implied by k-Q S must be about a subgraph of G, say G b . Or the "Something" which is implied by k-Q S can be written as
"Something" must also imply Ψ(G b ) = true or f alse since G c which satisfies Ψ can be present in any part of G, and if the subgraph chosen is not checked to satisfy Ψ at that time, then there will be a delay in M generating 0 Q S thereby violating assumption 3. (Note that in reality
since k-Q S does not ends with 0 Q S .) So a subgraph of G which does not satisfy Ψ can be deduced from Q S using Lemma 1.
The above lemma does not say that it is possible to deduce two subgraphs of G from Q S . It only says that if there is a quintuple that is not a part of I S or 0 Q S in Q S then it is possible to deduce two subgraphs from Q S . There may be case(s) in which there will be no quintuples in Q S that is not a part of I S or 0 Q S .
So now we are in a position to define 1 Q S conditionally. 1 Q S is the minimal last part of Q S from which G c and 1 subgraph of G that does not satisfy Ψ can be deduced.
In the same way we proved 1 st Non-Clique-Lemma, we can also state and prove 2
st Non-Clique-Lemma. 2 st Non-Clique-Lemma says that if Q S contains a quintuple that is not a part of either I S or 1 Q S then it is possible to deduce 2 subgraphs of G which does not satisfy Ψ.
Using 2 st Non-Clique-Lemma define 2 Q S conditionally. This can be continued a finite number of times and we define 3 st Non-Clique-Lemma,
st Non-Clique-Lemma, 4 Q S , . . . j st Non-Clique-Lemma, j Q S . At this point we do not know what values j can have. At present we know that the value j is at least 0 and that is all. If it is the case that j is always equal to 0, then M will always perform I S and immediately choose G c . If it can be shown that j can have some values greater than 0 then it will follow that M indeed chooses some subgraphs (or at least one subgraph) that does not satisfy Ψ in some cases (or in at-least one case) before choosing G c thereby proving that M does indeed have a particular structure.
Definition 9. Machine-Structure is defined to be begin Let G b = choose a subgraph of G that has not been previously chosen. if Ψ(G b ) = true then halt, and accept G. else if Ψ(G b ) = f alse, and there are still subgraphs lef t to be considered then recursively call this procedure. else if all sub graphs have been considered then halt, and reject G. end
Lemma 4. Let
• G 1 and G 2 be two graph with n vertices, and
Then I S 1 and I S 2 are same the computations.
Proof. The proof of this lemma is postponed to the end of this section.
Lemma 5. When M rejects a string, then it must do so only after ascertaining that all subgraphs of size n//2 in the graph pertinent at hand are not cliques.
Proof. Poof of this lemma is not so important and is postponed to the end of this section.
Assume that
are the only graphs that can be constructed with n vertices such that
Since all these strings are different, and since M behaves differently for different strings, assume
Now Q S j can be written as Q S j starts with I S j followed by q * and ends with 0 Q S j (note that q * maybe of length zero) and similarly for Q S j−1 . Since M(S j ) = 1, S j contains a sub string, say P S j such that Q S j ends with 0 Q S j only because P S j is a sub string of S j .
Similarly there is a sub string, say P S j−1 in S j−1 . Assume
both G c j−1 and G c j satisfies Ψ.
Therefore, it can be assumed that P S j is a part of S j only because G c j is a subgraph of G j and similarly for P S j−1 . In general, the part of the string S j−1 before and after the occurrence of the sub string P S j−1 is different form the part of the string S j before and after the occurrence of the sub string P S j . Therefore, in general since |Q S j−1 | |Q S j |, and since the computations performed for I S j−1 and I S j are the same (from Lemma 4), and E is used to construct both S j−1 and S j , it follows that
• The head of M -After performing the computation for I S j−1 * Will point to a character that is a part of P S j−1 , and
• The head of M -After performing the computation for I S j * Will not point to a character that is a part of P S j .
Similarly in another case,
• The head of M will not point to a character of either P S j−1 or P S j -After performing the computations I S j−1 and I S j respectively.
Therefore, it follows that there exists at least one quintuple in Q S j that is not a part of I S j or 0 Q S j . From 1 st Non-Clique-Lemma it follows that 1 Q S j is a part of Q S j . Iterating this way it follows that j Q S m is a part of Q S m for some j (note that j may or may not equal m and the maximum value of j is unknown). This implies that (also from Lemma 5) M has a Machine-Structure.
Theorem 2.1. M has a Machine-Structure.
Proof. (of of Lemma 4) Since I S 1 and I S 2 are computations performed before M chooses a subgraph of G 1 and G 2 it follows that they do not say anything about the way any subgraph of G 1 and G 2 is constructed. But since M does not perform any "Useless-Computation," and since I S 1 does not depend on the way any subgraph of G 1 is constructed, it follows that I S 1 must depend on something that is a part of G 1 , or I S 1 depends on V (G 1 ) (if M does perform some computation on S 1 that is not relevant to G 1 then it will be a "Useless-Computation"), and similarly for I S 2 . Therefore, since both G 1 and G 2 have the same number of vertices, and S 1 and S 2 are both constructed using E, and I S 1 and I S 2 are both performed by M it follows that I S 1 and I S 2 are the same computations.
Proof. (of of Lemma 5) Let G be a graph such that E(G) = S and M(S) = 0. This implies that for all subgraphs in G does not satisfy Ψ. Let the set of all these subgraphs be N G . Since all the elements of N G are different, for two elements of N G , say G b1 and G b2 the computations performed by the machine M to say Ψ(G b1 ) = f alse does not imply that Ψ(G b2 ) = f alse and vice versa. Therefore M must choose all elements of N G individually. This implies the statement of the lemma.
Lemma 6. Let
• E(G) = S, and
Then S is a representation of G.
Proof. From Theorem 2.1, M has a structure. Replace Ψ in the structure of M by a function such that no subgraph of G will satisfy it. So M will choose all subgraphs of G before it halts. This can be done only if S is a representation of G.
Proof of P = N P

Assumption 4. From now on
• G c is the one and only clique of size n//2 in G.
Definition 10. S G is defined to be the set
Definition 11. P(S) is defined to the power set of S.
Definition 12. t is defined to a positive integer greater than zero and less than |S G |.
In the previous section it was proved that M has a structure. That structure implies that M will choose subgraphs one by one until it finds a subgraph satisfying Ψ. To check whether a subgraph satisfies Ψ can be done in polynomial time. Machine-Structure uses some heuristics to choose the subgraphs. In Machine-Structure, the place where the subgraph chosen is checked whether it is a clique of size n//2 or not resides in Ψ. Now if Ψ were to be a part of the heuristics of Machine-Structure then there will be redundancies. Therefore we can assume that the heuristics in Machine-Structure will not take any effort to check whether the subgraph chosen is a clique of size n//2 or not. It will simply choose a subgraph and ask Ψ to check whether the subgraph chosen is a clique of size n//2 or not. And so we concentrate only on the part of Machine-Structure that encapsulates the heuristics. In this part of this endeavor, we prove that there exists no heuristic function to choose G c in polynomial time in all cases, thereby proving P = NP .
The heuristics used in M to choose a subgraphs can be classified into two cases: finite case and the infinite case. The infinite case can be further classified into: 1 st , 2 nd , 3 rd , . . . r th infinite cases (we will justify why we have only n infinite cases). In the finite case the heuristics used is fixed and does not vary. In the infinite case, M has the power to generate new heuristic functions while working and it will use the new heuristic function generated to choose a subgraph. So in the infinite case, M modifies itself.
In the previous section, it was proved that M has a structure and M chooses subgraphs one by one until G c has been chosen. Therefore, in order to avoid unwanted complications that occurs if we say that G is first given to E and then converted into a string and placed on the tape of M, and M starts the computation, we assume that G is given directly to M and M starts scanning G from one particular part of G. Or it can be assumed that E and M is combined into one entity, and M is replaced by that entity. For example, it can be imagined that the adjacency matrix of G is given to M and M always starts working from the first element of the first row of the matrix. This can be considered equivalent to "Place a string on the tape of M, and M starts scanning from the first character, and not from the first character in one case and the second character in another."
Let AM be the adjacency matrix of G. Now every element of S G can be mapped to a particular part of an n × n matrix (the adjacency matrix of G is an n × n matrix). Let the set of all these mappings be S ⊲ . So from now onwards when we say a subgraph of G, we mean the corresponding element of S ⊲ . Also when we mean a part of G, we mean an element of S ⊲ .
We had stated that the part that encapsulates the heuristic function does not have anything in common with Ψ. So if we replace Ψ by another function, say Ξ then M will choose a subgraph and checks whether it satisfies Ξ. So assume that we replace Ψ by Ξ and let no subgraph of G satisfy Ξ. Then when M performs the computation, we can note down the subgraphs chosen in the exact order and after M has finished the computation, we can check whether G c was chosen in polynomial time. So it will not matter if we assume that no subgraph satisfies Ψ for the time being. So assume that we replace Ψ in Machine-Structure by another function, say Ξ and let no subgraph of G satisfy it.
Finite Case
In this sub section we assume that the heuristics used in M is fixed and so M does not modify itself. When G is given to M, it will initially choose a subgraph of G and then check whether it satisfies Ξ and since the subgraph chosen will not satisfy Ξ, it will choose another subgraph and the process continues until all possibilities have been exhausted. For this M will use some heuristic function. The first subgraph chosen by M depends on the part of G from which M starts analyzing. The second subgraph chosen by M may or may not depend on the first subgraph chosen and on the value returned by the heuristic function. And the process continues.
Assume that M has chosen a subgraph and is in the process of choosing another subgraph. Let
Therefore, since M does not modify itself, it cannot contain more that 2 d heuristic functions. So we can assume that all the possible heuristics functions that M can have is one among
Assume that H 1 is the least complex of all, H 2 slightly more complex, H j of average complexity and H y of maximum complexity.
Assume that H 1 is the heuristic used in M. Since H 1 is the least complex of all, the second subgraph chosen will always be from a particular part of G. That part from which the second subgraph chosen will be independent of the first one, since H 1 is the least complex. Similarly, the third subgraph chosen will always be from another particular part of G. Assume M has chosen t−1 subgraphs, then the t th subgraph chosen will always be from a particular part of G. So the cardinality of the field of view of H 1 is one. Assume H 2 is the heuristics used in M. Assume H 2 can at any time make atmost two choices. Since H 2 can make at most two choices at any time, the second subgraph chosen will be from one part of G or from another. So the cardinality of the field of view of H 2 is two. So when the complexity of the heuristic function increases, so does the cardinality of it's field of view.
So when H 2 chooses the second subgraph, the second subgraph will depend on the value returned by the heuristics which inturn may depend on the subgraph previously chosen. So when H 2 chooses the second subgraph, the decision to choose can be modeled as
• Choose an element of P(S ⊲ ) with cardinality 2.
• Choose an element of the set chosen from P(S ⊲ ).
And similarly we define the process of H 2 choosing the third subgraph and so on. So we can say that the field of view of H 2 is an element of
with cardinality 2. (Please read on. We use a similar kind of logic in the next sub section.) Generalizing this concept when H j is the heuristics used in M, the field of view from which the t th subgraph chosen will be an element of
P(S ⊲ ).
with some arbitrary constant integer cardinality. So we can assume the field of view of all heuristics at any time in the List 2 is an element of
with some arbitrary constant integer cardinality. Now H y is the most complex of all heuristics. Assume that the field of view of H y at anytime is the entire set S ⊲ . But since the heuristic function does not vary over time, and since M cannot contain more that 2 d sub functions, it follows that even for H y the field of view at anytime will be the entire set S ⊲ only for a finite number of cases. And so each of the heuristics in the List 2 can be modeled as a finite tree and each node in that tree will not have more than w children.
Lemma 7. After M has chosen some subgraphs of G, if M is to choose another subgraph then
• It can make one among at-most w (w > 0) choices at any time, and
• One among all these w choices will be chosen in at-least one case.
Proof. Assume that M has chosen some subgraphs of G, and is in the process of choosing another subgraph of G. From the above argument, it follows that M cannot have more than w choices (where w is an arbitrary finite integer constant greater than zero). In all cases, if only w − 1 among the w choices are made, then there is no point in saying that M can make one among at-most w choices. Therefore, one among all these w choices will be made in at-least one case.
Now consider the statement
• An infinite system can only be defined using induction. Now this statement may be true, but it may not be provable. Now consider the statement
• If induction is embedded in a system then it will be an infinite system. This statement follows from the axiom of infinity. Now consider the statement
• If a system does not include induction, then it is finite.
For example, consider a finite system S. Now in some way embed, an inductive process into it. Then the system becomes an infinite system. And if we remove that inductive process which we embedded into S, we get back the original finite system. So the statement
• If a system does not include induction, then it is finite. is true. Now consider the set
Now this set has no inductive process embedded in it. And the heuristic function in M is only made up of χ(M). So the number of choices which the heuristic function of M can have will not change over time unless the number of subgraphs that can possibly be chosen is less than w. Now assume that the first subgraph chosen does not satisfy Ψ. Assume that the second subgraph chosen depends on the first subgraph chosen. From Lemma 7, it follows that there is a case where the first subgraph chosen is a kind of subgraph such that the decision made to choose the second subgraph will lead to choosing a subgraph which does not satisfy Ψ. Proof. In the first case assume H 1 is the heuristic used in M. In this case w is equal to one. Therefore, G can be constructed in such a way that G c is the t + 1 th subgraph chosen. Therefore, the statement of the lemma follows in this case. Now assume that the heuristic used in M is one among H 2 , . . . , H j , . . . , H y . Assume that M has not chosen any subgraph till now. G can be constructed in such a way that the first subgraph chosen will not satisfy Ψ. Therefore, M must choose the second subgraph in some case(s). Assume G c is in the field of view pertinent at hand. The second subgraph chosen will be one among w choices. From lemma 7 it follows that one of the w choices will be made in at least one case. Therefore, there is a case when the first and second subgraphs chosen will not satisfy Ψ. Iterating this way, assume that the first t − 1 subgraphs chosen does not satisfy Ψ. From lemma 7 it follows that there is a case in which the t th subgraph chosen will not satisfy Ψ. Hence the statement of the lemma.
Let H i be heuristic function. We use |H i | to denote the cardinality of the field of view of H i . Exemplifying, for the heuristic function H 1 in in the List 2
And similarly
|H 3 | = 3, . . .
1 st Infinite Case
In this sub section we assume that M has an heuristic generator. So when a graph is given to M, it will generate a heuristic function and use that heuristic function generated to choose a subgraph. It will then check whether the subgraph chosen satisfies Ξ, and since it will not satisfy Ξ, M will generate another heuristic function and choose another subgraph and the process continues. So we assume that if M runs for an infinite amount of time, it will generate the infinite sequence of heuristics
We assume that in the above sequence, the cardinality of the field of view of the heuristics (generated), increases as the sequence grows. This means that for two heuristics, say H i and H j in the above sequence, if H j is generated after H i then
If the cardinality of the field of view of all heuristics in the sequence 3 is always less than w 1 , then even thought it may not be provable, there will be repetitions and the case will be equal to the finite case. So we assume that the cardinality of the field of view in the sequence 3 increases as the sequence grows. Now if we assume in the sequence 3
then it might turn out to be unreasonable. But we can assume that for all the heuristics in the sequence 3. (We will give the justification later).
Assumption 5. In the sequence 3, we assume that
Where m 1 , m 2 , m 3 , m 4 , . . . are arbitrary constant integers such that m 1 < m 2 < m 3 < m 4 < . . . .
We had assumed that the heuristic generator in M does not vary over time in this case. And so we assume that the heuristic generator in M is one among the heuristic generators
Assume that the set of all heuristics that can possibly be generated by any of these heuristic generators is an element of
We assume that the cardinality of H is ℵ 0 . This can be assumed, since the cardinality of the set of all Turing machines is ℵ 0 (see Rogers [2] ). So for all heuristic generators in List 4, the field of view at any time is an element of
P(H ).
with some arbitrary constant integer cardinality. Now assume that H G 1 is of least complexity, H G 2 slightly more complex, H G j of average complexity and H G yy of maximum complexity. So we can assume that the field of view of H G 1 at any time is an element of P(H ) with cardinality 1. And the field of view of H G 2 at any time is an element of P(H ) with cardinality 2. Assume that the field of view of H G yy at any time is the entire set H . Let
So we can assume that the heuristic generator of M can not have more than 2 d sub functions. Therefore since the heuristic generator does not vary over time, and since M is a deterministic finite something, it follows that the heuristic generator cannot choose an arbitrary element of H at any given time. (Exemplifying, for a Turing machine to generate an arbitrary large integer, it can do so only after a finite number of computations.) Therefore, it follows that even for the heuristic generator H G yy the field of view at any time can only be a finite subset of H with some arbitrary constant integer cardinality. So we can assume 5. Therefore we can assume that the cardinality of the field of view of the heuristic generator in M at any time is not greater that w 2 . Or each of the heuristic generator will not have more w 2 options while generating a heuristic. So each of the heuristic generator can be modeled as a finite tree and each node in that tree will not have more than w 2 children.
Initially, the M will generate a heuristic and that will one among w 2 heuristics and then choose a subgraph. From assumption 5, we can assume that the cardinality of the field of view of the heuristic generated will not be more that w 1 (at this moment t = 1). So when t = 1, the case is equivalent to the finite case. So when t = 1, the case can be considered as a finite tree with one root and w leaves (where w = w 2 × w 1 ). Now we are not going to choose more than |S G | subgraphs. So we can assume that w 1 is a very large but finite constant integer. So the process of M choosing the first t subgraphs (t < |S G |) can be modeled as a finite tree such that each node has no more than w children (where w = w 2 × w 1 ). So it is obvious that this case is equivalent to the finite case. Proof. The proof follows from the fact that this case is equivalent to the finite case.
It is well known that NP = co-NP implies P = NP Now if P = co-NP then NP = co-NP implies P = NP .
But either NP = co-NP or NP = co-NP . Therefore P = NP .
A consequence
Consider the equation of a line in a two dimensional space.
When we are at the point (0, 1) the above equation says that if we add 1 to the value of x then we reach the point (1, 2) . This implies that a line drawn in a two dimensional space is seen as a straight line only because induction is used to define that shape. Now Consider the set S = {a, b, c, d, e}.
Let the rules in this system be • We can choose an element of S at any time.
• Even though we choose an element of S, we do not remove that element from S.
• There are no other rules. Now this is an infinite process and since there is no induction to define the process of choosing an element of S, it follows that the selection of an element of S is random. But if we use induction to define this infinite process, then the choices made will always be in a predetermined way. Therefore, we conclude that if induction is used to define a part of a system, then that part will not have any fuzziness. Therefore the things that pertains to the thickness of the line y = x + 1 in a two dimensional space will be fuzzy since there is no induction to define it. This implies that the thickness of the line is of some value in between two finite values. So
• What will be the shape of a point in space?
It cannot be a square since no induction is used to define it. It cannot be a circle since no induction is used to define it. So a point in a space will not have any shape or the shape of a point is like that of an electron. And similar logic can be used to prove that the velocity of light is a constant.
