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Abstract – Human maritime search and rescue missions have always been challenging 
and an element of chance is involved in the detection of survivors at sea.  This 
research is proposing the use of machine vision to assist UAVs to increase the 
chances of success in locating humans lost at sea. 
 
This paper presents an application of current image processing methods for target 
detection in a synthetic maritime scenario.  An evaluation of the algorithm’s 
performance is also provided.  The difficulties faced in the automatic detection of 
human targets in a maritime search environment are also considered. 
 
The paper concludes that there is a range of greyscale intensities, approximately 26% 
based on current data set, where the target was unable to be detected which may limit 
the applicability of the algorithm.  The effect on performance of target intensity level, 
threshold, ! , and forgetting factor, ! , are also investigated. 
 
1. Introduction 
UAVs are quickly finding application in the civilian environment, and maritime 
applications pose less risk management hurdles than terrestrial ones, they are 
envisaged to make use of UAVs relatively quickly.  Search and rescue (SAR) is a 
particularly important application for Australia, as it has one of the largest search and 
rescue regions in the world, covering almost 53 million square kilometres or about 
one tenth of the Earth’s surface [1].  It is anticipated that UAVs equipped with 
machine vision will provide crucial support to search and rescue missions.  It is hoped 
that they will radically reduce search times, giving the victims of maritime mishaps a 
greater chance of survival. 
 
It is intended that the automated search be conducted at an altitude at which an 
average human head [2] would only occupy a single pixel of the search camera’s field 
of view.  This would help to maximise the search corridor of a single camera.  Much 
AIAC12 – Twelfth Australian International Aerospace Congress 
19 – 22 March 2007 
 
 
2 
12th Australian Aeronautics Conference 
 
of the maritime detection literature is based on IR image sequences, but fortunately, 
many of the techniques are transferable to EO sequences, albeit with some 
modifications.  It is therefore desired that electro-optical (EO) devices be used as they 
are cheaper than infra-red (IR) devices of equivalent resolution.  This will facilitate 
their wide spread use among operators and search and rescue units.  Hopefully, this 
technique will initially be used to augment human-based SAR, then later be extended 
to use with fully autonomous SAR UAVs. 
 
To automate the search in a maritime environment the ability to extract point-like 
targets and then to discriminate between true targets and clutter/noise is required.  In 
this paper, a simulated detection of a point target in an ocean background is 
successfully demonstrated.  The method relies on recent work in [3].  An overview of 
the methodology used in the simulated detection is covered in Section 2.  In Section 3 
and Section 4 the validity of the detection process is examined by evaluation of test 
data, and finally conclusions are presented in Section 5. 
 
 
2. Methodology 
 
The detection algorithm contains two main processes, firstly, the greyscale 
morphological filtering stage, which addresses the clutter problem, followed by the 
dynamic programming stage, which aims to eliminate the noise by enhancing the 
signal-to-noise ratio of the image. 
 
Morphological Filtering 
Greyscale morphological filtering is used as a “pre-filter” in the detection process.  It 
makes use of the Close-Minus-Open (CMO) technique to reduce clutter and enable 
the effective identification of plausible point targets.  Morphology is based on using a 
structuring element to perform two fundamental operations, dilation and erosion – 
these operations are plainly described for binary images in (1) and (2), but their 
application can easily be extended to greyscale: 
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Combinations of these operations create the open and close functions, described as 
follows: 
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The augmentation of these functions to a greyscale image can be conceptually 
understood by representing the image as a 3D function, A, with a surface intensity 
map (i.e. a topography map), and B, with a ball whose diameter is equivalent to the 
size of the structuring element (this analogy is explored in [4]).  The greyscale image 
is “opened” by rolling the ball on the underside of the surface of A.  The opened 
image is given by the trajectory of the top point on the ball as it rolls under the image.  
As the ball is unable to follow sharp positive (relative to neighbouring pixel values) 
excursions in the surface the opening has the effect of smoothing out such excursions.  
This is illustrated in Figure 1 for a simple 2D function, which represents a cross-
section of the 3D function A. 
 
 
Figure 1 – Visualisation of Greyscale Morphological Opening [4] 
 
Shown in Figure 2 the greyscale image is “closed” by rolling the ball on top of the 
surface of A.  The closed image is given by the trajectory of the bottom point on the 
ball as it rolls over the image.  As the ball is unable to follow sharp negative (relative 
to neighbouring pixel values) excursions in the surface the closing has the effect of 
smoothing out such excursions. 
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Figure 2 – Visualisation of Greyscale Morphological Closing [4] 
 
These figures show that the combination of close-minus-open will result in an image 
that exaggerates positive or negative excursions, relative to its neighbouring pixels, in 
the original image.  It must be noted that the polarities of the excursions are not 
preserved. 
 
The implementation of the CMO technique presented in this paper is based on the 
filtering approach employed by Casasent [5].  Two 1D slit-shaped structuring 
elements (one vertical and one horizontal) are applied at both the close and open 
steps.  This dual-filter approach causes only “targets” which are compact in both 
directions (i.e. point-like) to be enhanced.  Non-compact clutter, such as white caps 
and large floating debris, will be attenuated.  This effect is illustrated in Figure 3. 
 
 
Figure 3 – Dual Morphological Filter [3] 
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The CMO method is effective for detecting small target signals when compared to the 
size of the structuring element.  However, CMO is susceptible to false detections 
resulting from random noise appearing on individual pixels.  This shortcoming is 
compensated for by the process of dynamic programming. 
 
 
Dynamic Programming 
The dynamic programming algorithm averages the image sequence of CMO outputs 
along plausible target trajectories, and subsequently a decision on the presence of a 
target is made by thresholding. 
 
Application of dynamic programming, as outlined in this paper, assumes the target 
moves only one pixel per frame, relative to the background.  Assume the use of a 
1024x768 pixel camera operating at 30 frames per second (fps) at a standard search 
height of 150m above sea-level and travelling at between 130-275km/h [6]. 
 
 
Figure 4 – Image Frame 
 
Suppose the field-of-view (FOV) of the camera in the direction of the aircraft’s 
velocity vector is 60°, this makes each pixel equivalent to 0.226m.  Thus, for a target 
to move at least two pixels, relative to the background, between consecutive frames it 
would have to be moving at a minimum speed of approximately 50km/h (i.e. move 
0.452m in 0.033 seconds) – a speed that is practically impossible for the type of 
targets of interest. 
 
The number of possible target trajectories can be reduced by considering the possible 
target state transitions between consecutive frames.  As a result, for the problem of 
airborne maritime searches the near-stationary nature of the target allows us to limit 
the discrete velocity space to ±1 pixel per frame. 
 
Now assuming constant velocity, it can be shown [7] that for each discrete target state 
( )vuji ,,,  at frame k, there are four possible state translations corresponding to frame 
1+k , where ( )ji,  denotes a discrete position in the 2D image space (i.e. row, column 
respectively) and ( )vu,  denotes one of the four 2D velocity branches.  Consequently, 
only four velocity branches are required to sufficiently describe the possible target 
motion.  The range of valid target movements, in the case of a stationary camera, is 
illustrated below in Figure 5. 
 
768 pixels 
1024 pixels 
Aircraft 
Velocity 
Vector 
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Figure 5 – Possible State Transitions for Dynamic Programming Algorithm [3] 
 
The dynamic programming algorithm used in this paper is divided into three stages – 
Initialisation, Recursion and Decision, and is based on the approach used by Gandhi 
et al. [8]. 
 
Initialisation 
The intermediate image that is created at the completion of each iteration, for each 
velocity branch, is denoted by ( )kjiFuv ,,  and tracks possible target states on a frame-
by-frame basis. 
 
( ) ( ) (5)&0,,0,, vujifjiFuv !=  
 
Where ( )kjif ,,  is the image at frame k . 
 
 
Recursion 
From the second iteration of the dynamic programming process onwards the 
following expression is used to produce the intermediate image ( )kjiFuv ,, . 
 
( ) ( ) ( ) ( )( ) (6)&1,,max,,1,,
,
vukjiFkjifkjiF uv
vu
uv !"+"= ##  
 
Where 10 !! "  gives greater significance to either the past or present frame 
depending on the value assigned.  This operation is also known as an alpha-filter [9] 
and the alpha term, ! , will be referred to as the forgetting factor. Also, 
( )( )1,,max
,
!kjiFuv
vu
 is calculated to find the maximum in the direction defined by 
( )vu, , see Figure 5 (i.e. top-right, top-left, bottom-right, bottom-left). 
 
By summing the frames the system is able to quickly attenuate the effect of noise 
spikes that appear in the output of the CMO filter within a few iterations.  Therefore, 
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only persistent targets will be maintained while transient anomalies, such as noise, are 
rapidly mitigated by the alpha-filter weighting. 
 
Additionally, as the image sequence is taken from a moving platform the target also 
traverses across the scene.  Since for these experiments the target is artificially 
implanted to the scene we have perfect knowledge of its displacement between 
frames, therefore it is possible to exactly compensate for this movement.  For each 
velocity branch the previous velocity branch’s frame is shifted to correspond with the 
current change in the scene before passing it, along with the current CMO image, 
through to the recursion step of the dynamic programming algorithm. 
 
 
Decision 
Immediately after the production of an intermediate image frame, ( )kjiFuv ,, , from 
each velocity branch a single output frame is created using the maximum value from 
each branch on a pixel-by-pixel manner. 
 
( ) ( )( ) (7),,max,,
,
max kjiFkjiF uv
vu
=  
 
When ( )kjiF ,,
max
 is determined this greyscale image is then converted to a binary 
image using a single threshold that is empirically chosen to avoid the dynamic 
programming output image noise floor, with pixels exceeding the threshold classified 
as targets. 
 
 
3. Data Collection 
The data sequence used in these trials is a 17 frame segment from an online video 
courtesy of the Hurricane Research Division of the National Oceanic and 
Atmospheric Administration (NOAA).  These images were taken during Hurricane 
Isabel in mid-September 2003 [10]. 
 
No knowledge of the aircraft state vector is known.  From [10] it is inferred that the 
data was collected at approximately 400 feet and that video was recorded at 10 frames 
per second.  The velocity, attitude, camera properties, and other relevant 
specifications, are unknown and will be estimated. 
 
The ocean sequence did not have any targets of interest so one was implanted onto the 
scene.  Additionally, a simple point spread function (PSF) was applied to the target 
region as a rudimentary approximation of the imperfection of the imaging device and 
the spread/blurring of point objects to neighbouring pixels, using the discrete version 
of a Gaussian spreading function [11] as defined below: 
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The target was also given a velocity of one pixel per frame from left-to-right (relative 
to the water), and the aircraft’s ground velocity was estimated to be 70km/h in the 
opposite direction.  Given these numbers, the exact displacement of the target 
between frames was calculated and then used to compensate for the relative velocity 
between target and camera (i.e. this models a ‘perfect’ sensor). 
 
 
4. Results & Analysis 
The point target detection process described in previous sections was applied to 
detecting the implanted target in the aforementioned 17 frame ocean sequence.  The 
results at all key stages of the algorithm will be presented.  Parameters such as the 
intensity level of the target, threshold, ! , and forgetting factor, ! , are varied in order 
to gauge the dependency of the detection process on these quantities. 
 
For the purpose of demonstration an easy detection problem is illustrated.  The 
target’s greyscale intensity level is zero (i.e. black), threshold [ ]1,0130.0 !="  (based 
on a scale of 0-1), forgetting factor [ ]1,075.0 !="  and the size of the horizontal and 
vertical structuring elements are 1x3 and 3x1, respectively.  Figure 6 shows Frame 
#17. 
 
 
 
Figure 6 – Frame #17 Input Greyscale Image 
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Figure 7 – Frame #17 CMO Filtered Image 
 
The output from the CMO filter, shown in Figure 7, has produced a greyscale image 
where bright pixels represent possible targets.  In this particular example the true 
target appears much brighter than the false alarms which are a dark grey. 
 
 
Figure 8 – Frame #17 DP Filtered Image 
 
In order to discriminate between the true and false targets the CMO sequence is 
passed through a dynamic programming (DP) filter.  Essentially, this process is a 
signal-to-noise (SNR) enhancing stage, which intelligently combines the information 
from all 17 frames.  As seen in Figure 8 the target is blurred – this is an artefact of the 
DP algorithm. 
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Figure 9 - Frame #17 Thresholded Image 
 
Finally, a threshold is applied to the output DP image, with the result being depicted 
in Figure 9.  No false alarms were present and the true target’s final signature is quite 
large – relating to the strength of the detection which is firmly related to the contrast 
between the target and its immediate adjacent pixels’ intensities.  It appears that as the 
detection gets stronger the target’s position becomes less certain, but by applying non-
maxima suppression to the target area presented in the threshold image, to the output 
DP image the best estimate to the target’s current position can be found. 
 
The resulting effects in performance corresponding to the variation of input 
parameters are summarised below.  Performance here is characterised by the first 
frame of continuous detection (CD), missed detections per frame (MD) and false 
alarm rate (FA). 
 
 
 125.0=!  130.0=!  135.0=!  140.0=!  
!  CD MD FA CD MD FA CD MD FA CD MD FA 
0.70 01 0.00 0.47 01 0.00 0.24 01 0.00 0.06 02 0.06 0.06 
0.75 02 0.06 0.29 02 0.06 0.00 02 0.06 0.00 02 0.06 0.00 
0.80 02 0.06 0.00 02 0.06 0.00 02 0.06 0.00 02 0.06 0.00 
0.85 02 0.06 0.00 03 0.12 0.00 03 0.12 0.00 03 0.12 0.00 
Ta
rg
et
 In
te
ns
ity
 =
 0
 
0.90 03 0.12 0.00 04 0.18 0.00 04 0.18 0.00 04 0.18 0.00 
Table 1 – Performance Results for Target Intensity = 0 
 
 125.0=!  130.0=!  135.0=!  140.0=!  
!  CD MD FA CD MD FA CD MD FA CD MD FA 
0.70 04 0.18 0.47 05 0.24 0.24 06 0.29 0.06 06 0.29 0.06 
0.75 05 0.24 0.29 06 0.29 0.00 07 0.35 0.00 07 0.35 0.00 
0.80 07 0.35 0.00 08 0.41 0.00 09 0.47 0.00 10 0.53 0.00 
0.85 09 0.47 0.00 12 0.64 0.00 14 0.76 0.00 - 1.00 0.00 
Ta
rg
et
 In
te
ns
ity
 =
 7
5 
0.90 - 1.00 0.00 - 1.00 0.00 - 1.00 0.00 - 1.00 0.00 
Table 2 – Performance Results for Target Intensity = 75 
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 125.0=!  130.0=!  135.0=!  140.0=!  
!  CD MD FA CD MD FA CD MD FA CD MD FA 
0.70 - 1.00 0.47 - 1.00 0.24 - 1.00 0.06 - 1.00 0.06 
0.75 - 1.00 0.29 - 1.00 0.00 - 1.00 0.00 - 1.00 0.00 
0.80 - 1.00 0.00 - 1.00 0.00 - 1.00 0.00 - 1.00 0.00 
0.85 - 1.00 0.00 - 1.00 0.00 - 1.00 0.00 - 1.00 0.00 
Ta
rg
et
 In
te
ns
ity
 =
 1
25
 
0.90 - 1.00 0.00 - 1.00 0.00 - 1.00 0.00 - 1.00 0.00 
Table 3 – Performance Results for Target Intensity = 125 
 
 125.0=!  130.0=!  135.0=!  140.0=!  
!  CD MD FA CD MD FA CD MD FA CD MD FA 
0.70 01 0.00 0.47 01 0.00 0.24 01 0.00 0.06 01 0.00 0.06 
0.75 02 0.06 0.29 02 0.06 0.00 02 0.06 0.00 02 0.06 0.00 
0.80 02 0.06 0.00 02 0.06 0.00 02 0.06 0.00 02 0.06 0.00 
0.85 02 0.06 0.00 02 0.06 0.00 03 0.12 0.00 03 0.12 0.00 
Ta
rg
et
 In
te
ns
ity
 =
 2
55
 
0.90 03 0.12 0.00 03 0.12 0.00 04 0.18 0.00 04 0.18 0.00 
Table 4 – Performance Results for Target Intensity = 255 
 
CD – First Frame of Continuous Detection 
MD – Missed Detection Rate 
FA – False Alarm Rate 
 
 
As can be seen in the tables increasing the forgetting factor, ! , caused the “first 
frame of continuous detection” to increase.  For example, by examination of Table 1 
with 125.0=! , the CD increases from 01-03 as the forgetting factor becomes larger.  
This is not surprising because increasing the forgetting factor causes previous values 
to be given more importance or ‘inertia’.  This in turn requires the dynamic 
programming stage to track the target for a longer period before it is finally detected. 
 
This may lead the reader to conclude that the forgetting factor should be low for early 
detection, however lowering this parameter is detrimental to false detection rates.  
Detection rates were also affected by the increase of ! .  The missed detection rate 
increased while the false alarm rate deceased.  In an application such as the one 
suggested for this system a certain degree of false alarms are acceptable but missed 
detections are not – therefore it is required that this particular statistic be as close to 
zero (0) as possible. 
 
The results also indicate that the increase in threshold, ! , is closely followed by the 
escalation of the first frame of continuous detection and the missed detection rate 
coupled with the fall in false alarm rates.  An example of this can be seen in Table 2 
with 70.0=! , where the FA falls from 0.47 to 0.06.  It is intuitive that this trend 
would result as the minimum level required to achieve ‘target’ status is raised. 
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A further observation is made in relation to the effect of target greyscale intensity 
level on the detection process.  As the target intensity nears the mid-tones of the 
greyscale (i.e. 80-148 ≈ 26% of greyscale range) the CD and MD increase as the FA 
remains largely unchanged.  This is significantly dependent on the area of the image 
that the target appears in as the contrast between the target and its immediate adjacent 
pixels become too similar for the CMO stage to distinctly extract the point target. 
 
As can be seen in the figure below the target is still recognisable however it falls 
below the threshold and is similar in stature to a number of clutter regions produced 
by ocean’s dynamic surface.  Therefore, if a dynamic thresholding method was used 
the target would most likely still be identified in this kind of scenario. 
 
 
 
Figure 10 – DP Topography of Frame #17 Intensities 
 
Parameters for Figure 10 are: target intensity level = 85, threshold [ ]1,0130.0 !="  
(based on a scale of 0-1) and forgetting factor [ ]1,075.0 !=" . 
 
 
5. Conclusion 
It has been shown that the detection process described in [3] can be successfully 
applied to a synthetic maritime scenario containing a point (single pixel) target, 
producing promising preliminary results.  Trade-offs between CD, MD and FA need 
to be carefully considered depending on application and the property needed to be 
optimised.  However, in its current form the algorithm has a significant region of 
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approximately 26% of the greyscale intensity levels where the system performs 
poorly.  Alternate methods are being investigated to reduce and even eliminate this 
gap.  Nevertheless, these results indicate the potential a vision-based system can offer 
to maritime search applications. 
 
Further work is planned to estimate image translation and rotation for ego-motion 
correction via possible integration with an inertial sensor or via the incorporation of 
optical flow information [12]. 
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