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Many point processes such as earthquakes or volcanic eruptions usually have
incomplete records with the degree of incompleteness varying over time.
Consequently, hazard estimation from such time-inhomogeneous incomplete
records is complicated and potentially biased. Since the number of missing
events is unknown, two distinct HMM-type methodologies are proposed:
one with the observed process having a fixed number of missing events
between each pair of consecutively observed events, and the other with the
observed process having a variable number of missing events between each
pair of consecutively observed events in an incomplete point process record.
In the first approach, a general class of inhomogeneous hidden semi-Markov
models (IHSMMs) is proposed for modelling incompletely observed point
processes when incompleteness does not necessarily behave in a stationary
and memoryless manner. The key feature of the proposed model is that
the sojourn times of the hidden states in the semi-Markov chain depend on
time, making it an inhomogeneous semi-Markov chain. We check a conjec-
ture of consistency of the parameter estimators of the proposed model by
simulation study using direct numerical optimization of the log-likelihood
function. We apply this class of models to a global volcanic eruption cat-
alogue to investigate the time-dependent incompleteness of the record by
proposing a particular IHSMM with time-dependent shifted Poisson dis-
tributed state durations and a renewal process as the observed process
with a fixed number of missing events between each pair of consecutively
observed events in the record. A combination of the Akaike Information
Criterion and residual analysis is used to choose the best model. The se-
lected inhomogeneous hidden semi-Markov model provides useful insights
into the completeness of a global record of volcanic eruptions during the
last 2000 years, demonstrating the effectiveness of this method.
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In the second approach, shifted compound Poisson-gamma (SCPG) and
time-dependent SCPG (TSCPG) renewal processes are introduced in or-
der to model the unknown and time-dependent random variable number of
missing events between each pair of consecutively observed events in incom-
pletely observed point processes. The SCPG renewal process models the
shifted Poisson distributed number of missing events, and the TSCPG re-
newal process models the time-dependent shifted Poisson distributed num-
ber of missing events between each pair of consecutively observed events
in the gamma renewal process. In addition to IHSMMs and SCPG re-
newal processes, a special case of inhomogeneous hidden Markov models
(IHMMs) is developed to examine nonstationary incompleteness of point
processes. The multinomial logistic functions are adopted to formulate the
time-varying transition probabilities in the proposed IHMM in the way
that characterizes the temporal structure of the missingness of events in
records. The SCPG and TSCPG renewal processes are used as the ob-
served processes in HMMs, HSMMs, IHMMs and IHSMMs to model the
time-dependent incomplete point process records. Simulation experiments
are employed to check the performance of proposed renewal processes with
different types of HMMs. We apply these models to a global volcanic erup-
tion record during the last 10000 years to analyze and demonstrate how
we estimate the completeness of the record and the future hazard rate. All
proposed models can be utilized to model other types of inhomogeneous
processes with or without missing data.
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1.1.1 Incompletely observed point processes
A point process is a stochastic process composed of a set of isolated events either oc-
curring in some interval of time, or space, or multidimensional spaces. More precisely,
point processes are random systems consisting of “locally finite families of events, typi-
cally occurring in time, but often with additional dimensions to describe their locations,
sizes and other characteristics” (Vere-Jones, 2011). Examples include occurrences of
accidents or machine breakdowns, the arrival of information packets at a node of a
computer communication network, occurrences of volcanic eruptions or earthquakes,
the prevalence of a disease in a geographical region, etc. Point process modelling is
widely used in many social and natural sciences: epidemiology (Quesada et al., 2017),
criminology (Mohler et al., 2011; Mohler, 2013), telecommunications (Decreusefond
and Moyal, 2013; Zipkin et al., 2016), geology (Bebbington and Lai, 1996b; Wang
and Bebbington, 2012; Bebbington, 2013), seismology (Veneziano and Van Dyck, 1987;
Ogata, 1998; Wang and Bebbington, 2013), hydrology (Kaczmarska et al., 2014) and
many others.
When a point process has incomplete records due to missing observations, esti-
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mates of parameters or hazard may be biased depending on the degree of completeness.
The degree of completeness may vary in different parts of the records. In many ap-
plications, point process data have missing events due to discontinuous methods of
data collection, e.g., missing crime events in criminal records because of transmission
of data from hard copy to digitized form (Tucker et al., 2019). The missingness of
events is also a problem common to most point process records of geophysical events.
For example, volcanic eruption records based on geological evidence are more likely
to have missing events in the older part than the recent part, particularly for smaller
events, because of erosion (Guttorp and Thompson, 1991; Siebert et al., 2010; Kiyosugi
et al., 2015). Another example includes earthquake records in which offspring events
(aftershocks) are less likely to be recorded in the few days immediately after a parent
event (mainshocks) (Veneziano and Van Dyck, 1987; Ogata and Katsura, 1993).
Rapid advances in technology have substantially increased the amount of data in
different fields during the last few decades, resulting in less incompleteness of point
process records in recent times. However, the older part of the historical records
is substantially incomplete for many reasons, resulting in time-inhomogeneity in the
completeness of point process records. A motivating example of time-dependent in-
complete point process records can be seen when modelling volcanic eruption records,
where the missingness of events depends on time, the magnitude of eruptions and, in a
complex manner, available geological and historical records (Guttorp and Thompson,
1991; Siebert et al., 2010; Deligne et al., 2010; Brown et al., 2014; Kiyosugi et al.,
2015; Rougier et al., 2016). Consequently, hazard estimates obtained from such time-
inhomogeneous incomplete point process records are potentially biased, particularly
underestimated because of missing data.
The missingness, especially time-inhomogeneity in the missingness, of events from
point process records is minimally addressed in the literature. There is a need to
develop statistical models which can model point process records with missing events
and time-dependency in the number of missing events for better and more reliable
future forecasts. Using the example of volcanic eruption records, we further explain the
reasons for time-dependent incompleteness of such point process records and possible
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solutions in the following subsections.
1.1.2 Time-varying incompleteness of volcanic eruption records
Volcanic eruptions can be catastrophic events with devastating effects at the global,
regional and local levels. For example, they can cause climate change, damage to
property and agriculture, and loss of life. The potential for destruction depends on
the size of the eruption (Manson, 2004; Self, 2006). In recent years, there have been
significant attempts to compile historical and geological records of volcanoes, to study
the environmental and societal impacts of volcanism. The two most publicized elec-
tronic databases are the Smithsonian Institution’s Global Volcanism Program (GVP)
(Andrews et al., 2013; Siebert et al., 2010) and Quaternary Large Magnitude Ex-
plosive Volcanic Eruptions (LaMEVE) (Crosweller et al., 2012). The GVP database
provides a catalogue of Holocene and Pleistocene volcanoes around the world, and
documents the information about volcanic characteristics, like vent location, eruption
date, dating method, eruptions magnitude (Pyle, 2015) and volcanic explosivity in-
dex (VEI) (Newhall and Self, 1982) of Holocene volcanoes from the past 10,000 years
(http://volcano.si.edu/). The LaMEVE database was developed by Crosweller
et al. (2012) in the framework of the Volcanic Global Risk Indentification and Analysis
Project (VOGRIPA) (https://www.bgs.ac.uk/vogripa/). The database includes all
global volcanic eruptions satisfying mandatory criteria of known magnitude ě 4, date
and source volcano, spanning over the last 2.5 million years.
Volcanic eruption records are not exhaustive, have missing events at global, re-
gional or local scales, and are being updated continuously (Andrews et al., 2013;
Crosweller et al., 2012; Kiyosugi et al., 2015). Various authors have noted this record-
ing bias in volcanological literature (Guttorp and Thompson, 1991; Siebert et al., 2010;
Deligne et al., 2010; Brown et al., 2014; Kiyosugi et al., 2015; Rougier et al., 2016). The
increase in the number of documented eruptions depends on information from observers
in the geographical region concerned, improved literacy, communication and broader
geological investigations (Simkin, 1993). This type of missingness can be referred to
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as missing not at random (MNAR) (Little and Rubin, 2002) and we must consider it
when modelling the data in order to avoid systematic bias in hazard estimates (Rougier
et al., 2016).
More geological and historical investigations are being carried out to fill in the gaps
in the available records. For example, regionally, based on the dedicated geological
investigations in Japan, Japanese volcanic eruption catalogue contributes about 40%
of the LaMEVE database (Crosweller et al., 2012; Brown et al., 2014; Kiyosugi et al.,
2015). Locally, many techniques have been proposed to reconstruct statistically most
likely combined historical and geological records of Mt. Taranaki in New Zealand
for more realistic hazard assessment (Turner et al., 2008, 2009; Green et al., 2014;
Damaschke et al., 2018).
However, it is difficult to reconstruct the history of a volcano when no geological
records are available. For example, small eruptions leave behind minimal traces in the
geological record and are easily removed by erosion. Also, many geological records
were destroyed when the ice age ended at the start of the Holocene (Deligne et al.,
2010). Reliably dating eruption events is also problematic. Szakács and Cañón-Tapia
(2010) argue that analytical errors are more significant than the time gaps in volcanic
eruptions due to the use of multiple dating techniques or poor dating resolution while
constructing the history of a volcano. Uncertainty increases in the data when eruptive
dates are averaged from multiple sources (Bebbington, 2010). Consequently, small as
well as large eruption events are lost from the records.
Missing observations in volcanic eruption records potentially bias the estimation
of hazard and magnitude-frequency relationship. Statistical analysis of eruption cata-
logues taking missingness of eruption events into consideration has increased the under-
standing of volcanic processes (Guttorp and Thompson, 1991; Coles and Sparks, 2006;
Furlan, 2010; Wang and Bebbington, 2012; Deligne et al., 2010; Kiyosugi et al., 2015;
Rougier et al., 2016; Papale, 2018). Coles and Sparks (2006) analysed under-recording
as a function of time and magnitude for a global database of volcanic eruptions with
magnitude M ě 4 in the last 2000 years (Hayakawa, 1997) using extreme value theory.
The same database was analysed by Furlan (2010) to model the under-recording pro-
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cess using a change-point model, and the author concluded that the number of missing
events decreases dramatically in the most recent 400 years.
Deligne et al. (2010) expanded the work of Coles and Sparks (2006) to a global
database of large volcanic eruptions compiled using GVP. They found the incomplete-
ness or under-recording level is high and fairly constant before 1 A.D. and then de-
creases dramatically during the last 2000 years. Kiyosugi et al. (2015) found double
exponential decay in the incompleteness level of time series of smaller events (VEI 4-
5), and exponential decay in the incompleteness level of larger events (VEIą 5) in the
Japanese database of explosive eruptions. In order to estimate the global recording
rate of large eruptions of stratovolcanoes obtained from the LaMEVE database ac-
cording to time, Rougier et al. (2016) adopted a non-parametric approach and found a
non-increasing behaviour in the global recording rates when going back into the distant
past.
The above-cited literature concludes that the volcanic eruption catalogues are in-
complete. The completeness level or recording rate of the catalogues depends on time.
These catalogues can be divided into two parts: a recent part documented by both
historical and geological records and an older part catalogued only through geological
records, and is likely to have more missing events (Szakács and Cañón-Tapia, 2010).
However, the missingness of smaller eruption events (with magnitude ă 6) is more
significant than the larger events in the older part of volcanic records. One possible
reason is that the geological records of smaller eruptions are poorly preserved or re-
moved because of erosion, resulting in a low frequency of smaller eruptions in the older
part of the records. Conversely, the more massive eruptions in ancient times may have
long-lasting preservations and can be reconstructed using geological techniques. There-
fore, the missingness of larger eruptions is less time-inhomogeneous. Consequently, the
overall incompleteness of volcanic eruption records has more time variation in the older
part than the recent part.
Another reason for the time-dependency of missing events in volcanic eruption
records is due to the rapid advances in technology and volcanological science during
the last few decades. Diversified methods developed to study volcanoes have made
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it possible to record even very small eruptions (Szakács and Cañón-Tapia, 2010; Pa-
pale, 2018). For example, recent parts of records are mostly complete due to satellite
observation, in particular, and remote observation in general.
When modelling the time-inhomogeneous incomplete volcanic eruption records,
such missingness could cause a variety of problems in statistical inference, e.g., bi-
ased hazard estimates. Therefore, different researchers proposed different statistical
approaches to model volcanic eruption records in the presence of missing events for
various purposes. The previous studies cited above provide important insight into the
under-recording of volcanic eruption records. The main objective was to estimate the
recurrence rate of large eruptions taking into consideration of missingness of events in
records. However, some of these have based their criteria on choosing an appropriate
threshold or change point for detecting the time-varying behaviour of under-recording
(e.g., Coles and Sparks, 2006; Furlan, 2010; Deligne et al., 2010).
As opposed to the above, the missingness of events is usually unknown and can be
considered as an unobserved or hidden process in the framework of an hidden Markov
model (HMM). This was the reason Wang and Bebbington (2012) proposed to use
HMMs for modelling volcanic eruption records with missing onsets. However, the
time-varying structure in incompleteness of point process records raises the question:
how HMMs can be adapted to model the nonstationary behaviour of the unobserved
process of missingness in the way that does not require to specify any threshold or
change point to detect the time-dependency. In the next subsection, we review the
significance of HMMs for missing data and see how HMMs can be extended to model
the time-dependent incomplete point process records.
1.1.3 Hidden Markov models for incomplete data
HMMs are one method for modelling incomplete data, in which the hidden process is
a homogeneous first-order Markov chain and the observed process has conditionally
independent observations given the hidden states. An HMM is a probabilistic tech-
nique for missing data originally introduced by Baum and Petrie (1966). Since then,
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HMMs have been extensively used in many fields of research: artificial intelligence (Ra-
biner, 1989; Huang et al., 1990), econometrics (Hamilton, 1990; Diebold et al., 1994),
bioinformatics (Durbin et al., 1998; Koski, 2001; Lottaz et al., 2003; Won et al., 2007;
Gollery, 2008), seismology (Beyreuther and Wassermann, 2008; Ibáñez et al., 2009;
Wu, 2010; Wang et al., 2012, 2017; Wang and Bebbington, 2013; Quanga et al., 2015)
and volcanology (Bebbington, 2007; Wang and Bebbington, 2012; Bhatti et al., 2016).
For an incompletely observed process, the observed process can be in different
states of incompleteness and completeness throughout time. HMMs have ability to
tract the possible location of missing events in an observed process. Wang and Beb-
bington (2012) introduced a type of homogeneous HMM using a renewal process as the
observed process for incomplete volcanic eruption records in order to estimate hazard
and the completeness level of records. In their model, the hidden states represent a cer-
tain number of missing events between each pair of consecutively observed events in a
renewal process. They applied the model to a sedimentary record of eruptions from Mt.
Taranaki, New Zealand. The estimated hazard was approximately 20% higher than the
estimated hazard without allowing for missing data, and the estimated completeness
level of the record was approximately 86%. The model treats the number of missing
events as a stationary Markov chain and implicitly assumes that the state durations
are geometrically distributed, which is often referred to as the memoryless property.
The justification for using such an HMM is that there is no systematic trend(s) in the
rate of observed eruptions from Mt. Taranaki through time.
However, in real-world applications, the assumption of homogeneous HMMs with
the restriction of geometric state durations is often inadequate, as the incompleteness of
point process records is not always time-homogeneous. For example, in many volcanic
eruption records, the processes that led to missed eruptions do not necessarily behave
in a stationary and memoryless manner. For example, a particular state with a certain
number of missing events may have persisted for a longer period in the past before the
advent of written records and satellite monitoring. Also, there is no evidence that the
state durations follow geometric distribution.
The inadequacy of HMMs for time-inhomogeneous incomplete point process
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records motivates us to develop HMM type models that can model the nonstation-
ary behaviour of incompleteness through a nonstationary hidden process. This leads
to extend HMMs to the cases where, (1) the state durations of hidden Markov chain can
explicitly follow a discrete distribution other than the implicit geometric distribution,
e.g. a semi-Markov chain (Limnios and Oprişan, 2001), (2) the duration distribution
of a state can vary with time, and (3) the transition probabilities between states of
completeness and incompleteness can be time-dependent.
Allowing explicitly distributed sojourn times or state durations in any state of
a first-order Markov chain produces a semi-Markov chain with the Markov property
satisfied only at jump points or state transition times (Barbu and Limnios, 2008). Us-
ing the semi-Markov chain as the hidden process in the HMM formulation is known
as the hidden semi-Markov model (HSMM) and was originally proposed by Fergu-
son (1980). Then, early studies proposed different versions of HSMMs using different
distributions for modelling state durations (Russell and Moore, 1985; Levinson, 1986;
Mitchell and Jamieson, 1993; Durbin et al., 1998). Over time, an extensive literature
has developed on HSMMs. The computational techniques based on Derin’s scheme
for HSMMs can be seen in Guédon and Cocozza-Thivent (1990), Guédon (2003) with
applications in plant structuring and Bulla (2006) with applications in finance. Some
essential developments of HSMMs were proposed by Barbu and Limnios (2008) with
DNA applications, Trevezas and Limnios (2009) (dependence on the backward pro-
cess), Sonia Malefaki and Limnios (2010) (stochastic EM for HSMM), Pertsinidou and
Nikolaos (2015) (Viterbi algorithm for HSMM). Some other applications of HSMMs can
be found in Sansom and Thomson (2001) and Sansom and Thompson (2003) for rain-
fall data analysis, Votis and Limnios (2015) for earthquake and Rossi et al. (2015) for
multiview video traffic. Yu and Kobayashi (2003) introduced an extension of HSMMs
based on residual sojourn times. Yu (2015) and Barbu and Limnios (2008) provide
comprehensive overviews of HSMMs and their estimation.
However, HSMMs do not allow explicit state durations to depend on time, and
hence may not be able to model the nonstationary behaviour of incompletely observed
point processes. Also, suppose we have a point process record with T observations,
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then the most commonly used HSMMs proposed by Ferguson (1980) are based on the
assumption that the initial hidden state starts at time 1 with the first observation and
the last hidden state ends at time T with the last observation. This assumption may not
be realistic for many point processes since it is not necessary that the last visited state
finishes with the end of the observation sequence. Therefore, it is necessary to develop
an HSMM type model in which the process switches among the finite states, the distri-
butions of explicit state durations depend on time integrating the time-inhomogeneous
incompleteness of point process records, and the last state does not necessarily finish
with the last observation of an observation sequence.
Based on the above considerations, we propose to model the time-inhomogeneous
and incomplete point process records through time-varying state durations of an un-
derlying semi-Markov chain in the right-censored HSMM of Guédon (2003). For this
purpose, we develop a general extension of the right-censored HSMMs in which ex-
plicit state durations depend on time and call such HSMMs inhomogeneous HSMMs
(IHSMMs) which inherit the Markovian property when the distinct transitions are
made. The proposed inhomogeneous hidden semi-Markov models (IHSMMs) make an
original contribution by introducing time-dependent sojourn times in the theory of
HSMMs. A special case of IHSMMs is also introduced for incompletely observed point
processes. In the proposed particular case, we assume that each state of the underlying
semi-Markov chain represents an arbitrary number of missing events between each pair
of consecutively observed events (Wang and Bebbington, 2012) with shifted Poisson
distributed state durations varying over time, and the observed process in each state
can be modelled as a gamma renewal process.
A gamma renewal process can model only a fixed number of missing events in each
state. However, if there is a large number of missing events (say, 20) between succes-
sively observed pairs, then it can increase the number of hidden states dramatically.
Consequently, this will increase the number of parameters to be estimated. The num-
ber of missing observations between each pair of consecutively observed events can be
a random variable. Furthermore, the variable number of missing events may decrease
over time as the recent part of point process records are less time-inhomogeneous.
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In order to model a variable number of missing events and a time-dependent vari-
able number of missing events between each pair of consecutively observed events in
incompletely observed point processes, we propose shifted compound Poisson-gamma
(SCPG) and time-dependent SCPG (TSCPG) renewal processes, and incorporate these
into IHSMMs.
Lastly, some processes may indeed possess the memoryless property, but the tran-
sition probability from a state with missing events to a state with no missing event
may not remain constant over time. For example, the transition probability from
a state of incompleteness to the state of completeness may increase with time for a
time-inhomogeneous incomplete volcanic eruption record. In this situation, in order
to allow for the time-varying transition probabilities and the memoryless property, in-
homogeneous HMMs (IHMMs) without explicitly specifying the state durations can
be used. With this in mind, we introduce a special case of IHMMs with time-varying
transition probabilities defined by multinomial logistic functions (Diebold et al., 1994;
Filardo, 1994; Hughes and Guttorp, 1994, 1999) and propose to incorporate HMMs,
IHMMs, HSMMs and IHSMMs with SCPG and TSCPG renewal processes. The ulti-
mate goals of the proposed models are to obtain better hazard estimates and estimate
the time-dependent completeness level or recording rate of records.
1.2 Overview
This thesis addresses the extensions of HMMs for modelling time-inhomogeneous in-
complete records of point processes in a variety of ways with the aim to obtain reliable
estimates of hazard and time-dependent probability of completeness of the records. A
brief overview of each chapter is as follows.
Chapter 2 provides an overview of discrete-time HMMs and HSMMs. This chap-
ter reviews these models in detail, including their definitions, assumptions, likelihood
functions, forward-backward algorithms and parameter estimation methods.
Chapter 3 proposes IHSMMs as the extension of HSMMs. This model assumes that
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the explicit state duration distributions in HSMMs are functions of time. The model
definition, assumptions, simulation procedure, likelihood function and the forward-
backward algorithm are discussed in detail. An extension of the Viterbi path (Viterbi,
1967; Fornay, 1973) for the proposed IHSMMs is presented. As a special case, an
IHSMM with gamma renewal process is introduced in which the state durations in each
state explicitly follow a shifted Poisson distribution with a time-dependent parameter.
In the end, this chapter brings a description of methods used to evaluate the goodness-
of-fit problem.
Chapter 4 presents simulation studies for HSMMs and the proposed IHSMMs
with renewal process as the observed process defined in Chapter 3 with the objective
of checking the consistency of parameter estimators. A case study for the application
of the proposed model to a global volcanic eruption record (Hayakawa, 1997) is also
presented in this chapter. We will see how the best-fitted model reasonably captures
the time-dependent incompleteness of the record and improves the hazard estimate.
Chapter 5 extends a gamma renewal process to two cases when the number of
missing events between each pair of consecutively observed events in a point process
record (1) is a Poisson random variable, and (2) is a time-dependent Poisson random
variable. These renewal processes are termed as SCPG and TSCPG renewal processes,
respectively. The methods to evaluate the probability density functions (PDFs) of
SCPG and TSCPG distributions are discussed. This chapter also proposes a special
case of IHMMs with time-varying transition probabilities defined by the multinomial
logistic function and with the observed process being either an SCPG or a TSCPG
renewal process. We also incorporate the SCPG and TSCPG renewal processes as
observed processes in HMMs, HSMMs and IHSMMs to model time-dependent random
numbers of missing events in point process records.
Chapter 6 tests the consistency of the parameter estimators for the models pro-
posed in Chapter 5 via simulation studies of eight models which are different combi-
nations of HMMs, IHMMs, HSMMs and IHSMMs with SCPG and TSCPG renewal
processes as the observed processes. The models are then applied to a global vol-
canic eruption record in the Holocene period obtained from the LaMEVE database
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(Crosweller et al., 2012). The best fitted model is chosen based on the Akaike In-
formation Criterion (AIC Akaike, 1974) and the residual analysis, which is then used
to estimate the hazard and probability of completeness over time. The results are
compared with those obtained in previous studies to investigate how the estimated
probability of completeness from our model behaves over time.
Chapter 7 gives the conclusions of this thesis and provides some suggestions for
future research, which include extensions of the proposed models incorporating the
observed variables causing the missing events in point process records, extensions of
HMMs with hidden hybrid Markov/inhomogeneous Markov chains and extensions of
HSMMs with hidden hybrid semi-Markov/inhomogeneous semi-Markov chains.
The following two tables present an overview of the models considered in this
thesis. The main difference among different types of HMMs lies in definitions of hidden
process, which is outlined in Table 1.1. Each of the models in Table 1.1 are considered
with m hidden states with State 1 as the state of completeness and States 2, . . . , m as
the states of incompleteness. The states of incompleteness are defined in three ways as
outlined in Table 1.2 with the corresponding state-dependent observed processes and
state duration distributions in case of HSMMs and IHSMMs. Note that the sojourn
times in HMMs and IHMMs are implicitly geometrically distributed.
Table 1.1: Different HMM type models
Model type Hidden process
HMM First-order Markov chain with implicitly geometrically
distributed state durations.
IHMM First-order Markov chain with time-varying transition
probabilities and implicitly geometrically distributed
state durations.
HSMM Semi-Markov chain characterized by an embedded first-
order Markov chain and arbitrary probability distribu-
tions for state durations.
IHSMM Inhomogeneous semi-Markov chain composed of an em-
bedded first-order Markov chain and explicitly dis-
tributed time-varying state durations.
Table 1.2: State definitions, state-dependent observed processes and state duration distributions




State 1 The state of completeness
that represents no missing
events event between each
pair of consecutively ob-
served events.
The observed interevent
times in State 1 are as-
sumed to follow a gamma
distribution.
The state durations in State
1 are supposed to follow
shifted Poisson distribution.
The state durations in State
1 follow shifted Poisson dis-



























s State j “ 2, . . . , m The states of incomplete-
ness which represent an ar-
bitrary number of missing
events between each pair
of consecutively observed
events.
The observed process in
State j “ 2, . . . , m is
supposed to follow a sum
of gamma distributions de-
pending on the number of
missing events in the respec-
tive state of incompleteness.
The state durations in State
j “ 2, . . . , m follow shifted
Poisson distributions.
The state durations in State
j “ 2, . . . , m follow shifted
Poisson distribution with
the expected state dura-
tions decreasing over time.
State j “ 2, . . . , m The states of incomplete-
ness which represent shifted
Poisson distributed number
of missing events between
each pair of consecutively
observed events.
The observed process in
State j “ 2, . . . , m is as-
sumed to follow SCPG re-
newal process.
The state durations in State
j “ 2, . . . , m follow shifted
Poisson distributions.
The state durations in State
j “ 2, . . . , m follow shifted
Poisson distribution with
the expected state dura-
tions decreasing over time.
State j “ 2, . . . , m The states of incomplete-
ness which represent time-
dependent shifted Poisson
distributed number of miss-
ing events between each pair
of consecutively observed
events.
The observed process in
State j “ 2, . . . , m is as-
sumed to follow TSCPG re-
newal process.
The state durations in State
j “ 2, . . . , m follow shifted
Poisson distributions.
The state durations in State
j “ 2, . . . , m follow shifted
Poisson distribution with
the expected state dura-




Hidden Markov Models and Hidden
Semi-Markov Models
In this chapter, we present a comprehensive review of hidden Markov models (HMMs)
and their extented counterparts, called hidden semi-Markov models (HSMMs), cov-
ering their definitions, parameter estimation and associated algorithms. This is an
introductory chapter useful to understand our proposed models in the following chap-
ters.
2.1 Hidden Markov models
An HMM is an extension of a finite-state Markov chain. It assumes that the Markov
chain is hidden, i.e., it is unobservable, and there is another observable process associ-
ated to the Markov chain such that the Markov chain supervises the distribution of the
observable process. The resulting observed process is called the probabilistic function
of a finite-state Markov chain and was first introduced by Baum and Petrie (1966).
Since then, HMMs have been applied widely, especially to problems in all kinds of
pattern recognition (Rabiner, 1989; Huang et al., 1990; Lee, 1990; Juang and Rabiner,
2006). There is an extensive literature on the applications of HMMs and their exten-
sions in econometrics, bioinformatics and environmental sciences. Recent years have
15
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seen an important application of HMMs in seismology (Beyreuther and Wassermann,
2008; Ibáñez et al., 2009; Wu, 2010; Wang et al., 2012, 2017; Wang and Bebbington,
2013; Quanga et al., 2015) and volcanology (Bebbington, 2007; Wang and Bebbington,
2012; Bhatti et al., 2016). Some of the important references demonstrating HMMs,
their extensions and inferences are written by Rabiner (1989), Elliot et al. (1995),
Koski (2001), Ephraim and Merhav (2002), Cappé et al. (2005), Gollery (2008) and
Zucchini and MacDonald (2009).
2.1.1 Definition of an m´state HMM
An HMM is a stochastic process with the following two components:
1. an unobservable process, it is a hidden process with a set of finite distinct states
which satisfies the Markov property, and
2. an observable process, when the unobservable process is in any hidden state, an
event (or a set of events) can be observed that depends only on that state.
Formally speaking, let tStu “ tSt, t “ 1, 2, . . . u be an unobserved discrete-time
Markov chain with finite-state space S “ t1, . . . , mu and tXtu “ tXt, t “ 1, 2, . . . u
denote an observed process. The pair of stochastic processes tSt, Xtutě1 is defined as
an m´state HMM satisfying the following two conditional independence assumptions:
PrpSt|St´1, . . . , S1q “ PrpSt|St´1q, t “ 2, 3, ...
PrpXt|Xt´1, . . . , X1, St, St´1, . . . , S1q “ PrpXt|Stq, t ě 1.
The first assumption states that St is a first-order Markov chain satisfying the Markov
property. The second assumption is a state-dependent assumption of the observed
process which states that Xt’s are conditionally independent given the current state
St. Therefore, an HMM is a special kind of dependent mixture model (Zucchini and
MacDonald, 2009). The word ‘hidden’ comes from the fact that the underlying Markov
chain can be inferred only through the observed process. The dependence structure of
an HMM is illustrated in Figure 2.1.
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Observed process X1 X2 X3 Xt´1 Xt. . . . . .
Figure 2.1: Structure of a discrete-time HMM
An m´state HMM is characterized by the following parameters.
1. An initial state probability distribution π “ tπju, where πj “ PrpS1 “ jq such
that
řm
j“1 πj “ 1.
2. A state transition probability matrix A “ taiju, where aij “ PrpSt`1 “ j|St “
iq ě 0 such that
řm
j“1 aij “ 1 for all i “ 1, . . . , m and t ě 1.
3. The state-dependent probability mass/density function fjpxtq “ fpxt |St “ j; θjq
with a parameter or a set of parameters θj for j “ 1, . . . , m, which provides the
probability of a value xt being observed in state j at time t.
The initial distribution defines the probability that the Markov chain starts initially in
any one of the m states at time t “ 1 and the transition probability matrix defines the
probability of moving from one state at time t to another state at time t ` 1. When
the transition probabilities are independent of transition times, that is,
PrpSt`1 “ j|St “ iq “ Pr pSt`n`1 “ j|St`n “ iq “ aij, forn ě 1,
the underlying Markov chain is a homogeneous Markov chain. If the Markov chain is
homogeneous, then there exists a unique and strictly positive stationary distribution
π such that πA “ π. This stationary distribution π is usually considered as the initial
distribution. In most applications, the underlying Markov chain tStu is assumed to be
irreducible (Zucchini and MacDonald, 2009). A Markov chain is said to be irreducible
if all states communicate with each other, that is, it is possible to get to any state
from any other state. In this thesis, we assume the first-order Markov chain to be an
irreducible in the framework of HMM.
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Denote a sequence of T observations by X1:T “ pX1, . . . , XT q and the correspond-
ing sequence of hidden states by S1:T “ pS1, . . . , ST q. The probability of the observed
sequence X1:T being produced by the hidden state sequence S1:T with all possible state
sequences is called the likelihood function of an HMM, and is written as
LpΘq “ PrpX1:T |Θq “
ÿ
all S


















where Θ “ tπj, aij, θj; i, j ε Su is the set of model parameters, and st is a realization
of St and xt is a realization of Xt. The term ast´1 st in the above expression denotes the
transition probability from a state at time t ´ 1 to a state at time t, where st´1, st “
1, 2, . . . , m. The summation in (2.1) is taken overmT permutations of all possible state
sequences. A direct evaluation of the likelihood function involves a computational cost
of OpTmT q.
2.1.2 An algorithm for efficient likelihood evaluation
The likelihood function can be efficiently evaluated using the forward-backward algo-
rithm introduced by Baum et al. (1970), which is the main algorithm for the evaluation
and estimation of HMMs. The forward-backward algorithm is based on the decompo-
sition of the following probability:
Ptpjq “Pr pX1, . . . , XT , St “ j |Θq
“ Pr pX1, . . . , Xt, St “ j |ΘqPr pXt`1, . . . , XT |St “ j, Θq . (2.2)
The forward probability is defined by the first term on the right hand side of the above
expression and is the joint probability of the partial observation sequence X1, . . . , Xt
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and state j at time t and is written as
αtpjq “ PrpX1, . . . , Xt, St “ j |Θq.
It can be calculated recursively by a forward pass as follows:
1. Initialization: α1pjq “ πjfjpx1q, j “ 1, . . . , m.
2. Induction: αtpjq “
řm
i“1 αt´1piq aij fjpxtq, t “ 2, . . . , T and j “ 1, . . . , m.
The backward probability is defined as the conditional probability of the partial obser-
vation sequence Xt`1, . . . , XT given the state j at time t which is given by the second
term on the right in (2.2) and is written as
βtpjq “ PrpXt`1, . . . , XT |St “ j, Θq.
It can be computed recursively by a backward pass as follows:
1. Initialization: βT pjq “ 1, j “ 1, . . . , m.
2. Induction: βtpjq “
řm
i“1 βt`1piq aji fipxt`1q, t “ T ´ 1, . . . , 1 and j “
1, . . . , m.
Thus, the likelihood function can be evaluated as















2.1.3 Numerical issues in the evaluation of the forward-
backward algorithm in HMMs
While calculating the forward or backward probabilities, we usually face the problem
of numerical underflow or overflow because of the multiplication of probabilities or
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densities when T becomes sufficiently large. Therefore, scaling becomes necessary and
the scaling factor can be computed using the forward algorithm. For scaling purposes,
we introduce two symbols ‘q’ and ‘p’. Let ct be the scaling factor at time t, then the
symbol ‘q’ on a recursive variable, say qαt, means that αt is multiplied by t´ 1 scaling
factors, that is, qαt “
śt´1
l“1 clαt. The recursive variable with symbol ‘p ’ on indicates
that αt is multiplied by t scaling factors, that is, pαt “
śt
l“1 clαt.
Let c1 denote the scaling factor at time t “ 1 and qα1pjq “ α1pjq. Then the scaling







and the scaled forward variable at time t “ 1, denoted by pα1pjq, is
pα1pjq “ c1qα1pjq, j “ 1, . . . ,m.
For each t “ 2, . . . , T , we proceed as follows.













3. Thus, the scaled forward variable is
pαtpjq “ ctqαtpjq
The scaling procedure satisfies the relation
řm
j“1 pαtpjq “ 1 at each t. Also, the likeli-
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The same scaling factor can be used to scale the backward variable such that
pβtpjq “
śT
l“t`1 clβtpjq “ ct`1
śT
l“t clβtpjq “ ct`1
qβtpjq for t “ T, . . . , 1 and j “
1, . . . , m, where cT`1 “ 1.
2.1.4 Parameter estimation of HMMs
The estimation of parameters or fitting of HMMs is known as the learning problem
of HMMs in the literature. For this purpose, the maximum likelihood estimation is
usually used. The maximization of likelihood for HMMs can be performed in various
ways discussed below.
The estimation of HMMs is an incomplete data problem as the underlying Markov
chain is an unobserved process. Therefore, the primary method is to fit an HMM by the
22 Chapter 2. Hidden Markov Models and Hidden Semi-Markov Models
expectation maximization (EM) algorithm (Dempster et al., 1977) whose earlier version
was intuitively introduced by Baum et al. (1970) for HMMs by considering hidden
states as missing data. The EM algorithm is an iterative computation of the maximum
likelihood estimates in the presence of incomplete data. The basic idea behind the
EM algorithm is to associate with the given incomplete data likelihood, a complete
data likelihood for which the maximum likelihood estimation is computationally more
tractable. A detailed description of the EM algorithm can be found in McLachlan and
Krishnan (2008).
The implementation of the EM algorithm involves two steps. The E-step computes
the conditional expectation of complete data log likelihood with respect to missing data
for the current estimates of the parameters, and the M-step maximizes the conditional
expectation in the E-step. These steps are performed alternately until convergence is
achieved. In the context of HMMs, the hidden states S1:T and the observations X1:T
form the complete data, and the complete data likelihood function is written as





Given the parameter estimate Θpkq at iteration k, the E-step computes the conditional
expectation such that
QpΘ, Θpkqq “ E
“
LcpΘ; S1:T , X1:T q |X1:T , Θpkq
‰
,
and the M-step maximizes the function QpΘ, Θpkqq such that
Θpk`1q “ arg max
Θ
QpΘ, Θpkqq.
The detailed formulation of the EM algorithm for HMMs can be found in Rabiner
(1989) and Zucchini and MacDonald (2009).
The E-step of the EM algorithm generally involves integrals and is computationally
complex. The M-step involves derivatives and its computational complexity depends on
the state-dependent probability distribution. The solution is unique if closed-form so-
2.1. Hidden Markov models 23
lutions are available, for example, in the case of the Poisson or normal state-dependent
distribution. If analytical maximization cannot be achieved, for example, in the case of
the gamma state-dependent distribution, then numerical maximization by a Newton-
type algorithm or some variant has to be carried out. An important feature of the EM
algorithm is that each iteration guarantees the increase in likelihood until the conver-
gence to a stationary point (Dempster et al., 1977; McLachlan and Krishnan, 2008).
However, this stationary point is a local, rather than the global, maximum and is,
therefore, sensitive to the initial values of parameters. Also, the convergence rate of
the EM algorithm is very slow for complex models (Dempster et al., 1977; Wu, 1983;
Campillo and Gland, 1989; Jordan and Xu, 1996; McLachlan and Krishnan, 2008).
Direct numerical optimization (DNO) algorithms can be used as alternatives to the
EM algorithm for the maximum likelihood estimation of parameters in HMMs (Zucchini
and MacDonald, 2009; Bulla and Berzel, 2008). DNO methods directly optimize the
log-likelihood function, while the EM algorithm works indirectly through the complete-
data log-likelihood function (Wael Khreich and Sabourin, 2012). In recent years, these
algorithms have found great popularity because of their speed of convergence relative
to the EM algorithm (Campillo and Gland, 1989) and their availability in the form
of packages in the free statistical software, e.g., R (R Core Team, 2017). However,
DNO algorithms do not have the property of always increasing the likelihood and may
depend on the choice of starting values of parameters (Dempster et al., 1977).
The most commonly used functions for the DNO in R are nlm() and optim().
The nlm() function is based on Newton-type algorithm (Dennis and Schnabel, 1983;
Schnabel et al., 1985). The optim() function offers different optimization methods
with a derivative-free Nelder-Mead algorithm (Nelder and Mead, 1965) in the default
setting. An R package ‘optimx’ provides a wrapper function ‘optimr()’ for general
purpose optimization which provides unified and streamlined optimization capabilities
in R for complex models with many parameters (Nash and Varadhan, 2011). Nash
(2014) provided some guidelines about how to choose the best optimization method
for a given model. Different optimization methods work differently for different models.
If an optimizer fails for fitting one model, it can be easily replaced by another (Zucchini
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and MacDonald, 2009).
Bulla and Berzel (2008) investigated the computational issues in the parameter
estimation of HMMs using the EM algorithm and unconstrained DNO by Newton-
type algorithms under different parameterizations. The authors found the simplest
parametrization of parameters for HMMs, discussed in Zucchini and MacDonald (2009),
to give the best results for the unconstrained DNO methods. They also concluded that
the choice between the EM algorithm and DNO methods is a matter of trade-off be-
tween stability and performance. To take the advantage of relative merits of both
methods, they proposed a hybrid algorithm for HMMs which is a combination of the
two methods above such that the estimation method commences with the EM algo-
rithm and switches to a Newton-type algorithm when a certain stopping criterion is
met. They found the hybrid algorithm to be an excellent alternative regarding stabil-
ity, computational time and wide circle of convergence. Wael Khreich and Sabourin
(2012) also reviewed a number of estimation techniques for HMM parameters with the
conclusion that the suitable method of estimation for HMMs designed, particularly
for complex real-world applications, depends on different factors like the size of data,
convergence properties and time and computational complexities .
Some R packages for HMMs are now available, for example, depmixS4 (Visser and
Speekenbrink, 2010), HMM (Himmelmann, 2015), and HiddenMarkov (Harte, 2017).
These packages can be used for fitting HMMs without any labour of coding of algo-
rithms used in HMMs.
2.2 Hidden semi-Markov models
In HMMs, the Markov property of the underlying Markov chain imposes a restric-
tion on state durations in a state, which are geometrically distributed. In real-world
applications, such a memoryless state duration distribution assumption is often not
adequate. Instead, it is preferable to model state durations explicitly in some analytic
form to build in model-independent knowledge about the system being modelled, which
transforms a Markov chain into a semi-Markov chain. An HSMM is an extension of an
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HMM when the unobservable process is a semi-Markov chain. A semi-Markov chain is
composed of two components: a first-order embedded Markov chain which models the
transitions between distinct states visited and the arbitrary state duration distribu-
tions for each of the visited states. In an HSMM, each state stays a variable duration
which determines the number of observations while in that state (Ferguson, 1980). A
semi-Markov chain satisfies a restricted memoryless property: it is memoryless for tran-
sitions between distinct states but not memoryless while staying in a particular state
(Barbu and Limnios, 2008). This is the rationale behind the name ‘semi-Markov’.
The time spent in a state of a semi-Markov chain is called by different names in the
literature, e.g., state duration, state occupancy, sojourn time or runlength.
The concept of explicit modelling of state durations in the HMM formulation
was originally proposed by Ferguson (1980) in the context of speech recognition and
briefly reviewed by Rabiner (1989). Further investigations for HSMMs with different
discrete distributions for the state durations and exponential family distributions for
the observations were made by many authors, e.g., Russell and Moore (1985), Levinson
(1986), Mitchell and Jamieson (1993), Mitchell et al. (1995) and Murphy (2002). Many
other variants of HSMMs, related statistical inferential work and their applications can
be found in the literature, for example, Sansom and Thomson (2000, 2001); Sansom
and Thompson (2003), Guédon and Cocozza-Thivent (1990); Guédon (2003, 2005), Yu
and Kobayashi (2003), Bulla (2006), Barbu and Limnios (2008), Yu (2010), Votis and
Limnios (2015) and Rossi et al. (2015).
2.2.1 Definition of an m´state HSMM
When a Markov chain does not have geometrically distributed durations for each state,
the Markov chain is called a semi-Markov chain. In a semi-Markov chain, the condi-
tional independence assumption between the past and the future is only satisfied when
the process has transition between distinct states. That is, the process is Markovian
only at the specified jump points/transition times. An HSMM is an HMM where the
underlying first-order Markov chain is replaced by a first-order semi-Markov chain.
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In an HSMM, the observed process tXtu satisfies the conditional independence prop-
erty at each time point as in the case of an HMM. An m´state HSMM tSt, Xtutě1 is
characterized by the following parameters:
1. The initial probability distribution tπju, where πj “ PrpS1 “ jq such that
řm
j“1 πj “ 1.
2. The state transition probability matrix taiju, where aij “ PrpSt`1 “ j|St “ iq ě
0 when i ‰ j, aii “ 0, and
řm
j“1 aij “ 1 for all i “ 1, . . . , m.
3. The state duration probability distribution pjpdq with a parameter or a set of
parameters µj, where
pjpdq “ PrpSpt`1q:pt`dq “ j, St`d`1 ‰ j |St`1 “ j, St ‰ jq
is the probability that state j has d duration with
ř
dě1 pjpdq “ 1 for all j “
1, . . . , m and d εD “ t1, . . . , Dju with Dj being the maximum duration staying
in state j.
4. The state-dependent probability distribution fjpxtq “ fpxt |St “ j; θjq with a
parameter or a set of parameters θj for j “ 1, . . . , m.
In a semi-Markov chain, after the chain enters state j, it must stay in state j for at
least a duration of 1, i.e., d ě 1.
In the standard HSMMs proposed by Ferguson (1980), it is assumed that the first
state of the semi-Markov chain starts at time 1 and the last state ends at time T of
the sampling period r1, T s, which is a most commonly used assumption for HSMMs
in the literature. However, it is not a desirable assumption in every application. Also,
this implicit assumption does not consider absorbing states, and hence the standard
HSMMs may not be considered as the true generalization of HMMs. Therefore, Guédon
(2003) proposed an extended version of the standard HSMMs by assuming that the
last visited state does not necessarily exit at the end of the observation sequence in
an HSMM. Consequently, the time spent in the last visited state is modelled by the
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Bulla (2006) further studied HSMMs with the assumption of right censoring of time
spent in the last visited state for economic applications, where the different economic
situations are defined by different states whose durations do not necessarily end with
the last observation. The estimation procedure is complicated by this assumption
(Bulla, 2006). HSMMs considered in this thesis are also right-censored as in real-world
applications we often do not know whether the hidden semi-Markov chain actually
exited the last state at the last sampling point T . The embedded first-order Markov
chain in a semi-Markov chain considered in this thesis is assumed to be irreducible,
and hence the semi-Markov chain is also irreducible.
2.2.2 Simulation algorithm and likelihood function
Consider the observed sequence X1:T “ tX1, . . . , XT u and the corresponding hidden
state sequence S1:T “ tS1, . . . , ST u. Suppose there are n visits to different states,
resulting in n ´ 1 state transitions. Here, n represents a counting process for the
number of jumps or transitions over the sampling interval r1, T s. Let j1, . . . , jn be the
visited state sequence with the respective sojourn times denoted by d1, . . . , dn and the
transition times be defined at τr`1 “
řr
l“1 dl`1 for r “ 1, . . . , n´1. Then, the entire
state sequence S1:T reduces to the visited state sequence j1:n such that
j1 “ S1:d1 , j2 “ Spd1`1q:pd1`d2q . . . jn “ Spd1`d2`¨¨¨`dn´1`1q:T ,
where jr ‰ jr`1 and jr P S. Thus, the sample path of a semi-Markov chain can be
written as S1:T “ tpj1, d1q, pj2, d2q, . . . , pjn, dnqu. Based on the above assumptions, a
sequence of observations from an HSMM can be generated as follows:
1. The process enters into an initial state j1 with probability πj1 “ PrpS1 “ j1q at
time t “ 1 and spends d1 duration according to the state duration probability
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distribution pj1pd1q. That is,
PrpS1:d1 “ j1q “ πj1pj1pd1q.
Meanwhile, it generates the observations x1, . . . , xd1 according to the joint
state-dependent probability distribution such that fpx1, . . . , xd1 |s1:d1 “ j1q “
śd1
l“1 fpxl|sl “ j1q “
śd1
l“1 fj1pxlq.
2. A transition is made from pjr, drq Ñ pjr`1, dr`1q for r “ 1, . . . , n ´ 1 at time
τr`1 “
řr
l“1 dl`1 according to the transition probability PrpSτr`1 “ jr`1 |Sτr “
jrq with jr ‰ jr`1. In the state segment jr`1, the semi-Markov chain stays for




Spτr`1q : pτr`1q “ jr`1, Sτr`1 ‰ jr |Sτr “ jr
˘
“ ajr jr`1pjr`1pdr`1q,
where dr`1 “ τr`1 ´ τr. Meanwhile, the observations xτr`1, . . . , xτr`1 are
generated according to the joint state-dependent probability distribution such
that fpxpτr`1q : pτr`1q|Spτr`1q : pτr`1q “ jr`1q “
śτr`1
l“τr`1




3. Step 2 continues until the underlying semi-Markov chain transits to the last state
segment jn at time τpn´1q ` 1 “
řn´1
l“1 dl ` 1 and the sequence of observations
xτpn´1q`1, . . . , xT is generated.
















(d1 ` d2 ` 1)
τ3




Figure 2.2: Structure of a discrete-time HSMM.
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where the summation is all over possible visited state sequences j1, . . . , jn and their
corresponding state durations d1, . . . , dn. In the above likelihood function, the right-
censored state duration in the last visited state jn are represented by the survival
function of the duration probability distribution of that state defined by P̄jnpdnq “
ř
kědn
pjnpkq. Consequently, the time spent by the process in the first n ´ 1 state
segments of the underlying semi-Markov chain is less than the length of the observation
sequence, while the total time spent in the n state segments may exceed the length of the
observation sequence, that is,
řn´1
r“1 dr ă T ď
řn
r“1 dr. If we replace P̄jnpdnq by pjnpdnq
in the last term of (2.4), then we have the likelihood function of a standard HSMM
with the assumption of exit from the last visited state at the end of an observation
sequence.
2.2.3 The forward-backward algorithm and likelihood evalua-
tion
In HSMMs, the conditional independence assumption between past and future of the
process is satisfied at the times of a state change of the hidden semi-Markov chain. On
the basis of this key assumption, the forward-backward algorithm in HSMMs is based
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on the following decomposition:
Ptpjq “ Pr pX1, . . . , XT , St “ j, St`1 ‰ j |Θq
“ Pr pX1, . . . , Xt, St “ j, St`1 ‰ j |ΘqPr pXt`1, . . . , XT |St “ j, St`1 ‰ j, Θq
“ αtpjqβtpjq,
where
αtpjq “ Pr pX1, . . . , Xt, St “ j, St`1 ‰ j |Θq
is the forward probability which is defined as the joint probability of the occurrence of
the first t observations with the tth observation being the last of a sequence from state
j given the model parameter Θ, and
βtpjq “ Pr pXt`1, . . . , XT |St “ j, St`1 ‰ j, Θq
is the backward probability which is defined as the conditional probability of the partial
observation sequence Xt`1, . . . , XT given that state j ended at time t and given the
model parameter Θ. For further formulation of the forward-backward algorithm, we
use the notational definitions from Ferguson (1980) and Sansom and Thomson (2000)
and define the forward-backward recursion formulae for the right-censored HSMMs
proposed by Guédon (2003).
By induction, the forward recursion is given by


















for t “ 1, . . . , T ´ 1 and j “ 1, . . . , m, with the second term on the right hand side
being zero when t “ 1. When t “ T , the time spent in the last state j is represented
by the survival function P̄jpdq “
ř
kěd pjpkq. Therefore, the forward recursion at t “ T
2.2. Hidden semi-Markov models 31
is


















for j “ 1, . . . , m. To reduce the computational work, the product of state-dependent
probabilities for state j can be computed by using the recursive formula proposed by












Dividing utpj, dq by ut´1pj, d´ 1q, we have
utpj, dq “ ut´1pj, d´ 1qfjpxtq, for t ą 1 and d ą 1, (2.7)
with utpj, 1q “ fjpxtq for t “ 1, . . . , T . Therefore, the expressions in (2.5) and (2.6)
can be simplified as








αt´dpiqaij pjpdqutpj, dq, (2.8)
for t “ 1, . . . , T ´ 1 and j “ 1, . . . , m, and








αT´dpiqaij P̄jpdquT pj, dq, (2.9)
for t “ T and j “ 1, . . . , m.
Now we define a variable α˚t`1pjq which is useful for computing the forward recur-
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sion, and is given by



















It expresses the joint probability of the partial observation sequence X1:t and state
j commencing at time t ` 1 given the model parameters Θ. Using (2.10) with the





α˚t´d`1pjq pjpdqutpj, dq, (2.11)





α˚T´d`1pjq P̄jpdquT pj, dq, (2.12)
for t “ T and j “ 1, . . . , m. Note that the variables α˚t`1pjq and utpj, dq do not
require extra computations and can be easily implemented in a parallel manner during
the forward recursion. Also, from the assumption of right censoring for the last state
αT pjq “ PrpX1:T , ST “ j |Θq,






Now, we describe the backward recursion βtpjq obtained inductively based on defini-
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tions given by Ferguson (1980) and Sansom and Thomson (2000) with the assumption
that the last state does not necessarily finish at the end of the observation sequence
(Guédon, 2003). It follows that















































aji P̄ipT ´ tquT pi, T ´ tq, (2.14)
which holds for t “ T ´ 1, . . . , 1, with the first term on the right hand side being
zero when t “ T ´ 1, and βT pjq “ PrpXT`1 |ST “ j; Θq “ 1. The second term in
(2.14) contributes to the right censoring of sojourn time in the last state. To make
computational steps easier, we introduce another variable β˚t`1pjq defined by
β˚t`1pjq “ PrpXpt`1q:T |St`1 “ j, St ‰ jq
which states the conditional probability of a partial observation sequence Xpt`1q:T given


















βt`dpjq pjpdqut`dpj, dq ` P̄jpT ´ tquT pj, T ´ tq. (2.15)
The comparison of βtpjq and β˚t`1pjq produces the following relationships for t “ T ´
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βt`dpjq pjpdqut`dpj, dq ` P̄jpT ´ tquT pj, T ´ tq. (2.17)
2.2.4 The conditional distribution of St given the observations
The conditional probability of the chain being in state j at time t given the observation
sequence X1:T is also referred to as the smoothed probability. It is usually denoted by
γtpjq, and is defined as
γtpjq “ PrpSt “ j |X1:T ; Θq.
It can be easily computed using the forward-backward algorithm. Following Guédon
(2003), the above quantity can be rewritten as follows.
γtpjq “ PrpSt “ j |X1:T ; Θq
“ PrpSt`1 “ j |X1:T ; Θq ` PrpSt`1 ‰ j, St “ j |X1:T ; Θq
´ PrpSt`1 “ j, St ‰ j |X1:T ; Θq
“ γt`1pjq ` PrpSt`1 ‰ j, St “ j |X1:T ; Θq
´ PrpSt`1 “ j, St ‰ j |X1:T ; Θq. (2.18)
The second term on the right hand side of the above expression PrpSt`1 ‰ j, St “
j |X1:T ; Θq is the probability that state j finishes at time t given the observation
sequence X1:T and can be computed using the variables αtpjq and βtpjq in (2.11) and
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(2.14), respectively, as
PrpSt`1 ‰ j, St “ j |X1:T ; Θq “






PrpSt`1 ‰ j, St “ j, X1:t | ,Θq






where LpΘq is defined by (2.13).
The third term on the right hand side of (2.18) PrpSt`1 “ j, St ‰ j |X1:T ; Θq
exhibits the probability that state j starts at time t` 1 given the observation sequence
X1:T and can be evaluated by the variables α˚t`1pjq and β˚t`1pjq in (2.10) and (2.15),
respectively, using
PrpSt`1 “ j, St ‰ j |X1:T ; Θq “






PrpSt`1 “ j, St ‰ j, X1:t |Θq








Thus, using the above expressions in (2.18), the recursive formula for γtpjq for t “
T ´ 1, . . . , 1 becomes









It can be evaluated recursively along with the backward variable through backward
pass with the initial condition at t “ T given by
γT pjq “









j“1 γtpjq “ 1 for each t.
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We will use the forward algorithm for the evaluation and optimization of the log-
likelihood function. The backward algorithm and the smoothed probability of being
in state j at time t will be used in the residual analysis for testing whether a selected
model best describes the true unknown model generating the data.
2.2.5 Numerical issues in the computations of the forward-
backward probabilities in HSMMs
The computed values in the forward recursion in (2.11) and (2.12) decrease exponen-
tially to zero with increasing t and may exceed the precision/dynamic range of the
computer. Therefore, to control numerical underflow because of the multiplication of
probabilities, we scale αtpjq by a scaling factor ct. The conventional scaling approach
for HSMMs was proposed by Levinson (1986) which computes the scaling factor using
the forward variable as in HMMs. However, this type of scaling does not correctly
define the scaling factor ct in terms of the probability of each observation Xt at time
t conditional on X1: pt´1q due to the boundary condition of each state j ending at time
t in the forward variable as defined in (2.5). More explicitly, if we follow the rule of
defining the scaling factor ct using the forward recursion in an HMM and write ct in
(2.3) for an HSMM, then we have
c´1t “
PrpX1:t, St`1 ‰ j |Θq
PrpX1:pt´1q, St ‰ j |Θq
‰ Pr
`
Xt |X1: pt´1q, Θ
˘
,
which cannot determine the likelihood of each observation at time t precisely.
Guédon and his co-authors introduced an improved scaling procedure for HSMMs
in their series of articles (Guédon and Cocozza-Thivent, 1989, 1990; Guédon, 2003).
Guédon (2003) proposed a forward-backward algorithm with an embedded scaling for
the right-censored HSMMs which is free from numerical undeflow problem. A similar
kind of scaling approach has also been considered by Murphy (2002) and was later
proposed by Li and Yu (2015) in terms of robust scaling. As we are using the forward-
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backward definitions from Ferguson (1980), which are severely affected by the underflow
problem, we therefore implement the scaling procedure as proposed by Guédon (2003)
and Li and Yu (2015). The implementation of such scaling procedure will eventually
make the basic forward-backward algorithms equivalent to Guédon’s forward-backward
algorithm with the same amount of computational complexity, that is, O pmT pm` T qq
in the worst case.
In order to define the scaling factor, we introduce a variable c˚1pjq similar to α1pjq
in (2.11) for t “ 1 with the assumption that state j does not necessarily finish at time
t “ 1, and let
pα˚1pjq “ α
˚
1pjq “ πj (2.19)





c˚1pjq “ PrpX1, S1 “ j, State j does not necessarily finish at t “ 1 |Θq
“ PrpX1, S1 “ j |Θq
“ PrpX1, S1 “ j S2 ‰ j, |Θq ` PrpX1, S1 “ j S2 “ j, S3 ‰ j |Θq . . .





“ pα˚1pjq P̄jp1q qu1pj, 1q,
where P̄jp1q is the survival function for the duration of state j with surviving time 1
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and the scaled forward variable at time t “ 1 is defined as
pα1pjq “ c1qα1pjq “ pα
˚








pu1pj, 1q “ c1qu1pj, 1q “ c1fjpx1q
is the scaled observation probability at t “ 1. When c1, c2, . . . , ct´1 are known, the
scaling factor ct at t “ 2, . . . , T can be computed by defining the following variable



















cl ` . . . . (2.24)
Each probability term in the above expression can be expressed in terms of the forward
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“ ct´1 qutpj, dq fjpxtq, for d ą 1. (2.26)






c˚t pjq , (2.27)
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pα˚t´d`1pjq pjpdqqutpj, dq, (2.29)
















Note that the recursion formula for the variable c˚t pjq uses the same arguments leading
to the forward recursion in (2.11) and (2.12), calculating the survival function of state
duration probability distributions at each t “ 1, . . . , T , instead. The calculations
of the scaling factor ct and variable c˚t pjq can be performed while doing the forward
recursion because they do not require an extra loop in the algorithm. Also, their
computations do not change the order of the forward algorithm so we achieve the
same computational complexity as the forward algorithm proposed by Guédon (2003).
However, as compared to the forward algorithm of Guédon (2003), we introduced two
new variables c˚t pjq and utpj, dq for the ease of expressions and computations. These
variables will require OpmT q´ and OpmT 2q´space to be stored.
Guédon (2005) pointed out that the computation of the scaling factor ct depends
on the maximum time spent in different states and introduced an alternative solution
in order to reduce the computational complexity in the evaluation of the scaling factor.
It is also useful in the case when the survival function for the state duration distribution
is not readily available. From (2.24), for t “ 2, . . . , T , we have
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Using the recursion idea in (2.18), it can be rewritten as







PrpX1:pt´1q, St´1 “ j |Θq ` PrpX1:pt´1q, St “ j, St´1 ‰ j |Θq




























t pjq ´ pαt´1pjq
*
.
with the initial conditions c˚1pjq, pα1pjq and pα˚2pjq given in (2.21), (2.22) and (2.23),
respectively. It can be evaluated recursively during the forward pass without computing
the survival function of state duration distributions.
The scaling procedure discussed above satisfies the relation
řm
j“1 Pr pSt “ j |X1:t, Θq “ 1 at each time step t. It does not make the condi-
tion that
řm
j“1 pαtpjq “ 1 for t “ 1, . . . , T ´ 1 because of the boundry condition that
state j must end at time t. However, we have pαT pjq “ 1 for the last state not ending

















cl “ 1 {PrpX1:t |Θq ,
which implies that
c´1t “ PrpXt |X1:pt´1qq.
Whence, the scaling factor ct at time t defines the likelihood of an observation Xt
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conditional on the past observations X1:pt´1q as is the case for HMMs. This scaling
procedure transforms αtpjq from a joint probability to a conditional probability (Li







PrpX1:t, St “ j, St`1 ‰ j |Θq
PrpX1:t |Θq
“ PrpSt “ j, St`1 ‰ j |X1:t, Θq,
which is equivalent to the forward variable proposed by Guédon (2003). Using the







The backward variable can be scaled by the scaling factor ct computed from the
forward variable. From (2.14), the scaled backward variable, denoted by pβtpjq, for











































ajiP̄ipT ´ tqpuT pi, T ´ tq,
with the initial condition pβT pjq “ 1, and putpj, dq are the scaled observation probabilities
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which can be obtained from (2.26) by the following relation
putpj, dq “ ct qutpj, dq. (2.33)













pβt`dpjqpjpd, t` 1q put`dpj, dq ` P̄jpT ´ t, t` 1q puT pj, T ´ tq. (2.35)







PrpXpt`1q:T |St “ j, St`1 ‰ j, Θq
PrpXpt`1q:T |X1:t, Θq
Note that once the scaled observation probabilities and their products are stored
during the forward recursion in (2.26), we can use them directly for the backward recur-
sion instead of computing them again. The probability γtpjq in (2.18) can be computed
using the scaled forward and backward variables during the backward recursion. When





pαT pjq “ 1.
Thus, the recursive formula for γtpjq in (2.18) reduces to
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with the initial condition
γT pjq “ pαT pjq. (2.37)
The psuedo codes for the forward and backward recursions along with the computation
of γtpjq are outlined in Algorithms 1 and 2, respectively, in Appendix A.
2.2.6 Fitting of HSMMs
The aim of this thesis is to model point process records using different types of HMMs.
The discussion for the estimation of HMMs in Section 2.1.4 is equally applicable for
fitting HSMMs. That is, model fitting can be carried out either using the DNO method
or the EM algorithm. The detailed EM algorithm for the right-censored HSMMs can be
found in Bulla (2006). On the basis of this Bulla et al. (2010) developed an R package
for fitting HSMMs by the EM algorithm. This package does not cover a wide range
of state duration and state-dependent probability distributions, but can be modified
for required probability distributions. Since the EM algorithm has the disadvantages
of slow convergence rate and computational complexity of the M-step based on the






As discussed in Chapter 1, many volcanic eruption records are incomplete (Guttorp
and Thompson, 1991), and their degree of completeness varies dramatically over time
(Furlan, 2010). Consequently, hazard estimates obtained from the point process mod-
elling of such incomplete records are biased, and usually underestimated. There is
a crucial need to model incomplete data and provide better hazard estimates in the
presence of missing events in the records. HMMs have the potential to analyze data
with missing values (Baum and Petrie, 1966) and have found extensive applications in
many fields of research when some information is unknown (see Chapter 2).
To model incomplete volcanic eruption records, Wang and Bebbington (2012) in-
troduced a homogeneous HMM using an embedded renewal process and applied it to
Mt. Taranaki eruption data. In the model, the missingness of events is considered
as an underlying homogeneous Markov chain with implicitly geometrically distributed
state durations due to the memoryless property, and the observed process is treated as
the renewal process. The model is useful for volcanic eruption records when there is
no particular pattern in the recording rate of observed eruptions over time. However,
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as mentioned in Chapter 1, for volcanic eruption records with time-dependent missing
events, it is not necessary that the missingness of events is a stationary and memoryless
process. That is, HMMs with geometrically distributed sojourn times cannot capture
the temporal structure of many records in which missingness is time-dependent.
An HSMM with explicit state durations can be used instead of an HMM when the
memoryless property is not satisfied. However, to explicitly allow for state durations to
depend on time, we need to introduce IHSMMs. The time-dependent state durations
is the novel feature of the proposed model in this chapter.
We first propose a general IHSMM with the unobserved first-order Markov chain
having explicit time-varying state duration distributions, called an inhomogeneous
semi-Markov chain (ISMC). The model allows the sojourn times to follow an explicit
probability distribution with time-varying parameters. IHSMMs proposed here are
right-censored models (Guédon, 2003), as it is not necessary that the last sojourn co-
incides with the end of the observation sequence in an incompletely observed point
process record. An extension of the forward-backward algorithm is then developed for
efficient evaluation of the likelihood function and parameter estimation. To locate the
most probable state sequence through an IHSMM, an extension of the Viterbi algothim
is presented. After this, IHSMMs are defined with the renewal process as the observed
process to model incomplete volcanic eruption records. A particular IHSMM with a
gamma renewal process is proposed with time-dependent shifted Poisson state dura-
tions for practical applications. The chapter ends with a discussion of how to evaluate
the goodness-of-fit for the proposed model when combined with renewal processes.
3.2 Inhomogeneous hidden semi-Markov models
When a discrete-time Markov chain does not have geometrically distributed state du-
rations for each state, and the duration of each state depends on time, it becomes an
ISMC. Accodingly, a discrete-time HSMM with an underlying ISMC is referred to as
a discrete-time IHSMM. We formally define an m´state IHSMM as follows.
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An m´state ISMC tSt, t “ 1, . . . , T u is characterized by
pπj, taiju, pjpd, tq, i, j “ 1, . . . , mq ,
where
1. πj “ PrpS1 “ jq is the initial probability distribution such that
řm
j“1 πj “ 1;
2. taiju is the transition probability matrix with aij “ PrpSt`1 “ j, |St “ i, i ‰ jq,
representing the transition probability from state i to state j with aii “ 0 and
řm
j“1 aij “ 1; and
3. the probability distribution of the duration of state j, pjpd, tq, d “ 1 , 2, . . . , with
parameter µjptq depending on time t and
ř
dě1 pjpd, tq “ 1.
Assume that the observed process Xt has a state-dependent probability density func-
tion fjpxtq “ fpxt|St “ jq with parameter θj. The observed process tXt, t “ 1, . . . , T u
and the hidden ISMC tSt, t “ 1, . . . , T u then form an m´state IHSMM. The key com-
ponents of the model are ttπju, taiju, pjpd, tq, fjpxtq, i, j “ 1, . . . ,mu with parameters
Θ “ tπj, aij, µjptq, θj, i, j “ 1, . . . ,mu. Note that an IHSMM reduces to an HSMM
when the probability distribution of the state durations, pjpd, tq, is independent of
time. Also, note that state durations can be made dependent on time through an
appropriate temporal structure in different applications.
3.2.1 Assumptions of the model
Denote the observation sequence X1, . . . , XT by X1:T and the hidden state-sequence
S1, . . . , ST by S1:T . Assume that the process starts at time 1 and the last observation
does not necessarily coincide with an exit from the last-visited state (Guédon, 2003;
Bulla, 2006). Suppose that there are n visits to different states for 1 ď t ď T resulting
in n´ 1 state transitions. Here, n defines a counting process for the number of jumps
or transitions over the sampling interval r1, T s. Let j1, . . . , jn be the visited state
sequence with the respective sojourn times denoted by d1, . . . , dn and the transition
times be defined at τr ` 1 “
řr
l“1 dl ` 1 for r “ 1, . . . , n ´ 1. Then the nth visit
48 Chapter 3. Inhomogeneous Hidden Semi-Markov Models
represents the right censoring of time spent in the last-visited state of the ISMC.
Thus, S1:T can be partitioned such that S1:T “ pj1, d1q . . . pjn, dnq, where the states
j1, . . . , jn P S with jr ‰ jr`1 and the state durations of the ISMC d1, . . . , dn P D “
t1, 2, . . . u with dn being the minimum known sojourn time in the last state segment
jn.
We assume that the duration distribution of each state is a function of time. More
specifically, the duration distribution of an initial state j1, pj1pd1, 1q depends on time
t “ 1. After a sojourn of duration d1 in the initial state, when the system transits to
state jr`1, r “ 1, . . . , n´1, the duration distribution of state jr`1 depends on the time
when the chain enters into that state, i.e. τr ` 1. When the ISMC enters the last state
jn at time τn´1 ` 1, the duration distribution of state jn is replaced by the survival
function P̄jnpdn, τn´1 ` 1q “
ř
kědn
pjnpk, τn´1 ` 1q, indicating the right censoring of
time spent in this state. Consequently, the sum of the first n ´ 1 sojourn times is
smaller than the length of the observations pT q, but the overall sojourn times may
exceed T . Hence, the proposed IHSMMs are the right-censored IHSMMs. Figure 3.1





Observed process x1 xτ1
aj1 j2
τ1 ` 1 τ2
pj2pd2, τ1 ` 1q
xτ1`1 xτ2
aj2 j3
τ2 ` 1 τ3
pj3pd3, τ2 ` 1q
xτ2`1 xτ3
aj3 j4
Figure 3.1: Structure of a discrete-time IHSMM.
3.2.2 Simulation procedure and likelihood function
Based on the above assumptions and graphical structure, a sequence of T observations
from an IHSMM can be simulated using the following steps.
1. The process enters into an initial state j1 at time t “ 1 with probability πj1 “
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PrpS1 “ j1q and spends d1 duration with probability distribution pj1pd1, 1q. We
can write
PrpS1:d1 “ j1q “ πj1 pj1pd1, 1q.
Meanwhile, it generates the observations x1, . . . , xτ1 according to the joint state-
dependent distribution fpx1:τ1 |S1:τ1 “ j1q “
śτ1
l“1 fpxl |Sl “ j1q “
śτ1
l“1 fj1pxlq,
where τ1 “ d1.
2. A transition is made from visited state jr Ñ jr`1 at time τr “
řr
l“1 dl ` 1 for
r ě 1 according to the transition probability ajr jr`1 “ PrpSτr`1 “ jr`1 |Sτr “
jrq with jr ‰ jr`1. Now, the ISMC is in state jr`1 for dr`1 duration with proba-
bility distribution pjr`1pdr`1, τr ` 1q, and we have
PrpSpτr`1q : τr`1 “ jr`1 |Sτr “ jrq “ ajr jr`1pjr`1pdr`1, τr ` 1q,
where τr`1 “ d1` ¨ ¨ ¨ ` dr`1, and hence dr`1 “ τr`1´ τr. Then, the observations
xτr`1, . . . , xτr`1 are generated according to the joint state-dependent distribution
fpxpτr`1q:τr`1 |Spτr`1q:τr`1 “ jr`1q “
śτr`1
l“τr`1




3. Step 2 is then repeated until there is an pn ´ 1qth transition in the last state
segment jn at time τpn´1q`1 of the underlying ISMC and a sequence of observations
xτpn´1q`1, . . . , xT is simulated.
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Given a sequence of observations x1, . . . , xT , the likelihood function for an IHSMM is
as follows:




































where the summation is over all possible visited state sequences j1, . . . , jn and their
corresponding state durations d1, . . . , dn. The likelihood function in (3.1) reduces to
the likelihood function of an HSMM in (2.4) when the explicit state duration distribu-
tions are independent of time. Evaluation of the likelihood function of an IHSMM can
be performed using the forward algorithm which is outlined in the following subsection.
We also detail the backward algorithm in the subsequent subsection, which is useful to
compute the conditional probability of state j at time t given the observation sequence.
3.2.3 The forward algorithm and likelihood evaluation
The forward algorithm was originally introduced by Baum et al. (1970) for HMMs
whose extended formulation for various HSMMs can be found in Ferguson (1980),
Levinson (1986), Murphy (2002), Guédon (2003), Bulla (2006) and Yu (2010). Since
our proposed IHSMM is based on the right-censored assumption of time-spent in the
last visited state proposed by Guédon (2003), we extend the forward algorithm with
the above assumption to the proposed IHSMM.
Borrowing the definition of the forward algorithm from an HSMM discussed in
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Section 2.2.3, the recursive forward variable for an IHSMM with m states is given by


















for t “ 1, . . . , T ´ 1 and j “ 1, . . . , m, with the second term on the right hand side
being zero when t “ 1. Here, pjpd, t ´ d ` 1q indicates the probability distribution
of state durations in state j depending on time t ´ d ` 1, the time when an ISMC
enters state j. When t “ T , the sojourn time in the last visited state is right-censored.
Since, only the minimum time spent in the last visited state is known, the probability
distribution of durations of state j, pjpd, T q, is replaced by the corresponding survival
function P̄jpd, T q in the last term of the general forward recursion formula in (3.2).
Therefore, we have


















for j “ 1, . . . , m. Now we introduce the two new variables α˚t`1pjq and utpj, dq to
reduce the computational work in evaluating αtpjq, which are defined by

















which can be calculated using the following recursive formula for the observation prob-
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abilities (Mitchell and Jamieson, 1993)
utpj, dq “ ut´1pj, d´ 1qfjpxtq, for t ą 1 and d ą 1, (3.6)
with utpj, 1q “ fjpxtq for t “ 1, . . . , T . Note that utpj, dq can be implemented in a
parallel manner during the recursive steps in calculating αtpjq. Using (3.4) and (3.5)











α˚T´d`1pjq P̄jpd, T ´ d` 1quT pj, dq. (3.8)
The likelihood function in (3.1) can be evaluated as LpΘq “
řm
j“1 αT pjq.
The forward variable needs to be scaled to address the problem of underflow be-
cause of the multiplication of probabilities. Borrowing the concept of the scaling pro-
cedure for HSMMs proposed by Guédon (2003) and Li and Yu (2015), we propose to
define the scaling factor for IHSMMs outlined below.
We define c˚1pjq similar to α1pjq in (3.7) but without boundary conditions for state
j “ 1, . . . , m at time t “ 1 by


















1pjq “ πj, (3.9)
then from (3.7), the scaled forward variable denoted by pα1pjq at t “ 1 is given by
pα1pjq “ c1 α1pjq “ pα
˚
1pjqpjp1, 1q c1 u1pj, 1q
“ pα˚1pjqpjp1, 1q pu1pj, 1q,
where pu1pj, 1q “ c1fjpx1q is the scaled observation probability for t “ 1. When
c1, . . . , ct´1 are known, the scaling factor at time t “ 2, . . . , T , can be calculated
in terms of the quantity
































pα˚t´d`1pjqP̄jpd, t´ d` 1qqutpj, dq, (3.10)















cl ut´1pj, d´ 1qfjpxtq
“ ct´1 qut´1pj, d´ 1qfjpxtq for d ą 1, (3.11)
and
qutpj, dq “ fjpxtq for d “ 1. (3.12)
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c˚t pjq , (3.13)





















pα˚t´d`1pjq pjpd, t´ d` 1qqutpj, dq, (3.15)
















Note that the computation of c˚t pjq and scaling factor ct are implemented directly
during forward recursion without disturbing the order of algorithm and computational
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PrpX1:pt´1q |Θq . (3.19)
Dividing (3.18) by (3.19), we have
c´1t “ PrpXt |X1:pt´1qq.










The detailed scaled forward algorithm along with the calculation of the log-likelihood
function is outlined in Algorithm 3 in Appendix B. We can estimate the parameters
of an IHSMM by direct numerical maximization of the log-likelihood function in R (R
Core Team, 2017) because of the ready access of various optimization algorithms.
3.2.4 The backward algorithm
The backward variable βtpjq is defined as the conditional probability of the observations
Xt`1, . . . , XT given that state j ends at time t.
βtpjq “ PrpXpt`1q:T |St “ j, St`1 ‰ j; Θq,
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which holds for t “ 1, . . . , T ´ 1. We assume that the last visited state does not
necessarily exit at time t “ T , therefore, for t “ T ´ 1, . . . , 1, we have by induction















































aji P̄ipT ´ t, t` 1quT pi, T ´ tq, (3.21)
where utpj, dq is defined in (3.5) and the second term on the right hand side of (3.21)
contributes to the right censoring of sojourn time in the last visited state. In the back-
ward recursion above, pipd, t ` 1q represents the probability distribution of durations
for state i which depends on the time of entering in that state, i.e., t ` 1. To make
computational steps easier, we introduce another variable β˚t`1pjq defined by


















βt`dpjq pjpd, t` 1qut`dpj, dq ` P̄jpT ´ t, t` 1quT pj, T ´ tq.














βt`dpjq pjpd, t` 1qut`dpj, dq ` P̄jpT ´ t, t` 1quT pj, T ´ tq. (3.23)
The backward recursion can be scaled by the scaling factor ct computed from the












































ajiP̄ipT ´ t, t` 1qpuT pi, T ´ tq,
where putpj, dq are the scaled observation probabilities which can be obtained from
(3.11) by the following relation
putpj, dq “ ct qutpj, dq. (3.24)













pβt`dpjqpjpd, t` 1q put`dpj, dq ` P̄jpT ´ t, t` 1q puT pj, T ´ tq. (3.26)
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We can compute the conditional probability of state j at time t, γtpjq, defined in
(2.36) and (2.37) in Section 2.2.3 using the scaled forward and backward variables
through the backward recursion which is outlined in Algorithm 4 in Appendix B.
The computational complexity for each of the forward and backward algorithms is
OpTmpT `mqq in the worst case.
3.3 The Viterbi path for IHSMMs
The Viterbi algorithm is a dynamic programming algorithm for obtaining the most
probable sequence of hidden states, called the Viterbi path, in the context of HMMs
(Viterbi, 1967; Fornay, 1973). It is also referred to as global decoding since it seeks
to find the optimal state sequence globally over all possible state sequences. To find
the optimal state sequence S˚ given an observed sequence X is one of the primary
objectives after the estimation of the parameters of HMMs, i.e.











The direct calculation of the above expressions would involve mT function evaluations
which become more complex when applied to HSMMs. There exist many approaches
to finding the Viterbi path for HSMMs in the literature (e.g., Ferguson, 1980; Chen
et al., 1995; Guédon, 2003; Bulla, 2006; Datta et al., 2008; Yu, 2010). We extend the
Viterbi algorithm in Guédon (2003) and Yu (2010) for our proposed IHSMMs.
To find the optimal state sequence for an m´state IHSMM with the assump-
tions defined in Section 3.2.1, we define a forward variable representing the maximum
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likelihood that the partial state sequence ends at time t in state j for duration d by














S1:pt´d´hq, Spt´d´h`1q:pt´dq “ i,







δt´dpi, hqaijpjpd, t´ d` 1qfjpxpt´d`1q:tq
(
, (3.27)
for 2 ď t ď T ´ 1 , j “ 1, . . . ,m and d “ 1, . . . , t´ 1, with the initial condition given
by
δtpj, dq “ πjpjpd, 1qfjpxpt´d`1q:tq, (3.28)
for t “ d “ 1, . . . , T ´ 1 and j “ 1, . . . ,m. For right censoring of the sojourn time in
the last visited state at t “ T and d “ 1, . . . , T ´ 1, we have














S1:pT´d´hq, SpT´d´h`1q:pT´dq “ i,







δT´dpi, hqaij P̄jpd, T ´ d` 1qfjpxpT´d`1q:T q
(
, (3.29)
with the initial condition for d “ T at time T
δT pj, T q “ πj P̄jpT, 1qfjpx1:T q. (3.30)
We record the previous state i˚ and its sojourn h˚ selected by δt´dpj, dq in the following
array
ψpt, j, dq “ pt´ d, i˚, h˚q, (3.31)
where pt´dq is the ending time of the previous most probable state i˚ having duration
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h˚ and
pi˚, h˚q “ arg max
i‰j, h
 
δt´dpi, hqaijpjpd, t´ d` 1qfjpxpt´d`1q:tq
(
. (3.32)
Finally, overall global optimal state sequence probabilities are in δT pj, dq, j ě 1 and d ě
1, which can be traced back as for τ˚1 “ T
pj˚1 , d
˚
1q “ arg max
j, d
δT pj, dq, (3.33)
























where, S1 “ j˚n is the first visited state and Sn “ j˚1 is the last visited state. Thus,
pj˚n, d
˚




1q is the most likely occurred state sequence given the observed data
for an IHSMM. We outline the above procedure to find the Viterbi path for an IHSMM
in Algorithm 5 in Appendix B. In order to avoid numerical problems arising from the
multiplications of probabilities, the logarithm of the probabilities can be used. The
algorithm also applies to HSMMs when we replace time-dependent state-durations by
time-independent state durations.
3.4 Renewal processes
A renewal process is a generalization of the Poisson process in which interevent times
are positive, independent and identically distributed random variables. Suppose we
have a renewal process with event occurrence times H0 ă H1 ă ¨ ¨ ¨ ă Hn ă . . . . The
interevent times are then given byXn “ Hn´Hn´1, n “ 1, 2 . . . . A renewal process can
be pictured as in 3.2. The process is called a renewal process based on the assumption
that the process starts again at random from the beginning at each occurrence time,
Hn “ X1` . . . , Xn “ Hn´1`Xn with H0 “ 0 by convention. The term Hn is called the
renewal term of the process. An important reason to study renewal processes is that
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many complicated processes produce random occurrence times at which the system
returns to the starting state. These occurrence times are called renewal times that
isolate the long term behaviour of the process from the behaviour of the actual process
within a renewal period (Gallager, 2013). Assuming no change in the behaviour of











Figure 3.2: A renewal process
renewal process was first suggested by Wickman (1966) for volcanic eruptions and has
since often been applied in volcanology (e.g., Bebbington and Lai, 1996a; Varley et al.,
2006; Turner et al., 2008, 2009; Wang and Bebbington, 2012; Bebbington, 2013). The
hazard rate or point process conditional intensity is defined as:
λphnq “
fphn ´ hsq
1´ F phn ´ hsq
, hn ą hs, (3.35)
where hs is the occurrence time of the most recent event before time hn, F p¨q is the
cumulative distribution function (CDF) of Xn, and fp¨q is the corresponding PDF.
The time hn ´ hs is called the elapsed time that determines the likelihood of the
next event since the occurrence of the last event. Previous events contribute through
the parameter estimates. If the interevent times Xn are exponentially distributed,
that is, fp¨q is an exponential density function, then the renewal process becomes a
homogeneous Poisson process.
3.5 IHSMMs with renewal processes
Missing observations in a volcanic eruption record can affect the accuracy of the pa-
rameter estimates and hence hazard estimates. If there are q missing events in between
a pair of observed events of a renewal process, then the observed intervent time is the
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sum of q`1 independent random variables, which will cause underestimation of hazard.
The number of missing events between each pair of consecutively observed events is
unknown. This unobserved information about the missing events motivated Wang and
Bebbington (2012) to use an HMM with a renewal process to model volcanic eruption
records. They assumed that the probability of missing events is homogenous through-
out the record, a reasonable assumption for the data which were from sedimentary
cores. However, most volcanic eruption records are based on written records and/or
geological outcrops, and have an uneven distribution of missing events throughout time,
as the earlier part of the eruption record is typically more incomplete than the recent
part. This inhomogeneous probability of missing events motivates us to use an inho-
mogeneous semi-Markov chain as the underlying process in an HMM. In the following
subsection, we propose a special case of our IHSMMs in which the observed process
is a gamma renewal process and the time-dependent sojourn times of the underlying
ISMC follow a shifted Poisson distribution.
3.5.1 An m´state IHSMM with a gamma renewal process and
time-dependent Poisson state durations
In our application, each observed interevent time is an observation. The original process
without missing observations produces interevent times Yi, i “ 1, 2, . . . . When missing
events occur, the interevent times can be considered as several groups. Group 1 with
interevent times Xt “ Yi, i.e., no event missing; group 2 consists of interevent times
Xt “ Yi`Yi`1, i.e., one missing event in between a pair of consecutively observed events;
and group m consists of interevent times Xt “ Yi ` ¨ ¨ ¨ ` Yi`m´1, sum of m variables
representing m ´ 1 missing events in between a pair of consecutively observed events.
We assume that the original renewal process Y follows a gamma distribution. This
process has often been used for volcanic eruptions (De la Cruz-Reyna and Carrasco-
Núñez, 2002; Wang and Bebbington, 2012); it is flexible and generalizes the exponential
distribution. Another attractive property of this process is the additive property of the
gamma distribution: the sum of independent gamma random variables is a gamma
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random variable in the situations we are discussing below.
In an m´state IHSMM, in State 1, suppose the observed process Xt follows a




xα´1t expp´xt{βq, xt ą 0, (3.36)
where α and β are shape and scale parameters, respectively, and Γ is the gamma
function defined as Γpsq “
ş8
0









, ht ą hs, (3.37)
where the most recent event before time ht occurred at time hs. Following the additive
property of the gamma distribution, the observed process in States 2, 3, . . . ,m follows
a gamma distribution with parameters p2α, βq, p3α, βq, . . . , pmα, βq, respectively.
Since the unobserved process of an IHSMM is an ISMC, the sojourn time in a state
is at least 1. There are many choices for probability distributions for state durations,
for example, the Poisson distribution (Russell and Moore, 1985; Rossi et al., 2015) or
other probability mass functions from the exponential family (Mitchell and Jamieson,
1993). In order to model the mean state durations varying over time, we propose to use
the shifted Poisson distribution for state durations i.e., pjpd, tq, is assumed to follow a
shifted Poisson distribution with parameter µjptq, a function of time t. Thus, we can
write




, d “ 1, 2, . . . ,
where µjptq ą 0, j “ 1, 2, . . . ,m, can be interpreted as the expected sojourn time in
state j which depends on time t.
Historical records of volcanic eruptions are usually more incomplete in earlier times
and relatively less incomplete in latter times (e.g., Furlan, 2010; Deligne et al., 2010;
Brown et al., 2014; Rougier et al., 2016). Also, we are assuming that a record of
volcanic eruption onsets forms a renewal process in which only the elapsed time since
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the last eruption determines the likelihood of the next eruption. As we do not know the
next event, we will use the last observed event as the best proxy. Therefore, given the
time inhomogeneity in the completeness of historical records, we define the expected
sojourn time in State 1, µ1ptq, to be an increasing function of the last occurrence time
ht´1 and expected sojourn time in state j “ 2, . . . ,m, µjptq, to be a decreasing function
of the last occurrence time ht´1. It is quite possible that the expected sojourn time in
State 1 may increase at an increasing or decreasing rate, and the sojourn time in state
j “ 2, . . . ,m may decrease at an increasing or decreasing rate through time or some
interval of time. In addition, µjptq, j “ 1, 2, . . . ,m, can take any positive real value.
For these reasons, we define µjptq by a generalized logistic function (Richards, 1959).
The premise of using the logistic function is its flexibility in interpolating between
different regimes. For State 1, µ1ptq is defined by
µ1ptq “
A1
1` expp´C1 ht´1 `B1q
`D1, (3.38)
and for state j “ 2, . . . ,m, µjptq is defined by
µjptq “
Aj
1` exppCj ht´1 ´Bjq
`Dj, (3.39)
where Aj, Cj, Dj ą 0 and ´8 ă Bj ă 8 for j “ 1, 2, . . . ,m are the parameters. The
parameters Aj and Dj control the limiting values of µjptq such that µ1ptq increases from
D1 to A1 `D1 and µjptq, j “ 2, . . . ,m decreases from Aj `Dj to Dj. The parameter
Cj is the rate of increase or decrease and is usually measured in units of time; the
parameter Bj controls the point of inflection. To see how the shape of µjptq changes
with different values of Bj and Cj, Figure 3.3 illustrates µ2ptq with A2 “ 14 and D2 “ 3
and varying values of B2 and C2.
The above model can be fitted by maximizing the log-likelihood function which
can be computed by the forward algorithm outlined in Algorithm 3 in Appendix B.
We will present a simulation study for this model in Chapter 4 to see how an IHSMM
performs with an observed gamma renewal process and time-dependent Poisson state
durations in terms of consistency of the parameter estimators. An application of the
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B2=10   C2=0.2
B2=6     C2=0.3
B2=2     C2=0.6
B2=1     C2=0.05
B2=0.2  C2=10
B2=10   C2=0.10
B2=1.8  C2=0.07
Figure 3.3: Different shapes of µ2ptq depending on different values of B2 and C2.
model will be presented in Chapter 4.
3.6 Model selection criterion
In real-world applications of HMM modelling, the selection of a model with an appro-
priate number of states is an important problem and is called the order identification
problem. Since we are dealing with HMM modelling of renewal processes, we describe
here two methods to help with the selection of an appropriate model for the given
data. These methods can be used for HMMs, HSMMs, IHSMMs and any other type
of HMMs.
3.6.1 Akaike Information Criterion
Akaike (1974) defined an information criterion, known as the Akaike Information Cri-
terion (AIC), given by
AIC “ ´2 logLppΘq ` 2k, (3.40)
where k is the number of parameters to be estimated and logLppΘq is the numerical
value of the log-likelihood of the model at its maximum point. Suppose we have
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different types of HMMs with 2, . . . ,m hidden states. We compute AIC value for each
of the candidate models and select the model with the smallest AIC value. The selected
model can be considered as the closest approximation to the true model that generated
the data. The AIC provides an approximate relative distance between the fitted model
and the unknown true model (Burnham and Anderson, 2002).
Note that the first term on the right-hand side of (3.40) typically decreases as the
number of parameters increases with the order of a model and its complexity. The
second term on the right-hand side of (3.40) is a penalty term that increases as the
number of parameters increases which balances the fit against the model complexity.
This is the tradeoff between underfitting and overfitting risks (Burnham and Anderson,
2002).
3.6.2 Residual analysis
Assessing the goodness-of-fit is a challenging problem. The AIC only suggests which
model is relatively better and does not guarantee that the selected model is the true
description of the data. Therefore, measuring how well a selected model describes the
main features of the data is an important consideration before exploiting the model
to make inferences. To assess whether the fitted model truly describes the stochastic
nature of the data, we use residual analysis developed by Berman (1983) and Ogata
(1988) based on the time-rescaling theorem.
Suppose we have occurrence times, h0 ă h1 ă, . . . ,ă hT , from a point process
with conditional intensity function λphq and define the transformation




for k “ 1, . . . , T . Then the rescaled times, τk, form a Poisson process with unit rate
(Daley and Vere-Jones, 2003, Theorem 7.4.I). Once a model has been fitted to an
observed point process, we can compute from its estimated conditional intensity the
rescaled times τk “ Λphkq. If the model describes the data well, then the residual
point process τk is a stationary Poisson process with unit rate. Residual analysis can
3.6. Model selection criterion 67
be implemented for an m´state IHSMM with an observed point process as follows.
Let λ̂˚phtq be the estimated conditional intensity from the fitted m´state IHSMM,






where λ̂jphtq is the estimated conditional intensity for the observed process in state j
and γ̂tpjq is the estimated probability that the underlying ISMC is in state j at time t
given the observed process. For each occurrence time ht, the transformed time τt is
































The above expression for τt can be further simplified using the conditional intensity

























1´ F̂jphk ´ hk´1q
ı)
, (3.43)
where f̂jp¨q and F̂jp¨q denote the estimated PDF and CDF of the observed renewal
process in state j. If the model truly describes the main characteristics of the data,
then τt, called a residual process, is expected to behave like a stationary Poisson process
with unit rate. Any systematic deviation of a residual process from a stationary Poisson
process might indicate that there is some significant information in the data which is
not captured by the fitted model (Bebbington and Harte, 2001; Wang et al., 2012).
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In order to test the unit-rate stationarity of the residual point process in (3.42), the
following tests will be conducted.
The Kolmogrov-Smirnov (KS) test can be used to check if the rescaled process has
a unit rate. For this, we plot the cumulative number of events against the transformed
times τt with the 95% and 99% confidence limits, assuming the empirical uniform
distribution. If the residual curve exceeds either of the limits, it may suggest that
there is some feature of the data not captured by the fitted model.
Let Ek “ τk ´ τk´1 “ Λphkq ´ Λphk´1q, k “ 1, . . . , T . If the model apprehends
the main characteristics of the data, then, Ek are independent exponential random
variables with mean 1. Further, if we consider the transformation Uk “ 1 ´ exppEkq,
then Uk should be uniform random variables on the interval p0, 1s. The transformations
Ek and Uk are both one-to-one. We can use the KS test to measure the agreement
between Uk and the uniform distribution on p0, 1s. If the model is correct, then Uk
will be uniform random variables on p0, 1s and hence Ek will be exponential random
variables with unit mean (Brown et al., 2001). To check the independence of Ek, a
scatter plot of Ek versus Ek`1 or Uk versus Uk`1 can be used to see whether there is
any particular pattern in the points along with a t´test for correlation test (Wang,
2010).
Chapter 4
Simulation Study and Application of
IHSMMs
4.1 Introduction
As mentioned in Chapters 1 and 3, there may be many missing onsets in volcanic
eruption records. A literature survey of incomplete volcanic eruption records (Guttorp
and Thompson, 1991; Furlan, 2010; Brown et al., 2014; Rougier et al., 2016) suggests
that the incompleteness of volcanic eruption records is more marked as we go back in
time, particularly for small eruption events, and hence depends on time.
HMMs cannot capture time-inhomogeneous incompleteness in volcanic eruption
records. Therefore, Chapter 3 introduced inhomogeneous HSMMs (IHSMMs) in or-
der to model nonstationary incomplete point process records. IHSMMs model the
time-inhomogeneity in the completeness of records via time-dependent state durations.
Specifically, state durations for the hidden state representing no missing observation
are assumed to increase with time, whereas the state durations for the hidden state
representing a certain number of missing observations are assumed to decrease with
time.
For practical application in volcanic eruption records, we proposed to use IHSMMs
in combination with renewal processes and introduced a particular case of IHSMMs
69
70 Chapter 4. Simulation Study and Application of IHSMMs
with a gamma renewal process as the observed process and hidden process having state
durations following a shifted Poisson distribution with time-dependent parameter. This
chapter first presents a simulation study of the proposed IHSMM defined in Section
3.5 in order to check the consistency of the parameter estimators. In addition to this,
a simulation study of an HSMM, being a special case of the proposed IHSMM, is also
conducted. Then an application of the proposed model to a global volcanic eruption
record is carried out. This chapter ends with discussion and conclusion.
4.2 Simulation study for HSMMs and IHSMMs with
gamma renewal processes
We consider an example of a 3´state model for each of an HSMM and an IHSMM.
State 1 represents no missing event, and States 2 and 3 define one and two missing
events between each pair of consecutively observed events in a point process record.
As defined in Section 3.5, the interevent times of the observed process in State 1 follow
a gamma distribution with parameters pα, βq. Accordingly, the interevent times of the
observed processes in States 2 and 3 have gamma distributions with parameters p2α, βq
and p3α, βq, respectively. For an IHSMM, the explicit state durations in each state
of the underlying Markov chain are assumed to follow a shifted Poisson distribution
with time-dependent parameters µjptq defined in (3.38) and (3.39). In case of an
HSMM, we assume that the explicit state durations in each state follow a shifted
Poisson distribution with parameters µj.
The assumed parameter values of the 3´state HSMM and IHSMM defined above
are listed in Tables 4.1 and 4.2, respectively. We simulate 100 sequences each of sample
sizes 200, 500, 1000 and 2000 from each of the two models. In the IHSMM, to make
the rate of change in the time-dependent expected sojourn times, µjptq, comparable
in small and large samples, we use the redefined values of rate parameter Cj for each
sample size as shown in Table 4.3. For example, when we generate a sample of size
1000 from the 3´state IHSMM in Table 4.2, we use the rate parameter pβ{2qCj. Here
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β is the scale parameter of the corresponding gamma distribution in that model.
To generate an observation sequence from the 3´state HSMM in Table 4.1, we
follow the simulation steps outlined in Section 2.2.2. The simulation from the 3´state
IHSMM follows the simulation procedure described in Section 3.2.2. As we defined
the time-dependent expected state durations as functions of the last occurrence time
in (3.38) and (3.39) in Section 3.5, we generate a sequence of observation from the
3´state IHSMM as below.
Table 4.1: A 3´state HSMM with gamma renewal process
States j 1 2 3
Initial distribution πj 0.29 0.28 0.43
Transition probability matrix aij
1 0.00 0.15 0.85
2 0.35 0.00 0.65
3 0.50 0.50 0.00
Poisson distribution for state durations µj 10 14 5
Gamma distribution α 1.3 2.6 3.9
β 10 10 10
Table 4.2: A 3´state IHSMM with gamma renewal process
States j 1 2 3
Initial distribution πj 0.23 0.60 0.17
Transition probability matrix aij
1 0.00 0.65 0.35
2 0.55 0.00 0.45
3 0.70 0.30 0.00
Poisson distribution for µjptq
time-dependent state durations Aj 15 12 10
Bj 6 4 9
Cj 1/18 1/30 1/14
Dj 3 2 1
Gamma distribution α 9 18 27
β 0.25 0.25 0.25
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Table 4.3: Redefined values of change rate parameter, Cj, j “ 1, 2, 3
Sample size
Parameter 200 500 1000 2000
Cj pβ{0.4qCj pβ{1qCj pβ{2qCj pβ{4qCj
For each of the 100 simulations, starting from the initial state j “ 1, 2, 3 at time
t “ 1, the parameter µjp1q of the shifted Poisson distribution pjpd1, 1q depends on
the last occurrence time h0 that is taken to be zero by convention. After simulating
duration d1 in the initial state j at time t “ 1 according to the duration probability
distribution pjpd1, 1q with parameter µjp1q, the interevent times x1, . . . , xd1 are gener-
ated using the gamma distribution with parameters pjα, βq. The times of occurrences
are, then, obtained as h1 “ x1, h2 “ x1 ` x2, . . . , hd1 “ x1 ` ¨ ¨ ¨ ` xd1 . At time d1 ` 1,
the ISMC transits to state i with the transition probability aji and stays d2 duration ac-
cording to the duration probability distribution pipd2, d1`1q with parameter µipd1`1q
that depends on the last occurrence time hd1 . The interevent times xd1`1, . . . , xd1`d2
are generated according to the gamma distribution with parameters piα, βq and the
occurrence times are hd1`1 “ x1` ¨ ¨ ¨`xd1 `xd2`1, . . . , hd1`d2 “ x1` ¨ ¨ ¨`xd1`d2 . The
procedure continues until the required sample size is generated.
To obtain the maximum likelihood estimates of the model parameters from the
simulated data, an unconstrained direct numerical optimization of the negative log-
likelihood is performed in R (R Core Team, 2017) using the optimr() function in the R
package ‘optimr’ by Nash et al. (2016). Since the parameters of HSMM and IHSMM are
constrained, to use an unconstrained optimizer, we need to reparametrize the natural
parameters into working parameters. For the initial probabilities πj, j “ 1, . . . , m and
transition probabilities aij, i, j “ 1, . . . , m, we use a logit transformation as described














j “ 1, . . . , m´ 1.
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i ‰ j “ 1, . . . , m´ 1,













j “ 1, . . . , m´ 2.
We use logarithmic transformation for the real positive parameters of the shifted Pois-
son and gamma distributions in HSMMs and IHSMMs. Therefore, the transformed
µj is log µj and the transformed parameters for µjptq and the gamma distribution are
Āj “ logpAjq, C̄j “ logpCjq, D̄j “ logpDjq, ᾱ “ logpαq, and β̄ “ logpβq, respectively.
After estimating the above working parameters by direct minimization of the negative
log-likelihood, we can transform the estimates of working parameters into the esti-
mates of natural parameters. For working parameters with logrithmic transformation,
we simply take their exponent to convert them into natural parameters. For initial


























After performing the direct numerical optimization, the simulation results for the
3´state HSMM are plotted in Figure 4.1, which illustrates that there is more varia-
tion among the MLEs of the parameters for small sample sizes of 200 and 500, and






































































































































(c) Shape and scale parameters of the gamma distribution
Figure 4.1: Maximum likelihood estimates (MLEs) of parameters of the 3´state HSMM
in Table 4.1 from 100 simulations each of sample sizes 200, 500, 1000 and 2000. The
dashed line represents the true parameter value.
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estimates become more consistent towards the true parameter values for larger sample
sizes. Boxplots of the estimates of the transition probabilities and the parameters of
the gamma distribution for the 3´state IHSMM are shown in Figure 4.2. We observe
that by increasing the sample size, the interquartile ranges of boxplots have reduced
and the parameter estimates are closer to the true values, indicating the consistency
of the parameter estimators. To see how the estimated expected sojourn times µ̂jptq
behave, we plotted µ̂jptq, j “ 1, 2, 3, for all 100 simulations for each of the sample
sizes in Figures 4.3(a) to 4.3(d). We see that the estimated expected sojourn times,
µ̂jptq, j “ 1, 2, 3, have more variation for smaller samples (ď 500), and become con-
sistent around the true black curve with increased sample sizes (ě 1000). Thus, the

































































(b) Shape and scale parameters of the gamma distribution
Figure 4.2: MLEs of the transition probabilities and parameters of the gamma distri-
bution for the 3´state IHSMM in Table 4.2 from 100 simulations each of sample sizes
200, 500, 1000 and 2000. The dashed line represents the true parameter value.
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(d) Sample size 2000
Figure 4.3: MLEs of time-dependent expected state durations µjptq of the 3´state
IHSMM in Tables 4.2 and 4.3 from 100 simulations each of sample sizes 200, 500, 1000
and 2000. The black curve is obtained from the true parameters.
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4.3 Application of IHSMMs to a global volcanic erup-
tion record
In this section, we present an application of the proposed IHSMM with a gamma
renewal process described in Section 3.5 to a global volcanic eruption catalogue.
4.3.1 Data description
We consider the catalogue of global volcanic eruptions compiled by Hayakawa (1997).
This catalogue contains 287 volcanic eruption events with a minimum magnitude of
3.8 in the past two thousand years. The magnitude of a volcanic eruption is M “
log10m´ 7, where m is the estimated mass (from both tephra and lava) in kilograms.
This record has also been investigated by Coles and Sparks (2006) and Furlan (2010).
The first two events recorded in AD 0 are not considered in this analysis. The
events for which day is unknown, we set the day at 15 of the recorded month. For those
events, no month and day are available; a random number is used for year fraction.
The observed eruptions are shown in Figure 4.4. We see that the eruption catalogue
appears relatively more complete in recent years, particularly for events with magnitude
less than 5.5. The inhomogeneity of the record decreases as the magnitude of volcanic
eruption increases. This might represent the under-reporting of small eruption events
in the years before AD 1500 whose deposits might not have been seen due to erosion
(Furlan, 2010; Coles and Sparks, 2006). This incompleteness depends on time; the
older the record is, the more incomplete it is.
Note that we are using an aggregate of eruption events from many independent vol-
canoes. From moderately large eruptions and an appropriate size scale, the number of
eruptions occurring per unit time follows a Poisson distribution (Guttorp and Thomp-
son, 1991; De la Cruz-Reyna, 1991, 1993). Accordingly, in our proposed IHSMM, the
interevent times follow an exponential distribution when the observed process is com-
plete, i.e., in State 1. In other words, the observed process in State 1 follows a gamma
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renewal process with parameters p1, βq; in State 2 it follows a gamma renewal process
with parameters p2, βq and so on. Thus, the Poissonian behaviour of the global vol-














































































































































































































































Figure 4.4: Global volcanic eruption catalogue with magnitude ě 3.8. The red stars
represent the unknown magnitudes plotted at the average magnitude.
4.3.2 Data analysis
In this subsection, HMMs, HSMMs and IHSMMs with 3, 4, 5, 6 and 7 hidden states
are fitted to the global volcanic eruption catalogue. The observed process in each state
is assumed to be a gamma renewal process. The best fit model is chosen based on the
AIC and residual analysis detailed in Section 3.6.
The models with state definitions in Section 3.5 are fitted to the data. The max-
imum log-likelihood (MLL) and AIC values are listed in Table 4.4. According to the
AIC, the 5´state IHSMM appears to be the best model for this data set. However,
the residual analysis in Figure 4.6 shows that the residual process from the selected
5´state IHSMM deviates from a stationary Poisson process with unit rate, suggesting
that there might be more missing observations in some parts of the catalogue that were
not captured by the 5´state IHSMM. The residual processes for the 6´ and 7´ state
IHSMMs also deviate from a stationary Poisson process with unit rate. Increasing the
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order of IHSMM to a higher number of states may produce a residual process follow-
ing a stationary Poisson process. However, it will increase the number of parameters
dramatically. Moreover, the Viterbi path for the 5´state IHSMM in Figure 4.5 does
not visit all the states. It may also be possible that there are more missing events than
those defined in different states. Therefore, there is a need to redefine the states by
combining some states to avoid increasing the number of parameters and to merge the
effect of unnecessary states.
Table 4.4: No. of parameters (k), MLL and AIC in Case I
HMM HSMM IHSMM
Model k MLL AIC k MLL AIC k MLL AIC
3´state 9 -782.68 1583.36 9 -791.25 1600.51 18 -760.54 1557.09
4´state 16 -768.38 1568.76 16 -782.02 1596.04 28 -741.49 1538.98
5´state 25 -754.88 1559.77 25 -769.10 1588.20 40 -727.66 1535.32
6´state 36 -743.48 1558.97 36 -759.71 1591.42 54 -717.63 1543.26
7´state 49 -733.77 1565.54 49 -749.13 1596.27 70 -710.00 1560.00




























Figure 4.5: (a) The observed interevent times, (b) The Viterbi path for the 5´state
IHSMM in Case I.
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Table 4.5: Redefinition of states in terms of number of missing events (N) and the
corresponding observed gamma renewal process (GRP)
Case II Case III Case IV
State N GRP N GRP N GRP
1 0 p1, βq 0 p1, βq 0 p1, βq
2 1 or 2 p2.5, βq 1, 2 or 3 p3, βq 1 p2, βq
3 3 or 4 p4.5, βq 4, 5 or 6 p6, βq 2 or 3 p3.5, βq
4 5 or 6 p6.5, βq 7, 8 or 9 p9, βq 4, 5 or 6 p6, βq
5 7 or 8 p8.5, βq 10, 11 or 12 p12, βq 7, 8, 9 or 10 p9.5, βq
6 9 or 10 p10.5, βq 13, 14 or 15 p15, βq 11, 12, 13, 14 or 15 p14, βq
7 11 or 12 p12.5, βq 16, 17 or 18 p18, βq 16, 17, 18, 19, 20 or 21 p19.5, βq
We call the case of state definitions in Section 3.5 Case I. Based on the analysis
in Case I, we merge the states linearly and nonlinearly to define Cases II, III and
IV. These cases are specified in Table 4.5 and the implication for the gamma renewal
process indicated. Note that State 1 is the state representing complete observations
and is not combined in any of these cases. The number of parameters (k), MLL and
AIC values for the fitted HMMs, HSMMs and IHSMMs in Cases II, III and IV are
listed in Table 4.6, which suggests that the 4´state IHSMM in Case III is the best
fit model with the smallest AIC value. The difference of the AIC values between the
5´state IHSMM and the 4´ IHSMM is less than 2, suggesting that the 5´state model
can also be considered to model the data (Burnham and Anderson, 2002).
Looking at Cases II and IV individually in Table 4.6, we observe that in Case
II the 5´state IHSMM appears to be the best fit model with the smallest AIC value
along with the 4´state IHSMM as another possible suitable model for the data based
on the AIC difference being less than 2. In Case IV, the 5´state and 6´state IHSMMs
have AIC values 1.11 apart and can be suitable models for further consideration. The
residual analysis for each of the fitted models in all cases in Table 4.6 are performed in
Figures 4.7 to 4.9. In order to clearly observe the deviation of the computed residual
process from the theoretical stationary process, we subtract the theoretical curves from
the calculated curves.
From Figure 4.7, the residual process from the 5´state IHSMM in Case II chosen
based on the AIC value is more consistent with a unit rate stationary Poisson process
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Table 4.6: No. of parameters (k), MLL and AIC in Cases II, III and IV
Case II Case III Case IV
Model k MLL AIC MLL AIC MLL AIC
HMM
3´state 9 -766.26 1550.52 -754.79 1527.58 -775.14 1568.28
4´state 16 -748.11 1528.22 -737.05 1506.10 -748.73 1529.46
5´state 25 -733.14 1516.28 -724.55 1499.10 -726.89 1503.78
6´state 36 -723.62 1519.24 -716.43 1504.87 -715.16 1502.31
7´state 49 -715.15 1528.31 -712.93 1523.86 -706.14 1510.29
HSMM
3´state 9 -786.35 1590.71 -782.97 1583.93 -787.81 1593.62
4´state 16 -771.77 1575.55 -770.89 1573.77 -770.02 1572.05
5´state 25 -760.02 1570.05 -761.80 1573.60 -750.41 1550.83
6´state 36 -754.21 1580.43 -750.47 1572.95 -730.25 1532.51
7´state 49 -741.29 1580.58 -738.99 1575.97 -723.11 1544.23
IHSMM
3´state 18 -735.14 1506.28 -722.05 1480.09 -749.80 1535.61
4´state 28 -714.87 1485.74 -703.45 1462.89 -720.09 1496.18
5´state 40 -701.93 1483.85 -692.15 1464.31 -700.70 1481.41
6´state 54 -696.18 1500.36 -685.05 1478.12 -686.15 1480.30
7´state 70 -687.96 1515.91 -684.37 1508.73 -682.35 1504.71
than that of the 4´state IHSMM in this case. Figures 4.8 and 4.9 suggest that the
5´state IHSMM in Case III and 6´state IHSMM in Case IV have slightly improved
residual processes than those of the 4´state IHSMM and 5´state IHSMM, respec-
tively, in these two cases. The four models selected in Cases III and IV based on the
AIC have residual processes well approximated by a Poisson process with unit rate.
The residual processes for other higher state IHSMMs in the three new cases did not
improve much compared to the residual processes of models selected by the AIC. The
residual processes for HMMs and HSMMs did not appear to be well approximated by
a stationary Poisson process in all cases. Since none of these HMMs and HSMMs have
AIC values close to the smallest AIC value, we do not consider these models for further
analysis.
Based on the residual analysis and AIC values, we consider the 4´state IHSMM
in Case III and the 5´state IHSMMs in Case II and Case IV to check the further
assumption of a stationary Poisson process mentioned in Section 3.6.2. Using the KS
test of uniformity, the empirical distributions of Uk from these three models are plotted
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Figure 4.6: Case I: The deviated cumulative number of events in the residual process
from the stationary process versus the transformed times for HMMs, HSMMs and
IHSMMs with 3, 4, 5, 6 and 7 hidden states fitted to the global volcanic eruption
catalogue. The solid red line is the theoretical curve under the null hypothesis of
stationary process. The dotted and dashed lines represent the two-sided 95% and 99%
confidence limits of the KS statistic, respectively.
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Figure 4.7: Case II: The deviated cumulative number of events in the residual process
from the stationary process versus the transformed times for HMMs, HSMMs and
IHSMMs with 3, 4, 5, 6 and 7 hidden states fitted to the global volcanic eruption
catalogue. The solid red line is the theoretical curve under the null hypothesis of
stationary process. The dotted and dashed lines represent the two-sided 95% and 99%
confidence limits of the KS statistic, respectively.
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Figure 4.8: Case III: The deviated cumulative number of events in the residual process
from the stationary process versus the transformed times for HMMs, HSMMs and
IHSMMs with 3, 4, 5, 6 and 7 hidden states fitted to the global volcanic eruption
catalogue. The solid red line is the theoretical curve under the null hypothesis of
stationary process. The dotted and dashed lines represent the two-sided 95% and 99%
confidence limits of the KS statistic, respectively.
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Figure 4.9: Case IV: The deviated cumulative number of events in the residual process
from the stationary process versus the transformed times for HMMs, HSMMs and
IHSMMs with 3, 4, 5, 6 and 7 hidden states fitted to the global volcanic eruption
catalogue. The solid red line is the theoretical curve under the null hypothesis of
stationary process. The dotted and dashed lines represent the two-sided 95% and 99%
confidence limits of the KS statistic, respectively.
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in Figure 4.10, which shows the uniformity of Uk. Hence, there is no evidence to assert
that the transformed interevent times, Ek, are not exponentially distributed. The
scatter plots of Ek`1 against Ek and Uk`1 against Uk for the three models considered
in Figure 4.10 are plotted in Figures 4.11 to 4.12, which show no particular pattern of
points for any association, suggesting the independence of Ek from these three models.
The t-test for the null hypothesis of zero correlation between Ek`1 and Ek in these
models produces P´values of 0.128, 0.183 and 0.426, further confirming that there
is no evidence to reject the hypothesis that Ek are independent. We conclude that
the residual processes for the three models in Figure 4.10 follow a stationary Poisson
process with unit rate satisfying the assumptions of independence and exponentiality.
5´state IHSMM in Case II


























4´state IHSMM in Case III


























5´state IHSMM in Case IV


























Figure 4.10: Empirical distribution of Uk. The dotted and dashed lines show 95% and
99% confidence limits of the KS statistic, respectively, assuming uniform distribution.





















































































































































































































































































































































































Figure 4.11: Scatter plot of Ek`1 versus Ek.
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Figure 4.12: Scatter plot of Uk`1 versus Uk.
We note that the 5´state IHSMMs in Cases II and IV represent the maximum
number of missing events up to 8 and 10 between a pair of consecutively observed
events, respectively and have 40 parameters. The 4´state IHSMM in Case III models
a maximum number of 9 missing events (the average of the maximum number of
missing events of 8 and 10 in the above 5´state models) between a pair of consecutively
observed events, has 28 parameters. Each state of incompleteness (States 2, 3 and 4) in
this 4´state model represents 2, 5, 8 missing events on average. The 4´state IHSMM
also has the lowest AIC value among all models in all cases. Note that redefining
the states, combining the number of missing events does not affect the number of
parameters to be estimated; it simply helps to find the best model with an appropriate
number of parameters and missing events between each pair of consecutively observed
events in the volcanic eruption record. Thus, the overall analysis suggests that the
4´state IHSMM in Case III can be chosen as the best approximation of the given
volcanic eruption record in terms of the number of parameters, AIC, residual analysis
and the number of missing events represented by each state.
4.3.3 The selected 4´state IHSMM
The ML estimates of the best fitted 4´state IHSMM in Case III are listed in Table 4.7.
Using these estimates the Viterbi path for the model is plotted in Figure 4.13. The
estimated transition probability matrix is quite sparse, which suggests that we can
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Table 4.7: Estimates of the 4´ state IHSMM in Case III
States j 1 2 3 4
Initial distribution π̂j 0 1 0 0
Transition probability matrix âij
1 0.00 0.00 0.732 0.268
2 0.00 0.00 0.00 1.00
3 1.00 0.00 0.00 0.00
4 0.436 0.564 0.00 0.00
Poisson distribution for µ̂jptq
time-dependent state durations Âj 201.00 2.84 187.57 17.21
B̂j 132.51 12.94 18.61 2.58
Ĉj 0.086 0.029 0.032 0.012
D̂j 1.24 0.01 0.95 0.01
Gamma distribution α 1 1 1 1
β̂ 2.83 2.83 2.83 2.83
classify the states into two regimes: a low-missing regime constituting the transitions
between State 1 and State 3, i.e., 1 Ø 3, and a high-missing regime having the transition
pattern 4 Ñ 2 Ñ 4. This is apparent in the Viterbi path in Figure 4.13 before AD
1580. Note that the missingness of small eruptions (with magnitude ď 5.5) is more
time inhomogeneous than large eruptions as indicated in Figure 4.4. Therefore, the
low-missing regime may signal that it is more likely to have 4, 5 or 6 missing eruptions
of small magnitudes before and after no missing eruption of large magnitude. As the
large eruptions are less frequent and are less frequently missed, they are likely to be
missed in State 4 of the high-missing regime. State 2 has most likely 1, 2 or 3 missed
eruptions, but here it seems to be catering for ‘doublets’, i.e., a couple of eruptions
relatively close together in long strings of missing events p4 Ñ 2 Ñ 4q. The Viterbi
path also suggests that the catalogue has no missing events after AD 1580.
The state-dependent gamma distributions in the selected 4´state IHSMM are
plotted in Figure 4.14, which shows that the state-dependent distributions for the states
falling in low-missing and high-missing regimes do not overlap considerably. Notably,
States 2 and 4 overlap with State 3 significantly, making it unidentifiable within a
sequence of high-missing regime states. However, relatively less overlap between low-
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Figure 4.13: (a) The observed interevent times, (b) The Viterbi path for the selected
4´state IHSMM in Case III.













f(x|state 1; α=1, β=2.83) 
f(x|state 2; α=3, β=2.83)
f(x|state 3; α=6, β=2.83)
f(x|state 4; α=9, β=2.83)
Figure 4.14: Probability density function in each state of the 4´state IHSMM in Case
III.
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missing regime (1 and 3) and high-missing regime (2 and 4) states make these regimes
identifiable. This suggests that the IHSMM balances the features (shape and scale) of
the observations in each state and the state durations and transitions.
To see how the time-dependent expected sojourn times in each state behave, we
plot the estimated expected sojourn times, µ̂jptq, j “ 1, . . . , 4, in Figure 4.15. Note
that µ̂jptq in high-missing regime states (2 and 4) decreases in earlier times and tends
to become zero after AD 500. State 2 has the shortest expected sojourn time before
it starts to decrease. However, the low-missing regime states (1 and 3) have lengthy
estimated expected sojourn times. State 1 is more likely to have a short expected
sojourn time before AD 1500, as we do not have completely observed data in the
earlier record. The sojourn time for State 1 increases from AD 1500 to AD 1600, and
then persists for a long time period, which is also indicated by the Viterbi path. After
a long sojourn before AD 500, the expected sojourn time of State 3 decreases between
AD 500 and AD 700 and then decreases to as short as one.












































Figure 4.15: Estimated time-dependent expected sojourn times, µ̂jptq, j “ 1, . . . , 4 for
the 4´state IHSMM in Case III.
One of the main objectives of the proposed model is to estimate the hazard rate.
The hazard rate estimate defined in (3.37) can be obtained using the estimates of the
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gamma distribution in State 1 from the fitted 4´state IHSMM in Case III, which is
λ̂phtq “ 0.35. For comparison, the estimated hazard rate by fitting a simple gamma
renewal process with α “ 1 to the entire data set is 0.15, less than half of the estimated
hazard rate from the IHSMM.
Table 4.8: Estimates of the parameters in the gamma distribution p1, βq
Model α β̂ λ̂phtq
4´state IHSMM 1 2.83 0.35
Gamma renewal process 1 6.83 0.15
4.4 Discussion and conclusion
In this chapter, we performed simulation studies for an HSMM and the proposed
IHSMM detailed in Section 3.5 in order to check the consistency of the parameter
estimators. In these models, the renewal process was considered as the observed process
and the underlying semi-Markov chain followed a shifted Poisson distribution with
parameter µj in case of an HSMM and µjptq in case of an IHSMM. The models were
fitted to each simulated sequence of various sample sizes using a direct numerical
optimization algorithm in R (R Core Team, 2017). The simulation study demonstrated
that the estimates of paramters in the HSMM and IHSMM tend to converge to the
true parameter values when the sample size is increased.
The application of the proposed IHSMMs to a global volcanic eruption catalogue
(Hayakawa, 1997) demonstrated the importance of using an IHSMM instead of an
HMM or HSMM when the data exhibits inhomogeneity. Since the catalogue has only
285 data points, we considered 3´state to 7´state IHSMMs, HSMMs and HMMs, each
with four possible cases of state definitions in order to find an acceptable model. The
AIC and residual analysis were used to select the model that captures the main features
of the data.
The residual analysis in Case I suggested that the IHSMM could fit the data well
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if models with a larger number of states pą 7q were considered. In order to avoid
a very large number of parameters for such a small data set, we merged the states
linearly in Cases II and III and non-linearly in Case IV. When the cases are considered
individually, the 5´state IHSMMs in Cases II and IV fitted the data well as indicated
by the residual analysis, suggesting that the number of missing observations in between
each pair of consecutively observed events can reach up to 8 and 10 in some parts of
the catalogue, respectively. However, the 4´state IHSMM in Case III performed better
in terms of AIC than the 5´state models in Cases II and IV, and represented up to
9 missing events in some parts of catalogues, the average of the maximum number of
missing events in the 5´state models in Cases II and IV, with fewer parameters. In
Case IV, the 6´state IHSMM suggested a very large number of missing events in some
parts of the catalogue which indicates that there may be a considerable ‘tail’ in the
distribution of missing eruptions, but additional model complexity is not justifiable
when we have a family of gamma distributions (see Figure 4.14), which can at least
partially represent this tail. Overall, we found the 4´state IHSMM in Case III as the
best fit model for the catalogue. This is an acceptable model for the global volcanic
eruption catalogue regarding the number of parameters, state definitions, AIC and
the residual analysis. Comparing Figures 4.4 and 4.13, we note that the catalogue is
relatively incomplete before AD 1580.
The estimated probabilities of being in state j “ 1, . . . , 4 given the observation
sequence X1:T , γ̂tpjq, defined in Section 2.2.4 can be calculated using Algorithm 4 in
Appendix B. Using γ̂tpjq along with the median number of missed events (Nj, say) in
each state we can estimate the proportion of completeness over time as





The estimated proportion of completeness over time is plotted in Figure 4.16 which
shows that in very early years before AD 130 in the catalogue, the estimated propor-
tion of completeness of the catalogue is less than 40%; then it remains at 11% from
AD 130 to AD 500 which indicates that this part of the catalogue is substantially in-
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complete. The estimated high completeness from AD 700 to AD 1200 in Figure 4.16
appears to reflect the contribution of the Japanese record, which dominates the global
record (Kiyosugi et al., 2015). Relative to the preceding 6 centuries and the following
6 centuries, this period of the Japanese catalogue has an anomalously high number of
recorded eruptions (Hayakawa, 1997). Furlan (2010) investigated this global volcanic
eruption record using a change point model to tackle the temporal behaviour of the
recording bias and concluded that the under-recording of eruption events mostly dis-
appears in the most recent 400 years. Our results coincide with Furlan’s finding as
Figures 4.13 and 4.16 show that the catalogue is complete after AD 1580.


























Figure 4.16: Estimated proportion of completeness from the 4´state IHSMM in Case
III.
In our proposed IHSMMs, the memoryless assumption is relaxed during the stay
in each state. Nevertheless, the memoryless assumption can be trialled for many non-
stationary processes. In this situation, IHMMs proposed by Hughes and Guttorp
(1994) can be used to model such processes. When the transition probabilities are
time-varying, an HMM is called an IHMM. We also fitted IHMMs with time-varying
transition probabilities defined by multinomial logistic functions to the given catalogue
and found the performance of the 4´state IHMM to be roughly equivalent to that
of the 4´state IHSMM, both models having equal number of parameters. However,
the IHSMM detects that the building blocks of the pre-700 structure are distinct from
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those post-700, seemingly confirming the influence of the Japanese catalogue.
HSMMs assume that the expected sojourn times for each state remain constant
over time. This means that the expected sojourn times for the states representing
some missing events is never going to decrease with time, which is not realistic for the
global eruption record. Consequently, HSMMs may not be appropriate for the observed
process that has nonstationary behaviour.
Note that we used a generalized logistic function with four parameters to formulate
the time-dependent expected sojourn times, as this function has the potential to meet
the assumption that the mean sojourn times in each state may increase or decrease at
an increasing or decreasing rate over time or some interval of time, particularly when
there are more than two states. For example, if there are 3 states, it is quite possible
for both the expected sojourn times for States 1 and 2 to grow (at least for a while)
as that of State 3 shrinks. Many other forms of logistic or exponential functions can
be used to model the time-dependent sojourn times in different fields of applications.
We considered the parameter of the shifted Poisson distribution to be a function of the
time at which the previous event occurred because we dealt with an embedded renewal
process. In other applications, however, one could simply use the current time index
for time-dependency of sojourn times.
Many special cases of the generic IHSMMs defined in Section 3.2 can be obtained
by introducing different formulations for time-dependent state durations for different
sojourn time distributions with support on positive integers. In our proposed model,
the transition probabilities were assumed independent of time. We can further extend
the HSMM and IHSMM using time-varying transition probabilities. One way to achieve
this is by defining the transition probabilities to be functions of time using multinomial
logistic function (Diebold et al., 1994; Filardo, 1994).
Chapter 5
HMMs with Shifted Compound
Poisson-Gamma Renewal Processes
5.1 Introduction
To handle time-dependent missingness in point process records, Chapter 3 introduced
inhomogeneous hidden semi-Markov models (IHSMMs). In an IHSMM, the explicit
state durations of the underlying semi-Markov chain depend on time. An application
of the proposed IHSMM with the observed process as a renewal process was presented
in Chapter 4. We assumed that in an IHSMM each state represents a certain number of
missing events between each pair of consecutively observed events in a volcanic eruption
record. However, if there is a large number of missing events (say, 20) between each
observed pair, then it can require a large number of hidden states in the model with a
consequent increase in the number of parameters to be estimated.
As the missingness of events is unknown and thus a hidden process, it may be
advantageous if a state in an HMM, HSMM or IHSMM corresponds to a variable
number of missing events between each pair of consecutively observed events rather
than a fixed number. Furthermore, the number of missing events between each pair
of consecutively observed events in a point process record may decrease over time
as the older part of the record is likely to have more missing events. With this in
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mind, in this chapter, we propose the shifted compound Poisson-gamma (SCPG) and
time-dependent SCPG (TSCPG) renewal processes and incorporate them into HMMs,
HSMMs and IHSMMs to model point processes with time-varying incompleteness.
In HMMs, the transition probabilities are assumed independent of time, which
may not be a reasonable assumption for modelling time-dependent incomplete point
process records when considering the memoryless property. Therefore, in addition
to the above, we propose inhomogeneous HMMs (IHMMs) with time-varying state
transition probabilities (Hughes and Guttorp, 1994; Diebold et al., 1994; Filardo, 1994;
Hughes and Guttorp, 1999) in combination with the SCPG renewal processes.
5.2 The SCPG renewal process
As discussed in Chapter 3, a renewal process has positive, independent and identically
distributed interevent times. Suppose we have a renewal process with event occurrence
times H0 ă H1 ă ¨ ¨ ¨ ă Hn ă . . . , then the interevent times are given by Xn “
Hn´Hn´1. If we assume that the interevent times of volcanic eruptions follow a gamma
distribution with parameters pα, βq, then the occurrence times of volcanic eruptions
form a gamma renewal process. As the number of missing events is unknown, suppose
there are N missing events between event occurrence times Hn´1 and Hn. Then the
observed interevent time Xn is an aggregate of N`1 interevent times Y1, . . . , YN`1 and






where Yk are positive, independent and identical gamma variables with the PDF as
in (3.36). Now assume that N is a random variable and follows a shifted Poisson
distribution with parameter λ,
PrpN “ kq “
λk´1 expp´λq
pk ´ 1q!
, k “ 1, 2, . . . .
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When Yk are independent of each other and of N , the interevent time Xn in (5.1)
follows a compound of gamma and shifted Poisson distributions and is called an SCPG
distribution. We call the resulting point process an SCPG renewal process.
The rationale behind using the shifted Poisson distribution is that we are con-
sidering the case of no missing event as a complementary case of all missing events
between each pair of consecutively observed events in a point process record. That
is, we are using one state with no missing events (the state of completeness), and the
others with variable number of missing events (the states of incompleteness) via the
SCPG distribution. It follows that if there is no missing event, then the interevent time
Xn has a gamma distribution, else it will follow an SCPG distribution. Thus, for the
interevent times Xn in (5.1), the conditional distribution of Xn given N “ k follows a





























, xn ą 0. (5.2)
The PDF in (5.2) of an SCPG distribution can also be written as













The above PDF has an implicit form. We will discuss how to evaluate it in subsection
5.2.2. Its mean and variance can be obtained from laws of total expectation and total
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variance. Using the law of total expectation we have that
EpXnq “ E rEpXn | pN ` 1qqs
“ E rpN ` 1qEpYkqs
“ EpN ` 1qEpYkq
“ pλ` 2qαβ
where EpYkq “ αβ is the mean of the gamma distribution and EpNq “ λ ` 1 is the
mean of the shifted Poisson distribution. Using the law of total variance, we have
VarpXnq “ E rVarpXn | pN ` 1qqs ` Var rEpXn | pN ` 1qqs
“ E rpN ` 1qVarpYkqs ` Var rpN ` 1qEpYkqs
“ EpN ` 1qVarpYkq ` rEpYkqs
2 VarpN ` 1q
“ EpN ` 1qVarpYkq ` rEpYkqs
2 VarpNq
“ pλ` 2qαβ2 ` pαβq2pλq
where VarpYkq “ αβ2 and VarpNq “ λ are the variances of the gamma and shifted
Poisson distributions, respectively.
Note that the PDF in (3.36) reduces to an exponential distribution when α “ 1.
The distribution of Xn in (5.1) is still an SCPG distribution, but with two parame-
ters pβ, λq. Also, note that if Yk in (5.1) are positive, independently and identically
distributed Weibull random variables, then Xn in (5.1) will follow a shifted compound
Poisson-Weibull distribution. Thus, different interevent time distributions on positive
real line for Yk produce different classes of shifted compound Poisson renewal processes.
We will explain the relationship between an SCPG distribution and a mixed compound
Poisson-gamma (MCPG) distribution using an example in the next subsection.
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5.2.1 The SCPG and MCPG distributions
An SCPG distribution can be regarded as a shifted version of an MCPG distribution
which is a widely used distribution in finance and actuarial sciences for modelling the
aggregate of claims payable (Willmot, 1986; Frees, 2009). In order to define an MCPG
distribution, we use the following insurance-related example.
We assume the size of individual insurance claims tχiu are independently and
identically distributed gamma variables. Let Y be the aggregate payments,
Y “ χ1 ` χ2 ` ¨ ¨ ¨ ` χN , (5.4)
where N has a Poisson distribution representing the number of claims made. Suppose
that the claim times and payment sizes are independent of each other, then the ag-
gregate payments follow a compound Poisson-gamma distribution (Frees, 2009) given
by










, y ą 0. (5.5)
When N “ 0, the probability of no claim is
gp0q “ PrpN “ 0q “ expp´λq ą 0,
which states that the conditional distribution of Y “ 0 given that N “ 0 is a degenerate
distribution. Thus, an MCPG distribution becomes
fpyq “ qgp0q ` p1´ qqgpyq










, y ě 0, (5.6)
where 0 ď q ď 1 is a mixing parameter. Since the PDF in (5.6) is a mixture of
discrete/continuous marginal distributions of Y , it is called an MCPG distribution.
The MCPG distribution has been extensivley used for data with zero values (e.g.
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Smyth and Jorgensen, 2002; Kaas, 2005; Shono, 2008). The special case when α “ 1
in (5.6) was first studied by Fisher and Cornish (1960) for rainfall modelling.
An SCPG distribution corresponds to the continuous and positive part of an
MCPG distribution in (5.5) or is a shifted compound Poisson-gamma distribution of
the sum in (5.4), but with an additional gamma variable. That is, an SCPG distribu-
tion is a distribution for the sum of N ` 1 positive, independent and identical gamma
variables.
An MCPG distribution is a special case of a power variance family of distributions
proposed by Tweedie (1984) which is also known as a family of Tweedie’s distributions
or Tweedie exponential dispersion models (EDMs). In Tweedie distributions, the vari-
ance is proportional to a power of the expectation in an exponential family, that is,
VarpY q “ σrEpY qsp. The Tweedie EDMs have three parameters: a power parameter
p, mean EpY q “ µ ą 0 and dispersion σ ą 0. EDMs exist for all values of p except
the interval p0, 1q. When 1 ă p ă 2, the MCPG distribution in (5.6) is a reproductive
Tweedie distribution with
EpY q “ λαβ “ µ
VarpY q “ λαpα ` 1qβ2 “ σµp










β “ σpp´ 1qµp´1.
It follows that an SCPG distribution can also be called a shifted version of a Tweedie
distribution when the power parameter is 1 ă p ă 2.
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5.2.2 Evaluation of the SCPG PDF
There have been numerous studies which propose different methods to evaluate the
sum component of a compound Poisson-gamma distribution in (5.5). For example, in
a series of articles, Dunn and Smyth (2001, 2005, 2008) discussed methods of inversion
of cumulant generating function, direct summing of infinite series and Fourier inversion
for fitting the Tweedie distributions especially for the case 1 ă p ă 2. Dunn (2015)
developed an R package for the Tweedie distributions using different methods to eval-
uate the sum in (5.5). The evaluation and properties of the distribution in (5.5) have
also been studied by Withers and Nadarajah (2011) using hypergeometric functions.
Vinogradov et al. (2012) and Vinogradov et al. (2013) derived the Wright-function
representations for the densities of the power-variance family of distributions.
The summation term of the PDF in (5.3) can be expressed in terms of Wright’s gen-
eralized Bessel function which was initially introduced for complex arguments (Wright,
1935; Paris, 2017). Wright’s generalized Bessel function, denoted by WBpq, is defined
by







where z P C, ρ ą ´1 and δ is any number, real or complex. By comparing the
summation terms in (5.3) with (5.7), we have z “ λxαn
L
βα` 0 9ι, ρ “ α ą 0 and δ “ 2α.
It follows that
















When δ “ 0, the PDF of the SCPG distribution in (5.8) reduces to the PDF in (5.5).
In terms of the Wright function, the methods available for the evaluation of the
PDF of a compound Poisson-gamma distribution in (5.5) are based on the special case
of the Wright function in (5.7) with δ “ 0. These methods can be adapted to evaluate
the PDF of an SCPG distribution in (5.8) using the Wright function in (5.7) with δ ‰ 0.
Here, we describe two such methods. The first method uses the asymptotic expansion
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of the Wright function in Paris (2010, 2017) and Paris and Vinogradov (2016). The
second method is based on direct numerical summation of infinite series in the Wright
function, and was proposed by Dunn and Smyth (2005). We compare both methods
at the end of this section.
Asymptotic expansion of Wright’s generalized Bessel function
From (5.3) and (5.7), we can write

























βαq converges after a very few terms, and the asymtotic behaviour
of the lower tail of the PDF in (5.3) is























for integer M ě 1. When λxαn
L
βα Ñ 8, the upper tail behaviour of fpxnq depends on
the asymptotic expansion of the generalized Bessel function in (5.10).
The asymptotic expansion of the complex-valued generalized Bessel function in
(5.7) was studied by Wright (1935, 1940) for |z| Ñ 8 when ρ P p´1, 0q and ρ ą 0.
For our real-valued function in (5.10), we follow the asymptotic expansion proposed in
Paris (2010, 2017), Vinogradov et al. (2013) and Paris and Vinogradov (2016). Since,
for the generalized Bessel function in (5.10), all arguments are real positive, we define
the asymptotic expansion for (5.7) with parameters ρ ą 0, δ ą 0 and z “ x` 0 9ι which
can be directly applied to (5.10) with ρ “ α, δ “ 2α and x “ λxαn
L
βα.
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The Wright function or generalized Bessel function for real positive variable x is







with ρ, δ ą 0. When ρ “ 1, (5.12) is the modified Bessel function of the first kind.
The modified Bessel function of the first kind with parameter b (Abramowitz, 1974,







Γpk ` b` 1qk!
pv{2q2k. (5.13)




WBp1, δ; xq “ xp1´δq{2Iδ´1p2
?
xq. (5.14)
As in our special case we have δ “ 2ρ, further reducing (5.14) to
WBp1, 2; xq “ x´1{2I1p2
?
xq. (5.15)
When xÑ 8, (5.15) can be evaluated using the asymptotic expansion of (5.13) given
by (9.7.1) in Abramowitz (1974). This asymptotic expansion is available in an R
package ‘Bessel’ written by Maechler (2013). Thus, when α “ 1, we can simply use
besselIasym() function to evaluate the PDF in (5.9) for x “ λxαn
L
βα Ñ 8.
From Paris (2010, 2017), when x Ñ 8, the expansion of WBpρ, δ; xq with ρ ‰ 1
is given by
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where





´q, X “ νphxq1{ν
is called an exponential expansion with the associated parameters defined by




and K is the smallest integer satisfying 2K ` 1 ą p1 ` ρq{2. The coefficients, Aq, are
those arising in the inverse factorial expansion of gpsq
L


























Here gpsq “ 1
L
Γpρs`δq and ϑ́ “ 1´ϑ. To find the normalized coefficients Cq “ Aq{A0,
we use an algebric method based algorithm from Paris (2010, 2017) (Appendix A) and
Vinogradov et al. (2013) (Appendix A.3), which is outlined in Appendix C in this













4` 48δ ´ 96δ2 ´ 96δ3 ` 144δ4 ´ 28ρ` 216ρδ ´ 480ρδ3




The expressions for the higher coefficients Cq, say q ą 7, are quite large. An example
for the expansion in (5.16) when the parameter ρ ą 1 is provided below. For 1 ă ρ ă 5,
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K “ 1, and we have



















































































For 5 ď ρ ă 9, we get K “ 2, and hence the expansion from (5.16) becomes

















After simplification, we have































Similar arguments can be applied to the cases K “ 3, 4, . . . depending on the values
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of ρ. The normalized coefficients in (5.18) can be obtained in Mathematica (Wolfram
Research Inc., 2016) using the algorithm in Appendix C. Once we have the analytical
form of these coefficients from Mathematica, we can save them in a text file and then
transform the text file in an R script (R Core Team, 2017). After this, the above
asymptotic expansion can be easily coded in R, and we can evaluate the PDF in (5.9)
numerically for large values of λxαn
L
βα.
Direct evaluation of the infinite sum series in (5.3)
Dunn and Smyth (2001, 2005) presented an efficient way to evaluate an infinite sum
series appearing in the Tweedie distributions in (5.5). This method requires the direct
summation of only those terms that contribute to the sum significantly.
We apply Dunn’s technique to evaluate the infinite sum in the Wright function in
(5.10). Denote the kth term of WBpα, 2α; λxαn
L
βαq in (5.10) by pWBqk, i.e.,
pWBqk “
xk
Γpkα ` 2αqΓpk ` 1q
,
where, for simplicity, x “ λxαn
L
βα. It is convenient to consider
logpWBqk “ k log x´ log Γpkα` 2αq ´ log Γpk ` 1q.
Using Stirling’s approximation for the gamma function, log Γpk ` 1q « 0.5 logp2πq `
pk ` 0.5q log k ´ k, we have
logpWBqk « k log x´ logp2πq ´ pkα` 2α ` 0.5q logpkα` 2αq (5.19)
` kα` 2α ´ pk ` 0.5q log k ` k.
To evaluate the infinite sum, the value of k is determined for which pWBqk reaches a
maximum. For this purpose, we treat k as continuous and pWBqk is differentiated with
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respect to k and is set to zero. Differetiation with respect to k gives
B logpWBqk
Bk






« log x´ α logpkαq ´ log k,
since logpk`2q « log k, 1
L
2k Ñ 0 and 1
L
2pk`2q Ñ 0 for large k. Thus pWBqk appears
to be unimodal in k, as the derivative B logpWBqk
L
Bk is monotonically decreasing in k
for k ě 0 and α ą 0. The solution of B logpWBqk
L








Accordingly, the approximate maximum value of pWBqk can be obtained by substitut-
ing the value of kmax in (5.19). We now approximate WBpα, 2α; xq by





where kL and kU are choosen such that kL ă kmax ă kU and both WBkL and WBkU
are less than εpWBqmax. Here, we use ε “ expp´41q “ 10´18 and search k away
from kmax until logpWBqk in (5.19) is less than logpWBqmax ´ 41. If kmax ă 1 or if
logpWBq1 ą pWBqmax ´ 41, then we take kL “ 1.
Dunn and Smyth (2005) tested the accuracy of this numerical method of summing
the infinite sum series for large as well as small values of x and for a wide range of
parameter values. The PDF in (5.9) can be evaluated to machine precision using this
approach.
Comparison between the asymptotic expansion and the direct evaluation
methods
We compare the two methods that are described above to see how many coefficients
in the asymptotic expansion and how many terms in the direct evaluation method are
needed in order to evaluate the infinite sum series in the Wright function accurately
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. We assume that the parameters
λ and β are fixed at λ “ 4 and β “ 0.5. The values of x are varied depending on the
value of the parameter α as shown in Table 5.1. It is evident from Table 5.1 that the
number of terms to be used in the direct evaluation method is larger than the number
of coefficients needed in the asymptotic expansion. However, the number of terms in
the direct evaluation method is decreasing as x gets large. The asymptotic expansion
uses only a few coefficients to evaluate the sum for very large values of x.
Table 5.1: Comparison of asymptotic expansion and direct evaluation method for the
Wright function
No. of coefficients No. of terms
α xn x Sum by both methods in asymptotic expansion in direct evaluation
1 50 4ˆ 102 7.353698ˆ 1014 4 56
2 50 4ˆ 104 5.03747ˆ 1021 4 50
3 50 4ˆ 106 4.300339ˆ 1023 4 43
4 50 4ˆ 108 1.136736ˆ 1023 4 37
5 50 4ˆ 1010 1.412288ˆ 1021 4 32
For small values of x, say ă 50, we can evaluate the Wright function directly
using (5.11). In this case, compared to the direct evaluation method, fewer terms are
required for the sum to converge. The direct evaluation method works well for large as
well as small values of x. However, the asymptotic expansion of the Wright function
can only be used for large values of x. Table 5.1 shows very large values of x because
we could expect such large values depending on the values of the parameters λ, α, β
when doing unconstrained optimization to fit an SCPG distribution. In Chapter 6, we
will present a simulation study for fitting an SCPG distribution using both methods
of evaluation and show which method works well for optimization purposes.
5.3 The time-dependent SCPG renewal process
The SCPG distribution in (5.3) models the interevent times with a Poisson distributed
number of missing events between each pair of consecutively observed events in an
incompletely observed point process record. The incompleteness of a record may de-
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pend on time when, for example, the older part of the record has more missing events
than the recent part. Consequently, the Poisson distributed number of missing events
between each observed pair in an SCPG renewal process may depend on time.
To model time-dependent missing events, we propose that the expected number
of missing events represented by λ in (5.3) depends on time. In order to formulate λ
as a function of time, we use the generalized logistic function and denote it by λpnq at
time n. In a renewal process, the likelihood of the next event depends on the elapsed
time since the last event. Therefore, λpnq can be defined to be a function of the last
occurrence time hn´1. It follows that
λpnq “
M
1` exppRhn´1 ´ P q
`K, (5.20)
where M, R, K ą 0 and ´8 ă P ă 8 are the parameters. The parameters M and K
determine the limiting values of λpnq such that λpnq decreases from M `K to K. The
parameter R represents the rate of change in λpnq, and the parameter P controls the
point of inflection. Note that λpnq is a decreasing function of the last occurrence time
as the mean number of missing events may decrease from the older part of a record
to the recent part. The shifted Poisson distribution with parameter λpnq becomes a
time-dependent shifted Poisson distribution and is given by
PrpNn “ knq “
e´λpnqrλpnqskn´1
pkn ´ 1q!
, kn “ 1, 2, . . . (5.21)
Replacing a shifted Poisson distribution with a time-dependent shifted Poisson distri-
bution in (5.3), we have a TSCPG distribution, and the PDF is given by












, xn ą 0.
A TSCPG distribution can be used to model the interevent times of a partially ob-
served gamma renewal process with time-dependent Poisson distributed number of
missing events between each pair of consecutively observed events. The PDF for a
TSCPG distribution can be evaluated using the methods discussed above for an SCPG
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distribution. However, λ needs to be replaced by λpnq wherever it appears in those
methods.
Note that the time-dependent expected number of missing events in (5.20) has the
same formulation as we used for the time-dependent expected sojourn times in a state of
incompleteness in (3.39) in the IHSMM, but with different symbols for the parameters.
The reason is to keep distinct the way the time-dependent Poisson distributions are
being used.
5.4 Inhomogeneous hidden Markov models
There are many ways to look at the missingness of events in point process records using
HMMs. For example, Wang and Bebbington (2012) modelled the incompleteness of
volcanic eruption records using HMMs in combination with renewal processes. HMMs
may not be appropriate when the incompleteness of point process records depends
on time, and the missingness of events does not necessarily satisfy the memoryless
property. In such situation, the records can be modelled using IHSMMs proposed in
Chapter 3 of this thesis.
Nevertheless, the memoryless property can be trialled for some time-dependent
incomplete point process records. Therefore, in this section, we propose to use in-
homogeneous HMMs (IHMMs) with transition probabilities depending on time. We
introduce a particular case of IHMMs in combination with the proposed SCPG renewal
processes in the following subsection.
Hughes and Guttorp (1994) proposed a general class of IHMMs to model precipi-
tation by defining time-varying transition probabilities as functions of synoptic atmo-
spheric variables. Note that the authors originally used the name ‘nonhomogeneous
HMM’ when transition probabilities are time-varying in HMMs. In this thesis, we
prefer the term ‘inhomogeneous’ for HMMs with time-varying transition probabilities.
Let tXt; t “ 1, . . . , T u be an observed process and tSt; t “ 1, . . . , T u be an un-
observed first-order Markov chain. Let tZt; t “ 1, . . . , T u be the observed covariates
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which are directly related to the hidden state process tSt; t “ 1, . . . , T u and have an
indirect effect on the observed process of interest tXt; t “ 1, . . . , T u through the hidden
states. Then, IHMMs are defined by the following two assumptions
PrpXt |X1, . . . , Xt´1, S1, . . . , ST , Z1, . . . , ZT ; Θq “ PrpXt |St; Θq, (5.22)
and
PrpSt |S1, . . . , St´1, Z1, . . . ,ZT ; Θq “ PrpSt |St´1, Zt; Θq. (5.23)
The assumption in (5.22) is the conditional independence property of the observed
process as in an HMM, which states that the observed process Xt depends only on the
current state St of the hidden process. The assumption in (5.23) illustrates that the
transition probabilities are time-varying depending on the observed covariates Zt, and
hence first-order Markov chain is an inhomogeneous first-order Markov chain. Special
cases of IHMMs can be obtained using different parametrizations of the transition
probabilities which preserve the row stochastic property of transition probability matrix
of the underlying Markov chain. Some examples for parameterizing the time-varying
transition probabilities can be found in Hughes and Guttorp (1994); Diebold et al.
(1994); Filardo (1994); Filardo and Gordon (1998) and Otranto (2008).
5.4.1 An m´state IHMM with TSCPG renewal process
We propose a special case of IHMMs in combination with a TSCPG renewal process
for time-dependent incomplete point process records such as volcanic eruption records.
For an m´state IHMM, we define the hidden states as: State 1 represents no missing
event, and State j, j “ 2, . . . ,m, represents time-dependent Poisson number of missing
events between each pair of consecutively observed events. We can regard State 1
as the state of completeness and States 2, . . . ,m as the states of incompleteness with
different Poisson mean numbers of missing events that depend on time.
We assume that the event occurrence timesH0 ă H1 ă ¨ ¨ ¨ ă HT in a point process
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record form a renewal process. Accordingly, the observed process of interevent times
Xt “ Ht´Ht´1 in State 1 is assumed to follow a gamma distribution, and the observed
process Xt in State j, j “ 2, . . . ,m, is supposed to have a TSCPG distribution. Then




xα´1t expp´xt{βq, xt ą 0, (5.24)





















1` exppRjht´1 ´ Pjq
`Kj, j “ 2, . . . ,m. (5.26)
Volcanic eruption records are usually increasingly incomplete when we go back in
time (Furlan, 2010; Brown et al., 2014). Therefore, it is reasonable to assume that
the transition probabilities depend on time. For example, the transition probability
from State 1 with no missing event to state j with λjptq missing events on average,
j “ 2, . . . ,m, may decrease over time, as older segments of the records have more
missing events than recent segments. In other words, a time-dependent point process
record is more likely to be in the state of completeness (State 1) than in a state of
incompleteness (States 2, . . . ,m) in recent times. In order to model the time-varying
behaviour of the transition probabilities, we use multinomial logistic functions for an
m´state IHMM.
In a multinomial logistic function, one of m categories is taken as a reference
category. For our particular case of IHMM with TSCPG renewal process, we consider
State 1 as a reference state, since State 1 is the state of completeness. We define the
transition probabilities from any state j, j “ 1, . . . ,m, to State 1 to be increasing
functions of time for the reason mentioned above. Also, the transition probabilities at
time t are assumed to be a function of the occurrence time at t´1, i.e., ht´1 because the
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observed process is a renewal process in which the likelihood of the next event depends
on the elapsed time since the last event. Thus, following the assumption in (5.23),
we define the time-varying transition probabilities PrpSt “ j |St´1 “ i, Ht´1 “ ht´1q





k“2 expp´rikht´1 ` wikq





k“2 expp´rikht´1 ` wikq
, i “ 1, . . . ,m, j “ 2, . . . ,m,
where rij ą 0 measures the rate of change and ´8 ă wij ă 8 controls the points
of inflection. The number of parameters to be estimated for an m ˆ m transition
probability matrix is 2mpm ´ 1q. The above parameterization of time-varying tran-
sition probabilities ensures that the transition probabilities from States j “ 2, . . . ,m
to State 1 are increasing functions of event occurrence times, whereas the transition
probabilities from States i “ 1, 2, . . . ,m to States j “ 2, . . . ,m can be increasing or
decreasing. It also ensures that the transition probability matrix is row stochastic, that
is,
řm
j“1 aijptq “ 1 for i “ 1, . . . ,m and t ą 1.
The likelihood function of the IHMM defined above can be obtained from the usual
formula of the likelihood function of an HMM by replacing the transition probabilities
with the time-varying transition probabilities (Zucchini and MacDonald, 2009; Wang,
2010). That is,
LpΘq “ PrpX1:T |H1:T ; Θq “
ÿ
all S


















where Θ “ tπj, rij, wij Kj, Mj, Pj, Rj, α, β; i, j “ 1, . . . ,mu is the set of model
parameters, with πj being the initial probabilities of the underlying inhomogeneous
first-order Markov chain. The likelihood function can be evaluated recursively using
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the forward-backward algorithm. The forward algorithm is defined by
αtpjq “ PrpX1, . . . , Xt, St “ j |Ht´1; Θq,
which can be calculated inductively as





αt´1piq aijptq fjpxtq, t “ 2, . . . , T, j “ 1, . . . , m.










The backward algorithm is defined by
βtpjq “ PrpXt`1, . . . , XT |St “ j, Ht´1; Θq
which can be calculated recursivley as





βt`1piq aijptq fjpxt`1q, t “ T ´ 1, . . . , 1, j “ 1, . . . , m.










Or, in other words, we have LpΘq “
řm
j“1 αtpjqβtpjq.
The probability that the observed process is in state j at time t given the obser-
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In order to avoid the numerical issues while evaluating the likelihood function
using the forward-backward algorithm in an IHMM, we use the scaling procedure in a
similar manner as discussed in Chapter 2 for HMMs.
Special cases
The following three cases are the special cases of an m´state IHMM with a TSCPG
renewal process defined above.
(1) An m´state HMM with an SCPG renewal process when the underlying Markov
chain is a homogeneous first-order Markov chain, and the observed process in
State j, j “ 2, . . . ,m, is an SCPG renewal process.
(2) An m´state HMM with a TSCPG renewal process when the underlying Markov
chain is a homogeneous first-order Markov chain, and the observed process in
State j, j “ 2, . . . ,m, is a TSCPG renewal process.
(3) An m´state IHMM with an SCPG renewal process when the underlying Markov
chain is an inhomogeneous first-order Markov chain, and the observed process in
State j, 2, . . . ,m, is an SCPG renewal process.
When fitting the proposed model to a real data set, we can consider the generalm´state
IHMM with a TSCPG renewal process and its three special cases and compare their
performances.
5.4.2 Simulation algorithm for anm´state IHMMwith TSCPG
renewal process
Based on the above definition, a sequence of T observations from an m´state IHMM
with a TSCPG renewal process can be simulated using the following steps.
1. Initially, the process enters into a state j with probability πj “ PrpS1 “ jq at
time t “ 1 and an observation x1 is generated as follows:
• If j “ 1, then an observation x1 is generated from the state-dependent
gamma distribution f1px1q in (5.24) with parameters pα, βq.
116 Chapter 5. HMMs with Shifted Compound Poisson-Gamma Renewal Processes
• If j “ 2, . . . ,m, then an observation x1 cannot be generated directly from
the state-dependent TSCPG distribution in (5.25) because of the implicit
form of its PDF. In this case, first, we generate a random number k1 from the
shifted Poisson distribution in (5.21) with parameter λjp1q which depends on
the last occurrence time h0, where h0 “ 0, by convention. Here, k1 represents
the number of missing events. Then, an observation x1 can be generated
from a state-dependent gamma distribution with parameters ppk1` 1qα, βq.
Consequently, the occurrence time at t “ 1 is h1 “ x1.
2. Set i “ j.
3. Generate the state j at time t for t ą 1 according to the transition probability
aijptq defined in (5.27). Meanwhile, an observation xt is generated according to
the rule stated in step 1. The occurrence time at t is then ht “ x1 ` ¨ ¨ ¨ ` xt.
4. Steps 2 and 3 are repeated until time t “ T and the last observation xT is
generated and the corresponding occurrence time is hT “ x1 ` . . . ` xT .
Based on this algorithm, we can generate sequences of observations from three special
cases of IHMMs discussed above.
5.4.3 Fitting of IHMMs with SCPG renewal processes
For fitting IHMMs with SCPG renewal processes, we can maximize the log-likelihood
function using a DNO algorithm. There are many DNO algorithms available in R
statistical software (R Core Team, 2017). For example, an R package ‘optimr’ offers
some unconstrained and constrained DNO algorithms (Nash et al., 2016). We will
choose an optimization algorithm which works the best for fitting our proposed models
for the simulation study and real data analysis in Chapter 6.
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5.5 HSMMs with SCPG renewal processes
In real-world applications, the memoryless property of an HMM is not always ap-
propriate. We therefore consider an HSMM or IHSMM with SCPG renewal pro-
cesses. In an m´state HSMM or IHSMM, we assume that an unobserved semi-
Markov chain has n state segments from a hidden state sequence S1:T . We can write
S1:T “ tpj1, d1q, . . . , pjn, dnqu, where jr “ 1, . . . ,m. If the underlying semi-Markov
chain is in State 1, then the observed process of interevent times is assumed to follow
a gamma distribution, else it will follow a TSCPG distribution.
5.5.1 Simulation algorithm for an m´state HSMM with a
TSCPG renewal process
Based on the assumptions and definition of HSMMs in Chapter 2, we can simulate a
sequence of T observations from an m´state HSMM with a TSCPG renewal process
using the following steps.
1. The process enters into an initial state segment j1 with probability πj1 “ PrpS1 “
j1q at time t “ 1 and spends d1 duration with probability distribution pj1pd1q.
We can write
PrpS1:d1 “ j1q “ PrpS1 “ j1qpj1pd1q “ πj1 pj1pd1q.
Meanwhile, a sequence of observations x1, . . . , xd1 is generated as follows:
• If j1 “ 1, then the observations are generated from the joint state-dependent
gamma distribution f1px1: d1q “
śd1
l“1 f1pxlq in (5.24) with parameters
pα, βq.
• If j1 “ 2, . . . ,m, then the observed process is a TSCPG renewal pro-
cess. A sequence of observations of length d1 cannot be generated di-
rectly from the PDF of TSCPG distribution in (5.25) because it cannot
be expressed in closed form. In this case, we generate d1 random numbers
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k1, k2, . . . , kd1 from a shifted Poisson distribution with parameter λj1p1q in
(5.21), which represent the numbers of missing observations. Note that
the parameter λjp1q at time t “ 1 depends on the last occurrence time
h0 “ 0 by convention. Thus, the observations x1, . . . , xd1 can be generated
from their respective state-dependent gamma distribution with parameters
ppkl ` 1qα, βq, where l “ 1, 2, . . . , d1. Accordingly, the event occurrence
times are h1 “ x1, . . . , hd1 “ x1 ` ¨ ¨ ¨ ` xd1 .
2. A transition is made from state segment jr Ñ jr`1 at time τr`1 “
řr
l“1 dl`1 for
r ě 1 according to the transition probability ajr jr`1 “ PrpSτr`1 “ jr`1 |Sτr “ jrq
with jr ‰ jr`1. In state segment jr`1, the semi-Markov chain stays for dr`1
duration with probability distribution pjr`1pdr`1q, and we have
Pr
`
Spτr`1q : pτr`1q “ jr`1 |Sτr “ jr
˘
“ ajr jr`1pjr`1pdr`1q.
Meanwhile, the observations xτr`1, . . . , xτr`1 are generated according to the
rule stated in step 1. The event ocurrence times are hτr`1 “ x1 ` ¨ ¨ ¨ `
xτr`1, . . . , hτr`1 “ x1 ` ¨ ¨ ¨ ` xτr`1 . Note that τr`1 ´ τr “ dr`1.
3. Step 2 continues until a transition is made to the last state jn of the semi-
Markov chain at time τpn´1q ` 1 “
řn´1
l“1 dl ` 1 and a sequence of observations
xτpn´1q`1, . . . , xT is generated with event occurrence times hτpn´1q`1 “ x1 ` ¨ ¨ ¨ `
xτpn´1q`1, . . . , hT “ x1 ` ¨ ¨ ¨ ` xT .
The simulation from an m´state HSMM with an SCPG renewal process also follows
the above outline. The only difference is that the time-dependent expected number of
missing observations for state j, λjptq, is replaced by the time-independent expected
number of missing observations λj in that state.
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5.5.2 Simulation algorithm for an m´state IHSMM with a
TSCPG renewal process
Based on the assumptions and definition of IHSMMs in Chapter 3, the following pro-
cedure can be used to generate a sequence of T observations from an m´state IHSMM
with the observed process being a gamma renewal process in State 1 and a TSCPG re-
newal process in State j, j “ 2, . . . ,m. We mention again that there are n segments of
a state sequence S1:T of the underlying ISMC in an m´state IHSMM. These segments
are pj1, d1q, . . . , pjn, dnq with jr “ 1, . . . ,m.
1. Initially, the process enters into a state j1 with probability πj1 “ PrpS1 “ j1q at
time t “ 1 and spends d1 duration with time-dependent state duration probability
distribution pj1pd1, 1q. We can write
PrpS1:d1 “ j1q “ PrpS1 “ j1qpj1pd1, 1q “ πj1 pj1pd1, 1q.
Meanwhile, a sequence of observations x1, . . . , xd1 is generated as follows:
• If j1 “ 1, then the observations are generated from the joint state-dependent
gamma distribution f1px1: d1q “
śd1
l“1 f1pxlq in (5.24) with parameters
pα, βq.
• If j1 “ 2, . . . ,m, then the observed process is a TSCPG renewal process. We
generate d1 random numbers k1, k2, . . . , kd1 from a shifted Poisson distribu-
tion with parameter λj1p1q in (5.21), which represent the numbers of missing
observations. Note that the parameter λjp1q at time t “ 1 depends on the
last occurrence time that is h0 “ 0. Hence the observations x1, . . . , xd1 are
generated from the respective state-dependent gamma distribution with pa-
rameters ppkl`1qα, βq, where l “ 1, 2, . . . , d1. Hence, the event occurrence
times are h1 “ x1, . . . , hd1 “ x1 ` ¨ ¨ ¨ ` xd1 .
2. A transition is made from state segment jr Ñ jr`1 at time τr`1 “
řr
l“1 dl`1 for
r ě 1 according to the transition probability ajr jr`1 “ PrpSτr`1 “ jr`1 |Sτr “ jrq
with jr ‰ jr`1. In state segment jr`1, the ISMC stays for dr`1 duration with
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Spτr`1q : pτr`1q “ jr`1 |Sτr “ jr
˘
“ ajr jr`1pjr`1pdr`1, τr ` 1q.
The observations xτr`1, . . . , xτr`1 are then generated according to the rule in step
1 with the consequent event occurrence times hτr`1 “ x1`¨ ¨ ¨`xτr`1, . . . , hτr`1 “
x1 ` ¨ ¨ ¨ ` xτr`1 .
3. Step 2 is continued until there is a transition into the last segment jn of
an ISMC at time τpn´1q ` 1 “
řn´1
l“1 dl ` 1 and a sequence of observation
xτpn´1q`1, . . . , xT is generated and the event occurrence times are hτpn´1q`1 “
x1 ` ¨ ¨ ¨ ` xτpn´1q`1, . . . , hT “ x1 ` ¨ ¨ ¨ ` xT .
The simulation from an m´state IHSMM with an SCPG renewal process can be per-
formed using the above procedure. For this, we simply replace the time-dependent
expected number of missing observations for state j, λjptq, by the time-independent
expected number of missing observations λj in that state.
Chapter 6
Simulation Study and Application of
HMMs with SCPG Renewal Processes
6.1 Introduction
As mentioned in Chapter 1, we consider volcanic eruption records as a motivating
example of incomplete and time-inhomogeneous point processes. Hazard estimation
is potentially affected when no correcting measures are taken to accommodate time-
inhomogeneous missingness in such point processes. In the literature, there exist many
studies in which authors proposed different statistical methods to deal with missingness
in volcanic eruption records for various purposes (Coles and Sparks, 2006; Furlan,
2010; Deligne et al., 2010; Wang and Bebbington, 2012; Rougier et al., 2016). In
Chapter 5, we extended the work of Wang and Bebbington (2012) and proposed SCPG
and TSCPG renewal processes along with IHMMs for modelling the time-dependent
incomplete volcanic eruption records in Chapter 5.
In this chapter, first we present a simulation study for an SCPG distribution with
the PDF evaluated by the two methods discussed in Section 5.2.2 in combination with
different optimization algorithms. Secondly, we conduct simulation studies to check a
conjecture of consistency of parameter estimators of the proposed models in Chapter 5.
Chapter 3 introduced IHSMMs to model the time-inhomogeneity of the incompleteness
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of point process records. The simulation study of these models performed well with
gamma renewal processes in Chapter 4. This chapter presents additional simulation
studies of HMMs, HSMMs and IHSMMs with the proposed SCPG and TSCPG re-
newal processes, with the goal of examining the conjecture of consistency of parameter
estimators. Finally, a case study of the proposed models is carried out to analyze the
time-dependent incompleteness of a global volcanic eruption record extracted from the
LaMEVE database (Crosweller et al., 2012) leading to discussion and conclusion.
6.2 Simulation study for the evaluation and fitting of
an SCPG distribution
In order to examine the performance of the evaluation of the PDF of an SCPG distribu-
tion with different optimization methods and to check the behaviour of the parameter
estimators, we conduct a simulation study. A sequence of observations from an SCPG
distribution cannot be generated directly because of the implicit form of its PDF.
Therefore, we generate a sequence of T observations as follows:
1. A random number k is generated from a shifted Poisson distribution with pa-
rameter λ.
2. An observation x is simulated from a gamma distribution with parameters ppk`
1qα, βq.
3. Steps 1 and 2 are continued until we have a sequence of T observations.
We assume an SCPG distribution in (5.3) with parameter values α “ 2, β “ 4 and
λ “ 8 and simulate 100 sequences each of 100, 300 and 1000 observations from this
distribution following the above steps. To fit an SCPG distribution to each of the 100
simulated sequences of various sample sizes, we use three unconstrained optimization
algorithms: Nelder-Mead, BFGS and nlm wrapped in optimr() function in R (R Core
Team, 2017). The relative tolerance is set to 1e´10 for the three optimization algo-
rithms. The Nelder-Mead algorithm is a derivative-free optimization method, while
the BFGS and nlm algorithms are gradient-based optimization methods (Nash, 2014).
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The reason to choose these optimization algorithms is to compare the results from
derivative and non-derivative optimization algorithms in combination with the evalua-
tion methods. While optimizing, we evaluate the PDF of SCPG distribution with both
methods discussed in Chapter 5 for each of three optimization algorithms considered.
The MLEs of the SCPG distribution obtained from unconstrained minimization
of the negative log-likelihood function for the same 100 simulated sequences of dif-
ferent sample sizes are plotted in Figures 6.1 to 6.3. These figures demonstrate that
the parameter estimates obtained from the three optimization algorithms show more
variations for sample size 100 using both methods of evaluation for the PDF of SCPG
distribution. The estimates of α in Figure 6.1 appear to have the same behaviour in
each combination of optimization algorithms and PDF evaluation methods for differ-
ent sample sizes. However, the estimates for β and λ show more variation using the
direct evaluation method than the asymptotic expansion for the Wright function in
Figures 6.2 and 6.3. Overall, we see that the performance of both evaluation methods
for the PDF of SCPG distribution gets improved using each of the three optimization
algorithm for increasing sample size, supporting the conjecture of consistency of the
parameter estimators. As we use the same simulated sequences for each of the sample
sizes 100, 300 and 1000, the differences between the MLLs from nlm versus Nelder-
Mead and nlm versus BFGS are approximately zero as indicated by their boxplots in
Figure 6.4.
The above simulation experiment is repeated using different 100 simulated se-
quences and MLLs are plotted in Figures 6.5 to 6.7. The results suggest that the two
evaluation methods for the PDF of the SCPG distribution in combination with each of
the three optimization algorithms also work well, though there is more random varia-
tion in the estimates for different sample sizes because of different simulated sequences.
The boxplots for differences between MLLs from nlm versus Nelder-Mead and BFGS
versus Nelder-Mead are shown in Figure 6.8, indicating the random variations arising
from different simulated sequences. In general, we can evaluate the PDF of the SCPG
distribution using any of the two evaluation methods and fit the SCPG distribution
using derivative or non-derivative optimization algorithms.
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Concerning the computational cost, the asymptotic expansion becomes more ex-
pensive when more coefficients Cq are needed to make the sum converge in the Wright
function in combination with any optimization algorithm. The analytic form of nor-
malized coefficients Cq used in asymptotic expansion are obtained from Mathematica
(Wolfram Research Inc., 2016) and then used in R (R Core Team, 2017). Algorithm
used to obtain the coefficients outlined in Appendix C cannot be coded in R. After 4th
coefficient, the expressions for coefficients become very long that make the asymptotic
expansion costly in terms of computations.
When we have an SCPG distribution as a distribution of the sum of N ` 1 in-
dependent and identical exponential random variables, the PDF in (5.9) has only two
parameters to be estimated. For α “ 1, the Wright function in (5.12) reduces to
the modified Bessel function as in (5.13), which can be evaluated using besselIasym()
function in the R package ‘Bessel’ (Maechler, 2013). To check the performance of this
function, we consider an SCPG distribution with fixed α “ 1 and the other parameter
values as β “ 0.8 and λ “ 12, and evaluate the PDF using besselIasym() function. Fol-
lowing the simulation procedure as above, we generate same 100 simulation sequences
each of sample sizes 100, 300 and 1000. The MLEs of parameters of this distribution
obtained from three optimization methods are shown in Figures 6.9 and 6.10, which
suggest that the parameter estimates of the SCPG distribution obtained from the three
optimization methods get closer to the true values when sample size increases. For the
100 sequences being same for each sample size, the differences between MLLs are zero
(Figure 6.11). This experiment is repeated for different 100 sequences which also sug-
gests the conjecture of consistency of parameter estimators for the SCPG distribution
with fixed α “ 1 regardless of optimization algorithm as indicated in Figures 6.12 and
6.13 with random differences in MLLs in Figure 6.14.


















































































































Figure 6.1: MLEs of α of the SCPG distribution from same 100 simulated sequences
of different sample sizes. Estimates are obtained by each of the three optimization
algorithms (Nelder-Mead, BFGS and nlm) with SCPG distribution evaluated by each


































































Figure 6.2: MLEs of β of the SCPG distribution from same 100 simulated sequences
of different sample sizes. Estimates are obtained by each of the three optimization
algorithms (Nelder-Mead, BFGS and nlm) with SCPG distribution evaluated by each
of two evaluation methods (direct method and asymptotic expansion).

























































































































































Figure 6.3: MLEs of λ of the SCPG distribution from same 100 simulated sequences
of different sample sizes. Estimates are obtained by each of the three optimization
algorithms (Nelder-Mead, BFGS and nlm) with SCPG distribution evaluated by each


























































































































Figure 6.4: Differences between MLLs using nlm versus Nelder-Mead and nlm versus
BFGS using each of the two evaluation methods for SCPG PDF for same 100 simulated
sequences of different sample sizes.



































































































































































Figure 6.5: MLEs of α of the SCPG distribution from different 100 simulated sequences
of different sample sizes. Estimates are obtained by each of the three optimization
algorithms (Nelder-Mead, BFGS and nlm) with SCPG distribution evaluated by each



































































Figure 6.6: MLEs of β of the SCPG distribution from different 100 simulated sequences
of different sample sizes. Estimates are obtained by each of the three optimization
algorithms (Nelder-Mead, BFGS and nlm) with SCPG distribution evaluated by each
of two evaluation methods (direct method and asymptotic expansion).



























































































































Figure 6.7: MLEs of λ of the SCPG distribution from different 100 simulated sequences
of different sample sizes. Estimates are obtained by each of the three optimization
algorithms (Nelder-Mead, BFGS and nlm) with SCPG distribution evaluated by each


































































Figure 6.8: Differences between MLLs using nlm versus Nelder-Mead and nlm versus
BFGS using each of the two evaluation methods for SCPG PDF for different 100
simulated sequences of different sample sizes.










































































Figure 6.9: MLEs of β of the SCPG distribution evaluated by Bessel function for fixed



































Figure 6.10: MLEs of λ of the SCPG distribution evaluated by Bessel function for fixed
α “ 1 from same 100 simulated sequences each of different sample sizes using the three
optimization algorithms.



































































Figure 6.11: Differences between MLLs using nlm versus Nelder-Mead and nlm ver-
sus BFGS using Bessel function for SCPG PDF evaluation for same 100 simulated





































































Figure 6.12: MLEs of β of the SCPG distribution evaluated by Bessel function for fixed
α “ 1 from different 100 simulated sequences each of different sample sizes using the
three optimization algorithms.






































Figure 6.13: MLEs of λ of the SCPG distribution evaluated by Bessel function for fixed



























































Figure 6.14: Differences between MLLs using nlm versus Nelder-Mead and nlm versus
BFGS using Bessel function for SCPG PDF evaluation for different 100 simulated
sequences of different sample sizes
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6.3 Simulation study for different types of HMMs
with SCPG renewal processes
In this section, we present simulation studies of eight models which are different com-
binations of HMMs, IHMMs, HSMMs and IHSMMs with SCPG and TSCPG renewal
processes and are listed in Table 6.1. These simulation studies aim to see how well the
proposed SCPG and TSCPG renewal processes work with different types of HMMs,
and to inspect the behaviour of parameter estimators. To evaluate the PDFs of the
SCPG and TSCPG distributions, we use the method of direct evaluation of infinite
series (Dunn and Smyth, 2005) outlined in Section 5.2.2. Although, the PDF evalua-
tion using the direct evaluation and asymptotic expansion of the Wright function gives
similar results, the direct evaluation method is computationally less expensive and
suitable for large as well as small values of an SCPG random variable. To obtain the
maximum likelihood estimates of the model parameters, we perform direct numerical
minimization of the negative log-likelihood functions of all models in R (R Core Team,
2017) using the Nelder-Mead algorithm, which is a derivative-free technique and useful
for multidimensional unconstrained optimization.
Table 6.1: Simulation models









We consider a 2´state model example for each of the eight models in Table 6.1.
State 1 represents no missing event between each pair of consecutively observed events
in a point process record, and the observed interevent times in State 1 follow a gamma
distribution. State 2 has two definitions: (1) for an SCPG model, State 2 represents
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Poisson distributed number of missing events between each pair of consecutively ob-
served events in a point process record, and the observed interevent times in State
2 have an SCPG distribution; and (2) for a TSCPG model, State 2 represents time-
dependent Poisson distributed number of missing events between each pair of consec-
utively observed events in a point process record, and the observed interevent times in
State 2 follow a TSCPG distribution.
In HSMMs, we assume that the state durations in state j follow a shifted Poisson
distribution with parameter µj, where j “ 1, 2. Also, in IHSMMs, the time-dependent
state durations for state j are assumed to have a shifted Poisson distribution with
parameter µjptq defined by (3.38) and (3.39) in Section 3.5. The parameter values for
each of the eight models are catalogued in Tables 6.2 and 6.3. Table 6.2 presents the
2´state models with SCPG renewal process, and Table 6.3 lists the 2´state models
with TSCPG renewal process. Note that the transition probability matrix has zero
self-transition probabilities for HSMMs and IHSMMs and is fixed at p 0 11 0 q with two
hidden states, and hence need not to be estimated.
From each model, we generate 100 simulations each of sample sizes 200, 500, 1000
and 2000. In order to make the results comparable for different sample sizes, we re-
define the change rate parameters for time-varying transition probabilities (r12, r22)
in IHMMs, time-dependent expected number of missing events (R2) in TSCPG dis-
tributions and time-dependent state durations (C2) in IHSMMs in Table 6.4. When
a sample of size 1000 is to be generated, for example, from a 2´state IHMM with
the TSCPG distribution in Table 6.3, we use the values of change rate parameters as
r12β{5, r22β{5 and R2β{5 from Table 6.4, where β is the scale parameter of the gamma
distribution from the corresponding simulation model.
In order to perform an unconstrained minimization of the negative log-likelihood
functions of all models, we use logit transformation for initial probabilities and time-
independent transition probabilities as described in Chapter 4. The logarithmic trans-
formation is used for positive parameters, but no transformation is made for parameters
on the real line, for example, P2 of time-dependent expected number of missing events
in a TSCPG distribution, w12 and w22 of time-varying transition probabilities in an
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Table 6.2: The 2´state HMMs of different types with the SCPG renewal process
States j 1 2
HMM Initial distribution πj 0.20 0.80
Transition probability matrix aij
1 0.55 0.45
2 0.25 0.75
Gamma and SCPG distributions α 2.5 2.5
β 0.7 0.7
λj – 4
IHMM Initial distribution πj 0.75 0.25






Gamma and SCPG distributions α 6 6
β 0.75 0.75
λj – 7
HSMM Initial distribution πj 0.85 0.15
Transition probability matrix aij
1 0 1
2 1 0
Poisson distribution for state durations µj 6 3
Gamma and SCPG distributions α 8 8
β 0.10 0.10
λj – 2
IHSMM Initial distribution πj 0.67 0.33
Transition probability matrix aij
1 0 1
2 1 0
Poisson distribution for µjptq




Gamma and SCPG distributions α 1 1
β 1 1
λj – 6
6.3. Simulation study for different types of HMMs with SCPG renewal processes 135
Table 6.3: The 2´state HMMs of different types with the TSCPG renewal process
States j 1 2
HMM Initial distribution πj 0.50 0.50
Transition probability matrix aij
1 0.35 0.65
2 0.90 0.10







IHMM Initial distribution πj 0.40 0.60













HSMM Initial distribution πj 0.90 0.10
Transition probability matrix aij
1 0 1
2 1 0
Poisson distribution for state durations µj 13 6







IHSMM Initial distribution πj 0.45 0.55
Transition probability matrix aij
1 0 1
2 1 0
Poisson distribution for µjptq
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Table 6.4: Redefined values of change rate parameters r12, r22, R2 and C2 for different
sample sizes
Sample size
Parameter 200 500 1000 2000
r12 r12β r12β{2.5 r12β{5 r12β{10
r22 r22β r22β{2.5 r22β{5 r22β{10
R2 R2β R2β{2.5 R2β{5 R2β{10
C2 C2β C2β{2.5 C2β{5 C2β{10
IHMM and B2 for time-dependent expected state durations in an IHSMM.
Using the simulation algorithm in Section 5.4.2, 100 observation sequences from
HMMs and IHMMs are generated for various sample sizes. The simulations from
HSMMs and IHSMMs are performed using the simulation algorithms in Sections 5.5.1
and 5.5.2, respectively. The MLEs of parameters of each of the simulation models
obtained from unconstrained optimization are plotted in Figures 6.15 to 6.30. Box-
plots of MLEs are constructed for those parameters which are independent of time,
whereas time-dependent parameter estimates from the 100 simulations are simply plot-
ted against the occurrence times.
From Figures 6.15, 6.16, 6.18, 6.19, 6.21, 6.23, 6.26 and 6.28, we see that the
interquartile range of boxplots reduces with increasing sample size and medians of the
parameter estimates from different models converge to their respective true parameter
values. The MLEs for time-dependent parameters appearing in different combination of
models are showing relatively larger variation for small sample sizes (ď 500), for exam-
ple, time-varying transition probability estimates in Figures 6.17 and 6.25, estimates of
time-dependent expected number of missing events in Figure 6.27 and time-dependent
expected state duration estimates in Figures 6.20 and 6.30. However, the reduced vari-
ations are observed in the estimated curves for time-dependent parameters for large
samples (ě 1000), and consequently, the estimated curves are more condensed around
the true parameter curves. Hence, we conclude that the parameter estimators are
consistent for all considered models.
From the above eight simulation experiments, the proposed SCPG and TSCPG
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renewal processes produce satisfactory simulation results with different types of HMMs.
We can apply different combinations of these models to analyze the time-dependent
incompleteness of point process records.
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(c) MLEs of the expected number of miss-
ing events in State 2, parameter of the
SCPG distribution
Figure 6.15: MLEs of parameters of the 2´state HMM with the SCPG renewal process
in Table 6.2 from 100 simulations. The dashed line represents the true parameter value.


























































(b) MLEs of the expected number of miss-
ing events in State 2, parameter of the
SCPG distribution
Figure 6.16: MLEs of parameters of the 2´state IHMM with the SCPG renewal process
in Table 6.2 from 100 simulations. The dashed line represents the true parameter value.
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(a) Sample size 200


































(b) Sample size 500


































(c) Sample size 1000


































(d) Sample size 2000
Figure 6.17: MLEs of parameters of time-varying transition probabilities from the
2´state IHMM with the SCPG renewal process in Tables 6.2 and 6.4 from 100 simu-
lations. The solid black line represents the true parameter curve.





























(a) MLEs of parameters of the gamma distribution
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(c) MLEs of the expected number of miss-
ing events in State 2, parameter of the
SCPG distribution
Figure 6.18: MLEs of parameters of the 2´state HSMMwith the SCPG renewal process
in Table 6.2 from 100 simulations. The dashed line represents the true parameter value.














































(a) MLEs of parameters of the gamma distribution
●
●












(b) MLEs of expected number of missing
events in State 2, parameter of the SCPG
distribution
Figure 6.19: MLEs of parameters of the 2´state IHSMM with the SCPG renewal pro-
cess in Table 6.2 from 100 simulations. The dashed line represents the true parameter
value.
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State 1



















(a) Sample size 200


















(b) Sample size 500


















(c) Sample size 1000


















(d) Sample size 2000
Figure 6.20: MLEs of time-dependent expected sojourn times in States 1 and 2 from
the 2´state IHSMM with the SCPG renewal process in Tables 6.2 and 6.4 from 100
simulations. The solid black line represents the true parameter value.











































































(b) MLEs of parameters of the gamma distribution
Figure 6.21: MLEs of parameters of the 2´state HMM with the TSCPG renewal pro-
cess in Table 6.3 from 100 simulations. The dashed line represents the true parameter
value.
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(a) Sample size 200











(b) Sample size 500











(c) Sample size 1000











(d) Sample size 2000
Figure 6.22: MLEs of time-dependent expected number of missing events in State 2
from the 2´state HMM with the TSCPG renewal process in Tables 6.3 and 6.4 from
































β = 0.25 
Figure 6.23: MLEs of parameters of the gamma distribution from the 2´state IHMM
with a TSCPG renewal process in Table 6.3 from 100 simulations. The dashed line
represents the true parameter value.
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(a) Sample size 200








(b) Sample size 500








(c) Sample size 1000








(d) Sample size 2000
Figure 6.24: MLEs of time-dependent expected number of missing events in State 2
from the 2´state IHMM with the TSCPG renewal process in Tables 6.3 and 6.4 from
100 simulations. The solid black line represents the true parameter curve.
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(a) Sample size 200


































(b) Sample size 500


































(c) Sample size 1000


































(d) Sample size 2000
Figure 6.25: MLEs of time-varying transition probabilities from the 2´state IHMM
with the TSCPG renewal process in Tables 6.3 and 6.4 from 100 simulations. The
solid black line represents the true parameter curve.






































































(b) MLEs of the expected sojourn time in States 1 and 2
Figure 6.26: MLEs of parameters of the 2´state HSMM with the TSCPG renewal pro-
cess in Table 6.3 from 100 simulations. The dashed line represents the true parameter
value.
148 Chapter 6. Simulation Study and Application of HMMs with SCPG Renewal Processes









(a) Sample size 200









(b) Sample size 500









(c) Sample size 1000









(d) Sample size 2000
Figure 6.27: MLEs of time-dependent expected number of missing events in State 2
from the 2´state HSMM with the TSCPG renewal process in Tables 6.3 and 6.4 from






























Figure 6.28: MLEs of parameters of the gamma distribution from the 2´state IHSMM
with the TSCPG renewal process in Table 6.3 from 100 simulations. The dashed line
represents the true parameter value.
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(d) Sample size 2000
Figure 6.29: MLEs of time-dependent expected number of missing events in State 2
from the 2´state IHSMM with the TSCPG renewal process in Tables 6.3 and 6.4 from
100 simulations. The solid black line represents the true parameter curve.
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State 1




















(a) Sample size 200




















(b) Sample size 500




















(c) Sample size 1000




















(d) Sample size 2000
Figure 6.30: MLEs of time-dependent expected sojourn times in States 1 and 2 from
the 2´state IHSMM with the TSCPG renewal process in Tables 6.3 and 6.4 from 100
simulations. The solid black line represents the true parameter curve.
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6.4 Investigation of time-dependent incompleteness
of the LaMEVE database
The aim of this section is to present a case study, in which we investigate the time-
dependent incompleteness of a global volcanic eruption record using the proposed
SCPG and TSCPG renewal processes in combination with different types of HMMs.
6.4.1 The LaMEVE database
Crosweller et al. (2012) created a global database of Quarternary Large Magnitude Ex-
plosive Volcanic Eruptions (LaMEVE). The main objective of developing this database
was to provide the necessary information on global explosive volcanism needed to fa-
cilitate the estimation of hazard and risk from volcanic eruptions and to evaluate
the effects of volcanism on society and environment (Crosweller et al., 2012). This
database was developed in the VOGRIPA framework and is made publicly available at
https://www.bgs.ac.uk/vogripa/.
The LaMEVE database includes all global volcanic eruptions of magnitude (Pyle,
2015) 4 or more which are dated with known source volcanos, and it spans over the last
2.5 million years, which accounts for the Quaternary period of geological timescales.
Brown et al. (2014) conducted an exploratory data analysis (EDA) of both the spatial
and temporal aspects of the LaMEVE database. They identified the substantial gaps in
the recording of eruption events from global to local scales. The regional or local subsets
of the LaMEVE database heighten the uneven quality and coverage of the record. For
example, the Japanese volcanic eruption events contribute about 39% of all eruption
events in the LaMEVE database, although the proportion of Japanese volcanoes is only
3.4% of the total number of volcanoes in the database. This kind of regional variability
can cause bias when analyzing the global volcanic eruptions. In general, the under-
recording of eruption events was found to depend on time, becoming less pronounced
from AD 1450 to the present day. The time-dependency of the incompleteness of the
record gets worse going back in time for small magnitude eruptions, which is consistent
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with the findings elsewhere, for example, Furlan (2010) and Deligne et al. (2010).
Brown et al. (2014)’s EDA of the LaMEVE database supports the empirical evi-
dence that the incompleteness of the record depends on time and disappears in the
present time (Simkin, 1993). In this section, we investigate and model the time-
dependent incompleteness of the LaMEVE database using our proposed models in
Chapters 3 and 5, in order to estimate the time-dependent record completeness and
hazard rate. For this purpose, we downloaded the spreadsheet of the global dataset on
May 5, 2017, from the website https://www.bgs.ac.uk/vogripa/. We extracted the
volcanic eruptions of the Holocene period, the current geological epoch which began
about 10,000 years ago and continues through today. After removing the duplicates,
there are 613 volcanic eruption events with a known magnitude of 4 and above. The
event occurrence times have been recorded in year before present (YBP) in the record,
where YBP means the year before AD 1950 (e.g. 600 YBP = AD 1950 ´ AD 1350).
The eruption occurrence times and their magnitudes are plotted in Figure 6.31, which
appears to suggest that the incompleteness of the record increases, particularly, for
small eruptions with magnitude ă 6 when we go back in time. On the other hand, the
Holocene period of the LaMEVE record seems to be relatively less incomplete for large
eruptions with magnitude ą 6 far back in time (Brown et al., 2014).
Note that the occurrence pattern of moderately large global volcanic eruption
events should exhibit the Poissonian behaviour, being a superposition of many in-
dependent processes (Guttorp and Thompson, 1991; De la Cruz-Reyna, 1991, 1993).
Because of the Poissonian behaviour, the interevent times from global volcanic erup-
tion onsets follow an exponential distribution. Therefore, when we fit the models, we
assume that the shape parameter α of gamma, SCPG and TSCPG distributions is 1.
Hence, the number of parameters to be estimated is reduced by one.











































































































































































































































































































































































































































Figure 6.31: Global volcanic eruptions in the Holocene period of the LaMEVE database
with magnitude ě 4
6.4.2 Data analysis
We consider HMMs, IHMMs, HSMMs and IHSMMs with 2, 3, 4, 5 and 6 hidden states
for the global volcanic eruption record shown in Figure 6.31. In these models, State 1
represents no missing events between each pair of consecutively observed events in the
record, and the observed interevent times in State 1 follow a gamma distribution. States
2 to 6 represent a variable number of missing events between each pair of consecutively
observed events in the record, and the observed interevent times in these states follow
an SCPG distribution. When the variable number of missing events in States 2 to
6 depends on time, the observed interevent times are assumed to follow a TSCPG
distribution.
To select the best fit model from a set of candidate models, we use the AIC (Akaike,
1974) initially to choose the best model, which is defined in Section 3.6.1. To check
whether the model selected by the AIC is a good approximation of the data, we perform
a residual analysis of the point process which is described in detail in Section 3.6.2.
Let the event occurrence times recorded in YBP be denoted by Y . Before fitting
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the proposed models, we transform the event occurrence times Y to a variable Z defined
by Z “ ´pY ` noiseq{10. Here, noise is a random number generated over the interval
r0, 1s using seed 1 in R (R Core Team, 2017) for year fraction. The occurrence times
to be used in analysis are then obtained by hk “ zk ´ z1 for k “ 1, . . . , 613, that is,
we subtract the first value of Z from each value of Z. The corresponding interevent
times are defined by xk “ hk´hk´1. For interpretation purposes of different parameter
estimates, we will use the original data points Y on the x-axis in figures, though these
estimates will be computed using hk.
The models are fitted to the above defined data values xk with a time unit of
decades using an unconstrained minimization of the negative log-likelihood functions
using the BFGS algorithm in optimr() function (Nash et al., 2016). Since the shape
parameter α is assumed to be fixed at 1, the Wright function is then a modified Bessel
function as in (5.15). Therefore, we use the R package ‘Bessel’ (Maechler, 2013) to
evaluate the PDFs of SCPG and TSCPG distributions. The various types of the
fitted HMMs along with the number of parameter pkq, MLL and AIC values are listed
in Table 6.5 which indicates that the 5´state HMM with TSCPG renewal process
produces the smallest AIC value among all models. The 4´state IHMM, 5´state
HSMM and 4´state IHSMM, all with TSCPG renewal process, produce the lowest
AIC values when each type of HMMs is considered individually. We therefore select
the four models mentioned above as the best fit models for further investigations.
It is interesting to note that the number of parameters and the order of the selected
homogeneous models are equivalent, that is, the 5´state HMM and the 5´state HSMM
both have 41 parameters. Likewise, the selected inhomogeneous models, IHMM and
IHSMM, are both 4´state models and have an equal number of parameters.
The AIC does not guarantee that the selected model best describes the main
features of the global volcanic eruption data. For this purpose, we conduct residual
analysis for each model with TSCPG renewal process listed in Table 6.5. In the residual
analysis, the observed point process ht is transformed to τt, called the residual process,
which is a stationary Poisson process with unit rate if the model fits the data well.
Using the estimates from each of the fitted models with TSCPG renewal process, we
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Table 6.5: Models, No. of parameters pkq, MLL and AIC values
SCPG RP TSCPG RP
Model k MLL AIC k MLL AIC
HMM 2´state 5 -804.04 1618.08 8 -779.57 1575.14
3´state 11 -754.46 1530.92 17 -702.59 1439.19
4´state 19 -727.38 1492.76 28 -668.88 1393.37
5´state 29 -706.01 1470.02 41 -646.86 1375.72
6´state 41 -696.09 1474.18 56 -643.11 1398.22
IHMM 2´state 7 -764.56 1543.12 10 -747.01 1514.02
3´state 17 -714.44 1462.88 23 -686.53 1419.06
4´state 31 -680.48 1422.96 40 -655.94 1391.87
5´state 49 -660.84 1419.69 61 -640.57 1403.14
6´state 71 -648.37 1438.74 86 -626.25 1424.50
HSMM 2´state 5 -803.64 1617.27 8 -778.05 1572.10
3´state 11 -771.98 1565.95 17 -714.91 1463.81
4´state 19 -737.05 1512.10 28 -678.38 1412.77
5´state 29 -705.90 1469.80 41 -664.19 1410.39
6´state 41 -699.62 1481.25 56 -657.02 1426.04
IHSMM 2´state 11 -755.38 1532.76 14 -737.91 1503.82
3´state 20 -729.23 1498.46 26 -688.50 1429.01
4´state 31 -708.53 1479.06 40 -659.83 1399.66
5´state 44 -690.65 1469.31 56 -647.48 1406.96
6´state 59 -687.84 1493.67 74 -644.96 1437.92
calculate the estimated conditional intensity λ̂˚phtq defined in (3.41). The transformed
times τk in (3.43) are then computed for each of these models, which are plotted against
the cumulative number of events in Figures 6.32 to 6.33. In order to clearly observe the
deviation of the computed residual process from the theoretical stationary process, we
subtract the theoretical curves from the calculated curves. The dotted and the dashed
lines give 95% and 99% confidence limits (deviated from the stationary process) for
the cumulative number of occurrences by a unit rate Poisson process. As seen in
Figures 6.32 and 6.33, the 5´state HMM, the 5´state HSMM, the 4´state IHMM and
the 4´state IHSMM with TSCPG renewal processes produce residual processes that
are consistent with a stationary Poisson process with unit rate.
We continue with the four selected models suggested by the AIC in each type of
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(a) HMMs with TSCPG (b) IHMMs with TSCPG
2´state






















































































































































































































Figure 6.32: The deviated cumulative number of events in the residual process from the
stationary process versus the transformed times for HMMs and IHMMs with 2, 3, 4, 5
and 6 hidden states in combination with TSCPG renewal process to the global volcanic
eruption record from the LaMEVE database. The solid red line is the theoretical curve
under the null hypothesis of stationary process. The dotted and dashed lines represent
the two-sided 95% and 99% confidence limits of the KS statistic, respectively.
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(a) HSMMs with TSCPG (b) IHSMM with TSCPG
2´state






















































































































































































































Figure 6.33: The deviated cumulative number of events in the residual process from
the stationary process versus the transformed times for HSMMs and IHSMMs with
2, 3, 4, 5 and 6 hidden states in combination with TSCPG renewal process to the
global volcanic eruption record from the LaMEVE database. The solid red line is
the theoretical curve under the null hypothesis of stationary process. The dotted and
dashed lines represent the two-sided 95% and 99% confidence limits of the KS statistic,
respectively.
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HMMs to further check the assumptions of a stationary Poisson process. As described
in Section 3.6.2, if the selected model is correct, then the interevent times Ek “ τk ´
τk´1, k “ 1, . . . , n are independently, identically and exponentially distributed with
unit rate. Alternatively, Uk “ 1´expp´Ekq are independent uniform random variables
on r0, 1q. For independence, the scatter plots of Uk`1 versus Uk and Ek`1 versus Ek in
Figures 6.34 and 6.35, respectively, show no particular pattern of association. This is
also confirmed by the t´test for the correlation coefficient in Table 6.6 with P-values
from the four models greater than 0.05. There is not sufficient evidence to reject the
null hypothesis of zero correlation between Ek`1 and Ek and Uk`1 and Uk from the
four models.



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6.34: Scatter plot of Uk`1 versus Uk.
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Figure 6.35: Scatter plot of Ek`1 versus Ek.
Table 6.6: The t´test for correlation coefficient, ρ
Ek`1 vs Ek Uk`1 vs Uk
Model ρ P-value ρ P-value
5´state HMM with TSCPG 0.021 0.598 0.048 0.233
4´state IHMM with TSCPG 0.005 0.909 0.017 0.667
5´state HSMM with TSCPG -0.006 0.881 0.007 0.861
4´state IHSMM with TSCPG 0.051 0.210 0.034 0.399
In order to check the agreement between Uk and a uniform random variable, the
KS plots for the four models are shown in Figure 6.36 which indicates that Uk devi-
160 Chapter 6. Simulation Study and Application of HMMs with SCPG Renewal Processes
ates from uniformity. We investigated this lack of exponentiality in more detail and
found that one contributing cause is the fact that the PDFs of TSCPG distributions
are calculated approximately using numerical methods. As the residual process is an
integral of this approximate PDF, the errors associated with this integral lead to non-
exponentiality. Also, there may be something more fundamental going on, which could
be an unavoidable consequence of the inherent discretization in the model being in-
compatible with the diagnostic. It is not an easy investigation or fix. Currently, we do
not see that as a huge problem. It will be addressed in future research.
5´state HMM with TSCPG


























5´state HSMM with TSCPG


























4´state IHMM with TSCPG


























4´state IHSMM with TSCPG


























Figure 6.36: Empirical distribution of Uk. The dotted and dashed lines show 95% and
99% confidence limits of the KS statistic, assuming uniform distribution.
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From the above analysis, it is challenging to select the best model from these
four models for the global volcanic eruption record. For further diagnosis, we plot the
Viterbi paths for the 5´state homogeneous and the 4´state inhomogeneous models
in Figures 6.37 and 6.38, respectively, in order to see the most likely state sequence
of the underlying process at the occurrence times. The Viterbi paths for both the
5´state HMM and the 5´state HSMM in Figure 6.37 draw different pictures of the
observed interevent times, particularly during the most recent 500 years, i.e., from 420
YBP (AD 1530) to present. In this period of time, the empirical evidence showed that
the most recent part of the global eruption record is almost complete (Furlan, 2010;
Deligne et al., 2010). This is captured by the 5´state HSMM. However, the 5´state
HMM does not present a good description of this feature. Before 420 YBP or AD 1530,
the 5´state HMM presents the record being in State 1 at some time points, indicating
that the record may be complete for large eruptions in that older part of the record.
In contrast, the record is always in a state of incompleteness for the 5´state HSMM
prior to 420 YBP. The different structures of the Viterbi paths from both 5´state
homogeneous models thus may not present a true picture of the record completeness.
The visualization of the Viterbi paths for the 4´state inhomogeneous models in
Figure 6.38 indicates the completeness of the global volcanic record during the last
few hundred years. The 4´state IHSMM shows that the record is complete after 600
YBP (AD 1350), a period longer than the period of completeness suggested by the
4´state IHMM which is after 211 YBP (AD 1739). However, the state sequences
of completeness and incompleteness before AD 1350 or 600 YBP suggested by both
models roughly lead to a similar pattern of the observed recurrence intervals. The
record appears to be in State 1 more often using the 4´state IHMM than the 4´state
IHSMM before 600 YBP.
The Viterbi paths of the 4´state inhomogeneous models capture approximately
similar pictures of the completeness and incompleteness of the observed process than
the 5´state homogeneous models. Hence, disregarding the exponentiality test results
which may be strongly influenced by numerical issues and discretization, the 4´state
IHMM and 4´state IHSMM with TSCPG renewal process provide better fit to the
162 Chapter 6. Simulation Study and Application of HMMs with SCPG Renewal Processes
given global volcanic eruption record. The following subsections present the estimates
of these models and discuss whether similar conclusions could be drawn from both
models.









































Figure 6.37: (a) The observed interevent times, (b) The Viterbi path for the 5´state
HMM with TSCPG renewal process, and (c) The Viterbi path for the 5´state HSMM
with TSCPG renewal process.
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Figure 6.38: (a) The observed interevent times, (b) The Viterbi path for the 4´state
IHMM with TSCPG renewal process, and (c) The Viterbi path for the 4´state IHSMM
with TSCPG renewal process.
164 Chapter 6. Simulation Study and Application of HMMs with SCPG Renewal Processes
6.4.3 Estimates of the 4´state IHMM with TSCPG renewal
process
From the data analysis, we arrive at the conclusion of choosing the 4´state IHMM with
TSCPG renewal process as one of the best candidates for the unknown true model of the
given global volcanic eruption record. State 1 defines no missing event and States 2, 3
and 4 represent time-dependent Poisson distributed number of missing events between
each pair of consecutively observed events in the record. The MLEs of the parameters
of this model via unconstrained optimization are listed in Table 6.7. The estimates
of the parameters in the time-varying transition probabilities defined by (5.27) are r̂ij
and ŵij for i “ 1, 2, 3, 4 and j “ 2, 3, 4. M̂j, P̂j, R̂j and K̂j are the estimates of
parameters for the time-dependent Poisson mean number of missing events in states
j “ 2, 3, 4 defined by (5.26). Using these estimates, the estimated time-dependent
expected number of missing events in the states of incompleteness (States 2, 3 and 4)
and the estimated time-varying transition probabilities are shown in Figures 6.39 and
6.41, respectively.
Table 6.7: Estimates of the 4´state IHMM with TSCPG renewal process
States j 1 2 3 4
Initial distribution π̂ij 0.0000 1.0000 0.0000 0.000
Time-varying transition probability parameters r̂ij
1 – 1.8085 0.3431 0.1886
2 – 0.0001 0.0009 0.0029
3 – 0.0103 0.0386 0.0000
4 – 0.0021 0.0000 0.0041
ŵij
1 – 570.4872 230.7568 179.6826
2 – 12.5208 -7.2895 13.4648
3 – 3.9239 -8.0738 1.0563
4 – 1 2.2551 1.3429 3.2938
Gamma and TSCPG distribution α 1 1 1 1
β̂ 0.2590 0.2590 0.2590 0.2590
λ̂jptq
M̂j – 16.7803 38.0721 4.1344
P̂j – 26.1777 10.4260 4.5845
R̂j – 0.0337 0.0231 0.0062
K̂j – 0.0000 6.2585 0.0001
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From Figure 6.39, we see that the expected number of missing events per visit
in State 2 remains at 16.8 before 3000 YBP and decreases between 3000 YBP and
1000 YBP until it approaches zero missing events during the last 1000 years. State 3
has the highest expected number of missing events at 44 prior to 7000 YBP. In this
state, the expected number of missing events decreases during 7000 YBP to 3000 YBP
at a relatively slower rate than that in State 2. In the last 3000 YBP, the expected
number of missing events in State 3 stays at 6. It can be useful to give a plausible
explanation of the hidden states with respect to magnitude effect. We plot the empirical
CDFs of eruption magnitudes falling in each state according to the Viterbi path of the
4´state IHMM with TSCPG renewal process in Figure 6.40. State 3 has the largest
expected number of missing events, while State 4 has the smallest expected number of
missing events over the entire period. Both are indistinguishable on magnitude. Lower
magnitude events are more prevalant in State 2, and hence it represents states where
there is more uniform (magnitude independent) incompleteness. On the other hand,
States 3 and 4 are characterized by less frequent smaller magnitude eruptions, and
represent incompleteness due to magnitude dependent missingness. Where these two
differ is in the TSCPG distribution (Table 6.7), with State 4 having far fewer missed
events per visit (Figure 6.39). State 1 with fewer large events (or many small events)
corresponds well with complete observations.































Figure 6.39: Estimated time-dependent expected number of missing events in States
2, 3 and 4 of the 4´state IHMM with TSCPG renewal process.
We observe the different behaviour of transition probabilities over time in Figure
6.41. The first row of time-varying transition probability matrix shows interesting
shifts from State 1 to different states over the entire period. Before 8000 YBP, the






































































































































Figure 6.40: Empirical CDF of magnitudes falling in each state of the 4´state IHMM
with TSCPG renewal process.
State 1 State 2 State 3 State 4
State 1



































































































































































































































































































































Figure 6.41: Estimated time-varying transition probabilities from the selected 4´state
IHMM with TSCPG renewal process.
record seems to be more in State 2; then the record is more likely to have transitioned
from State 1 to State 3 between 8000 YBP and 6000 YBP. A visual examination of
Figure 6.31 suggests that the period from 8000 YBP to 6000 YBP has a high number
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of missing events with magnitude ă 6. For that period, the record seems to be in
State 3 as State 3 has the highest expected number of missing events before 6000 YBP
(Figure 6.38). After 6000 YBP, the highest transition probability from State 1 to State
4 persists during the period from 7000 YBP to 700 YBP, indicating that a small number
of missing events is more frequent during that period. Finally, the record is in the state
of completeness, State 1, after 700 YBP, providing the evidence of completeness during
the recent years.
From Figure 6.41, there are no transitions from State 2 to States 1 and 3. The
increasing self-transition probability in State 2 suggests the increasing level of com-
pleteness as the number of missing events in State 2 in recent times is close to zero
(Figure 6.39). The transition probability from State 2 to State 4 exhibits a comple-
mentary decreasing tendency over time. The decreasing and increasing trends in the
transition probabilities from State 3 to States 2 and 4, respectively, clearly represent
that the process is switching from a high number of missing events state to a small
number of missing events state over time, demonstrating the record being less incom-
plete in its recent past. It becomes more likely for the process to transition from States
3 and 4 to State 1 over time. Finally, the self-transitions in State 4 may signify a
decreasing tendency in the number of missing eruptions of smaller magnitudes.
In the IHMM, the inherent geometric state duration probability distribution in
state j, pjpd, tq, with self-transition probability parameter ajjptq is of the form
pjpd, tq “ tajjptqu
d´1
t1´ ajjptqu,
which represents the probability of d consecutive observations in state j. Therefore,
the expected sojourn time in state j is 1 {p1´ ajjptqq . We plot the implicit geometric
mean sojourn times in each state of the 4´state IHMM in Figure 6.42. The sojourn
time in State 1 increases abruptly in the last few hundred years. State 3 has duration
1 over the entire period as there are no self-transitions in this state. State 2 has a
longer sojourn time than State 4, though the expected number of missing events in
State 2 is getting close to zero as we move towards the present. The Viterbi path
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in Figure 6.38 also sketches the overall picture of staying in each state. We will see
in the next subsection whether the estimates of the 4´state IHSMM lead to different
interpretations of the observed process.




























































Figure 6.42: Estimated time-dependent expected implicit state durations in each state
of the 4´state IHMM with TSCPG renewal process.
6.4.4 Estimates of the 4´state IHSMM with TSCPG renewal
process
The 4´state IHSMM with TSCPG renewal process is another possible approximation
for the unknown true model of the global volcanic eruption record during the last 10000
years. The MLEs of the model are listed in Table 6.8. Using the estimates M̂j, P̂j, R̂j
and K̂j, the estimated time-dependent expected number of missing events in each state
defined by (5.26) are plotted in Figure 6.43. During the earlier years of the record,
the expected number of missing events in States 2, 3 and 4 are at 14.5, 39 and 3.5,
respectively, which are slightly less than the expected number of missing events in these
states of the IHMM. Interestingly, the decreasing behaviour of the expected number of
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Table 6.8: Estimates of the 4´state IHSMM with TSCPG renewal process
States j 1 2 3 4
Initial distribution π̂ij 0.0000 0.0000 0.0000 1.0000
Transition probabilities âij
1 0.0000 0.0001 0.0000 0.9999
2 0.0000 0.0000 0.1845 0.8155
3 0.1455 0.3580 0.0000 0.4965
4 0.0000 0.5958 0.4042 0.0000
Poisson distribution for time-dependent state durations µ̂jptq
Âj 500.5431 461.8062 0.0100 366.4102
B̂j 71.7808 -6.0212 -15.2300 -4.0015
Ĉj 0.0759 0.0015 0.0003 0.4033
D̂j 0.2371 0.0100 0.0100 0.4497
Gamma and TSCPG distribution α 1 1 1 1
β̂ 0.2492 0.2492 0.2492 0.2492
λ̂jptq
M̂j – 14.4934 39.1178 3.5062
P̂j – 28.2637 16.2618 170.6672
R̂j – 0.0353 0.0323 0.1800
K̂j – 0.00002 0.0000 0.00002
missing events in States 2 and 3 of the IHSMM are similar to that of States 2 and 3 of
the IHMM. During the last 3000 years, the expected number of missing events in State
3 of the IHSMM comes down to zero, whereas State 3 of the IHMM has approximately
6 missing events on average during this period. In contrast, the decreasing trend of
missing events over time in State 4 of the IHMM, the expected number of missing
events in State 4 of the IHSMM remains at 3.5 before 700 YBP and then decreases to
zero very quickly. Apart from some insignificant differences, the expected number of
missing events in States 2, 3 and 4 of the 4´state IHSMM coincide with those in States
2, 3 and 4 of the 4´state IHMM. From the empirical CDFs of magnitudes falling in
each state of the 4´state IHSMMs according to the Viterbi path in Figure 6.44, we
see that the model is smoothing out the magnitude effect, leaving the three hidden
states of incompleteness with more similar distributions, though State 2 deviates only
at the highest magnitude. In this model, States 3 and 4 also seems to represent the
missingness of smaller eruption events.
Looking at the estimated transition probability matrix, we observe the following
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Figure 6.43: Estimated time-dependent expected number of missing events in States








































































































































Figure 6.44: Empirical CDF of magnitudes falling in each state of the 4´state IHMM
with TSCPG renewal process.
patterns of transitions among states
3 Ñ 1 Ñ 4
and
2 Ø 3 Ø 4 Ø 2.
The first sequence implies that the state of completeness, State 1, can be approached
only through State 3. It may indicate that after a large number of missing events
of small magnitudes the record is in the state of completeness when large eruptions
are recorded. On the other hand, â14 “ 0.9999 may suggest that if the eruptions are
observed during a time period, then it is highly likely to have a small number of events
missed. The second sequence of transitions describes States 2, 3 and 4 communicating
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with each other, a trend that persists until 1350 YBP as shown in Figure 6.38. Among
the long string of missing event states, States 2 and 4 are more likely to communicate
with each other.
The parameter estimates of the time-varying Poisson state durations defined by
(3.38) and (3.39) are µ̂jptq, which are plotted in Figure 6.45. State 1 is more likely to
have short expected sojourn time before 1350 YBP, as the record is mostly incomplete
in that period. Note that States 2 and 3 with a large number of missing events are
the least visited states throughout time. Collectively, the state of completeness, i.e.,
State 1, and State 4 with a small number of missing events have relatively lengthy
sojourn times as compared to States 2 and 3 over the entire period. This suggests
that the small number of missing events is more frequent whereas a large number of
missing events is less frequent. It can also be observed from Figure 6.31, that there
are some visual gaps in the observed points, for example, between 9500 YBP and 8000
YBP, 3500 YBP and 2000 YBP, 1800 YBP and 1000 YBP for magnitudes 5 and 6, and
between 8000 YBP and 6000 YBP for magnitudes 4 and 5. These intervals are likely
to have more missing events and can be represented by States 2 and 3, which is also
evident in Figure 6.38.
The 4´state IHMM and 4´state IHSMM are analytically different. However, there
exist some similarities in the results for the given global volcanic eruption record. Both
models give similar definitions of states regarding the number of missing events and
their time-dependency. State 3 with the large expected number of missing events is the
least visited state in these models. The sojourn time in State 1 increases dramatically
during the last 500 years. Both models capture the completeness of the record during
the last few hundred years. Also, there is a high likelihood that State 1 transits to
State 4 with the small expected number of missing events. There are no transitions
from State 2 to State 1 in the two models. The estimates of the scale parameter of
gamma distributions in the two models are 0.01 apart. The similarities of the 4´state
IHMM and the 4´state IHSMM with TSCPG renewal process suggest that either can
be used as descriptions of the global volcanic eruption record under consideration.
Estimating the hazard rate is one of the main objectives of the proposed models.
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Figure 6.45: Estimated time-dependent Poisson state durations in each state of the
4´state IHSMM with TSCPG renewal process.
The hazard rate λphtq defined in (3.35) can be estimated using the estimates of the
gamma distribution in State 1 from the selected 4´state models, which is shown in
Table 6.9. To make a comparison, we also calculate the hazard rate by merely fitting a
gamma distribution with α “ 1 to the observed interevet times without considering any
missing data. The interevent times in State 1 follows an exponential distribution for
the global volcanic eruption record, so the estimated hazard rate is constant over time.
The 4´state IHSMM produces a little higher hazard estimate than the 4´state IHMM.
However, both models produce higher hazard estimates of approximately 4 events per
decade which are more than six times of that estimated by a gamma renewal process.
Table 6.9: Hazard rate estimate
Model α β̂ λ̂phtq
4´state IHMM with TSCPG RP 1 0.2590 3.8610
4´state IHSMM with TSCPG RP 1 0.2492 4.0128
Gamma distribution 1 1.6430 0.6086
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6.5 Discussion and conclusion
This chapter has presented simulation studies for the models introduced in Chapter 5
in order to evaluate their performance. In addition to these, to check the compatibility
of the proposed SCPG and TSCPG renewal processes with HSMMs in Chapter 2 and
IHSMMs proposed in Chapter 3, further simulation studies were performed. Before
that, we evaluated the PDF of an SCPG distribution using the two methods discussed
in Section 5.2.2 and fitted the SCPG distribution evaluated by each method using
three optimization algorithms. The proposed SCPG and TSCPG renewal processes in
combination with different types of HMMs were then applied to investigate the time-
dependent incompleteness of a global volcanic eruption catalogue. The AIC was used
to initially choose the best models, and then residual analysis (Berman, 1983; Ogata,
1988) was performed to see how well the models best captured the main features of
the data.
An SCPG distribution can be evaluated efficiently using the direct evaluation
method and the asymptotic expansion. These evaluation methods perform well when
fitting an SCPG distribution using a derivative-based or derivative-free optimization
algorithm, and conjecture of consistency of the parameter estimators can be achieved
with increasing sample size. If an SCPG distribution is the distribution of the sum
of independent and identical exponential random variables, then the modified Bessel
function can be used to evaluate its PDF. In this case, the parameter estimators of
the distribution are also consistent obtained by the three optimization algorithms. In
simulation studies for the eight different models listed in Table 6.1, unconstrained
optimization of the log-likelihood function led to support a conjecture of consistency
of parameter estimators.
We applied the proposed models with 2, 3, 4, 5 and 6 hidden states to a catalogue
of global volcanic eruption onsets in the Holocene epoch. The catalogue is extracted
from the LaMEVE database (Crosweller et al., 2012). Based on the smallest AIC value
in each type of HMM, the 5´state HMM, 5´state HSMM, 4´state IHMM and 4´state
IHSMM, all with TSCPG renewal process, were initially selected as candidates for the
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unknown true model of the record. These models also produced residual processes
consistent with a stationary Poisson process with unit rate (Figures 6.32 and 6.33),
bearing in mind that the lack of exponentiality of Ek is most likely caused by numerical
approximation of the PDFs.
We also used the Viterbi path as a diagnostic tool to see which model can draw
a better picture of the observed data. The Viterbi paths for the 5´state homoge-
neous models, that is, the HMM and HSMM, reveal a very different structure of the
completeness of the record before and after 420 YBP or AD 1530 (see Figure 6.37).
On the other hand, the Viterbi paths of the 4´state IHMM and IHSMM present a
similar and better pattern of transitions among states corresponding to our empirical
knowledge of the data. We therefore choose the 4´state IHMM and 4´state IHSMM
with TSCPG renewal process as the acceptable approximations for the global volcanic
eruption record. It is worth noting that in the selected inhomogeneous models, the ex-
pected number of missing events in States 2, 3 and 4 were found to be similar, as was
their decreasing tendency over time. In both models, State 3 has the highest expected
number of missing events and is less frequently visited, while, State 4 has the smallest
expected number of missing events. In addition to these features, State 1 appears to
be more likely to transit to State 4 in both models. Despite the different analytical
structures of the IHMM and IHSMM, the hazard rate estimates from the two models
are both about 4 events per decade.
One of the objectives of the proposed models is to estimate the time-dependent
proportion of completeness of a point process record. The time-dependent proportion
of completeness can be estimated by






p̂λjptq ` 1q ,
where, γ̂jptq is the estimated probability of being in state j at time t and λ̂jptq are
the estimated time-dependent expected number of missing events in state j. The
estimated proportion of completeness of the record from the 4´state IHMM and the
4´state IHSMM are shown in Figures 6.46 and 6.47, respectively, which demonstrate
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that the proportion of completeness is mostly less than or equal to 20% before 5000
YBP. Deligne et al. (2010) analyzed a global volcanic eruption record in the Holocene
period and found that before 2000 years ago there is 20% chance of recording an
eruption event with magnitude ě 6. Brown et al. (2014) concluded about the LaMEVE
database that there are less than 10% recorded eruptions of magnitude 4 ´ 4.9, less
than 20% recorded eruptions of magnitude 5´5.9 and less than 25% recorded eruptions
of magnitude 6 ´ 6.9 before 5000 years. The estimated proportions of completeness
prior to 5000 years in Figures 6.46 and 6.47 reflect the above findings. At some time
points, the proportion of completeness from the IHMM is very high before 5000 YBP,
which may indicate a high proportion of large eruption events since they are less likely
to be missed. This may be better explained by a model that includes the magnitude
effect, which will be addressed in the future. The high proportion of completeness
in very early times may also be a result of errors in recording events using different
geological techniques. The IHSMM gives a better interpretation of the proportion of
completeness prior to 5000 YBP, supporting the empirical evidence in previous studies
(Deligne et al., 2010; Brown et al., 2014).
In general, the estimated time-dependent completeness of the global volcanic erup-
tion record in Holocene period indicates that the record is incomplete from the start
of the Holocene until 1 AD. After 5000 YBP, there are many fluctuations in the pro-
portion of completeness which may represent regional biases. Some regions have a
very high proportion of recorded events. For example, eruptions from the Japan, Tai-
wan and Marianas region constitute over 40% of the LaMEVE database (Brown et al.,
2014). The improvement in the completeness of the record starts markedly during
the last 2000 years. The considerably increasing proportion of completeness between
1250 YBP to 750 YBP given by both inhomogeneous models identifies the dominant
contribution of Japanese volcanic eruption events to the global database during this
period (Kiyosugi et al., 2015). This contribution is more clear using the IHMM model.
Using a nonparametric approach, Rougier et al. (2016) found the global recording rate
of large eruptions of magnitude ě 4 and concluded that the recorded events are below
20% before 850 YBP and before 350 YBP they are below 50%. The proportion of com-
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pleteness in Figures 6.48 and 6.49 reflect these proportions at some time points. The
incompleteness level largely disappears during the last few hundred year as illustrated
by Figures 6.48 and 6.49, and the completeness level approaches 100%, resembling the
empirical findings in previous studies (Furlan, 2010; Coles and Sparks, 2006; Deligne
et al., 2010; Rougier et al., 2016). A similar conclusion was drawn in Chapter 4 from
the 4´state IHSMM with gamma renewal process fitted to a global volcanic eruption
record in the last 2000 years.




























Figure 6.46: Estimated time-dependent proportion of completeness from the selected
4´state IHMM with TSCPG renewal process.




























Figure 6.47: Estimated time-dependent proportion of completeness from the selected
4´state IHSMM with TSCPG renewal process.
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Figure 6.48: Estimated time-dependent proportion of completeness from the selected
4´state IHMM with TSCPG renewal process during the last 1000 YBP.


























Figure 6.49: Estimated time-dependent proportion of completeness from the selected
4´state IHSMM with TSCPG renewal process during the last 1000 YBP.
When there is a set of models all supported by the data, we can make inferences
and predictions based on the entire set of models using model averaging. Suppose there
are Q models and g is a parameter of interest to be estimated or a quantity of interest
to be predicted from each model. Each model q gives an estimate of gq, say ĝq. Let wq
be the weight for ĝq such that 0 ă wq ă 1 and
řQ
q“1wq “ 1. Then, the model averaged
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which are called the Akaike weights, where ∆AICq “ AICq´AICmin. The weight wq is
referred to as the relative likelihood of model g or the weight of evidence in favour of
model g being the best approximation of the true model of data given that one of the Q
models must be the best model in this set of models (Burnham and Anderson, 2002).
Standard error of model averaging estimate ˆ̄g is typically obtained by the formula










where b̂q “ ĝq ´ ˆ̄g is bias and v̂q “ pS.Epĝqqq2 is the variance of estimator ĝq from
model q. To calculate the above standard error for model averaged estimator, we need
to find the standard error of the estimator ĝq from each of Q models. This can be done
either using Hassian matrix (a square matrix of partial order derivatives) from DNO
method or using bootstrapping. The above formulation of weights in (6.1) gives the
relative likelihoods of 0.98 and 0.02 for the 4´state IHMM and the 4´state IHSMM,
respectively.
From the above discussion, we conclude that the 4´state IHMM and the 4´state
IHSMM with TSCPG renewal processes can both be used to make inferences about the
global volcanic eruption record. However, the 4´state IHSMM provides more realistic
proportion of completeness throughout time. The use of a different discrete distribution
for state duration, e.g., the negative binomial distribution, in the IHSMMs may also
provide a better fit to the data. Finally, we suggest future work focuses on including
eruption magnitude data to make a more transparent structure of time-inhomogeneous
incompleteness of the record.
Chapter 7
Conclusions and Future Research
This thesis was devoted to developing HMM type models in combination with renewal
processes as a framework to explain and detect time-dependent missingness in observed
point processes. The ultimate goal was to estimate the probability of completeness over
time and to improve hazard estimates after incorporating time-inhomogeneous incom-
pleteness of such processes. In this final chapter, the main conclusions are reviewed
and potential extensions of the proposed models and further analyses not covered in
this thesis are discussed for future research.
7.1 Conclusions
This thesis adds a new class of HMM type model to a growing body of literature on
HMMs. Many historical records of point processes, e.g. volcanic eruptions, earthquakes
and tsunami, are usually incomplete. The degree of completeness of such point process
records varies over time, resulting in time-inhomogeneous missingness of events. Con-
sequently, hazard estimation from such records is complicated, and potentially biased,
by the problem of missing observations depending on time. Motivated by this problem,
a general class of IHSMMs was proposed to model partially observed processes that
show time-inhomogeneity. This class of models provides a novel approach to handle
the time-varying structure of observed processes through time-dependent state dura-
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tions of the underlying semi-Markov chain. The extension of the forward-backward
algorithm was developed for efficient evaluation of the likelihood function of IHSMMs.
An extension of the Viterbi path was also created to determine the most probable state
sequence through an IHSMM.
Existing homogeneous HMMs are suitable for observed processes that do not ex-
hibit any particular pattern over time. In HMMs, the state durations are implic-
itly geometrically distributed with the memoryless property. For many processes, the
memoryless assumption may not be appropriate. In such a case, HSMMs become
the natural choice, allowing state durations to be explicitly modelled by any discrete
probability distribution. However, time-inhomogeneous or nonstationary behaviour
of incompletely observed processes cannot be well represented using HSMMs. Unlike
HMMs and HSMMs, the proposed IHSMMs apportion the time-inhomogeneity of the
observed processes through time-varying explicit state duration distributions of the
underlying Markov chain.
Volcanic eruption records were used as a motivating example of time-
inhomogeneous incomplete point processes. For many volcanic eruption records, the
older part of records is likely to have more missing events than the recent part. A par-
ticular case of IHSMMs was introduced for volcanic eruption records. In this model,
the gamma renewal process was used as the observed process. The inhomogeneous
number of missing events in between each pair of consecutively observed events in
a record was a hidden process represented by an inhomogeneous semi-Markov chain
(ISMC). The ISMC was defined as the semi-Markov chain with state durations having
shifted Poisson distribution that has a time-dependent parameter. The state with no
missing events was assumed to have expected state durations increasing with time, and
the state with a certain number of missing events was assumed to have expected state
durations decreasing with time. These time-dependent expected state durations were
formulated using a generalized logistic function.
As the underlying process is hidden, the estimation of HMM type models is an
incomplete data problem. The EM algorithm is a natural choice to fit such models.
As discussed in Chapter 2, the EM algorithm has limitations of slow convergence rate
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and computational complexity of the M-step. Therefore, direct numerical optimization
(DNO) was used to fit different types of HMMs. The simulation study of the proposed
IHSMMs has successfully demonstrated the consistency of the parameter estimators
via the DNO of the log-likelihood function. The AIC criterion was used to select the
best model and residual analysis for point processes was then used to check whether
the selected model truly describes the non-random features of the data.
The proposed special case of IHSMMs with the observed process as a gamma
renewal process and time-dependent shifted Poisson state durations of the underlying
semi-Markov chain was applied to a global volcanic eruption record. To choose a
satisfactory model with the appropriate number of missing events and parameters, we
considered four different cases of state definitions, each case having State 1 representing
no missing event between each pair of consecutively observed events in the record. A
4´state IHSMM in Case III was found to be an acceptable model based on the AIC, the
residual analysis, the number of parameters and state definitions. The selected model
explains the time-varying completeness of the record, suggesting different recording rate
in different parts of the record; this is consistent with previous findings that the record
is almost complete in the most recent 400 years (Furlan, 2010). The time-dependent
completeness estimator detects the high recording rate of Japanese eruption events
during the period AD 700 to AD 1200 in the record (Kiyosugi et al., 2015). There
is empirical evidence that small eruptions are more frequent and are more frequently
missed. The states with a large number of missing events correspond to large recurrence
intervals, suggesting a large number of small eruptions missed. The selected IHSMM
gives higher hazard estimate than those obtained without considering missing data.
Change-point modelling is an alternative to investigating changes in the com-
pleteness of a point process record over time. However, change-point modelling is a
complicated and time-consuming procedure. It requires trying multiple change points,
sometimes, as many as there are data points. Consequently, a huge number of mod-
els needs to be fitted. After determining one change point, the procedure is repeated
to find out another change point, and so on. Another disadvantage is that change-
point models cannot predict future changes. In contrast, IHSMMs can capture the
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time-varying behaviour of point process records through time-varying explicit state
durations without the need for change point detection. This class of models can be
used for any time-inhomogeneous or nonstationary processes with or without missing
data.
In Chapter 4, fitting of the IHSMM to a real data set with a gamma renewal
process led to another statistically interesting problem. That is, the number of missing
events between each pair of consecutively observed events in a point process record can
be a random variable that may depend on time. This problem was investigated in the
form of the proposed SCPG and TSCPG renewal processes detailed in Chapter 5. The
SCPG distribution is the distribution of the shifted Poisson distributed random sum of
independent gamma random variables. It models the shifted Poisson distributed num-
ber of missing events between each pair of consecutively observed events in a gamma
renewal process. For point processes, such as volcanic eruptions, the Poisson mean
number of missing events may decrease over time as we move from the older part of
the record to the recent part. For such a situation, the Poisson parameter was defined
as a function of the last occurrence time using a generalized logistic function. Introduc-
ing the time-dependent Poisson parameter in the SCPG renewal process produces the
TSCPG renewal process. It is worth noting that in this thesis time-dependent parame-
ters in various models are defined as functions of the last occurrence times based on the
characteristic of a renewal process which states that only the elapsed time since the last
event controls the probability of the next event. As the occurrence of the next event is
either unobservable or intractable, the last occurrence times are used as the best proxy
to define time-dependent parameters. In different applications, the time-dependency
can be defined differently depending on the field of application.
In the proposed IHSMMs, the memoryless assumption is relaxed during the stay
in each state. However, the memoryless assumption can be tested for some time-
inhomogeneous incomplete point processes using IHMMs that allow implicit geometric
state durations. IHMMs model nonstationary behaviour through time-varying transi-
tion probabilities. A general class of IHMMs was proposed by Hughes and Guttorp
(1994). For time-inhomogeneous incomplete point processes, we introduced a special
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case of IHMMs with the time-varying transition probabilities defined by a multinomial
logistic function. In the proposed IHMM with m hidden states, State 1 is the state
of completeness representing no missing event between each pair of consecutively ob-
served events, and the observed process in State 1 is a gamma renewal process. States
2, . . . , m are states of incompleteness representing different Poisson or time-dependent
Poisson distributed numbers of missing events between each pair of consecutively ob-
served events, and the observed process in the states of incompleteness follows SCPG or
TSCPG renewal processes. A time-dependent incomplete point process record such as
volcanic eruption record is more likely to be in the state of completeness than in a state
of incompleteness in its recent part. Therefore, the transition probabilities from States
2, . . . ,m to State 1 were defined as the increasing function of the last occurrence time
in the proposed IHMM, satisfying the row-stochastic property of transition probability
matrix at each time point. In order to model and investigate the time-dependent in-
completeness of point process records in a variety of ways, HMM, HSMM and IHSMM
with m hidden states were also defined using these state definitions and the SCPG and
TSCPG renewal processes mentioned above.
In Chapter 6, the simulation experiments of HMMs, IHMMs, HSMMs and
IHSMMs with SCPG and TSCPG renewal processes produced satisfactory results,
demonstrating the consistency of the parameter estimators. Using these models, a de-
tailed analysis was carried out to investigate the time-inhomogeneous incompleteness
of a global volcanic eruption record during the last 10000 years, extracted from the
LaMEVE database. Based on the AIC, residual analysis and the Viterbi path, the
4´state IHMM with TSCPG renewal process and the 4´state IHSMM with TSCPG
renewal process appeared to be acceptable models for the record. Interestingly, the esti-
mated time-varying expected number of missing events in each state of incompleteness
of the 4´state IHMM are slightly different from the estimated time-varying expected
number of missing events in the corresponding state of the 4´state IHSMM. The
Viterbi paths showed that the states with a large number of missing events correspond
to large interevent times. Although the two acceptable models exhibit different analyt-
ical structures, the hazard estimates from the models have increased to approximately
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4 events per decade from 0.61 event per decade obtained from a simple gamma renewal
process fitted to the data. These 4´state inhomogeneous models draw a detailed pic-
ture of the proportion of completeness of the record at each time step, matching the
empirical evidence of global recording rates in the literature. It is found that the record
is substantially more incomplete prior to 5000 YBP and is approximately 20% com-
plete most of the time from 10000 YBP to 5000 YBP. The proportion of completeness
of the record starts to improve during the last 2000 years and improves markedly to
100% during the recent few hundred years.
In conclusion, this thesis presented how time-dependent incompleteness of the ob-
served processes can be modelled using HMMs by defining hidden process varying over
time in a variety of ways. An important implication of the models is that the find-
ings about the completeness proportion of the volcanic eruption records support the
empirical evidence about the under-recording of global eruption events. The proposed
models provided the improved hazard estimates than those obtained without consid-
ering time-inhomogeneous missingness of events. In addition to this, the proposed
models found the possible location of missing events over time. The models could be
applied to explain the time-inhomogeneous incompleteness of other geophysical events
like earthquakes. In earthquake records, offspring events (aftershocks) are less likely
to be recorded in the few days immediately after a parent event (mainshocks) in older
times. Regardless of incompleteness, the models may also be adopted to explain non-
stationarity of time-inhomogeneous processes.
7.2 Future research
Point process modelling of natural phenomena, such as volcanic eruptions and earth-
quakes, aims at probabilistic forecasts for various purposes in different scientific appli-
cations. Missing data, especially time-dependent missing data, in many point process
records is a serious issue, resulting in biased estimation of future forecasts. This re-
search used stochastic models to investigate the nonstationary structure of missing
data in point process records in a variety of ways. The general class of models that
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we proposed and ways of defining the time-dependent parameters in these models have
illuminated many aspects for future research.
In the proposed special case of IHSMMs with Poisson distributed state durations
of the underlying inhomogeneous semi-Markov chain in Chapter 3, we used the gen-
eralized logistic function with four parameters to define the time-dependent Poisson
parameter. This function is quite flexible in modelling the change in the mean sojourn
times at an increasing or decreasing rate over time or some interval of time. However,
other functional forms could be used to formulate the time-dependent state durations.
Also, many special cases of IHSMMs can be defined by either introducing different
formulations of the time-dependent state durations or using different state duration
probability distributions with support on real positive integers, e.g., the negative bi-
nomial distribution, in different applications according to the nature of the problem
under study. Furthermore, the residual IHSMM can be easily defined as an extension
of the residual HSMM proposed by Yu and Kobayashi (2003) that would be useful a
model for processes for which residual time is important.
For most historical point process records, missing data can depend on many ob-
served covariates. For example, for volcanic eruption records, the magnitudes of erup-
tions play an important role in the recording rate of observed eruption events. Larger
eruptions are more likely to be recorded than smaller eruptions. To introduce the effect
of observed covariates is beyond the current framework of the proposed models, but
this would be a profitable direction for future work. One possible way could be to
define the time-dependent parameters in the IHSMM in Chapter 3, the IHMM and the
TSCPG renewal process in Chapter 5 as functions of observed covariates at the last
occurrence time based on the renewal process characteristic. Incorporating eruption
magnitudes in the models could provide a better picture of the completeness level of
records.
We used the multinomial logistic function for time-varying transition probabilities
in the proposed IHMM. Another possibility is to formulate the time-varying transition
probabilities using the multinomial probit function. These suggestions can be applied
to define the extensions of HSMMs and IHSMMs with time-varying transition prob-
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abilities. However, introducing time-varying transition probabilities in IHSMMs can
make the models over-parameterized and complex from a computational point of view.
The time-dependent Poisson parameter in the TSCPG distribution was defined using
a generalized logistic function. In many real-world applications, the dependence struc-
ture between the variable of interest and the observed covariates could be of a linear
or nonlinear regression type, suggesting a new version of the TSCPG distribution with
time-dependent Poisson parameter defined by a linear or nonlinear regression.
While analyzing the two data sets of the global volcanic eruptions in Chapters 4
and 6 using different HMM type models, we noted that the global volcanic eruption
records are more time-inhomogeneous for smaller than larger eruptions. The recording
rate of the larger eruptions could be considered as a stationary process over time, and
the incompleteness of records regarding the smaller eruptions (ă 6) could lead to a
nonstationary process (Figures 4.4 and 6.31). In order to examine such dual nature of
observed point processes, other possible stochastic models for future research would be
HMMs with hidden hybrid Markov/inhomogeneous Markov chains and HSMMs with
hidden hybrid semi-Markov/inhomogeneous semi-Markov chains (Guédon, 2005). In
the former case, an inhomogeneous Markov chain, and the latter case, an inhomoge-
neous semi-Markov chain could be used to represent the time-inhomogeneous part of
point processes. This would result in many new challenges to analytical tractability
and computational complexity.
Appendix
A Psuedo codes for algorithms in HSMMs
In this appendix, Algorithm 1 provides the pseudo code for computing the scaled
forward variable and the log-likelihood function. The pseudo code in Algorithm 2
calculates the scaled backward variable along with the conditional probability of being
in state j at time t for HSMMs discussed in Section 2.2.3.
B Psuedo codes for algorithms in IHSMMs
This appendix provides the psuedo codes for the computations of the forward and
backward algorithms for IHSMMs described in Sections 3.2.3 and 3.2.4, respectively.
Algorithm 3 computes the scaled forward variable and the log-likelihood function,
and Algorithm 4 calculates the scaled backward variables along with the smoothed
probability γtpjq for IHSMMs. Algorithm 5 can be used to find the Viterbi path for
IHSMMs which is detailed in Section 3.3.
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Algorithm 1 The forward algorithm for an m´state HSMM
1: for j “ 1 to m do
2: pα˚1pjq “ πj (2.19)
3: end for
4: for t “ 1 to T do
5: for j “ 1 to m do
6: qαtpjq “ 0, c˚t pjq “ 0 and pα˚t`1pjq “ 0
7: if t ă T then
8: for d “ 1 to t do
9: if d “ 1 then
10: qutpj, dq “ fjpxtq (2.20)
11: else
12: qutpj, dq “ ct´1 qut´1pj, d´ 1qfjpxtq (2.26)
qαtpjq “ qαtpjq ` pα
˚
t´d`1pjqpjpdqqutpj, dq (2.29)
c˚t pjq “ c
˚






16: for d “ 1 to t do
17: if d “ 1 then
18: quT pj, dq “ fjpxT q (2.20)
19: else
20: quT pj, dq “ cT´1 quT´1pj, d´ 1qfjpxT q (2.26)
qαT pjq “ qαT pjq ` pα
˚
T´d`1pjqP̄jpdqquT pj, dq (2.30)
c˚T pjq “ c
˚
T pjq ` pα
˚











26: for j “ 1 to m do
27: pαtpjq “ ctqαtpjq (2.28)
28: for i “ 1 to m do
29: if pt ă T q then
30: pα˚t`1pjq “ pα
˚





35: The log-likelihood is logLpΘq “ ´
řT
t“1 logpctq. (2.32)
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Algorithm 2 The backward algorithm and calculation of γtpjq for anm´ state HSMM
1: for t “ T , j “ 1 to m do
2: γT pjq “ pαT pjq (2.37)
3: end for
4: for t “ T ´ 1 to 1 do
5: pβ˚t`1pjq “ 0
6: for j “ 1 to m do
7: for d “ 1 to T ´ t do
8: if pd ă T ´ tq then
9: put`dpj, dq “ ct`d qut`dpj, dq (2.33)
pβ˚t`1pjq “
pβ˚t`1pjq `
pβt`dpjq pjpdq put`dpj, dq (2.35)
10: else
11: puT pj, T ´ tq “ cT quT pj, T ´ tq (2.33)
pβ˚t`1pjq “




15: for j “ 1 to m do
16: pβtpjq “ 0 and γtpjq “ 0
17: for i “ 1 to m do
18: pβtpjq “ pβtpjq ` ajipβ˚t`1piq (2.34)





Algorithm 3 The forward algorithm of an m´state IHSMM
1: for j “ 1 to m do
2: pα˚1pjq “ πj (3.9)
3: end for
4: for t “ 1 to T do
5: for j “ 1 to m do
6: qαtpjq “ 0, c˚t pjq “ 0 and pα˚t`1pjq “ 0
7: if t ă T then
8: for d “ 1 to t do
9: if d “ 1 then
10: qutpj, dq “ fjpxtq (3.12)
11: else
12: qutpj, dq “ ct´1 qut´1pj, d´ 1qfjpxtq (3.11)
qαtpjq “ qαtpjq ` pα
˚
t´d`1pjqpjpd, t´ d` 1qqutpj, dq (3.15)
c˚t pjq “ c
˚
t pjq ` pα
˚




16: for d “ 1 to t do
17: if d “ 1 then
18: quT pj, dq “ fjpxT q (3.12)
19: else
20: quT pj, dq “ cT´1 quT´1pj, d´ 1qfjpxT q (3.11)
qαT pjq “ qαT pjq ` pα
˚
T´d`1pjqP̄jpd, T ´ d` 1qquT pj, dq (3.16)
c˚t pjq “ c
˚
t pjq ` pα
˚











26: for j “ 1 to m do
27: pαtpjq “ ctqαtpjq (3.14)
28: for i “ 1 to m do
29: if pt ă T q then
30: pα˚t`1pjq “ pα
˚





35: The log-likelihood is logLpΘq “ ´
řT
t“1 logpctq. (3.20)
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Algorithm 4 The backward algorithm and calculation of γtpjq for anm´ state IHSMM
1: for t “ T , j “ 1 to m do
2: γT pjq “ pαT pjq (2.37)
3: end for
4: for t “ T ´ 1 to 1 do
5: pβ˚t`1pjq “ 0
6: for j “ 1 to m do
7: for d “ 1 to T ´ t do
8: if pd ă T ´ tq then
9: put`dpj, dq “ ct`d qut`dpj, dq (3.24)
pβ˚t`1pjq “
pβ˚t`1pjq `
pβt`dpjq pjpd, t` 1q put`dpj, dq (3.26)
10: else
11: puT pj, T ´ tq “ cT quT pj, T ´ tq (3.24)
pβ˚t`1pjq “




15: for j “ 1 to m do
16: pβtpjq “ 0 and γtpjq “ 0
17: for i “ 1 to m do
18: pβtpjq “ pβtpjq ` ajipβ˚t`1piq (3.25)





Algorithm 5 The Viterbi path algorithm for an m´state IHSMM
1: for j “ 1 to m and t “ d “ 1 to T do
2: if t ă T then
3: δtpj, dq “ πj pjpd, 1qfjpxpt´d`1q:tq (3.28)
4: else
5: δT pj, dq “ πj P̄jpT, 1qfjpx1:T q (3.30)
6: end if
7: end for
8: for t “ 2 to T do
9: if t ă T then
10: for j “ 1 to m do
11: for d “ 1 to t´ 1 do
12: δtpj, dq “ maxi‰j maxh
 
δt´dpi, hqaij pjpd, t´ d` 1qfjpxpt´d`1q:tq
(
(3.27)
pi˚, h˚q “ arg maxi‰j maxh
 
δt´dpi, hqaij pjpd, t´ d` 1qfjpxpt´d`1q:tq
(
(3.32)




16: for j “ 1 to m do
17: for d “ 1 to t´ 1 do
18: δT pj, dq “ maxi‰j maxh
 
δT´dpi, hqaij P̄jpd, T ´ d` 1qfjpxpT´d`1q:T q
(
(3.29)
pi˚, h˚q “ arg maxi‰j maxh
 
δT´dpi, hqaij P̄jpd, T ´ d` 1qfjpxpT´d`1q:T q
(
(3.32)





23: Trace back letting τ˚1 “ T , pj˚1 , d˚1q “ arg maxj maxd δT pj, dq. (3.33)
24: for n “ 2, 3, . . . do











continue the tracing back until τ˚n ´ d˚n ă 1.
26: end for
27: The required most probable state sequence for an m´state IHSMM is
pj˚n, d
˚
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C An algorithm for the computation of coefficients
Cq
An algebric method based algorithm for the calculation of the normalized coefficients
Cq “ Aq{A0 appearing in the exponential expansion in (5.17) in Section 5.2.2 can be
found in Appendix A of Paris (2010, 2017) and Appendix A.3 of Vinogradov et al.
(2013). We describe this algorithm here.















for |s| Ñ 8 in | arg s| ă π and M being an integer ě 1. Now, a scaled gamma function
Γ˚pzq is introduced as
Γ˚pzq “ p2πq´p1{2qezz1{2´zΓpzq,
which leads to the representation of all Γpq functions in (1) as
Γpas` bq “ p2πq1{2e´aspasqas`b´1{2epas; bqΓ˚pas` bq,
where






















From (4.8) in Vinogradov et al. (2012), the large-s expansions are















3b2 ´ 10b` 9
˘
`Ops´3q.
Then, after some straightforward algebra, the left hand side of (1) can be written in


























Setting χ :“ pνsq´1 in above expression and solving both sides for the coefficients of












p2` ρqp1` 2ρqp2´ 19ρ` 2ρ2q ` 24δp1` ρqp2` 7ρ´ 6ρ2q
´ 24δ2p4´ 5ρ´ 20ρ2q ´ 96δ3p1` 5ρq ` 144δ4
*
...
These coefficients can be obtained with the help of Mathematica. We acknowledge
Prof. Richard B. Paris, one of the authors of the above cited articles, for providing the
Mathematica code for generating these coefficients.
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D Working parameters for the Poisson distributions
for state durations
In direct optimization of the log-likelihood function, we can experience numeric in-
stability in parameter estimates of the Poisson state duration distributions when the
log-likelihood functions of HSMM and IHSMM converge. Since, the state duration of a






to restrict the possible range of the parameter estimates
to avoid numerical instability. We can apply this transformation to the parameter µj of
the Poisson state duration distribution for state j in an HSMM and to the parameters
Aj and Dj in µjptq of the time-dependent Poisson state duration distribution for state
j in an IHSMM to obtain working parameters.
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