On a class of abstract convex cone valued functional equations by Sikorska, Justyna
  
 
 
 
 
 
 
 
 
 
 
 
Title: On a class of abstract convex cone valued functional equations 
 
Author: Justyna Sikorska 
 
Citation style: Sikorska Justyna. (2019). On a class of abstract convex cone valued 
functional equations. "Aequationes Mathematicae" (2019), DOI 10.1007/s00010-
019-00669-2 
Aequat. Math.
c© The Author(s) 2019
https://doi.org/10.1007/s00010-019-00669-2 Aequationes Mathematicae
On a class of abstract convex cone valued functional equations
Justyna Sikorska
Dedicated to Professor Ja´nos Acze´l on the occasion of his 95th birthday.
Abstract. We present an approach to solving a number of functional equations for functions
with values in abstract convex cones. Such cones seem to be good generalizations of, e.g.,
families of nonempty compact and convex subsets or nonempty closed, bounded and convex
subsets of a normed space. Moreover, we study some related stability problems.
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1. Introduction
In [14] we solve the functional equation
β + 1
2β2
f(βx) =
β − 1
2β2
f(−βx) + f(x) (1)
for an integer β > 1, where f is a function from a group uniquely divisible
by β to a family of nonempty compact and convex subsets of a locally convex
linear metric space with an invariant metric. The form of solutions of this
single variable equation helped us to find solutions of a number of set-valued
functional equations in several variables.
The idea for studying (1) and all the computations leading to this equation
are described in [11]. There are also several applications concerning stability
considerations presented there. The ranges of functions in the mentioned pa-
pers were Banach spaces (which in fact could easily be generalized to complete
linear metric spaces or sequentially complete linear topological spaces) or hy-
perspaces of nonempty compact and convex subsets of a locally convex linear
metric space.
J. Sikorska AEM
A natural question, particularly after studying the latter case, is whether
similar results can be obtained for functions with values in arbitrary semi-
groups.
In the present paper we solve (1) for functions with values in abstract
convex cones which seem to be a good generalization of a family of nonempty
compact and convex subsets of a normed space.
Besides questions concerning solutions of (1), one may state questions con-
nected with the approximation of a function satisfying (1) or its stability. In
the paper, we address a question about the stability of (1) and its equivalent
form.
2. Preliminaries
Let (S,+) be a commutative semigroup with zero satisfying the cancelation
law:
(
s + u = t + u ⇒ s = t) for all s, t, u ∈ S.
We call S an abstract convex cone if a mapping (λ, s) → λs from [0,∞)×S
into S satisfies the conditions
λ(μs) = (λμ)s, λ(s + t) = λs + λt, (λ + μ)s = λs + μs, 1 · s = s
for all s, t ∈ S and λ, μ  0 (see, e.g., [3,10]).
We will consider an abstract convex cone with a metric  : S ×S → [0,∞).
We say further that  is translation invariant or positively homogeneous pro-
vided that
(s + u, t + u) = (s, t) for all s, t, u ∈ S,
or
(λs, λt) = λ(s, t) for all s, t ∈ S, λ > 0,
respectively.
In 1952, R˚adstro¨m [10] showed that such a cone can be embedded isomet-
rically and isomorphically into a normed space.
Examples of abstract convex cones:
1◦ an arbitrary normed vector space (X, ‖ · ‖) with the induced metric
(s, t) = ‖s − t‖, s, t ∈ X, and the operations + and · from X. If S ⊂ X
is a convex cone (i.e., s+ t, λs ∈ S for all s, t ∈ S and λ  0) then S is an
abstract convex cone. It is complete whenever X is a Banach space and
S is closed in X;
2◦ a collection of nonempty, compact and convex subsets of a real normed
linear space Y (denoted cc(Y )) with the Hausdorff distance and opera-
tions:
A + B = {a + b : a ∈ A, b ∈ B}, λA = {λa : a ∈ A}
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(for some details see, e.g., [2]);
3◦ a collection of nonempty, closed, bounded and convex subsets of a real
normed linear space Y (denoted bcl(Y )) with the Hausdorff distance and
operations:
A
∗
+ B = cl(A + B), λA = {λa : a ∈ A}.
Let S be a semigroup with the cancelation law. For elements s, t, u ∈ S we
say that u is an abstract S-difference of s and t, i.e., u = s − t if and only if
s = u+ t. If this difference exists, then it is unique. In the space cc(Y ) (see 2◦
above) such a difference is known as the Hukuhara difference (see [6]).
The following lemmas will be useful in the next part of the paper.
Lemma 2.1. Let S be an abstract convex cone and let  be a translation in-
variant, positively homogeneous and complete metric on S. Assume that for
s, t, sn, tn ∈ S, n ∈ N, we have sn → s, tn → t and for every n ∈ N there exists
an abstract S-difference sn−tn. Then there exists an abstract S-difference s−t
and sn − tn → s − t.
The proof of the above lemma goes along the same lines as in [9, Lemma 1].
In particular cases of abstract convex cones we do not need to assume the
completeness of the space (see [14, Lemma 2.6] for the case of the family of
nonempty, compact and convex subsets of a locally convex linear metric space
with an invariant metric). Also, if our cone is a closed proper subset of a metric
space, we obtain the same assertion as in Lemma 2.1.
Lemma 2.2. Let (X, ) be a metric space and let S  X be an abstract convex
cone with the metric inherited from X, which is translation invariant and
positively homogeneous in S. Assume that the cone S is closed in X. If for
s, t, sn, tn ∈ S, n ∈ N, we have sn → s, tn → t and for every n ∈ N there
exists an abstract S-difference sn−tn, then there exists an abstract S-difference
s − t and sn − tn → s − t.
Proof. By the assumptions, for every n ∈ N there exists un := sn − tn which
means that sn = un + tn. We have
(un + t, s) = (un + tn + t, s + tn) = (sn + t, s + tn)  (sn, s) + (t, tn),
whence,
un + t → s,
that is, the sequence (un+t)n∈N is convergent in S. On the other side, un+t ∈
S + t for all n ∈ N and s ∈ S + t, since S + t is closed. Consequently, s = u+ t
for some u ∈ S, there exists the abstract S-difference s−t and, finally, un → u.

Remark 2.1. It is worth observing that the abstract convex cone cc(Y ), where
Y is a normed linear space, is closed in bcl(Y ) or in the space of all nonempty
subsets of Y (cf., Lemma 2.6 in [14]).
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The following easy example shows that we may not omit the assumption
about the completeness or closedness of S.
Example 2.1. Take an abstract convex cone S = {(x, y) ∈ R2 : x, y > 0} ∪
{(0, 0)} or S = {(x, y) ∈ R2 : x, y  0 and (x = 0 ⇒ y = 0)} with the usual
addition and scalar multiplication and with the euclidean distance, and define
sn = (1+ 2n , 2+
2
n ) and tn = (1+
1
n , 1+
1
n ) for n ∈ N. We have s = (1, 2) ∈ S,
t = (1, 1) ∈ S, and sn − tn = ( 1n , 1 + 1n ) ∈ S, n ∈ N, but there does not exist
s − t in S.
3. Solutions of the equation
We start this section with presenting the main result concerning solutions of
the equation in a single variable introduced at the beginning of the paper.
Theorem 3.1. Let β be a positive integer different from 1, (G,+) be a commu-
tative group uniquely divisible by β, and let S be an abstract convex cone with
a translation invariant, positively homogeneous and complete metric. Assume
that f : G → S satisfies (1). Then there exist uniquely determined functions
a, q : G → S such that f = a + q,
a(x) + a(−x) = 0, x ∈ G, and q is even. (2)
Moreover,
a(βx) = βa(x), q(βx) = β2q(x), x ∈ G. (3)
Conversely, each function f of the form a + q, where a, q : G → S are such
that (2) and (3) hold, satisfies (1).
Proof. By induction, we get from (1)
βn + 1
2β2n
f(βnx) =
βn − 1
2β2n
f(−βnx) + f(x), x ∈ G, n ∈ N,
that is,
βn(βn + 1)
2β2n
f(x) =
βn(βn − 1)
2β2n
f(−x) + βnf
(
x
βn
)
, x ∈ G, n ∈ N.
From Lemma 2.1 we derive that for every x ∈ G there exists the abstract
S-difference 12f(x) − 12f(−x). Define a(x) := 12f(x) − 12f(−x), x ∈ G. Then
1
2
f(x) = a(x) +
1
2
f(−x) = a(x) + a(−x) + 1
2
f(x),
so a(x) + a(−x) = 0. We also have
a(x) +
1
2
f(−x) + 1
2
f(x) =
1
2
f(x) +
1
2
f(x) = f(x).
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If now we define q(x) := 12f(x) +
1
2f(−x) for all x ∈ G then f(x) = a(x) +
q(x), x ∈ G, and q is even.
Both a and q satisfy (1), whence a(βx) = βa(x) and q(βx) = β2q(x).
The proof of the converse is immediate. 
Remark 3.1. Instead of the completeness of S in Theorem 3.1 (and in the
following Theorem 3.2), on account of Lemma 2.2 we may assume that S is a
proper closed subset of a metric space.
Theorem 3.1 brings a number of immediate applications in solving equa-
tions in several variables for abstract convex cone-valued functions. We present
here a few of them (cf., e.g., [4,7,8,12,14,15]):
(a) the Drygas equation: f(x + y) + f(x − y) = 2f(x) + f(y) + f(−y) (The-
orem 3.1 applied with β = 2);
(b) the Fre´chet equation: f(x + y + z) + f(x) + f(y) + f(z) = f(x + y) +
f(y + z) + f(z + x) (β = 2);
(c) the equation of orthogonal additivity: x ⊥ y ⇒ f(x + y) = f(x) + f(y)
(β = 2);
(d) 9f
(
x+y+z
3
)
+f(x)+f(y)+f(z) = 4
[
f
(
x+y
2
)
+ f
(
y+z
2
)
+ f
(
z+x
2
)]
(β =
3);
(e) f(x + βy) + βf(x − y) = f(x − βy) + βf(x + y) (arbitrary β);
(f) f(2x + y) + f(2x − y) + 2f(x) = f(x + y) + f(x − y) + 2f(2x) (β = 2).
In all the above examples we obtain solutions of the form f = a + q (in
(d)–(f) up to a constant) with a and q having properties as in the assertion of
the mentioned theorem. In the last three cases we assume additionally that for
every x ∈ G there exists the abstract S-difference f(x) − f(0). The forms of
equations (a)–(f) imply additionally that a is additive (i.e., a(x + y) = a(x) +
a(y) for all x, y ∈ G) and q is quadratic (i.e., q(x+y)+q(x−y) = 2q(x)+2q(y)
for all x, y ∈ G).
As an example we show such an application for the Drygas equation.
Theorem 3.2. Let (G,+) be a commutative group uniquely divisible by 2, and
let S be an abstract convex cone with a translation invariant, positively homo-
geneous and complete metric. Assume that f : G → S satisfies
f(x + y) + f(x − y) = 2f(x) + f(y) + f(−y), x, y ∈ G. (4)
Then there exist an additive function a : G → S and a quadratic function
q : G → S such that f = a + q and such a representation is unique. Moreover,
each function of the form a + q, where a : G → S is additive and q : G → S is
quadratic, is a solution of (4).
Proof. Setting y = x in (4) we get
f(2x) = 3f(x) + f(−x), x ∈ G.
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Small rearrangements lead to
3
8
f(2x) = f(x) +
1
8
f(−2x), x ∈ G,
which means that (1) is satisfied with β = 2. By Theorem 3.1, there exist
functions a, q : G → S such that f = a + q and
a(2x) = 2a(x), a(x) + a(−x) = 0, x ∈ G,
q(2x) = 4q(x), q(x) = q(−x), x ∈ G.
Using the form of f in (4), writing it also for −x instead of x and −y instead
of y, and finally adding both equations side by side, we conclude that q is
quadratic, and consequently, a satisfies
a(x + y) + a(x − y) = 2a(x), x, y ∈ G.
Since a(0) = 0, it follows from the above that a is additive. The rest is proved
in a standard way. 
4. Stability considerations
In what follows we answer the question whether for a function f : G → S
satisfying inequality

(
f(x) +
β − 1
2β2
f(−βx), β + 1
2β2
f(βx)
)
 ϕ(x), x ∈ G, (5)
with some control function ϕ : G → [0,∞), there exists a function g : G → S
which satisfies (1) and which is close (with respect to the metric ) to f . In
case of a positive answer we say that (1) is stable (the reader interested in
learning more on stability is referred, e.g., to [1,5]).
We will show, however, that without any additional assumption imposed
on the class of functions for which (5) is considered, the equation is not stable
(cf., [13]).
To see this, consider S = cc(R), the family of nonempty, closed and bounded
intervals. It is easy to see that for A = [α1, α2], B = [β1, β2] the Hausdorff
distance
(A,B) = max
{|α1 − β1|, |α2 − β2|
}
.
Consequently, if f : G → cc(R) is of the form
f(x) =
[
p(x), q(x)
]
, x ∈ G (6)
for some functions p, q : G → R, p  q, then the condition

(
f(x) +
β − 1
2β2
f(−βx), β + 1
2β2
f(βx)
)
 ε, (7)
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with some ε  0 (i.e., we have (5) in the simplest case where ϕ(x) ≡ ε), is
equivalent to the system of conditions
⎧
⎪⎪⎨
⎪⎪⎩
∣
∣
∣
∣p(x) +
β − 1
2β2
p(−βx) − β + 1
2β2
p(βx)
∣
∣
∣
∣  ε
∣
∣
∣
∣q(x) +
β − 1
2β2
q(−βx) − β + 1
2β2
q(βx)
∣
∣
∣
∣  ε.
(8)
Example 4.1. Fix ε > 0 and define functions p, q : R → R,
p(x) =
1
2
ε
(
x2 + x + 1
)
> 0 and q(x) = ε
(
x2 + x + 1
)
> 0.
Then p < q and functions p and q satisfy system (8). Consider f : R → cc(R)
of the form (6). As a consequence, f satisfies (7).
However, there does not exist a function g : R → cc(R) satisfying (1) and
such that

(
f(x), g(x)
)
 M, x ∈ R,
with some constant M depending on ε. Indeed, suppose to the contrary that
such g does exist. Then g = a + b, where a : R → cc(R) is such that a(x) +
a(−x) = {0} for all x ∈ R and b : R → cc(R) is even. It follows that a is
single-valued and odd. If we denote b = [b1, b2] with b1, b2 : R → R, b1  b2,
then g(x) = [a(x) + b1(x), a(x) + b2(x)] for all x ∈ R.
It follows from (8) and [11, Corollary 2.2] that there exist uniquely deter-
mined functions p˜, q˜ : R → R satisfying (1) and such that
|p(x) − p˜(x)|  βε
β − 1 and |q(x) − q˜(x)| 
βε
β − 1 (9)
for all x ∈ R. It is easy to verify that in our case p˜(x) = 12ε
(
x2 + x
)
and
q˜(x) = ε
(
x2 + x
)
for all x ∈ R.
Since the function

(
f(x), g(x)
)
= max
{∣∣p(x) − a(x) − b1(x)
∣
∣,
∣
∣q(x) − a(x) − b2(x)
∣
∣}, x ∈ R
is bounded, by the uniqueness of p˜ and q˜, it follows that
p˜(x) = a(x) + b1(x) and q˜(x) = a(x) + b2(x) for all x ∈ R.
This is impossible since the odd parts of p˜ and q˜ equal to 12εx and εx, respec-
tively, are different.
Remark 4.1. The above non-stability result shows that, in general, all the
(sometimes called ’additive-quadratic’ in the literature) functional equations
in several variables for functions with values in abstract convex cones, while
considering the control function ϕ(x) ≡ ε or, more generally, ϕ satisfying∑∞
n=0
1
βn ϕ(β
nx) < ∞ (with β > 1), are not stable either.
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As we have just seen, (1) is in general not stable. However, considering
again S = cc(R) and making some additional assumptions on p and q, we
obtain some positive stability results.
Theorem 4.1. Let β be a positive integer different from 1, (G,+) be a group
uniquely divisible by β, and let f : G → cc(R) of the form (6) satisfy (7) with
some ε > 0. If q(x)−p(x) > 2βεβ−1 for all x ∈ G\{0}, then there exists a unique
function g : G → cc(R) satisfying (1) and such that

(
f(x), g(x)
)
 βε
β − 1 , x ∈ G.
Proof. By the assumption, functions p and q satisfy (8) and from [11, Corol-
lary 2.2] it follows that there exist functions p˜, q˜ : G → R which satisfy (1) and
(9) for all x ∈ G. As a result,
p˜(x)  p(x) + βε
β − 1 < q(x) −
βε
β − 1  q˜(x), x ∈ G \ {0}.
Since p˜(0) = q˜(0) = 0, p˜(x)  q˜(x) for all x ∈ G.
Surely, the function g : G → cc(R) defined by
g(x) := [p˜(x), q˜(x)], x ∈ G,
satisfies (1) and, moreover,
(f(x), g(x)) = max{|p(x) − p˜(x)|, |q(x) − q˜(x)|}  βε
β − 1 , x ∈ G.
To prove the uniqueness, let g˜ be another function satisfying (1) and such that
the (Hausdorff) distance between f and g˜ is bounded, that is, 
(
f(x), g˜(x)
)

M for all x ∈ G and some M > 0. Hence,

(
g(x), g˜(x)
)
 βε
β − 1 + M, x ∈ G.
By Theorem 3.1, g = a1 + b1 and g˜ = a2 + b2 with some functions a1, a2 : G →
cc(R) such that ai(βx) = βai(x) for i ∈ {1, 2}, and b1, b2 : G → cc(R) such
that bi(βx) = β2bi(x) for i ∈ {1, 2}. Therefore,

(
a1(x) + b1(x), a2(x) + b2(x)
)
 βε
β − 1 + M, x ∈ G,
and

(
a1 (βnx) + b1 (βnx), a2 (βnx) + b2 (βnx)
)
 βε
β − 1 + M, x ∈ G, n ∈ N,

(
βna1(x) + β2nb1(x), βna2(x) + β2nb2(x)
)
 βε
β − 1 + M, x ∈ G, n ∈ N.
Dividing by β2n and letting n tend to infinity we obtain b1 = b2. Now, it is
easy to see that a1 = a2, and the proof is complete. 
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Theorem 4.2. Let β be a positive integer different from 1, (G,+) be a group
uniquely divisible by β, and let f : G → cc(R) of the form (6) satisfy (7) with
some ε  0. If M := sup{ |qo(x)−po(x)| : x ∈ G} < ∞, where po, qo stand for
the odd parts of p and q, respectively, then there exists a uniquely determined
function g : G → cc(R) satisfying (1) and such that

(
f(x), g(x)
)
 βε
β − 1 , x ∈ G.
Proof. On account of (8), do := qo − po satisfies
∣
∣
∣
∣do(x) +
β − 1
2β2
do(−βx) − β + 12β2 do(βx)
∣
∣
∣
∣  2ε, x ∈ G.
Moreover,
|do(x)|  M, x ∈ G. (10)
By [11, Corollary 2.2], there exists a uniquely determined function d˜o satisfying
(1) and such that
∣
∣
∣do(x) − d˜o(x)
∣
∣
∣  2βε
β − 1 , x ∈ G. (11)
In fact, function d˜o is given by (see [12, Corollary 2.1, Remark 2.3])
d˜o(x) = lim
n→∞
(
βn + 1
2 · β2n do (β
nx) − β
n − 1
2 · β2n do (−β
nx)
)
, x ∈ G,
which on account of (10) yields d˜o = 0. Since d˜o is uniquely determined, we
have p˜o = q˜o, where p˜o and q˜o are approximations for po and qo, respectively.
The even parts pe, qe of p and q, respectively, satisfy (8) and since p(x) 
q(x), we also have pe(x)  qe(x) for all x ∈ G. Hence, their even counterparts
p˜e and q˜e satisfy (1) and
p˜e(x) = lim
n→∞
1
β2n
pe(βnx)  lim
n→∞
1
β2n
qe(βnx) = q˜e(x), x ∈ G.
Consequently, the function G  x → b(x) := [p˜e(x), q˜e(x)
]
, satisfies (1).
Define g(x) := {p˜o(x)} + b(x) for all x ∈ G. Then g satisfies (1) and on
account of the uniqueness of approximations, we have

(
f(x), g(x)
)
= 
(
[p(x), q(x)], [p˜o(x) + p˜e(x), q˜o(x) + q˜e(x)]
)
 βε
β − 1 , x ∈ G.
For the uniqueness of g, we use the same argument as in the proof of the
previous theorem. 
Assume (G,+) is a group uniquely divisible by β. Substitute xβ and − xβ in
the place of x in (1). After small rearrangements we get
f(x) =
β2 + β
2
f
(x
β
)
+
β2 − β
2
f
(−x
β
)
. (12)
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We have seen that Eq. (1) is, in general, not stable. However, in what follows
we will show a positive stability result for its equivalent form (12).
Theorem 4.3. Let β be a positive integer different from 1, (G,+) be a group
uniquely divisible by β, let S be an abstract convex cone with a translation
invariant, positively homogeneous and complete metric  and let ϕ : G → [0,∞)
be such that
∑∞
n=0 β
2nϕ
(
x
βn
)
is convergent for all x ∈ G. Assume that f : G →
S satisfies

(
f(x),
β2 + β
2
f
(x
β
)
+
β2 − β
2
f
(−x
β
))
 ϕ(x), x ∈ G.
Then there exists a uniquely determined function g : G → S satisfying (12)
and such that

(
f(x), g(x)
)

∞∑
n=0
[
β2n + βn
2
ϕ
( x
βn
)
+
β2n − βn
2
ϕ
(−x
βn
)]
, x ∈ G.
Proof. By induction, for all x ∈ G and n ∈ N,

(
f(x),
β2n+βn
2
f
( x
βn
)
+
β2n−βn
2
f
(−x
βn
))

n−1∑
i=0
[
β2i+βi
2
ϕ
( x
βi
)
+
β2i−βi
2
ϕ
(−x
βi
)]
Define
gn(x) :=
β2n+βn
2
f
( x
βn
)
+
β2n−βn
2
f
(−x
βn
)
, x ∈ G, n ∈ N.
It is easy to see that (gn)n∈N satisfies the Cauchy condition, and so, it is
convergent in S. It is enough now to define g(x) := limn→∞ gn(x) for all
x ∈ G and the rest of the proof goes in a standard way. 
Remark 4.2. By Theorem 4.3 we can prove that all functional equations in
several variables from which we get a single variable functional equation of the
form (12), while considering the control function ϕ such that
∑∞
n=0 β
2nϕ
(
x
βn
)
<
∞, are stable (cf., Remark 4.1).
We finish the paper with the following.
Problem 4.1. The metric structure of an abstract convex cone while looking
for the solutions of (1) does not seem to be natural. Is it possible to avoid this
assumption?
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