A lobster fishery must have a reasonable estimate of the number of lobsters within the fishery in order to regulate the annual harvest. Stereological sampling procedures are used to estimate the number of lobsters in a defined region of the sea. From a given point in the fishery, a selective sample in a random direction to the boundary of the fishery is taken. This is repeated to generate a systematic sample from which the total population is estimated.
INTRODUCTION
The lobster population off the east coast of Canada is currently an issue of critical interest. There is the possibility of increased fishing pressure due to a Supreme Court ruling on the rights of Native fishers. There has never been a proper assessment of the actual lobster population in the various fisheries. This knowledge is essential to the proper handling of the fishery. This paper hopes to remedy this by suggesting a procedure based on stereological methods to evaluate this lobster population.
A fishery F is a defined area of the sea. It is defined as the region of the sea where the concentration of lobsters is greater than some specified economically viable level, EVL. From any point within the fishery, labelled as B for the Buoy that would be placed there, we will sample at specified distances in a straight line until we pass the EVL. This will be repeated from B to generate a systematic sample from which the number of lobsters in the fishery will be estimated (see Ehlers, 1988, 1993; Gundersen and Jensen, 1987) .
The process of sampling will involve a boat which takes a straight line trajectory from B and samples the sea floor at specified distances from B. At a point of sampling, the boat lowers a camera near the sea floor and photographs a circular region within which lobsters may be counted. How close the camera is to the sea floor depends on visibility. A flash would of course be necessary. At a sampling location let h(r,θ) = the number of lobsters/unit area a distance r in direction θ from B. We continue sampling on a straight line trajectory until h(r,θ) < c for the n th time where n = 1,2,3... The EVL defines the concentration c.
While on a straight line trajectory from B we will consider two sampling spacings and take n = 1. These are: a) Equal spacing: b) In equal spacing, the boat samples distances r apart until we reach the EVL for the first time.
c) We specify concentration contours and using gradient estimates, sample as close as possible to concentration contours.
THE NUMBER OF LOBSTERS
h(r,θ) is the number of lobsters/unit area a distance r in direction θ from buoy B. A Fishery is defined as the region where h(r,θ) < c. The total number of lobsters in the fishery is:
is the distance to the EVL measured in direction θ. If θ is defined as a uniformly distributed random variable on the interval [0,2π], then we may write:
In order to estimate (2) we will take a systematic sample of θ of size m, denoted by θ 1 ,θ 2 ,...,θ m . Then let: In this case we will use the gradient in the sampling direction to estimate how far the boat should travel between sampling points. Specifically ∂ h(r,θ)/∂ r gives us the concentration gradient. Since we only know h(r,θ) at sampling points, we will estimate ( , ) h r We will not be fortunate enough to always sample on the next concentration contour, hence we can only simplify (5) by using H j = r j h j to obtain: 
SIMULATIONS
We consider a fishery of lobsters. The actual number of lobsters in the fishery will be 100,000 lobsters for the purpose of the simulation.
The positions of 100,000 lobsters were simulated from a bivariate normal distribution with means zero, variances one, and a covariance of 0.814. This implies the ratio of the major to minor axes of a confidence ellipse is approximately 10:1.
The local concentration h(r,θ) was estimated as the number of lobsters within a disk of radius dr centered at (r,θ). The number of systematically sampled angles was m, and the number of points sampled along a ray was n. In both the equal spacing and concentration contour case, sampling was begun at the origin. In the equal spacing case the spacing was taken as 4/n, and in the concentration contour case, the concentration interval c was taken to be the initial concentration estimate at the origin divided by n. The second sample along each ray was taken at radius 4/n, after which radial sampling positions were estimated as described above. In each of these schemes, the total area sampled was A = mnπdr 2 . With the simulation parameters used, a complete enumeration of the stock would require examination of approximately 9π square units.
Twenty independent simulation batches were run at each of m = 6,12,18,24, n = 10,20,40, and dr = 10,5,.1,.5. Table 1 lists the estimated mean (µ e ) and standard deviation (σ e ) for the equal spacing case together with the estimated mean (µ c ) and standard deviation (σ c ) for the concentration contour case.
The total area sampled A is reported is in units of 10
, which corresponds to the lobster co-ordinates being measured in kilometers, and the radius of the sampling region being measured in metres.
The sampling actually carried out by the Department of Fisheries and Oceans, Canada, is based on occasional trips with lobster fishers, and observations of catch. At present, the department samples about 1 in 6000 boat trips (personal communication, DFO). The lobster density is thought to be in the hundreds or thousands per square kilometer, and the fishing region in many parts of the east coast of Canada, extends up to several hundred kilometers offshore in areas where the continental shelf is wide. Physical sampling devices are sometimes used which have a field of vision of approximatley 30 metres. Given these numbers and the units of the simulation, it is perhaps resonable to consider one of the small values of dr as being plausible. See (Chadwick, 1998) and (Lanteigne et al., 1998) .
In these simulations the equal spacing method has little bias while the equal concentration method is biased downwards. In contrast to this, the variability of the equal concentration method is almost always lower than the equal spacing method.
We conjecture that the bias in the equal concentration method is due to inaccurate estimates of the derivative, leading to inaccurate estimates of the next concentration contour. The inaccuracy in the derivative stems from the fact that, at many points, the estimate of h(r,θ) is based on only a few lobsters contained in the sampling region.
A preliminary report of some of the data (Enns, 1999) was presented at the X th International Congress for Stereology, Melbourne, Australia, 1-4 November 1999.
