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Sommaire
SoitG un groupe algébrique linéaire complexe, simple, connexe et simplement connexe.
Étant donné un sous-groupe parabolique P ⊂ G et un idéal nilpotent n ⊂ p, il existe un
morphisme propre d’effondrement G ×P n → Gn. Il se factorise en une variété affine et
normaleN ∶= SpecC[G ×P n] que nous appelons variété nilpotente.
Sous l’hypothèse que l’effondrement soit génériquement fini, nous décrivons le groupe
des classes de diviseurs équivariants deN à l’aide de C[N]-modules réflexifs équivariants
de rang 1. Un représentant de chaque classe peut être choisi comme les sections globales
d’un fibré en droite sur G ×P ′ n′ où G ×P ′ n′ → Gn′ est un effondrement possiblement
distinct qui se factorise à travers la même variété nilpotente.
Dans le cas où le groupeG est de type A ou dans le cas d’un effondrement provenant de
certains diagrammes de Dynkin pondérés spécifiques, nous démontrons que les représen-
tants proviennent de poids qui peuvent être choisis comme dominants. Dans ce cas, nous
démontrons que si le module représente un élément torsion du groupe des classes, alors il
est Cohen–Macaulay. Nous en déduisons un théorème d’annulation en cohomologie.
Mots clés : variété nilpotente normale, groupe des classes, module réflexif, théorème
d’annulation, cohomologie de fibrés en droites, fibré cotangent d’une variété de drapeaux.

Summary
Let G be a simple, connected, simply connected complex linear algebraic group with
parabolic subgroup P ⊂ G and nilpotent ideal n ⊂ p. The proper collapsing mapG×P n →
Gn factors through the normal affine variety N ∶= SpecC[G ×P n] which is called a
nilpotent variety.
Assuming the collapsing is generically finite, we describe the equivariant divisor class
group ofN using rank 1 reflexive equivariantC[N]-modules. A representative of each class
may be chosen as global sections of a line bundle over G ×P ′ n′ where G ×P ′ n′ → Gn′ is
a possibly distinct collapsing that factors through the same nilpotent variety.
Assuming either G is of type A or the collapsing comes from specific weighted Dynkin
diagrams,we show that each representative arise from aweight thatmay be chosen dominant.
Moreover, if the module represents a torsion elementwithin the class group, then it is Cohen–
Macaulay and we deduce a cohomological vanishing theorem.
Keywords : normal nilpotent variety, class group, reflexive module, vanishing theorem,
cohomology of line bundles, cotangent bundle of a flag variety.
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Soit G un groupe algébrique linéaire simple, complexe, connexe avec algèbre de Lie g
et posons N pour le cône nilpotent. On appelle variété nilpotente toute variété N affine,
normale, munie d’une G × C∗-action admettant une G-orbite dense et un morphisme fini
' ∶ N → N . Cette définition est légèrement plus générale que l’adhérence d’une orbite
nilpotente et nous permettra de considérer aussi plusieurs de leurs recouvrements qui sont
aussi utiles.
Nous construirons des exemples de telles variétés nilpotentes à la section 2.3 en utilisant
les diagrammes de Dynkin pondérés. Cette construction nous procurera aussi un sous-
groupe parabolique P ⊂ G et idéal nilpotent n ⊂ p tel que le fibré vectoriel G ×P n sur
G∕P admet un morphisme que nous appellerons effondrement ou collapsing :
 ∶ G ×P n → Gn
[g, x]↦ gx.
L’effondrement est une application propre. En posantN ∶= SpecC[G ×P n], on peut donc
utiliser la factorisation de Stein




1 . INTRODUCT ION
où ̃ est propre à fibres connexes et  est finie. La variétéN est alors une variété nilpotente
au sens de notre définition.
L’effondrement étant essentiel à nos méthodes, nous supposerons pour le reste de l’in-
troduction qu’il existe. On adopte aussi une hypothèse supplémentaire : que l’effondrement
G ×P n → Gn soit génériquement fini. Cette condition est notamment vérifiée lorsque
G ×P n est le fibré cotangent de G∕P . Elle est aussi vérifiée lorsque la variété nilpotente
est construite à partir d’un diagramme de Dynkin pondéré officiel, c’est-à-dire que le para-
bolique P et l’idéal n ∶= g≥2 sont construits à l’aide de la graduation induite par un triplet
sl2.
La supposition que l’effondrement soit génériquement fini implique quelques consé-
quences intéressantes. L’effondrementG×P n → N est alors une résolution des singularités.
En particulier, on obtient une annulation en cohomologie :
H i(G ×P n,OG×Pn) = 0
pour i ≥ 1 par [23]. En appliquant le théorème de Grauert–Riemenschneider, on obtient
aussi l’annulation
H i(G ×P n, !G×Pn) = 0
pour i ≥ 1 où !G×Pn est le faisceau canonique.
En ce qui concerne plus spécifiquement le contenu de cette thèse, que l’effondrement
soit génériquement fini permet de construire une présentation du groupe des classes deN .
La présentation obtenue dépend du parabolique P et en particulier, nous obtenons en fait
plusieurs présentations du groupe des classes.
Théorème 1.1. Soit G un groupe simple et simplement connexe. Supposons que l’effon-
drement  ∶ G ×P n → Gn soit génériquement fini et soit N la variété nilpotente cor-
respondante. Posons ZΛ pour le sous-réseau des poids X(P ) engendré par les poids de
P -covariants irréductibles dans C[n].
Alors il existe un isomorphisme
Cl(N) ≃ X(P )∕ZΛ.
Démonstration. Proposition 2.9.
Ce théorème nous permet déjà de calculer les groupes des classes des variétés nilpotentes.
Nous désirons cependant faire mieux en donnant une description des éléments du groupe
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des classes. Comme premier pas, nous utiliserons une caractérisation de Yuan [47] du
groupe des classes deN : il s’agit du groupe formé des classes d’isomorphismes de C[N]-
modules réflexifs de rang 1 avec comme opération le produit tensorielmodifié. En particulier,
nous pouvons décrire le groupe des classes de N en se servant de modules de la forme
H0(G ×P n,ℒG×Pn(C)∗)∗∗ où ℒG×Pn(C) désigne le faisceau des sections du fibré en
droites G ×P (n⊕C) sur G ×P n. Cette approche n’est pas entièrement satisfaisante étant
donné que le calcul du double dual est une opération difficile. En effet, on peut le caractériser
le double dual d’un C[N]-module M comme l’intersection des localisations MP à tous
les idéauxP premiers de hauteur 1 de C[N]. Il s’agit en particulier d’un analogue pour les
modules de la normalisation de C[N] et il s’agit d’un problème proportionnellement ardu.
Nous parvenons à éviter cette difficulté en choisissant comme représentants des éléments
du groupe des classes des modules qui sont déjà connus comme réflexifs. À cette fin, nous
démontrons dans un premier temps qu’une grande classe de modules sont réflexifs. Sous
l’hypothèse queG×Pn est le fibré cotangent deG∕P , les modulesH0(G×Pn,ℒG×Pn(C)∗)
où  est antidominant sont tous réflexifs. Il s’agit d’une conséquence de grands résultats
généraux de géométrie algébrique, notamment de la dualité de Grothendieck.
Théorème 1.2 (Réflexivité de certains fibrés en droites). Soit G un groupe simple et sim-
plement connexe, P un sous-groupe parabolique de G et  ∶ G×P n → Gn l’effondrement
avec G ×P n = T ∗G∕P . Soit  ∈ X+(P ) un poids dominant de P , de telle sorte que −
soit antidominant.
Il existe un isomorphisme
H0(G ×P n,ℒG×Pn(C−)∗) ≃ H0(G ×P n,ℒG×Pn(C)∗)∗
et le C[N]-moduleH0(G ×P n,ℒG×Pn(C−)∗) est réflexif.
Démonstration. Théorème 2.20.
Nous désirons faire encore mieux en identifiant des représentants des éléments du
groupe des classes deN comme desC[N]-modules réflexifs de rang 1 de la formeH0(G×P
n,ℒG×Pn(C)∗) pour un poids  dominant. Nous y parvenons dans un ou l’autre des cas
particuliers suivants :
1. G est de type A ;
3
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2. G×P n est le fibré cotangent deG∕P etP etn sont construits à l’aide d’un diagramme
de Dynkin pondéré officiel (voir la section 2.5).
De tels représentants ont de nombreux avantages. Le principal est l’existence d’un
théorème d’annulation pour la cohomologieH i(G ×P n,ℒG×Pn(C)∗) = 0 pour i ≥ 1, ils
présentent donc un analogue de singularités rationnelles pour les modules. Mieux, nous
pouvons utiliser un tel représentant pour obtenir de nouveaux théorèmes d’annulation. Après
le choix d’un sous-groupe de Borel pour déterminer les racines positifs, nous avons le
théorème suivant.
Théorème 1.3 (Théorème d’annulation). Soit G un groupe simple et simplement connexe,
P un sous-groupe parabolique de G et  ∶ G ×P n → Gn l’effondrement avec G ×P
n = T ∗G∕P . Soit un poids  ∈ X(P ) dominant tel que H0(G ×P n,ℒG×Pn(C)∗) est un
C[G ×P n]-module réflexif et Cohen–Macaulay.
AlorsH i(G ×P n,ℒG×Pn(C−)∗) = 0 pour i ≥ 1.
Démonstration. Corollaire 2.22.
Le théorème d’annulation précédent est particulièrement utile à l’aide d’un critère
simple permettant d’identifier les modules Cohen–Macaulay. Nous donnons un tel critère :
il suffit que sa classe d’isomorphisme soit torsion dans le groupe des classes.
Théorème 1.4 (Critère pour Cohen–Macaulay). Soit G un groupe simple et simplement
connexe, P un sous-groupe parabolique de G et  ∶ G ×P n → Gn un effondrement
génériquement fini. Soit un poids  ∈ X(P ) tel que H0(G ×P n,ℒG×Pn(C))∗∗ est un
élément de torsion dans le groupe des classes. AlorsH0(G×P n,ℒG×Pn(C))∗∗ est Cohen–
Macaulay.
En particulier, si H0(G ×P n,ℒG×Pn(C)) est un module réflexif, alors il est Cohen–
Macaulay.
Démonstration. Théorème 2.23.
Nous discutons enfin des méthodes permettant d’obtenir ces résultats. La stratégie est de
débuter avec des représentants du groupe des classes de la formeH0(G×P n,ℒG×Pn(C−)∗)
pour − antidominant. Nous savons qu’un tel module est déjà réflexif. Nous utilisons ensuite
des applications répétées et méticuleuses de théorèmes d’isomorphisme en cohomologie
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pour démontrer qu’il existe un effondrement possiblement distinct G ×P ′ n′ → Gn′ pour
la même variété nilpotenteN et un poids dominant ⋆ ∈ X(P ′) tel que





Le procédé rappelle la démonstration du théorème de Borel–Weil–Bott où un poids 
est rendu progressivement plus dominant. Toutefois, plutôt que d’utiliser l’action du groupe
de Weyl comme dans le théorème de Borel–Weil–Bott, nous avons deux outils à notre
disposition.
Le premier outil est une famille de théorèmes d’isomorphisme provenant des travaux de
Sommers [41, 43, 42]. Pour les groupes de typeAn,Dn (pour n impair) etE6, nous utilisons
la symétrie du diagramme de Dynkin pour construire un isomorphisme du type




où nous modifions simultanément le poids et le sous-groupe parabolique. Nous discutons
de ces isomorphismes en détail au théorème 2.25.
Le second outil est un autre type d’isomorphisme discuté dans la thèse deAscah-Coallier
[1]. Il s’applique dans le cas où l’effondrementG×P n implique un sous-groupe parabolique
maximal. Supposons qu’il existe un P -covariant dansC[n] de poids  et que  soit un poids
tel que  +  est antidominant. Alors il existe un isomorphisme
H0(G ×P n,ℒG×Pn(C)∗) ≃ H0(G ×P n,ℒG×Pn(C+)∗).
La combinaison de ces outils donne beaucoup de liberté dans la manipulation de la
cohomologie des fibrés en droites. Il s’agit de méthodes générales qui sont d’intérêt au-delà
du présent travail.
Pour chacun de ces deux outils, les théorèmes s’appliquent pour des sous-groupes pa-
raboliques qui sont maximaux. Nous disposons de méthodes permettant de les généraliser
à d’autres sous-groupes paraboliques dans la mesure où une hypothèse additionnelle est
vérifiée. Nous discutons de cette question à la section 2.12. Il s’agit de la raison pour laquelle
nous restreignons nos travaux à la situation où G ×P n est le fibré cotangent de G∕P , dans
ce cas nous pouvons librement utiliser ces deux outils.
Pour ce qui est de l’autre condition, que le diagramme de Dynkin pondéré soit officiel,
il s’agit d’une condition suffisante pour garantir l’existence de suffisamment de covariants
5
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irréductibles pour obtenir des représentants dominants. Sans cette hypothèse, nous avons
des exemples où certains modules réflexifs de rang 1 ne sont pas isomorphes à un module
de la forme H0(G ×P n,ℒG×Pn(C)∗) pour un poids  dominant. Cependant, sous ces
deux conditions, nous parvenons dans tous les cas à obtenir un représentant de chacun des
éléments du groupe des classes de la forme appropriée.
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Chapitre 2
Groupe des classes des variétés
nilpotentes
2.1 Groupe des classes et modules réflexifs
Soit A un anneau intègre, commutatif, noethérien et normal et M un A-module. Le
dual de M , noté M∗, est l’ensemble des homomorphismes de A-modules de M dans A.
Il est doté de la structure de A-module évidente. Il existe un homomorphisme naturel de
A-module entreM et son double dualM∗∗ obtenu en évaluant les applications deM∗∗ à
un élément donné deM :
M →M∗∗
m↦ ( ↦ (m)).
Cet homomorphisme n’est en général ni injectif ni surjectif. Cependant, s’il s’agit d’un
isomorphisme, on dit que le moduleM est réflexif.
Soit K le corps de fractions de A. On définit le rang de M comme la dimension de
M ⊗A K comme K-espace vectoriel.
Le groupe des classes de A, noté Cl(A), est défini comme l’ensemble des classes d’iso-
morphisme de A-modules réflexifs de rang 1. Il s’agit d’un groupe avec l’opération du
produit tensoriel modifié définie commeM ⊙N ∶= (M ⊗A N)∗∗ pour deux A-modules
réflexifs de rang unM etN représentant respectivement leur classe d’isomorphisme. L’iden-
2 . GROUPE DES CLASSES DES VAR IÉTÉS N ILPOTENTES
tité est la classe du A-module A et l’inverse de la classe d’un A-module M est celle de
M∗.
Remarque 2.1. Cette définition du groupe des classes est inhabituelle mais bien adaptée
à nos besoins. Elle provient d’un article de Yuan [47] où on démontre que le groupe des
classes obtenu est isomorphe à celui utilisé en algèbre [5, §7.4] ou en géométrie algébrique
[20, II.6].
Il s’agit d’une approche similaire à l’identification du groupe des classes d’une variété
lisse avec le groupe de Picard formé des modules inversibles.
Dans le cas des variétés affines et normales, comme les variétés nilpotentesN qui sont
supposées normales, on pourra identifier leur groupe des classes avec celui de leur anneau
de fonctions régulières C[N].
Enfin, le résultat simple suivant nous sera utile.
Théorème 2.2. Soit A un anneau normal et M et N des A-modules réflexifs. Soit  ∶
M → N un morphisme de A-modules dont les supports du noyau et du conoyau sont de
codimension au moins deux dans Spec(A). Alors  est un isomorphisme.
Démonstration. Voir [5, §7.4] où un tel morphisme est appelé pseudo-isomorphisme.
Nous utiliserons aussi le résultat similaire suivant au seul le module M est supposé
réflexif.
Théorème 2.3. Soit A un anneau normal et une suite exacte courte de A-modules
0→M → N → Q→ 0
oùM est réflexif,N est finiment engendré et sans torsion et Q est finiment engendré et de
codimension au moins 2 dans Spec(A). Alors tout idéal associé à Q est {0} ou un idéal de
hauteur 1.
Démonstration. Voir [5, §7.4.2, prop. 7].
2.2 Notations
On se contentera ici de fixer les notations générales, en référant à [26, 27] pour davantage
de détails.
8
2.3. Diagrammes de Dynkin pondérés et sous-groupes paraboliques
SoitG un groupe algébrique linéaire complexe, simple, connexe et simplement connexe
etB un sous-groupe de Borel deG contenant un tore maximal T . À la paire (G, T ) s’associe
un système de racines Φ, on dénotera par Φ+ et Δ respectivement les sous-ensembles des
racines positives et simples déterminées par le choix du sous-groupe de Borel. Le groupe
de Weyl estW = NG(T )∕T . Il est engendré par les réflexions simples qu’on notera s pour
 ∈ Δ.
Soit X le réseau des poids. Il s’identifie au groupe multiplicatif des caractères algé-
briques X(T ) ∶= Hom(T ,C×) de T . On munit X d’une forme bilinéaire, W -invariante,
symétrique et non dégénérée qu’on notera par (−,−). Chaque racine  ∈ Φ définit une
coracine ∨ ∶= 2(,) ∈ X ⊗Z Q. Les poids fondamentaux sont les poids {! ∶  ∈ Δ}
définis par la propriété que (!, ∨) = 1 et (!, ∨) = 0 pour toute autre racine simple .
Les poids fondamentaux forment une Z-base du réseau des poids. Les poids dominantsX+
sont caractérisés par la propriété (, ∨) ≥ 0 pour toutes les racines simples . En particulier,
les poids dominants sont les éléments du monoïde engendré par les poids fondamentaux.
Le groupe G étant simple, il détermine une algèbre de Lie simple et un diagramme
de Dynkin. Nous utiliserons ce diagramme pour noter les poids  ∈ X de manière plus
visuelle : le poids  ∶= ∑i∈Δ i!i sera dénoté par le diagramme de Dynkin de G où le
coefficient i du poids fondamental !i est juxtaposé à la racine simple correspondante i.




3 4 5 6 7 8
Cet exemple fixe incidemment la numérotation des racines simples : nous utiliserons les
conventions de Bourbaki [6]. Nous définirons davantage de décorations pour les diagrammes
de Dynkin à la sous-section suivante et à la section 4.3.
2.3 Diagrammes de Dynkin pondérés et sous-groupes
paraboliques
Le choix d’une pondération sur le diagramme de Dynkin d’un groupe G permet la
construction d’un sous-groupe parabolique P et d’une graduation sur l’algèbre de Lie g.
Avec en plus le choix d’un entier k, on obtient également un morphisme propre et surjectif
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appelé effondrement G ×P g≥k → Gg≥k vers une sous-variété du cône nilpotent. Cette
approche utilisée avec la factorisation de Stein nous permettra de construire la majorité des
variétés nilpotentes étudiées.
Un diagramme deDynkin pondéré est un diagramme deDynkinmuni d’une pondération,
c’est-à-dire d’une fonction D ∶ Δ → Z≥0 appliquant chaque racine simple i à un entier
non négatif di. On pourrait aussi au besoin considérer des pondérations rationnelles D ∶
Δ → Q≥0. Dans les faits, nous nous bornerons à considérer des pondérations où les entiers
non négatifs di sont tous soit 0 ou 2 ; un tel diagramme de Dynkin pondéré est dit pair.
Dans ce cas, il est possible et plus commode de dénoter la pondération en imprimant le
diagramme de Dynkin de telle sorte que les racines simples  telles queD() = 2 soient de
couleur noire ( ) et que les racines simples  telles que D() = 0 soient de couleur blanche
( ). Par extension, on dira d’une racine simple ou d’un nœud du diagramme qu’il est blanc
si D() = 0 et qu’il est noir si D() = 2.
Étant donné un groupe, on utilisera généralement la lettre gothique (Fraktur) cor-
respondante pour noter son algèbre de Lie. En particulier, soit g l’algèbre de Lie de G
et considérons une pondération D sur le diagramme de Dynkin de g. On peut étendre li-




De cette manière, la décomposition de g en espace de racines g = ⨁∈Φ g et une










Cette graduation respecte le crochet de Lie, c’est-à-dire que [gi, gj] ⊂ gi+j pour tout i, j ∈ Z.
On désire maintenant construire un sous-groupe parabolique PD de G en se servant
d’une pondération D. On peut procéder à l’aide des sous-groupes paraboliques standards.
On pose d’abord Δ0 ⊂ Δ pour le sous-ensemble des racines simples  ∈ Δ telles que
D() = 0. On pose ensuite WI ∶= ⟨s ∶  ∈ Δ0⟩ ⊂ W et enfin on obtient le sous-
groupe parabolique standard associé PD ∶= ⋃∈Δ0 BWB. N’importe quel sous-groupe
parabolique est conjugué à un sous-groupe de cette forme.
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Le sous-groupe parabolique PD admet une décomposition de Levi PD = LDUD où
LD est réductif et UD est le radical unipotent. On peut exprimer les algèbres de Lie de ces
sous-groupes en terme de la pondération :












Si le diagramme de Dynkin pondéré est pair, on note que nD = gD≥2.
Le groupe de caractères X(PD) s’identifie aux poids  ∈ X tels que (, ∨) = 0 pour
toutes les racines  ∈ Δ0. En particulier, une Z-base est formée par les poids fondamentaux
associés aux racines simples de Δ ⧵ Δ0.
Définition 2.4. Un exemple particulier de diagramme de Dynkin pondéré qui sera parti-
culièrement important ici est un diagramme D où la pondération est entièrement nulle à
l’exception d’une unique racine simple pour laquelle la pondération vaut 2. On appelle
un tel diagramme un diagramme un seul deux ou simplement un diagramme USD. Les
diagrammes USD sont étudiés en détail par Ascah-Coallier [1]. Ils constitueront pour nous
un outil privilégié pour faire de l’induction.
2.4 Fibrés vectoriels sur une variété de drapeaux
Soit P un sous-groupe parabolique de G. L’espace homogène G∕P est une variété
projective appelée une variété de drapeaux. Étant donné un P -module V , on construit un
fibré vectoriel G ×P V comme le quotient de la variété G × V par la P -action définie par
p(g, v) ∶= (gp−1, pv). La projection  ∶ G ×P V → G∕P est donnée par ([g, v]) ↦ gP .
Le fibré G ×P V est doté de la G-action g′[g, v] = [g′g, v].
Étant donné un second P -moduleW , on peut construire à nouveau un fibré G ×P W
sur G∕P et puis en se servant de la projection du premier fibré G ×P V , le fibré pullback
∗(G ×P W ) sur G ×P V . Il existe alors un isomorphisme ∗(G ×P W ) ≃ G ×P (V ⊕W ).
On noteℒG×P V (W ) pour le faisceau des sections.
Nous considérons les groupes de cohomologie H i(G ×P V ,ℒG×P V (W )). En plus de
la structure de G-module, ces groupes sont aussi pourvus d’une structure compatible de
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C[G ×P V ]-modules. Enfin, on peut les doter d’une graduation à l’aide de l’isomorphisme
suivant qui vient de l’action de C∗ s[g, x] = [g, sx]
H i(G ×P V ,ℒG×P V (W )) ≃
⨁
H i(G∕P ,ℒG∕P (SnV ∗ ⊗W )).
Nous avons ici opté de ne pas considérer la graduation. Nos méthodes le permettent et les
résultats seraient pertinents, mais nous préférons différer ces calculs à des travaux futurs.
Nos principaux outils de travail seront les fibrés de cette forme, où V ∶= g≥2 etW ∶=
C∗. Dans ce cas,ℒG×P g≥2(C)∗ est un fibré en droites sur G ×P g≥2. On considérera avec
beaucoup d’attention H0(G ×P g≥2,ℒG×P g≥2(C)∗) ; il s’agit d’un C[G ×P g≥2]-module
avec G-action compatible. Il est de rang 1, sans torsion, gradué et noethérien.
2.5 Effondrement
Étant donné un diagramme de Dynkin pondéréD, nous avons construit le fibré vectoriel
G ×P g≥2. Nous considérons maintenant le morphisme appelé effondrement
 ∶ G ×P g≥2 → Gg≥2
[g, x]↦ gx.
Il s’agit d’un morphisme G-équivariant et surjectif. Il est également propre et même
projectif étant donné qu’il se factorise comme
G ×P g≥2 ↪ G ×P g ≃ G∕P × g → g.
En particulier, l’imageGg≥2 est une sous-variété fermée et irréductible du cône nilpotent.
Elle est formée d’un nombre fini de G-orbites, toutes de dimension paire. Dans l’objectif
d’utiliser la définition du groupe des classes de la section 2.1, nous avons besoin d’une
variété normale ce qu’on obtient à l’aide de la factorisation de Stein.
L’algèbre de type fini des fonctions régulières sur le fibréG×P g≥2 est notéeC[G×P g≥2]
et la variété correspondante ND ∶= SpecC[G ×P g≥2]. Il s’agit d’une variété nilpotente
au sens de notre définition et donc en particulier une variété normale. On peut factoriser
l’application moment parND à l’aide de la factorisation de Stein :
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Nous désirons discuter plus en détail deux exemples qui seront les plus pertinents.
Exemple 2.5. Soit e ∈ g un élément nilpotent. Alors par le théorème de Jacobson–Morozov,
il existe un triple sl2 {e, f , ℎ} avec [e, f ] = ℎ, [ℎ, e] = 2e et [ℎ, f ] = −2f . L’élément ℎ
est semi-simple et définit une graduation sur g donnée par gi ∶= {x ∈ g ∶ [ℎ, x] = ix}
pour chaque entier i. Pour chaque racine simple , l’espace de racine g est invariant sous
l’action de ℎ et on obtient un diagramme de Dynkin pondéré à l’aide de la graduation :
D() ∶= i où i est tel que g ⊂ gi.
Nous appellerons ces diagrammes de Dynkin pondérés des diagrammes officiels. Dans
le cas des diagrammes de Dynkin officiels, l’effondrementG×P g≥2 → Gg≥2 est birationnel
et ND est la normalisation de Gg≥2. On trouvera une description de tous les diagrammes
de Dynkin officiels dans le livre de Carter [11].
Exemple 2.6. Supposons que D est un diagramme de Dynkin pondéré pair, c’est-à-dire
que D() est 0 ou 2 pour chaque racine simple . Dans ce cas, il suit que g≥2 est l’algèbre
de Lie du radical unipotent P , n = g>0. En particulier, on peut identifier G ×P n avec
le fibré cotangent de G∕P . Dans ce cas, l’effondrement est l’application moment de la
géométrie symplectique. Aussi, il suit d’un théorème de Richardson [39] que l’effondrement
est G ×P g≥2 → Gg≥2 génériquement fini.
2.6 Covariants et diviseurs
Comme applications des sections précédentes, on discute comment décrire le groupe
des classes d’une variété nilpotente à l’aide de covariants.
SoitG un groupe simple et simplement connexe etD un diagramme de Dynkin pondéré
déterminant un parabolique P et un idéal nilpotent g≥2 tels que l’effondrementG×P g≥2 →
Gg≥2 soit génériquement fini. Un P -covariant de g≥2 de poids  ∈ X(P ) est un polynôme
f ∈ C[g≥2] tel que f (px) = (p)f (x) pour tout x ∈ g≥2 et p ∈ P . Alternativement, un
P -covariant est un morphisme P -équivariant g≥2 → C.
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Sous l’hypothèse que l’effondrementG×P g≥2 → Gg≥2 soit génériquement fini, l’action
de P sur g≥2 admet une orbite dense, disons Pe ⊂ g≥2. Cette propriété fait de g≥2 un
espace vectoriel préhomogène [30] ce qui entraîne plusieurs résultats qui seront utiles. Pour
chaque poids  ∈ X(P ), il existe à multiplication par un scalaire près au plus un covariant
irréductible de poids . Un tel covariant, disons f , est homogène au sens où il existe un
unique entier positifd tel que f (cx) = cdf (x) pour tout c ∈ C× etx ∈ g≥2. L’anneauC[g≥2]
étant factoriel, n’importe quel covariant est le produit de covariants irréductibles. On pose
{fi ∶ 1 ≤ i ≤ s} pour l’ensemble des P -covariants irréductibles, Λ ∶= {1,… , s} ⊂
X(P ) pour leur poids et ZΛ ⊂ X(P ) pour le réseau qu’ils engendrent.
Avant de décrire les groupes des classes à l’aide des P -covariants d’une variété nil-
potente, on donne un lemme qui décrit le groupe des classes en terme des caractères du
centralisateur d’un élément l’orbite nilpotente correspondante. Cette description sera elle-
même utile au chapitre 3 où nous identifierons les groupes de classes des orbites nilpotentes
des groupes de type classique en se servant de leur classification à l’aide de partitions.
On prépare d’abord quelques notations. Toujours en supposant que l’effondrement
G ×P g≥2 → Gg≥2 soit génériquement fini, on dénote sa factorisation par G ×P n
̃
←←←→ N
et la P -orbite dense de g≥2 par Pe ⊂ g≥2. Dans ce cas, G agit avec une orbite dense sur
G ×P g≥2 et on pose ẽ ∶= ̃([1, e]) ∈ N . La restriction de ̃ est alors un isomorphisme des
orbites denses G[1, e] ≃ Gẽ. On note respectivement Gẽ et Pe pour les stabilisateurs dans
G et P .
Lemme 2.7. SoitG un groupe simple et simplement connexe etD un diagramme de Dynkin
pondéré déterminant un parabolique P et l’idéal nilpotent g≥2 tels que l’effondrement
G ×P g≥2 → Gg≥2 soit génériquement fini.
Alors il existe un isomorphisme Cl(N) ≃ X(Pe).
Démonstration. Les G-orbites étant de dimensions paires, on a que le groupe des classes
deN est isomorphe à celui de son orbite dense.
Cl(N) ≃ Cl(Gẽ) ≃ Cl(G∕Gẽ).
L’orbiteGẽ est lisse et en particulier, son groupe des classes est isomorphe à son groupe
de Picard G-équivariant. Ce dernier groupe peut être calculé à l’aide des résultats de [32]
qui donnent une suite exacte pour tout sous-groupeH ⊂ G fermé
X(G)→ X(H)→ Pic(G∕H)→ Pic(G).
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Comme on suppose que G est un groupe simple, son groupe de caractères est trivial
X(G) = 0. Un résultat de Popov [37] indique que le groupe de Picard G-équivariant d’un
groupe semi-simple et connexe est isomorphe à son groupe fondamental. Comme on sup-
pose ici que G est simplement connexe, on obtient Pic(G) = 0.
En posantH ∶= Gẽ, la suite exacte précédente donne donc un isomorphisme
Pic(Gẽ) ≃ X(Gẽ).
On conclut en remarquant que Gẽ ≃ Pe.
Remarque 2.8. Plus généralement, nous avons sous les mêmes conditions que
Cl(N) ≃ X(Gẽ) ≃ X(Pe) ≃ X(Pe∕[Pe, Pe]).
Proposition 2.9. Soit G un groupe simple et simplement connexe et D un diagramme de
Dynkin pondéré déterminant un parabolique P et l’idéal nilpotent g≥2 tels que l’effondre-
ment G ×P g≥2 → Gg≥2 soit génériquement fini. Soit ZΛ le sous-réseau de X(P ) engendré
par les poids des covariants irréductibles.
Il existe un isomorphisme
Cl(N) ≃ X(P )∕ZΛ.
Démonstration. En poursuivant avec les notations précédentes, nous avons un isomor-
phisme des orbites denses G[1, e] ≃ Gẽ donné par la restriction de ̃.
On considère le ferméZ ∶= G×P g≥2 ⧵G[1, e]. Par [20, II.6.5], il existe un morphisme
surjectif
Cl(G ×P g≥2)→ Cl(G[1, e])
dont le noyau est formé des diviseurs à support dans Z.
Comme G ×P g≥2 est un fibré vectoriel sur G∕P , Cl(G ×P g≥2) ≃ Cl(G∕P ). Comme
G∕P est lisse, il suit de la preuve du lemme 2.7 que Cl(G∕P ) ≃ Pic(G∕P ) ≃ X(P ).
Pour ce qui est du noyau, un diviseurG-stable à support dansZ est de la formeG×P Z′
où Z′ est une variété P -stable de codimension 1 dans g≥2. En particulier, Z′ doit être les
zéros d’un P -covariant. L’anneau C[g≥2] étant factoriel, on peut factoriser f comme un
produit de covariants irréductibles.
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On pourra désormais passer librement de l’une à l’autre des différentes caractérisations
du groupe des classes. Spécifiquement, tous les groupes suivants sont isomorphes.
1. Les classes d’isomorphismes de C[N]-modules réflexifs de rang 1 avec action de G
compatible ;
2. Le quotient X(P )∕ZΛ ;
3. Le groupe de caractères du stabilisateur X(Pe) ;
4. Le groupe de Picard G-équivariant des fibrés en droites G-équivariants sur G[1, e] ;
On conclut cette section en prenant note de l’existence de suites exactes obtenues à
l’aide d’un P -covariant qui seront cruciales pour la suite.
Proposition 2.10. SoitG un groupe semi-simple et simplement connexe etP un sous-groupe
parabolique de G. On suppose que l’effondrement G ×P g≥2 → Gg≥2 est génériquement
fini. Soit  ∈ X(P ) le poids d’un P -covariant f non nul de C[g≥2]. En notant V (f ) ⊂ g≥2
les zéros de f et i ∶ G ×P V (f )→ G ×P g≥2 le morphisme d’inclusion, alors il existe une
suite exacte où
0→ ℒG×P g≥2(C)
∗ → OG×P g≥2 → i∗OG×PV (f ) → 0.
Si ,  ∈ X(P ) sont des caractères de P tels que  −  = , alors il existe une suite
exacte
0→ ℒG×P g≥2(C)
∗ → ℒG×P g≥2(C)
∗ → i∗ℒG×PV (f )(C)∗ → 0.
Démonstration. Le morphisme f ∶ g≥2 → C définit une section globale du fibré G ×P
(g≥2 + C) donnée par s([g, x]) ∶= [g, (x, f (x))], ce qui donne la première suite exacte.
Pour la deuxième suite exacte, il suffira de tensoriser la première avec le faisceau plat
ℒG×P g≥2(C)
∗ et noter que
i∗OG×PV (f ) ⊗ℒG×P g≥2(C)
∗ ≃ i∗ℒG×PV (f )(C)∗.
2.7 Théorèmes d’annulation
Théorème 2.11 (Borel–Weil–Bott). Soit G un groupe réductif et P un sous-groupe para-
bolique de G et P = LU sa décomposition de Levi où T ⊂ L. Soit  un poids dominant
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pour le sous-groupe de Levi L. On écrira VP , pour le P -module irréductible de plus haut
poids  et % pour la demi-somme des racines positives de G.
S’il existe un poids dominant  de G et un élément du groupe de Weyl w tels que
w( + %) − % = ,
alors  est dit régulier et l’unique groupe de cohomologie non nul est
H l(w)(G∕P ,ℒG∕P (VP ,)∗) ≃ V ∗G,.
Sinon,  n’est pas régulier et tous les groupes de cohomologie sont nuls.
Démonstration. [14].
Théorème 2.12 (Kempf). Soit G un groupe réductif et P un sous-groupe parabolique de
G. SoitW un G-module et V ⊂ W un P -sous-module où le radical unipotent de P agit




H0(G∕P ,ℒG∕P (SnV ∗))
et
H i(G∕P ,ℒG∕P (SnV ∗)) = 0
pour tout i > 0 et n ≥ 0.
Démonstration. [23].
Théorème 2.13 (Grauert–Riemenschneider). Soit Y une variété non singulière, !Y son
faisceau canonique et f ∶ Y → X un morphisme surjectif et propre. Alors
Rif∗!Y = 0
pour tout i supérieur à la dimension relative de f .
Démonstration. [17] ou [29].
Théorème 2.14 (Broer). Soit G un groupe simple et simplement connexe et P un sous-
groupe parabolique de G. Si  ∈ X(P ) est dominant, alors pour n’importe quel i ≥ 1,
H i(T ∗G∕P ,ℒT ∗G∕P (C)∗) = 0.
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Démonstration. [10] ou [9].
Remarque 2.15. Le dernier théorème d’annulation sera crucial pour démontrer que les repré-
sentants des éléments du groupe des classes sont effectivement réflexifs. Sa démonstration
repose sur le théorème d’annulation de Grauert–Riemenschneider. Nous ne considérons
que les groupes complexes pour cette raison.
2.8 Description des sections globales pour un poids dominant
SoitG un groupe simple et simplement connexe, P un sous-groupe parabolique,G×P n
le fibré cotangent de G∕P et  ∈ X(P ).
De manière générale, la description explicite des groupes de cohomologie H i(G ×P
n,ℒG×Pn(C)∗) est une question délicate pour laquelle il n’existe pas d’algorithme général.
Toutefois, il existe un algorithme pour calculer la caractéristique d’Euler correspondante.
En particulier, dans le cas où la cohomologie supérieure s’annule, on obtient beaucoup
d’informations sur le module H0(G ×P n,ℒG×Pn(C)∗). On consultera notamment [9, 7,
19].
Posons K0(G ×P n) pour le groupe de Grothendieck des C[G ×P n]-modules gradués
finiment engendrés et munis d’une G-action compatible. Il s’agit du groupe engendré par
les classes d’isomorphismes [M] de modulesM appropriés et soumis à la relation [M] =
[M ′] + [M ′′] pour chaque suite exacte courte
0→M ′ →M →M ′′ → 0
de C[G ×P n]-modules gradués finiment engendrés et munis d’une G-action compatible.
Définition 2.16. SoitV un P -module qui n’est pas nécessairement complètement réductible.
La caractéristique d’Euler du faisceauℒG×Pn(V ) est l’élement du groupe de Grothendieck




(−1)i[H i(G ×P n,ℒG×Pn(V ))].
Comme G-module virtuel, (G ×P n,C∗) est isomorphe à un module induit d’un L-
module. Si de plus que  est dominant,Broer [9] utilise son théorème d’annulation (théorème
2.14) afin d’obtenir la formule suivante pour n’importe quel poids dominant 
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∑
n≥0
HomG(V ()∗,H0(G∕P ,ℒG∕P (Snn∗ ⊗ C∗)))q
n = mP , (q)
où V () est le G-module irréductible de plus haut poids  et mP , sont les q-analogues de
multiplicités des poids de Lusztig :
mP , (q) ∶=
∑
w∈W
(−1)l(w)pPq (w( + ) −  − )







2.9 Réflexivité de certains fibrés en droites
Soit P un sous-groupe parabolique de G et  ∈ X+(P ) un poids dominant de telle
sorte que − soit antidominant. Cette section vise à démontrer que dans le cas d’un dia-
gramme D pair, le C[G ×P g≥2]-module H0(G ×P g≥2,ℒG×P g≥2(C−)∗) est réflexif. La
démonstration dépend de grands résultats généraux de géométrie, notamment de la dualité
de Grothendieck [21]. Dans les faits, nous n’utiliserons que la version de la dualité pour
un morphisme projectif plutôt que le cas général d’un morphisme propre. Il sera toutefois
nécessaire d’utiliser quelques aspects des catégories dérivées. Nous référons directement
à [21] pour une discussion détaillée de ces constructions. Alternativement, le livre [46]
donne un aperçu qui sera suffisant pour nos besoins ; il donne aussi une méticuleuse liste
de références.
Théorème 2.17 (Dualité pour les morphismes projectifs [21, III.§11.1]). Soit f ∶ X → Y
un morphisme projectif de schémas noethériens de dimension finie. Il existe un isomor-
phisme
Rf∗RHomOX (F
∙, f !G∙) ≃ RHomOY (Rf∗F
∙, G∙)
où F ∙ ∈ D−qc(X) est un complexe borné supérieurement de OX-modules à cohomologie
quasi-cohérente et G∙ ∈ D+qc(Y ) est un complexe borné inférieurement de OY -modules à
cohomologie quasi-cohérente.
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Nous appliquerons la dualité de Grothendieck en utilisant des complexes dualisants. On
donne ici la définition de [46, 1.2.5].
Définition 2.18. Un complexe dualisant sur un schéma noethérien X est un complexe de
OX-modules !∙X quasi-cohérents vérifiant les propriétés suivantes :
1. !∙X est un complexe borné ;
2. Chaque terme de !∙X est un OX-module injectif ;
3. Chaque groupe de cohomologieH i(!∙X) est un module cohérent ;
4. Le morphisme !∙X → Hom∙OX (!∙X , !∙X) est un quasi-isomorphisme, c’est-à-dire qu’ilinduit des isomorphismes en cohomologie.
Remarque 2.19. Nous sommes dispensés de discuter davantage du foncteur f ! par le fait
que f !!Y = !X pour !Y un complexe dualisant sur Y , !X un complexe dualisant surX et
f un morphisme de type fini [21, V.§8.4].
Théorème 2.20. Soit G un groupe simple et simplement connexe et D un diagramme de
Dynkin pondéré déterminant un sous-groupe parabolique P et l’idéal nilpotent g≥2 tels que
l’effondrement G ×P g≥2 → Gg≥2 soit génériquement fini.
Soit ! ∈ X(P ) le poids tel que !G×P g≥2 = ℒG×P g≥2(C!)
∗. Ce poids est donné, en






Enfin, soit  ∈ X(P ) un poids tel que pour i ≥ 0,
H i(G ×P g≥2,ℒG×P g≥2(C
∗
)) = 0.
Alors il existe pour tout i ≥ 0 un isomorphisme de C[G ×P g≥2]-modules gradués avec
G-action compatible
H i(G×P g≥2,ℒG×P g≥2(C!−)
∗) ≃ ExtiC[G×P g≥2](H
0(G×P g≥2,ℒG×P g≥2(C)
∗),C[G×P g≥2]).
En particulier, il existe un isomorphisme
H0(G ×P g≥2,ℒG×P g≥2(C!−)
∗) ≃ H0(G ×P g≥2,ℒG×P g≥2(C)
∗)∗
et le moduleH0(G ×P g≥2,ℒG×P g≥2(C!−)
∗) est réflexif.
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2.9. Réflexivité de certains fibrés en droites
Démonstration. Nous appliquons la dualité de Grothendieck à l’aide du morphisme pro-
jectif ̃ ∶ G ×P g≥2 → N de la sous-section 2.5 où N = SpecC[G ×P g≥2]. Pour les
complexes, on utilisera sur G ×P g≥2 le faisceauℒG×P g≥2(C)∗ vu comme un complexe en
degré 0 et surN , le complexe dualisant !∙N .
On obtient un isomorphisme dans les catégories dérivées :
R̃∗RHomG×P g≥2(ℒG×P g≥2(C)
∗, ̃!!∙N ) ≃ RHomN (R̃∗ℒG×P g≥2(C)
∗, !∙N ).
Dans le cas d’une variété Cohen–Macaulay comme G ×P g≥2, le complexe dualisant
est en fait le faisceau canonique vu comme un complexe concentré en degré 0 [46, 1.2.18].
En utilisant la remarque 2.19, on conclut ̃!!∙N ≃ ℒG×P g≥2(C!)∗. On obtient donc pour le
membre de gauche de l’équation
R̃∗RHomG×P g≥2(ℒG×P g≥2(C)





≃ H ∙(G ×P g≥2,ℒG×P g≥2(C!−)
∗)
Pour le membre de droite, nous sommes premièrement intéressés à identifier le faisceau
dualisant !N . Pour ce faire, on pose temporairement  = 0 pour obtenir
H ∙(G ×P g≥2,ℒG×P g≥2(C!)
∗) ≃ RHomN (H0(G ×P g≥2,OG×P g≥2)
̃ , !N ).
Par le théorème de Grauert–Riemenschneider, on obtient l’annulation
H i(G ×P g≥2,ℒG×P g≥2(C!)
∗) = 0
pour i ≥ 0. Il suit donc de la dualité que
H0(G ×P g≥2,ℒG×P g≥2(C!)
∗) ≃ HomN (H0(G ×P g≥2,ℒG×P g≥2(C!)
∗), !N ).
En particulier, la propriété (4) du complexe dualisant est vérifiée pour ON à un changement
de la graduation près. Toutes les autres propriétés étant aussi vérifiées, on pourra utiliser
!N = ON .
En revenant au membre de droite pour un poids  dominant arbitraire, nous avons
R̃∗ℒG×P g≥2(C)
∗ ≃ H ∙(G ×P g≥2,ℒG×P g≥2(C)
∗)
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étant donné queN est affine. Par hypothèse, nous avons une annulation
H i(G ×P g≥2,ℒG×P g≥2(C)
∗) = 0.
On obtient donc le premier isomorphisme annoncé : pour i ≥ 0, il existe un isomorphisme
H i(G×P g≥2,ℒG×P g≥2(C!−)
∗ ≃ ExtiC[G×P g≥2](H
0(G×P g≥2,ℒG×P g≥2(C)
∗),C[G×P g≥2]).
En posant i = 0, on obtient le second isomorphisme annoncé :
H0(G ×P g≥2,ℒG×P g≥2(C!−)
∗) ≃ H0(G ×P g≥2,ℒG×P g≥2(C)
∗)∗.
Le dual de n’importe quel faisceau cohérent est réflexif [22], ce qui complète la démons-
tration.
Corollaire 2.21. Soit G un groupe simple et simplement connexe et D un diagramme de
Dynkin pondéré pair de telle sorte que G ×P g≥2 ≃ T ∗G∕P .
Soit  ∈ X(P ) un poids dominant. Alors il existe un isomorphisme de C[G ×P g≥2]-
modules gradués avec G-action compatible
H0(G ×P g≥2,ℒG×P g≥2(C−)
∗) ≃ H0(G ×P g≥2,ℒG×P g≥2(C)
∗)∗
et le moduleH0(G ×P g≥2,ℒG×Pn(C−)∗) est réflexif.
Démonstration. Dans le cas d’un diagramme pair, on a que g≥2 = g>0 = n est l’algèbre
de Lie du radical unipotent de P . En particulier, on peut identifier G ×P n avec le fibré
cotangent T ∗G∕P . Il suit que le faisceau dualisant est trivial étant donné que T ∗G∕P est
symplectique.
Enfin, le théorème d’annulation de Broer 2.14 donne l’annulation nécessaire pour la
cohomologie supérieure du poids dominant.
Enfin, on peut déduire de ces résultats un théorème d’annulation.
Corollaire 2.22 (Théorème d’annulation). Soit G un groupe simple et simplement connexe
et D un diagramme de Dynkin pondéré pair, et  ∶ G ×P n → Gn l’effondrement avec
G ×P n = T ∗G∕P . Soit un poids  ∈ X(P ) dominant tel que H0(G ×P n,ℒG×Pn(C)∗)
est un C[G ×P n]-module réflexif et Cohen–Macaulay.
AlorsH i(G ×P n,ℒG×Pn(C−)∗) = 0 pour i ≥ 1.
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Démonstration. Par le théorème de dualité 2.20,
H i(G×P g≥2,ℒG×P g≥2(C−)
∗) ≃ ExtiC[G×P g≥2](H
0(G×P g≥2,ℒG×P g≥2(C)
∗),C[G×P g≥2]).
Comme on suppose queH0(G×P g≥2,ℒG×P g≥2(C)∗) est Cohen–Macaulay, on obtient
l’annulation désirée pour Ext≥1.
2.10 Modules Cohen–Macaulay
Théorème 2.23. Soit G un groupe simple et simplement connexe et D un diagramme tel
que l’effondrement G ×P g≥2 → Gg≥2 soit génériquement fini. Soit un poids  ∈ X(P ) tel
que H0(G ×P g≥2,ℒG×P g≥2(C))
∗∗ est un élément de torsion dans le groupe des classes.
AlorsH0(G ×P g≥2,ℒG×P g≥2(C))
∗∗ est Cohen–Macaulay.
En particulier, siH0(G×P g≥2,ℒG×P g≥2(C)) est un module réflexif, alors il est Cohen–
Macaulay.
Démonstration. Dans les notations de la proposition 2.9, posons ̄ ∈ X(P )∕ZΛ ≃ Cl(NP ).
Comme ̄ est torsion, on peut supposer en changeant au besoin le représentant  de la classe
que n ∶ P → C× est le morphisme identité pour un entier positif n. En particulier, l’image
du caractère  ∶ P → C× est un sous-groupe cyclique et donc fini de C×.
Soit P ◦e la composante connexe du centralisateur d’un élément de l’orbite nilpotente. Par
des considérations de connexité, on doit avoir (P ◦e ) = 1. Il est donc possible de factoriser





Considérons l’algèbre C[G∕P ◦e ]. La projection G∕P ◦e → G∕Pe donne un morphisme
C[G∕Pe] ≃ C[G ×P g≥2]→ C[G∕P ◦e ]
et fait de C[G∕P ◦e ] un C[G ×P g≥2]-module gradué avec G-action compatible. Le groupe
fini Γ ∶= Pe∕P ◦e agit par automorphismes d’algèbres graduées commutant avec laG-action.
On note que l’anneau d’invariants est
C[G∕P ◦e ]
Γ = C[G∕Pe] ≃ C[G ×P g≥2].
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En considérant Ñ ∶= SpecC[G∕P ◦e ], on obtient un revêtement à |Γ| couches de ND ∶=
SpecC[G ×P g≥2].
G∕P ◦e ≃ Gê ⊂ Ñ ∶= SpecC[G∕P
◦
e ]
G∕Pe ≃ Gẽ ⊂ ND ∶= SpecC[G ×P g≥2]
G∕Ge ≃ Ge ⊂ N
̂
̃
Étant donné que ces deux recouvrements sont finis, les G-orbites de Ñ sont de dimen-
sion paire. Il suit que l’algèbre C[G∕P ◦e ] est un anneau normal et finiment engendré par
respectivement le lemme 1.8 et le théorème 4.1 de [18]. Il est aussi Gorenstein et en particu-
lier Cohen–Macaulay par un résultat obtenu indépendamment par Hinich [25] et Panyushev
[36] et généralisé par Broer [8, 6.1].
Maintenant on peut revenir àH0(G×P g≥2,ℒG×P g≥2())∗∗. Par le théorème 2.2, il existe
un isomorphisme
H0(G ×P g≥2,ℒG×P g≥2())
∗∗ ≃ H0(Gê,ℒGê()).
Ce module peut être décrit directement comme les applications régulières Γ-équivariantes




Enfin, on considère la décomposition isotypique du module Cohen–MacaulayC[G∕P ◦e ]
pour l’action de Γ. On obtient ainsi que le module de covariants
(C[G∕P ◦e ]⊗ C)
Γ ≃ H0(G ×P g≥2,ℒG×P g≥2())
∗∗
est un facteur direct de C[G∕P ◦e ] et on conclut qu’il est aussi Cohen–Macaulay.
2.11 Quelques isomorphismes en cohomologie
Notre approche pour obtenir les représentants du groupe des classes lorsque le dia-
gramme D est pair sera de considérer d’abord un poids antidominant  ∈ X(P ). Dans ce
cas, le C[G×P g≥2]-moduleH0(G×P g≥2,ℒG×P g≥2(C)∗) est réflexif par le théorème 2.20.
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Nous utilisons ensuite des isomorphismes en cohomologie pour obtenir un poids dominant
⋆, possiblement sur un autre parabolique P ′, tel que
H0(G ×P g≥2,ℒG×P g≥2(C)
∗) ≃ H0(G ×P ′ g≥2,ℒG×P ′g′≥2(C⋆)
∗).
Cette section décrit les théorèmes d’isomorphismes permettant d’effectuer ce procédé.
Nous les regroupons en deux familles. Une première famille est étudiée en détail par
Ascah-Coallier [1]. Ces isomorphismes sont construits dans le cas d’un diagramme de
Dynkin pondéré un seul deux (USD), ce qui signifie que sa pondération est entièrement
nulle à l’exception d’une unique racine simple  telle que D() = 2. Alternativement, un
diagramme de Dynkin pondéré USD détermine un sous-groupe parabolique maximal. Dans
ce cas, le théorème 2.26 permet de construire un isomorphisme en cohomologie s’il existe un
P -covariant. Nous utiliserons aussi le théorème 2.24 qui permet d’alléger considérablement
les hypothèses mais qui ne donne qu’un isomorphisme des groupesH0 plutôt que de tous
les groupes de cohomologieH i pour i ≥ 0.
La deuxième famille d’isomorphismes provient des travaux de Sommers [41, 43, 42].
Il permet de construire des isomorphismes pour certains diagrammes de Dynkin pondérés
USD qui n’admettent pas de P -covariant en modifiant le diagramme et donc le sous-groupe
parabolique considéré. Nous donnons une preuve uniforme de ces isomorphismes au théo-
rème 2.26.
Il sera extrêmement utile d’avoir une notation condensée pour noter les isomorphismes
en cohomologie.
Étant donné deux diagrammes de Dynkin pondérés D1 et D2 et leurs constructions
associées discutées à la sous-section 2.3. Pour des poids  ∈ X(PD1) et  ∈ X(PD2), on
écrira simplement (D1, ) ∼ (D2, ) ou  ∼  lorsqu’il existe un isomorphisme
H i(G ×P
D1 g≥2D1 ,ℒG×PD1 g≥2D1 (C)
∗) ≃ H i(G ×P
D2 g≥2D2 ,ℒG×PD2 g≥2D2 (C)
∗)
pour tout i ≥ 0.
Cette notation a comme désavantage de ne pas dénoter les sous-groupes paraboliques
PD1 et PD2 . Pour remédier à cet inconvénient, nous utiliserons la même notation en pré-
sentant aussi les diagrammes de Dynkin pondérés et les poids dans les notations de la
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Comme autre variation de cette notation, nous considérerons fréquemment des isomor-
phismes qui n’impliquent que les groupesH0 plutôt que tous les groupes de cohomologie
H i pour i ≥ 0. Nous indiquerons de tels isomorphismes à l’aide de la notation  ∼0 .
Théorème 2.24. Soit D un diagramme de Dynkin pondéré tel que l’effondrement G ×P
g≥2 → Gg≥2 soit génériquement fini. Supposons qu’il existe un P -covariant de f ∈ C[g≥2]
de poids  ∈ X(P ) et soit  ∈ X(P ) un poids tel que le C[G ×P g≥2]-module H0(G ×P
g≥2,ℒG×P g≥2(C+)
∗) est réflexif.
Alors il existe un isomorphisme  ∼0  + .
Démonstration. La proposition 2.10 donne une suite exacte
0→ ℒG×P g≥2(C+)
∗ → ℒG×P g≥2(C)
∗ → i∗ℒG×PV (f )(C)∗ → 0.
On considère ensuite la suite exacte longue en cohomologie sur G ×P g≥2
0 H0(ℒG×P g≥2(C+)
∗) H0(ℒG×P g≥2(C)
∗) H0(i∗ℒG×PV (f )(C)∗)
Hn(ℒG×P g≥2(C+)
∗) Hn(ℒG×P g≥2(C)
∗) Hn(i∗ℒG×PV (f )(C)∗)
On obtient une morphisme injectif  ∶ H0(ℒG×P g≥2(C+)∗) → H0(ℒG×P g≥2(C)∗)
où le premier module est réflexif et le deuxième est finiment engendré et sans torsion. On
peut donc appliquer le théorème 2.3 pour conclure que tout idéal associé au conoyau est
{0} ou un idéal de hauteur 1.
Étant donné que les orbites nilpotentes sont toutes de dimension paire, le support de
H0(i∗ℒG×PV (f )(C)∗) dans N est de codimension au moins 2, et il en est de même pour
le conoyau coker . Avec le fait que le conoyau est finiment engendré, il suit qu’il s’agit
d’un module pseudo nul [5, §7.4.4, prop. 9]. En particulier, l’ensemble des idéaux associés
Ass(coker ) ne contienne aucun idéal de hauteur ≤ 1.
En combinant les deux dernières remarques, on conclut que Ass(coker ) est vide et
donc coker  = {0}.
Dans le cas d’un diagramme USD, on peut utiliser les résultats de Ascah-Coallier [1]
pour faire un peu mieux et rendre le poids dominant. Dans ce cas on obtient des isomor-
phismes pour tous les groupes de cohomologie plutôt que seulement pourH0.
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Théorème 2.25. Soit D un diagramme de Dynkin pondéré USD tel que D(k) = 2. Sup-
posons qu’il existe un covariant PD-covariant de C[n] de poids 2!k ∈ X(PD). Alors il
existe un isomorphisme −!k ∼ !k.
Démonstration. [1, 1.6.1].
Le prochain théorème regroupe une autre famille d’isomorphismes qui apparaissent
dans le cas où le diagramme de Dynkin est symétrique. Ils viennent des travaux de Sommers
[41, 43, 42]. Ils permettent de construire des isomorphismes pour certains diagrammes de
Dynkin pondérés USD qui n’admettent pas de P -covariant en modifiant le diagramme de
Dynkin pondéré et donc le sous-groupe parabolique considéré. Nous donnons une preuve
uniforme de ces isomorphismes au théorème 2.26.
Théorème 2.26. Pour chacune des paires de diagrammes USD D1 et D2 et de poids 1
et 2 décrites ci-dessous, il existe un isomorphisme (D1, 1) ∼0 (D2, 2) pour tout entier
s ∈ Z
1. Posons n ≥ 2. Soit D1 le diagramme de Dynkin USD de type An tel que D1(k) = 2
et D2 le diagramme tel que D2(n−k+1) = 2. On suppose que k ≠ n − k + 1.
On pose 1 ∶= −s!k et 2 ∶= s!n−k+1.
2. Posons n = 2l + 1 ≥ 3 un entier impair. Soit D1 le diagramme de Dynkin USD de
type Dn tel que D1(n−1) = 2 et D2 le diagramme tel que D2(n) = 2.
On pose 1 ∶= −s!n−1 et 2 ∶= s!n.
3. Soit D1 le diagramme de Dynkin USD de type E6 tel que D1(1) = 2 et D2 le
diagramme tel que D2(6) = 2.
On pose 1 ∶= −s!1 et 2 ∶= s!6.
4. Soit D1 le diagramme de Dynkin USD de type E6 tel que D1(3) = 2 et D2 le
diagramme tel que D2(5) = 2.
On pose 1 ∶= −s!3 et 2 ∶= s!5.
À l’aide des notations condensées, ces isomorphismes prennent la forme suivante.
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Démonstration. Nous démontrons les quatre isomorphismes simultanément en utilisant
essentiellement la même preuve. Dans tous les cas, nous utiliserons un diagramme pondéré













Dans tous les cas, on note en consultant les tables de [11] que le diagramme de Dynkin
pondéré Dm est officiel. On vérifie aussi qu’il existe dans tous les cas des égalités PDm =
PD1 ∩ PD2 et nDm = nD1 ∩ nD2 .
La démonstration se divise en trois étapes. En omettant de noter les faisceaux des
sections pour alléger l’écriture, nous démontrerons successivement les trois isomorphismes
suivants. Leur composition établira ensuite le résultat souhaité.
1. H0(G∕PD1 ,C[nD1]⊗ 1) ≃ H0(G∕PDm ,C[nDm]⊗ 1).
2. H0(G∕PDm ,C[nDm]⊗ 1) ≃ H0(G∕PDm ,C[nDm]⊗ 2).
3. H0(G∕PDm ,C[nDm]⊗ 2) ≃ H0(G∕PD2 ,C[nD2]⊗ 2).
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Pour le premier isomorphisme, l’inclusion PDm ⊂ PD1 induit un morphisme de pro-
jection  ∶ G∕PDm → G∕PD1 . La suite spectrale de Leray associée à ce morphisme et au
faisceau C[nDm]⊗ 1 a comme deuxième page
Ep,q2 = H
p(G∕PD1 ,Rq∗(C[nDm]⊗ C∗1))
et elle aboutit à
Ep,q∞ = H
p+q(G∕PDm ,C[nDm]⊗ C∗1)).
En utilisant les résultats de [20, III.8.1] et la formule de projection, on obtient l’isomor-
phisme suivant
Rq∗(C[nDm]⊗ C∗1) ≃ H
q(PD1∕PDm ,C[nDm])⊗ C∗1 .
Étant donné qu’on ne s’intéresse qu’àH0, on peut immédiatement conclure qu’il existe
un isomorphisme
H0(G∕PD1 ,H0(PD1∕PDm ,C[nDm])⊗ C∗1) ≃ H
0(G∕PDm ,C[nDm]⊗ C∗).
Il suffira donc pour cette étape de démontrer que H0(PD1∕PDm ,C[nDm]) ≃ C[nD1].
Nous le ferons en montrant que la restriction de l’application moment
 ∶ PD1 ×PDm nDm → PD1nDm ⊂ nD1
est birationnelle. En particulier,
H0(PD1∕PDm ,C[nDm]) ≃ C[PD1 ×PDm nDm] ≃ C[nD1].
En considérant les G-fibrés associés et les applications moments correspondantes, on
obtient le diagramme commutatif suivant oùND1 etNDm sont des variétés nilpotentes.
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On note d’abord queG×PD1PD1×PDmnDm ≃ G×PDmnDm . Ensuite, vu l’inclusion nDm ⊂
nD1 , on peut supposer que les variétés nilpotentes N1 et Nm sont les mêmes. Étant donné
queDm est un diagramme de Dynkin pondéré officiel, nous savons que m est birationnelle.
Nous sommes donc dans une situation où la fonction birationnelle m se factorise par la
composition de la fonction surjective  et la fonction génériquement finie 1. On conclut
que 1 est aussi birationnelle.
Des trois isomorphismes énumérés ci-dessus, nous avons maintenant démontré le pre-
mier. Le troisième se démontre de la même manière en substituant le diagramme D2 à D1.
Il ne reste donc qu’à démontrer que
H0(G∕PDm ,C[nDm]⊗ 1) ≃ H0(G∕PDm ,C[nDm]⊗ 2).
Pour ce faire, nous utiliserons pour chacun des cas l’existence d’un covariant approprié
décrit ci-dessous.






où A est une matrice arbitraire de taille k × k. Le déterminant de la sous-matrice A
donne un PDm-covariant irréductible de poids !k + !n−k+1.












où U,X, Y et U sont des sous-matrices n × n telles que Y et Z sont antisymétriques
et U = −XT . Le sous-algèbre nDm s’identifie au sous-espace où les matrices X, Z
et U sont nulles et où la première rangée et la dernière colonne de Y sont nulles.
En effaçant cette rangée et cette colonne de la sous-matrice Y , nous obtenons une
matrice antisymétrique de taille n−1×n−1. On considère alors le covariant de poids
!n−1 + !n donné par le pfaffien de cette matrice qui consiste en la racine carrée du
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déterminant. Sous l’hypothèse que n est impair, il s’agit d’un covariant irréductible
et non nul.
3. Type E6. Il est plus difficile de décrire concrètement les covariants utilisés dans une
algèbre de Lie exceptionnelle. On trouvera néanmoins une description des covariants
irréductibles dans [28]. Nous utiliserons les covariants irréductibles de poids respec-
tivement !1 + !6 et !3 + !5 pour les isomorphismes (3) et (4).
Nous nous contenterons pour le reste de traiter du premier cas, les autres étant démontrés
de la même manière. On peut supposer sans perte de généralité par symétrie que 1 = −s!k
avec k < n − k + 1 et s > 0. On pose f ∶ nPDm → Cs!k+s!n−k+1 pour la puissance s du
covariant décrit ci-dessus. On note que son poids est de 2 − 1 = s!k + s!n−k+1. En
dénotant V (f ) ⊂ nPDm les zéros de f et i ∶ G ×P V (f ) → G ×PDm nPDm le morphisme
d’inclusion, la proposition 2.10 donne une suite exacte
0→ ℒG×PDmnPDm (Cs!k)
∗ → ℒG×PDmnPDm (C−s!n−k+1)
∗ → i∗ℒG×PDmV (f )(C−s!n−k+1)
∗ → 0.
En considérant les premiers termes de la suite exacte longue en cohomologie, on obtient





Par le théorème 2.20, le moduleH0(C∗−s!n−k+1) est réflexif. Comme le support dumodule
H0(i∗ℒG×PDmV (f )(C−s!n−k+1)
∗) est de codimension au moins 2, on conclut par le théorème
2.2 que l’application du milieu est un isomorphisme.
Remarque 2.27. Dans le cas des trois premiers isomorphismes du théorème précédent, notre
démonstration est essentiellement la même que dans la thèse de Ascah-Coallier [1]. Notre
version diffère toutefois en ce que nous obtenons des isomorphismes pourH0 sans réelle
restriction sur les poids, alors que la version de [1] obtient des isomorphismes pour tous les
groupes de cohomologieH i pour i ≥ 0 sous l’hypothèse que les poids respectent certains
bornes. Spécifiquement, pour les isomorphismes (1), (2) et (3) du théorème précédent, il
existe un isomorphisme pour tous les groupes de cohomologieH i dans la mesure où s est
respectivement tel que
1. 1 ≤ s ≤ n − 2k + 2 dans le cas de An, où D1(k) = 2 et k < n2 ;
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2. 1 ≤ s ≤ 3 dans le cas de Dn, n > 3 impair ;
3. 1 ≤ s ≤ 5 dans le cas de E6 et D1(1) = 2.
2.12 Généralisation à des sous-diagrammes encadrés de deux
Dans les faits, nous n’utiliserons pas les isomorphismes de la section précédente direc-
tement sur des diagrammes USD. Nous les appliquerons plutôt sur des diagrammes qui
contiennent des sous-diagrammes de la forme appropriée.
Définition 2.28. Soit deux diagrammes de Dynkin pondérés D1 et D2. Pour chacun de ces
diagrammes on notera pour k = 1, 2, Gk le groupe simple et simplement connexe corres-
pondant, Δk ∶= {k1 ,… , krk} les racines simples, (−,−)k une forme bilinéaire invariantesous l’action du groupe de Weyl de Gk et {!k1 ,… , !krk} les poids fondamentaux.
Le diagramme D1 est un sous-diagramme de D2 s’il existe une injection ' ∶ Δ1 → Δ2
vérifiant les deux propriétés suivantes :
1. Les pondérations sont '-invariantes : D2('(i)) = D1(i) pour i = 1,… , rk1 ;
2. Les formes bilinéaires sont '-invariantes : ('(i), '(j))2 = (i, j)1 pour i, j =
1,… , rk1 .
Le sous-diagrammeD1 deD2 est encadré de deux siD2() = 2 pour toute racine simple
 ∈ Δ2 ⧵ '(Δ1) telle que (, '())2 ≠ 0 pour une racine simple  ∈ Δ1
Remarque 2.29. Cette dernière définition est nommée en raison de son interprétation vi-
suelle dans les diagrammes : si une racine du sous-diagrammeD1 est connectée à une racine
 de D2 à l’extérieur du sous-diagramme, alors D() = 2.
Théorème 2.30. Soit Gint un groupe simple et simplement connexe, Dint1 un diagramme de
Dynkin pondéré du type de Gint , P 1int ∶= P
Dint1 et int1 ∈ X(P
1
int). On suppose qu’il existe
par le théorème 2.26 ou le théorème 2.24 un isomorphisme obtenu à l’aide d’un covariant
de poids 
H0(Gint ×
PD1int nD1int ,ℒ (Cint1 )
∗) ≃ H0(Gint ×
PD2int nD2int ,ℒ (Cint2 )
∗)
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SoitG un groupe simple, simplement connexe et muni d’un ensemble de racines simples
Δ. Soit D1 et D2 deux diagrammes de Dynkin pondérés du type de G contenant respective-
ment les diagrammes Dint1 et D
int
2 comme sous-diagrammes encadrés de deux. On suppose
que les racines simples deD1 et deD2 correspondant aux racines simples de respectivement
Dint1 et D
int
2 coïncident ; on les notera Δint . On suppose aussi que les diagrammes D1 et D2
coïncident pour les racines Δ ⧵ Δint .
Étant donné l’inclusion des racines simples Δint ⊂ Δ, on peut se servir de l’expression
du poids  de Gint comme combinaison des racines simples  =
∑
i∈Δint
cii pour voir 
comme un poids de G. On considère enfin deux poids 1 ∈ X(PD1 ) et 2 ∈ X(P
D
2 ) tels que
2 − 1 = .
Sous ces hypothèses, il existe un isomorphisme
H0(G ×P
D1 nD1 ,ℒ (C1)
∗) ≃ H0(G ×P
D2 nD2 ,ℒ (C2)
∗).
Démonstration. On commence par définir un cinquième diagrammeDext du type du groupe
G et dont la pondération est nulle pour les racines Δint des sous-diagrammes et coïncide
avec celle de D1 (et de D2) à l’extérieur du sous-diagramme, c’est-à-dire pour les racines
simples Δ ⧵ Δint . En construisant le sous-groupe parabolique Pext ∶= PDext de G, on note
que PD1 ⊂ Pext .
On construit la suite spectrale de Leray provenant du morphisme de projection p ∶
G∕PD1 → G∕Pext et du faisceau
ℒG×PD1nD1 (C1)
∗ ≃ ℒG∕PD1 (C[nD1]⊗ C∗1).




et elle aboutit à
Ei,j∞ = H
i+j(G∕PD1 ,ℒG∕PD1 (C[nD1]⊗ C∗1)).
On supprimera dorévanant lesℒ (−)∗ pour alléger la présentation. Il suit de [20, III.8.1]
que
Rjp∗(C[nD1]⊗ C∗1) ≃ H
j(Pext∕PD1 ,C[nD1]⊗ C∗1)
Comme nous ne nous intéressons qu’à H0, il sera suffisant de poser i = j = 0 pour
obtenir un isomorphisme
H0(G∕PD1 ,C[nD1]⊗ C∗1) ≃ H
0(G∕Pext ,H0(Pext∕PD1 ,C[nD1]⊗ C∗1)).
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Par les mêmes arguments, nous avons l’isomorphisme correspondant pour le diagramme
D2. Il sera donc suffisant de démontrer que
H0(Pext∕PD1 ,C[nD1]⊗ C∗1) ≃ H
0(Pext∕PD2 ,C[nD2]⊗ C∗2).
Pour obtenir cet isomorphisme, nous considérons les décompositions de LeviPext = LU .
Nous pouvons décomposer davantage en utilisant les groupes de racines. Étant donné une
racine  ∈ Φ, soit U un sous-groupe T -stable de G et dont l’algèbre de Lie est g . On peut
alors séparer le facteur de Levi en se servant des groupes des racines à support dans Δint :
Lint ∶= ⟨U ∶ D() = 0 et supp  ⊂ Δint⟩.
En procédant similairement pour les sous-groupes extérieurs et sous-groupes paraboliques,










Ce quotient se simplifie en utilisant les propriétés suivantes :
1. Par construction, Uext = UD1ext ;
2. Par construction, Uint = 1 ;
3. Étant donné que le sous-diagramme D1 est encadré de deux, [Lext , UD1int ] ⊂ UD1int ;







On peut également séparer l’algèbre de Lie nD1 = nD1int ⊕nD1ext et le poids 1 = int1 +ext1 .
En utilisant ces décompositions, puis la formule de projection on obtient un isomorphisme




























int ]⊗ Cint1 )⊗ C[n
D1]ext ⊗ C∗ext2
.
Nous sommes maintenant en mesure d’utiliser l’isomorphisme
H0(Gint ×
PD1int nD1int ,ℒ (C
∗
int1
)) ≃ H0(Gint ×
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dont on supposait l’existence. En utilisant de plus les égalités C[nD1] = C[nD2]ext et
ext1 = 
ext
2 , on obtient l’isomorphisme souhaité
















)⊗ C[nD2]ext ⊗ C∗ext2
≃ H0(Pext∕PD2 ,C[nD2]⊗ C∗2).
Remarque 2.31. La base des poids fondamentaux d’un diagramme et la base des poids
fondamentaux d’un de ses sous-diagrammes ne coïncident pas nécessairement. Pour cette
raison, on devra généralement réécrire les poids comme combinaison linéaire des racines
simples afin d’utiliser les isomorphismes du théorème précédent.
Exemple 2.32. On considère le diagramme de type E7 et le poids  donné dans la base
des poids fondamentaux par −1 . Nous allons utiliser 4 applications successives
du théorème 2.30 pour montrer qu’il existe un poids dominant ⋆ tel que  ∼0 ⋆. En
consultant la ligne A4 de la table 8.7, on note qu’il s’agit à isomorphisme près de l’unique
module réflexif non trivial pour cette orbite.
D’abord, on note que ce sous-diagramme admet un sous-diagramme encadré de deux
de type D6 formé des racines 7, 6, 5, 4, 3 et 2. En notant les poids en superposant
le coefficient de !i (ou de i) à sa position respective dans le diagramme de Dynkin, nous
avons que le diagramme admet un covariant de poids
2!3 =
{













Dans E7, nous avons
{
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Deuxièmement, les quatre premières racines de ce nouveau diagramme forment un sous-
diagramme encadré de deux de type A4. Nous avons par le théorème 2.26 un isomorphisme
−3
∼0
3 obtenu du covariant de A4 de poids
{3 0 0 3}! = {3 3 3 3} .
Dans E7, nous avons
{
















Troisièmement, on utilise le même argument en se servant du diagramme encadré de
deux de type A6 formé des racines 1, 3, 4, 5, 6 et 7. Nous avons les égalités
{0 0 2 2 0 0}! = {2 4 6 6 4 2}
{

















Enfin, on utilise le covariant de A1 de poids 2!1 = 1. Dans E7, 2 = 2!2−!4 de telle
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Remarque 2.33. Dans le dernier exemple, tous les isomorphismes à l’exception de la dernier
étape respectent les conditions additionnelles de la remarque 2.27. En particulier, nous









Groupe des classes et caractères des
centralisateurs
Dans ce chapitre, nous calculons les groupes des classes de la normalisation de l’adhé-
rence des orbites nilpotentes des groupes classiques. Pour ce faire, nous utiliserons le lemme
2.7 combiné avec la description explicite des stabilisateurs qui est disponible à partir de la
classification des orbites nilpotentes à l’aide des partitions. Nous obtiendrons éventuelle-
ment ces résultats de façon indépendante et plus satisfaisante à l’aide des modules réflexifs.
Les résultats de ce chapitre ont toutefois l’avantage de porter sur toutes les orbites nilpotentes
alors que nous ne considérerons plus tard que les diagrammes pairs. Nous travaillerons avec
les orbites nilpotentes ; on note cependant que pour de telles orbites, il existe un diagramme
officiel tel que l’effondrement G ×P g≥2 → Gg≥2 est birationnel.
Pour la classification des orbites nilpotentes à l’aide des partitions, on réfère à [13].
Pour ce qui est de la description des centralisateurs d’un élément d’une orbite nilpotente,
il s’agit d’un résultat de Springer–Steinberg [44, IV.I] qui est aussi discuté dans [13, 3.7.3,
6.1.3]. Notre intention est d’utiliser le lemme 2.7 pour calculer les groupes de classes ; nous
serons donc surtout intéressés aux centralisateurs d’un élément dans les groupes simplement
connexes Gsc. Il sera toutefois commode de considérer d’abord d’autres groupes, nous
donnons donc aussi les centralisateurs d’un élément dans les groupes adjoints Gad.
Nous aurons besoin de quelques notations. D’abord, dans le cas où G est un groupe
matriciel, nous noterons S(G) le sous-groupe de G des matrices de déterminant 1. Ensuite,
n’importe quel groupe G, nous noterons par GnΔ, le sous-groupe diagonal isomorphe à G
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dans la somme directe Gn.
Exemple 3.1. Par exemple dans le cas de G = GL(n), on a comme escompté que S(G) =
SL(n). Cependant, même si G2Δ est isomorphe à G, le groupe S(G2Δ) est plus grand que
SL(n) et comprend les matrices de déterminant 1 ou −1.
Proposition 3.2. Soit d = [dr11 ,… , d
rN
N ] une partition où d1 > ⋯ > dN indexant une
orbite nilpotente.
Soit Rscd la partie réductive du centralisateur d’un élément de la Gsc-orbite Od indexée
par d. Similaire, soitRadd la partie réductive du centralisateur d’un élément de laGad-orbite


























Δ ) si g = sln;










Δ si g = spn.















Δ )∕{matrices scalaires de SL(n)} si g = sln;
C si g = so2n+1;
C∕{±I} si g = so2n;
Rscd ∕{±I} si g = spn.
Démonstration. [13, 6.1.3].
3.1 Type A
Supposons d’abord que G est de type An. Alors Gsc ≃ SL(n + 1) et les orbites nilpo-
tentes sont indexées par toutes les partitions de n + 1. Soit d = [dr11 ,… , drNN ] une telle
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partition, Od l’orbite nilpotente correspondante et Rd ≃ S(∏GL(ri)diΔ ) la partie réductive
du centralisateur dans Gsc d’un élément de Od . On pose aussiH ∶=∏GL(ri)diΔ .
Le groupe de caractères deGL(n) est cyclique et engendré par le déterminant. Il suit que
X(H) = ZN oùN est le nombre de parties distinctes de la partition et des générateurs sont
donnés par le déterminant deti de chacun des blocs GL(ri). Le groupe qui nous intéresse,
Rd , est le noyau du déterminant de toute la matrice, on obtient donc une suite exacte
0→ X(H∕Rd)→ X(H)→ X(Rd)→ 0.
En notation additive, le déterminant de la matrice entière est donné par ∑Ni=1 di deti. Ce
caractère et ses multiples sont les seuls qui se factorisent par le quotient X(H∕Rd).
On conclut queX(Rd) est le quotient deZN par l’unique relation∑Ni=1 di deti. En posant








et X(Rd) est isomorphe à ZN−1 ⊕ Z∕cZ.
3.2 Types B et D
SoitG un groupe de typeBn ouDn. AlorsGsc ≃ Spin(V ) où V est unC-espace vectoriel
muni d’une forme bilinéaire symétrique non singulière (−,−). Nous supposerons que V est
de dimension au moins 3.
Nous rappelons brièvement quelques constructions liées aux groupes spinoriels. On
consultera[40] pour plus de détails. L’algèbre de CliffordC(V ) est un espace vectoriel muni
d’une application linéaire p ∶ V → C(V ) vérifiant les propriétés suivantes :
1. C(V ) contient un élément identité noté 1 ;
2. C(V ) est généré comme algèbre par p(V ) et 1 ;
3. p(x)2 = (x, x)1 pour tout x ∈ V ;
4. Si (A′, p′) est une autre paire vérifiant les propriétés (1) à (3), alors il existe un mor-
phisme d’algèbre f ∶ C(V )→ A′ tel que p′ = f◦p et f (1) = 1A′ .
On omet généralement d’écrire l’application p pour simplifier les notations.
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L’application linéaire définie sur V par x ↦ −x s’étend par la propriété universelle à
un automorphisme de C(V ) appelé l’automorphisme canonique et noté par a↦ a′.
L’algèbre de Clifford pair C(V )+, le groupe de Clifford G(V ) et le groupe de Clifford
pair G(V )+ sont respectivement définis par
C(V )+ ∶= {a ∈ C(V ) ∶ a′ = a};
G(V ) ∶= {x ∈ C(V )× ∶ xV x−1 = V };
G(V )+ ∶= G(V ) ∩ C(V )+.
Pour tout élément x ∈ G(V ), on définit l’application linéaire
(x) ∶ V → V
(x)(v) = xvx−1
Par [40,3.6], l’image (G(V )) est contenue dans le groupe orthogonalO(V ) et  ∶ G(V )+ →
SO(V ) est un morphisme surjectif.
Tout vecteur non nul v ∈ V est contenu dans G(V ) et l’application linéaire −(v) est
simplement la réflexion par rapport à v.
Enfin, on peut décrire les éléments du groupe de Clifford pair à l’aide du théorème
suivant.
Théorème 3.3. G(V )+ est formé de tous les produits d’un nombre pair de vecteurs non
nuls de V .
Démonstration. [40, 3.7]
En particulier, étant donné x ∈ G(V )+, on écrit x comme un produit non unique x =
v1… v2n et on considère (x) = (v1, v1)… (v2n, v2n). Le groupe spinoriel est défini comme
Spin(V ) ∶= {x ∈ G(V )+ ∶ (x) = 1}. Il suit du théorème 3.3 que Spin(V ) est formé de
tous les produits v1… v2n d’un nombre pair de vecteurs non nuls vi ∈ V tels que (vi, vi) = 1
pour 1 ≤ i ≤ 2n.
Enfin, la restriction de l’application  au groupe spinoriel est encore un morphisme
surjectif  ∶ Spin(V )→ SO(V ).
Plutôt que de travailler directement avec les orbites nilpotentes, nous travaillerons avec
les classes unipotentes en utilisant l’isomorphisme de Springer de la variété nilpotente vers
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la variété unipotente U ⊂ Gsc. Dans le cas d’un groupe de type B ou D, il s’agit d’un
isomorphisme Gsc-équivariant. Il s’agit d’un résultat de [45] (voir aussi [4]). La motivation
ici est d’utiliser la description des centralisateurs d’un élément donnée dans [35, §14].
Pour un groupe de type Bn, les classes unipotentes sont indexées par les partitions de
2n+1 où les parties paires ont une multiplicité paire. Pour un groupe de typeDn, les classes
unipotentes sont indexées par les partitions de 2n où les parties paires ont une multiplicité
paire. Cependant dans ce cas, les partitions very even c’est-à-dire formées uniquement de
parties paires, correspondent à deux classes unipotentes.
Dans tous les cas, étant donnée une partition d = [dr11 ,… , drNN ], considérons un élément
g de la classe unipotente correspondante et soitSpin(V )d la partie réductive du centralisateur
de g dans Spin(V ).
En utilisant le morphisme  défini ci-haut, soit (g) ∈ SO(V ) et SO(V )d la partie
réductive de son centralisateur. Par la proposition 3.2, nous avons











Le morphisme  ∶ Spin(V ) → SO(V ) se restreint à un morphisme des centralisateurs
du même élément. Le noyau de l’une ou l’autre de ces applications est {1, } où  est
l’opposé de l’identité dans l’algèbre de Clifford [35]. On obtient ainsi une suite exacte
0→ X(SO(V )d)→ X(Spin(V )d)→ X({1, }).
La proposition 3.4 montrera que dans la plupart des cas,  est un commutateur dans
Spin(V )d et donc, dans ce cas, la dernière application dans la suite exacte est triviale. On
obtient ainsi un isomorphisme X(Spin(V )d) ≃ X(SO(V )d). Nous calculerons ensuite











une somme directe orthogonale obtenue de l’isomorphisme de
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de telle sorte que les groupes orthogonaux de SO(V )d agissent sur les sous-espaces Vdi,1
et ses copies sur les Vdi,j .
Pour chaque sous-espace Vdi,j , soit v
1
di,j
,… , vridi,j une base orthonormée. S’il y a au
moins 3 vecteurs de la forme v⋆⋆,1, alors  est un commutateur dans Spin(V )d et en parti-
culier, il existe un isomorphisme X(Spin(V )d) ≃ X(SO(V )d).
Démonstration. Soit vb1a1,1, v
b2
a2,1




















Alors x1x2 et x1x3 sont tous les deux dans Spin(V )d étant donné que (x1x2) et (x1x3)
sont dans SO(V )d par construction.
Il suit de l’orthogonalité que pour des vecteurs distincts vki,j et vk′i′,j′ , nous avons vki,jvk
′
i′,j′ =
 dans l’algèbre de Clifford. On peut ensuite calculer x2i en utilisant un mélange parfait
[15].






1 si dai ≡ 1 mod 4
 si dai ≡ 3 mod 4
De plus, nous avons xixj = xjxi pour i ≠ j étant donné que tous les facteurs peuvent
être échangés à l’aide de daidaj transpositions.
Il ne reste plus qu’à démontrer par des calculs directement que peu importe les i,
[x1x2, x1x3] = .
Enfin, soit la suite exacte
0→ X(SO(V )d)→ X(Spin(V )d)→ X({1, }).
Nous avons démontré que la dernière application est triviale et on conclut qu’il existe un
isomorphisme X(SO(V )d) ≃ X(Spin(V )d).
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Exemple 3.5. Soit d = [12, 3]. Alors une base pour




















qui sont tous leur propre inverse dans le groupe de Clifford.

















































[x1x2, x1x3] = x1x2x1x3x2x1x3x1 = 
en se servant des règles de commutation discutées dans la proposition.
Proposition 3.6. Soit d une partition indexant une orbite nilpotente en type B ou D et
SO(V )d le centralisateur d’un élément de cette orbite.
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1. Si une partition d ne contient aucune partie impaire, alors X(SO(V )d) ≃ 0 ;
2. Si une partition d contient exactement une partie impaire et sa multiplicité est exac-
tement 2, alors X(SO(V )d) ≃ Z ;
3. Sinon X(SO(V )d) ≃ (Z∕2Z)a−1, où a est le nombre de parties impaires dans la
partition d.
Démonstration. Si la partition ne contient pas de partie impaire, alors SO(V )d est semi-
simple et donc n’admet que le caractère trivial.
Si la partition contient exactement une partie impaire et que sa multiplicité est exac-
tement 2, alors SO(V )d est le produit direct de SO(2) ≃ C∗ et d’un groupe simple. Donc
X(SO(V )d) ≃ X(C∗) ≃ Z.
Dans tous les autres cas, on considère la composante de l’identité SO(V )◦d ⊂ SO(V )d












L’inclusion SO(V )◦d → SO(V )d donne une suite exacte
0→ X(SO(V )d∕ SO(V )◦d)→ X(SO(V )d)→ X(SO(V )
◦
d).
Tout élément d’un facteur SO(2) de SO(V )◦d peut s’écrire comme un commutateur dans
SO(V )d . Il suit que la dernière application est triviale. On conclut en se servant de [13,
6.1.6] que
X(SO(V )d) ≃ X(SO(V )d∕ SO(V )◦d) ≃ Z∕2Z
a−1.
On obtient ainsi l’isomorphisme désiré dans tous les cas sauf 4 cas spéciaux qui peuvent
être réglés en utilisant les descriptions des centralisateurs de [35].
Proposition 3.7. Soit une partition d = [dr11 , d
r2
2 ,… , d
rN
N ], on suppose que a est le nombre
de parties impaires et que la partition soit ordonnée de telle sorte que d1 à da sont impairs.
Supposons que
∑a
i=1 ri < 3, ce qui revient à dire que la partition ne vérifie pas la condition
46
3.3. Type C













Z∕2Z si a = 0;
Z∕2Z si a = 1 et d1 = 1;
Z si a = 1 et d1 = 2;
Z∕4Z si a = 2, r1 = r2 = 1 et d1 ≡ d2 mod 4;
(Z∕2Z)2 si a = 2, r1 = r2 = 1 et d1 ≢ d2 mod 4.
Démonstration. D’abord, si d n’a pas de partie impaire, il s’agit trivialement d’une par-
tition rather odd c’est-à-dire que toutes les parties impaires ont une multiplicité impaire.
Il suit que X(Spin(V )d) est une extension centrale de X(SO(V )d) ≃ 0 par Z∕2Z et donc
X(Spin(V )d) ≃ Z∕2Z.
Maintenant, supposons que d a exactement une partie de multiplicité exactement 1. La
partition est encore rather odd et il suit que X(Spin(V )d) est une extension centrale de
X(SO(V )d) ≃ 0 par Z∕2Z et donc X(Spin(V )d) ≃ Z∕2Z.
Si d contient exactement une partie paire de multiplicité exactement 2, alors Spin(V )d
est un recouvrement à deux couches de SO(V )d ≃ C∗. Il suit que Spin(V )d est isomorphe
à C∗ et donc X(Spin(V )d) ≃ Z.
Finalement, on suppose que d contient exactement 2 parties impaires, chacune de multi-
plicité exactement 1. Il s’agit donc d’une partition rather odd et donc X(Spin(V )d) est une







Z∕4Z si d1 ≡ d2 mod 4;
(Z∕2Z)2 si d1 ≢ d2 mod 4.
3.3 Type C
Soit G de type Cn. Alors Gsc ≃ Sp(2n) et les orbites nilpotentes sont indexées par
les partitions de 2n dans lesquelles les parties impaires ont une multiplicité paire. Soit
d = [dr11 , d
r2
2 ,… , d
rN
N ] une telle partition. Soit Od l’orbite nilpotente correspondante et Rd
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Il suit immédiatement queX(Rd) est isomorphe à (Z∕2Z)b où b est le nombre de parties
paires dans d.
3.4 Groupes des classes
Théorème 3.8. Soit Od une orbite nilpotente d’un groupe classique indexée par la partition
d = [dr11 ,… , d
rN
N ] et soit les entiers :
a ∶= nombre de parties impaires;
b ∶= nombre de parties paires;
c ∶= pgcd(d1,… , dN ).
Les groupes des classes des orbites nilpotentes sont donnés par
Type An :
Cl(Od) = ZN−1 ⊕ Z∕cZ.

















Z∕2Z si a = 0;
Z∕2Z si a = 1 et d1 = 1;
Z si a = 1 et d1 = 2;
Z∕4Z si a = 2, r1 = r2 = 1 et d1 ≡ d2 mod 4;
Z∕4Z si a = 2, r1 = r2 = 1 et d1 ≡ d2 mod 4;





3.4. Groupes des classes
Remarque 3.9. Des résultats partiels similaires sont publiés dans l’article [2]. Nos résultats
contredisent cet article en typeA et dans le cas où Cl(Od) ≃ Z en typeD. Une correction en
ligne [3] réconcilie toutefois nos résultats en typeA, mais pas pour le typeD. Cette nouvelle
version propose également de nouvelles formules pour les types B, C et D. Toutefois, ces
nouvelles formules ne réconcilient pas nos résultats en typeD et diffèrent désormais de nos
résultats en type B, C et D.
Pour donner un exemple de ces différences, nous considérons le type D4 et l’orbite
nilpotente correspondant à la partition d = [12, 32]. Les formules de [3] et du théorème 3.8
ci-haut donnent respectivement un groupe de Picard isomorphe à Z∕2Z⊕ Z2 et à Z∕2Z.
Cette partition correspondant au diagramme de Dynkin pondéré
.
Il s’agit d’un diagramme USD admettent un covariant de poids 2!2 [1]. En particulier, on
peut utiliser la proposition 2.9 pour obtenir à l’aide d’une approche différente que le groupe




Représentants des groupes des
classes : type A
Dans ce chapitre et les suivants, nous accomplirons notre principal objectif : étant
donné un diagramme de Dynkin pondéré D approprié et un effondrement G ×P g≥2 →
Gg≥2, nous donnons pour chacun des éléments du groupe des classes de la variété nil-
potente N un représentant comme un C[N]-module réflexif de rang 1 et de la forme
H0(G ×P ′ g′≥2,ℒG×P ′g′≥2(C)
∗) où  ∈ X(P ′) est un poids dominant et G ×P ′ g′≥2 → Gg′≥2
un effondrement possiblement distinct de la même variété nilpotenteN . Cet objectif sera
atteint pour le type A à la section 4.5.
Contrairement au cas des groupes des autres types, nos méthodes s’appliquent pour
toutes les orbites nilpotentes en type A. En effet plutôt que d’utiliser le diagramme de
Dynkin pondéré officiel en imposant certaines restrictions, nous construisons un diagramme
de Dynkin pondéré approprié. Plus précisément, la proposition 4.6 donne pour chaque orbite
nilpotenteO , un diagramme deDynkin pondéréD pair et un effondrementG×P g≥2 → Gg≥2
birationnel tel queGg≥2 est isomorphe à O et la variété nilpotente associéeN est isomorphe
à la normalisation Õ . Dans le cas du type A, la distinction entre O et sa normalisation est
en fait superflue étant donné que toutes les variétés nilpotentes sont normales [34].
Cette construction nous amène à considérer un système de représentants de forme nor-
male (4.3). Nous prenons le temps de discuter en détail ces diagrammes et les méthodes
permettant de les manipuler dans les sections 4.1, 4.3 et 2.11. Ce travail sera aussi utile
dans les chapitres suivants étant donné que les diagrammes que nous utiliserons dans les
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autres types pourront être séparés en deux sous-diagrammes dont un de type A et de forme
normale au sens de la définition 4.3.
4.1 Diagramme de Dynkin pondéré de forme normale
Dans le cas des modules en type A, nous définissons une forme particulière de dia-
gramme de Dynkin qui permettra d’identifier facilement certains covariants et d’utiliser les
isomorphismes de la section 2.11.
Définition 4.1. Soit t ≥ 0 et l ≥ 0 des entiers. Un (t, l)–bloc, ou simplement un bloc, est le







2 si i ≡ 0 (mod t + 1)
0 sinon.
De façon plus imagée, un (t, l)–bloc est un diagramme formé de lt + l + t nœuds, où l
de ces nœuds sont noirs et chacun de ces nœuds noirs est encadré à droite et à gauche par t
nœuds blancs.
On appellera l’entier l, le nombre de nœuds noirs, la longueur du bloc et l’entier t, le
nombre de nœuds blancs entre deux nœuds noirs adjacents, la taille du bloc.
Exemple 4.2. La table 4.1 illustre les blocs de longueur et de taille inférieures ou égales à
3.
Longueur





TABLE 4.1 – (t, l)–blocs pour 0 ≤ t, l ≤ 3.
Définition 4.3. Un diagramme de Dynkin pondéré de typeA est sous forme de blocs s’il est
formé d’une suite de blocs de tailles distinctes où deux blocs consécutifs sont séparés par
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un unique nœud noir appelé séparateur. On dira de plus que le diagramme est sous forme
normale s’il la taille des blocs est croissante de gauche à droite. On montrera que pour
chaque orbite nilpotente O , il existe un unique diagramme de forme normale correspondant
à la variété nilpotente O .
Exemple 4.4. Le diagramme de Dynkin pondéré suivant est sous forme normale. Il est
formé d’un (1, 1)–bloc, d’un séparateur et d’un (2, 3)–bloc.
Nous utiliserons des diagrammes condensés pour les diagrammes de Dynkin pondérés
sous forme de blocs :
— Un nœud carré ( ) indique un séparateur ;
— Une arête courbe ( ) indique un bloc, on utilisera aussi (
(t, l)
) pour préciser
la taille et la longueur d’un (t, l)–bloc ;
— Nous considérerons fréquemment des blocs comme un sous-diagramme. Nous uti-
liserons alors un nœud gris ( ) pour indiquer soit un séparateur ou encore la fin du
diagramme. Ces nœuds gris seront utiles pour noter comment des transformations
effectuées sur un sous-diagramme affectent le reste du diagramme. Dans ce cas, on
ajoutera additivement le coefficient indiqué à celui du nœud extérieur correspondant,
s’il existe.
Exemple 4.5. Le diagramme de l’exemple 4.4 peut s’écrire comme ou comme
(1, 1) (2, 3)
.
4.2 Diagramme associé à une orbite nilpotente
La classification habituelle des orbites nilpotentes de type A avec les diagrammes de
Dynkin pondérés n’utilise pas les formes normales de la définition 4.3. Nous développons
dans cette section une variation de cette classification afin d’associer un diagramme de
Dynkin pondéré sous forme normale à chaque orbite nilpotente.
Soit g = sln et une partition d = [d1,… , dk] de n où d1 ≥⋯ ≥ dk. Nous considérons
un espace vectoriel complexe V de dimension n muni d’une base formée pour chacune des
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parties di de la partition d, de di vecteurs de base xji , j = 1,… , di. Soit aussi l’endomor-









xj−1i si j > 1;
0 si j = 1.
En ordonnant les vecteurs {xji } à l’aide de l’ordre lexicographique d’abord sur l’indice












La matrice représentant l’endomorphisme Ed dans cette base est sous forme canonique de
Jordan. En identifiant g à un sous-espace des endomophismes de V , on obtient ainsi un
représentant de chacune des orbites nilpotentes à partir d’une partition de n.
Afin d’obtenir un diagramme de Dynkin sous forme normale, nous modifions cette
approche en réordonnant la base des {xij} à l’aide de l’ordre lexicographique d’abord sur
l’indice j et ensuite sur l’indice i. Il sera commode pour décrire ed d’utiliser les partitions
duales pour décrire cette nouvelle base. La partition duale de la partition d = [d1,… , dk]
où d1 ≥⋯ ≥ dk est la partition d∗ = [d∗1 ,… , d∗l ] où l = d1 et d∗i = #{j ∶ dj ≥ i}.




, x21,… , x
2
d∗2








k et en appliquant un poids de 2 aux racines 1,… , l−1 et un poids de 0 à toutes
les autres racines. Soit aussi ed la matrice de l’endomorphisme Ed dans la base réordonnée.
Les principales propriétés du diagramme D et de la matrice ed sont regroupées dans la
proposition suivante.
Proposition 4.6. Soit d = [d1,… , dk] où d1 ≥ ⋯ ≥ dk une partition de n, d∗ =
[d∗1 ,… , d
∗





Soit ed la matrice nilpotente, D le diagramme de Dynkin pondéré décrit ci-haut et
G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant.
1. Les d∗1 premières colonnes de ed sont nulles. Pour chacune des parties d
∗
i , i ≥ 2 de
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lignes i−2 + 1 à i−2 + d∗i et les colonnes i−1 + 1 à i. Toutes les autres entrées de
ed sont nulles.
2. La matrice ed est un élément de g2.
3. Le diagramme de Dynkin pondéré D est sous forme normale.
4. La matrice ed est un élément de Richardson g≥2, c’est-à-dire que l’orbite Pe est dense
dans g≥2 etP contientCG(ed)◦, la composante connexe de l’identité du centralisateur
de ed .
5. Le morphisme G ×P g≥2 → Gg≥2 est birationnel et se restreint à un isomorphisme
des orbites denses G[1, e] et Ge.
Démonstration. Pour (1), on peut explicitement décrire l’action de l’endomorphisme dans
la nouvelle base. On note que les d∗1 premiers vecteurs de base sont x11,… , x1d∗1 et comme
Ed(x
j
i ) = 0 si j = 1, leurs images sont nulles. Pour i ≥ 2, les vecteurs de base i−1 + 1 à




j . Il s’agit des d∗i premiers
vecteurs parmi xi−11 ,… xi−1d∗i−1 , c’est-à-dire les vecteurs de base i−2 + 1 à i−1 + d
∗
i . La
proposition (2) découle également de cette description.
Pour (3), on réécrit la partition duale sous forme exponentielle d∗ = [e11 ,… , ekk ] où
1 > ⋯ > k. Pour chaque indice 1 ≤ i < k, on obtient un (i − 1, e1 − 1)–bloc suivi d’un
séparateur. La dernière partie, ekk , contribue un (k − 1, ek − 1)–bloc sans séparateur final.
Pour (4), il suffira par [24] de montrer que dimGed = 2 dim(G∕P ). Une description
du centralisateur de ed est un problème qui est discuté dans [44, IV.I]. On y donne une






2. D’un autre côté, la dimension de g0 est∑lk=1(d∗k)2 et le résultat
suit.
Enfin, pour (5), la description du centralisateur de [44, IV.I] permet de conclure que
CG(e) ⊂ CP (e) ce qui implique le résultat [38].
Exemple 4.7. Par exemple, considérons la partition d = [3, 3, 2, 2] de 10. La partition duale
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Il est commode d’illustrer la base de C10 à l’aide d’un diagramme de Young. On peut
ainsi obtenir la base habituelle de la forme normale de Jordan en lisant la base ligne par


























xj−1i si j > 1;
0 si j = 1.
dans la base x11, x12, x13, x14, x21, x22, x23, x24, x31, x32 est la matrice suivante dans laquelle nous
avons mis en évidence les sous-matrices identités de la proposition 4.6 ainsi que g0.
ed =
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

































Enfin on note que ed ∈ g2.
4.3 Caractère sous forme normale
Nous décrivons ici certains caractères qui formeront après quelques restrictions addi-
tionnelles les représentants dominants des éléments du groupe des classes. Considérons un
diagramme de Dynkin pondéré D et soit P un sous-groupe parabolique de G tel que g≥0
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est son algèbre de Lie. Nous décrirons un caractère de P à l’aide du diagramme de Dyn-
kin pondéré en superposant les coefficients du poids dans la base des poids fondamentaux
au-dessus des racines correspondantes.
a1 a2 a3
désigne  = a1!1 + a2!2 + a3!3 ∈ X(P ).
Définition 4.8. SoitD un diagramme de Dynkin de forme normale au sens de la définition
4.3 avec l’effondrement correspondant G ×PD gD≥2 → GgD≥2. Soit un caractère  ∈ X(P )
écrit comme combinaison linéaire des poids fondamentaux  = ∑ i!i. Le caractère  est
sous forme normale si
1. le diagramme de Dynkin pondéré sous-jacent est sous forme normale ;
2. à l’intérieur de chacun des (l, t)–blocs, les coefficients i sont tous nuls, à l’exception
au plus un des nœuds dont le coefficient est 1 ;
3. sur chacun des séparateurs, le coefficient i est arbitraire.
Dans les diagrammes condensés, nous indiquerons par 1 les blocs ayant un 1 et par
0 les blocs n’en ayant pas. Nous utiliserons aussi fréquemment le diagramme  où
 ∈ 0, 1 pour désigner l’un ou l’autre de ces blocs.
Exemple 4.9. Pour le diagramme de Dynkin pondéré de l’exemple 4.4, le caractère  ∶=
10!4 + !7 est sous forme normale. Nous l’écrirons comme








4.4 Covariants et échange de blocs
En vertu de la proposition 4.6 et des résultats de la section 2.6, nous pouvons utiliser la
caractéristiqueD de forme normale et les covariants de g≥2 pour étudier le groupe des classes
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des orbites nilpotentes. Certains P -covariants sont faciles à construire : pour chaque paire
de parties égales dans la partition duale, on obtient un covariant donné par le déterminant
d’une sous-matrice. Par exemple, pour la partition de l’exemple 4.7, le déterminant de la
sous-matrice occupant les lignes 1–4 et les colonnes 5–8 est un covariant. Nous montrerons
à la section suivante que ces covariants ainsi que les isomorphismes de la section 2.11 sont
suffisants pour décrire complètement le groupe des classes.
Proposition 4.10. Soitd une partition de n etd∗ = [d∗1 ,… , d
∗
l ] la partition duale avec d
∗
1 ≥




k . Soit D la caractéristique de forme normale associée à
d construite à la proposition 4.6 et G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant.
Si deux parties de d∗ sont égales, c’est-à-dire si d∗i = d
∗
i+1, alors il existe un P -covariant
de C[g≥2] de poids −!i−1 + 2!i − !i+1 donné par le déterminant de la sous-matrice
occupant les lignes i−1 + 1 à i et les colonnes i + 1 à i+1.
Démonstration. Considérons une matrice de g≥2 et sa sous-matrice X occupant les lignes
i−1 + 1 à i et les colonnes i + 1 à i+1. La conjugaison par une matrice de P ne dépend



























En particulier, le déterminant de la sous-matrice après conjugaison est donné par
det AXB−1 = det A det B−1 ⋅ detX.
Nous voulons maintenant utiliser le théorème 2.26 pour échanger des blocs. Nous utili-
serons les notations de la section 2.11 pour décrire les isomorphismes  ∼0 ′.
Théorème 4.11. SoitD un diagramme deDynkin pondéré ou un sous-diagramme deDynkin
pondéré formé d’un (t1, l1)–bloc, d’un séparateur et d’un (t2, l2)–bloc. On suppose que les
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blocs ont des tailles différentes c’est-à-dire que t1 ≠ t2 et que le poids du séparateur est
x < 0 et a, b ∈ Z. Il existe des isomorphismes :
x
∼0










































De plus, la position d’un éventuel 1 dans le (t1, l1)–bloc ou le (t2, l2)–bloc est conservée.
Dans tous les cas, si 1, 2 ∈ {0, 1}, il existe l’isomorphisme suivant.
x
∼0









Démonstration. On considère un diagramme composé d’un bloc de longueur l1 ≥ 0, d’un
séparateur et d’un bloc de longueur l2 ≥ 0. On démontre simultanément 4 isomorphismes
par induction.
On suppose d’abord que l1 = 0. Si l2 = 0, la proposition se ramène au théorème
2.26. En procédant par induction sur l2, on suppose que l1 = 0 et l2 ≥ 1 et que les quatre
isomorphismes existent si le deuxième bloc est de longueur inférieure à l2. Dans ce cas, le
(t1, l1)–bloc ne contient pas de 1 étant donné que t1 = 0 et donc il ne contient pas de nœuds
noirs, ce qui laisse 3 cas à considérer.
1. le (t2, l2)–bloc ne contient pas de 1 ;
2. le (t2, l2)–bloc contient un 1 sur le premier nœud noir ;
3. le (t2, l2)–bloc contient un 1 sur tout autre nœud noir.
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Tous ces cas sont démontrés de façon similaire en séparant le (t2, l2)–bloc en un (t2, 0)–
bloc et un (t2, l2 − 1)–bloc. Il suffit ensuite d’appliquer d’abord le théorème 2.26 et ensuite
l’hypothèse d’induction.
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(t2, l2 − 1)
0














x −x − 1 x + 1



































x −x − 1 x + 1
On conclut que la proposition est vraie pour un (t1, l1)–bloc de longueur 0. En procédant
maintenant par induction sur l1, soit l1 ≥ 1 et supposons que la proposition soit vraie lorsque
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le premier bloc est de longueur l1 −1 et que le deuxième bloc est de longueur arbitraire. On
considère alors 6 cas :
1. le (t1, l1)–bloc ne contient pas de 1 et le (t2, l2)–bloc ne contient pas de 1 ;
2. le (t1, l1)–bloc ne contient pas de 1 et le (t2, l2)–bloc contient un 1 ;
3. le (t1, l1)–bloc contient un 1 sur son dernier nœud noir et le (t2, l2)–bloc ne contient
pas de 1 ;
4. le (t1, l1)–bloc contient un 1 sur son dernier nœud noir et le (t2, l2)–bloc contient un
1 ;
5. le (t1, l1)–bloc contient un 1 sur tout autre nœud noir et le (t2, l2)–bloc ne contient
pas de 1 ;
6. le (t1, l1)–bloc contient un 1 sur tout autre nœud noir et le (t2, l2)–bloc contient un 1.
Tous ces cas sont démontrés de façon similaire en séparant le (t1, l1)–bloc en un (t1, l1−1)–
bloc et un (t1, 0)–bloc. Il suffit ensuite d’appliquer d’abord le cas particulier du présent
théorème où la longueur du bloc de gauche est 0 et ensuite l’hypothèse d’induction.
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−x − 1x x + 1
(cas 3) le (t1, l1)–bloc contient un 1 sur son dernier nœud noir et le (t2, l2)–bloc ne



































−x − 1x + 1 x
(cas 4) le (t1, l1)–bloc contient un 1 sur son dernier nœud noir et le (t2, l2)–bloc contient
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−x − 2x + 1 x + 1




































−x − 1x + 1 x
(cas 6) le (t1, l1)–bloc contient un 1 sur tout autre nœud noir et le (t2, l2)–bloc contient
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−x − 1x + 1 x + 1
Remarque 4.12. On pourra aussi utiliser le théorème 4.11 avec un sous-diagramme de type
A inclus dans un diagramme d’un autre type par le biais du théorème 2.30. Il faudra toutefois
modifier en conséquence les poids des nœuds à l’extérieur du sous-diagramme de type A.














4 . REPRÉSENTANTS DES GROUPES DES CLASSES : TYPE A
4.5 Représentants dominants
Dans cette section, nous obtenons les représentants dominants des éléments du groupe
des classes pour un diagramme de typeA. Nous procédons en deux étapes : dans un premier
temps, nous construirons à la proposition 4.17 des représentants qui ne sont pas tout à
fait dominants puisqu’ils peuvent contenir certaines formes que nous appellerons blocs
1 1
−1 . Le reste de la section est dédiée à discuter et éventuellement éliminer ce type de
blocs.
Lemme 4.13. Soit D un diagramme sous forme normale de type A formé d’un seul bloc
et G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant. On note 1,… , n les racines telles
que D(i) = 2.
Soit  un caractère antidominant de PD, alors  ∼0 ⋆ où ⋆ ∈ X(PD) est soit nul ou
!k pour un k = 1,… , n.
Le groupe des classes est isomorphe à Z∕(n+1)Z. Il est généré par la classe d’isomor-
phisme du moduleH0(G×P g≥2,ℒ (C!1)
∗)∗∗ et un isomorphisme explicite est obtenu en ap-







ii + (n + 1)Z ∈ Z∕(n + 1)Z.







i=1 ii 0 0 0
∼0
∑n
i=1 i + d − 1 + 0r 1r 2r nr d














1 si i = r;
0 si i ≠ r.
Démonstration. La proposition 4.10 nous donne n covariants. Nous noterons leur poids
1,… , n et il sera commode de les inscrire comme les colonnes de la matrice suivante
























Quoique l’objectif est d’obtenir un poids dominant, il est plus commode de commencer
par obtenir un caractère plus négatif mais d’une forme plus simple.
Pour 1 ≤ k ≤ n − 1, nous considérons les covariants
%k ∶= R ⋅ (k, k − 1,… , 2, 1, 0,… , 0)
T = (k + 1, 0,… , 0,
position k + 1
⏞ ⏞
−1 , 0,… , 0)T!.
Il existe un isomorphisme  ∼0  − k obtenu en appliquant le théorème 2.24 avec
successivement les covariants k−1, k−2,… , 1 puis k−2, k−3,… , 1 et ainsi de suite.
Soustraire ainsi les covariants %k permet de faire en sorte que le seul poids non nul de 









Il sera donc suffisant de considérer uniquement les caractères  de la forme 1!1.
Maintenant on considère le covariant
%n ∶= R ⋅ (n, n − 1,… , 2, 1) = (n + 1, 0,… , 0)!.
Dans la mesure où 1 ≤ −n, il existe un isomorphisme  ∼0 +%n obtenu en appliquant
2.24 avec successivement les covariants 1, 2,… , n puis 1, 2,… , n−1 et ainsi de suite.
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En répétant un nombre approprié de fois, on peut supposer que 1!1 est tel que−n+1 ≤
1 ≤ 1.
Si 1 est 0 ou 1, nous avons obtenu la forme désirée. Sinon, nous avons 1 = −k pour
un 1 ≤ k ≤ n − 1 et nous considérons le covariant
k ∶= R ⋅ (k,… , k, k − 1,… , 2, 1) = (k, 0,… , 0,
position n − k + 1
⏞ ⏞
1 , 0,… , 0)!.
Il existe un isomorphisme  ∼0  + k obtenu en appliquant 2.24 avec successivement les
covariants 1, 2,… , n puis 1, 2,… , n−1 et ainsi de suite.
Remarque 4.14. Le lemme précédent s’applique en particulier dans le cas de l’orbite régu-
lière, c’est-à-dire lorsque P = B et donc tous les nœuds sont noirs. Dans ce cas, les poids des
covariants irréductibles sont précisément les poids des racines. En particulier, le groupe des
classes de l’orbite ou de la variété nilpotente correspondante est simplement le quotient du
réseau des poids par le réseau des racines, c’est-à-dire le groupe fondamental. Il s’agit d’un
calcul bien connu qui figure dans les planches de Bourbaki [6]. Les représentants obtenus
sont précisément les poids minuscules qui sont effectivement les représentants du groupe
fondamental dans les planches de Bourbaki. Cette situation est aussi discutée par Broer
[9]. Le lemme précédent ne diffère que par la présence de nœuds blancs qui ne changent
essentiellement rien.
Cette remarque permet de démontrer au théorème suivant que les caractères de forme
normale forment un ensemble complet de représentants pour le groupe des classes.
Théorème 4.15. SiN ⊂ N est une variété nilpotente en type A. Cette variété est normale
[34] et par le lemme 4.6, on peut supposerN ≃ G ×PD gD≥2 pour un diagramme de forme
normale D approprié.
1. Le groupe de classes Cl(N) est isomorphe à Zm ⊕ Z∕cZ où m est le nombre de
séparateurs dans D et c ∶= pgcd(l1 − 1,… , lN − 1) où li est la longueur du bloc i
dans le diagramme D.
2. Si  est de forme normale, alorsH0(N,ℒN ()∗) est réflexif de rang 1.
3. Si M est un C[N]-module réflexif de rang 1, alors il existe un caractère de forme
normale  tel queM ≃ H0(N,ℒN ()∗).
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Remarque 4.16. Nous montrerons au théorème 4.22 qu’il existe aussi un diagramme D⋆ et
un poids dominant ⋆ tels queM ≃ H0(G ×PD⋆ gD⋆≥2 ,ℒ (⋆)∗)∗∗ ≃ H0(N,ℒN ()∗).
Démonstration. On considère la partition d = [dr11 ,… , drNN ] correspondant au diagramme
D. Nous avons déjà démontré à la section 3.1 que le groupe des classes est isomorphe à
ZN−1 ⊕ Z∕cZ où c ∶= pgcd(d1,… , dN ).
L’entierN est le nombre de parts distinctes dans la partition d ou demanière équivalente
le nombre de parts distinctes dans la partition duale d∗. Par la proposition 4.6, le nombre
de séparateurs est effectivement m = N − 1. Similairement, on note que c est aussi donné
par le plus grand commun diviseur des exposants si de la partition duale. Par la proposition
4.6, nous avons si = li − 1 ce qui démontre la première proposition.
La deuxième proposition découle du lemme 4.13 en l’appliquant à chacun des blocs. Il
suit aussi que les caractères de forme normale forment un système de représentants pour
X(P )∕ZΛ′ où ZΛ′ est le réseau engendré par les covariants de type déterminant de la
proposition 4.10.
Pour la dernière proposition, nous avons par le théorème 2.9 un isomorphisme Cl(N) ≃
X(P )∕ZΛ où ZΛ est le réseau engendré par les poids des covariants irréductibles. Étant
donné que X(P )∕ZΛ′ est isomorphe au groupe des classes obtenus en (1), on conclut que
les caractères de forme normale forment un système de représentants pour le groupe des
classes.
Proposition 4.17. Soit D un diagramme sous forme normale de type A et G ×PD gD≥2 →
GgD≥2 l’effondrement correspondant.
Soit  un caractère antidominant de PD. Il existe un diagramme D̂ et un poids ̂ ∈
X(P D̂) tel que  ∼0 ̂ où ̂ est sous forme de blocs et tous les séparateurs de ̂ vérifient
une ou l’autre des conditions suivantes :
1. le poids du séparateur est non négatif ;
2. le poids du séparateur est exactement −1 et les deux blocs adjacents existent et
contiennent un poids de 1.
Dans ce dernier cas, on dira qu’il s’agit d’un bloc 1 1
−1
.
Démonstration. On commence par appliquer le lemme 4.13 à chacun des blocs.
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On procède ensuite par induction sur le nombre de séparateurs. Dans le cas où un
diagramme ne contient qu’un seul séparateur, le résultat découle du théorème 4.11.
Ensuite on considère un diagramme à n > 1 séparateurs où les n−1 premiers séparateurs
sont tous positifs ou de la forme 1 1−1 . On démontre que dans ce cas, le diagramme
est isomorphe à un diagramme où les n premiers séparateurs sont positifs ou de la forme
1 1
−1 . Nous démontrerons aussi que, dans ce cas, un éventuel séparateur n + 1 à la
droite du diagramme portant un poids dn+1 dans le diagramme original aura un nouveau
poids d′n+1 donné par les règles suivantes :
— Si le séparateur n est non négatif ou de la forme 1 1−1 , d′n+1 = dn+1 ;
— Si le séparateur n est négatif, n’est pas de la forme 1 1−1 et que le bloc n+ 1 ne
contient pas de 1, d′n+1 = dn+1 + dn ;
— Si le séparateur n est négatif, n’est pas de la forme 1 1−1 et que le bloc n + 1
contient un 1, d′n+1 = dn+1 + dn + 1.
On procède en examinant les différents blocs possibles à la droite du diagramme. Soit
dn le poids du dernier séparateur. D’abord si dn est non-négatif ou de la forme 1 1
−1 ,
il n’y a rien à faire. Autrement, on a 4 cas à considérer :
1. les blocs n et n + 1 ne contiennent pas de 1 ;
2. le bloc n ne contient pas de 1 et le bloc n + 1 contient un 1 ;
3. le bloc n contient un 1 et le bloc n + 1 ne contient pas de 1 ;
4. les blocs n et n + 1 contiennent un 1.
(cas 1) les blocs n et n + 1 ne contiennent pas de 1 et dn < −1.
Au départ le diagramme est de la forme suivante avec les n − 2 premiers séparateurs










dn−1 + dn −dn dn+1 + dn
.
Si dn−1 + dn ≥ 0, le diagramme est de la forme désirée. Autrement, on peut appliquer
l’hypothèse d’induction encore une fois sur les n − 1 premiers séparateurs. Le poids du
séparateur n devient alors −dn + (dn−1 + dn) = dn−1 ≥ 0, comme désiré.
(cas 2) le bloc n ne contient pas de 1 et le bloc n + 1 contient un 1.
Au départ le diagramme est de la forme suivante avec les n − 2 premiers séparateurs








dn−1 + dn −dn − 1 dn+1 + dn + 1
.
Si dn−1 + dn ≥ 0 ou si le séparateur n − 1 est de la forme 1 1
−1 , on a terminé.
Effectivement, comme dn < 0, −dn − 1 ≥ 0 comme désiré. Autrement, on peut appliquer
l’hypothèse d’induction sur les n−1 premiers séparateurs. Le poids du séparateur n devient
alors −dn − 1 + (dn−1 + dn) + 1 = dn−1 ≥ 0, comme désiré.
(cas 3) le bloc n contient un 1 et le bloc n + 1 ne contient pas de 1.
Au départ le diagramme est de la forme suivante avec les n − 1 premiers séparateurs








dn−1 + dn + 1 −dn − 1 dn+1 + dn
.
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Si les dn−1 + dn + 1 ≥ 0, on a terminé. Effectivement, comme dn < 0, −dn − 1 ≥ 0
comme désiré. Sinon, on peut appliquer l’hypothèse d’induction sur les n−1 premiers sépa-





d′n−1 dn−1 dn+1 + dn .
En particulier, si dn−1 ≥ 0 ou que le bloc n contient un 1, le diagramme est de la
forme désirée. Sinon, on conclut que dn−1 = −1 et que le bloc n ne contient pas de 1. Dans
ce cas, on applique à nouveau les règles de transformation pour obtenir le diagramme suivant
0 1
d′n−1 −1 dn+1 + dn
∼0 1 0
d′n−1 − 1 0 dn+1 + dn .
Ce diagramme est de la forme souhaitée dans la mesure où d′n−1 ≥ 1. Sinon, d′n−1 = 0
et on applique une dernière fois l’hypothèse d’induction pour obtenir le résultat
1 0
−1 0 dn+1 + dn
∼0 0
d′′n−1 0 dn+1 + dn .
(cas 4) les blocs n et n + 1 contiennent un 1.
Au départ le diagramme est de la forme suivante avec les n − 1 premiers séparateurs








dn−1 + dn + 1 −dn − 2 dn + dn+1 + 1
.
Si les dn−1 + dn + 1 ≥ 0, on a terminé. Effectivement, comme dn < −1, −dn − 2 ≥ 0
comme désiré. Sinon, on peut appliquer l’hypothèse d’induction sur les n−1 premiers sépa-





dn−1 + dn + 1 −dn − 2 dn + dn+1 + 1
∼0 1
d′n−1 dn−1 dn + dn+1 + 1 .
En particulier, si dn−1 ≥ 0 ou que le bloc n contient un 1, le diagramme est de la
forme désirée. Sinon, on conclut que dn−1 = −1 et que le bloc n ne contient pas de 1. Dans
ce cas, on applique à nouveau les règles de transformation pour obtenir le diagramme suivant
0 1
d′n−1 −1 dn + dn+1 + 1
∼0 1 0
d′n−1 − 1 0 dn + dn+1 + 1 .
Ce diagramme est de la forme souhaitée dans la mesure où d′n−1 ≥ 1. Sinon, d′n−1 = 0
et on applique une dernière fois l’hypothèse d’induction pour obtenir le résultat
1 0
−1 0 dn + dn+1 + 1
∼0 0
d′′n−1 0 dn + dn+1 + 1 .
Il reste à discuter du cas des diagrammes 1 1−1 . Quoique nous pourrons rendre un
caractère de ce type dominant ou antidominant, il est à noter que le diagramme obtenu ne sera
pas sous la forme de blocs de la définition 4.3. Spécifiquement, un tel diagramme contient
plusieurs blocs de même taille et donc, les blocs ne sont plus arbitrairement échangeables.
Remarque 4.18. Nous avons démontré à la section 3.1 que le groupe des classes de l’orbite
correspondant à la partition d = [dr11 ,… , drNN ] est isomorphe à ZN−1 ⊕ Z∕cZ où c ∶=
pgcd{d1,… , dN}. On peut décrire les éléments torsions du groupe des classes avec les
diagrammes pondérés que nous avons maintenant construits.
En notant d∗ = [qs11 ,… , qsMM ] la partition duale, on note que c est aussi le plus grand
commun diviseur des exposants si et donc le plus grand commun diviseur des li − 1 où li
est la longueurs du bloc i. Avec chaque entier a1 tel que 0 ≤ a1 < c, on peut construire
inductivement un caractère  d’ordre c dans Cl(N). À l’intérieur du premier bloc, il ne peut
y avoir un coefficient 1 que sur la l1
c
a1-ème racine noire. Ce choix détermine le coefficient
du séparateur et la position d’un 1 dans le deuxième bloc : on devra avoir pour a1 ≠ 0, un
1 sur le séparateur et un 1 en position l2
c
a2 où a2 est tel que le coefficient du séparateur de
c soit c − (c − l1a1) − l2a2 = 0. En procédant bloc par bloc, on conclut que les éléments
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torsions sont des blocs ou des suites de blocs 1 1−1 . En particulier, il suit du théorème
2.23 que ces modules sont Cohen–Macaulay.
Par exemple, dans le cas de la partition duale d∗ = [24, 18], nous avons les éléments





Nous considérons séparément le cas d’un seul bloc 1 1−1 et celui de plusieurs
1 1
−1 adjacents.
Lemme 4.19. Soit D un diagramme sous forme normale de type A formé d’exactement 2
blocs de longueur non nulle.
Il existe un isomorphisme :
1 1
−1
∼0 0 0 0 0
0 1 0
.
Démonstration. Il suffit de séparer les deux blocs au 1 et d’appliquer le théorème 4.11. En

























Lemme 4.20. Soit D un diagramme sous forme normale de type A formé d’exactement n
blocs de longueur non nulle et de taille respective k1,… , kn.
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0 0 0 1 0 0 0 00
.
Démonstration. On procède par induction sur le nombre de blocs. Le cas n = 2 est le
lemme 4.19. On considère donc un diagramme de la forme 1 1−1 à n > 2 blocs et on



















1 −1 1 −1 1 −1 1

















0 0 0 1 0 0 0 −1 1














0 0 0 1 0 0 0
Exemple 4.21. Comme exemple de la transformation précédente, considérons un diagramme
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0 0 0 1 0 0 0
La dernière proposition permet d’obtenir les représentants dominants des éléments du
groupe des classes en appliquant la procédure à tous les blocs 1 1−1 du caractère obtenu
de la proposition 4.17.
Théorème 4.22. Soit D un diagramme sous forme normale de type A. Soit  un caractère
antidominant de PD. Il existe un diagrammeD⋆ et un poids ⋆ ∈ X(PD⋆) tel que  ∼0 ⋆
et ⋆ est dominant.













0 0 0 1 0 0 0
où la taille des deux blocs de longueur ki est identique ; certaines tailles peuvent donc être




Dans l’objectif de démontrer que chaque caractère dominant ⋆ du théorème 4.22 est
un représentant d’un élément du groupe des classes, nous donnons pour chacune d’entre
elles un caractère antidominant − tel que ⋆ ∼0 −.
Lemme 4.23. Soit D un diagramme sous forme normale de type A.
Soit  un caractère de PD qui est soit sous forme normale ou de la forme du théorème
4.22. Il existe un isomorphisme :
 = 1 2 k k+1
1 2 k−1 k
∼0 2 3 k+1 1




















Démonstration. On procède par induction sur le nombre de séparateurs. S’il n’y a qu’un





1 + 1 −1 − 1 − 2 1 + 2
.
Si les deux blocs sont de même taille, le diagramme est de la forme particulière décrite
au théorème 4.22 et le lemme se ramène à l’un des deux isomorphismes suivants.
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S’il y a k + 1 > 1 séparateurs, on applique d’abord l’hypothèse d’induction aux k
premiers séparateurs et ensuite le théorème 4.11 au dernier séparateur :
 = 1 2 k k+1 k+2
1 2 k−1 k k+1
∼0 2 3 k+1 1 k+2
1 + 1 2 3 k  k+1 + ′
∼0 2 3 k+1 k+2 1
1 + 1 2 3 k  ′ ′′
où nous avons comme désiré
 =  + k+1 + ′ + 1 = k+1


















Proposition 4.24. Soit D un diagramme sous forme normale de type A.
Soit  un caractère de PD qui est soit sous forme normale ou de la forme du théorème
4.22. Il existe un isomorphisme :
 = 1 k k+1 n+1
1 k−1 k k+1 n
































′k ∶= −k − k − k+1
Démonstration. On procède par induction sur le nombre de séparateurs. S’il n’y a qu’un
séparateur, le lemme se ramène au théorème 4.11.
S’il y a n + 1 > 1 séparateurs, on applique d’abord l’hypothèse d’induction aux n
derniers séparateurs et ensuite le lemme 4.23 :
 = 1 2 n+1
1 2 n+1














































































Proposition 4.25. Soit D un diagramme sous forme normale de type A.
Soit  un caractère de PD qui est soit sous forme normale ou de la forme du théorème
4.22. Il existe un isomorphisme :
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1 2 n−1 n





















et ′i est donné par un −1 en position l − k + 1 pour l la longueur du bloc et k la position
du 1 dans le bloc i.
Dans le cas où  = ⋆ est un représentant dominant du théorème 4.22, nous obtenons
un caractère antidominant − tel que ⋆ ∼0 −.
Démonstration. On commence par appliquer la proposition 4.24 au diagramme. Ensuite,
pour chacun des blocs où  ≠ 0, on note l la longueur du bloc et k la position du 1. En
supposant que k ≠ l − k + 1, on considère le covariant donné dans les notations du lemme
4.13 par
% ∶ = R ⋅ (1, 2,… , k − 1, k, k,… , k, k, k − 1,… , 2, 1)T
= (0,… , 0, 1, 0,… , 0, 1, 0,… , 0)T!
où les 1 sont en position k et l − k + 1. Si k = l − k + 1, nous considérons plutôt
% ∶= R ⋅ (1, 2,… , k − 1, k, k − 1,… , 2, 1)T = (0,… , 0, 2, 0,… , 0)T!
où le 2 est en position k = l − k + 1.
Il existe un isomorphisme  ∼  − % obtenu en appliquant le théorème 2.24 successive-
ment avec les covariants k, k+1,… , l puis k−1, k−2,… , l−1 et ainsi de suite.
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Chapitre 5
Représentants des groupes des
classes : type B
Dans le cas des autres types que le typeA, nous supposerons que l’effondrement provient
d’un diagramme de Dynkin pondéré pair et officiel (voir la section 2.5). Ces hypothèses
permettent respectivement d’utiliser librement le théorème 2.30 et la présence de suffisam-
ment de covariants pour arriver à un poids dominant. Une autre distinction entre le type A
et les types suivants est que les groupes de classes que nous considérerons seront finis à
quelques rares exceptions dans les type D et E.
Ce chapitre poursuit le travail en vu de notre principal objectif : étant donné un dia-
gramme de Dynkin pondéré D approprié et un effondrement G ×P g≥2 → Gg≥2, nous don-
nons pour chacun des éléments du groupe des classes de la variété nilpotenteN un représen-
tant comme unC[N]-module réflexif de rang 1 et de la formeH0(G×P ′g′≥2,ℒG×P ′g′≥2(C)∗)
où  ∈ X(P ′) est un poids dominant et G ×P ′ g′≥2 → Gg′≥2 un effondrement possiblement
distinct de la même variété nilpotente. Cet objectif sera atteint pour le type B au théorème
5.11.
5.1 Diagrammes de Dynkin officiels et pairs
Pour les autres types nous ne considérerons que les diagrammes de Dynkin pondérés
officiels et pairs, c’est-à-dire que toutes les racines ont un poids de 0 ou de 2. Avec cette
hypothèse, les diagrammes sont déjà sous une forme permettant d’utiliser les résultats de
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l’introduction. Ils sont effectivement formés d’un sous-diagramme de type A sous forme
normale suivi d’un sous-diagramme de type respectivement B, C ou D.
Proposition 5.1. Soit D un diagramme de Dynkin pondéré officiel, pair, de type Bn et
correspondant à une partition d = [d1,… , dN ] de 2n + 1 où d1 ≥ ⋯ ≥ dN . On suppose
aussi queD comporte au moins 2 nœuds noirs. Soit i et j les deux dernières racines telles
que D(i) = D(j) = 2 et j < i.
On définitDA le sous-diagramme comprenant les racines 1 jusqu’à la racine précédant
j et DB le sous-diagramme formé de la racine suivant i jusqu’à n.
1. La partition correspondante est entièrement impaire et contient au moins une part
plus grande que 3.
2. Le diagramme DA est un diagramme de type A sous forme normale où la taille des
blocs est croissante de gauche à droite.
3. Le nombre de blocs dans le diagrammeDA est le nombre de parts impaires distinctes
et différentes de 1.
4. Le diagramme DB est un diagramme USD de type B officiel.
5. L’effondrement G ×PD gD≥2 → Gg
D
≥2 est birationnel.
Démonstration. Nous rappelons brièvement comment construire le diagramme officiel as-
socié à une partition, on consultera aussi [13, 11].
Les orbites nilpotentes de Bn sont classifiées à l’aide des partitions de 2n + 1 où les
parties paires ont une multiplicité paire. Étant donné une telle partition d = [d1,… , dN ],
on construit pour chaque partie di les entiers di − 1, di − 3,… , 3 − di, 1 − di. On considère
ensuite le multiensemble des entiers obtenus de toutes les parties di et on construit le n-
tuplet 1,… , n en triant par ordre décroissant et en ne considérant que les n plus grands.
Enfin, le diagramme de Dynkin pondéré associé à cette partition est le suivant.
1 − 2 2 − 3 n−1 − n n
Pour qu’un tel diagramme ne comporte que des 0 et 2, les entiers i et donc les parties
di doivent tous être de même parité. Comme il s’agit d’un partition de 2n + 1, on conclut
que les di sont tous impairs et donc que les i sont tous pairs.
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Les i > 0 forment une suite décroissante d’entiers positifs repétés un nombre croissant
de fois. On réécrit la suite des i > 0 sous forme exponentielle comme oe11 ,… , oell où
l = #{i ∶ i > 0} de telle sorte que {oi} est strictement décroissante et {ei} est croissante.
En construisant le diagrammeD de gauche à droite, chaque ei pour i < N ajoute ei − 1
nœuds blancs puis un nœud noir obtenu de ei+1− ei. Comme la suite {ei} est croissante, ces
nœuds peuvent soit prolonger le bloc précédent en augmentant sa longueur de 1 ou encore
amorcer un nouveau bloc de taille plus grande. En particulier, les blocs sont de tailles
strictement croissantes et donc distinctes. Le dernier nœud, j , se comporte différemment
mais il est nécessairement exclu du sous-diagramme DA.
Pour ce qui est de DB , il s’obtient comme le diagramme officiel de la partition obtenue
en remplaçant toutes les parties de d plus grandes ou égales à 3 par 3. Il s’agit en particulier
d’un diagramme USD officiel de type B.
Enfin, l’effondrement G ×PD gD≥2 → GgD≥2 est birationnel pour tous les diagrammes
officiels [11].
Après avoir séparé un diagramme de type B à la manière de la proposition 5.1, nous
disposons de plusieurs outils pour manipuler chacun des sous-diagrammes. Dans le cas du
sous-diagrammeDA, nous avons à notre disposition les méthodes du chapitre 4. Dans le cas
du sous-diagramme DB , il s’agit d’un diagramme USD dont les covariants sont étudiés en
menus détails dans [1] et résumés dans la table 5.1. Ces outils seront suffisants pour obtenir
des représentants dominants des éléments du groupe des classes.
Diagramme Poids du covariant
le 2 en position k, 3k < 2n + 1 2!k
le 2 en position k, 3k = 2n + 1 !k
TABLE 5.1 – Covariants d’un diagramme officiel USD de type Bn
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5.2 Représentants de forme normale
Comme dans le cas de An, plutôt que de définir immédiatement des représentants do-
minants, nous définissons d’abord des représentants de forme normale qui ne sont pas
dominants mais qui préservent la forme particulière de la proposition 5.1.
L’idée générale décrivant les représentants de forme normale est simple : chaque bloc
du sous-diagramme DA porte soit un 1 ou un 0. Toutefois, la manière d’attribuer un 1 à un
bloc, particulièrement dans le cas de blocs de longueur 0 amène quelques complications.
Cette forme sera identique pour la plupart des diagrammes de type B, C et D et nous
énonçons une définition suffisamment générale pour accommoder tous ces types.
Définition 5.2. Soit D un diagramme de Dynkin pondéré pair de type Bn, Cn ou Dn. Sup-
posons que D comporte au moins deux nœuds noirs et posons i et j les deux dernières
racines telles que D(i) = D(j) = 2 et j < i.
On définitDA le sous-diagramme comprenant les racines 1 jusqu’à la racine précédant
j et DX le sous-diagramme formé de la racine suivant i jusqu’à n. Dans le cas du type
Dl, on suppose aussi que j < l − 1.
Supposons que
1. DA est un diagramme de forme normale au sens de la définition 4.3.
2. DX est un diagramme officiel USD de type Bn, Cn ou Dn.
Soit  un caractère de PD. On dira que  est sous forme normale si les conditions
suivantes sont vérifiées.
1. Si un bloc de DA est de longueur plus grande ou égale à 1, le poids du premier nœud
noir est 0 ou 1 et les autres nœuds du bloc ont un poids 0. Si le poids du premier
nœud noir est 1, alors le poids du séparateur à la gauche du bloc est −1 s’il existe. Si
le poids du premier nœud noir est 0, alors le poids du séparateur à la gauche du bloc
est 0 s’il existe.
2. Si un bloc de DA est de longueur 0, le poids du premier nœud noir à droite du bloc
est 0 ou 1. Ce nœud sera un séparateur ou encore j ∈ DX . Si le poids du premier
nœud noir est 1, alors le poids du séparateur à la gauche du bloc est −1 s’il existe. Si
le poids du premier nœud noir est 0, alors le poids du séparateur à la gauche du bloc
est 0 s’il existe.
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3. Si un séparateur se voit assigner simultanément un poids par les règles 1 et 2, son
poids est obtenu en faisant la somme.
4. Tout autre nœud a un poids nul.
Exemple 5.3. Les caractères suivants sont sous forme normale. Il n’y en a pas d’autres pour
ce diagramme à 3 blocs.
0 0 0 0
0 0 −1 1
−1 1 0 0
−1 1 −1 1
1 0 0 0
1 0 −1 1
0 1 0 0
0 1 −1 1
Les propositions suivantes démontrent que la majorité des caractères antidominants sur
un diagramme de type B, C ou D peut se ramener à la forme discutée ici. Il suffira ensuite
de discuter des exceptions dans chacun des types. Les deux lemmes suivants s’attardent au
cas où le sous-diagramme de type A est formé d’un seul bloc.
Lemme 5.4. SoitD un diagramme de Dynkin pondéré officiel et pair de type Bn, Cn ouDn.
Supposons que D comporte au moins deux 2 et posons i et j les deux dernières racines
telles que D(i) = D(j) = 2 et j < i.
On définitDA le sous-diagramme comprenant les racines 1 jusqu’à la racine précédant
j etDX le sous-diagramme formé de la racine suivant i jusqu’à n. Dans ce cas, le sous-
diagramme DA est un diagramme de forme normale et DX est un diagramme officiel USD
de type respectivement B, C ou D.
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On suppose que le diagramme USD DX admet un covariant de poids 2!k et dans le
cas où DX est de type Dl, que k < l − 1. On suppose enfin que le diagramme DA de forme
normale est formé d’un seul bloc.
On note 1,… , m les racines telles que D(i) = 2. Soit  un caractère antidominant
de PD. Alors  ∼0 ̂ où ̂ est soit nul ou !1.
Le groupe des classes est isomorphe à Z∕2Z. Il est généré par !1 et un isomorphisme











Sous forme de diagramme, nous avons l’isomorphisme suivant :











i=1 ii est pair alors








i=1 ii est impair alors





i=1 i 1 0 0 0
DX
Démonstration. Par les propositions 5.1, 6.1 et 7.1, le sous-diagramme DA est un dia-
gramme de forme normale et DX est un diagramme officiel USD de type respectivement
B, C ou D.
Nous avons à notre disposition les covariants de type déterminant de la proposition 4.10
ainsi que le covariant de DX utilisé dans D à l’aide du théorème 2.30. Dans ce dernier
cas, on note en examinant les tables 5.1, 6.1 et 7.1 qu’il s’agit d’un covariant dont le poids
dans la base des poids fondamentaux de D est −!i + 2!j . Nous noterons le poids de ces
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covariants 1,… , m et il sera commode de les inscrire comme les colonnes de la matrice

























Quoique l’objectif est d’obtenir un poids dominant, il est plus commode de commencer
par obtenir un caractère plus négatif. Pour 1 ≤ k ≤ m − 1, nous considérons les covariants
de la forme
%k ∶= R ⋅ (k, k − 1,… , 2, 1, 0,… , 0)
T = (k + 1, 0,… , 0,
position k + 1
⏞ ⏞
−1 , 0,… , 0)T!.
Il existe un isomorphisme  ∼0  − %k obtenu en appliquant à répétition le théorème
2.24 avec successivement les covariants de poids k−1, k−2,… , 1 puis k−2, k−3,… , 1
et ainsi de suite.
En répétant un nombre approprié de fois, on peut supposer que le seul poids non nul de









Il sera donc suffisant de considérer uniquement les caractères  de la forme 1!1.
Maintenant, on considère le covariant
 ∶= R ⋅ (2, 2,… , 2, 1)T = (2, 0,… , 0)T!.
Dans la mesure où 1 ≤ −1, il existe un isomorphisme  ∼0  +  obtenu en appliquant
le théorème 2.24 successivement avec les covariants de poids 1, 2,… , m et ensuite
m−1, m−2,… , 1. En répétant un nombre de fois approprié, on obtient un diagramme
de la forme annoncée.
On prend aussi note du résultat équivalent dans le cas où DA est formé d’un seul bloc
de longueur 0, ce qui revient à dire que D est un diagramme USD.
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Lemme 5.5. Soit D un diagramme de Dynkin pondéré officiel USD de type Bn, Cn ou
Dn admettant un covariant de poids 2!k. On suppose que D(k) = 2 et qu’il existe un
PD-covariant de poids 2!k.
Le groupe des classes est isomorphe à Z∕2Z et est généré par !k. Un isomorphisme
est donné par
k!k ↦ k + 2Z.




et l’isomorphisme suivant si k est impair.
k
∼0
−k − 1 1
En particulier, si  est un caractère antidominant de PD, il existe un caractère dominant
⋆ ∈ X(PD) donné par 0 ou !k tel que  ∼0 ⋆. Similairement, il existe un caractère
antidominant − ∈ X(PD) donné par 0 ou −!k tel que  ∼0 −.
Démonstration. Il suffira d’appliquer le théorème 2.24 un nombre approprié de fois en se
servant de l’unique covariant indiqué dans les tables 5.1, 6.1 ou 7.1.
Proposition 5.6. Soit D un diagramme de Dynkin pondéré officiel et pair de type Bn, Cn
ou Dn. Supposons que D comporte au moins deux 2 et posons i et j les deux dernières
racines telles que D(i) = D(j) = 2 et j < i.
On définitDA le sous-diagramme comprenant les racines 1 jusqu’à la racine précédant
j etDX le sous-diagramme formé de la racine suivant i jusqu’à n. Dans ce cas, le sous-
diagramme DA est un diagramme de forme normale et DX est un diagramme officiel USD
de type respectivement B, C ou D.
On suppose que le diagramme USD DX admet un covariant de poids 2!k et dans le
cas où DX est de type Dl, que k < l − 1.
Soit  un caractère antidominant de PD. Il existe un diagramme D′ et un caractère ̂
de PD′ sous la forme normale de la définition 5.2 tel que  ∼0 ̂.
De plus, la taille des blocs de D′ est décroissante.
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Démonstration. On procède par induction sur le nombre de séparateurs dans la partie DA.
Le cas où il n’y a qu’un seul bloc est déjà discuté dans les lemmes 5.4 et 5.5. Nous considé-
rons maintenant le cas où le diagramme DA contient exactement 1 séparateur et donc deux
blocs.
En appliquant le lemme 4.13 au premier bloc de DA et soit le lemme 5.4 ou le lemme
5.5 au sous-diagrammeDX , seul le poids du séparateur est négatif. Ce poids sera éliminé en
effectuant un échange par le théorème 4.11 et en appliquant une seconde fois soit le lemme
5.4 ou le lemme 5.5.
Pour rendre cette approche plus explicite et calculer l’impact sur le reste du diagramme,
nous détaillerons la procédure dans les 12 situations légèrement différentes suivantes :
— le premier bloc peut être de longueur 0 ou non ;
— s’il n’est pas de longueur 0, ses poids après l’application du lemme 4.13 sont
tous nuls ou un des poids est 1 ;
— le deuxième bloc peut être de longueur 0 ou non ;
— s’il n’est pas de longueur 0, ses poids après l’application du lemme 5.4 sont tous
nuls ou le premier poids est 1 ;
— s’il est de longueur 0, le dernier poids du diagramme après l’application du
lemme 5.5 est nul ou 1.
On se contentera d’indiquer les différentes formes possibles dans la table suivante. Dans
cette table, on indique le poids après avoir appliqué les lemmes 4.13, 5.4 et 5.5 ainsi que
les formes normales possibles dans chacune de ces situations.
Dans tous les diagrammes suivants, x désigne un entier non positif. Enfin, on désignera
un bloc de longueur 0 comme « ».
Nous noterons aussi le comportement sur un éventuel séparateur à la gauche du dia-
gramme. Comme on pourra le constater dans la table 5.2, il se voit ajouter la somme des
poids du diagramme.
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x 0 0 0
DX
x + 1 0 0
0 1
DX
x + 1 −1 0
0 1
DX











x 0 1 0
DX
x + 1 0 0
1 1
DX














x + 1 0 0
DX
1
x + 1 −1 0
DX
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x + 1 1 0
DX
1



































TABLE 5.2 – Formes normales pour un diagramme de 2 blocs
Pour compléter l’induction, on considère un diagramme tel que le sous-diagramme DA
contient k > 1 séparateurs. On peut supposer que le lemme 4.13 a été appliqué à tous les
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blocs du sous-diagrammeDA et que le lemme 5.4 ou 5.5 a été appliqué au sous-diagramme
DX .
On applique ensuite l’hypothèse d’induction au diagramme formé des k − 1 derniers
séparateurs.
1 2 k k+1

















Le poids du premier séparateur devient alors









On applique ensuite le lemme 4.23 sur les k − 2 premiers séparateurs afin d’amener le



















































































On note d’abord que le poids ajouté à un éventuel autre séparateur à gauche du dia-
gramme est bien la somme de tous les poids.
























− − 1  + ′k 
′
k+1
Les i sont obtenus de l’induction et sont donc de la forme prescrite par le théorème.
De plus,  ≤ 0 et on conlut que le diagramme ci-haut est de l’une ou l’autre des formes de
la table 5.2. En appliquant le cas d’un diagramme de deux blocs, on obtient donc le résultat.
5.3 Autres diagrammes
Commençons par considérer brièvement les trois cas simples qui ont été exclus de
l’induction. Le premier est celui d’un diagramme USD où le covariant est de poids 2!k qui
est discuté au lemme 5.5. Nous discutons ensuite des diagrammes USD où le covariant est
de poids !k au corollaire 5.7 et du diagramme de l’orbite nulle au corollaire 5.8.
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Corollaire 5.7. Soit D un diagramme de Dynkin USD de type Bn et G ×P




Soit k l’unique racine telle que D(k) = 2. Si le diagramme admet un covariant de
poids !k, alors le groupe des classes est trivial.
Démonstration. Il suffira de consulter la table 5.1 et d’appliquer le théorème 2.24.
Corollaire 5.8. Soit D le diagramme de l’orbite nulle de type Bn et G ×P
D gD≥2 → Gg
D
≥2
l’effondrement correspondant, alors le groupe des classes est trivial.
Une exception qui entraîne davantage de difficultés est le cas où la partition d ne contient
pas de 1 et n’est pas le diagramme de l’orbite principale. Dans ce cas, le sous-diagramme
DB est un diagramme USD admettant un covariant de poids !k plutôt que 2!k.
Proposition 5.9. Soit D un diagramme de Dynkin pondéré officiel et pair de type Bn et
G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant. Supposons que D comporte au moins
deux 2 et posons i et j les deux dernières racines telles que D(i) = D(j) = 2 et j < i.
On définitDA le sous-diagramme comprenant les racines 1 jusqu’à la racine précédant
j et DB le sous-diagramme formé de la racine suivant i jusqu’à n. Dans ce cas, le sous-
diagramme DA est un diagramme de forme normale et DB est un diagramme officiel USD
de type B.
On suppose que le diagramme USD DB admet un covariant de poids !k.
Soit  un caractère antidominant de PD. Alors il existe un diagrammeD′ et un caractère
̂ de PD′ sous la forme normale de la définition 5.2 tel que  ∼0 ̂ où tous les nœuds du
premier bloc ont un poids nul et dans le cas d’un bloc de longueur 0, le premier séparateur
ne se voit pas assigner un poids de 1 par la règle 2 de la définition 5.2.
De plus, la taille des blocs de D′ est décroissante.
Démonstration. Il suffit d’adapter la preuve de la proposition 5.6 pour tenir compte du
nouveau covariant. Dans le type Bn, un covariant USD de poids !k n’existe que si 3k =
2n+1. En particulier, après la première étape de l’induction, c’est-à-dire après avoir effectué
un échange au dernier séparateur du sous-diagramme DA, les covariants un seul deux du
sous-diagramme DB seront de poids 2!k. On pourra donc se ramener à l’induction de la
proposition 5.6 après le premier échange.
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Supposons d’abord que le diagrammeDA ne contient qu’un seul bloc. Nous considérons
dans ce cas le diagramme D en entier. Nous avons à notre disposition les covariants de
type déterminant 4.10 ainsi que le covariant de DB utilisé dans D à l’aide du théorème
2.30. Nous notons les poids de ces covariants 1,… , m et il sera commode de les inscrire
comme les colonnes de la matrice suivante dans la base des poids fondamentaux !1,… , !m


























On procède essentiellement de la même manière que dans le lemme 5.4. Pour 1 ≤ k ≤
m − 1, on considère les covariants de la forme
%k ∶= R ⋅ (k, k − 1,… , 2, 1, 0,… , 0)
T = (k + 1, 0,… , 0,
position k + 1
⏞ ⏞
−1 , 0,… , 0)T!.
Il existe un isomorphisme  ∼0 −k obtenu en apliquant à répétition le théorème 2.24
avec successivement les covariants de poids k−1, k−2,… , 1 puis k−2, k−3,… , 1 et
ainsi de suite. En répétant un nombre de fois approprié, on peut supposer que le seul poids









Il sera donc suffisant de considérer uniquement les caractères  de la forme 1!1.
Enfin on considère le covariant
 ∶= R ⋅ (1, 1,… , 1, 1)T = (1, 0,… , 0)T!.
Dans la mesure où 1 ≤ −1, il existe un isomorphisme  ∼0  +  obtenu en apliquant à
répétition le théorème 2.24 avec successivement les covariants de poids 1, 2,… , m. En
répétant un nombre de fois approprié, on obtient un diagramme entièrement nul.
On peut désormais procéder à l’induction comme dans la proposition 5.6 sans autre
modification.
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5.4 Structure de groupe
Théorème 5.10. Soit D un diagramme de Dynkin pondéré officiel et pair de type Bn, Cn
ou Dn et G ×P
D gD≥2 → Gg
D
≥2 l’effondrement correspondant. Supposons que D comporte
au moins deux 2 et posons i et j les deux dernières racines telles que D(i) = D(j) = 2
et j < i.
On définitDA le sous-diagramme comprenant les racines 1 jusqu’à la racine précédant
j etDX le sous-diagramme formé de la racine suivant i jusqu’à n. Dans ce cas, le sous-
diagramme DA est un diagramme de forme normale et DX est un diagramme officiel USD
de type respectivement B, C ou D. On notera par m le nombre de blocs dans le diagramme
DA.
On suppose que le diagramme USD DX admet un covariant qui, lorsqu’il est inclus
dans D par le théorème 2.30, est de poids 2!j − 2!i ou !j − !i dans la base des poids
fondamentaux de D.
Alors il existe un isomorphisme Cl(Od) ≃ (Z∕2Z)m dont la restriction sur les représen-










Démonstration. Il suffira de vérifier que la somme de deux blocs non nuls est nulle et
n’affecte pas le reste du diagramme.





Il suffira donc de faire la somme.






5.4. Structure de groupe
En supposant maintenant que le bloc est de longueur l ≥ 2. On commence par utiliser
le lemme 4.13 pour mettre la somme des blocs sous forme normale. La division donne





On utilise ensuite la proposition 4.24 pour amener ce bloc à la fin du diagramme, ce qui
permettra d’utiliser le covariant du sous-diagramme DX .
2 k+1
0 − 1 1 1 2 k k+1
∼0 k+1 2




1 1 k+1 + 
′
.
















−1 si k+1 = 1
0 sinon.






Il ne reste qu’à appliquer une seconde fois la prosition 4.24 pour ramener le bloc à sa
position originale. Cette fois,  = 1 et ′ = k+1. On obtient donc le résultat désiré.
k+1 2




1 + 1 1 0
∼0 2 k+1
0 1 2 k k+1
.
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5.5 Représentants dominants et antidominants
Théorème 5.11. Soit D un diagramme de Dynkin pondéré officiel et pair de type Bn et
G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant. Supposons que D comporte au moins
deux 2 et posons i et j les deux dernières racines telles que D(i) = D(j) = 2 et j < i.
On définitDA le sous-diagramme comprenant les racines 1 jusqu’à la racine précédant
j et DB le sous-diagramme formé de la racine suivant i jusqu’à n. Dans ce cas, le sous-
diagramme DA est un diagramme de forme normale et DB est un diagramme officiel USD
de type B.
Soit  un caractère de PD de la forme normale de la définition 5.2. Alors il existe un
diagramme D⋆ et un caractère ⋆ ∈ X(PD⋆) dominant tel que  ∼0 ⋆. Il existe aussi un
diagramme D− et un caractère − ∈ X(PD−) antidominant tel que  ∼0 −.
Démonstration. Le sous-diagramme DA de  est un diagramme de type A sous forme
normale. On peut donc appliquer le théorème 4.22 pour obtenir un caractère dominant sauf
possiblement pour le poids de la racine finale.
Le poids de la racine finale peut être calculé à l’aide de la proposition 4.17 et au besoin
du lemme 4.20. En observant les différentes formes normales obtenues dans la table 5.2, on
conclut que le poids de la dernière racine est nul dans tous les cas sauf le suivant :
x 0 1
DX
qui n’est pas modifié par l’application de la proposition 4.17.
Enfin, en posant − ∶= −⋆, nous avons − ∼0 ⋆ ∼0 .
Dans le cas oùD est un diagramme USD ou le diagramme de l’orbite nulle, nous avons




Représentants des groupes des
classes : type C
Ce chapitre poursuit le travail en vu de notre principal objectif : étant donné un dia-
gramme de Dynkin pondéré D approprié et un effondrement G ×P g≥2 → Gg≥2, nous don-
nons pour chacun des éléments du groupe des classes de la variété nilpotenteN un représen-
tant comme unC[N]-module réflexif de rang 1 et de la formeH0(G×P ′g′≥2,ℒG×P ′g′≥2(C)∗)
où  ∈ X(P ′) est un poids dominant et G ×P ′ g′≥2 → Gg′≥2 un effondrement possiblement
distinct de la même variété nilpotente.
Ce chapitre discute du cas des diagrammes pairs et officiels de type C . Il est à noter que
la majorité du travail a déjà été fait dans le lemme 5.4 ; il ne suffira que de discuter des cas
particuliers se présentant en type C .
6.1 Diagrammes de Dynkin officiels et pairs
Pour le type C , les diagrammes officiels et pairs proviennent soit d’une partition entiè-
rement paire ou entièrement impaire. Nous considérerons séparément ces deux cas.
Proposition 6.1. Soit D un diagramme de Dynkin pondéré officiel, pair, de type Cn et
correspondant à une partition d = [d1,… , dN ] de 2n où d1 ≥ ⋯ ≥ dN . Soit aussi
G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant. On suppose aussi que D comporte au
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moins 2 nœuds noirs. Soit i et j les deux dernières racines telles que D(i) = D(j) = 2
et j < i.
On définitDA le sous-diagramme comprenant les racines 1 jusqu’à la racine précédant
j et DC le sous-diagramme formé de la racine suivant i jusqu’à n.
La partition correspondante est entièrement composée de parts paires ou entièrement
composée de parts impaires.
1. Si la partition est entièrement composée de parts paires, alors la partition n’est pas
entièrement composée de 2 et D(n) = 2.
2. Si la partition est entièrement composée de parts impaires, alors la partition n’est
pas entièrement composée de 1 et de 3 et D(n) = 0.
Quelle que soit la parité de la partition, les sous-diagrammes DA et DC ont les pro-
priétés suivantes.
1. Le diagramme DA est un diagramme de type A sous forme normale où la taille des
blocs est croissante de gauche à droite.
2. Le nombre de blocs dans le diagramme DA est le nombre de parties distinctes et
différentes de 1.
3. Le diagramme DC est un diagramme de Dynkin pondéré officiel USD de type C .
4. Le morphisme G ×P g≥2 → Gg≥2 est birationnel.
Démonstration. Nous rappelons brièvement comment construire le diagramme officiel as-
socié à une partition, on consultera aussi [13, 11].
Les orbites nilpotentes de Cn sont classifiées à l’aide de partitions de 2n où les parts
impaires ont une multiplicité paire. Étant donné une telle partition d = [d1,… , dN ], on
considère pour chaque partie di les entiers di − 1, di − 3,… , 3 − di, 1 − di. On considère
ensuite le multiensemble des entiers obtenus de toutes les parts di et on construit le n-tuplet
1,… , n en triant les entiers par ordre décroissant et en ne considérant que les n plus grands.
Enfin, le diagramme de Dynkin pondéré associé à cette partition est alors
1 − 2 2 − 3 n−1 − n 2n
Pour qu’un tel diagramme ne comporte que des 0 et 2, les entiers i et donc les parts
di doivent être de même parité. Si les i sont tous pairs, alors la partition est entièrement
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formée de parts impaires. Si les i sont tous impairs, alors la partition est entièrement formée
de parts paires.
Quelle que soit la parité des i, ils forment une suite décroissante d’entiers positifs
répétés un nombre croissant de fois. On réécrit la suite des i > 0 sous forme exponentielle
comme oe11 ,… , oell de telle sorte que {oi} est strictement décroissante et {ei} est croissante.
En construisant le diagrammeD de gauche à droite, chaque ei pour i < N ajoute ei − 1
nœuds blancs puis un nœud noir obtenu de ei+1− ei. Comme la suite {ei} est croissante, ces
nœuds peuvent soit prolonger le bloc précédent en augmentant sa longueur de 1 ou encore
amorcer un nouveau bloc de taille plus grande. En particulier, les blocs sont de tailles
strictement croissantes et donc distinctes. Le dernier nœud, j , se comporte différemment
mais il est nécessairement exclu du sous-diagramme DA.
Dans le cas où la partition est entièrement paire, aucun i n’est nul ce qui forceD(n) =
2 et il s’agit en particulier d’un diagramme USD officiel. Si la partition est entièrement
impaire, le diagramme DC s’obtient comme le diagramme officiel de la partition obtenue
en remplaçant toutes les parts plus grandes ou égales à 3 par 3.
Enfin, le morphismeG×P g≥2 → Gg≥2 est birationnel pour tous les diagrammes officiels
[11].
Nous procéderons maintenant de manière similaire au chapitre précédent en obtenant
d’abord des représentants de la forme normale de la définition 5.2. Dans le cas du sous-
diagramme DA, nous avons à notre disposition les méthodes du chapitre 4. Dans le cas
du sous-diagramme DC , il s’agit d’un diagramme USD dont les covariants sont étudiés
en menus détails dans [1] et résumés dans la table 6.1. Nous considérerons d’abord les
partitions impaires, puis les partitions paires et enfin les cas spéciaux.
Diagramme Poids du covariant
le 2 en position k = 2m et 3k ≤ 2n !k
2!k
TABLE 6.1 – Covariants d’un diagramme officiel USD de type Cn
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6.2 Partition entièrement composée de parties impaires
Proposition 6.2. SoitD un diagramme de Dynkin pondéré officiel et pair de typeCn associé




SiD comprend au moins deux racines noires, on pose i et j les deux dernières racines
telles que D(i) = D(j) = 2 et j < i. On définit alors DA le sous-diagramme comprenant
les racines 1 jusqu’à la racine précédant j et DC le sous-diagramme formé de la racine
suivant i jusqu’à n. Dans ce cas, le sous-diagramme DA est un diagramme de forme
normale et DC est un diagramme officiel USD de type respectivement C .
Soit  un caractère antidominant de P , alors  ∼0 0.
Démonstration. Dans le cas où le diagramme est nul, le résultat est trivial. Dans le cas
où le diagramme est USD, le résultat suit de la table 6.1. On pourra donc supposer que le
diagramme contient au moins deux nœuds noirs et donc se sépare en deux sous-diagrammes
DA et DC . On procède par induction sur le nombre de blocs.
Supposons que la partieDA du diagramme ne contient qu’un seul bloc. Nous utiliserons
les covariants du lemme 4.13 ainsi que celui de la table 6.1 qui est ici de poids !k. Nous
l’utiliserons à l’aide du théorème 2.30 comme un covariant de poids −!i +!j dans la base
des poids fondamentaux de D.
Nous noterons les poids des covariants 1,… , n et il sera commode de les inscrire
comme les colonnes de la matrice suivante dans la base des poids fondamentaux !1,… , !n

























En procédant similairement au lemme 4.13, pour 1 ≤ k ≤ n − 1, nous considérons les
covariants de la forme
%k ∶= R ⋅ (k, k − 1,… , 2, 1, 0,… , 0)
T = (k + 1, 0,… , 0,
position k + 1
⏞ ⏞
−1 , 0,… , 0)T!.
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Il existe un isomorphisme  ∼0  − %k obtenu en appliquant à répétition le théorème
2.24 avec successivement les covariants de poids k−1, k−2,… , 1 puis k−2, k−3,… , 1
et ainsi de suite.
Maintenant, on considère le covariant
 ∶= R ⋅ (1, 1,… , 1, 1)T = (1, 0,… , 0)T!
un nombre approprié de fois, le diagramme devient complètement nul, comme désiré. Sous
forme de diagramme, nous avons les isomorphismes suivants. Dans la mesure où 1 ≤ −1,
il existe un isomorphisme  ∼0 + obtenu en appliquant le théorème 2.24 successivement
avec les covariants en poids 1, 2,… , n. En répétant un nombre de fois approprié, on
obtient un diagramme nul.
Sous forme de diagramme, nous avons les isomorphismes suivants. On note en parti-
culier que le poids d’un éventuel séparateur à la gauche du diagramme est modifié de la







i=1 ii 0 0
∼0
∑m
i=1 i 0 0 0
Maintenant, on considère le cas où le diagramme DA est formé de k > 1 blocs. On
peut supposer que le lemme 4.13 a été appliqué à chacun des blocs du sous-diagramme
DA et que le cas d’un seul bloc du présent théorème a été appliqué au sous-diagramme
DC . On applique ensuite l’hypothèse d’induction au diagramme formé des k − 1 derniers
séparateurs.
1 2 k k+1
1 2 k−1 k k+1
∼0 1 0 0 0
1 +  0 0 0 0
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On applique ensuite le lemme 4.23 sur les k − 1 premiers séparateurs afin d’amener le
premier bloc du diagramme à la position du dernier bloc. Enfin, on applique à nouveau le
cas d’un seul bloc du présent théorème au sous-diagrammeDC pour obtenir un diagramme
nul.
1 0 0 0
1 +  0 0 0 0
∼0 0 0 0 1
 + 1 + 1 0 0 0 − − 1 − 1  + 1
∼0 0 0 0 0
 + 1 + 1 0 0 0 0 0
6.3 Partition entièrement composée de parties paires
Dans le cas d’une partition entièrement composée de parties paires, le sous-diagramme
DC admet un covariant de poids 2!k. En particulier, la proposition 5.6 s’applique.
Proposition 6.3. Soit D un diagramme de Dynkin pondéré officiel et pair de type Cn cor-
respondant à une partition d formée entièrement de parties paires. Soit aussi G×PD gD≥2 →
GgD≥2 l’effondrement correspondant.
Supposons queD comporte au moins deux 2 et posons i et j les deux dernières racines
telles que D(i) = D(j) = 2 et j < i. On définit DA le sous-diagramme comprenant les
racines 1 jusqu’à la racine précédant j et DC le sous-diagramme formé de la racine
suivant i jusqu’à n. Dans ce cas, le sous-diagramme DA est un diagramme de forme
normale et DC est un diagramme officiel USD de type C .
Il existe un diagramme D′ et un caractère ̂ ∈ X(PD′) sous la forme normale de la
définition 5.2 tel que  ∼0 ̂.
De plus, la taille des blocs de D′ est décroissante.
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Démonstration. Il suffira de montrer que les hypothèses de la proposition 5.6 sont vérifiées.
Comme d ne contient pas que des 2, le diagramme contient au moins 2 nœuds noirs et donc
il se sépare en deux sous-diagrammes DA et DC à la manière de la proposition 6.1. En
particulier, soit i et j les deux dernières racines telles que D(i) = D(j) = 2 et j < i.
Comme la partition est entièrement paire, on conclut que i = n et en consultant la
table 6.1, on déduit que le diagramme DC admet un covariant de poids 2!k. Lorsque ce
covariant est vu comme un covariant de D par le biais du théorème 2.30, son poids est de
−2!i + 2!j .
Toutes les hypothèses de la proposition 5.6 sont vérifiées et le résultat suit.
6.4 Autres diagrammes
Il reste à considérer les cas simples du diagramme nul et des diagrammes USD.
Proposition 6.4. Soit D le diagramme de l’orbite nulle de type Cn et G ×P




Soit  ∈ X(PD), alors  = 0.
Proposition 6.5. Soit D un diagramme de Dynkin USD de type Cn et G ×P
D gD≥2 → Gg
D
≥2
l’effondrement correspondant. Posons k pour l’unique racine telle que D(k) = 2.
Soit  un caractère antidominant de PD.
1. Si 3k < 2n, alors  ∼0 0 ;
2. Si 3k = 2n, alors  ∼0 ⋆ où ⋆ est 0 ou !k.
Similairement,  ∼0 − où − est 0 ou −!k.
Démonstration. Il suffira de consulter la table 5.1.
6.5 Représentants dominants et antidominants
Nous avons déjà produit des représentants dominants dans tous les cas à l’exception de
celui d’une partition entièrement composée de parties impaires. Nous avons toutefois discuté
à la proposition 6.2 que les hypothèses de la proposition 5.6 s’appliquent. En particulier, on




Représentants des groupes des
classes : type D
7.1 Diagrammes de Dynkin officiels et pairs
Ce chapitre poursuit le travail en vu de notre principal objectif : étant donné un dia-
gramme de Dynkin pondéré D approprié et un effondrement G ×P g≥2 → Gg≥2, nous don-
nons pour chacun des éléments du groupe des classes de la variété nilpotenteN un représen-
tant comme unC[N]-module réflexif de rang 1 et de la formeH0(G×P ′g′≥2,ℒG×P ′g′≥2(C)∗)
où  ∈ X(P ′) est un poids dominant et G ×P ′ g′≥2 → Gg′≥2 un effondrement possiblement
distinct de la même variété nilpotente.
Ce chapitre discute du cas des diagrammes pairs et officiels de D. Il est à noter que la
majorité du travail a déjà été fait dans le lemme 5.4 ; il ne suffira que de discuter des cas
particuliers se présentant en type D. Toutefois, ces particularités du type D sont considéra-
blement plus nombreuses que dans le type C .
Proposition 7.1. SoitD un diagramme de Dynkin pondéré officiel, pair, de typeDn où n ≥ 3
et correspondant à une partition d = [d1,… , dN ] de 2n + 1 où d1 ≥ ⋯ ≥ dN . Soit aussi
G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant. On suppose aussi que D comporte au
moins 2 nœuds noirs. Soit i et j les deux dernières racines telles que D(i) = D(j) = 2
et j < i.
On définitDA le sous-diagramme comprenant les racines 1 jusqu’à la racine précédent
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j et DC le sous-diagramme formé de la racine suivant i jusqu’à n.
La partition correspondante est entièrement composée de parties paires ou entièrement
composée de parties impaires.
1. Si la partition est entièrement composée de parties paires, alors la partition n’est
pas entièrement composée de 2. Dans ce cas, on pourra sans perdre de généralité
supposer que D(n−1) = 0 et D(n) = 2.
2. Si la partition est entièrement composée de parties impaires, alors la partition n’est
pas entièrement composée de 1 et de 3.
Quelle que soit la parité de la partition, les sous-diagrammes DA et DD ont les pro-
priétés suivantes.
1. Le diagramme DA est un diagramme de type A sous forme normale où la taille des
blocs est croissante de gauche à droite.
2. Le nombre de blocs dans le diagramme DA est le nombre de parties distinctes et
différentes de 1.
3. Le diagramme DD est un diagramme un seul deux de type D officiel.
4. Si la partition contient au moins un 1, le sous-diagramme DD contient au moins 3
racines.
5. L’effondrement G ×P g≥2 → Gg≥2 est birationnel.
Démonstration. Nous rappelons brièvement comment construire le diagramme officiel as-
socié à une partition, on consultera aussi [13, 11].
Les orbites nilpotentes de Dn sont classifiées à l’aide de partitions de 2n où les parties
paires ont une multiplicité paire. Étant donné une telle partition d = [d1,… , dN ], on
considère pour chaque partie di les entiers di − 1, di − 3,… , 3 − di, 1 − di. On considère
ensuite le multiensemble des entiers obtenus de toutes les parties di et on construit le n-
tuplet 1,… , n en triant les entiers par ordre décroissant et en ne considérant que les n plus
grands. Enfin, le diagramme de Dynkin pondéré associé à cette partition est alors
1 − 2 2 − 3 n−2 − n−1 n−1 − n
n−1 + n
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Dans le cas d’une partition entièrement paire, deux diagrammes sont associés à d. Ils
sont obtenus en remplaçant la règle précédente par D(n−1) = 0 et D(n) = 2 ou par
D(n−1) = 2 et D(n) = 0. Nous ne considérerons que le cas où D(n) = 2.
Pour qu’un tel diagramme ne comporte que des 0 et 2, les entiers i et donc les parties
di doivent être de même parité. Si les i sont tous pairs, alors la partition est entièrement
formée de parties impaires. Si les i sont tous impairs, alors la partition est entièrement
formée de parties paires.
Quelle que soit la parité des i, ils forment une suite décroissante d’entiers positifs
repétés un nombre croissant de fois. On réécrit la suite des i > 0 sous forme exponentielle
comme oe11 ,… , oell de telle sorte que {oi} est strictement décroissante et {ei} est croissante.
En construisant le diagrammeD de gauche à droite, chaque ei pour i < N ajoute ei − 1
nœuds blancs puis un nœud noir obtenu de ei+1− ei. Comme la suite {ei} est croissante, ces
nœuds peuvent soit prolonger le bloc précédent en augmentant sa longueur de 1 ou encore
amorcer un nouveau bloc de taille plus grande. En particulier, les blocs sont de tailles
strictement croissantes et donc distinctes. Le dernier nœud, i, se comporte différemment
mais il est nécessairement exclu du sous-diagramme DA. L’avant-dernier nœud, n−1 se
comporte aussi différemment dans le cas des partitions entièrement paires, mais nous avons
fait la supposition que D(n−1) = 0 comme désiré.
Pour ce qui est du sous-diagramme DD, si la partition est entièrement paire, alors la
taille du bloc est paire étant donné que toutes les parties ont une multiplicité paire. Étant
donné que D(n−1) = 0 et D(n) = 2, on conclut qu’il s’agit d’un diagramme officiel en
consultant par exemple la table 7.1. Si la partition est entièrement impaire, le diagramme
DD s’obtient comme le diagramme officiel de la partition obtenue en remplaçant toutes les
parties plus grandes ou égales à 3 par 3.
Enfin, l’effondrement G ×P g≥2 → Gg≥2 est birationnel pour tous les diagrammes
officiels [11].
Nous procéderons maintenant de manière similaire aux deux chapitres précédents. Dans
le cas du sous-diagramme DA, nous avons à notre disposition les méthodes du chapitre
4. Dans le cas du sous-diagramme DD, il s’agit d’un diagramme un seul deux dont les
covariants sont étudiés en menus détails dans [1] et résumés dans la table 7.1.
Nous considérerons d’abord les partitions paires, puis les partitions impaires. Nous
considérerons enfin les cas des diagrammes un seul deux et du diagramme nul.
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Diagramme Poids du covariant
le 2 en position k et 3k < 2n
2!k




TABLE 7.1 – Covariants d’un diagramme officiel un seul deux de type Dn
7.2 Partition entièrement composée de parties paires
Proposition 7.2. Soit D un diagramme de Dynkin pondéré officiel de type Dn associé
à une partition d entièrement composée de parties paires et où D(n) = 2. Soit aussi
G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant.
Soit  un caractère antidominant de P . Il existe un diagramme D⋆ et un caractère
⋆ ∈ X(PD⋆) tel que  ∼0 ⋆ et ⋆ est soit 0 ou !n. Similairement,  ∼ − où − est 0 ou
−!k.
Démonstration. Commençons par noter qu’il s’agit des partitions de type very even ce qui
nous permet de conclure que tous les blocs sont de taille paire. En particulier, nous avons
un covariant un seul deux de poids 2!n dans le sous-diagramme DD même après d’éven-
tuels échanges dans le sous-diagramme DA. Enfin, on effectuera ces éventuels échanges en
utilisant la remarque 4.12 du théorème 4.11.
On procède encore une fois par induction sur le nombre de blocs dans le sous-diagramme
DA. Supposons que la partieDA du diagramme ne contient qu’un seul bloc. On suppose de
plus pour l’instant que ce bloc n’est pas de longueur 0.
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7.2. Partition entièrement composée de parties paires
Nous avons à notre disposition les covariants de type déterminant de la proposition 4.10
ainsi que le covariant de DD utilisé dans D à l’aide du théorème 2.30. Dans ce dernier
cas, on note en examinant la table 7.1 qu’il s’agit d’un covariant dont le poids dans la base
des poids fondamentaux de D est −2!i + 2!j . Nous noterons le poids de ces covariants
1,… , m et il sera commode de les inscrire comme les colonnes de la matrice suivante






























Quoique l’objectif est d’obtenir un poids dominant, il est plus commode de commencer
par obtenir un caractère plus négatif. Pour 1 ≤ k ≤ m − 2, nous considérons les covariants
de la forme
%k ∶= R ⋅ (k, k − 1,… , 2, 1, 0,… , 0)
T = (k + 1, 0,… , 0,
position k + 1
⏞ ⏞
−1 , 0,… , 0)T!.
ainsi que
%m−1 ∶= R ⋅ (m − 1, m − 2,… , 2, 1, 0)
T = (m, 0,… , 0,−2)T!.
Il existe un isomorphisme  ∼0  − %k obtenu en appliquant à répétition le théorème
2.24 avec successivement les covariants de poids k−1, k−2,… , 1 puis k−2, k−3,… , 1
et ainsi de suite.
En répétant un nombre approprié de fois, on peut supposer que les seuls poids non nuls
de  sont celui de !1 et celui de !m qui peut être 0 ou 1. En écrivant le poids de !m comme








Il sera donc suffisant de considérer uniquement les caractères  de la forme 1!1 + !m.
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Enfin, on considère le covariant
 ∶= R ⋅ (1, 1,… , 1, 1)T = (1, 0,… , 0)T!.
Dans la mesure où 1 ≤ −1, il existe un isomorphisme  ∼0  +  obtenu en appliquant le
théorème 2.24 successivement avec les covariants en poids 1, 2,… , m. En répétant un
nombre de fois approprié, on obtient un diagramme de la forme annoncée.












i=1 i 0 0 0

Dans le cas où le sous-diagramme DA est formé d’un seul bloc de longueur 0, il s’agit
d’un diagramme un seul deux de typeD et on obtient le même résultat à l’aide du covariant
de la table 7.1.
Maintenant, on considère le cas où le sous-diagrammeDA est formé de k séparateurs et
donc d’au moins 2 blocs. On peut supposer que le lemme 4.13 a été appliqué à chacun des
blocs et que le cas d’un diagramme d’un seul bloc du présent théorème a été appliqué au
dernier bloc. On applique ensuite l’hypothèse d’induction au diagramme formé des k − 1
derniers séparateurs.
1 2 k
1 2 k−1 k

∼0 1 0 0
 0 0 0












7.3. Partition entièrement composée de parties impaires
On applique ensuite le lemme 4.23 sur les k − 1 premiers séparateurs afin d’amener le
premier bloc du diagramme à la position du dernier bloc. Enfin, on applique le cas d’un
diagramme d’un seul bloc du présent théorème pour conclure.
1 0 0
 0 0 0

∼0 0 0 0 1
 + 1 0 0 0 − − 1
2 + 
∼0 0 0 0 0
 + 1 0 0 0 0

7.3 Partition entièrement composée de parties impaires
Nous considérerons 3 types de partitions composées entièrement de parties impaires.
1. d contient plus de deux parties et au moins un 1 ;
2. d contient plus de deux parties et ne contient pas de 1 ;
3. d contient seulement deux parties.
La partition contient plus de deux parties et au moins un 1
Dans ce cas, le sous-diagramme DD admet un covariant de poids 2!k et la proposition
5.6 s’applique.
Proposition 7.3. Soit D un diagramme de Dynkin pondéré officiel et pair de type Dn
correspondant à une partition d = [d1,… , dN ] de 2n où d1 ≥ ⋯ ≥ dN . Soit aussi
G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant. On suppose que la partition d est for-
mée entièrement de parties impaires, qu’elle contient plus de deux parties, c’est-à-dire que
N > 2 et qu’elle contient au moins un 1, c’est-à-dire que d1 = 1.
Supposons queD comporte au moins deux 2 et posons i et j les deux dernières racines
telles que D(i) = D(j) = 2 et j < i. On définit DA le sous-diagramme comprenant les
racines 1 jusqu’à la racine précédent j et DD le sous-diagramme formé de la racine
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suivant i jusqu’à n. Dans ce cas, le sous-diagramme DA est un diagramme de forme
normale et DD est un diagramme officiel un seul deux de type D.
Soit  un caractère antidominant de PD. Il existe un diagramme D′ et un caractère ̂
de PD′ sous la forme normale de la définition 5.2 tel que  ∼0 ̂.
De plus, la taille des blocs de D′ est décroissante.
Démonstration. Il suffira de montrer que les hypothèses de la proposition 5.6 sont vérifiées.
Comme la partition d contient au moins un 1, on conclut du tableau 7.1 que la partie
DD du diagramme admet un covariant un seul deux de poids 2!j . Lorsque ce covariant est
vu comme un covariant de D par le biais du théorème 2.30, son poids est de −2!i + 2!j .
Toutes les hypothèses de la proposition 5.6 sont vérifiées et le résultat suit.
La partition contient plus de deux parties et ne contient pas de 1
Cette situation est essentiellement la même que celle de la proposition 5.9 où le covariant
un seul deux est initialement de poids !k mais de poids 2!k après avoir procédé à un
échange.
Proposition 7.4. Soit D un diagramme de Dynkin pondéré officiel et pair de type Dn
correspondant à une partition d = [d1,… , dN ] de 2n où d1 ≥ ⋯ ≥ dN . Soit aussi
G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant. On suppose que la partition d est for-
mée entièrement de parties impaires, qu’elle contient plus de deux parties, c’est-à-dire que
N > 2 et qu’elle contient au moins un 1, c’est-à-dire que d1 > 1.
Supposons queD comporte au moins deux 2 et posons i et j les deux dernières racines
telles que D(i) = D(j) = 2 et j < i. On définit DA le sous-diagramme comprenant les
racines 1 jusqu’à la racine précédent j et DD le sous-diagramme formé de la racine
suivant i jusqu’à n. Dans ce cas, le sous-diagramme DA est un diagramme de forme
normale et DD est un diagramme officiel un seul deux de type D.
Soit  un caractère antidominant de PD. Il existe un diagrammeD′ et un caractère ̂ de
PD′ sous la forme normale de la définition 5.2 tel que  ∼0 ̂ où tous les nœuds du premier
bloc ont un poids nul et dans le cas d’un bloc de longueur 0, le premier séparateur ne se
voit pas assigner un poids de 1 par la règle 2 de la définition 5.2.
De plus, la taille des blocs de D′ est décroissante.
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Démonstration. Il suffit d’adapter la preuve de la proposition 5.6 pour tenir compte du
nouveau covariant. Dans le type Dn, un covariant un seul deux de poids !k n’existe que
si 3k = 2n. En particulier, après la première étape de l’induction, c’est-à-dire après avoir
effectué un échange au dernier séparateur du sous-diagramme DA, les covariants un seul
deux du sous-diagrammeDD seront de poids 2!k. On pourra donc se ramener à l’induction
de la proposition 5.6 après le premier échange.
Supposons d’abord que le diagrammeDA ne contient qu’un seul bloc. Nous considérons
dans ce cas le diagrammeD en entier. Nous avons à notre disposition les covariants de type
déterminant de la proposition 4.10 ainsi que le covariant de DB utilisé dans D à l’aide du
théorème 2.30. Nous notons les poids de ces covariants 1,… , m et il sera commode de
les inscrire comme les colonnes de la matrice suivante dans la base des poids fondamentaux


























On procède essentiellement de la même manière que dans le lemme 5.4. Pour 1 ≤ k ≤
m − 1, on considère les covariants de la forme
%k ∶= R ⋅ (k, k − 1,… , 2, 1, 0,… , 0)
T = (k + 1, 0,… , 0,
position k + 1
⏞ ⏞
−1 , 0,… , 0)T!.
Il existe un isomorphisme  ∼0  − k obtenu en appliquant à répétition le théorème
2.24 avec successivement les covariants de poids k−1, k−2,… , 1 puis k−2, k−3,… , 1
et ainsi de suite. En répétant un nombre de fois approprié, on peut supposer que le seul poids









Il sera donc suffisant de considérer uniquement les caractères  de la forme 1!1.
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Enfin on considère le covariant
 ∶= R ⋅ (1, 1,… , 1, 1)T = (1, 0,… , 0)T!.
Dans la mesure où 1 ≤ −1, il existe un isomorphisme  ∼0  +  obtenu en apliquant à
répétition le théorème 2.24 avec successivement les covariants de poids 1, 2,… , m. En
répétant un nombre de fois approprié, on obtient un diagramme entièrement nul.
On peut désormais procéder à l’induction comme dans la proposition 5.6 sans autre
modification.
La partition ne contient que deux parties
On considère la partition de 2n donnée par d = [d1, d2] où d1 et d2 sont impairs et nous
supposons que d1 ≥ d2. Nous considérerons 3 cas :
1. d1 = d2 = n ;
2. d1 = 2n − 1 et d2 = 1 ;
3. 2n > d1 > d2 > 1.
La partition d = [d1, d2] où d1 = d2 = n
Proposition 7.5. SoitD le diagramme de Dynkin pondéré officiel et pair de typeDn corres-




Soit  un caractère antidominant de PD. Il existe un diagramme D⋆ et un caractère
⋆ ∈ X(PD⋆) tel que  ∼0 ⋆ où D⋆ et ⋆ sont de l’une ou l’autre des formes suivantes.
Dans les deux cas, k ≥ 0 et  ∈ {0, 1}.
k 0 0 0 0

k 0 0 0 0 
Démonstration. Le diagramme D est formé d’un unique bloc de taille 1 et de longueur
n−3
2
ainsi que des deux racines finales n−1 et n avec D(n−1) = D(n) = 2. En posant
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 ∶=
∑m
i=1 i!i, nous supposerons dans la démonstration que m−1 ≤ m, la situation
opposée étant symétrique et obtenue en échangeant le rôle de m−1 et m.
Nous commençons par effectuer une suite d’échanges aux séparateurs k−2, k−3,… , 1
en se servant à chaque fois du théorème 2.26.
1 m−3 m−2 m−1
m
∼0





















i=1 i 1 m−4 m−3 m−2
m−1 + m
Nous avons à notre disposition les covariants de type déterminant de la proposition 4.10
ainsi que le covariant du sous-diagramme de type A1 formé de la racine n. En se servant
du théorème 2.30, ce dernier covariant donne un covariant de poids −!n−2 + 2!n dans la
base des poids fondamentaux de D.
Nous noterons le poids de ces covariants 1,… , m et il sera commode de les inscrire
comme les colonnes de la matrice suivante dans la base des poids fondamentaux !1,… , !m
correspondant aux racines noires.
119






























Quoique l’objectif est d’obtenir un poids dominant, il est plus commode de commencer
par obtenir un caractère plus négatif. Pour 1 ≤ k ≤ m − 2, nous considérons les covariants
de la forme
%k ∶= R ⋅ (k, k − 1,… , 2, 1, 0,… , 0)
T = (−k, k + 1, 0,… , 0,
position k + 2
⏞ ⏞
−1 , 0,… , 0)T!
ainsi que le covariant
%n−1 ∶= R ⋅ (m − 2, m − 3,… , 2, 1, 0)T = (−(m − 2), m − 1, 0,… , 0,−2)T!.
Il existe un isomorphisme  ∼0  − %k obtenu en appliquant à répétition le théorème
2.24 avec successivement les covariants de poids k−1, k−2,… , 1 puis k−2, k−3,… , 1
et ainsi de suite.
En répétant un nombre approprié de fois, on obtient un diagramme où les seuls coeffi-
cients non nuls sont ceux de !1, !3 et !n. Plus précisément, nous avons l’isomorphisme


















7.3. Partition entièrement composée de parties impaires
On considère ensuite le covariant
 ∶= R.(1, 1,… , 1, 1) = (−1, 1, 0, 0,… , 0, 0)!.
Dans la mesure où le coefficient de !1 est négatif, il existe un isomorphisme  ∼0
 +  obtenu en appliquant le théorème 2.24 successivement avec les covariants de poids















′ − m−1 0 0 0 0

Effectivement, on supposait que m−1 ≤ m de telle sorte que ′−m−1 ≥ ∕2 et comme
il s’agit d’entiers, on conclut que ′ − m−1 ≥ 0.
Corollaire 7.6. Soit D le diagramme de Dynkin pondéré officiel et pair de type Dn corres-




Soit  un caractère antidominant de PD.
S’il existe un isomorphisme
 ∼0 ⋆ =
s 
pour s ≥ 0 et  ∈ {0, 1}, alors il existe un isomorphisme
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Similairement, s’il existe un isomorphisme
 ∼0 ⋆ =
s

pour s ≥ 0 et  ∈ {0, 1}, alors il existe un isomorphisme
 ∼0 − =
0 −2s − 
.
La partition d = [d1, d2] où d1 = 2n − 1 et d2 = 1
Proposition 7.7. Soit D le diagramme de Dynkin pondéré officiel et pair de type Dn cor-
respondant à la partition d = [1, 2n − 1], c’est-à-dire que D est le diagramme de l’orbite





i=1 n un caractère antidominant de P
D. On peut supposer sans perte de
généralité que n ≤ n−1. Il existe un isomorphisme  ≃ ⋆ où ⋆ ∈ X(PD) est un
caractère de la forme
′ 0 0 0 0

où , ′ ∈ {0, 1}. Les entiers  et ′ sont respectivement déterminés par les divisions entières
2′ +  = n − n−1





En particulier, si n est pair, Cl(Od) est isomorphe à Z∕2Z⊕ Z∕2Z. Il est généré par
!1 et !n. Si n est impair, alors Cl(Od) est isomorphe à Z∕4Z. Il est généré par !n.
Démonstration. Comme il s’agit du diagramme de l’orbite principale, il suffira de considérer
les covariants des différents sous-diagrammes de type A1 et de les utiliser dans D à l’aide
du théorème 2.30.
122
7.3. Partition entièrement composée de parties impaires
Nous noterons le poids de ces covariants 1,… , n et il sera commode de les inscrire





−1 2 −1 −1
0 −1 2 0























Quoique l’objectif est d’obtenir un poids dominant, il est plus commode de commencer
par obtenir un caractère plus négatif. Pour 1 ≤ k ≤ n − 3, nous considérons les covariants
de la forme
%k ∶= R ⋅ (k, k − 1,… , 2, 1, 0,… , 0)
T = (k + 1, 0,… , 0,
position k + 1
⏞ ⏞
−1 , 0,… , 0)T!.
ainsi que les covariants
%n−2 ∶= R ⋅ (n − 2, n − 3,… , 2, 1, 0, 0)T = (n − 1, 0,… , 0,−1,−1)T!
%n−1 ∶= R ⋅ (n − 1, n − 2,… , 3, 2, 1, 0)T = (n, 0,… , 0, 0,−2)T!
Il existe un isomorphisme  ∼0  − %k obtenu en appliquant à répétition le théorème
2.24 avec successivement les covariants de poids k−1, k−2,… , 1 puis k−2, k−3,… , 1
et ainsi de suite.
En répétant un nombre approprié de fois, on obtient les isomorphismes suivants où nous
réécrivons n − n−1 ≤ 0 comme 2′ +  avec  ∈ {0, 1}.
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i=2 (i − 1)i
∑n−1





i=2 (i − 1)i − (n − 1)
′ ∑n−1
i=1 ii + n
′ 0 0 0

Enfin, on considère le covariant
 ∶= R ⋅ (2, 2,… , 2, 1, 1) = (2, 0,… , 0)T!
Dans la mesure où le coefficient de !1 est négatif, il existe un isomorphisme  ∼0  +
 obtenu en appliquant le théorème 2.24 successivement avec les covariants de poids
1, 2,… , n, n−2, n−1,… , 1.
En répétant un nombre de fois approprié et en posant





avec ′ ∈ {0, 1}, on obtient l’isomorphisme qui donne la forme désirée.
−
∑n−1
i=2 (i − 1)i − (n − 1)







− ′ ′ 0 0 0 0

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7.3. Partition entièrement composée de parties impaires
Les partitions [d1, d2] où d1 > d2
Proposition 7.8. Soit D le diagramme de Dynkin pondéré officiel et pair de type Dn cor-
respondant à la partition d = [d1, d2] où d1 et d2 sont impairs et d1 > d2 > 1. Soit aussi





i=1 n un caractère antidominant de P
D. On peut supposer sans perte de
généralité que n ≤ n−1. Il existe un diagramme D⋆ et un caractère ⋆ ∈ X(PD
⋆) tel que
 ≃ ⋆ où le diagramme D⋆ et le caractère ⋆ sont de la forme
′ 0

avec , ′ ∈ {0, 1}. Les entiers  et ′ sont respectivement déterminés par les divisions
entières
2′ +  = n − n−1





En particulier, si n est pair, Cl(Od) est isomorphe à Z∕2Z⊕ Z∕2Z. Il est généré par
!1 et !n. Si n est impair, alors Cl(Od) est isomorphe à Z∕4Z. Il est généré par !n.
Démonstration. Dans ce cas, le diagramme est formé de deux blocs, celui de gauche est de
taille 0 et celui de droite est de taille 1. En particulier, on peut appliquer la proposition 7.5
à la partie droite du diagramme. On note que cette proposition modifie le diagramme et en
particulier prolonge le bloc de gauche en augmentant sa longueur de 1. On applique ensuite
le lemme 4.13 au premier bloc pour obtenir un diagramme de la forme suivante où s ≤ 0,




On utilise ensuite le théorème 4.11 pour échanger les blocs.
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−s − 1 0
2s + 2
On applique une seconde fois la proposition 7.7 à la partie droite du diagramme. Cette
proposition indique aussi comment modifier le poids du séparateur.
Dans les notations de la proposition 7.7,  et ′ sont donnés par les divisions
2′ +  = 2s + 2
2′′ + ′ = 1 + ns




où 3 est le reste de la division de i + ns par 2.
Enfin, pour obtenir un caractère dominant, on échange à nouveau les blocs.
3 0
2
Corollaire 7.9. Soit D le diagramme de Dynkin pondéré officiel et pair de type Dn cor-
respondant à la partition d = [d1, d2] où d1 et d2 sont impairs et d1 ≥ d2. Soit aussi
G ×PD gD≥2 → Gg
D
≥2 l’effondrement correspondant.
Soit ⋆ un des caractères dominants de la proposition 7.7 ou de la proposition 7.8. Il
existe un diagramme D− et un caractère antidominant − ∈ X(PD−) tel que ⋆ ∼0 −.



















Il reste à considérer les cas simples du diagramme nul et des diagrammes un seul deux.
Proposition 7.10. SoitD le diagramme de l’orbite nulle de typeDn et G ×P
D gD≥2 → Gg
D
≥2
l’effondrement correspondant. Soit  ∈ X(PD) un caractère, alors  = 0.
Proposition 7.11. SoitD un diagramme de Dynkin USD de typeDn etG×P
D gD≥2 → Gg
D
≥2
l’effondrement correspondant. Posons k pour l’unique racine telle que D(k) = 2.
Soit  un caractère antidominant de PD.
1. Si 3k = 2n + 1, alors  ∼0 0.
2. Si 3k < 2n + 1 ou si k = n, alors  ∼0 ⋆ où ⋆ est 0 ou !k.
Similairement si 3k < 2n + 1 ou si k = n, alors  ∼ − où − est 0 ou −!k.
Démonstration. Il suffira de consulter à la table 7.1.
7.5 Représentants dominants et antidominants
Nous avons déjà produit des représentants dominants dans tous les cas à l’exception de
celui d’une partition entièrement composée de parties impaires et comptant plus de deux
parties. Nous avons toutefois discuté aux propositions 7.3 et 7.4 que les hypothèses de la
proposition 5.6 s’appliquent. En particulier, on peut obtenir des représentants dominants et
antidominants en appliquant le théorème 5.11.
7.6 Représentants unifiés
Une préoccupation compréhensible est que ces formes normales sont des constructions
ad hoc plutôt que des constructions systématiques. Des travaux sont en cours pour remédier
à cet inconvénient (A. Broer, communication personnelle, 2016).
SoitD un diagramme tel que l’effondrementG×P g≥2 → Gg≥2 soit génériquement fini
et supposons que le groupe des classes de la variété nilpotenteN correspondante est fini.
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En utilisant la proposition 2.9, il existe un isomorphisme Cl(N) ≃ X(P )∕ZΛ où Λ ∶=
{1,… , n} est l’ensemble des poids des P -covariants irréductibles. Comme on suppose
le groupe des classes fini, Λ forme une base du Q-espace vectoriel Q⊗Z X(P ).
On définit un ensemble de représentants comme les poids minimaux non négatifs en
regard de l’ordre partiel  ≤  si −  ∈ Z≥0Λ. De manière équivalente, il s’agit des poids






Il est connu que ces poids sont réflexifs et forment un ensemble de représentants du
groupe des classes, généralement distincts de ceux qui suivent dans les tables.
Il n’est pas connu, mais toutefois espéré, que ces représentants ont une annulation en
cohomologieH i(G ×P n,ℒG×Pn(C)∗) = 0 pour i ≥ 1.
Comme exemple, on considère le diagramme E6(a3) suivant
.
L’effondrement est génériquement fini étant donné que le diagramme est pair. En consul-





















































Représentants des groupes des
classes : types exceptionnels
Ce chapitre est dédié aux tableaux présentant les différents représentants des groupes
des classes des orbites nilpotentes de groupes de type E, F ou G respectivement dans les
tables 8.6, 8.7, 8.8, 8.9 et 8.10. Les représentants dominants des groupes des classes sont
obtenus par des applications répétées et semi-automatisées des isomorphismes de la section
2.11. L’exemple 2.32 illustre ce procédé.
Remarque 8.1.
1. Nous avons dans tous les cas omis le module trivial.
2. La structure de groupe est sous-entendue dans l’ordre de présentation des représen-
tants dominants. Dans les cas des groupes cycliquesZ∕2Z,Z∕3Z etZ∕6Z, le premier
module indiqué est un générateur et les modules suivants sont les puissances succes-
sives.
3. Comme indiqué à la section 2.11, nous dénotons par ∼0 l’existence d’un isomor-
phisme pour uniquement H0 tandis que ∼ dénote l’existence d’un isomorphisme
pour toutH i, i ≥ 0.
8 . REPRÉSENTANTS DES GROUPES DES CLASSES : TYPES EXCEPT IONNELS
Pour ce qui est des PD-covariants de nD, une liste exhaustive est publiée dans [28].
Toutefois, cette source n’indique pas directement les poids de ces covariants. Nous prendrons
donc le temps de recopier les tableaux de cet article en donnant directement les poids des
covariants et leur degré. On pourra par la même occasion obtenir le groupe des classes de
chacune des orbites. Ces résultats figurent aux tables 8.1, 8.2, 8.3, 8.4 et 8.5. Les exemples
8.2 et 8.3 illustrent comment ces poids sont calculés à partir des résultats de [28]. Cette
présentation des poids s’avère plus utile dans les applications, notamment pour l’étude de
la normalité des variétés nilpotentes.
Nous présenterons les poids des covariants obtenus sous la forme d’une matrice où
chaque ligne indique le poids d’un covariant dans la base des poids fondamentaux, en
omettant ceux correspondant à une racine simple  telle queD() = 0. Il s’agit en particulier
de la matrice des relations permettant d’obtenir le groupe des classes comme un quotient
de X(P ).
On note que dans le cas de l’orbite régulière, cette matrice se ramène à la matrice de
Cartan du système de racines. Il s’agit alors de la matrice des relations permettant d’obtenir
le groupe fondamental comme quotient du réseau des poids. Ces similarités nous motivent
à appeler ces matrices des matrices de Cartan généralisées.
Exemple 8.2. Considérons l’orbite 2A1 d’un groupe de type E6 dont le diagramme de
Dynkin pondéré est le suivant.
1
0
0 0 0 1
Soit P = LU le sous-groupe parabolique correspondant et une décomposition de Levi.
Le type de L′ se lit directement du diagramme en considérant les racines simples  telles
que D() = 0. En particulier ici, le L′ est de type D4. De plus, la dimension du centre
de L est donnée par le nombre de racines effacées. Les tableaux de [28] nous informent
alors que g2 est un L′-module de plus haut poids !2, qu’il s’agit d’un espace préhomogène
isomorphe à la représentation standard de SO8 et enfin qu’un tel espace préhomogène admet
un L′-covariant de degré 2.
Nous désirons obtenir l’action de L sur g2. On note que dans E6,
{ 0
1





2 3 2 1 }
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0 0 0 1 }
!
.
Exemple 8.3. Dans certains cas, notamment ceux où le groupe des classes est fini, il est
possible de déduire les poids des covariants plus rapidement. Le poids d’un covariant 
vérifie les deux propriétés suivantes :
1. Dans la base des poids fondamentaux, les coefficients de  sont nuls sur les poids
fondamentaux correspondant aux racines simples  telles que D() > 0.
2. Dans la base des racines simples, les coefficients de  sur les racines simples  telles
que D() = 0 sont donnés par le produit matriciel du multidegré et des hauts poids
de g2.
Par exemple, considérons l’orbite 2A2 d’un groupe de type E6 dont le diagramme de
Dynkin pondéré est le suivant.
2
0
0 0 0 2
Les tableaux de [28] nous informent alors que g2 est un L′-module de plus haut poids
{ 0
0















1 2 2 1 }

.
De plus, il existe deux L′-covariants respectivement de multidegrés (2, 0) et (0, 2). On peut









0 0 0x6 }
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0 0 0x6 }

.
On obtient respectivement x = (1, 2, 2, 1,−1, 2) et x = (1, 1, 2, 2, 2,−1) et donc les
poids des covariants sont donnés, dans la base des poids fondamentaux par 2
0
0 0 0−1 et
−1
0
0 0 0 2 .
E6




0 0 0 0




0 0 0 1




0 1 0 0




0 0 0 0


















1 0 1 0
( 1 1 ) 6 Z
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E6 (suite)




























0 2 0 0


















1 0 1 1 ( 1 −1 0 0 1
−1 1 1 −1 0
0 1 −1 1 −1









1 0 1 2
( 2 0 −1 0 0
0 0 0 −1 2
−1 1 1 −1 0
0 1 −1 1 −1










1 0 1 1 ( 1 1 0 −1 0
0 1 −1 0 1
1 −1 0 0 1

















8 . REPRÉSENTANTS DES GROUPES DES CLASSES : TYPES EXCEPT IONNELS
E6 (suite)




0 2 0 2 ( 0 2 −1 0
1 −1 0 1








2 0 2 2
( 2 0 −1 0 0
0 0 0 −1 2
−1 1 1 −1 0
0 1 −1 1 −1














2 0 −1 0 0 0
0 2 0 −1 0 0
−1 0 2 −1 0 0
0 −1 −1 2 −1 0
0 0 0 −1 2 −1












TABLE 8.1 – Covariants pour E6
E7




0 0 0 0 0




0 0 0 1 0




0 0 0 0 2




1 0 0 0 0




0 0 0 0 0
( 2 ) 4 Z∕2Z
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E7 (suite)


















0 1 0 0 0











0 0 0 2 0




0 0 0 0 0

























2 0 0 0 0
( 2 ) 12 Z∕2Z
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E7 (suite)










































A3 + A2 + A1
0
0
0 0 2 0 0














1 0 0 0 1 ( 2 0 −1 0
0 1 −1 1
−1 −1 1 1
































0 2 0 0 0














0 1 0 1 2 ( 0 0 −1 2
2 0 −1 0
−1 1 −1 0
















1 0 1 0 2 ( 0 1 −1 1
1 −1 0 1
1 0 0 −1








































1 0 1 1 0
( 2 0 −1 0 0
−1 1 1 −1 0
0 1 −1 1 −1
−1 −1 1 1 −1
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E7 (suite)




1 0 1 0 2
( 2 0 −1 0 0
0 1 −1 0 1
−1 −1 1 0 1
−1 1 1 −1 0
























2 0 −1 0 0 0
0 0 0 −1 2 −1
0 0 0 0 −1 2
−1 1 1 −1 0 0
0 1 −1 1 −1 0

























2 2 0 2 0 ( 2 −1 0 0
−1 2 −1 0
0 −2 2 −1









0 2 0 2 2 ( 0 0 −1 2
2 0 −1 0
−1 0 2 −2









2 0 2 0 2
( 2 0 −1 0 0
−1 1 1 −1 0
0 1 −1 0 1
−1 −1 1 0 1














2 0 −1 0 0 0
0 0 0 −1 2 −1
0 0 0 0 −1 2
−1 1 1 −1 0 0
0 1 −1 1 −1 0





















2 0 −1 0 0 0 0
0 2 0 −1 0 0 0
−1 0 2 −1 0 0 0
0 −1 −1 2 −1 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 −1














TABLE 8.2 – Covariants pour E7
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E8




0 0 0 0 0 1




0 0 0 0 0 0




0 0 0 0 1 0




0 0 0 0 0 2




0 0 0 0 0 0











0 0 0 1 0 0











1 0 0 0 0 0




0 0 0 0 0 0
( 2 ) 8 Z∕2Z
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E8 (suite)


















0 0 0 0 2 0











0 0 1 0 0 0





























A3 + A2 + A1
0
0
0 1 0 0 0 0
( 1 ) 15 0
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E8 (suite)














0 0 0 0 0 0






































0 0 0 2 0 0


















A4 + A2 + A1
0
0
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E8 (suite)



















































































0 0 1 0 1 2 ( 0 0 −1 2
−1 1 −1 0
−1 0 2 −2












0 0 2 0 0 0











1 0 0 0 1 2 ( 0 0 −1 2
1 −1 1 −1
−1 1 1 −2














































1 0 0 0 1 2
( 2 0 −1 0 0
0 0 0 −1 2
0 1 −1 1 −1
−1 −1 1 1 −1










0 0 0 2 2 2 ( 0 −1 2 −1
0 0 −1 2
2 −1 0 0









0 1 0 1 0 1 ( 1 −1 1 12 0 −1 0
−1 1 −1 0
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E8 (suite)




0 1 0 1 1 0 ( 0 −1 1 1
2 0 −1 0
−1 1 −1 0









0 1 0 1 0 2 ( −1 0 0 2
2 0 −1 0
−1 1 −1 0









0 1 0 1 0 2 ( 2 −1 1 −1−1 0 0 2
−1 1 −1 0


























0 1 0 1 2 2
( 0 0 −1 2 −1
0 0 0 −1 2
2 0 −1 0 0
−1 1 −1 0 0










1 0 1 0 2 2
( 0 0 0 −1 2
1 −1 0 1 −1
0 1 −1 1 −1
1 0 0 −1 0





















2 0 −1 0 0 0
−1 1 1 −1 0 0
0 1 −1 1 −1 0
−1 −1 1 1 −1 0
0 0 0 −1 1 1
































2 0 −1 0 0 0
0 0 0 0 −1 2
0 1 −1 0 1 −1
−1 −1 1 0 1 −1
−1 1 1 −1 0 0

























0 2 0 0 2 2 ( 0 0 −1 2
1 0 0 −1
−1 0 2 −2















2 0 −1 0 0 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 −1
0 0 0 0 0 −1 2
−1 1 1 −1 0 0 0
0 1 −1 1 −1 0 0

















0 2 0 2 0 2 ( 2 0 −1 0
−1 0 0 2
0 −1 2 −1









0 2 0 2 2 2
( 0 0 −1 2 −1
0 0 0 −1 2
2 0 −1 0 0
−1 0 2 −2 0














2 0 −1 0 0 0
0 0 0 0 −1 2
−1 1 1 −1 0 0
0 1 −1 0 1 −1
−1 −1 1 0 1 −1





















2 0 −1 0 0 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 −1
0 0 0 0 0 −1 2
−1 1 1 −1 0 0 0
0 1 −1 1 −1 0 0
























2 0 −1 0 0 0 0 0
0 2 0 −1 0 0 0 0
−1 0 2 −1 0 0 0 0
0 −1 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 −1
















TABLE 8.3 – Covariants pour E8
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F4
Orbite Diagramme Covariants Degrés Cl(O)
A1
1 0 0 0
( 1 ) 1 0
Ã1
0 0 0 1
( 2 ) 2 Z∕2Z
A1 + Ã1
0 1 0 0
( 1 ) 3 0
A2
2 0 0 0
( 2 ) 4 Z∕2Z
Ã2
0 0 0 2
( 1 ) 2 0
A2 + Ã1
0 0 1 0
( 1 ) 3 0
B2















0 2 0 0
( 2 ) 12 Z∕2Z
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F4 (suite)
Orbite Diagramme Covariants Degrés Cl(O)
B3


























2 2 2 2 ( 2 −1 0 0
−1 2 −2 0
0 −1 2 −1






TABLE 8.4 – Covariants pour F4
G2
Orbite Diagramme Covariants Degrés Cl(O)
A1
0 1
( 1 ) 1 0
Ã1
1 0
( 1 ) 1 0
G2(a1)
0 2
( 2 ) 4 Z∕2Z
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G2 (suite)
Orbite Diagramme Covariants Degrés Cl(O)
G2




TABLE 8.5 – Covariants pour G2
E6



































































TABLE 8.6 – Représentants dominants dans E6
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E7







































A4 + A2 0
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E7 (suite)




























TABLE 8.7 – Représentants dominants dans E7
E8


























A4 + A2 0
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E8 (suite)





















































TABLE 8.8 – Représentants dominants dans E8
F4
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F4 (suite)











TABLE 8.9 – Représentants dominants dans F4
G2







TABLE 8.10 – Représentants dominants dans G2
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