Present work deals with the incorporation of non-manual cues in automatic sign language recognition. More specifically eye gaze, head pose and facial expressions are discussed in relation to their grammatical and syntactic function and means of including them in the recognition phase are investigated. Computer vision issues related to extracting eye gaze and head pose cues are presented and a classification approach for recognizing facial expressions is introduced. 
INTRODUCTION
The non-manual characteristics or signals: for example, body position and facial expression may function on the one hand as indicators of thematic roles such as actor, receiver, etc, or they may correspond to adverbial and syntactic agreement. On the other hand, they may add information of the kind provided by intonation in spoken languages. In the second case, they add semantic properties such as approval, exclamation, rejection, etc. on grammatically structured neutral sign-strings. Mouthing patterns and facial expressions, mainly eye-brow movement and eye-gaze, along with body/shoulder movement comprise the multilayer information system, various features of which, if present, obligatorily participate in sign formation. * Corresponding author 1 Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. PETRA'11, May 25 -27, 2011, Crete, Greece. Copyright l'2011 ACM ISBN 978-1-4503-0772-7/11/05 $10.00
Although sign language recognition is sometimes considered similar, in terms of concepts and obstacles to be tackled, to speech recognition and translation, Dreuw [6] identifies a number of differences mainly related to the linguistic and representation aspects of SL. More specifically, he mentions that since there is no complete and standardized written form for SLs, there exists an inevitable trade-off between recognition accuracy and generality. HamNoSys [9] is one of the reference "phonetic" transcription systems, used to transform functional characteristics of each sign (e.g. handshape, start and direction of motion, etc.) using a predefined set of symbols. In theory, one can use the HamNoSys symbols to represent the vast majority of individual signs in a reusable and interoperable manner; however, support for non-manual sign characteristics is still minimal in HamNoSys and by no means covers all possible options (for example, there is no support for facial expressions, which modify the magnitude conveyed by a specific sign, e.g. the speed of a car passing by). In addition to that, this notation supports the representation of atomic signs and not context or syntactic features: for example, it is possible to encode the sign for the verb form "I give" but there is no support for encoding a phrase where "I give to person A", which is usually noted by the signer gazing at a specific direction (where "person A" exists in the virtual signing space - [11] ) or by slightly turning his/her body to that point. In the latter case, it is possible to notate a concept such as "movement of the head 45ř to the right" but there is no connection to the person or object that the signer "placed" at that particular virtual position (Dreuw refers to that syntactic concept as "discourse entities"). This brings up the issue of word flexion: in most Sign Languages, facial expressions [10] and signer body stance and movement are used as modifiers for a specific sign. Besides the previous example on changing the context of a verb or action, the difference between a "big" or "small" object is signed by puffing lips or shrugging shoulders, possibly at the same time. Although HamNoSys does cater for representing those non-verbal signs, they are hardly ever annotated in context (that is, with respect to a particular object or person that the signer refers to - [5] ). In that case, the "phonetic" transcription approach of HamNoSys would prove ineffective and a "tier" approach would have to be followed for annotation and subsequent recognition: Crasborn effectively divides all activity to different tiers, each representing one of the manual or nonmanual characteristics of the sign: repetition, which in the non-verbal case would represent stress or magnitude, the eye brows, eye aperture, and mouth tier which is useful when encoding facial expressions and the head and eye gaze tiers for encoding focus on specific objects or action/verb context. The rest of the article is organized as follows: Section 2 discusses related work, while computer vision issues related to extracting eye gaze, head pose cues and facial features are discussed in Sections 3.1, 3.2 and 3.3 respectively. Section 4 introduces the adopted classification approach for recognizing facial expressions and methods to incorporate facial expressions and their syntactic and grammatical functions into the overall automatic sign language recognition architecture. Finally, Section 5 concludes the article and presents future directions of the presented research work.
RELATED WORK
Besides the basic sign language components of location, movement, handshape and palm orientation sign language is enriched with non manual features and a complete grammatical structure. Both aspects are very sparsely dealt with and certainly not fully investigated in the recognition chain. For some sign languages this is the case also for linguistic studies since grammatical analysis is incomplete and facial expressions used in conjunction with manual features not fully recorded and analyzed. Grammatical phenomena are usually dealt as noise or signer variation and are not separately processed. Of course incorporating grammatical models into the recognition chain would have to be assisted by some Natural Language Processing module adding another disciplinary in the already multidisciplinary area of automatic sign language recognition.
To date, sign language recognition research has also mostly ignored facial expressions that arise as part of a natural sign language discourse, even though they carry important grammatical and prosodic information. The clear correspondence between the head angles and the head rotation and tilt labels holds great promise for future systems that recognize the non manual markings of signed languages. The ability to extract and plot the trajectories of various facial parameters may well prove invaluable for research into sign language prosody.
[10] presents a 3D deformable model tracking system to address the face tracking robust problem, and applies it to sequences of native signers, taken from the National Center of Sign Language and Gesture Resources (NCSLGR), with a special emphasis on outlier rejection methods to handle occlusions. Although, this article focuses on the deformable face model tracking subproblem of incorporating of facial expressions to sign language recognition it ignores the classification counterpart and does not mention any (present or future) work on that. Similarly, [3] introduces a video based sign language recognition, presenting a system for automatic analyzing of facial actions. Point distribution models and active shape models are being incorporated and a comparison is made between different approaches for the shapes initialization.
FEATURE EXTRACTION 3.1 Eye gaze
The eye gaze detector employs facial feature analysis of images captured from a standard web-camera in order to determine the direction of the user's gaze. This information allows the user's gaze inside or outside the screen to be calculated, so that metrics relating to the user's attention and interest can be applied to the scene.
The purpose of the gaze module is to detect the raw user gaze direction details from the web-camera in real-time. It is based on facial feature detection and tracking, as reported in [2] , and follows a variant of this method for head pose and eye gaze estimation. More specifically, starting from the eye centers, which are easy to be detected [1] , eye corners and eyelids are detected, as well as two points on each eyebrow, the nostrils' midpoint and four points on the mouth. These features are subsequently tracked using an iterative, 3-pyramid Lucas Kanade tracker [8] . Lucas-Kanade tracking is one of the most widespread and used trackers in bibliography, and the choice of this tracker was based on the fact that it can accurately and effectively track features under a large variety of circumstances. However, as is the case in real life conditions, a series of rules has to be adopted in order to tackle constraints imposed by natural lighting and motion conditions: By assuming an orthographic projection at successive frames, the motion vectors of all features for such small periods of time can be considered to be almost equal. Features whose motion vector length mi is much larger or smaller than the mean motion of all features mmean ( mi > t1 * mmean, mi < t2 * mmean , here, we considered t1=1.5 and t2=0.5) are considered as outliers and their position is re-calculated based on their previous position and the recalculated mean motion of the other features. The above step proved to be very important at improving the tracker's performance under difficult lighting conditions and occlusions.
For eye gaze estimation, relative displacements of the iris center with regards to the points around the eye give a good indication of the directionality of the eyes with regards to a frame where the user faces the agent frontally. These displacements correspond to the eye gaze vectors (see Figure  1) . To re-enforce correct eye center tracking, the tracked eye centers' positions are updated by searching for the darkest neighborhoods around them and placing the eye center in the midpoint of this neighborhood, which helps tackle blinking and saccadic eye movements. Again, these displacements are normalized by the inter-ocular distance at start-up and, thus, are scale independent. The computational complexity of the method permits real time applications and requires only a simple webcamera to operate. Tracking the features takes 13msec per frame on average for a resolution 288 × 352 pixels of the input video, using a Pentium 4 CPU, running at 2.80GHz, while re-initializations, whenever occurring, require 330ms.
Head pose
Head pose is estimated by calculating the displacement of the eye centers' midpoint, with regards to its position at a frame where the user faces the avatar frontally. This displacement produces the head pose vector which is a good index of where the user's head is turned towards (see Figure  1) . Normalization with the inter-ocular distance at start-up (in pixels) guarantees that the head pose vector is scale independent. In order to distinguish between displacements caused by head rotations and by translations, the triangle formed by the triplet of the eyes and the mouth is monitored and head pose vector is only calculated when the inter-ocular distance to the eyes-mouth vertical distance changes significantly with regards to a frame where the person is looking frontally. To further suppress error accumulation, the system re-initializes when certain conditions regarding head pose vector length are met: In cases of rapid head rotations that may cause some features to be occluded, when the person comes back to a frontal position, one of the two eye centers might be erroneously tracked, while the other follows the movement of the head. In such cases, the head pose reduces in length and stays fixed when the person is facing the camera frontally. In this case, the system can reinitialize by re-detecting the facial features and restart the tracker. The above step can be seen in Figure 2: With ∥hpv(i)∥ being the head pose vector length at current frame i, a=0.7, b=0.07, n=10. As face detection and facial feature detection run slower than the tracker, video streaming continues normally and the second frame to be processed is the one caught by the camera at real time. However, initialization normally runs at ∼ 3f ps and, thus, pose and expressions practically do not change significantly after initialization. 
Facial features
Facial features are detected in order to model facial expressions. Our approach, as described in detail in [7] achieves robust extraction of facial feature points for nose, eyebrows, eyes and mouth. The face is first located, so that approximate facial feature locations can be estimated from the head position and rotation. Face roll rotation is estimated and corrected and the head is segmented focusing on the following facial areas: left eye/eyebrow, right eye/eyebrow, nose and mouth. Each of those areas, called feature-candidate areas, contains the features whose boundaries need to be extracted for our purposes. Inside the corresponding featurecandidate areas precise feature extraction is performed for each facial feature, i.e. eyes, eyebrows, mouth and nose, using a multi-cue approach, generating a small number of intermediate feature masks. Feature masks generated for each facial feature are fused together to produce the final mask for that feature. The mask fusion process uses anthropometric criteria to perform validation and weight assignment on each intermediate mask; each feature's weighted masks are then fused to produce a final mask along with confidence level estimation. The edges of the final masks are considered to be the extracted feature points as depicted in figure  3 , which in turn are used to calculate MPEG-4 FAPs. 
RECOGNITION CONCEPT
In order recognize facial expressions we need to utilize a classification model that is able to model and learn dynamics, such as a Hidden Markov Model or a recurrent neural network. In this work we are using a recurrent neural network; see Figure 4 . This type of network differs from conventional feed-forward networks in that the first layer has a recurrent connection. The delay in this connection stores values from the previous time step which can be used in the current time step, thus providing the element of memory. Although we are following an approach that only comprises a single layer of recurrent connections, in reality the network has the ability to learn patterns of a greater length as well, as current values are affected by all previous values and not only by the last one. This [4] is a two-layer network with feedback from the first layer output to the first layer input. This recurrent connection allows the Elman network to both detect and generate time-varying patterns. The input layer of the utilized network has 25 neurons (FAPs). The hidden layer has 20 neurons and the output layer has as many neurons as the possible classes corresponding to the facial expressions.
CONCLUSIONS
Current work deals with the incorporation of non-manual cues in automatic sign language recognition. Since facial expressions, eye gaze and signer head pose are used as modifiers for specific signs they should also be included in the automatic recognition phase. Related computer vision methods for extracting low level features (eye gaze and head pose) are discussed and, in a higher level, a classification approach for recognizing facial expressions is introduced. The grammatical and syntactic function of these cues and means of including them in the recognition phase are investigated.
Although the work presented here provides solid basis for further investigation of incorporation of non manual features in the automatic sign language incorporation researching this aspect of sign language recognition is far from complete. Experimental verification of the enhancement of SL recognition with facial expressions, eye gaze and head pose is needed in order to prove and measure the acquired gain. Synchronization issues with manual features and fusion with classification techniques based on these features need to be addressed and investigated.
