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a b s t r a c t
In this paper we study initial boundary value problems that describe reaction–diffusion
phenomena in viscoelastic materials. The mathematical model, represented by an integro-
differential equation coupled with an ordinary differential equation, is analyzed from
theoretical and numerical viewpoints.
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1. Introduction
The aim of this paper is the theoretical and numerical study of the initial boundary value problem (IBVP)
∂u
∂t
= ∇(D1∇u)+
 t
0
e−β(t−s)∇(D2∇u(s)) ds+ f (u, v) inΩ × (0, T ], (1)
∂v
∂t
= g(u, v) inΩ × (0, T ], (2)
whereΩ = (0, 1)× (0, 1), f and g are smooth enough functions and β is a positive constant. Problem (1), (2) is completed
with initial conditions
u(P, 0) = u0(P), P ∈ Ω, v(P, 0) = v0(P), P ∈ Ω, (3)
and boundary conditions of type
D1∇u(P, t)+
 t
0
e−β(t−s)D2∇u(P, s) ds

η(P) = µ(P)uext − u(P, t), P ∈ ∂Ω, t ∈ (0, T ], (4)
where η(P) denotes the exterior unit normal to ∂Ω at P, ∂Ω denotes the boundary ofΩ, µ(P) ≥ 0 and uext stands for the
exterior concentration. Namely we analyze the parabolic or hyperbolic character of the integro-differential equation (1), the
stability of the IBVP (1)–(4) and we present a numerical method giving rise to numerical approximations which exhibit the
qualitative behavior of the continuous solutions.
✩ This work was partially supported by the Centre for Mathematics of the University of Coimbra and Fundação para a Ciência e a Tecnologia, through
European program COMPETE/FEDER, and Projects: PTDC/MAT/74548/2006, UTAustin/MAT/0066/2008.∗ Corresponding author.
E-mail address: ferreira@mat.uc.pt (J.A. Ferreira).
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.12.020
3784 J.A. Ferreira et al. / Journal of Computational and Applied Mathematics 236 (2012) 3783–3795
In (1),Dℓ, ℓ = 1, 2, are 2×2diagonalmatrices,with diagonal elementsDℓ,j, j = 1, 2,which are smooth enough functions,
satisfying the following assumption
Dmax ≥ Dℓ,i(P) ≥ Dmin > 0, P ∈ Ω, ℓ, i = 1, 2. (5)
The integro-differential systems (1), (2) can be used to describe drug delivery from a polymeric matrix when the
diffusive and mechanical properties are coupled (see [1–6]). In this case u and v represent drug concentrations being u
the concentration of the diffusive species, D1, β and D2 are related with the diffusive and viscoelastic properties. The terms
f and g represent reactions that take place in the polymeric matrix. For instance if the drug molecules have affinity with the
monomers then the drug presents two states: bounded and unbounded, representing u and v the concentrations of the free
and bound drug, respectively. In the presence of binding, f and g can be linear functions
f (u, v) = −Kbu+ Kuv, g(u, v) = −f (u, v), (6)
where Kb and Ku are constants associated with binding of permeant to immobilizing sites and release of permeant from
those sites, respectively [7].
Eqs. (1), (2) can be also used to describe the drug release from a polymeric system where the drug is dispersed in the
polymeric matrix and in loaded particles that are homogeneously distributed. In this case Kb = Ku = λ with λ = −CS/V ,
where S and V represent respectively the surface and the volume of the particles and C themass transfer coefficient for drug
transport across the particle surface [8].
The integro-differential system (1), (2) arises from
∂u
∂t
= ∇(D˜1∇u)+∇(E∇σ)+ f (u, v) inΩ × (0, T ],
∂v
∂t
= g(u, v) inΩ × (0, T ],
(7)
where D˜1 and E denote 2× 2 diagonal matrices, and σ stands for the stress and satisfies
∂σ
∂t
+ βσ = αu+ γ ∂u
∂t
inΩ × (0, T ]. (8)
We point out that Eq. (8) is obtained from the Maxwell–Voigt model for the stress σ and strain ϵ
∂σ
∂t
+ βσ = α˜ϵ + γ˜ ∂ϵ
∂t
inΩ × (0, T ], (9)
when it is assumed that the strain ϵ is proportional to the concentration u, ϵ = Ku [9,2,3]. From (8), we obtain
σ(t) = K(α − γ β)
 t
0
e−β(t−s)u(s) ds+ Kγ u(t)+ Kσ(0)e−βt ,
and Eq. (1) is obtained with D1 = D˜1 + Kγ E and D2 = K(α − γ β)E. Even if Eq. (9) does not represent the most general
relation between stress and strain, it accounts for awide range of viscoelastic behaviors. Amore realistic description of some
processes would require the use of a nonlinear relation between stress and strain. However, in the case of drug delivery,
polymeric devices undergo a small strain, so the physics of the problem can be modeled by such a linear relation.
We point out that the first equation of (7) defined on a bounded real interval complemented with Dirichlet boundary
conditions was largely considered in the literature. Without being exhaustive we mention [10–14].
The paper is organized as follows. Section 2 is devoted to the study of the character of the integro-differential equation
(1). The stability analysis of the IBVP (1)–(4) is performed in Section 3. Upper bounds for the L2-norm of (u, v) and the past
in time of the L2-norm of the gradient of u are obtained. The semi-discrete version of the results presented in Section 3
are presented in Section 4. In this section we introduce a semi-discrete approximation that presents the same qualitative
behavior of the continuous solution in the sense that the stability results established can be seen as a discrete versions
of the stability results obtained in Section 3 for the continuous model. The convergence properties of the semi-discrete
approximation are studied and its supraconvergence is concluded.While the truncation error is of second orderwith respect
to the norm ∥ · ∥∞, the global error and its numerical gradients remains with second convergence order with respect to a
discrete L2-norm. In Section 5 the fully discrete method is studied. In Section 6 some numerical simulations are included
which lead to a better understanding of the influence of viscoelasticity, binding and transference phenomena.
2. The parabolic–hyperbolic character of the integro-differential equation
In order to gain some insight on the nature of the integro-equation (1), we consider in this section constant coefficients,
f = 0 and the natural boundary conditions (4) replaced by homogeneous Dirichlet boundary conditions, that is, we study
the following IBVP
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∂u
∂t
= D11u+ D2
 t
0
e−β(t−s)1u(s) ds inΩ × (0, T ],
u(P, 0) = u0(P), P ∈ Ω,
u(P, t) = 0, (P, t) ∈ ∂Ω × (0, T ],
(10)
and we establish in Theorem 1 that (10) is parabolic dominant in the sense that the expression of the analytic solution has a
finite number of terms that characterize the solution of pure hyperbolic equations. We start by establishing the equivalence
between (10) and the mixed boundary value problem.
By L2(Ω) we represent the usual space of functions p defined in Ω such that

Ω
p(x)2 dx < ∞. By (·, ·) we denote the
inner product in L2(Ω) representing ∥ · ∥ the norm induced by such inner product.
As the solution of (10) is obtained with Fourier analysis we take Ω = (0, ℓ) for a sake of clarity. We use the following
notations:f (n) = 2
ℓ
 ℓ
0 f (x) sin(
nπ
ℓ
x) dx, for f ∈ L2(0, ℓ),
n± =

± 1
D1

(2D2 + βD1)+

D22 + D1D2β

, δ±(n) = 12

−
nπ
ℓ
2
D1 + β

±δi(n) ,
where δi(n) = (( nπℓ )2D1 + β)2 − 4( nπℓ )2(D2 + βD1).
Theorem 1. Let u0 ∈ L2(Ω) be such that u′′′0 ∈ L2(0, ℓ) and u0(0) = u0(ℓ) = u′′0(0) = u′′0(ℓ) = 0. Then
u(x, t) =

n≤n−,n>n+

Aneδ−(n)t + Bneδ+(n)t

sin
nπ
ℓ
x

+

n−<n≤n+
e
1
2 (δ+(n)+δ−(n))t

An cos(t
−δi(n))+ Bn sin(t−δi(n)) sin nπ
ℓ
x

(11)
with
An =

δ+(n)u0(n)− D1u′′0(n)
δ+(n)− δ−(n) , n ≤ n−, n > n+,u0(n), n− < n ≤ n+, (12)
Bn =

D1u′′0(n)− δ−(n)u0(n)
δ+(n)− δ−(n) , n ≤ n−, n > n+,
D1u′′0(n)− 12 (δ+(n)− δ−(n))u0(n)√−δi(n) , n− < n ≤ n+,
(13)
satisfies, for x ∈ [0, ℓ], t ∈ (0, T ], is a solution of the IBVP (10) in the sense that u : [0, ℓ] × (0, T ] → R satisfies the
integro-differential equation, the boundary conditions and
lim
t→0+
u(x, t) = u0(x), x ∈ (0, ℓ). (14)
Proof. Using the method of separation of variables it is easy to establish for u the expression given by (11) with the
coefficients An and Bn defined by (12) and (13), respectively. The existence of continuous partial derivatives ∂u∂t ,
∂ iu
∂xi
, i = 1, 2,
is a consequence of the conditions imposed to u0, namely, u′′′0 ∈ L2(0, ℓ) and u0(0) = u0(ℓ) = u′′0(0) = u′′0(ℓ) = 0.
In order to prove that (14) holds we start by noting that the following representation holds
u(x, t)− u0(x) = S1(x, t)+ S2(x, t)+ S3(x, t) (15)
where
S1(x, t) = t

n≤n−,n>n+
u0(n) δ+(n)δ−(n)
δ+(n)− δ−(n)

eδ+(n)t1 − eδ−(n)t2 sin nπ
ℓ
x

,
S2(x, t) = tD1

n≤n−,n>n+
u′′0 δ+(n)eδ+(n)t3 − δ−(n)eδ−(n)t4δ+(n)− δ−(n) sin
nπ
ℓ
x

,
S3(x, t) =

n−<n≤n+
u0(n)e 12 (δ+(n)+δ−(n))t cos(t−δi(n))− 1 sin nπ
ℓ
x

+

n−<n≤n+
Bne
1
2 (δ+(n)+δ−(n))t sin(t
−δi(n)) sin nπ
ℓ
x

.
where ti ∈ (0, t), i = 1, 2, 3, 4.
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As |S1(x, t)| ≤ |t|C1n 1n2 ∥u′0∥2, |S2(x, t)| ≤ |t|C2n 1n4 ∥u′′′0 ∥2, for some positive constants C1, C2, x and t independent,
and limt→0+ S3(x, t) = 0 uniformly in [0, ℓ], we conclude that (14) holds. 
We remark that based on the representation (11) for the solution of (10) we can say that the equation of this IBVP has
duple character: parabolic and hyperbolic being dominated by the first one. In fact, its solution is split into the sum of two
sums: an infinite sum of terms that are characteristic of solutions of parabolic equations and a finite sum of terms that are
characteristic of solutions of hyperbolic ones.
The result obtained here is a natural extension of the one obtained in [14] where the IBVP (10) with D1 = 0 was studied.
The representation obtained therein for the solution of the integro-differential problem differs from the one established
here. More precisely, the solution of (10) for D1 = 0 is split into the sum of two sums: an infinite sum of terms that are
characteristic of solutions of hyperbolic equations and a finite sum of terms that are characteristic of solutions of parabolic
ones. We can say that the integro-differential equation of (10) with D1 = 0 is dominated by its hyperbolic character while
it is dominated by its parabolic character when D1 ≠ 0.
3. Stability analysis
We denote by L2(0, T , V ), where V = H1(Ω) or V = L2(Ω), space of functions p defined in Ω × [0, T ] and such that,
p(t) ∈ V and  T0 ∥p(t)∥2V dt <∞. Let (u, v) ∈ L2(0, T ,H1(Ω))× L2(0, T , L2(Ω)) be a solution of the following system
∂u
∂t
(t), w1

= −(D1∇u(t),∇w1)−
 t
0
e−β(t−s)(D2∇u(s),∇w1) ds
+ (µ(uext − u(t)), w1)∂Ω + (f (u(t), v(t)), w1), ∀w1 ∈ H1(Ω), (16)
∂v
∂t
(t), w2

= (g(u(t), v(t)), w2), ∀w2 ∈ L2(Ω). (17)
In (16), (∇w,∇q) = 
Ω
∇w∇q dxdy, for w, q ∈ H1(Ω), and (·, ·)∂Ω denotes the usual inner product in L2(∂Ω). We
remark that problem (16) is established by multiplying, with respect to the inner product (·, ·), both members of Eq. (1), by
w1 ∈ H1(Ω) and considering the boundary conditions for u.
LetΩ∗ be a closed subset ofR2 such that {(u(P, t), v(P, t)), P ∈ Ω, t ∈ [0, T ]} ⊆ Ω∗ andwe use the following notations
fx,max = max
P∈Ω∗
∂ f
∂x
(P), f 2y,max = maxP∈Ω∗
∂ f
∂y
(P)2, g2x,max = maxP∈Ω∗
∂g
∂x
(P)2, gy,max = max
P∈Ω∗
∂g
∂y
(P).
Let D be a diagonal matrix with non negative entries. By
√
D we represent the square root of D, in this case, is given by the
diagonal matrix whose entries are the square root of the entries of D.
As this section is devoted to a stability analysis of the IBVP (1)–(4), with respect to perturbations of the initial conditions,
we assume that uext = 0. We establish in what follows an estimate for the energy functional E∇(t) = ∥u(t)∥2 + ∥v(t)∥2 + t
0 ∥∇u(s)∥2 ds, t ∈ [0, T ],with ∥∇u(s)∥2 = (∇u(s),∇u(s)).
Theorem 2. Let (u, v) ∈ L2(0, T ,H1(Ω)) × L2(0, T , L2(Ω)) be a solution of the variational problem (16), (17) and (3). If
f (0, 0) = g(0, 0) = 0, then
E∇(t) ≤ 1min{1, 2(Dmin − ζ 2)} e
max

2Φ,
D22,max
8βζ2(Dmin−ζ2)

t
(∥u0∥2 + ∥v0∥2), (18)
where ζ ≠ 0 satisfies
Dmin − ζ 2 > 0 (19)
and
Φ = max

fx,max + ϵ2 + 14ϵ2 g
2
x,max, gy,max + ϵ2 +
1
4ϵ2
f 2y,max

, (20)
being ϵ ≠ 0, an arbitrary constant.
Proof. Taking in (16) and (17)w1 = u(t) andw2 = v(t), respectively, we easily obtain
1
2
d
dt
∥u(t)∥2 = −(D1∇u(t),∇u(t))−
 t
0
e−β(t−s)(D2∇u(s),∇u(t)) ds
− (µu(t), u(t))∂Ω + (f (u(t), v(t)), u(t)), (21)
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and
1
2
d
dt
∥v(t)∥2 = (g(u(t), v(t)), v(t)).
As
−
 t
0
e−β(t−s)(D2∇u(s),∇u(t)) ds ≤ 18ζ 2β

1− e−2βtD22,max  t
0
∥∇u(s)∥2 ds+ ζ 2∥∇u(t)∥2, ∀ζ ≠ 0,
(f (u(t), v(t)), u(t)) ≤

fx,max + ϵ2

∥u(t)∥2 + 1
4ϵ2
f 2y,max∥v(t)∥2
and
(g(u(t), v(t)), v(t)) ≤

gy,max + ϵ2

∥v(t)∥2 + 1
4ϵ2
g2x,max∥u(t)∥2,
where ϵ ≠ 0 is an arbitrary constant, we deduce
d
dt
(∥u(t)∥2 + ∥v(t)∥2)+ 2(Dmin − ζ 2)∥∇u(t)∥2 ≤
D22,max
4ζ 2β
 t
0
∥∇u(s)∥2ds+ 2Φ(∥u(t)∥2 + ∥v(t)∥2) (22)
whereΦ is defined by (20).
If we fix ζ satisfying (19) then, for E˜∇(t) := ∥u(t)∥2 + ∥v(t)∥2 + 2(Dmin − ζ 2)
 t
0 ∥∇u(s)∥2 ds, we obtain E˜∇(t)′ ≤
max{2Φ, D
2
2,max
8ζ 2(Dmin−ζ 2) }E˜∇(t),which leads to (18). 
We remark that, from the upper bound (18), we conclude that E∇(t) is bounded when t ∈ [0, T ], independently of the
sign of the partial derivatives of f and g . This conclusion also holds if we do not take into account the viscoelastic effect in
the diffusion phenomena. In fact, in this case it can be shown that
E∇(t) ≤ 1min{1,Dmin} e
max{0,2Φ}t∥u0∥2 + ∥v0∥2.
We have
d
dt
 t
0
e−β(t−s)

D2∇u(s)ds
2 = 2  t
0
e−β(t−s)(D2∇u(s),∇u(t)) ds− 2β
 t
0
e−β(t−s)

D2∇u(s)ds
2 .
Considering the above representation in (21) we obtain
d
dt

∥u(t)∥2 + ∥v(t)∥2 + 2
 t
0
D1∇u(s)2 ds+  t
0
e−β(t−s)

D2∇u(s)ds
2

≤ −2β
 t
0
e−β(t−s)

D2∇u(s)ds
2 + 2Φ(∥u(t)∥2 + ∥v(t)∥2). (23)
Inequality (23) enables us to state an analogous estimation for
E∇,me(t) = ∥u(t)∥2 + ∥v(t)∥2 +
 t
0
∥∇u(s)∥2 ds+
 t
0
e−β(t−s)∇u(s) ds
2 , t ∈ [0, T ].
Theorem 3. Let (u, v) ∈ L2(0, T ,H1(Ω)) × L2(0, T , L2(Ω)) be a solution of the variational problems (16), (17) and (3). If
f (0, 0) = g(0, 0) = 0, then
E∇,me(t) ≤ 1min{1,Dmin} e
t max{0,2Φ}(∥u0∥2 + ∥v0∥2), (24)
whereΦ is defined by (20). 
If we fix ϵ ≠ 0, fx < 0 and gy < 0 such that
fx,max < −

ϵ2 + 1
4ϵ2
g2x,max

, gy,max < −

ϵ2 + 1
4ϵ2
f 2y,max

, (25)
holds, then, from Theorem 3, we conclude that E∇,me(t) ≤ 1min{1,D1,min} (∥u0∥2 + ∥v0∥2).
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If the viscoelastic effect is not considered, under appropriate conditions on the reaction terms f and g , it can be shown
that ∥u(t)∥2 + ∥v(t)∥2 → 0, t → +∞. We show now that the same convergence holds for the solution of (16), (17) and
(3). In fact, if in (21) the term−∥√D1∇u(t)∥2 is neglected, we obtain
d
dt

∥u(t)∥2 + ∥v(t)∥2 +
 t
0
e−β(t−s)

D2∇u(s)ds
2

≤ −2β
 t
0
e−β(t−s)

D2∇u(s)ds
2 + 2Φ(∥u(t)∥2 + ∥v(t)∥2),
that leads to a similar estimation for
Eme(t) = ∥u(t)∥2 + ∥v(t)∥2 +
 t
0
e−β(t−s)∇u(s) ds
2 , t ∈ [0, T ],
which is presented in the next result.
Theorem 4. Let (u, v) ∈ L2(0, T ,H1(Ω)) × L2(0, T , L2(Ω)) be a solution of the variational problems (16), (17) and (3). If
f (0, 0) = g(0, 0) = 0 then
Ei(t) ≤ 1min{1,Dmin} e
2t max{−β,Φ}(∥u0∥2 + ∥v0∥2), (26)
whereΦ is given by (20). 
If, for instance, the reactions f and g satisfy (25) then Eme(t)→ 0, t →+∞.
4. Semi-discrete FDM for reaction–diffusion in polymers
In this section we present a numerical method to compute the solution of the IBVP (1)–(4) and we establish its stability
and its convergence.
Let h and k be defined by h = 1Nh , k = 1Nk , respectively. We start by introducing one dimensional grids {xi = ih, i =
−1, . . . ,Nh+1} and {yj = jk, j = −1, . . . ,Nk+1}. LetΩH be the grid introduced inΩ defined byΩH = {Pi,j = (xi, yj), i =
0, . . . ,Nh, j = 0, . . . ,Nk}. By ∂ΩH ,VH ,Ω∗H and CH we denote the following sets: ∂ΩH = ∂Ω ∩ΩH ,
VH = {(xi, yj), i = −1,Nh + 1, j = 0, . . . ,Nk, i = 0, . . . ,Nh, j = −1,Nk + 1},
Ω
∗
H = ΩH ∪ VH ,CH = {(xi, yj), i = 0,Nh, j = 0,Nk}.
We represent by WH(Ω
∗
H) and WH(ΩH) the space of grid functions defined in Ω
∗
H and ΩH , respectively. We use the
following notations ∇HwH = (D−xwH ,D−ywH),∇∗HwH = (DxwH ,DywH) and
Dℓ,ηxuh(xi, yj) =
1
2

Dℓ,1(xi+1/2, yj)D−xuH(xi+1, yj)+ Dℓ,1(xi−1/2, yj)D−xuH(xi, yj)

, i = 0,Nh, j = 0, . . . ,Nk,
Dℓ,ηyuh(xi, yj) =
1
2

Dℓ,2(xi, yj+1/2)D−yuH(xi, yj+1)+ Dℓ,2(xi, yj−1/2)D−yuH(xi, yj)

, i = 0, . . . ,Nh, j = 0,Nk,
where Dℓ,j, j = 1, 2, are the entries of the diagonal matrices Dℓ, ℓ = 1, 2, xi±1/2 = xi± h2 , yj±1/2 = yj± k2 ,D−x,D−y denote
the backward finite difference operators in x and y, respectively, and Dx,Dy denote the forward finite difference operators
in x and y, respectively.
To compute semi-discrete approximations uH(t) ∈ WH(Ω∗H), vH(t) ∈ WH(ΩH), we solve the differential system
duH
dt
(t) = ∇∗H(D1,H∇HuH(t))+
 t
0
e−β(t−s)∇∗H(D2,H∇HuH(s)) ds+ f (uH(t), vH(t)) inΩH , (27)
dvH
dt
(t) = g(uH(t), vH(t)) inΩH , (28)
with the natural boundary conditions
D1,ηuH(t)+
 t
0
e−β(t−s)D2,ηuH(s) ds = µ(uext − uH(t)) on ∂ΩH , (29)
where
Dℓ,ηuH(P) =

ηxDℓ,ηxuH(P), P = (xi, yj), i = 0,Nh, j = 0, . . . ,Nk
ηyDℓ,ηyuH(P), P = (xi, yj), i = 0, . . . ,Nh, j = 0,Nk, ℓ = 1, 2,
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and the initial conditions
uH(P, 0) = u0,H(P), P ∈ ΩH , vH(P, 0) = v0,H(P), P ∈ ΩH . (30)
We prove in what follows that uH(t) ∈ WH(Ω∗H), vH(t) ∈ WH(ΩH), can be seen as approximations of u(t) ∈ H1(Ω) and
v(t) ∈ L2(Ω) that satisfy (16), (17) with initial condition (3). In order to establish such a result we introduce the following
notations: for wH , qH ∈ WH(ΩH) let (wH , qH)ΩH , be defined by (wH , qH)ΩH =

P∈ΩH µ1(P)wH(P)qH(P) where µ1(P) is
defined by µ1 = hk onΩH , µ1 = hk2 on ∂ΩH − CH and µ1 = hk4 on CH ,
(wH , qH)x =
Nh
i=1
Nk−1
j=1
hkwH(xi, yj)qH(xi, yj)+
Nh
i=1

j=0,Nk
hk
2
wH(xi, yj)qH(xi, yj),
(wH , qH)y =
Nh−1
i=1
Nk
j=1
hkwH(xi, yj)qH(xi, yj)+

i=0,Nh
Nk
j=1
hk
2
wH(xi, yj)qH(xi, yj),
(∇HwH ,∇HqH)H = (D−xwH ,D−xqH)x + (D−ywH ,D−yqH)y and ∥∇HwH∥2 = (∇Hwh,∇Hwh)H .
Using summation by parts it can be shown that, forw1,H ∈ WH(ΩH), we have
(∇∗H(Dℓ,H∇HuH(t)), w1,H)ΩH = −(Dℓ,H∇HuH(t),∇Hw1,H)H + (Dℓ,ηuH , w1,H)∂ΩH , (31)
for ℓ = 1, 2, where
(wH , qH)∂ΩH =

P∈∂ΩH
µ2(P)wH(P)qH(P), (32)
with µ2(P) = h if P ∉ CH and belonging to a side of ∂Ω parallel to the x-axis, µ2(p) = k if P ∉ CH and is on a side of ∂Ω
parallel to the y-axis and µ2(P) = h+k2 if P ∈ CH .
By WH(∂ΩH) we represent the space of grid functions defined on ∂ΩH where we consider the inner product (32). By
∥ · ∥∂ΩH we denote the norm induced by this inner product.
Multiplying the finite difference equation (27), with respect to the inner product (·, ·)ΩH , byw1,H ∈ WH(ΩH) and using
(31) and (29) we easily establish that uH(t) satisfies the following variational equation
duH
dt
(t), w1,H

ΩH
= −(D1,H∇HuH(t),∇Hw1,H)H −
 t
0
e−β(t−s)(D2,H∇HuH(s),∇Hw1,H)H ds
+ (µ(uext − uH(t)), w1,H)∂ΩH + (f (uH(t), vH(t)), w1,H)ΩH , ∀w1,H ∈ WH(ΩH). (33)
Analogously, we easily get
dvH
dt
(t), w2,H

ΩH
= (g(uH(t), vH(t)), w2,H)ΩH , ∀w2,H ∈ WH(ΩH). (34)
We proved that if uH(t) ∈ WH(Ω∗H), vH(t) ∈ WH(ΩH) satisfy (27), (28), (30), then uH(t) and vH(t) are solutions
of the discrete variational equations (33), (34). We remark that the two last discrete variational equations are natural
discretizations of the corresponding continuous variational equations (16) and (17) respectively.
In what concerns the stability analysis of the finite difference scheme (27), (28), (30), with respect to perturbations of
the initial condition, we state in what follows discrete versions of Theorems 2–4.
By L2(0, T ,WH(ΩH)) we denote the space of functions wH defined in ΩH × [0, T ] such that
 T
0 ∥wH(s)∥2ΩH ds < ∞,
where ∥ · ∥ΩH denotes the norm induced by the inner product (·, ·)ΩH .
We assume that uH(t) ∈ WH(Ω∗H) and vH ∈ L2(0, T ,WH(ΩH)). Let us consider semi-discrete approximations for
E∇(t), E∇,me(t) and Eme(t) defined by
E∇H (t) = ∥uH(t)∥2ΩH + ∥vH(t)∥
2
ΩH
+
 t
0
∥∇HuH(s)∥2H ds,
E∇H ,me(t) = ∥uH(t)∥2ΩH + ∥vH(t)∥
2
ΩH
+
 t
0
∥∇HuH(s)∥2H ds+
 t
0
e−β(t−s)∇HuH(s) ds
2
H
,
EH,me(t) = ∥uH(t)∥2ΩH + ∥vH(t)∥
2
ΩH
+
 t
0
e−β(t−s)∇HuH(s) ds
2
H
,
for t ∈ [0, T ].
Theorem 5. Let uH(t) ∈ WH(Ω∗H), t ∈ [0, T ], be such that uh ∈ L2(0, T ,WH(ΩH)) and let vh ∈ L2(0, T ,WH(ΩH)).
If uH , vH satisfy the discrete variational problems (33), (34), (30) with uext = 0 and f (0, 0) = g(0, 0) = 0, then,
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for t ∈ [0, T ],
1.
E∇H (t) ≤
1
min{1, 2(D1 − ζ 2)} e
max

2Φ,
D22,max
8βζ2(Dmin−ζ2)

t 
∥u0,H∥2ΩH + ∥v0,H∥
2
ΩH

, (35)
where ζ ≠ 0 satisfies (19);
2.
E∇H ,me(t) ≤
1
min{1,Dmin} e
t max{0,2Φ}

∥u0,H∥2ΩH + ∥v0,H∥
2
ΩH

, (36)
3.
EH,me(t) ≤ 1min{1,Dmin} e
2t max{−β,Φ}

∥u0,H∥2ΩH + ∥v0,H∥
2
ΩH

, (37)
whereΦ is defined by (20). 
From Theorem 5we conclude that the semi-discrete approximations uH(t) and vH(t) present the same qualitative behavior
of the continuous solutions u(t) and v(t). Let us now establish the convergence order of these approximations. We define
the error induced by the spatial disctretization by EH,u(t) = RHu(t)−uH(t) and EH,v(t) = RHv(t)−vH(t), where RH denotes
the restriction operator, RH : C(Ω) → WH , RHv(xi, yj) = v(xi, yj), (xi, yj) ∈ ΩH . By TH(t) and T∂Ω(t) we represent the
truncation errors corresponding to the discretization in ΩH and on ∂ΩH , that is, associated with (27), (29) respectively. It
can be shown that for EH,u(t), EH,v(t), TH(t) and TH,∂Ω(t) holds the following equation
1
2
d
dt

∥EH,u(t)∥2ΩH + ∥EH,v(t)∥
2
ΩH

= −(D1,H∇HEH,u(t),∇HEH,u(t))H
−
 t
0
e−β(t−s)(D2,H∇HEH,u(s),∇HEH,u(t))H ds− (µEH,u(t), EH,u(t))∂ΩH
+ (f (u(t), v(t))− f (uH(t), vH(t)), EH,u(t))ΩH + (g(u(t), v(t))− g(uH(t), vH(t)), EH,v(t))ΩH
+ (TH(t), EH,u(t))ΩH + (TH,∂Ω(t), EH,u(t))∂ΩH .
As
−(µEH,u(t), EH,u(t))∂ΩH + (TH,∂Ω(t), EH,u(t))∂ΩH ≤
1
4µmin
∥TH,∂Ω(t)∥2∂ΩH ,
we deduce
d
dt

∥EH,u(t)∥2ΩH + ∥EH,v(t)∥
2
ΩH

≤ −2(D1,H∇HEH,u,∇HEH,u)H − 2
 t
0
e−β(t−s)(D2,H∇HEH,u(s),∇HEH,u(t))H ds
+ (2Φ + 1)∥EH,u(t)∥2ΩH + ∥EH,v(t)∥2ΩH + ∥TH(t)∥2ΩH + 12µmin ∥TH,∂Ω(t)∥2∂ΩH
that leads to:
Theorem 6. Let uH(t) ∈ WH(Ω∗H), for t ∈ [0, T ], uH ∈ L2(0, T ,WH(ΩH)), and let vH ∈ L2(0, T ,WH(ΩH)) be solutions of
the variational problems (27), (28), (29) and let u ∈ L2(0, T ,H1(Ω)), v ∈ L2(0, T , L2(Ω)) be smooth enough solutions of the
variational problem (16), (17). Then, for
E∇H ,me(t) = ∥EH,u(t)∥2ΩH + ∥EH,v(t)∥
2
ΩH
+
 t
0
∥∇HEH,u(s)∥2H ds+
 t
0
e−β(t−s)∇HEH,u(s)
2
H
ds,
we have,
E∇H ,me(t) ≤
1
min{1,Dmin} e
t max{0,2Φ+1}

∥RHu0 − u0,H∥2ΩH + ∥RHv0 − v0,H∥
2
ΩH

+ 1
min{1,Dmin}
 t
0
emax{0,2Φ+1}(t−s)

∥TH(t)∥2ΩH +
1
2µmin
∥TH,∂Ω(t)∥2∂ΩH

ds, (38)
for t ∈ [0, T ], whereΦ is defined by (20). 
Assuming that u and v are smooth enough, we have ∥TH(t)∥ΩH = O(H2max), ∥TH,∂Ω(t)∥∂ΩH = O(H2max), with Hmax =
max{h, k}, and consequently
• ∥EH,u(t)∥ΩH = O(H2max), ∥EH,v(t)∥ΩH = O(H2max),
•  t0 ∥∇HEH,u(s)∥2H ds = O(H4max), ∥  t0 e−β(t−s)∇HEH,u(s)∥2H ds = O(H4max).
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As the truncation error is of second order, the two last estimates are nonstandard. In fact from ∥TH(t)∥ΩH = O(H2max),
∥TH,∂Ω(t)∥∂ΩH = O(H2max), using stability we expect that ∥∇HEH,u(t)∥H = O(Hmax)which contradicts the proved estimate.
5. Fully discrete FDM for reaction–diffusion in polymers
In this section we analyze a fully discrete FDM that can be obtained combining the spatial discretization studied in the
last section with an implicit Euler’s method to integrate in time and a rectangular rule to discretize the time integral term.
Let {tn, n = 0, . . . ,N1t} be a uniform grid in [0, T ] such that t0 = 0, tN1t = T and tn − tn−1 = 1t .
For each n = 1, . . . ,N1t , let unH , vnH ∈ WH(ΩH) be such that unh ∈ WH(Ω∗H) and
un+1H − unH
1t
= ∇∗H .(D1,H∇Hun+1H )+1t
n+1
j=0
e−β(tn+1−tj)∇∗H .(D2,H∇HujH)+ f (un+1H , vn+1H ) inΩH , (39)
vn+1H − vnH
1t
= g(un+1H , vn+1H ) inΩH , (40)
D1,ηun+1H +1t
n+1
j=1
e−β(tn+1−tj)D2,ηujH = µ(uext − un+1H ) on ∂ΩH , (41)
and
u0H(P) = u0,H(P), P ∈ ΩH , v0H(P) = v0,H(P), P ∈ ΩH . (42)
Analogously to the previous section, it can be shown, for the fully discrete FDM, that if unH ∈ WH(Ω∗H), vnH ∈ WH(ΩH) are
solutions of the initial boundary value problem (39)–(41) then
(un+1H , w1,H)ΩH = (unH , w1,H)ΩH −1t(D1,H∇Hun+1H ,∇Hw1,H)H
−1t2
n+1
j=1
e−β(tn+1−tj)(D2,H∇HujH ,∇Hw1,H)H +1t(µ(uext − un+1H ), w1,H)∂ΩH
+1t(f (un+1H , vn+1H ), w1,H)ΩH , ∀w1,H ∈ WH(ΩH), (43)
and
(vn+1H , w2,H)ΩH = (vnH , w2,H)ΩH +1t(g(un+1H , vn+1H ), w2,H)ΩH , ∀w2,H ∈ WH(ΩH), (44)
for n = 0, . . . ,N1t − 1, with the initial condition (42).
The fully discrete variational problem (43), (44) can be obtained from (33), (34) considering in this last problem t = tn+1,
replacing the time derivative by the backward finite difference and applying the right rectangle rule to the time integral
term. For each n, unH ∈ WH(Ω∗H), vnH ∈ WH(ΩH) are approximations for the solution of (16), (17), (3) at t = tn.
As in what follows we study the stability of the fully discrete scheme (43), (44) which is equivalent to (39), (40), we
assume that uext = 0 and we define
En+1H = ∥un+1H ∥2ΩH + ∥v
n+1
H ∥2ΩH +1t∥∇Hu
n+1
H ∥2H +1t2∥∇Hun+1H ∥2H +
1t n+1
j=1
e−β(tn+1−tj)∇HujH

2
H
. (45)
Theorem 7. Let unH ∈ WH(Ω∗H), vnH ∈ WH(ΩH) be a solution of (43), (44), (42) with uext = 0. If f (0, 0) = g(0, 0) = 0, then
En+1H ≤
max{1,Dmax}
max{1,Dmin}min{1, 1− 21tΦ}n+1

∥u0h∥2ΩH + ∥v
0
H∥2ΩH

, (46)
for n = 0, . . . ,N1t − 1, provided that
1− 21tΦ > 0, (47)
withΦ defined by (20).
Proof. We start by considering n = 1, . . . ,N1t − 1. As
n+1
j=1
e−β(tn+1−tj)D2,H∇HujH ,∇Hun+1H

H
= 1
2
n+1
j=1
e−β(tn+1−tj)

D2,H∇HujH

2
H
− 1
2
e−2β1t
 n
j=1
e−β(tn−tj)

D2,H∇HujH

2
H
+ 1
2
D2,H∇un+1H 2H ,
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from (43), (44) withw1,H = un+1H andw2,H = vn+1H , we deduce
min{1, 1− 21tΦ}E˜n+1H ≤ E˜nH , (48)
for n = 1, . . . ,N1t − 1, where E˜ jH is defined by (45) by replacing1t∥∇HujH∥2H by1t∥

D1,H∇HujH∥2H and the other discrete
gradient ∇HuiH by

D2,H∇HuiH . From (48) we conclude that, for1t satisfying (47),
E˜n+1H ≤ min{1, 1− 21tΦ}−nE˜1H . (49)
E˜1H ≤ min{1, 1− 21tΦ}−1

∥u0H∥2ΩH + ∥v
0
H∥2ΩH

. (50)
Finally, from (49), (50) we conclude (46). 
The stability behavior depends on the stability factor Si(1t) = min{1, 1 − 21tΦ}−1. We remark that, if Φ is negative
then Si(1t) = 1 and the method (39), (40) is unconditionally stable. Otherwise Si(1t)n+1 ≤ e
2TΦ
1−21t0Φ , for 1t ∈ (0,1t0),
where1t0 satisfies (47). This means that the method (39), (40) is conditionally stable.
The convergence of the finite difference scheme is studied in what follows. By En+1H,u , E
n+1
H,v we represent the errors for u
and v at t = tn+1, respectively, which satisfy
(En+1H,u , w1,H)ΩH = (EnH,u, w1,H)ΩH −1t(D1,H∇HEn+1H,u ,∇Hw1,H)H
−1t2
n+1
j=1
e−β(tn+1−tj)(D2,H∇HE jH,u,∇Hw1,H)H −1t(µEn+1H,u , w1,H)∂ΩH
+1t(f (RHu(tn+1), RHv(tn+1))− f (un+1H , vn+1H ), w1,H)ΩH
+1t(T n+1H,u , w1,H)ΩH +1t(T n+1∂ΩH , w1,H)∂ΩH , ∀w1,H ∈ WH(ΩH), (51)
and
(En+1H,v , w2,H)ΩH = (EnH,v, w2,H)ΩH +1t(g(RHu(tn+1), RHv(tn+1))− g(un+1H , vn+1H ), w2,H)ΩH
+1t(T n+1H,v , w2,H)ΩH , ∀w2,H ∈ WH(ΩH), (52)
where T n+1H,u , T
n+1
∂ΩH
, T n+1H,v represent the truncation errors induced by the considered discretizations.
Following the proof of the stability result in Theorem 7, the convergence of the finite difference scheme (27)–(30) can be
shown.
Theorem 8. Let unH ∈ WH(Ω∗H), vnH ∈ WH(ΩH) be a solution of (27)–(30) and let u and v be smooth enough solutions of the
IBVP (1)–(3). Then, for
En+1H,∇H = ∥En+1H,u ∥2ΩH + ∥E
n+1
H,v ∥2ΩH +1t∥∇HE
n+1
H,u ∥2 +1t2∥∇HEn+1H,u ∥2H +
1t n+1
j=1
e−β(tn+1−tj)∇HE jH,u

2
H
holds the following
En+1H,∇H ≤
max{1,Dmax}
min{1,Dmin}

∥E0H,u∥2ΩH + ∥E
0
H,v∥2ΩH + (n+ 1)1t maxj=1,...,n+1 T
j
H

, (53)
for all1t such that N1t1t = T , if (Φ + 1) ≤ 0. Otherwise
En+1H,∇H ≤
max{1,Dmax}
min{1,Dmin} e
(n+1)1t 2(Φ+1)1−1t02(Φ+1)

∥E0H,u∥2ΩH + ∥E
0
H,v∥2ΩH

+ max
j=1,...,n+1
T jH
1
2(Φ + 1)

e(n+1)1t
2(Φ+1)
1−1t02(Φ+1) − 1

, (54)
for 1t ∈ (0,1t0), with1t0 such that 1− 21t0(Φ + 1) > 0.
In (53), (54), T jH = ∥T jH,v∥2ΩH + ∥T
j
H,u∥2ΩH + ∥T
j
∂ΩH
∥2∂ΩH , andΦ is defined by (20). 
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Table 1
EnH,∇H for different step-size vectors H .
h = k 0.5× 10−1 0.25× 10−1 0.125× 10−1 0.625× 10−2 0.3125×10−2
EH,∇H 3.2915× 10−6 1.2666× 10−6 3.70439× 10−7 7.0439× 10−8 1.2880×10−8
Table 2
EnH,∇H for different time step-sizes1t .
1t 10−4 5× 10−5 10−5
EH,∇H 5.6687× 10−7 2.2739× 10−7 7.0439×10−8
Fig. 1. Plots of numerical approximations for u and v at t = 1 obtained with method (27)–(30).
6. Numerical simulations
In the previous section, the numerical method (27)–(30) was introduced to compute an approximation for the IBVP
(1)–(3). This method is stable and the numerical approximations present unexpected convergence properties. In Table 1
we illustrate the behavior of the error EnH,∇H for different step-size vectors H when the time step-size is fixed, T =
0.001, f (u, v) = 0.1(v − u), g(u, v) = −f (u, v), u0 = 0.9, v0 = 0.1, α = 0.02, a = b = c = d = 0.01, β = 1 and
1t = 10−5. The error was computed using a reference solution obtained with h = k = 1.5625× 10−3 and1t = 10−6. In
this table, EH,∇H is defined by
EH,∇H = maxn=0,...,N1t E
n
H,∇H .
Table 2 illustrates the behavior of the error EnH,∇H for different time step-sizes1t when h = k = 0.625× 10−2 are fixed.
We consider the data of the IBVP (1)–(3) used in the numerical results presented in Table 1.
We recall that the IBVP (1)–(3) can be viewed as amodel of a delivery process froma viscoelasticmaterialwhere reactions
can occur between the matrix and the penetrant.
In all numerical experiments we take h = k = 0.05 and 1t = 0.01. We start by considering f (u, v) = 0.1(−u +
v), g(u, v) = −f (u, v) and u0 = 0.9, v0 = 0.1, β = 1, µ = 0.02, uext = 0, and the diagonal matrices D1 and
D2 with diagonal entries equal to 0.25. In Fig. 1 we present the plots of u and v at t = 1. The evolution of u in time is
illustrated in Fig. 2. As we consider D1 = D2 = 0.25I , we observe that the diffusion process is symmetric with respect to
(0.5, 0.5).
The dependence of u on the diffusion coefficients is illustrated in Fig. 3. In Fig. 3(a) we plot u at t = 0.5 for u0 = 0.9, v0 =
0.1, β = 1, µ = 0.02, uext = 0 and Dℓ,i = 0.25, ℓ, i = 1, 2. In Fig. 3(b) we plot uwhen D1 = D2 with D1,1 = D2,1 = 0.25
and D1,2 = D2,2 = 0.1. From these two figures we conclude that lower diffusion coefficients lead to a delay on the delivery
being the delay greater in the x direction corresponding to lower diffusion coefficients.
Finally, in Fig. 4 we plot the solution of (1)–(4) for the nonlinear reaction terms f (u, v) = −u2+ v2, g(u, v) = −f (u, v),
with u0 = 0.9, v0 = 0.1, β = 1, µ = 0.2, uext = 0 and Dℓ,i = 0.25, ℓ, i = 1, 2.
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Fig. 2. Plots of the numerical approximations for u at t = 0.05, 0.1, 0.5, obtained with method (27)–(30).
a b
Fig. 3. Plots of the numerical approximations for u at t = 0.5 for different diffusion coefficients: (a) Dℓ,i = 0.25, ℓ, i = 1, 2, (b) D1 = D2 with
D1,1 = D2,1 = 0.25 and D1,2 = D2,2 = 0.1.
Fig. 4. Plots of the numerical approximation for u at t = 0.05, 0.25, 1 obtained with the method (27)–(30) for f (u, v) = −u2 + v2, g(u, v) = −f (u, v).
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