The quench dynamics of a system involving two competing orders is investigated using a Ginzburg-Landau theory with relaxational dynamics. Modest differences in relaxation rates of the competing orders are found lead to post quench evolution into the local minimum associated with the faster-relaxing order parameter, even if it is not the global free energy minimum. The probability of evolution into the metastable phase can be close to unity if the Ginzburg parameter of the static theory is small. The theory offers a natural explanation for the widespread experimental observation that metastable states may be induced by laser induced collapse of a dominant equilibrium order parameter.
Introduction-Dynamical phase transitions, in which systems are tuned through a phase transition by time variation of system parameters, are a fundamental topic of longstanding interest in many areas of science. For example, it is believed that cosmological expansion tuned the universe through the electroweak symmetry breaking transition [1] . Supercooled liquids are a widely studied terrestrial example. Spinodal decomposition [2] [3] [4] [5] and "Kibble-Zurek" [6, 7] theories have addressed important aspects of dynamical phase transition physics for systems characterized by an order parameter which is tuned through a first or second order transition respectively. Systems with multiple competing or intertwined orders are of great current interest in condensed matter physics [8, 9] . Examples include high T c cuprates and transition metal dicalcogenides in which superconductivity and spin and/or charge density wave order compete and coexist as well as 'colossal' magnetoresistance manganites where ferromagnetic metal and charge ordered antiferromagnetic insulating states compete at low temperatures [10, 11] . Recent developments in "ultrafast" experimental technique [12] [13] [14] [15] [16] [17] [18] [19] have made it possible to dynamically suppress one or more order parameters and study the subsequent evolution, raising the possibility of "steering" the order parameters into a desired metastable state.
The purpose of this paper is to provide theoretical insight into dynamical phase transitions in systems with multiple order parameters and in particular to draw attention to the crucial importance of the relative magnitudes of order parameter relaxation rates. We consider systems in which the relevant degrees of freedom are space-time dependent order parameter fields ψ i (r, t ) defined from a fundamental theory by integrating out microscopic degrees of freedom such as electrons. For notational simplicity we deal here with a system with two real order parameters. Adding more real order parameters or making the order parameters complex does not alter our conclusions.
We consider two broad classes of behavior described by the equilibrium free energy landscapes sketched in Fig. 1 : (a) strictly competing orders, where the free energy has two local minima, such that in each minimum only one of the two order parameters is nonzero, and (b) intertwined order parameters, where at the global minimum both order parameters are nonzero, but a metastable minimum exists in which only one of the order parameters is nonzero. When such systems are exposed to an experimentally relevant pump pulse they may be driven to a point in phase space near the origin (o) as indicated by the solid line trajectory in Fig. 1(a) . We show that after the pump is turned off, the time evolution is dominated by the exponential amplification of very long wavelength noise-induced spatial fluctuations of the order parameters, and that even a modest difference in relaxation rates will drive the system to the minimum related to the faster dynamics, whether or not this is the global free energy minimum. Nucleation dynamics operating on much longer time scales will lead eventually to relaxation to the global minimum [20, 21] , but this physics is not explicitly FIG. 1. Equilibrium free energy landscapes for systems with two competing (a) or intertwined (b) order parameters in the plane of order parameter amplitudes ψ 1 and ψ 2 along with potential trajectories of order parameter evolution (solid and dashed lines). The energy is represented both as a height and with color, with lower energy appearing bluer. Dots mark local free energy minima. The points labelled II (panel a) and I+II (panel (b) ) are assumed to be the global free energy minima and the points labelled I (both panels) are locally stable minima. Superposed on the main free energy landscape of panel (a) is a free energy landscape with only one minimum, at the origin, corresponding to a high temperature state established by an applied pump pulse. considered here.
Transient dynamics in systems with competing orders has been previously discussed [22] [23] [24] in terms of deterministic dynamics of spatially uniform order parameters. Our paper goes beyond the previous work by studying the formation and growth of spatial fluctuations and focussing on the difference in order parameter time constants.
Physical picture and formalism-We consider a system in which the important degrees of freedom are space-time dependent order parameter fields ψ i (r, t ) obtained from a fundamental theory by integrating out quasiparticles. We assume that the order parameter fields evolve according to dissipative (relaxational or "Model A") dynamics [21, 25, 26] defined by a free energy functional F which is time dependent because of the applied pump field:
Here η is a noise field determined by the microscopic degrees of freedom that were integrated out to obtain the quasiparticle theory and E c is an energy density discussed below. The free energy functionals of interest here are sketched in Fig. 1 . The stochastic Eq. (1) may be recast [21, 27] as a FokkerPlanck equation for a probability functional ρ[{ψ k }] that gives the distribution of fluctuations around the mean field solution. In the linearized approximation used below the probability functional is a direct product
is a Gaussian distribution for each Fourier mode of the field with time-dependent variance D k (t ) = 〈ψ k (t )ψ −k (t )〉 which we calculate below.
We are primarily interested in understanding experiments in which a system is highly excited by a pump pulse and the subsequent evolution is studied. We assume that the pump does not couple directly to the order parameters; rather, the pump excites microscopic degrees of freedom (e.g. electron quasiparticles or phonons) which relax very quickly (relative to the order parameter timescales) to a quasiequilibrium state described by an effective temperature T (t ). The effective temperature is maintained by the pump at a high value T H for some time. After the pump is turned off, T (t ) evolves over a timescale t m to the true thermal equilibrium temperature T L . Within these assumptions, the instantaneous value of T (t ) determines the parameters of the free energy and the noise. We take the noise correlators to be local in space and time so that consistent with the fluctuation-dissipation theorem we have
Here the Boltzmann constant k B is set to unity.
FIG. 2. Heavy solid lines
: qualitative time dependence of quadratic free energy coefficients α i (t ) corresponding to pump field that for the time −t pump < t < 0 maintains the system at a high temperature T h (negative α = α i H ), after which the temperature relaxes to the equilibrium temperature
Shown is the mathematically tractable time-linear profile used to derive formulas in the main text. The light solid green curve shows the requiredf suppression of the mean field order parameter during the pump and subsequent cooling. The light dashed curves are examples of the time evolution of the spatially localized mean square order parameter fluctuation amplitude in the slow cooling case. The red dot denotes the point of crossover to nonlinear dynamics (〈ψ 2
The free energy functionals are assumed to be of the general form
Here the ξ i 0 are the bare coherence lengths, f c determines the competition between order parameters and will be discussed below, and D is the spatial dimension. In our convention, ψ i , α i , c and f i are dimensionless, intensive and defined such that the quartic term in the free energy has coefficient 1 and the α i are of the order of unity at zero temperature. The condensation energy density E c , in combination with ξ i 0 , sets the relevant microscopic scales. An important measure of the fluctuation amplitude is
The Ginzburg parameter defined in the conventional theory of critical phenomena is G(T c )α
with mean field theory applying when the parameter is less than unity. In the weak coupling, mean-field theory limit applying for example to conventional superconductors, G ∼ gap/fermi energy D−1 . The treatment that follows is formally valid in the G 1 limit.
Following usual practice we assume that all parameters are temperature independent except the α i = κ i (T ci −T )/T ci , which are positive for low temperatures, negative at high temperatures, vary smoothly with temperature and vanish at the respective critical temperatures T = T ci (we assume linear temperature dependence for simplicity). Representative time histories of α are shown in Fig. 2 . We shall mainly be interested in the case α 2 > α 1 but γ 2 α 2 < γ 1 α 1 so minimum II is the equilibrium free energy minimum but the dynamics associated with minimum I is faster.
We now discuss the competition term f c . To study the competing order case it suffices to consider
The coefficient c of the competition term f c determines how the two orders interact. For cooperation (c < 0) or weak competition (0 < c < 2) f has a single minimum. For c > 2, f has two minima if α 1 and α 2 > 0 and
We assume in what follows that parameters are such that in equilibrium the free energy has two locally stable minima.
To study the intertwined case we modify Eq. (4) to shift one of the minima away from one of the axes. One simple choice is to add a term to f c so f c → cψ
( 7) and with, now, 0 < c < 2 and d 1 > 0. We assume T c2 > T c1 but that the difference in T c is not too large, and d 1 is not too small. In this case (see the supplementary material for details) as temperature is lowered the system first enters a phase with only ψ 2 = 0 but then at a lower temperature a ψ 1 component appears and at a still lower temperature a phase with ψ 1 = 0, ψ 2 = 0 becomes locally stable although not the global minimum. If we identify ψ 2 with density wave order and ψ 1 with superconductivity, this scenario may describe stripe ordered cuprates (e.g., La 2−x Ba x CuO 4 around x = 1/8): the so called pair density wave (PDW) state [9] . The free energy analysis of the ψ 2 /ψ 1 minimum has previously been discussed [9] ; we have generalized the free energy so that it also includes a metastable phase with purely superconducting order and will argue that this generalization is needed to describe recent ultrafast experiments [18] .
Dynamics-We solve Eq. (1) with time dependent α and noise correlators as described above. The initial condition is
whereψ is the initial order parameter, δψ k represents thermal fluctuations about the initial ordered state and V is the system volume. Here and henceforth we suppress the index i labelling the different order parameters wherever possible for simplicity of notation. In the initial state, fluctuations are assumed small:ψ
The pump acts to decreaseψ 2 and increase the fluctuations. Ifψ 2 remains large compared to the mean square fluctuation amplitude, the state of the system is determined by a straightforward deterministic dynamics. This case is discussed briefly below, but our main interest is in situations in which the pump drives the initial order parameter to a value smaller than the root mean square fluctuation amplitude and the physics is determined by the evolution of the fluctuations.
As shown in Fig. 2 there three time regimes: pump on, covering the time interval −t pump < t < 0 in which the temperature T = T H and corresondingly the quadratic coefficient α = α H < 0; relaxation, time 0 < t < t m , during which T evolves from T H through T c to T L while α evolves from α H < 0 through α = 0 to α L > 0; and finally evolution, time
t m , at which T = T c and α(t ) = 0 (the t 0 times for order parameters ψ 1 and ψ 2 are labeled as t 1 and t 2 in Fig. 2 ). For t < t 0 all fluctuations decay with time while new fluctuations are created by the thermal noise; for t > t 0 long wavelength fluctuations grow exponentially with time.
Because Eq. (1) is first order in time it has no "memory", so the evolution over one time regime fixes initial conditions for the next one. We will first consider the evolution over the decaying order parameter regime t < t 0 ; the resulting state of the system at t 0 is then the initial condition for the subsequent evolution.
In the pump-on regime the system is hot (temperature T = T H ) so the free energy is dominated by a large quadratic term which justifies the use of linearized dynamics even if the order parameter is not small. This means that in the pump-on regime we may study
where
We assume that the dynamics in the pump-on regime drives the order parameters to small enough values that we may continue to use the linearized approximation throughout the decaying fluctuations (t < t 0 ) regime and for some time into the growing fluctuations (t > t 0 ) regime. Conditions for the validity of this approximation will be presented below. In the linearized approximation the solution of Eq. (9) for t = t 0 may be written
where the first term gives the propagation forward in time of the order parameter initial condition ψ i ni t k =ψδ k,0 + δψ k with mean field order parameterψ and fluctuations δψ of mean square amplitude G ψ and the second term represents the propagation forward in time of order parameter fluctuations created by the noise at times greater than −t pump . The accumulated phase S is defined as (12) and in deriving Eq. (11) we have used the relation S(t , t 0 ) =
S(t , t ) + S(t , t 0 ).
Evaluating S 0 (t 0 , −t pump ) in the linear cooling profile approximation we find that the initial mean field order parameter amplitude evolves as
Here the factor e −2|α H |γt pump gives the suppression of the mean-field order parameter during the pump-on phase, and the e −|α H |γt 0 factor gives the additional suppression during the decaying order parameter portion of the relaxation phase. We assume that |α H |γ(2t pump + t 0 ) is large enough that the mean field order parameter is reduced to a very small value at t = t 0 , less than the mean square fluctuations. We distinguish fast cooling (|α H |γt 0 ≤ 1) and slow cooling (|α H |γt 0 ≥ 1) regimes according to whether the cooling to t 0 after the pump is turned off has a significant effect on the order parameter.
If the mean field order parameter is reduced to a small value, then the thermal fluctuations existing at time t = −t pump (root mean square amplitude much less than mean field value) will be reduced to a completely negligible level so order parameter at t = t 0 and subsequent times is determined entirely by the random noise. The linearized dynamics means that the corresponding distribution function is the product of Gaussians given in Eq. (2) . Averaging the solution for ψ k (t 0 ) over the noise using Eq. (3) shows that the fluctuation distribution half-width defined in Eq. (2) is
The integral in Eq. (14) may easily be evaluated numerically, and in the linear quench approximation may be expressed exactly in terms of error functions (see supplementary material). Here we present results in important limits which explicate the basic physics. In the fast cooling limit the portion of the integral from t = 0 → t 0 makes a negligible contribution and we find
indicating that in the fast cooling limit the fluctuations at t = t 0 are those of the hot thermal state created by the pump, with distance |α H | from criticality and correlation length ξ H = ξ 0 / |α H |. In the slow cooling limit only times near t 0 are important and we find
where the effective distance from criticality α K Z and corresponding correlation length ξ K Z are given by
which depend on the square root of the cooling rate, consistent with Kibble-Zurek scaling [6, 7] and the mean field exponents of the problem at hand. The correlation function in real space is given by
where the upper cutoff k c which we expect to be of the order of a few times ξ
0 is required to make the integral finite as r → 0. The momentum integral is dominated by large momenta for which D k ∼ (kξ 0 ) −2 , so the local fluctuation amplitude is
where G (Eq. (5)) is to be evaluated at temperature T = T H , T c in the fast and slow quench limits respectively and ξ takes the value appropriate for the relevant limit.
To summarize, if the initial pump and subsequent cooling are strong enough to drive the initial mean field order parameter to a level smaller than the local root mean square fluctuation then at time t = t 0 the order parameter fluctuations in both the rapid and slow quench cases are described by a Gaussian (mean field-like) probability characterized by a temperature (T H or T c ), a distance from criticality (|α H | or α K Z ) and the associated correlation length
The local mean square local fluctuation order parameters are of the order of G. Using Eqs. (13) and (19) we see the criterion for suppression of the mean field order parameter is roughly |α H |γ 2t pump + t 0 ln(1/G).
The linearized analysis used here requires that 〈ψ
2 ∼ 1 (the Ginzburg criterion) which sets a lower limit on the cooling rate in the slow quench regime.
It is important to remember that the analysis to this point is written for the time t 0 at which T passes through T c . The T c (and thus t 0 ) of the two different order parameters are different as are the bare correlation lengths and relaxation constants, so especially in the slow cooling limit the probability distribution functions of the two order parameters will differ, especially at long wavelengths, although Eq. (19) shows that the local fluctuation amplitudes, which are determined by short wavelength fluctuations, are not too different for the two order parameters.
We now consider the evolution of the distribution at times after t 0 , where the system has cooled below the transition temperature (α(t) > 0) so long wavelength modes with
0 grow exponentially with time. As long as the mean square local amplitude does not become too large the linearized equation may be used for the dynamics so (20) and the probability distribution remains a product of Gaussians. Averaging Eq. (20) over the noise fluctuations and separating the momentum dependent and independent parts of the accumulated phase gives the variance as
where as before the first term represents the propagation forward in time of the fluctuations existing at t 0 while the second term represents the additional contributions generated by the noise thereafter. A detailed analysis given in the supplementary material shows that the second term in Eq. (21) is of the same order as the first in the situations of interest here.
are exponentially amplified and we are interested in long times γ(t − t 0 ) 1 for which the growth is substantial (e 2S 0 (t ,t 0 ) ∼ G −1 ). The exponential growth continues until the local mean square fluctuation amplitude of one of the order parameters becomes large enough that the nonlinearity becomes important to the dynamics i.e. until t reaches t c defined by
To compute 〈ψ i (0) 2 〉 we observe that at long times the important momentum dependence is controlled by the e −4k 2 ξ 2 0 γ(t −t 0 ) factor. Defining the time-dependent correlation length by
we evaluate the initial condition at k = 0 and perform the momentum integral to obtain (up to an unimportant overall factor)
The details of the pump and initial cooling enter Eq. (23) and (24) via the a in G/a. This quantity varies from ∼ α L in the fast cooling limit to α K Z in the slow cooling case. This variation leads to corrections that are subleading relative to the terms we consider and we will not explicity notate this dependence henceforth. The cooling process that leads to final equilibration to the base temperature T L affects the results in important ways. We begin by considering the fast cooling limit, which illustrates the essential physics with minimal complexity and then outline the additional issues that arise for slower cooling.
Fast cooling limit-In the fast cooling limit t m → 0 the phase for the exponential amplification term in Eq. (24) is simply
and we then recast Eq. (22) an equation for α L γt c to arrive at
where we have set a in Eq. (24) to α L without altering the leading behavior, and have defined
which is in effect the usual Ginzburg parameter of the theory of critical phenomena. We see that 4α L γt c is logarithmically large if G is small, i.e. if mean field theory works well for equilibrium.
Computing the mean square fluctuations of order parameter II at time t c in the same way we find
which is much less than unity if γ 2 α 2L < γ 1 α 1L . We now characterize the state at time t c . At this stage of the evolution the two order parameters are independent and the joint distribution of local amplitudes at a position r is the product of Gaussians:
For γ 2 α L2 < γ 1 α L1 the mean square values are very different, leading for small G to the highly anisotropic joint distribution function shown in Fig. 3(a)(c) . The probability distribution describing the space dependence of the fluctuations of one of the order parameters is derived in the supplementary material and is plotted in Fig. 3(b)(d) . We see that the fluctuations of order parameter I are highly correlated over scales out to ξ(t ) ξ 0 (the fluctuations of the slower order parameter II are correlated over slightly shorter distances).
Thus the physical picture at t = t c is of order parameter domains of typical size ξ(t c ) ξ 0 within which the order parameters are very highly correlated (effectively positionindependent) and normally distributed and with the typical value of ψ 1 much larger than ψ 2 . To study the subsequent evolution it suffices to consider the evolution within a domain, which is described by the space-independent, deterministic TDGL equations, written here for the competing orders case:
with initial conditions chosen from the joint probability distribution ρ ψ 1 (0), ψ 2 (0) . The issues associated with matching the solutions at the domain walls are a coarsening problem discussed briefly below.
The flow defined by Eq. (30) has a simple phase space structure with stable fixed points defined by the minima of F , as shown in Fig. 4 . Each initial condition defines a trajectory that flows into one of the minima. For the physically relevant case α 1L , α 2L > 0 with
2 there are four fixed points, with basins of attraction separated by a fourbranched separatrix curve. We may estimate the position of the separatrix by matching the small ψ regime, where the exponential growth requires
to the requirement that the separatrix goes through the saddle point (ψ parameter II at time t = t c can be estimated as
where δ = (1/∆ − 1)/2 > 0 and ϑ ∼ 1 can be found in the supplemental material. Thus the proportion of ψ 2 domains is suppressed by a power law of the Ginzburg parameter ζ 1 and is negligibly small even if the time scales are just slightly different. Life time of the metastable state-Each domain then evolves to the appropriate minimum; the evolution takes a time of the order of 1 α L γ ln 1 ζ , after which the physical picture is of a set of domains, most of which have ψ 1 = ± α 1L /2 and ψ 2 ≈ 0 (i.e. are in phase I ) while a small volume fraction of the sample are phase II domains where ψ 2 = ± α 2L /2 and ψ 1 ≈ 0. The subsequent evolution is determined by spontaneous nucleation of phase II regions in the dominant phase I domains, and by growth of the existing and the nucleated ψ 2 domains. The timescale for ultimate equilibration thus depends both on nucleation rates and on domain wall dynamics, both of which are beyond the scope of this paper. We do, however, provide a what is likely to be a lower limit on the equilibration time by considering the free growth of ψ 2 domains, assuming no domain wall pinning and nucle-ation, an exponentially slow process that adds only a small correction. The speed of domain wall motion is at the order of v ∼ γξ 0 as long as the free energy difference δ f between the two minima is order one. Assuming the phase II domains are evenly distributed among the phase I domains we can estimate the equilibration time as
For γ = 1 ps −1 , δ = 1 and ζ = 10 −4 , this yields the life time t l i f e ∼ 200 ps for three dimension, consistent with many experiments [13, 15, 16, 18, 19] but these estimates depend very sensitively on parameters.
Finite cooling rate-We now ask how the physics is modified as the cooling time t m is increased from zero. The essential picture derived in the previous section of long lengthscale domains of one or the other order parameter still applies, but because the time t 0 of transition from exponential decay to exponential growth is earlier for order II than that for order I, the ψ 2 fluctuations will have a longer period of growth than the ψ 1 fluctuations. The longer period of growth will compensate for the faster dynamics of ψ 1 , meaning that the condition on the difference in relaxation rates required for the system to evolve to minimum I becomes more stringent. A second issue is that the cross over to nonlinear dynamics may occur at a time t < t m before thermalization is complete, meaning that the free energy landscape at the point of nonlinearity differs from the equilibrium one. For these reasons the behavior for given t m depends on the ratio of relaxation rates γ 2 /γ 1 in a somewhat complicated manner. The various regimes are shown in Fig. 5 . To simply the formulas, in the main text we focus on the exponential growth and neglect power-law prefactors, thus approximating 〈ψ 2 〉 t ∼ Ge 2S(t ,t 0 ) . Our main focus will be on establishing how small γ 2 must be relative to γ 1 for the system to evolve with high probability into the metastable minimum I. We will find dependence of the critical ratio ∆ =
is a scaling function of the variable t m /t mu , where t mu is the cooling time at which the onset of nonlinearity t c coincides with the equilibration time t m .
To begin the analysis we note that for t m > 0 and t > t m the accumulated phase becomes (after eliminating t 0 in favor of α L )
and Eq. (26) for the crossover time becomes
while Eq. (28) becomes
The (28) with only the leading term in t c retained and the exponential factor expresses the additional growth of ψ 2 due α 2 crossing zero earlier than α 1 . When
≡ t mu (37) we have t c = t m , i.e., the onset of nonlinearity occurs at t = t m . Thus the onset of nonlinearity occurs before equilibration only for cooling rates very slow relative to the basic order parameter timescales by a factor of the order of the log of the Ginzburg parameter. Using
we see that 〈ψ
is less than a critical value defined by
as shown in Fig. 5 . In the t m → 0 limit Eq. (39) reverts to the previous result α 2 γ 2 < α 1 γ 1 (up to logarithmic corrections), but as t m increases the constraint on γ 2 becomes more stringent and when t m = t mu Eq. (39) becomes
For t m > t mu , ψ 1 reaches nonlinearity before the system has fully equilibrated. In this time regime the accumulated phase may be written
and after some algebra Eq. (35) for phase I can be written as minimum exists at the time order I crosses to nonlinearity, i.e., if α 2 (t c ) < 
We see that typically t ms cannot be too much larger than t mu , unless either T c2 −T c1 is very small or κ 1 κ 2 or c 2.
Intertwined order-The considerations sketched above carry over directly to the intertwined order case, as shown by the red line in Fig. 6 . However, an additional interesting effect may occur if we relax the assumption that the pump heats up the bath appropriate to both order parameters. If the two orders couple to different microscopic degrees of freedom, then one may consider the case when only the free energy landscape for one order is changed. In particular, in the case of coupled superconducting and charge density wave order, one may imagine that the charge density wave couples to phonons much more strongly than do the electrons, so driving the phonons would affect the CDW much more strongly than the superconductivity. If the system starts in a minimum with both order parameters nonzero (as is the case for intertwined orders) and only one of the two order parameters is driven to zero, leaving the other order parameter non-zero, the transient free energy landscape will have only one minimum and the mean-field dynamics will drive the system into it, as shown by the blue trajectory in Fig. 6 . In this process, small fluctuations of the order parameter can be neglected and one can apply deterministic TDGL dynamics to the mean field order parameters. This mechanism does not require faster relaxation for ψ 1 ; all that is needed is that ψ 2 remain suppressed for long enough that the system evolves to the I minimum. This timescale is set by the time required for the order parameter to cross the basin boundary,
where ψ 2m is the value of ψ 2 at the original point I + II and ψ 2b is its value at the intersection between the blue trajectory and the basin boundary. For shorter pump durations or for pumps that reduce α 1 too much, the system would relax back to the global minimum as illustrated schematically by the green trajectory in Fig 6. Experiment-Competing orders have been reported in many materials, and an increasing number of ultrafast experiments are appearing, including studies of competing charge density waves in tri-tellurides, ferromagnetic domain formation in charge ordered manganites, and charge and magnetic order in rare earth nickelates. Much attention has focussed on reports of transient superconductivity appearing in materials that have low temperature nonsuperconducting density wave states but may reasonably be expected to have competing superconducting states [13] [14] [15] [16] [17] [18] [19] . The phenomenon has heretofore been theoretically addressed via explorations of models in which the nonequilibrium drive changes the microscopic Hamiltonian, creating new physics not existing in equilibrium [28] [29] [30] [31] [32] and via TDGL analyses [22] [23] [24] with deterministic uniform dynamics. We consider here the possibility that the theory developed here may be applicable.
The first issue is timescales. The timescales associated with gap recovery in cuprate superconductors are typically of the order of τ sc ∼ 1 ps [33] ; similar timescales are reported in studies of transient enhancement of the photoresponse [13, 34] . Time resolved x-ray and electron diffraction experiments found CDW relaxation dynamics to be of the order of τ cd w = 4 ∼ 10 3 ps in Transition Metal Dichalcogenides (TMD) [35, 36] where the CDW order is coupled to the lattice. Timescales of only a few ps were reported for the charge order in cuprates [37] , but the time scale for the stripe order that strongly competes with the superconductivity is not know, and may be long because the stripe order couples strongly to the lattice [13] . We proceed on the assumption that τ sc < τ cd w .
The next issue is the Ginsburg parameter ζ. The superconducting gap ∼ 20 − 40meV is perhaps a factor of ∼ 10 less than the Fermi energy, the coherence lengths are of the order of a few nm and Gaussian fluctuations are observed for temperatures within 10% of T c , so G is unlikely to be as small as it is in conventional materials. We suggest that G ∼ 10 −2 (lower panel of Fig. 3 ) may be appropriate. The experiments could then be interpreted either as destruction of both orders followed by growth of fluctuations, or in the intertwined picture noted above. The timescales and the dependence of the results on pump fluence can help reveal which picture is applicable.
A recent experiment by Cremin et al [18] reports that in a system with a higher temperature density wave transition followed by a second transition to a state with both density wave order and weak superconducting order, the weak superconducting state may be converted to a long-lived metastable strong superconducting state by application of a strong pump pulse. The key observation is that the long lived metastable superconducting state can be created only if one starts from the weakly superconducting state below T C of bulk superconductivity. If the temperature is even slightly above the temperature at which weak superconductivity appears, a strong superconducting state is not created. We interpret the result as suggesting that the equilibrium state is an intertwined state with both superconducting and density wave order, and that the pump duration is not long enough to destroy both ordered states. Investigation of greater pump fluences and longer pump durations might drive both order parameters to zero and reveal more about the dynamics of the underlying state.
Competing phases occur in non-superconducting contexts. In equilibrium, LaCe 3 and CeTe 3 exhibit long ranged charge density wave order. However, when these systems are driven out of equilibrium by a sufficiently strong near infrared pump, a different order, distinguished from the equilibrium one by the wavevector, appears [38, 39] . The dependence of the phenomenon on pump fluence [38] suggests that the phenomenon could also be explained by our framework. Specifically, in the experiments by Kogar et al [38] , stronger hidden CDW signal is observed for a stronger pump.
Averitt and co-workers have reported that in charge ordered insulating films La 0.7 Ca 0.3 MnO 3 , exposure of pump radiation can create domains of ferromagnetic metallic order, which grow in size with successive pump pulses and at low temperature, do not revert to the ground state on measureable time scales. We suggest that likely more rapid timescales associated with the ferromagnetic metallic state may explain the tendency of the pump to produce only ferromagnetic metallic order; however, the theory should be expanded to the case of first order free energy landscapes.
Discussion-We presented an order parameter theory of a pumped system with competing orders, based on the assumption that the physics can be described by a Landau theory of non conserved order parameters with relaxational dynamics coupled to a quasi thermal bath. We focused on the case where an applied ("pump") field drives any mean field order parameters to vanishingly small values and studied in detail the growth of fluctuations after the pump is removed, on the assumption that the Ginzburg parameter of the underlying equilibrium theory is small. We presented a general treatment valid for cooling rates that are fast or slow compared to the basic order parameter time scales, presented a scaling theory valid in the slow cooling limit, and connected our results to the Kibble-Zurek theory of systems quenched through a phase transition. A key result is the probability distribution of order parameter fluctuations. We showed that in physically reasonable cases a modest difference in dynamics can drive a system to a metastable state.
Important directions for future work include application of our theory to specific experimental systems of current interest, generalization beyond the Ising symmetries consdered here, and to the case of conserved order parameters and to strongly interacting field theories. We assumed the pump simply heats up the microscopic degrees of freedom to an incoherent heat bath, as should be the case for high energy optical pumps. It is interesting to generalize to the case where the pump couples coherently to the order parameters, as would happen for Terahertz pumps.
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Competing orders
We write Eq. (4) for the spatially uniform case using Eq. (6) and writing ψ
Minimizing with respect to cos2θ gives
so
and minimizing over R gives
and
The alternative solution is to set one of the ψ = 0, obtaining
Thus we see that if c > 2 then the mixed solution costs energy and lower energy solutions are 2θ = 0 and π. Expanding around the θ = 0 solution we obtain
so we see that the minimum at ψ 2 = 0 is only stable if
; expanding around the other minimum changes the sign of the θ 2 term and interchanges α 2 and α 1 , justifying the inequalities presented in the main text.
Intertwined orders
We write Eq. (4) for the spatially uniform case using Eq. (6) and Eq. (7), now in their original form
We suppose 0 < c < 2 and d 1 > 0, assume T c2 > T > T c1 and consider the physics as T is decreased below T c2 . Initially we have a solution with ψ 2 2 = α 2 2 and ψ 1 = 0. As the temperature is decreased, α 1 − cα 2 /2 may become positive; if this occurs, a ψ 1 component is added to the solution with ψ 2 = 0. This instability takes place at a temperature lower than T c1 if c > 0 and at a temperature higher than T c1 if c < 0. We interpret this mixed state as having intertwined order, since both order parameters are non-zero. As T is decreased below T c1 a second extremum (saddle point) appears at ψ 
The Fokker-Planck Equation and its Approximations
If one defines the probability functional ρ[ψ], the stochastic TDGL equation (1) is equivalent to the Fokker-Plank equation [21] for the probability:
where ∂ ψ i should be understood as functional derivative. The averages 〈ψ 2 〉 taken throughout the paper is over this probability. The order parameter can be written as a uniform field plus small fluctuations: The uniform background is the zeroth order term in the random noise. The TDGL equation thus leads to the coupled equations of the uniform background and the fluctuations
where j = i represents the other order. Multiplying the second equation by ψ −k (t ) and taking the average, one obtains the equation of motion for the second moment:
If one keeps only O(η 2 ) terms, the equation for the second moment 〈ψ i k ψ j ,−k 〉 simplifies to
and T v = T /(E c V ) is the temperature normalized to the condensation energy of the whole volume. Therefore, the fluctuation just evolves in a time dependent quadratic potential determined by the curvature of the local free energy landscape taken at ψ 0 (t ). In principle, one could make a 'mean field' approximation by assuming the probability function ρ is always a Gaussian function and easily take into account the fluctuation correction to Eq. (59). But this is out of the scope of this paper. The linearized Fokker-Plank equation close to point O reads
where α and 
The solution to Eq. (62) is
which could be obtained by squaring
where G k (t , t ) = Θ(t − t )e S k (t ,t ) is the Green's function for Eq. (9) of the main text and S k (t , t ) = 2γ t t d xα k (x) is the accumulated exponent.
Dynamics
We evaluate Eq. (14) of the main text, which together with the initial condition term is
where the accumulated exponent is
and T should be understood as the dimensionless quantity T /(E c V ) here and in the following. The integral in Eq. (65) describes the contributions to the variance D k (t ) from noise fluctuations that are created at time t and then propagated forward by the equation of motion. The pump and cooling profile determines the time dependence of D k and the needed expressions may be straightforwardly evaluated for any pump and cooling profile. Within the linear cooling profile approximation of Figure 2 , S k and T are combinations of quadratic, linear and constant functions of time and analytic results can be written down in terms of error functions, Gaussians and exponentials. We present here further analytical work based on the linear cooling profile that brings insight. At times t < t 0 , S k < 0 for all k so fluctuations created at a time t < t 0 decay as time increases to t 0 . At times t > t 0 long wavelength fluctuations (k 2 ξ 2 0 < α(t )) increase exponentially with time. Thus t 0 is a convenient reference point and we are interested in times t greater than t 0 . Separating the integral into times greater and less than t 0 and noting that S(t , t ) = S(t , t 0 ) + S(t 0 , t ) and that S(t , t ) = −S(t , t ) we have
with
The first term (D (1) ) describes the contribution to the variance of fluctuations created before t 0 and propagated forward to t and the second term (D (2) ), which we have rearranged for later convenience, describes the additional contributions of fluctuations occurring after t 0 . We are interested in the case in which the fluctuations at t = t 0 are very small, and we wish to focus on long times such that the growing modes have increased to an amplitude of the order of unity. In this circumstance a general asymptotic analysis is possible but for ease of writing we will focus on the linear cooling profile for which
We begin with D (1) which we rewrite as
where D H describes the propagation forward in time of the fluctuations existing before the pump was turned on and created by the pump. Using the linear cooling profile formulas and the definition of S
The requirement that the mean field order parameter be completely suppressed means that e
which represents the hot thermal fluctuations created by the pump propagated to t = t 0 .
We now turn to D K Z which represents the fluctuations created as the system cools from t = 0 to t = t 0 after the pump is turned off:
where in the second equality we have defined u = (t 0 − t )/t 0 . In the rapid cooling limit |α H |γt 0 1 D K Z is O (γt 0 ) and is much smaller than D H . In the slow cooling limit the integral is dominated by small u, we may extend the upper limit to infinity and rescale u = v/( 2|α H |γt 0 ) obtaining
where we have defined the important length and time scales
We see that for k
. This is the expected behavior of a critical theory with mean field exponents and an effective distance from criticality determined by the cooling rate, consistent with the general analysis of Kibble and Zurek [1, 6, 7] .
We now present a qualitative evaluation of D (2) 
We are interested in growing modes, for which
In the fast cooling limit, we may set t m − t 0 = 0 and write
Here we have neglected k-dependence, which is on a scale that is not relevant at large enough t . In the ultra slow cooling case we have for t < t m and defining u =
with u max = t −t 0 t m −t 0 . The argument of the exponential is maximized at u = u =
we have (after integrating over v using saddle point approximation)
Note that we have kept only half of the Gaussian integral. This is valid for the modes ξ
are the only relevant ones at long time t − t 0 . The exponent is also small in this limit so to an adequate approximation we have
which is the same as the k → 0 limit of D
can be interpreted as the fluctuations created after t 0 and back propagated to t 0 . This is symmetric to D (1) k for k → 0 in the slow cooling limit.
Exact solution in terms of error functions
The D 
term, it is simpler to neglect the time dependence of the noise, i.e., take T c = T L , after which one obtains
where we have defined
One can take various limits of Eq. (84) and (85) to get the results in the previous section. For t m = 0 and neglecting the initial condition at t = t pump , Eq. (65) reduces to
Summing up contribution from all the Fourier modes, one obtains the real space correlation function
At long time 4γα l t 1, D k is approximately a gaussian function in k and the Fourier transform becomes
where ξ(t ) = ξ 0 8γt is the universal correlation growth law and
is the Ginzburg parameter for critical phenomenon at equilibrium. Thus the fluctuation 〈ψ i (0) 2 〉 grows exponentially with time and ψ 1 grows faster due to a larger α 1L γ 1 . Setting 〈ψ (0) 2 〉 = α L /2 gives the crossover time
At this time, keeping the first two terms in the ln expansion if t c , the ratio between the fluctuations in the two directions is
The ultra slow quench case in competing order systems
After t 1 , ψ 1 starts to grow exponentially while ψ 2 has been growing for a time of t 1 − t 2 . Assume both order parameters are in the exponential growing stage and nonlinearity is not yet on set, they obey the equation
The crossover of ψ i to nonlinearity happens at 〈ψ i (0) 2 〉 t = α i (t ) which yields
To leading order in the ln expansion we have for order I :
Trapping into the metastable minimum requires that ψ 2 (0) 
where λ d = (t 1 − t 2 )/t m . This imposes the criterion 
By assuming ζ = 10 −4 , γ 1 = 2 ps −1 , (α 1l , α 2l ) = (1, 1.1) and (α 1h , α 2h ) = (−1, −0.9), one obtains t mu ≈ 4.6 ps and t ms ≈ 460 ps. Since the typical cooling time due to electron phonon thermalization ranges from 1 ps to 100 ps, most ultrafast experiments are in the regime analyzed in this paper (Fig. 5) .
The pumping process
The pump brings α i L to α i H < 0 as shown in Fig. 2 which induces the order parameter dynamics from point II to O in Fig. 1(a) . At mean field level, this nonlinear dynamics is described by Eq. (57) and the uniform component obeys the exact solutionψ 
The long time asymptotic form isψ
(1−α 2H /α 2L ) e 4α 2H γ 2 (t +t pump ) which meansψ 2 approaches zero exponentially but never reaches it during finite amount of time. At time zero, the pump is removed andψ 2 reaches a small valuē 
We first consider the fast cooling limit t m = 0. After time zero,ψ 2 goes back towards minimum II following the dynamics 
Thus at time t c when ψ 1 fluctuation crossovers to nonlinearity,ψ 2 has recovered by an exponential factor. The more accurate picture for the probability distribution is that of Fig. 3 (a) but shifted in ψ 2 direction by the amount ofψ 2 2 (t c ). For the probability of trapping into phase I to be still close to one, we require that 
and further leads to the criterion
for the pump pulse in the leading order. Despite the logarithmic factor, this time scale can be made small with a larger |α 2H |, i.e., a stronger pump will prepare theψ 20 with a smaller value at time zero. If the cooling rate is finite, it is simpler to consider the case t m > t mu such that the crossover happens at t c before t m . The pumping time is effectively longer than t pump in this case since the suppression process of ψ 2 lasts until t 2 , when α 2 (t ) crosses zero. Applying Eq. (102) to leading order. For sufficiently large |α i H |, the right hand side of Eq. (105) becomes negative and thus the criterion is satisfied by any t pump > 0. This is because in the cooling process before t 2 , the high temperature stage already suppresses ψ 2 well enough.
In realistic situation, the pump might not be strong enough and the proportion of phase I domains created, p 1 , can be calculated as a function of pump fluence/duration. It should crossover sharply from 0 to 1 at the boundary of Eq. (104) or Eq. (105) depending on which regime the cooling rate is in. 
and N is the normalization of the functional integral and δ is a functional delta function. Representing the delta functions by integrals gives
or, Fourier transforming the real-space ψ
We can now perform the integral over the ψ k and arrive at
The sum over k results in .
Note that α i should be interpreted as α i L in the fast cooling limit.
