INTRODUCTION
The age of computer came in the 1990s. We are now in the phase of further development of the computer age. With the rapid development of the communication network, transmission and communication of all kinds of information become much easier. A great challenge is thusly brought to the protection of information security in the computer field. A large number of new theories and technologies of information security emerge to face this challenge. The development of various information hiding and information security technologies, such as the digital watermark technology, the digital steganography and digital steganalysis, is the most prominent. This paper studies the spread spectrum steganalysis of digital images, aiming at exploring a scientific steganalysis algorithm and providing guidance for the improvement of the security of computer information and communication.
The communication model of the steganographic system is shown in Figure 1 . The content in Figure 1 is that the sponsor of the covert communication, Alice, embeds the secret information W w into the carrier information C c through the map E under the control of the secret key e k so as to obtain the hiding information In the process of the covert communication, s is monitored by the steganalysis Eve. E carries out an analysis on the signal s transmitted on the channel with the steganalysis algorithm A so as to determine whether there are covert channels in s. If the secret information is found by Eve, it will terminate or interfere the communication and track both sides of the communication. Some advanced analysis technologies can be applied in obtaining steganographic keys and extracting embedded secret information w .
The core content of the communication model of the steganographic system is the steganalysis algorithm. Yifeng Sun et al. (2010) solved the divergence of spread spectrum steganographic system with the carrier of Gauss-Markov modeling [1] . Ling Xi et al. (2012) proposed an analytical method of Gaussian mixture model based on natural images [2] . Chunjuan Ouyang et al. (2012) conducted a research on various changes and indeterminacies of the statistical characteristic caused by image steganography and introduced the similarity measure of Vague set into the safety evaluation of the steganographic system [3] . Changyong studied the video steganography based on the spatial-temporal correlation [4] . Lei Xu et al. (2010) pointed out the steganographic method for data with multiple transform domains of the direct spread spectrum audio steganographic analysis method based on time-frequency domain features, the average detection accuracy of which is higher than 90% [5] . Ke Qi et al. (2013) proposed the general steganalysis algorithm of color images based on noise model and channel blending [6] . Hongzhi Zhou et al. (2014) put forward a video steganalysis method for the fine identification of spatial-temporal features [7] . Weidong Zhong et al. (2012) proposed a real-time video steganalysis method according to the patial-temporal redundancy feature of videos [8] . ABSTRACT: Spread spectrum communication is a way of information transmission. Steganography based on the principle of spread spectrum has a strong robustness and security. This paper carries out a study on the application of the high-order Markov model of digital grayscale image in its spread spectrum steganalysis. Results suggest that the statistical estimate of the original image and the stego-image obtained by the digital image high-order Markov model is more sensitive than that of the traditional ε-secure security index and the image Markov model. Based on the fact that the high-order Markov model of carrier images has a preferable effect on SSIS steganalysis, the accuracy of steganalysis increases and False Positive decreases with the increase of the model order. The SSIS steganalysis scheme of the model is applicable not only to practical calculations but also to users of steganalysis with different requirements on analysis results. algorithms exist. Further studies are still needed. The spread spectrum steganalysis of the Markov chain model can avoid the difficulty of the actual operation to some extent. On this basis, this paper explores the application of the high-order Markov model in the spread spectrum steganalysis of digital images, aiming at verifying the scientific nature of the algorithm through theoretical analyses and experimental results.
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THE CONSTRUCTION OF THE HIGH-ORDER MARKOV CHAIN MODEL OF DIGITAL IM-AGES
The Markov process is an important tool for describing dynamic random phenomena, which has gained a great many achievements in the field of random data analysis [9] . The current steganalysis carries out attacks mainly from the angle of existing security. The theory of existing security is the statistical security theory of secret information, which means that the correctness of an analyst's judgment on whether the secret information is included is not higher than that of a random guess. Therefore, the study on the security of steganographic statistics requires a statistic model that is more in accord with the carrier reality so that the security performance can be reflected more accurately. Besides, this model can guide the design of the steganalysis algorithm more conveniently. The random model is constructed with the high-order Markov chain model theory in this paper. 
The high-order Markov chain model theory
The core idea of the first-order Markov process is to correlate the future n t only with the current 1 n t , which is unrelated to the past 2 1~ n t t . This characteristic is called non-aftereffect property. The right part of Formula (1) is called the transition probability distribution of the Markov process. The core idea of the high-order Markov process is the change of variables that is not necessarily reflected in the next variable immediately. The future state is not only related to the current state but also influenced by one or more past states. The first-order non-aftereffect property of the Markov model is expanded to the high-order non-aftereffect property.
The high-order professional probability matrix model, proposed by Pegram (1975) , transits the high-order state to the next state as a transitional element [10] . Suppose the spatial state of the Markov chain of the n-order discrete parameter is^1,2, , S m L , the high-order transition probability matrix Q is designed in the form shown in Formula (3). 
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Formula (3) is neither a square matrix nor a random matrix. The estimated number 1 n m of a great deal of parameters in Q restricts the development of the model. For this reason, according to the high-order feature that time dynamic variables are only related to the previous continuous n states, Raftery (1985) presumed that transition probabilities of n orders have the relation of linear self-regression and established a high-order Markov model with simplified parameters [11] . Suppose a random process ^, 
In Formula (4), 
Security indexes of the steganography Markov chain of digital images
At present, the widely used steganographic security indexes are ε-secure indexes established by Cachin [12] in line with the security theory of statistics and the K-L (Kullback -Leibler) distance. The theory models the attack steganalysis as a hypothesis testing problem of the theory of statistics. The hypothesis testing method is used to determine whether the information intercepted by the monitored information channel comes from the original carrier information collection or the hiding information collection. Suppose the pixel value of the carrier image x represents independent identically distributed random variables i.i. 
The steganographic system is absolutely safe when 0 D and it is H safe when D H d . The ε-secure security indexes are based on the hypothesis of the carrier i.i.d. model and changes of the first-order statistical distribution of the carrier are also compared. However, there is generally a strong correlation between carrier signals no matter the steganographic carrier is a digital image or a digital audio/video. Besides, many steganalysis technologies are now inclined to conduct analyses with the high-order statistical distribution features of carrier signals [13] . Thus, if ε-secure indexes are directly used in the security test of the steganographic system, the effect of steganalysis schemes conducted in line with the carrier signal correlation and various high-order statistical features is frequently underestimated, which also means that the security of the tested steganographic system is overestimated.
According to the defects of ε-secure security indexes, many researchers have put forward various kinds of statistic models that are in accord with the reality of steganographic carrier signals for the improvement. As for digital images, it is more in line with the practical situation of the carrier if the statistical distribution of natural image pixels is modeled as a Markov Random Field (MRF). But the calculation amount of the MRF model is tremendous, so this modeling is not convenient for the steganographic security analysis. Besides, the MRF model is not convenient for guiding the design of steganalysis and high-security steganographic algorithm as well with regard to the calculation ability of steganographic analysts. On this basis, Sullivan et al. [15] simplified the MRF model and proposed that the safety testing indexes of the Markov Chain (MC) model can be adopted. , contains certain correlation information of the carrier and pays attention to the second-order statistical distribution features of the carrier. Therefore, the assessment of this statistical measure on the statistical security of the steganographic algorithm is more accurate than traditional ε-secure security indexes. But each pixel of a natural image normally has a strong correlation with at least 8 neighboring pixels, so a great deal of relevant information of carrier will be lost if the statistical measure of the first-order Markov model is applied to the security assessment of the steganographic system. This paper introduces the high-order Markov model so as to provide a more accurate model for the study on spread spectrum steganography of digital images.
The construction of the high-order Markov chain model of digital images
With the grayscale image A as an example, this paper illustrates the construction method of the high-order Markov model of digital images and the empirical matrix. First, the n-order Markov chain,
can be obtained by scanning the spatial domian pixels of A in a certain way. L is the length of the data chain X. According to the definition of the high-order Markov model, the element t x in the data chain X satisfies , , , 
is the occurrence number of state transition that all data of n-order Markov chain X passes from 1 i to 3 2 ,i i and finally reaches 1 n i , which is also the occurrence number of , , ,
In Formula (7), , , , , , 1 2 1 with elements of (0,1,0), 1/7 with elements of (0,1,1), 1/7 with elements of (1,0,0), 1/7 with elements of (1,0,1), 1/7 with elements of (1,1,0), and 1/7 with elements of (1,1,1) . Element values in the empirical matrix are shown in Figure 2 .
SPREAD SPECTRUM STEGANALYSIS BASED ON THE IMAGE HIGH-ORDER MARKOV MODEL
Spread spectrum embedding is an important embedding mode of steganography, which was first proposed as a digital watermarking embedding mode by Cox [16] . The embedding domain mainly involves the DCT coefficient domain of images. Marvel [17] then applied this embedding mode to the steganography of digital images, expanded the embedding domain to the carrier
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spatial domain pixel, and put forward the Spread Spectrum Image Steganography (SSIS) algorithm. Fridrich [18] further improved SSIS soon afterwards and put forward the random modulation steganography algorithm with a larger actual embedding capacity. The SSIS algorithm is one of the important embeddin modes of steganography, so it is necessary to carry out studies on the steganalysis. The method of steganalysis of spread spectrum image steganography is studied in this section with help of the high-order Markov model of digital images.
The spread spectrum steganography algorithm of digital images
SSIS is a steganographic algorithm that embeds the zero-mean Gaussian white noise of unit variance after the modulation of secret information into the image spatial domain or the transform domain. The influence on carrier signals is equivalent to the random noise superposition in the embedding domain. The embedding process of SSIS is shown in Figure 3 : It can be known from Figure 3 that embedded secret information should be first encrypted with the secret key 1 k so as to obtain signals needing to be embedded through the error correction of coding. Meanwhile, the secret key 2 k is used to generate a pseudo-random zero-mean real-number sequence of unit variance. Signals need to be embedded after the error correction of coding and the pseudo-random real-number sequence are modulated together and superposed to the embedding domain of the carrier image after the shuffle of the secret key 3 k .If the embedding domain is a spatial domain pixel value of the image, the newly-superposed carrier image is quantized to obtain the secret-carrying image. If the embedding domain is a transform domain, the secret-carrying image can be obtained through the inverse transformation and quantization. The extraction process of SSIS is shown in Figure 4 . 
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In Figure 4 , the secret-carrying image is first restored with the image recovery technique and the difference of the secret-carrying image and the recovered image is then solved and shuffled inversely with the secret key 3 k . The difference is modulated by the pseudo-random real-number sequence generated by the secret key 2 k and is finally coded by error correction with the secret key 1 k so as to obtain the secret information. The image recovery technique used in the extraction cannot recover the original carrier image accurately, so the extracted secret information is inevitably different from the originally embedded secret information. The error correction coding mechanism is introduced in order to avoid communication errors. But the actual steganographic capacity is lost at the same time. SSIS loads the noise signal modulated with the secret information to the embedding domain of the carrier generally through additive and multiplicative embedding modes. SSIS frequently carries out embedding operations in the image spatial domain pixel or the sub-block DCT coefficient domain, so there are mainly four kinds of common SSIS, namely additive SSIS of spatial domain, multiplicative SSIS of spatial domain, additive SSIS of sub-block DCT domain and multiplicative SSIS of sub-block DCT domain.
Spread spectrum steganalysis based on the high-order Markov model
The statistical measure
, of the high-order Markov model of the carrier image reflects the influence of steganography on the high-order statistical distribution of the carrier. The calculation is shown in Formula (8).
In Formula (8), (r is the image bit, n is the model order). Thus, the calculation scale of the steganographic analyst is excessively large. Considering that the empirical matrix of the carrier image disperses around the leading diagonal after steganography, the phenomenon can be taken advantage of in the dimensionality reduction of the feature extraction of the empirical matrix of the secret-carrying image's high-order Markov model so as to meet the requirements of the computational complexity. The digital image discussed in this paper is a 2-order Markon model of an 8-bit grayscale image. The process of SSIS steganaysis algorithm based on the high-order Markov model is presented below:
Part1. Part steps of the classifier training Step1. N carrier images of enough number are used as the classifier training set, N/2 images are randomly selected and embedded in the secret information through SSIS as the secret-carrying image set, and the rest is used as the original image set. The sample size adopted in this paper is N=1000.
Step2. As for each image of the training set, the 2-order Markov empirical matrix is constructed with the method shown in Figure 2 . The 374-dimensional eigenvector of each image can be obtained through the method mentioned in Literature [19] .
Step3. Eigenvectors of all images in the training set are used to carry out trainings on the SVM (Support 
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Vector Machine) classifier so as to get the SVM classifier after trainings.
Part2. Part steps of the analysis and detection of the SVM classifier after trainings
Step1. Construct the 2-order Markov empirical matrix of the image to be analyzed with the method shown in Figure 2 and obtain the eigenvector of the image through the method mentioned in Literature [19] .
Step2. Analyze the eigenvector of the image to be analyzed with the SVM classifier after trainings so as to determine whether the image belongs to SSIS steganographic secret-carrying images.
EXPERIMENTAL RESULTS ANALYSIS
Image source: 1338 uncompressed images from the UCID.V2 image library and scanned 662 uncompressed images are selected as the image library for the training and testing of the classification analysis.
Model selection: The 2-order Markon model of an 8-bit grayscale image is taken as the example for the experiment.
Experimental objective: Make a comparison with the SSIS steganalysis of the 1-order model in Literature [15] on the basis of introducing the image spatial domain pixel, the additive and multiplicative SSIS steganography of sub-block DCT coefficient and the experimental situations of four kinds of steganographic algorithms so as to highlight the superiority of the high-order Markov model.
Experimental process: (1) Convert all images in the training and testing image library to 8-bit grayscale BMP images. 1000 images are randomly selected as the training set and the rest is the testing set. 500 images are respectively selected from the training set and the testing set as the secret-carrying image set and the rest images are used as the original image set. Scan images of the training set and the testing set respectively to construct a 2-order Markov model and a 1-order Markov model. The 2-order Markov model is scanned in the Hibert [21] way while the 1-order Markov model is scanned in the way mentioned in Literature [15] . (4) Extract the image features of the scanned empirical matrix of the 2-order Markov model in the way mentioned in Literature [19] and extract the image features of the empirical matrix of the 1-order Markov model in the way mentioned in Literature [15] . Trainings and tests of the SVM classifier are carried out by the extracted eigenvectors.
Mean results of the repeated 20 experiments are presented in Table 1 and Figure 5 .
In Figure 5 , 1-MC stands for the 1-order Markov model and 2-MC stands for the 2-order Markov model. It can be known from Table 1 and Figure 5 that, as for the additive SSIS image steganography of the spatial domain pixel and the transform domain coefficient, the analytical accuracy of the spread spectrum steganalysis based on the high-order Markov model improves with the increase of the model order. It can be seen from the experimental results of the 2-order and the 1-order model, and the analytical accuracy of the 2-order model increases by nearly 200 percent compared to that of the 1-order model. Besides, False Positive decreases obviously. As for the multiplicative SSIS image steganography of the spatial domain pixel and the transform domain coefficient, the analytical accuracy also improves greatly with the increase of the model order. This can be seen from the 2-order and the 1-order experimental results. Besides, False Positive also decreases significantly. Note: True Positive means that the ratio of secret-carrying carriers is determined correctly; False Positive means that the ratio of secret-carrying carriers is determined improperly, namely the false alarm probability; True Negative means that the ratio of non-secret-carrying carriers is determined correctly; Accuracy means that the value of accuracy equals to (True Positive + True Negative) / 2.
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CONCLUSION
This paper constructs the high-order Markov model of digital images based on the study of the high-order Markov chain model theory and the steganographic Markov chain security indexes of digital images. It mainly studies the spread spectrum steganalysis based on the high-order Markov model of images, carries out an experiment with the 2-order Markov model of 8-bit grayscale carrier images as the example, and analyzes ROC curves of the additive SSIS steganography and the multiplicative SSIS steganography of the DCT coefficient and the spatial domain pixel. Conclusions are drawn as follows:
1) The high-order Markov statistical distribution model of digital image steganography is proposed in this paper. The scanning mode of the Hilbert space filling curve can be used to construct the high-order Markov model and its empirical matrix.
2) The statistical measure of the high-order Markov model is more sensitive than that of the traditional ε-secure security indexes and the image Markov model. It can fully reflect changes of the statistical distribution of the carrier image high-order Markov model caused by steganographic embedding.
3) With the example of the 2-order Markov model, steps of the SSIS steganalysis algorithm based on the image high-order Markov model can be divided into two parts. One part is the training of the classifier and the other part is the analytical testing.
4) The high-order Markov model based on carrier images has a preferable effect on the SSIS steganalysis. In addition, the accuracy of steganalysis improves False Positive decreases while with the increase of model order within certain limits.
To sum up: the SSIS steganalysis scheme based on the high-order Markov model is applicable not only to practical calculations but also to users of steganalysis 
