Displacement monitoring has always been an important branch of structural health monitoring. Among them, multi-point displacement monitoring can not only reduce the monitoring costs, but also improve the monitoring efficiency. Therefore, this paper proposes a multi-point displacement monitoring technology based on full convolutional neural network (FCN) and smartphone. It combines machine vision and deep learning to extract the object information for displacement monitoring. First, a dataset with 400 images was collected, and this dataset contains only one category: mark. Second, the dataset was trained by FCN to obtain a detection model, which can perform pixel-level segmentation on multiple masks in the image, and the average mean intersection over union (MIoU) is 0.9774. Third, in order to verify the feasibility of the proposed method to monitor multi-point displacement, a validation experiment was completed, and the information of four masks in the image can be extracted simultaneously. Fourth, sensitivity analysis was completed. The test results showed that this method can achieve 0.5 mm monitoring for the mark at a distance of 2.5 m. Finally, error analysis was completed. The test results showed that the monitoring errors of mark at 2.5 m and 5 m are less than 1%. The monitoring errors of mark at 7.5 m and 10 m are 1.696% and 1.997% respectively. Although the monitoring error increases with the increase of distance, it can still meet the needs of engineering practice. In addition, this paper uses smartphone to collect the images of mark, it further reduces the monitoring costs, and improves the convenience of monitoring.
I. INTRODUCTION
Under the action of load and environment, the structure will be damaged such as deformation, which will affect the reliability of the structure. Moreover, the deformation often causes displacement. For large structures such as bridges, high-rise buildings and foundation pits, deformation and displacement may cause accidents and even cause significant economic losses. Therefore, displacement monitoring has always been an important branch of structural health monitoring. Displacement monitoring for structural key locations can improves construction safety.
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At present, there are many techniques to obtain structural displacement. The first way is the acceleration sensor [1] , [2] . This method can only be used to measure dynamic displacement, and the displacement data needs to be calculated according to the acceleration data. Acceleration sensors can be divided into wired sensors and wireless sensors. The former is connected by wires, which are prone to damage and cause data noise. The latter causes less data noise, but is prone to packet loss [4] - [6] . Acceleration sensor has the advantages of convenient installation and low-cost. The second way is laser displacement sensor [7] - [9] . This method can measure both dynamic displacement and static displacement. However, the laser spot is greatly affected by the light factor, and the laser projection consume a high amount of electricity. The displacement sensor has the advantages of convenient installation and high accuracy. In recent years, computer vision has been a new way to obtain structural displacement. Liu [10] et al. proposed a displacement monitoring method based on laser projection technology. A laser transmitter was placed at the monitoring point to project a spot on a black plate. The camera is used to capture the spot. This method can get the coordinates of the spot in the image to realize the displacement monitoring. It achieves high recognition accuracy. Nevertheless, each measuring point needs a laser transmitter, and the laser transmitter consumes power. It is not conducive to portable monitoring and multi-point displacement monitoring. Choi et al. [11] presented a dynamic displacement vision system using digital image processing. The system realized displacement monitoring by identifying the position of the mark on the structure. It makes displacement monitoring more convenient. Park et al. [12] presented a vision-based displacement measurement method for highrise building structures using partitioning approach. Multiple cameras are mounted on a flexible steel column to capture two adjacent marks. The rotation angle and displacement of nodes are obtained by redundant photography, and then the horizontal displacement monitoring of flexible structures can be realized. The method skillfully eliminates the influence of rotation angle on displacement monitoring. At the same time, considering the limitation of the visible range of optical devices, partitioning approach was applied to displacement measurement of high-rise structures. Feng and Feng [13] proposed a vision-based multipoint displacement measurement for structural health monitoring. A camera is used to capture multiple marks in the same plane and realize displacement monitoring. In addition, the monitoring effects of artificial mark and natural mark are compared, which provides convenience for multi-point displacement monitoring.
However, these methods are limited by the visual range of camera equipment, and can not achieve displacement monitoring in the medium and long distance. Currently, most displacement monitoring techniques based on vision have a monitoring range within 1 m. As the monitoring range continues to increase, more sophisticated camera equipment will have to be used. These equipment are expensive and inconvenient. Therefore, a more economical and convenient device is needed to replace them. With the rapid development of smartphone, it already has a powerful camera capability and a large optical zoom capability. Hence, it can photograph distant targets clearly. Smartphones are more conducive to the realization of convenient displacement monitoring. Moreover, the existing multi-point displacement monitoring methods [14] , [15] only monitor the structural displacement in the same plane. The portable multi-point displacement monitoring technology in different planes is also very necessary.
In addition to hardware limitations, the existing structural displacement monitoring technology identify and extract mark information by image binarization, pattern matching algorithm and so on. As an effective technology, neural network has been widely used in the field of civil engineering [16] - [18] . In recent years, with the rapid development of convolutional neural networks, especially in the field of image recognition, a lot of networks have been proposed, such as ZFNet, VGGNet, GoogLeNet, ResNet, etc. Therefore, convolutional neural network has been fully applied in the field of structural damage monitoring [19] - [21] . Regionbased convolution neural network (R-CNN) [22] can recognize and locate objects in images. On this basis, Fast R-CNN [23] and Faster R-CNN [24] are proposed. These algorithms are called object detection algorithms. In order to recognize objects more accurately, semantic segmentation algorithms are proposed, including Mask R-CNN [25] , FCN [26] and so on. They can not only recognize and locate objects in images, but also recognize objects at the level of pixels.
Combining with full convolution neural network, a multipoint displacement monitoring method based on smartphone is proposed for calculating mark parameters, including the area and center coordinates. The displacement of the mark can be obtained by the real area, the recognition area and center coordinates of the mark in each image. Smartphone has a powerful camera capability. The smartphone used in this paper boasts of a 15× zoom capability when video recording. It realizes multi-point displacement monitoring in different distances within 10 m, that greatly improves the convenience and practicability of displacement monitoring. In section 2, the overall framework of the proposed method is shown. In section 3, mark recognition and location method based on full convolution neural network is explained. In section 4, the displacement tests based on the proposed method are completed. In section 5, the proposed method is discussed. Eventually, conclusions are drawn in Section 6.
II. THE OVERALL FRAMEWORK OF THE PROPOSED METHOD
In this paper, a multi-point displacement monitoring technology based on FCN is proposed. This technology can simultaneously acquire the parameters of multiple marks (recognition area and center coordinates) to realize multipoint displacement monitoring of structures. It is worth mentioning that this technology realizes multi-point displacement monitoring in different planes. In addition, in order to improve the convenience of displacement monitoring, smartphones are used as acquisition equipment. The overall framework of the proposed method is shown in Figure 1 . First, the detection model trained by FCN can accurately identify multiple marks in the image. Second, the parameters of mark are extracted, including actual area, recognition area and center coordinates. Third, mark displacement can be calculated according to the parameters of mark. The actual area of each mark is 25 cm 2 . Assuming that the recognition area and center coordinates of mark is a 1 , (x 1 , y 1 ) in the first image; the recognition area and center coordinates of mark is a i , (x i , y i ) in the i-th image. The X-axis displacement of the mark (M ) can be calculated according to the following formulas:
The calculation method of Y-axis displacement of mark is the same as that of X-axis displacement. It only needs to change the X-axis coordinate into the corresponding Y-axis coordinate. Besides, the calculation method of each mark is the same.
III. MARK-BASED FULL CONVOLUTION NEURAL NETWORK
Mark detection in each frame of the video is the basis of the proposed method. In this paper, full convolution neural network is applied to mark detection, and the details of this detection method are explained in this section.
A. THE ARCHITECTURE OF FCN
FCN can train end-to-end, pixels-to-pixels on semantics segmentation. It can be divided into two sections: downsampling network and upsampling network. The architecture of FCN is shown in Figure 2 . Down-sampling network mainly relies on classification network to extract image features. There are many traditional classification network, such as VGG16Net, VGG19Net, ResNet, GoogLeNet and so on. Many applications showed that VGG19Net has good performance. 
1) CONVOLUTIONAL LAYER
The core component of convolution neural network is convolutional layer, which can extract features from the input image. Each convolutional layer has multiple convolutional kernels. Convolution operation generally starts from the upper left corner of the input image, the convolution kernel slides one stride to the right each time. The parameters in the convolution kernel are multiplied by the corresponding parameters in the coverage area. Then, the multiplied values are summed. If the bias of the convolutional layer is not 0, the bias should be added to the summed values. Initially, the parameters of convolution kernels are randomly generated and continually updated during the training process. The convolution example is shown in Figure 3 .
2) POOLING LAYER
The pooling layer compresses the feature map, which not only reduces the size of the feature map and simplifies the complexity of network computation, but also compresses the feature and extracts the main features. The pooling layer can be divided into average pooling and max pooling. Compared with the convolutional kernel, there are no parameters in the pooling kernel. Similar to the convolution layer, the pooling kernel slides on the input of the pooling layer. Average (average pooling) or max (max pooling) values in the coverage area as the output. The max pooling example is shown in Figure 4 .
3) TRANSPOSED CONVOLUTIONAL LAYER
After the image is processed by the convolutional layer and the pooling layer, the output size become very small. In the semantic segmentation algorithm, we need to restore the image to its original size for classifying each pixel. This operation of expanding the image size is called upsampling. Generally, there are three methods for upsampling: bilinear interpolation, transposed convolution and depooling.
Transposed convolution is used in FCN. Transposed convolution can be understood as the inverse operation of convolution operation. However, transposed convolution can not restore the input value of the convolution operation. It only reverses the steps in the process of convolution transformation. The specific operation of transposed convolution is more complex. The specific steps are as follows: First, the position between each element of the input matrix is filled with 0. The number of 0 between elements is the value of stride minus 1. Second, on the basis of the expansion, the whole is supplemented with 0 according to the padding rule. The number of 0 is the size of kernel minus 1. Third, the kernel is rotated by 180 degrees. Finally, matrix after filling operation is taken as the real input, which and the the kernel after rotation operation are convoluted with a stride of 1. An example of transposed convolution is shown in Figure 5 .
4) SKIP LAYER
The skip layer is used to optimize the effect of semantics segmentation, it takes into account both local and global information. If the 1/32 size heatMap generated by downsampling network is directly upsampled from 1/32 size to 1 size (the size of the input image), the segmented result is rough. Therefore, in FCN, the feature maps generated by different pooling layers are locally upsampled, these upsampling results are fused to obtain more accurate segmentation images. First, the 1/32 size heatMap generated by the fifth pooling layer (Pool5) is upsampled from 1/32 size to 1/16 size. Figure 6 .
B. MODEL TRAINING 1) IMAGE DATASET
In order to train the displacement monitoring model, we collected more than 400 images as the dataset. These images were taken by Huawei P30 Pro. The size of the image is 1920 × 1280, and the image file format is jpg. The frequency of recording video is 30 Hz. The dataset were separated into 64% for training (256 images), 16% for validation (64 images), and 20% for testing (80 images). In addition, a tagging tool (Labelme) was used to tag all images. The images in the dataset mainly from three experiments: feasibility study, sensitivity analysis and displacement monitoring experiment. In the feasibility study, the smartphone simultaneously photographed the marks at the distance of 2.5 m, 5 m, 7 m and 10 m. In sensitivity analysis and displacement monitoring experiment, smartphone photographed mark at distances of 2.5 m, 5 m, 7 m and 10 m, respectively.
2) TRAINING PARAMETERS AND RESULTS
The dataset is inputted to the FCN for training model. In order to improve the training efficiency, for the downsampling network of the FCN, the initialization parameters in the convolutional layer are from the pre-trained VGG19 weights. For the upsampling part, the parameters in deconvolution layer are initialized by truncated normal distribution with an average value of 0 and a standard deviation of 0.01. The biases are initialized with constant zero vectors and the probability of dropout layer is set to 0.4. The detection model is trained by stochastic gradient descent with momentum. We use a minibatch size of 1 image and fixed learning rates of 10 −4 for FCN-VGG19. The momentum is 0.9, weight decay of 5 −4 or 2 −4 , and doubled learning rates for biases. Loss function is generally used to evaluate the accuracy of model prediction results. In the FCN, cross entropy is selected as the loss function to visually reflect the deviation between the predicted value of the model and the actual value. For each pixel, the calculation of the loss (l) is as follows:
where y is the actual value of a pixel and m is the predicted value of the pixel. For an image, the total loss value is the average loss value of all pixels. For this monitoring model, the iteration steps are 1000, and the training loss curve and validation loss curve are shown in Figure 7 . when the iteration steps are 300, both the training loss curve and the validation loss curve have reached a steady state. At this point, the training loss value is 0.0021, and the validation loss value is 0.0011. The mean intersection over union (MIoU) is widely used for accuracy evaluation in semantic segmentation. In this section, 80 images were tested to calculate MIoU. The average MIoU is 0.9774. It shows that the performance of the model can meet the requirements of the engineering. 
IV. MULTI-POINT DISPLACEMENT MONITORING EXPERIMENT A. FEASIBILITY STUDY
This paper presents a multi-point structure displacement monitoring technology based on FCN and smartphone. In order to realize multi-point displacement monitoring at different distances within 10 m, four black rectangles of edge 5 cm are used as marks. Four marks are pasted on four concrete blocks. These concrete blocks are placed at distances of 2.5 m, 5 m, 7.5 m and 10 m from the smartphone, respectively. The four marks were captured simultaneously using a smartphone. The experimental picture is shown in Figure 8 . The smartphone used in this paper is Huawei P30 Pro, which boasts of a 15× zoom capability when video recording. However, in order to capture the four marks as clearly as possible and to fully present the four marks in the image, the 7.5× focal length was selected to capture the four marks. The captured image is sent to the monitoring model, and the four marks in the image are segmented at the pixel level. The recognition area and the center coordinates of the marks in the image are obtained. This section verified the feasibility of the proposed method.
The recognition results are shown in Figure 9 . It can be seen that the multi-point displacement monitoring method based on FCN can simultaneously identify and segment four marks at different distances, and has high recognition accuracy. Further, detailed parameters of each mark in the image can be obtained, as shown in Table 1 . These parameters has proved the feasibility of this method. The accuracy of this method is verified in the following sections. Due to the equipment limitations (our laboratory has only one precision linear guide), the four marks were simultaneously identified only in the feasibility study. In the sensitivity analysis and displacement monitoring experiment, only one mark is captured by smartphone each time.
B. SENSITIVITY ANALYSIS
This section mainly analyzes the sensitivity of the proposed method. Each mark is pasted on a concrete block, which is placed on the precision linear guide as shown in Figure 10 . During the test, the concrete block is moved by 0.5 mm. The frequency of video recording is 30 Hz. The collected images are input into the detection model, and the parameters of mark are extracted to calculate the actual displacement of the mark. The monitoring results are shown in Figure 11 . It can be seen that this method can accurately identify the 0.5 mm movement of the mark at 2.5 m distance from the smartphone. However, with the increasing distance between mark and smart phone, the recognition effect becomes worse. The reason is that the distant mark is blurred more than the nearby mark in the image. For the mark at 10 m from the smartphone, the movement of 0.5 mm can not be reflected by this method. Therefore, this method has higher sensitivity for displacement monitoring of nearby marks, but lower sensitivity for displacement monitoring of distant marks. This is also a common problem of machine vision-based monitoring methods. For multi-point displacement monitoring at different distances, the partitioning approach can be used to realize long-distance multi-point displacement monitoring.
C. DISPLACEMENT MONITORING EXPERIMENT
Due to the equipment limitations, this section still identifies and monitors only one mark each time. Same as sensitivity analysis experiment, marks are pasted onto concrete blocks, which are placed on precision linear guide, as shown in Figure 10 . During the test, the concrete block is moved three times, each time moved 5 mm. For each mark, three parallel experiments were completed. The frequency of video recording is 30 Hz. The collected images are input into the detection model, and the parameters of mark are extracted to calculate the actual displacement of the mark. The monitoring results are shown in Figure 12 . It can be seen that this method has high accuracy for the displacement monitoring of the marks at four distances. Especially for marks at 2.5 m and 5 m from the smartphone, the monitoring effect is very significant. For mark at 7.5 m from the smartphone, although the monitoring results are not as good as the marks at 2.5 m and 5 m from the smartphone, the monitoring error is also small. The monitoring effect of mark at 10 m from the smartphone is the worst. In order to describe the monitoring effect of mark displacement more accurately, the maximum error was calculated when the mark is moved 15 mm. The monitoring error of each mark is shown in Table 2 . It can be seen from the table that the monitoring error is within 1% for marks at 2.5 m and 5 m. The monitoring errors of marks at 7.5 m and 10 m are 1.696% and 1.997%, respectively. Basically, the monitoring error of this method increases with the distance between mark and smartphone. This result is also consistent with that in sensitivity analysis.
V. DISCUSSION
In the multi-point displacement monitoring experiment, the effect of the proposed method has been verified. From the monitoring results, it can be seen that this method can simultaneously monitor the multi-point displacement of the structure. Although the monitoring error increases with the distance form the marks to the smartphone, the monitoring accuracy can still meet the requirements of engineering practice. For marks at 2.5 m and 5 m from the smartphone, it is highly sensitive to small displacement monitoring. However, for marks at 7.5 m and 10 m from the smartphone, the effect of small displacement monitoring is not good. Therefore, we recommend that the marks at 7.5 m and 10 m from the smartphone should be used to monitor the larger displacement of the structure. When the structure needs to monitor the small displacement of marks at 7.5 m and 10 m from the smartphone, the partitioning approach can be used monitor multipoint displacement with multiple smartphones. A smartphone only monitors multi-point displacement within a small distance. Although t the partitioning approach loses some convenience, it improves the accuracy of small displacements monitoring.
VI. CONCLUSION
This paper proposes a multi-point displacement monitoring method based on FCN and smartphone. The FCN is used to segment the mark in the image at the pixel level, it also can extract the parameters of the mark in the image, and realize the structural displacement monitoring. First, authors collected an image data set, which includes 400 images. These images are trained by FCN to obtain a detection model. The test images are inputted into the model to recognize the mark. Regardless of the environment in which the mark is located, this method can simultaneously segment the marks at different positions, and the average mean intersection over union (MIoU) is 0.9774. In order to verify the monitoring accuracy of the proposed method, a series of experiments were completed. In the feasibility study, four marks are identified accurately, and their parameters (recognition area and center coordinates) can also be outputted simultaneously. These parameters can be used to calculate the displacement of the structure. Therefore, it is feasible to use this method to monitor multi-point displacement of structure. Due to the equipment limitations, only one mark was captured in sensitivity analysis and displacement monitoring experiment. The displacement monitoring results showed that the monitoring error of the marks at 2.5 m and 5 m from the smartphone is less than 1%. The monitoring error of target at 7.5 m and 10 m from the smartphone is 1.696% and 1.997%, respectively. Although the results showed that the monitoring error increases with the distance from the smartphone, its accuracy can still meet the requirements of structural displacement monitoring. In addition, the image with mark were collected by smartphone, which reduces the monitoring costs and improves the convenience of monitoring.
