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Abstract
We study a topological classification of insulators and superconductors in the presence of non-spatial discrete
symmetries in the Altland-Zirnbauer classification and spatial symmetries in any spatial dimension. We
provide a unified method, the construction of bulk Dirac Hamiltonians in minimal matrix dimension, to
classify topological phases. Using this method, we first reproduce the classification of non-spatial symmetric
topological insulators and superconductors in the Altland-Zirnbauer symmetry classes. Such non-trivial
topological insulators and superconductors possess protected gapless modes in each boundary. Furthermore,
we extend the classification to spatial symmetric systems, such as reflection symmetry. When a specific
boundary that does not break system’s symmetries is introduced in these non-trivial topological systems,
gapless modes are present at this boundary.
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Chapter 1
Introduction
1.1 Background and Motivation
One of the driving forces in condensed matter physics is the search for new distinctive phases of matter.
People have discovered a fruitful collection of phases in nature, such as ferromagnets, superfluids, and
superconductors. Most of these phases can be understood in the Laudau-Ginzburg framework of spontaneous
symmetry breaking. However, after the discovery of the quantum Hall effect, which does not preserve any
symmetry, people realized that there are phases of matter in which no symmetries are broken. The phases
of the quantum Hall effect are characterized by the quantized Hall conductivity. The Hall conductivity is
determined by the topological structure of the system[5], rather than by a broken symmetry as described
within the Laudau-Ginzburg paradigm. The quantum Hall effect, the first realized topological system, opens
a door of the study of topological phases.
Topological insulators and superconductors are fermionic symmetry preserving systems with a bulk en-
ergy gap. Relevant symmetry conditions that are necessary to define these symmetry protected topological
modes can be divided into two categories: non-spatial symmetries and spatial symmetries. The Hamiltoni-
ans of non-spatial symmetric systems may possess time reversal symmetry, particle-hole symmetry, or chiral
symmetry. These systems have gapless boundary modes that are topologically protected and are related to
physical quantities, such as the Hall conductivity. The subject started with the recognition, by Kane and
Mele,[6, 7] that by incorporating a spin-orbit coupling in the tight-binding model for graphene, the system
will become what is now known as a Z2 topological insulator with time reversal symmetry (TRS). After
that, three-dimensional (3D) Z2 topological insulators were predicted [8–10] and observed;[11–14] 3He-B
was identified as a topological superconductor.[15–17] It turns out that those topological insulators and
superconductors are just a part of a larger scheme — a complete classification of topological insulators and
superconductors has been developed by applying Anderson localization[2] and K-thoery[1].
On the other hand, with a set of discrete spatial symmetries, a topological distinction among gapped
phases (i.e., “symmetry protected topological phase”) can arise as well. Recently, Hsieh et al.[18] predicted
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that a spatial symmetric insulator would be realized in the Pb1−xSnxTe material class, and this prediction
was experimentally verified by ARPES.[19] Another example of spatial symmetric insulators is a topological
inversion symmetric insulator.[20–22] Inversion symmetry is defined as the invariance of the system under
the sign flip of the spatial coordinate r → −r, where r = (r1, r2, . . . , rd) is the spatial coordinates in d
spatial dimensions, r ∈ Rd (for lattice systems, r labels a site on a d-dimensional lattice). The implication
of the distinction of topological phases on other point-group symmetries has also been discussed.[23–25]
Topological phases protected by a set of spatial symmetries are not necessarily accompanied by a gapless
boundary mode, because such a boundary mode would break the spatial symmetries. This contrasts with
the case of topological phases having non-spatial discrete symmetries, in which gapless boundary modes are
protected.
Although the topological phases of non-spatial and spatial symmetric topological insulators and super-
conductors have been well studied separately[1, 2, 18, 20–25],there has not been an effort to classify these
systems within a unified framework. In this thesis, we develop the minimal Dirac Hamiltonian method to
classify the topology of non-spatial and spatial symmetric systems. This method provides a direct way to
classify non-spatial symmetric topological insulators and superconductors. We write down a bulk Dirac
Hamiltonian that preserves the system’s symmetries in the minimal matrix dimension. The topological class
of the system is determined by the existence of a symmetry preserving extra mass term (SPEMT). Using
a similar method, spatial symmetric systems can be classified. Furthermore, this method provides direct
proof of the correspondence between bulk topology and gapless boundary states. That is, a trivial (non-
trivial) topological system implies the presence (absence) of symmetry-protected gapless boundary modes.
Alternatively, we can study topological invariants in topological systems to determine bulk topology. The
classification of bulk topology using this method is consistent with the minimal Dirac Hamiltonian method.
1.2 Contribution
This thesis is based upon my three publications and one preprint, which are listed and summarized below:
1. Michael Stone, Ching-Kai Chiu and Abhishek Roy, Symmetries, dimensions and topological insulators:
the mechanism behind the face of the Bott clock, J. Phys. A: Math. Theor. 44 (2011) 045001
Our first work provided an account of some of the mathematics of Bott periodicity and the Atiyah, Bott,
Shapiro construction. To reproduce the topological classification of non-spatial symmetric insulators
and superconductors, we apply these ideas to understanding the twisted bundles of electron bands that
underlie the properties of topological insulators, spin Hall systems and other topologically interesting
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materials. However, these mathematical tools are abstract. In this thesis, we provide a simplified
method, the minimal Dirac Hamiltonian, to reproduce the non-spatial symmetric classification.
2. Ching-Kai Chiu, Hong Yao, and Shinsei Ryu, Classification of Topological Insulators and Supercon-
ductors in the presence of reflection symmetry, arXiv:1303.1843
The second article focus on classifying reflection symmetric topological insulators and superconductors
in the presence of (non-spatial) discrete symmetries (time-reversal symmetry, particle-hole symmetry,
and chiral Symmetry). By using the structure of bulk Dirac Hamiltonians of minimal matrix dimen-
sions and explicit constructions of topological invariants, we provide the complete classification, which
still has the same dimensional periodicities with the original non-spatial symmetric classification. The
classification of reflection-symmetry-protected topological insulators and superconductors depends cru-
cially on the way the reflection symmetry operation is realized. When a boundary is introduced, which
is reflected into itself, these non-trivial topological insulators and superconductors support gapless
modes localized at the boundary.
3. Ching-Kai Chiu, Matthew J. Gilbert, and Taylor L. Hughes, Vortex lines in topological insulator-
superconductor heterostructures, Phys. Rev. B 84, 144507 (2011).
Three-dimensional (3D) topological-insulators-wave-superconductor heterostructures have been pre-
dicted as candidate systems for the observation of Majorana fermions in the presence of supercon-
ducting vortices. In these systems, Majorana fermions are expected to form at the interface between
the topological insulator and the superconductor while the bulk plays no role. Yet, the bulk of a
3D topological insulator penetrated by a magnetic flux is not inert and can gap the surface vortex
modes, destroying their Majorana nature. In this article, by studying a four-band Dirac model, we
demonstrate the circumstances under which only the surface physics is important and when the bulk
physics plays an important role in the location and energy of the Majorana modes.
4. Ching-Kai Chiu, Pouyan Ghaemi, and Taylor L. Hughes, Stabilization of Majorana Modes in Magnetic
Vortices in the Superconducting Phase of Topological Insulators using Topologically Trivial Bands,
Phys. Rev. Lett. 109, 237009 (2012)
The final article shows that the Dirac Hamiltonian model cannot truly determine topological phases in
real materials when doped topological insulators exhibiting superconductivity is considered. It has been
shown that doped topological insulators, up to a certain level of doping, still preserve some topological
signatures of the insulating phase, such as the presence of a Majorana mode in the vortices of a
superconducting phase[26]. Multiple topological insulators, such as HgTe, ScPtBi, and other ternary
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Heusler compounds, have been identified and generically feature the presence of a topologically trivial
band between the two topological bands. In this article, we show that the presence of such a trivial band
can stabilize the topological signature over a much wider range of doping. Specifically, we calculate
the structure of vortex modes in the superconducting phase of doped topological insulators, a model
that captures the features of HgTe and the ternary Heusler compounds. We show that, because of
the hybridization with the trivial band, Majorana modes are preserved over a large, extended doping
range for hole doping (or p-type doping). In addition to presenting a viable system where much less
fine-tuning is required to observe the Majorana modes, our analysis opens a route to studying other
topological features of doped compounds that cannot be modeled using the simple Bi2Se3 Dirac model.
1.3 Thesis Overview
The rest of my thesis is organized as follows. Chapter 2 is an introduction to the basic ideas of topological
insulators and superconductors, such as symmetries and quantum phase transitions. We review the first
model of Z2 topological insulators, the tight-binding model of graphene with a spin orbital coupling.[6, 7]
Chapter 3 is the simplified version of publication 1. By constructing Dirac Hamiltonians in minimal matrix
dimension, we classify non-spatial symmetric topological insulators and superconductors. In chapter 4, we
investigate states on the surface of strong and weak topological insulators and superconductors that have
been gapped by a symmetry breaking term in the strong case or by a symmetry-preserving density wave
in the weak case. Chapter 5 covers publication 2 and provides a complete topological classification of
reflection symmetric insulators and superconductors in the presence or absence of non-spatial symmetries.
Chapter 6 covers publication 3 and describes Majorana modes at the ends of the vortex line in a topological
insulator/superconductor proximity heterostructure. By solving a four-band Dirac model, we discuss the
relationship between stability of the Majorana bound modes and the size of the magnetic flux. Chapter
7 covers publication 4 and discusses the presence of a Majorana mode in a similar heterostructure but
possessing two extra topologically trivial bands. Such a six-band (4 + 2) model, which cannot be described
by a Dirac Hamiltonian, can only be solved numerically. We find that those two trivial bands can stabilize
the Majorana bound modes over a much larger range of doping.
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Chapter 2
Primer
2.1 Symmetries in band insulators and superconductors
To describe our schemes for topological insulators and superconductors, in the following we will start from a
tight-binding Hamiltonian. We will focus on electronic insulators, i.e., systems with a conserved U(1) charge,
but a similar tight-binding formalism can be developed for BdG Hamiltonians of topological superconductors.
Let us consider a tight-binding Hamiltonian,
H =
∑
r,r′
ψ†(r)H(r, r′)ψ(r′), (2.1)
where ψ(r) is an Nf -component fermion annihilation operator, and index r = (r1, r2, . . . , rd) labels a site on
a d-dimensional lattice (the internal indices are suppressed). Each block in the single particle Hamiltonian
H(r, r′) is an Nf ×Nf matrix, satisfying the hermiticity condition H†(r′, r) = H(r, r′). We assume the total
size of the single particle Hamiltonian is NfV × NfV , where V is the total number of lattice sites. The
components in ψ(r) can describe, e.g., orbitals or spin degrees of freedom, as well as different sites within a
crystal unit cell centered at r.
Provided the system has translational symmetry, H(r, r′) = H(r−r′), with periodic boundary conditions
in each spatial direction (i.e., the system is defined on a torus T d), we can perform the Fourier transformation
and obtain in momentum space
H =
∑
k∈Bz
ψ†(k)H(k)ψ(k), (2.2)
where the crystal momentum k runs over the first Brillouin zone (Bz), and the Fourier component of the
fermion operator and the Hamiltonian are given by ψ(r) = V −1/2
∑
k∈Bz e
ik·rψ(k) andH(k) = ∑r e−ik·rH(r),
respectively. The Bloch Hamiltonian H(k) is diagonalized by
H(k)|ua(k)〉 = εa(k)|ua(k)〉, a = 1, . . . , Nf , (2.3)
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The original classification table
AZ class\d 0 1 2 3 4 5 6 7 T C S
A Z 0 Z 0 Z 0 Z 0 0 0 0
AIII 0 Z 0 Z 0 Z 0 Z 0 0 1
AI Z 0 0 0 2Z 0 Z2 Z2 + 0 0
BDI Z2 Z 0 0 0 2Z 0 Z2 + + 1
D Z2 Z2 Z 0 0 0 2Z 0 0 + 0
DIII 0 Z2 Z2 Z 0 0 0 2Z − + 1
AII 2Z 0 Z2 Z2 Z 0 0 0 − 0 0
CII 0 2Z 0 Z2 Z2 Z 0 0 − − 1
C 0 0 2Z 0 Z2 Z2 Z 0 0 − 0
CI 0 0 0 2Z 0 Z2 Z2 Z + − 1
Table 2.1: The original classification table of topological insulators and superconductors without reflection
symmetry:[1, 2] The first column represents the names of the ten symmetry classes, associated with the
presence or absence of time reversal (T), particle-hole (C), and chiral (S) symmetries in the last three
columns. The number 0 in the last three columns denotes the absence of the symmetry. The numbers +1
and −1 denote the presence of the symmetry and indicate the signs of the square TR operator and the
square PH operator.
where |ua(k)〉 is the a-th Bloch wavefunction with energy εa(k). We assume that there is a finite gap at the
Fermi level, and therefore we obtain a unique ground state by filling all states below the Fermi level. (In
this dissertation, we always adjust εa(k) in such a way that the Fermi level is at zero energy.) We assume
there are N− (N+) occupied (unoccupied) Bloch wavefunctions with N+ + N− = Nf . We call the set of
filled/unfilled Bloch wavefunctions as {|u−aˆ (k)〉} ≡ {|vaˆ(k)〉}, {|u+aˆ (k)〉} ≡ {|waˆ(k)〉}, respectively, where
hatted indices aˆ = 1, . . . , N− label the occupied bands only.
On the other hand, Hamiltonians characterized by discrete symmetries were first proposed by Dyson[27].
Zirnbauer and Altland[28, 29] completed the Dyson symmetry classes by considering the presence or absence
of three discrete symmetries: time reversal, particle-hole, and sublattice (chiral) symmetries. This classifica-
tion contains ten symmetry classes shown in Table 2.1. Let us first introduce time reversal symmetry. The
time reversal operator T is an antilinear map with T 2 = ±1. If the system preserves TRS, the Hamiltonian
H obeys the equation
TH(−~k)T−1 = H(~k), (2.4)
where ~k is the momentum. Similarly, C is a particle-hole operator, which is an antilinear map with C2 = ±1.
The PHS equation can be written in the similar form
CH(−~k)C−1 = −H(~k). (2.5)
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Figure 2.1: The figures show the energy spectrum in the momentum K. The top line is the lowest energy
band of the conduction bands and the bottom line the highest energy band of the valence bands. At g = gc,
quantum phase transition occurs so that the red and blue states switch the bands.
Finally, a Hamiltonian preserving Chiral symmetry satisfies the equation
SH(~k)S−1 = −H(~k), (2.6)
where the Chiral symmetry operator S is a linear map. TRS and PHS guarantee chiral symmetry with
the symmetry operator S = TC. However, a Hamiltonian preserving chiral symmetry may not preserve the
other two symmetries — as seen in the class AIII in Table 2.1. Class AIII and Class A (having no symmetry
associated with it) are known as complex symmetry classes. In Table 2.1, the remaining symmetry classes
contain all combinations with either TRS or PHS being preserved. There are two possible values that can
be assigned to each symmetry when it is preserved, i.e.,
T 2 = ±1 and C2 = ±1. (2.7)
These eight symmetry classes are called real for the reasons that will be clear later.
2.2 Quantum Phase Transition (QPT)
Quantum phase transitions refer to phase transitions at zero temperature [30]. They are different from
classical phase transitions, which are based on the behavior of the thermodynamic free energy and take
place mostly at nonzero temperatures. Quantum phase transitions can take place by varying a physical
parameter, such as magnetic field and impurity concentration, across some critical value. The changing of
the Hall conductivity of the quantum Hall effect with a varying magnetic field is a typical example of a
quantum phase transition.
We are interested in studying the occurrence of QPT in topological insulators and superconductors.
QPT can be modeled using the Hamiltonian: H(g) = H0 + gH1, where g is a function of a dimensionless
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coupling. If we increase g from 0, for example by turning on a magnetic field, the eigenstates of Hg evolves.
As shown in Figure 2.1, we see that the lowest energy level of the conduction band comes in point contact
with the highest level of the valence band when g = gc. Meanwhile, some unoccupied state(s) and occupied
state(s) switch at the touching point as seen in Figure 2.1(b). This so-called “level crossing” is one way to
characterize QPT, particularly for topological insulators ans superconductors.
An insulator is a system whereby the conduction and valence bands are separated by gaps. Insulators can
be further classified as conventional and non-conventional. For conventional insulators, it is possible to vary
some parameter such that the insulators can be continuously deformed to the atomic limit where the lattice
constant is infinite, the tunneling coefficients go to zero and every atom can be treated as being isolated.
The conduction and valence bands do not touch as the system is deformed. For non-conventional insulators,
the two bands will always touch at some point(s) as the parameters are adjusted to approach the atomic
limit. Conventional insulators are topologically trivial and non-conventional insulators are topologically
non-trivial. If the band structures of two insulator systems can be smoothly deformed from one to the other,
they are topological equivalent. Otherwise, if the two insulator system can be deformed from one to the
other only by closing bulk gaps at least once, these two systems are topologically distinct. We place two
materials with two different phases (g < gc and g > gc) together such that they have a common interface.
From gc < 0 to gc > 0, the energy branch must pass through the gap. This will result in an energy gapless
edge (surface) states, a level-crossing, at the boundary. In general, systems with different topological phases
induce gapless edge(surface) states at the boundary, as shown in fig.2.1(b), because the gapless states transit
from one topological phase to the other. Hence, if a non-trivial topological insulator is placed in a vacuum
(which is topologically equivalent to a conventional insulator), the gapless topological edge (surface) states
appear in the topological insulator.
In short, the distinction between conventional insulators and non-trivial topological insulators is found at
the edge (surface). Both are insulators in the bulk, but non-trivial topological insulators possess topologically
protected edge (surface) states.
As follow, we provide three typical examples of topological insulators and superconductors described by
tight-binding Hamiltonians. These three examples reveal three essential properties of topological insulators
and superconductors: protected gapless boundary states, quantum phase transitions, and topological invari-
ants describing bulk topology. Furthermore, from these three examples we can see the interplay of these
three properties. In a topological system, the number of the protected protected modes corresponds the
value of the topological invariant. The value of topological invariant changes when QPT occurs.
The short introduction of the three examples is in the following. The first example, quantum spin Hall
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effect in graphene, is the first model of topological insulators proposed by Kane and Mele[6, 7]. The second
example describes the presence of protected edge states in a two-dimensional p + ip system. Last but not
least, we derive gapless surface states from a three-dimensional time reversal topological insulator.
2.3 Quantum Spin Hall Effect in Graphene
First, we introduce Z2 time reversal topological insulators in two spatial dimensions in class AII, where
T 2 = −1. One of the systems that can be used to study these Z2 insulators is given by the graphene model.
It is comprised of an atomic lattice with a honeycomb structure (refer to Figure 2.2). The Hamiltonian
for the graphene model consists of an electronic hopping term (t) between nearest neighboring atomic sites.
To model the behavior of topological insulators, we need a term that describes the electron-electron spin-
orbit coupling (λso) between second nearest neighbors. We can also include a last term that takes into
consideration that the potential experienced by the electrons is different at different sublattice sites. Thus,
we can write the Hamiltonian as
H = t
∑
<ij>σ
c†iσcjσ + iλso
∑
<<ij>>σδ
νijc
†
iσs
z
σδcjδ + λν
∑
i,σ
ζic
†
iσciσ, (2.8)
where i, j are site indices and σ, δ are spin indices. Here νij = ±1. The sign corresponds to the sign of
~d1 × ~d2, where ~d1 and ~d2 are vectors along two bonds connecting in order from site i to j. The potential
at site A differs from that at site B. The quantity ζi = 1 in lattice A and ζi = −1 in the other lattice.
We see that the uneven potential breaks spatial inversion symmetry. It is easy to check the Hamiltonian is
invariant under time reversal by performing complex conjugation and changing the spin basis (| ↑〉 → | ↓〉
and | ↓〉 → −| ↑〉).
Figure 2.2: Diagram of graphene lattice, from [3]. To discuss edge modes in graphene, consider open
boundary conditions in the y direction and periodic boundary condition in the x direction.
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2.3.1 Edge mode solution
The analytic method to obtain the energy of the edge state for a graphene strip, where the edges are along
the x direction, as shown in Figure 2.2, is described here. The dominant term of the Hamiltonian (the first
term in Eq (2.8)) is the nearest neighbor hopping, so the spin-orbit coupling and sublattice potential terms
can be treated as small perturbations. According to first order perturbation theory, the energy spectrum
can be obtained from the expectation value of the spin orbit and sublattice potential for the edge states
of the dominant hopping Hamiltonian. The method to find the edge states and the energy of the hopping
Hamiltonian for graphene is based on that described in the review by Castro-Neto et al. [3]. The Hamiltonian
of nearest neighbor hopping from site to site can be written explicitly as
Ht = −t
∑
σ,m,n
[a†σ(m,n)bσ(m,n) + a
†
σ(m,n)bσ(m− 1, n) + a†σ(m,n)bσ(m,n− 1) +H.c.], (2.9)
where σ represents the spin index. Here, the length of strip is infinite in the x direction so the Hamiltonian
can be Fourier transformed in this direction.
H = −t
∑
n,σ
(a†σk(n)bσk(n)(1 + e
ika) + a†σk(n)bσk(n− 1) +H.c.), (2.10)
The Hamiltonian commutes with σz in the spin basis of | ↑〉 and | ↓〉, so the eigenstates of the Hamiltonian
with the energy Ek have spin degeneracy:
|k, σ >=
∑
n
[αk,n|a, k, n, σ > +βk,n|b, k, n, σ >], (2.11)
where the symbols a and b describe the A and B sublattice basis. Compare the two sides of the Schro¨dinger
equation H|k, σ >= Ek|k, σ >. We neglect the spin index now since spin up and down give the same result.
The relations between α and β are
Ekαk,n = −t[(1 + eika)βk,n + βk,n−1] (2.12)
Ekβk,n = −t[(1 + e−ika)αk,n + αk,n+1] (2.13)
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The strip of graphene has a finite size N in the y direction. The boundary condition is imposed as αk,−1 =
βk,−1 = αk,N+1 = βk,N+1 = 0. Consider E = 0 at the boundary n = 1 and n = N
βk,0 = 0 (2.14)
αk,N = 0 (2.15)
The nearest neighbor hopping does not imply either βk,N = 0 or αk,0 = 0. Also Eqs (2.12) and (2.13) read
as recurrence equations
0 = (1 + eika)βk,n + βk,n−1 (2.16)
0 = (1 + e−ika)αk,n + αk,n+1 (2.17)
The solutions for αk,n and βk,N−n are
αk,n = (−2 cos(ka/2))ne−inka/2αk,0 (2.18)
βk,N−n = (−2 cos(ka/2))neinka/2βk,N (2.19)
By Eqs (2.14) and (2.15), as n → N , αk,n and βk,N−n converge to zero as the behavior of the edge states.
That is, | − 2 cos(ka/2)| < 1. Hence, zero energy edge states are present at 4pi/3 > ka > 2pi/3. The two
solutions αk,n and βk,n are two independent edge states in the top/bottom of the strip in A/B sublattice,
respectively.
Consider the spin-orbit coupling interaction (the second term of Eq (2.8))
Hso =iλso
∑
σ,α,m,n
(−1)σ+α(c†σα(m,n)cσα(m+ 1, n)− c†σα(m,n)cσα(m,n+ 1) + c†σα(m,n)cσα(m− 1, n+ 1)
− c†σα(m,n)cσα(m− 1, n) + c†σα(m,n)cσα(m,n− 1)− c†σα(m,n)cσα(m+ 1, n− 1)) (2.20)
The spin orbit part of the Hamiltonian is described by the second neighbor coupling. The values α = 0, 1
indicates the A and B sublattice, respectively, and the spin index values σ = 0,−1 correspond to spin up
and down, respectively. After Fourier transformation in the x direction, the Hamiltonian is given by
Hso =iλso
∑
σ,α,m,n
(−1)σ+α(−c†σα(n)cσα(n)(eika − e−ika)− c†σα(n)cσα(n+ 1)(eika − 1)
+ c†σα(n)cσα(n− 1)(1− e−ika)) (2.21)
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The expectation energy for the top edge state |a, σ〉 of the A sublattice by Eqs (2.16) and (2.17)) is
< a, σ|Hso|a, σ >= 6(−1)σλso sin(ka)
∑
n=1
|αk,n|2 = 6(−1)σλso sin(ka). (2.22)
The state should be normalized so
∑ |αk,n|2 = 1. If we consider the bottom edge state of the B sublattice,
the expectation value of the energy changes the sign.
The sublattice potential in different sublattices (the third term of Eq (2.8)) is give by
Hsub = λµ
∑
σ,α,n,m
(−1)αc†σα(m,n)cσα(m,n) (2.23)
Again, through Fourier transformation is the x direction, the Hamiltonian is expressed as
Hsub = λµ
∑
σ
(a†σ(n)aσ(n)− b†σ(n)bσ(n)) (2.24)
The expectation energy for the edge state can obtained easily
< α, σ|H|α, σ >= (−1)αλµ, (2.25)
where α = 0, 1 correspond to the top/bottom edge states, respectively. The total energy for the edge states
is
Ek = (−1)α(λµ + 6(−1)σλso sin(ka)) (2.26)
As shown in Figure 2.3, the energy branches of the edge states are crossing lines between K and K ′ points,
which are predicted by Eq (2.26). Also, we numerically solve the eigenvalue problem for this Hamiltonian,
after the Hamiltonian can be Fourier transformed to the crystal momentum in the x direction. The results
obtained here are the same as those obtained from Kane’s model [6, 7].
The conduction and valence bands are connected, as shown in Figure 2.3(a)(b). The presence of the
gapless edge modes implies that the topological phase is non-trivial. We can study the behavior of the edge
states in the vicinity of point M by using Eq (2.26). Consider the half-filling scenario where the Fermi energy
is zero. The occupied states between points M and K at the top(bottom) edge with spin up(down) have a
positive group velocity. Conversely, the occupied states between points M and K ′ at the top(bottom) edge
with spin down(up) have a negative group velocity. Consequently, electrons in any edge with opposite spins
will move in the opposite directions. While charge currents are cancelled in this distribution, spin currents
are present. Spin currents are invariant under time reversal transformation. This is because not only the
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Figure 2.3: The energy spectrum of graphene: the horizontal axis represents crystal momentum (k) in the
x direction (lattice constant = 1) and the vertical axis represents energy (E/t). Each gapless edge state
branch connects from the conduction band to the valence band when the Fermi level is at E = 0. The
spin-orbit coupling has a finite value (λso = 0.06t) in these four subfigures. (a) The sublattice potential
vanishes (λν = 0). Each gapless line is doubly degenerate: one branch corresponds to the states at the
top of the strip and the other corresponds to the states at the bottom. In the next three subfigures, the
sublattice potential λν is nonzero. (b) As λν = 0.1t, the gapless edge states are still between the conduction
and valence bands. This is the quantum spin Hall (QSH) phase. (c) As λν = 3
√
3λso, a quantum phase
transition occurs so that the system transits from the QSH to the conventional insulator phase. (d) As
λν = 0.4t, no gapless edge state branch goes through Fermi level, so spin currents are absent in the edges.
The system is in a conventional insulator phase.
sign of the current is reversed but the spins of the electrons are also flipped. The phenomena is known as
the Quantum Spin Hall (QSH) Effect. Such spin currents can only occur in a non-trivial insulator phase but
not in conventional insulators. The reason for this is that the net momentum for the two types of the spins
are the same for conventional insulators. The whole analysis can also be made by numerically computing
the eigenstates.
On the one hand, in Figure 2.3(c), λν = 3
√
3λso is the quantum phase transition point from the QSH
phase to the conventional insulator phase. Eq (2.26) shows that, for λν > 3
√
3λso, the edge state branches
are gapped. On the other hand, the transition corresponds to closing a gap in the energy spectrum of bulk
states. Consider the Hamiltonian in Eq (2.8) and the periodic boundary conditions in both of the directions.
Therefore, by performing Fourier transformation, the Hamiltonian in momentum space is given by
H = t(1 + 2 cosx cos y)σx ⊗ I+ 2t cosx sin yσy ⊗ I+ λνσz ⊗ I+ λso(2 sin 2x− 4 sinx cos y)σz ⊗ σz, (2.27)
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where x = kxa/2 and y =
√
3kya/2. Also the first matrices of each matrix product describe sublattice degree
freedom and the second describe spin. If λν and λso vanish, the energy spectrum reverts to massless Dirac
cones at the K and K ′ points. The presence of λν and λso opens gaps for these Dirac cones so the system
becomes an insulator. At λν = 3
√
3λso, the top and bottom Dirac cones touch again; that is, a quantum
phase transition occurs. This band touching of bulk states corresponds to the formation of gapless edge
states.
2.3.2 Physical picture
Time reversal symmetry guarantees that the first Chern number for two-dimensional systems is zero. How-
ever, we cannot simply deduce that a system with a vanishing first Chen number will have intact gapless edge
states. Consider that we have two quantum Hall layers with σxy = ±1, as shown in Figure 2.4. Here, the
two layers have gapless edge states with opposite chiralities. The top(bottom) layer has right(left) chirality,
given by σxy = +1(−1). Like graphene, these two layers are placed together so the first Chern number is
zero. We may naively conclude that the gapless edge states are no longer protected. However, this is not
true — time reversal (TR) symmetry topologically protects these non-chiral edge states. The discussion is
as follows.
Figure 2.4: Two quantum Hall effect systems (σxy = ±1) merge to a single system. The two gapless chiral
states with the opposite spins form spin edge currents and are topologically protected by time reversal
symmetry. The red arrows are magnetic fields to induce σxy = ±1.
The antiunitary TR operator is defined as T = σyΘ, σy is used to describe the spin degree of freedom
[31] and Θ is the conjugate operator. One of the most important properties of this time reversal operator is
T 2 = −1, because the wavefunction with spin 1/2 acquires the minus sign under rotation by 2pi. Therefore,
for bosons T 2 = +1. When T 2 = −1 and the Hamiltonian is invariant under TR, there will be at least two
14
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Figure 2.5: The lines in the middle are the edge state branches and shaded areas are bulk state regions. (a)
and (b) show a single edge pair. Since Kramers’ theorem requires two degenerate states at K = 0, pi, any
gap formation is forbidden by time TR symmetry in fig.(b). Fig.(c) and (d) blue and red edge branches
overlap each other. In general, for even Kramers’ pair branches, it is not necessary that the crossings stay
at the symmetry point. The two crossings paired together sit at any momentum point.
different degenerate states, known as a Kramers’ doublet. This is the well-known Kramers’ theorem.
If THT−1 = H, T 2 = −1, and H|φ >= E|φ >
Then there exists an orthogonal state. i.e. T |φ >6= eiδ|φ >
Proof: Assume T |φ >= eiδ|φ >
− |φ >= T 2|φ >= Teiδ|φ >= e−iδT |φ > CONTRADICTION
Furthermore, we can recheck whether the graphene system satisfies TR symmetry by using Eq (2.4) in
momentum space. The Hamiltonian in Eq (2.27) satisfies this equation with T = I⊗σyKˆ, I represents A(B)
sublattice, and σy represents the exchange of one-half spin.
In momentum space, Kramers’ theorem requires each state |φ(k)〉 to be accompanied by its Kramers’
partner Θ|φ(−k) >, so in the time reversal system the gapless edge states are paired. Like graphene, for a
one-dimensional band structure, there is a pair of gapless edge branches between the conduction and valence
bands, where a level-crossing sits at the symmetry points k = 0 or pi, as shown in Figure 2.5. In reality,
there exist perturbations in a system. If the perturbed system is still even under time reversal symmetry,
this branch pair is locked by symmetry to connect the conduction and the valence bands, as shown in
Figure 2.5(a). Once an energy gap of the pair is opened by a tiny perturbation; the pair states at k = 0, pi
15
M < 0 M > 0
Figure 2.6: Consider the edge states between M > 0 and M < 0
must be separated to open a gap, as shown in Figure 2.5(b), but unpaired states violates Kramers’ theorem.
Thus, TR symmetry protects the Kramers’ gapless branch pair. There is one exception. If a quantum phase
transition takes place, the gapless modes are broken and the branch pair belong to either conduction or
valence bands, as shown in Figure 2.3(d). However, if two pairs of edge state branches are in the system
in Figure 2.5(c), after a small perturbation with TR symmetry is added, the edge branches may be safely
separated to form a gap, as shown in Figure 2.5(d). This is because an edge state at the symmetry point can
find the Kramers’ partner from the other branch. Hence, two pairs of edge gapless branches are unstable. In
general, an even number of Kramers’ pairs imposes no protected gapless modes, but odd number of Kramers’
pairs guarantees one protected pair. This single pair is topologically protected by time reversal symmetry, so
the system cannot be continuously deformed to a conventional insulator without closing a gap for the bulk
bands. But the system with even pairs can be continuously deformed to a conventional insulator without
closing a gap. That is, the Z2 classification of topological insulators corresponds to even and odd edge pairs.
2.4 A simple model in class D in two spatial dimensions
We consider another two-dimensional example in class D to show the robustness of the gapless edge modes.
In this symmetry class Hamiltonians preserves particle-hole symmetries in two spatial dimensions and the
particle-hole symmetry operator C satisfies C2 = I. On the one hand, one of such systems can be physically
realized in a p+ip superconductor[32]. On the other hand, we can require a band insulator system artificially
to preserve this particle-hole symmetry. One of the simplest Hamiltonians in class D can be written as
H = Mσy + pxσx + pyσz, (2.28)
16
which preserves particle-hole symmetry with C = I2×2Θ, where Θ is the conjecture operator. Consider the
system having the periodic boundary condition in the y direction and a domain wall, where M > 0 as x > 0
and M < 0 as x < 0 as illustrated by Figure 2.6, so px is no longer a quantum number. Near px = 0, px
can be substituted by −i ∂∂x .[33, 34] To find the zero energy eigenstates near the domain wall, we assume the
edge state is given by
Ψ = e−
∫ x
0
M(x′)dx′
 a
b
 (2.29)
The integral confines the state in the edge because x → ±∞ the states exponentially decays to zero . The
Hamiltonian is acting on Ψ
HΨ = [M(x)(σy + iσx) + pyσz]Ψ (2.30)
It is not hard to find the eigenstate of σy + iσx is (0, 1)
T with zero energy when py vanishes. Coincidentally,
(0, 1)T is also an eigenstate of σz with E = −1. As a result, with non-vanishing py (a, b)T = (0, 1)T and
−py is energy:
HΨ = −pyΨ. (2.31)
Hence, we find the left-Chiral interference states between M > 0 and M < 0. Furthermore, in the following
we argue this linear energy spectrum is stable and cannot be gapped by a small disorder. Consider an
arbitrary small disorder
f =
f11(x) f12(x)
f21(x) f22(x)
 (2.32)
Because the disorder is small, the energy shift is properly described by the first order perturbation. That is,
the new energy is given by
E′ = −py + f¯ , (2.33)
where f¯ =
∫∞
−∞ f22(x)e
−2 ∫ x
0
M(x′)dx′dx is a constant. However, since the entire Hamiltonian is in class D,
the disorder f must preserve the particle-hole symmetry (f∗ = −f). Also, due to the hermiticity of f ,
f22 = 0. Thus, the energy of the interference mode is gapless against disorders (even if f22 6= 0, the energy
is gapless). This robustness is one of the features of topological states. Later, we will discuss the number of
robust gapless edge modes is involved in bulk topology of systems.
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2.4.1 Lattice model
The Hamiltonian of the continuous model is not enough to describe a tight binding system in the entire
Brillouin zone. On the other hand, the lattice model involves the energy gap of boundary modes from
finite system size effect, which can be neglected in the continuous model. Therefore, let us consider one
the simplest lattice models from the continuous model above in band insulators and superconductors. The
Hamiltonian of the lattice model in class D can be written as in the momentum space
H =
∑
~p
(M + cos px + cos py)σy + sin pxσx + sin pyσz. (2.34)
and in the real space
H =
∑
m,n
Mc†m,ncm,n+
σy + iσx
2
c†m,ncm+1,n+
σy − iσx
2
c†m,ncm−1,n+
σy + iσz
2
c†m,ncm,n+1+
σy + iσz
2
c†m,ncm,n−1.
The system has the boundaries in the x so 1 ≤ m ≤ N . In the x direction the Hamiltonian should be
considered as hopping from site to site
H =
∑
n
{[(M + cos py)σy + sin pyσz]c†ncn +
σy + iσx
2
c†ncn+1 +
σy − iσx
2
c†ncn−1} (2.35)
Suppose |µ, py〉 is the eigenstate of the Hamiltonian so we have H|µ, py〉 = Eµ|µ, py〉. The state can be
expressed in the basis of the real space.
|µ, py〉 =
∑
n
αn|n, py〉, (2.36)
where αn is the vector (an, bn)
T . The Hamiltonian acts on |µ, py〉
H|µ, py〉 =
∑
n
{[(M+cos py)σy+sin pyσz]αn|n, py〉+(σy + iσx
2
)αn+1|n, py〉+(σy − iσx
2
)αn−1|n, py〉} (2.37)
In addition |µ, py〉 is the eigenstate with energy Eµ; by comparing the coefficient of |n, py〉 we obtain the
recurrence relation of αn
Eµαn = [(M + cos py)σy + sin pyσz]αn +
σy + iσx
2
αn+1 +
σy − iσx
2
αn−1. (2.38)
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The boundary condition is that α−1 = 0.
Eµ
 a0
b0
 =
 −i(M + cos py)b0 + sin pya0
i(M + cos py)a0 − sin pyb0 + ia1
 (2.39)
Since the physics is unchanged for |µ, py > under phase changing, we can fix b0 as real number. The energy
−i(M + cos py)b0/a0 + sin py. Here we discuss the energy around zero so b0 = 0 to close the gap and
Eµ = sin py. The relation of αn can be rewritten as
Eµ
 an
bn
 =
 −i(M + cos py)bn + sin pyan − ibn−1
i(M + cos py)an − sin pybn + ian+1
 (2.40)
Therefore the recurrence equations are
an+1 = −(M + cos py)an (2.41)
bn+1 = 0 (2.42)
Hence,
an = (−(M + cos py))na0 (2.43)
Since the edge mode must dissipate in the bulk, |M + cos py| < 1 to converge. Therefore,
No edge modes as M > 2 or M < −2 (2.44)
Edge modes with energy −py + pi (sin py)around py = pi as 2 > M > 0 (2.45)
Edge modes with energy −py (sin py) around py = 0 as 0 > M > −2 (2.46)
At the other edge, bn 6= 0 and an = 0.
bn−1 = −(M + cos py)bn (2.47)
Eµ = − sin py (2.48)
Following the similar discussion in the previous subsection, we find the the energy spectrum of the edge
modes is gapless against disorders.
The gapless Chiral modes at the edge (x = 0) travel with the positive group velocity in the y direction.
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If one of the σis in the Hamiltonian (Eq (2.34)) switches the sign, The gapless fermions change the Chirality
with the energy −py travel in the opposite direction.
2.4.2 Unstable gapless edge modes
Gapless edge modes are not always robust against any perturbation that preserves system’s symmetries.
In this subsection, we provide an example to show that gapless edge modes might be unstable under some
conditions (the first Chern number vanishes). To produce unstable gapless edge modes, from Eq (2.34) we
write down a more generic Hamiltonian in class D
H =
∑
m,n
Mc†m,ncm,n +A
σy + iσx
2
c†m,ncm+1,n +A
σy − iσx
2
c†m,ncm−1,n
+B
σy + iσz
2
c†m,ncm,n+1 +B
σy + iσz
2
c†m,ncm,n−1, (2.49)
where M, A, and B are real parameters. Here we assume A > B > 0 without loss of generality. Again,
this system satisfies the same particle-hole symmetry with the symmetry operator C = IΘ. Consider this
sample is a cylinder, which processes the periodic boundary condition in the y direction. Therefore, in the
y direction the site basis can be transformed to the momentum space and the Hamiltonian is given by
H =
∑
m,py
{[(M +B cos py)σy +B sin pyσz]c†m,pycm,py +A
σy + iσx
2
c†m,pycm+1,py +A
σy − iσx
2
c†m,pycm−1,py}.
(2.50)
The Harper equation provides the recurrence relation
Eµαm = [(M +B cos px)σy +B sin pyσz]αm +A
σy + iσx
2
αm+1 +A
σy − iσx
2
αm−1 (2.51)
where αn = [anbn]
T . Write down each component explicitly
Eµ
 am
bm
 =
 −i(M +B cos py)bm +B sin pyam − iAbm−1
i(M +B cos py)am −B sin pybm + iAam+1
 (2.52)
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The open boundary condition requires that α0 = 0 and αN+1 = 0. We have two possible solutions of the
eigenvalue problem
Eµ =B sin py, am+1 = −M +B cos py
A
am, bm = 0; (2.53)
Eµ =−B sin py, am = 0, bm−1 = −M +B cos py
A
bm, (2.54)
where 1 ≤ m ≤ N . Because we are interested in edge modes, we require am → 0 as m→ N and bm → 0 as
m→ 0 so |(M +B cos py)/A| < 1. Consequently, the value of M determines the presence of the edge modes.
The state |a, py〉 and |b, py〉 obeying Eq (2.53) and Eq (2.54) is at the edge m = 1 and m = N with gapless
energy spectrum (Eµ = ±B sin py) respectively. If we assume A > 2B, the numbers of the edge modes at a
single edge in the different values of M are listed in the following:
|M | > A+B No edge modes (2.55)
A+B > M > A−B One edge mode py = pi (2.56)
A−B > M > −A+B Two edge modes py = 0 and pi (2.57)
−A+B > M > −A−B One edge mode py = 0 (2.58)
For the region (A−B > M > −A+B), two gapless edge modes are unstable because we will show later that
the first Chern number, which corresponds to the number of the robust gapless edge modes, vanishes in this
region. To provide another proof, we introduce a perturbation that respects the PHS into the Hamiltonian:
∆H =
∑
m,n
iσz(c
†
m,2ncm+1,2n − c†m,2ncm−1,2n − c†m,2n+1cm+1,2n+1 + c†m,2n+1cm−1,2n+1). (2.59)
As follow, we show this perturbation can gap out these two gapless edge modes. After Fourier transformation
in the y direction, the perturbation is written as
∆H =
∑
m,py
iσz(c
†
m,py+picm+1,py − c†m,py+picm−1,py ). (2.60)
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Consider the gapless modes at one of the edges, say bm = 0 and am 6= 0. In the region (A−B > M > −A+B),
there are two edge modes, |py = 0〉 and |py = pi〉. The first order perturbation theory shows
〈0|∆H|0〉 = i
∑
m
(a0∗ma
0
m+1 − a0∗m+1a0m) = 0 (2.61)
〈pi|∆H|pi〉 = i
∑
m
(api∗m a
pi
m+1 − api∗m+1apim) = 0 (2.62)
〈pi|∆H|0〉 = i
∑
m
(api∗m a
0
m+1 − api∗m+1a0m) = i
2B
A
∑
m
api∗m a
0
m = i
2B
A
(2.63)
〈0|∆H|pi〉 = i
∑
m
(a0∗ma
pi
m+1 − a0∗m+1apim) = −i
2B
A
∑
m
a0∗ma
pi
m = −i
2B
A
(2.64)
Here we use
∑
m a
0∗
ma
pi
m =
∑
m a
pi∗
m a
0
m = 1 from the normalization of the wavefunction by assuming a
0
0 and
api0 are real. Therefore, this perturbation indeed open a gap of these two edge modes.
The Hamiltonian in Eq.2.49 can be Fourier transformed from real space to momentum space
H =
∑
p
[(M +A cos px +B cos py)σy +A sin pxσx +B sin pyσz]c
†
pcp (2.65)
We find the bulk gap closing point, which are quantum phase transition points
M = A+B p = (pi, pi) (2.66)
M = A−B p = (pi, 0) (2.67)
M = −A+B p = (0, pi) (2.68)
M = −A−B p = (0, 0) (2.69)
These QPT points separate different topological phases described by the first Chern number (c1). By
following Appendix B.1.1, the Chern number for different M ’s are given by
m > A+B c1 = 0 (2.70)
A+B > m > A−B c1 = 1 (2.71)
A−B > m > −A+B c1 = 0 (2.72)
−A+B > m > −A−B c1 = −1 (2.73)
−A−B > m c1 = 0 (2.74)
The number of the stable gapless modes is exactly the same with the Chern number.
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2.4.3 Error of zero energy modes from finite size effect
In a real materials, the number of the sites along the x direction is finite (i.e. N < ∞). Therefore, the
energy spectrum is slightly gapped the coupling of the edge modes in the two sides by the finite size effect.
In this subsection, we estimate the energy gap caused by the finite size effect. Consider a single gapless edge
mode at each edge in the region −A+B > M > −A−B. If N is finite, the states, which satisfy Eqs (2.53)
and (2.54), are not exactly the eigenstates of the Hamiltonian in Eq (2.50)
H|a, py〉 =B sin py|a, py〉+
 0
i(M +B cos py)aN
 |N, py〉 (2.75)
H|b, py〉 =−B sin py|b, py〉+
−i(M +B cos py)b1
0
 |1, py〉 (2.76)
The effective Hamiltonian for the two modes at the different edges is given by
Heff(py) =
〈a, py|H|a, py〉 〈a, py|H|b, py〉
〈b, py|H|a, py〉 〈b, py|H|b, py〉
 =
 B sin py −i(M +B cos py)a∗1b1
i(M +B cos py)aNb
∗
N −B sin py
 (2.77)
Here we neglect the second order terms (|aN |2 and |b1|2) in the diagonal entries because |a1|  |aN | and
|bN |  |b1| by the recurrence relation in Eqs (2.53) and (2.54). Furthermore, using these recurrence equations
we have aN = (−M+B cos pyA )N−1a1 and b1 = (−M+B cos pyA )N−1bN . The values of a1 and bN can determined
by normalizing the edge modes
1 =〈a, py | a, py〉 =
N∑
n=1
| an |2≈
∞∑
n=1
| an |2=| a1 |2 A
2
A2 − (M +B cos py)2 (2.78)
1 =〈b, py | b, py〉 =
1∑
n=N
| bn |2≈
−∞∑
n=1
| bn |2=| bN |2 A
2
A2 − (M +B cos py)2 (2.79)
Let a1 and bN be real so
a1 =
√
A2 − (M +B cos py)2
A
, bN =
√
A2 − (M +B cos py)2
A
. (2.80)
Therefore, the spectrum of the effective Hamiltonian from the coupling of the two edge modes is given by
E = ±
√
B2 sin2 py + (
M +B cos py
A
)2N−2(
A2 − (M +B cos py)2
A
)2 (2.81)
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This spectrum is gapped due to the finite size effect. The energy gap vanishes as N →∞.
2.5 The Dirac Hamiltonian for Z2 3D topological insulators
We establish a concrete lattice model of a Dirac Hamiltonian, to demonstrate gapless surface modes for
3D topological insulators — a strong topological insulator has a single Dirac cone on a surface and a weak
topological insulator has two Dirac cones on some surfaces. One[35] of the simplest lattice models is written
as
H =
∑
m,n,l
[Mγ˜0c
†
m,n,lcm,n,l
+
γ˜0 + iγ1
2
c†m,n,lcm+1,n,l +
γ˜0 − iγ1
2
c†m,n,lcm−1,n,l
+
γ˜0 + iγ2
2
c†m,n,lcm,n+1,l +
γ˜0 − iγ2
2
c†m,n,lcm,n−1,l
+
γ˜0 + iγ3
2
c†m,n,lcm,n,l+1 +
γ˜0 − iγ3
2
c†m,n,lcm,n,l−1]. (2.82)
For simplicity, let the lattice constant be 1. These gamma matrices have the explicit form of the tensor
products of two Pauli matrices corresponding to orbital and spin degree of freedom respectively: γ1 = σz⊗σx,
γ2 = σz ⊗ σy, γ3 = σz ⊗ σz, γ˜0 = σx⊗ I2. However, without knowing this expression of the gamma matrices
we still can use anticommutation relation of the gamma metrics to derive the surface states. We only
need to know that the minimum size of the Dirac Hamiltonian is 4 × 4 from Table. 3.3. It is easy to
check that the Hamiltonian preserves TRS with the time reversal operator T = I2×2 ⊗ σyK. Hence, this
three dimensional system belongs to class AII. To determine the topological invariants, we consider the
Hamiltonian in momentum space:
H =
∑
p
[(M + cos px + cos py + cos pz)γ˜0 + sin pxγ1
+ sin pyγ2 + sin pzγ3]c
†
pcp. (2.83)
Because of the anticommutation relations of the gamma maurice, the energy spectrum is given by
E = ±
√
(M + cos px + cos py + cos pz)2 + sin
2 px + sin
2 py + sin
2 pz (2.84)
From this energy spectrum, we can see that quantum phase transition points are at M = 3, 1, −1, and
−3. We note that the system is also preserved by inversion symmetry with the operator P = γ˜0. In such a
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inversion symmetric system the topological invariants can be computed by Fu and Kane’s method[36]
M > 3 (0;000)
3 >M > 1 (1;000)
1 >M > −1 (0;111)
−1 >M > −3 (1;111)
−3 >M. (0;000)
If the first index of the Fu and Kane invariants is one, one protected gapless Dirac mode is present on each
surface. This gapless property is robust against any TRS preserving disorder. If the first index vanishes
and at least one of the rest indices is one, two gapless Dirac modes are present on some surfaces. These
gapless modes are stable when translational symmetry is preserved. In the following, we will show that the
different numbers of gapless Dirac modes on surfaces in different Fu and Kane invariants, which correspond
to different values of M .
Consider the open boundary condition in the z direction and the periodic boundary conditions in the
other directions. Momentum px and py are still good quantum numbers but the Hamiltonian has to be
written in the real space in the z direction
H =
∑
px,py,l
{[(M + cos px + cos py)γ˜0 + sin pxγ1
+ sin pyγ2]c
†
px,py,l
cpx,py,l +
γ˜0 + iγ3
2
c†px,py,lcpx,py,l+1
+
γ˜0 − iγ3
2
c†px,py,lcpx,py,l−1}. (2.85)
To solve the Schro¨dinger equation, let
∑
l αlc
†
l |0〉 be an eigenstate. We can write down a recurrence equation,
which is the Harper equation
Eµαl = [(M + cos px + cos py)γ˜0 + sin pxγ1 + sin pyγ2]αl
+
γ˜0 + iγ3
2
αl+1 +
γ˜0 − iγ3
2
αl−1 (2.86)
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To simplify the calculation, define |+〉 and |−〉, two subspaces satisfy
I+ iγ˜0γ3
2
|+〉 = |+〉, I− iγ˜0γ3
2
|+〉 = 0 (2.87)
I− iγ˜0γ3
2
|−〉 = |−〉, I+ iγ˜0γ3
2
|−〉 = 0, (2.88)
That is, |+〉 and |−〉 are eigenspaces of iγ˜0γ3 with eigenvalues ±1. Therefore, αl can be decomposed to
α+l |+〉+ α−l |−〉. Rewrite Eq.2.86
Eµ(α
+
l | +〉+ α−l |−〉)
=(M + cos px + cos py)(α
+
l γ˜0|+〉+ α−l γ˜0|−〉)
+ (sin pxγ1 + sin pyγ2)(α
+
l |+〉+ α−l |−〉)
+ α+l+1γ˜0|+〉+ α−l−1γ˜0|−〉 (2.89)
To capture the surface states with zero energy (Eµ = 0), let sin px, sin py vanish and will be recovered later.
Therefore, we have two recurrence equations by comparing with the coefficients of γ˜0|+〉 and γ˜0|−〉
−(M + cos px + cos py)α±l = α±l±1 (2.90)
For the open boundary condition in the z direction, the wave function must vanish at the boundary: α±0 = 0
and α±L+1 = 0. To obtain surface modes, we have α
+
l → 0 as l→ L and α−l → 0 as l→ 0 so
|M + cos px + cos py| < 1. (2.91)
Since α±l has two degrees of freedom, if the surface modes exist, there are at least two orthonormal surface
modes (|+1,2〉 or |−1,2〉) on each side since the dimension of the subspace is two. We can write down the
surface modes for different M ’s
|M | > 3 No surface modes
3 > M > 1 1× 2 surface modes as p = (pi, pi)
1 > M > −1 2× 2 surface modes as p = (pi, 0), (0, pi)
−1 > M > −3 1× 2 surface modes as p = (0, 0).
After considering the zero energy case above, we recover sin px and sin py in the Hamiltonian in Eq. 2.86.
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Since iγ˜0γ3 commutes with γ1 and γ2, the surface Hamiltonian can be written as the projection of Eq. 2.86
on |+1,2〉 or |−1,2〉 on each surface. To simplify the problem, we focus on one surface, say |+1,2〉. The
expression of the surface Hamiltonians for different M is
3 > M > 1 Hsurf = sin ∆pxΥ1 + sin ∆pyΥ2 (2.92)
1 > M > −1 Hsurf = sin ∆pxσz ⊗Υ1 − sin ∆pyσz ⊗Υ2 (2.93)
−1 > M > −3 Hsurf = − sin ∆pxΥ1 − sin ∆pyΥ2, (2.94)
where Υiαβ = 〈+α, ~p|γi|+β , ~p〉, {Υi,Υj} = 2δijI, and ∆p = ~p − p. The Pauli matrix σz of Eq (2.93)
is in the basis near ~p = (0, pi) and (pi, 0). The momentum p is for the entire first Brillouin zone but in
the region (|M + cos px + cos py| < 1). We note that these surface Hamiltonians still preserve TRS since
iγ˜0γ3 preserves TRS. The surface gamma matrices Υ1 and Υ2 anticommute with each other because of the
equivalent relation
(
I+ iγ1γ3
2
)γi(
I+ iγ1γ3
2
) ∼
Υi 0
0 0
 for i = 1, 2 (2.95)
and the anticommutation relation between γ1 and γ2. For a strong topological insulator, if we wish to open
a surface gap, TRS must be broken. For a weak topological insulator, we will show later, some density wave
can open up the surface gap.
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Chapter 3
The classification of non-spatial
symmetric topological insulators and
superconductors
3.1 Introduction
In the classification of non-spatial symmetric topological insulators and superconductors, as shown in table
2.1, each AZ symmetry class in each spatial dimension is labelled by topological invariants taking values in
the sets {0},Z2 = {0, 1}, or Z = {. . . ,−1, 0, 1, 2, . . .}. These invariants are directly connected to numbers of
the topologically-protected gapless boundary modes. The number “0” indicates that all gapless boundary
modes are unstable to being gapped — even by symmetry-preserving perturbations. A symmetry class
whose invariants take values in Z2 contains materials that might be in one of two two possible phases — “0”
meaning no protected modes or “1” meaning a single topologically protected gapless boundary mode. The
coupling of two individually-protected gapless phases results in the loss of topological protection for both,
reflected by mod two structure of this class. The symmetry classes labelled by Z contain materials whose
phases are labelled by an integer n, meaning that these materials possess |n| topologically protected gapless
bound states. When topological phases characterized by n and m couple they form a phase with n + m
gapless boundary modes.
In this chapter we use the representation theory of Clifford algebras[37] to construct minimal-size Dirac
Hamiltonians for each symmetry class and use these Hamiltonians to illustrate boundary-state features.
Our results are summarized in table 3.3 which shows the minimal dimension and number of the inequivalent
representations of the Dirac Hamiltonian for each symmetry class and spatial dimension. We also write down
the explicit matrix form of each of these minimal-model Dirac Hamiltonians. Such models serve as building
blocks for other non-minimal Hamiltonians. In our construction, the class BDI in one dimension and class D
in two dimensions, both of which have Z topological invariants, are in some sense fundamental. Class BDI in
one dimension serves to generate all Dirac Hamiltonian possessing a Z2 invariant in odd spacial dimensions.
Similarly, class D in two dimensions generates the non trivial Hamiltonians in even spatial dimensions.
All ten symmetry classes of electronic systems in Table 2.1 are bulk gapped systems. To topologically
distinguish any two bulk gapped systems in the same symmetry class, we have to consider a continuous
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deformation between these two systems. When the spectra of the two systems can be continuously deformed
from one to the other without closing the band gap, these two systems possess the same topological phases.
To capture the essential topological phases simply, we simplify our focus to Dirac Hamiltonians, which
are topologically equivalent to another systems with more complicated band structures. For the Dirac
Hamiltonian, we will also require that if the eigenenergies of the conduction band levels are {+E}, then the
eigenenergies of the valence band levels are {−E}. A Dirac Hamiltonian is a linear combination of Gamma
matrices (γi):
HDirac = Mγ0 +
d∑
i=1
kdγd, (3.1)
where γi’s obey the anticommutation relation of the Clifford algebra
{γi, γj} = 2δijI. (3.2)
Here, d is the spatial dimensions of the system, ki is the momentum in the i-th direction, and I is the identity
matrix. The eigenenergies are given by E± = ±
√
M2 +
∑d
i=1 k
2
i . For a system in each individual symmetry
class, the Dirac Hamiltonian must preserve the symmetries corresponding to that symmetry class. That is,
the Hamiltonian obeys the symmetry equations in Eq. 2.4, 2.5, or 2.6. The first goal of this chapter is to find
the minimum matrix dimension(size) of a Dirac Hamiltonian in each individual symmetry class and spatial
dimension.
With negative energies filled, we identifyM = 0 as a quantum phase transition, where the gap between the
empty and occupied band closes at ki = 0. In general we might worry that, for realistic systems, additional
perturbations and disorder, which preserve system’s symmetries, might block the quantum phase transition.
Such terms must anticommute with all of the gamma matrices in the Dirac Hamiltonian. We classify these
terms as an extra mass term, mγd+1. The reason is that the new energies are E± = ±
√
M2 +m2 +
∑d
i=1 k
2
i .
If allowed by symmetries, such m will not vanish in a real system and quantum phase transition cannot take
place by tuning M . Furthermore, we name this term as symmetry preserving extra mass term (SPEMT).
If mγd+1 is not allowed by symmetries, the systems with negative M and positive M respectively have two
different topological phases.
3.1.1 The spectrum of the surface states
We will show that the Dirac Hamiltonians HDirac above have surface states localized on any domain wall
where M changes the sign. Furthermore, without an extra mass term these surface states are gapless and
with an extra mass term they are gapped. To see those properties, suppose that there is a domain wall at
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xd = 0 (dth direction). That is, we change M(xd) from negative to positive. As kd is no longer a good
quantum number, we replace kd by −i∂/∂xd. First, to have the zero mode Φ, we set kj to be zero for j 6= d,
so HDiracΦ becomes
0 = (Mγ0 − i∂/∂xdγd)Φ = γ0(M − i∂/∂xdγ0γd)Φ (3.3)
The normalizable zero mode is proportional to e−
∫ xd
0 M(x
′
d)dx
′
d . Furthermore, because (iγ0γd)
2 = I, iγ0γd
only has ±1 eigenvalues. Since iγ0γd and γ0 anticommute with each other, the eigenspaces corresponding
to the eigenvalues ±1 have the same dimension. By choosing an eigenvector ψ− of the eigenvalue −1, the
normalized zero mode is Φ− = e−
∫ xd
0 M(x
′
d)dx
′
dψ−. Because [iγ0γ1, γj ] = 0 for j 6= d. HDirac can be projected
onto a surface Hamiltonian
Hsurf =
d−1∑
i=1
kiΥi−, (3.4)
where the subscript “−” indicates that Υi− is in the basis of the eigenspace of iγ0γd = −1; Υi− is half the
size of γi and still preserves the anticommutation relations in Eq. 3.2. Hence, the energy spectrum of the
surface Hamiltonian is gapless
E± = ±
√√√√d−1∑
i=1
k2i . (3.5)
However, when an extra mass term, mγd+1, is added into HDirac, the surface Hamiltonian is gapped out since
another anticommuting term mΥd+1− is in Hsurf . Returning to the quantum phase transition discussion.
The allowance of an extra mass term into HDirac implies that the regions of the system xd > 0 and xd < 0
have the same topological phase because the extra mass term prevents gap closing. We know the fact that
the interface between two systems having the same phase have no robust gapless states. This is consistent
with the absence of gapless states around xd = 0. In the next section, we will discuss topological invariants
for complex symmetry classes by using the occurrence of quantum phase transition. Next, we will use the
stability of gapless boundary states to consider topological invariants for real symmetry classes.
3.2 Complex symmetry classes
The possible occurrences of the quantum phase transition can determine the classification of the topological
phases for each symmetry classes. The topological phases are classified by three kinds of the topological
invariants: {0}, Z2, and Z. The system which cannot have any quantum phase transitions is a trivial {0}
insulator. When quantum phase transitions are possible, we need to consider additionally a system with two
identical copies of this Hamiltonian. In this new system, if quantum phase transitions cannot take place, it is
a Z2 topological insulator. Conversely, if quantum phase transitions can occur, the system is a Z topological
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insulator. These occurrences of quantum phase transition will be analyzed by whether or not SPEMTs are
allowed in the Hamiltonian. Before discussing the more complicated cases of symmetry classes with TRS or
PHS, let us focus on two simple symmetry classes AIII and A, which preserves and breaks Chiral symmetry
respectively. They can be directly classified by irreducible matrix representations of the complex Clifford
algebra. Class A and AIII are closely related; their topological invariants {0,Z} flip as the spatial dimensions
are shifted by one, as shown in Table 2.1.
First, we start with some simple examples. Consider class A, the one without any symmetry, in 1-
dimension. The Hamiltonian with gaps in the irreducible (minimum matrix dimension) form of Eq. 3.1 is
expressed as
H = Mσx + p1σy, (3.6)
where M is a parameter to be tuned close the bulk energy gap and p1 is the momentum. In order to switch
the phase, the only possible place where the gap closes is at M = p1 = 0. Because we do not require any
symmetry in this system, it is legal to add an extra mass term mσz (m 6= 0), a small perturbation, to keep
the gap open. Hence, no quantum phase transitions take place. The system is characterized as a single
trivial phase insulator.
For class AIII in 1-D, the system satisfies the Chiral symmetry condition in Eq. 2.6; that is, S anticom-
mutes with the Hamiltonian. The Hamiltonian is in the same form as Eq. 3.6, but with S = σz. Now we
cannot add mσz in the Hamiltonian because it commutes with S. At p1 = M = 0 the gap closes safely so
M > 0 and M < 0 are two different quantum phases.
To increase the chances of finding an extra mass term, consider two copies of this Hamiltonian in the
system, which preserves Chiral symmetry. For example, electrons with spin up and down are described by
two identical Hamiltonians. The form of the new Hamiltonian is given by
H = Mσx ⊗ I2×2 + p1σy ⊗ I2×2, (3.7)
with Chiral symmetry operator S = σz ⊗ I. It is not hard to prove that no SPEMTs exist. At M = p1 = 0,
four-band touching brings a different quantum phase. Alternatively, as we change the sign of one term of one
copy (say spin down) of the single electron Hamiltonian in Eq. 3.6, the entire Hamiltonian can be rewritten
as
H = Mσx ⊗ σz + p1σy ⊗ I (3.8)
It is not difficult to find a SPEMT mσx ⊗ σx as a perturbation preserving Chiral symmetry. This term
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q 1 2 3 4 5 6 7 8
dq 12 2 22 4 42 8 82 16
Table 3.1: The integer q is the number of the complex gamma matrices, which anticommute with the rest of
the gamma matrices. The second row indicates the corresponding minimum matrix dimensions of the gamma
matrices. The subscript 2 in the second row denotes that there are two inequivalent representations. (i.e.
these two representations cannot unitary transform from one to another. For example, for q = 3, {σx, σy, σz}
and {σx, σy,−σz} are two inequivalent representations.) With q = 2n− 1 the sets ({γ1, γ2, ..., γ2n−2, γ2n−1}
and {γ1, γ2, ..., γ2n−2,−γ2n−1}) of the two inequivalent representations allow us to construct a new set of the
gamma matrices (Γi) for q = 2n: Γi = γi ⊗ I2×2 for i ≤ 2n− 2, Γ2n−1 = γ2n−1 ⊗ σz, and Γ2n = γ2n−1 ⊗ σx.
The new gamma (Γ2n) matrix anticommutes with the other gamma matrices.
prevents the spectrum from closing the gaps by tuning M so the system always stays in the same phase. In
general, there are k + l copies of the Hamiltonian in Eq. 3.6 and l copies of the same Hamiltonian with the
first term sign changing and k copies of the original Hamiltonian. Say k ≥ l. The composite Hamiltonian is
expressed as
H = Mσx ⊗
 σz ⊗ Il×l 0
0 Ik−l×k−l
+ p1σy ⊗ Ik+l×k+l. (3.9)
The operator S should be enlarged to σz ⊗ Ik+l×k+l. The energy gap closing in the first block of the
Hamiltonian is forbidden by a SPEMT (mσx ⊗ σx ⊗ Ik×k). However, by tuning M the energy gap in the
second block can close freely to transit to different phases. Therefore, the integer k − l characterizes k − l
different topological phases so the characterization provides the integer number of different topological phases
labelled by Z in class AIII in one spatial dimension.
In general, for class A in d spatial dimensions, the construction of the Hamiltonian needs d+ 1 gamma
matrices. Also for class AIII in d spatial dimensions, the formation needs d+ 2 gamma matrices due to the
presence of the Chiral symmetry operator. From the representation theory of the complex Clifford algebra,
Table 3.1 shows the minimum matrix dimension(size) dq of the Hamiltonian for the number q of irreducible
complex gamma matrices is given by
dq = 2
bq/2c, (3.10)
where bxc equals to the largest integer less than x. Therefore, in d spatial dimensions the minimal matrix
dimensions of the Hamiltonians for class A and class is given by 2bd/2+1/2c and 2bd/2+1c. We name a Dirac
Hamiltonian written in minimal matrix dimensions as a minimal Dirac Hamiltonian.
On the one hand, consider q is even, say q = 2n, then dq = 2
n. If we add an extra mass term as a gamma
matrix to keep the energy gap open, the matrix dimension (dq = 2
n) of the Hamiltonian is unchanged. Such
an extra mass term can be present in the Hamiltonians in class A and AIII because class A corresponds to
32
no symmetries and in class AIII this mass term, an extra gamma matrix, anticommutes with the S chiral
symmetry operator. For both of the symmetry classes, due to the presence of the SPEMT by tuning M
the systems always stay in the same phase. In this regard, like class A in one spatial dimension, a system
of the Hamiltonian, which is formed by two gamma matrices, is always in the only one topological phase,
which is trivial. In general, in class AIII in even dimensions(class A in odd dimensions), a Dirac Hamiltonian
with(out) a Chiral symmetry operator are constructed by even number of gamma matrices so the systems
are characterized by “0” topological invariant. On the other hand, q = 2n− 1 is odd. It is not possible that
an extra gamma matrix is added into a minimal Dirac Hamiltonian without enlarging matrix dimension.
The minimal Hamiltonian is safe to pass through phase transition under the symmetry by tuning M . To
add an SPEMT, Table 3.1 displays that the size of the Hamiltonian must be doubled and the new double
size gamma matrices must be constructed by the two inequivalent representations of the original gamma
matrices γi. Like class AIII in one spatial dimension, the Hamiltonian can be arbitrarily enlarged but is
formed by original γi of the Hamiltonian in irreducible form.
H = Mγ2n−2 ⊗
 σz ⊗ Ik×k
Il×l
+∑
i
piγi ⊗ I2k+l×2k+l (3.11)
The first block of the mass matrix of the second matrix denotes k pairs of the two inequivalent representations,
which allow to anticommute with an SPEMT. Also the second block denotes the l equivalent representations,
which provides l times of the quantum phase transitions. Since l can be an arbitrary integer, for class A in
even-dimension and class AIII in odd-dimension, the system has a Z topological invariant.
3.3 Real symmetry classes
The minimum matrix dimensions of Dirac Hamiltonians with and without a SPEMT for each individual real
symmetry class play an essential role to connect topological invariants: {0}, Z, and Z2. Since the presence
of a SPEMT is important in this topological realization, we slightly change the Dirac Hamiltonian in Eq.3.1
by adding some SPEMTs and change γ0 → γ˜0
H(k) = Mγ˜0 +
D∑
j=1
mj γ˜j +
d∑
i=1
kiγi, (3.12)
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where D is equal to 0 or 1 corresponding to a system without or with an SPEMT respectively and d indicates
the spatial dimensions of the system. Also these gamma matrices satisfy the anticommutation relations:
{γi, γj} = 2δijIn×n, {γ˜i, γ˜j} = 2δijIn×n, {γi, γ˜j} = 0 (3.13)
For each individual symmetry class, this Hamiltonian preserves the corresponding non-spatial symmetries:
TRS, PHS, or sublattice symmetry. To construct this Hamiltonian, we need to have these ingredients:
S = {i, γ˜0, γ˜1, · · · , γ˜D, γ1, γ2, · · · , γd, T, and(or) C} (3.14)
The reason for i ∈ S is that i2 = −1 guarantees complex structure so the Hamiltonian can be constructed
in a complex vector space. Here the presence of time reversal operator T and particle-hole operator C
depends on symmetry classes. Because of antilinearity of T and C, these non-spatial symmetry operators
anticommute with i
{i, T} = 0, {i, C} = 0. (3.15)
When the Hamiltonian preserves time reversal symmetry and particle hole symmetry, the gamma matrices
must obey
[γ˜j , T ] = 0, {γi, T} = 0 (3.16)
{γ˜j , T} = 0, [γi, C] = 0 (3.17)
For real symmetry classes, TRS and PHS automatically guarantee sublattice symmetry so sublattice operator
S is not necessary to be an ingredient of the Hamiltonian construction in S. The operators T and C describe
different degree freedoms of physical systems. Due to the antilinear property of these operators, we can add
a proper phase to T or C such that
{T,C} = 0 (3.18)
The goal of this section is finding the minimum matrix dimension of the ingredients in S, which satisfy the
anticommutation and commutation relations in Eqs (2.7), (3.13) and (3.15) to (3.18). To achieve this, we
treat the elements of the set S as generators to construct a group G
G ≡ {sn11 sn22 · · · snrr |si ∈ S, ni ∈ {0} ∪ Z+}. (3.19)
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If we discuss a real symmetry class including sublattice symmetry, the sublattice operator S is automatically
in G.
According to representation theory, if for a finite group a faithful representation, which is isomorphic to
the group, is irreducible, the matrix dimension of the faithful representation is minimal. Therefore, we have
to find the irreducible faithful representation of G in order to obtain the minimum matrix dimensions of a
Dirac Hamiltonian. For the future convenience, we define a group G# from Eq (3.19) corresponding to one
of the eight real symmetry classes, where # is the name of symmetry class. The main idea of this section
is the application of the isomorphisms between G# and the group from the generators of the real Clifford
algebra Clp,q. That is,
GD ∼=Clg2+D,1+d, GDIII ∼=Clg3+D,1+d,
GAII ∼=Clg3+D,d, GCII ∼=Clg4+D,d,
GC ∼=Clg2+d,1+D, GCI ∼=Clg2+d,2+D,
GAI ∼=Clg1+d,2+D, GBDI ∼=Clg1+d,3+D (3.20)
The group Clgp,q (not pin(p, q)) is defined as
Clgp,q ≡ {Ln11 Ln22 · · ·Lnrr |Li ∈ Jp,q, ni ∈ {0} ∪ Z+}, (3.21)
where the set Jp,q is given by
Jp,q ≡ {J˜1, J˜2, · · · , J˜p, J1, J2, · · · , Jq} (3.22)
and these generators of Ji and J˜j are real matrices and obey the anticommutation relations
{Ji, Jj} = −2δijI, {J˜i, J˜j} = 2δijI, {Ji, J˜j} = 0. (3.23)
We note that the elements ofG# of the Dirac Hamiltonians are in a complex vector space and those generators
in Jp,q are in a real vector space. This is the reason that these eight symmetry classes are called real . We
leave the proof of this isomorphism (Eq (3.20)) in Appendix A.1 for interested readers.
To capture topological characters, we focus on the minimum matrix dimension of a Dirac Hamiltonian
for each specific symmetry class and spatial dimensions. In appendix A.1, we will show that the minimum
matrix dimension of that Dirac Hamiltonian is half of minimum matrix dimension dp,q of the corresponding
real Clifford algebra in the matrix form due to the transformation from a real vector space to a complex
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vector space. The minimum matrix dimension of a Dirac Hamiltonian for each symmetry class and spatial
dimensions is shown in Table. 3.3. In the following, we explain how to produce the table of the minimal
matrix dimension.
Although the isomorphism in Eq.3.20 provide a minimum matrix dimension of the Dirac Hamiltonians
for each symmetry class and spatial dimensions, a better way to reveal the minimum matrix dimensions is
to use some identities of the real Clifford algebra. The first two identities are given by
Clgp+1,q+1 = Cl
g
p,q ⊗ Clg1,1 (3.24)
Clgp+k,q = Cl
g
p,q+k, as p− q ≡ 1 (mod 4). (3.25)
We note that the generators J1,1 of Cl1,1 is given by {σx, iσy}, which are minimal real matrices. Therefore,
the minimum matrix dimension d1,1 of the generators of the Cl1,1 is 2. By the first identity, the minimum
matrix dimensions dp+1,q+1 of the generators of Clp+1,q+1 is the product of d1,1 and dp,q. Thus, these
identities above provide these relations of the minimum matrix dimensions:
dp+1,q+1 = 2dp,q (3.26)
dp+k,q = dp,q+k, as p− q ≡ 1 (mod 4). (3.27)
By using Eq. 3.20, we have the the relations for minimum matrix dimensions of the Dirac Hamiltonians H#
in Eq. 3.12 in different symmetry classes (#)
size(HD(∆d = 0)) = size(HDIII(∆d = 1))2
−1
=size(HAII(∆d = 2))2
−1 = size(HCII(∆d = 3))2−2
=size(HC(∆d = 4))2
−2 = size(HCI(∆d = 5))2−3
=size(HAI(∆d = 6))2
−3 = size(HBDI(∆d = 7))2−4, (3.28)
where ∆d = d −D − n and n is an arbitrary integer. Last but not least, we introduce another identity of
the real Clifford algebra: the Bott periodicity
Clgp,q ⊗ Cl4,4 = Clgp,q+8 = Clgp+8,q, (3.29)
which provides that the minimum matrix dimension of a Dirac Hamiltonian for each individual symmetry
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Class d = 1, D = 0 d = 1, D = 1 invariant
D 2 4 Z2
DIII 4 4 0
AII 22 4 Z
CII 4 4 0
C 2 2 0
CI 2 22 0
AI 12 2 Z
BDI 2 4 Z2
Table 3.2: The second and third column represent the minimum matrix dimension of a Dirac Hamiltonian
without and with a SPEMT in one spatial dimension.
possesses the periodicity of eight
size(H#(∆d = 0)) = size(H#(∆d = 8))2
−4, (3.30)
where # is the name of a symmetry class. Here we use Eq (3.26) so d4,4 = 2
4. From these relations as D
is fixed, the minimum matrix dimension of a Dirac Hamiltonian as d = 1 for each symmetry class provides
the information for the minimum matrix dimension of a Dirac Hamiltonian in any spatial dimensions and
symmetry class as listed in Table 3.2. For example,
size(HD(d = 4)) =size(HCI(d = 9))/8
=2× size(HCI(d = 1))
In the first line and the second line, we make use of Eq. 3.28 and Eq. 3.30 respectively. The topological
invariants {0,Z2,Z} are determined by the minimum matrix dimensions of H# with D = 0, 1 as the spatial
dimensions d is fixed. It will be shown in the next three paragraphs that the changing of the minimum
matrix dimensions from D = 0 to D = 1, (n→ n, n→ n2), n→ 2n, and n2 → 2n correspond to topological
invariants {0}, Z2, and Z respectively. This correspondance and the relations of the minimum matrix
dimensions in Eq. 3.28 and 3.30 show that in the periodic table when spatial dimension d is increased
by one, the entire topological invariant column moves down by one. Thus, all we need to know is the
topological invariants as d = 1 for all symmetry classes to generate the periodic table (Table 2.1) in any
higher spatial dimensions. According to the isomorphism in Eq. 3.20, the minimum matrix dimension of a
Dirac Hamiltonian in one spatial dimension without (D = 0) and with (D = 1) an SPEMT in a complex
vector space is shown in Table 3.2. Finally, we can regenerate the periodic table in Table 2.1 from the last
column in Table 3.2, which provides the corresponding topological invariants for each symmetry class.
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n → n, n → n2: a SPEMT, which preserves system’s symmetries, can be added into the Hamiltonian
without enlarging the size. Therefore, the gapless state can be easily gapped by perturbations. This is a
topological trivial case and is labeled by {0}.
n → 2n: For the Hamiltonian with the minimum matrix dimension, a SPEMT is absent. Hence, the
gapless mode in the interference between positive M and negative M is topologically protected. However,
we consider two copies of the minimal Dirac Hamiltonian to have two gapless edge modes. As the matrix
dimension of the Hamiltonian is doubled, a SPEMT is present to be added into the Hamiltonian to open
a gap. On the one hand, for the odd number of the gapless edge states, one of the gapless modes cannot
be paired with another to be gapped by SPEMTs. Only one topologically protected gapless edge mode
survive under symmetry preserving perturbation and disorder. On the other hand, for the even number of
the gapless edge modes, each mode can be paired to be gapped. There does not exist any intact gapless
edge mode. Thus, this case belongs to a Z2 topological invariant.
n2 → 2n: A single gapless bound state is still topologically protected. However, when we double
the matrix dimension of the minimal Dirac Hamiltonian, we have two possible ways to construct the new
Hamiltonian: two equivalent representations and two inequivalent representations from the minimal Dirac
Hamiltonian. For the former, a SPEMT do not exist. These two gapless boundary modes, with two equivalent
representations, are topological protected. For the latter, a SPEMT can be present. Hence, the two gapless
boundary modes, with two inequivalent representations, are not topologically protected. In general, the
Hamiltonian formed by n equivalent representations possesses n topologically protected boundary states.
In this regard, this case gives a Z topological invariant. Integer quantum Hall effect is a great example:
n gapless edge modes with the same chirality are intact. The total number of the protected modes is the
absolute value of the number of the right chirality minus the number of the left chirality because the different
charities, like inequivalent representations, can be gapped out by a SPEMT.
3.3.1 Surface Hamiltonian classification
By considering surface Dirac Hamiltonians in the minimal matrix dimension instead of bulk Hamiltonians, we
can regenerate the classification table of non-spatial symmetric topological insulators and superconductors.
In general, a gapless surface Dirac Hamiltonian Eq (3.4) can be written as
Hsurf(~k) = mΥ˜1 +
d−1∑
i=1
kiΥi, (3.31)
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d
Class TR PH Ch d=0 d=1 d=2 d=3 d=4
AIII 0 0 1 2 22 4 2
2
2 8
A 0 0 0 12 2 22 4 2
2
2
D 0 +1 0 2 2 22 4 8
DIII -1 +1 1 4 22 22 222 8
AII -1 0 0 22 4 2
2 22 222
CII -1 -1 1 4 222 8 2
3 23
C 0 -1 0 2 4 222 8 2
3
CI +1 -1 1 2 4 8 232 16
AI +1 0 0 12 2 4 8 2
3
2
BDI +1 +1 1 2 22 4 8 16
Table 3.3: The table shows the minimum matrix dimension of a Dirac Hamiltonian in the form of Eq. 3.1 for
each individual symmetry class and spatial dimensions. The bold numbers denote the topological invariant:
Z or Z2. The subscript 2 indicates that there are two inequivalent representations. Without the subscript,
in that symmetry class and dimensions there is only one equivalent representation. First, the minimum
matrix dimensions of the first two symmetry classes is from the minimum matrix dimension of the complex
representation theory in Table 3.1. Secondly, Table 3.2 displays the minimum matrix dimensions of the
remaining eight symmetry classes in one spatial dimension. By using the interplay between the minimum
matrix dimensions of the real symmetry classes and spatial dimensions in Eq. 3.28 and 3.30, the result is
shown in this table.
with a symmetry preserving gap opening term mΥ˜1. We note that Υ˜1 and Υi have the same anticommutation
relation in Eq. 3.13 as γ˜1 → Υ˜1 and γi → Υi. The isomorphism between all of the elements of Hsurf in Eq.
3.14 and the generators Clp,q of the real Clifford algebra is simply described by Eq. 3.20 as D → D− 1 and
d→ d− 1 due to the absence of Υ˜0 and Υd. The relation between the surface and bulk Hamiltonian by Eq.
3.24 is
Hbulk# = H
surf
# ⊗ Cl1,1. (3.32)
In each individual symmetry class and spatial dimensions, any surface Hamiltonian in the minimal model
is always half of the minimum matrix dimension of the bulk Dirac Hamiltonian. Therefore, by considering
the minimum matrix dimensions of surface Hamiltonians without and with a gapping term (mΥ˜1), we can
also reproduce the classification table.
3.4 Explicit forms of the minimal Dirac Hamiltonians
In the same spatial dimensions d, five AZ symmetry classes possess nontrivial topological invariants —
“Z, Z, Z2, Z2, 2Z”. To simplify the construction of the minimal Dirac Hamiltonians, we define a complex
symmetry class that has a Z topological invariant as “ZC”. Furthermore, a real symmetry class possessing
a Z topological invariant is defined as “ZR”, which are called “primary series” by Ryu and Takayanagi[38].
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Similarly, the symbol “2ZR” indicates a real symmetry having a 2Z topological invariant. For two symmetry
classes possessing Z2, to avoid ambiguity we define the symmetry class right next to class ZR in the periodic
table as “ZR,12 ” and the other class as “Z
R,2
2 ”. Class Z
R,1
2 and Z
R,2
2 are also known as the first and second
descendants of the primary series. Consider in the same symmetry class and spatial dimensions, two different
Dirac Hamiltonians with (different) symmetry operators in an equivalent representation. According to the
presentation theory, there exists an unitary transformation (Appendix A.2 will show the meaning of the
transformation) from one Hamiltonian and the corresponding symmetry operators to the other Hamiltonian
and symmetry operators. Therefore, to construct one Hamiltonian for each individual symmetry and spatial
dimensions. We need to find out only one Hamiltonian with symmetry operators for each inequivalent
representation.
In table 3.3, we observe that in even spatial dimensions, say d = 2n, the minimum matrix dimension
relation of a Dirac Hamiltonian in the five non-trivial symmetry classes is
2size(ZC) = 2size(ZR) = size(ZR,12 )
=size(ZR,22 ) = size(2Z
R) = 2n+1 (3.33)
In odd spatial dimensions, say d = 2n− 1, the relation is slightly different from in even dimensions
2size(ZC) = 2size(ZR) = 2size(ZR,12 )
=size(ZR,22 ) = size(2Z
R) = 2n+1 (3.34)
In the real symmetry classes, we use the explicit matrix form of a Dirac Hamiltonian for class ZR to construct
the matrix expression for class ZR,12 , Z
R,2
2 , and 2ZR. These three non-trivial symmetry classes may preserve
TRS and PHS. The classification table (Table 2.1) shows that the relation of time reversal and particle-hole
symmetry operators can be found in odd(even) dimensions.
(T dZR)
2 = −(T d2ZR)2 = (CdZR,12 )
2 = (Cd+2ZR )
2 = (T d=evenZR,12
)2 (3.35)
and(or)
(CdZR)
2 = −(Cd2ZR)2 = −(T dZR,12 )
2 = −(T d+2ZR )2 = (Cd=evenZR,12 )
2 (3.36)
The last terms in both of the equations are only for even spatial dimensions because in odd dimensions the
symmetry class ZR,12 has only one non-spatial symmetry. Here the superscript indicates spatial dimensions
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and the subscript indicates a topological invariant class. If the explicit expressions of class ZR is known,
minimal Dirac Hamiltonians with two inequivalent representations in odd(even) dimensions are written as
H(k)ZR = ±Mγ˜0 +
d∑
i=1
kiγi. (3.37)
The minus and plus signs represent two inequivalent representations. This Hamiltonian still preserves the
original system’s symmetries with time reversal operator (TZR) and(or) particle-hole operator (CZR).
3.4.1 Two parent Hamiltonians
To construct Dirac Hamiltonians for all topological invariant classes, we start from writing down Dirac
Hamiltonians for class BDI in one spatial dimension, corresponding to class ZR:
H = ±mσx + kxσy (3.38)
with the time reversal operator T = K and the particle hole operator C = σzK. The signs indicate two
inequivalent representations. Also, we build a Dirac Hamiltonian for class D in two dimensions, corresponding
to class ZR:
H = ±mσy + kxσx + kyσz (3.39)
with the particle hole operator C = K. In the following, we make use of the form of Eq (3.38) as the base
Hamiltonian to construct all other Dirac Hamiltonians in odd dimensions. Likewise, Eq (3.39) is for even
dimension.
3.5 Different classes, the same dimensions
To build Dirac Hamiltonians in different non-trivial symmetry and spatial dimensions, we develop two
construction steps. First, we fix the spatial dimensions and build a Dirac Hamiltonian in different topological
invariant classes. Secondly, we will construct a Dirac Hamiltonian in class ZR in d + 2 dimension from the
same topological invariant class in d dimensions. Thus, a Dirac Hamiltonian for any class and in any
dimension can be built from these two steps. Part of the explicit forms of Dirac Hamiltonians are the similar
with Teo and Kane’s results[39].
41
3.5.1 2ZR in odd(even) dimensions
One of the simplest constructions of a Dirac Hamiltonian in class 2ZR is from class ZR in the same spatial
dimensions. By Eq. 3.33 and 3.34, the minimum matrix dimension of a Dirac Hamiltonian in class 2ZR is
twice as big as in class ZR. Moreover, as the spatial dimensions are fixed, T 22ZR and(or) C
2
2ZR have different
signs from T 2ZR and(or) C
2
ZR . To have these two symmetries, we write down the explicit matrix form for
class 2ZR with two inequivalent representations from class ZR as
H(k)2ZR = (±Mγ˜0 +
d∑
i=1
kiγi)⊗ I2×2 (3.40)
To obey T 22ZR = −T 2ZR and(or) C22ZR = −C2ZR , we define the symmetry operators as T2ZR = TZR⊗σy and(or)
C2ZR = CZR ⊗ σy.
3.5.2 ZR,12 in odd dimensions
Consider a Dirac Hamiltonian for class ZR,12 in odd dimensions. The minimum matrix dimension of a Dirac
Hamiltonian is the same with class ZR. Therefore, the explicit form of the Hamiltonian is given by
H(k)ZR,12
= H(k)ZR . (3.41)
To have a Hamiltonian belonging to class ZR,12 , we need to keep only one of those two symmetries (TRS and
PHS) from class ZR. That is, as d = 4l + 1 and d = 4l + 3, TRS and PHS are kept respectively. It should
be noticed that although class ZR and class ZR,12 have the same form of the Hamiltonian, the restrictions
of symmetry preserving perturbations added into the Hamiltonian for class ZR is more rigorous than for
class ZR,12 . The reason is that in odd dimensions class ZR preserves two symmetries but class Z
R,1
2 preserves
one. In the case of a single copy of the Hamiltonian, a SPEMT for both of the classes is not allowed by the
symmetries. However, the difference of the restrictions is shown from the two copies of the Hamiltonian.
For class ZR a SPEMT is still forbidden; for class ZR,12 it becomes allowed. That is the reason that the two
classes possess different topological invariants: Z and Z2.
3.5.3 ZR,22 in odd dimensions
The relation of the symmetry operators between class ZR and class ZR,22 in Eqs (3.35) and (3.36) shows
that T 2ZR and C
2
ZR,22
have the same sign but C2ZR and T
2
ZR,22
have the different sign. Furthermore, a minimal
Dirac Hamiltonian in class ZR,22 is twice the minimum matrix dimension in class ZR. Therefore, we define
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the symmetry operators in class ZR,22 as TZR,22 = CZR ⊗ σy and CZR,22 = TZ ⊗ σx. At the same time, the
Hamiltonian must be defined as
H(k)ZR,22
= H(k)ZR ⊗ σz. (3.42)
3.5.4 ZR,12 in even dimensions
A system in class ZR in even dimensions has only one of TRS and PHS. However, a system in class ZR,12
possesses those two symmetries which symmetries. Therefore, to construct the symmetry preserving Hamil-
tonian in class ZR,12 , we have to enlarge the original Hamiltonian of class ZR. This is the reason that for
ZR,12 the minimum matrix dimension of the Hamiltonian in even dimensions is twice as big as for ZR. The
expression of the Hamiltonian is written as
H(k)ZR,12
= (±Mγ˜0 +
d∑
i=1
kiγi)⊗ σz (3.43)
Here σz keeps the Hamiltonian preserving TRS and PHS. To verify this, we need to find those two corre-
sponding symmetry operators. There are two situations from the symmetry of class ZR to define the time
reversal operator and the particle-hole operator for class ZR,12 . For the first case, as d = 4l, a system of
ZR has only TRS (TZR). To preserving TRS and PHS for class Z
R,1
2 , the two symmetry operators can be
defined as TZR,12
= TZR ⊗ I2×2 and CZR,12 = TZR ⊗σx; the definition obeys the symmetry operator relation in
Eq. 3.35. For the other case, as d = 4l + 2 there is only particle hole symmetry CZR in class ZR. Similarly,
the two symmetry are defined as TZR,12
= CZR ⊗ σy and CZR,12 = CZR ⊗ I2×2, which obey the relation in Eq.
3.36.
3.5.5 ZR,22 in even dimensions
In even dimensions a Dirac Hamiltonian in class ZR,22 preserves one of the two symmetries in class Z
R,1
2 .
By Eq. 3.33, the minimum matrix dimensions of H(k)ZR,22
and H(k)ZR,12
are the same. Such a situation
is similar with the construction of a Hamiltonian in class ZR,12 in odd dimensions — H(k)ZR,12 = H(k)ZR .
Therefore, in this case
H(k)ZR,22
= H(k)ZR,12
. (3.44)
Class ZR,22 preserves only one of the two symmetries (TRS and PHS) in class Z
R,2
2 . The corresponding
symmetry in different dimensions can be considered separately: d = 4l and d = 4l + 2. For the former,
CZR,12
= TZR ⊗ σx; for the latter, TZR,12 = CZR ⊗ σy.
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Odd d Symmetry Operators Even d Symmetry Operators
ZC HZR SZC = TZRCZR HZR 0
ZR HZR TZR and CZR HZR TZR as d = 4l or CZR as d = 4l + 2
ZR,12 HZR
CZR,12
= CZR as d = 4l + 1 HZR ⊗ σz TZR,12 = TZR ⊗ I and CZR,12 = TZR ⊗ σx as d = 4l or
TZR,12
= TZR as d = 4l + 3 TZR,12
= CZR ⊗ σy and CZR,12 = CZR ⊗ I as d = 4l + 2
ZR,22 HZR ⊗ σz
TZR,22
= CZR ⊗ σy HZR ⊗ σz CZR,22 = TZR ⊗ σx as d = 4l or
CZR,22
= TZR ⊗ σx TZR,22 = CZR ⊗ σy as d = 4l + 2
2ZR HZR ⊗ I T2ZR = TZR ⊗ σy HZR ⊗ I T2ZR = TZR ⊗ σy as d = 4lC2ZR = CZR ⊗ σy C2ZR = CZR ⊗ σy as d = 4l + 2
Table 3.4: In any spatial dimensions, the construction of minimal-size Dirac Hamiltonians for five non-trivial
symmetry classes from HZR is shown in the table.
3.6 The same class, different dimensions
Suppose we know the explicit form of a Dirac Hamiltonian H(k)dZR in d dimensions. By Eq. 3.33 and 3.34,
a Dirac Hamiltonian H(k)d+2ZR in d + 2 dimensions is twice as big as the minimum matrix dimension of
H(k)dZR . To construct a Hamiltonian in theses higher spatial dimensions, we need to have two extra linear
momentum terms anticommuting with the enlarged H(k)dZR . To satisfy this relation, the new Hamiltonian
is constructed from the tensor product of the three Pauli matrices
H(k)d+2ZR = H(k)
d
ZR ⊗ σy + kd+1I⊗ σx + kd+2I⊗ σz. (3.45)
Furthermore, Eqs (3.35) and (3.36) provide some dimension-independent relations — (T d+2ZR )
2 and (CdZR)
2
differ by signs and (Cd+2ZR )
2 and (T dZR)
2 are identical. To obey these relations and the symmetry equations,
the symmetry operators should be
T d+2ZR = C
d
ZR ⊗ σy, Cd+2ZR = T dZR ⊗ I (3.46)
As d is odd, the Hamiltonian preserves both of the symmetries. As d = 4l(d = 4l+2), only the former(latter)
operator describes TRS(PHS) in class ZR.
44
Chapter 4
Non-trivial topological surfaces
4.1 Introduction
We use our model Hamiltonians as a tool to investigate states on the surface of both strong and weak TISC
that have been gapped by a magnetic material or by some density wave respectively. The surface of a 3D
Z2 strong topological insulator gapped by a magnetic material is well known to possess a half quantum Hall
effect. Similarly, a recent article [40] shows that the surface of a weak 3D topological insulator gapped by
a charge density wave (CDW) also has a half-quantum spin Hall effect. We generalize these results to all
classes of topological insulators and superconductors in any dimension. When the surface states are gapped
by a symmetry-breaking perturbation the surface system will inevitably belong to a different symmetry class
with fewer symmetries. However, for weak topological insulators and superconductors which are gapped by
symmetry-preserving perturbations (such as a CDW), the surface system remains in the same symmetry
class. Significantly, we find that if in the surface dimension and that symmetry class, there is a Z2 topological
invariant, then the resulting surface states must be in a non-trivial phase.
The discussion is extended to two gapless cones at the same lattice momentum on the surface of a trivial
topological insulator or superconductor. The surface states can be easily gapped out by the symmetry-
preserving term. If in the surface dimension, the symmetry class has a Z2 topological invariant, the topo-
logical phase of the surface is nontrivial.
4.1.1 The gapped surface modes of a strong topological insulator
For a strong topological insulator, we are interested in the physics of the surface mode gapped by magnetic
materials. These magnetic materials, having the opposite magnetization directions, form a domain wall. We
will show on the surface around this domain wall there is a chiral gapless state. Consider one single gapless
Dirac mode in a strong topological insulator Eq (2.82) of subsection 2.5, say 3 > M > 1, to capture the
lowest energy physics
Hsurf = pxΥ1 + pyΥ2 +mΥ3, (4.1)
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where mΥ3 from the magnetic materials breaks TRS. To have a domain wall we can set up m > 0 as x > 0,
and m < 0 as x < 0; momentum px is not a good quantum number so let px → −i∂/∂x. After following the
similar calculation in Sec. 3.1.1, since Hsurf is a 2× 2 matrix, we find only one eigenstate with an energy
ΨFM = e
− ∫ x
0
m(x′)dx′ψ, E = ±py, (4.2)
where ψ is an eigenstate of iΥ1Υ3 with an eigenvalue 1. Since iΥ1Υ3 commute with Υ2, ψ is the only
eigenstate of Υ1 with an eigenvalue 1 or −1, which determines the sign of E. There is a chiral gapless edge
state around x = 0. We can argue that both of the regions x > 0 and x < 0 demonstrate a half quantum Hall
effect. Quantum Hall effect can be described by the TKNN number[5]. Those regions have the same TKNN
number with the opposite signs. Moreover, a chiral edge state between those regions shows the difference of
the TKNN numbers is one. Thus, the surface of a strong topological insulator gapped by a uniform magnetic
material exhibits a half quantum Hall effect.
4.1.2 The gapped surface modes of a weak topological insulator
A weak topological insulator with zero strong index has two Dirac cones on some surfaces. When translational
symmetry is broken by adding a proper CDW, which preserves TRS, the scattering of these two Dirac cones
opens gaps. Later, we will show that helical gapless edge states[40] are seen around a domain wall of such
a CDW, which is similar with the domain wall of magnetic materials. Consider a CDW creates alternating
potentiall along the x and y directions
HCDW = 
∑
(−1)n+mc†n,m,lcn,m,l (4.3)
Transform this additional Hamiltonian to the momentum space
∆H = 
∑
c†px+pi,py+pi,lcpx,py,l (4.4)
We focus on the weak topological insulator phase in the region 1 > M > −1. The surface Hamiltonian in
Eq. 2.93 with CDW in the basis of the four surface states |+1,2, 0, pi〉, |+1,2, pi, 0〉 is expressed as
HsurfCDW = sin ∆pxσz ⊗Υ1 − sin ∆pyσz ⊗Υ2 + σx ⊗ I2×2 (4.5)
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This CDW is the only term opening a gap on the surface states and preserving TRS. However, a question
arises: what is the physical property of this surface system? Consider the low energy physics — sin ∆px →
∆px and sin ∆py → ∆py. We set up a domain wall along the x direction:  > 0 as x > 0, and  < 0 as x < 0.
Again, px is not a proper quantum number so px → −i∂/∂x. After solving the Schro¨dinger equation, the
two eigenstates and the corresponding eigenvalues are
ΦCDW± = e−
∫ x
0
(x′)dx′ϕ±, E± = ±py, (4.6)
where ϕ± is an eigenstate of σx⊗Υ1 with an eigenvalue −1 and an eigenstate of σz ⊗Υ2 with an eigenvalue
±1 because σx ⊗ Υ1 commutes with σz ⊗ Υ2. These two modes ΦCDW± provide helical gapless spectrum
around the domain wall. We can make a similar argument with a half quantum Hall effect that the states
on the surface gapped by a uniform CDW have a half quantum spin Hall effect.
4.2 Generalization of a non-trivial surface on a strong
topological insulator
The preceding section shows that on a 3D topological insulator the gapless surface states gapped by TRS
breaking exhibits a half quantum Hall effect. However, this example is a part of the big scheme — when the
protected gapless surface states is gapped by some symmetry breaking, this surface system, belonging to a
different symmetry class in d − 1 spatial dimensions, might possess nontrivial topological properties. The
discussion of such non-trivial topological surfaces is based four points below:
1. We consider three symmetry breaking cases: time reversal, particle-hole, and Chiral symmetries. Al-
though PHS breaking might be not physical in superconductivity, in our mathematical generalization
PHS plays the essential role as TRS.
2. To have nontrivial topological physics, the surface modes in d−1 dimensions broken by some symmetries
must fall into class Z or Z2 because the gapless edge modes on the surface are not protected in class
“0”.
3. For Z and Z2 topological insulators and superconductors, Dirac cones, representing the gapless modes,
on the surfaces are not necessarily sitting at symmetry points (e.g. ~k = 0). In this section, to avoid
complexity of scattering between Dirac cones with different momenta, we focus on those Dirac cones
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at ~0 in Brillouin zone. That is, the surface Hamiltonian for class ZR is expressed as
HsurfZR =
d−1∑
i=1
kiΥi, (4.7)
where {Υi,Υj} = 2δijI. This Hamiltonian HsurfZR is the projection of HZR and half the matrix dimension
of HZR . The reason of considering only the expression of H
surf
ZR is that any surface Hamiltonian in a
nontrivial symmetry class can be generated by HsurfZR as shown in Table 3.4.
4. We expect that once the gapless surface modes are gapped, the surface always exhibits a nontrivial
topological behavior. However, there are two exceptions: ZC ← ZR,22 and ZC ← 2ZR from the bulk
in odd dimensions to the surface in even dimensions. That is, the surface modes may be gapped by
different forms of the same kind symmetry breaking terms. The surfaces of such two systems might
be in a nontrivial or trivial phase. In the following, we simplify our focus on the cases that the gapless
surface modes only can be gapped by a unique symmetry breaking gapping term. Such gapped surface
modes are inevitably in a nontrivial phase.
By observing the original classification in Table 2.1, we find that there are eight ways to have nontrivial
topological physics on the surface by breaking one symmetry and only one way by breaking two symmetries.
Such paths of breaking symmetries can be classified to four categories as a nontrivial topological class in d
bulk dimensions changes to another in d − 1 surface dimensions: Z ← Z, Z2 ← Z, Z ← Z2, and Z2 ← Z2.
In the following subsection, we discuss these four categories in detail.
4.2.1 Z← Z
In odd dimensions (d = 2n + 1), there are three nontrivial physics cases of the surface Hamiltonian by
breaking one symmetry: ZC ← ZC , ZR ← ZR, and 2ZR ← 2ZR. For the first case, for the minimum model
Chiral symmetry operator (SZC ) is hermitian by choosing a proper phase. We can project SZC into the
surface as half-size SsurfZC , which breaks Chiral symmetry because the symmetry operator commutes with
itself. The surface modes fall into class ZC in 2n dimensions. For the two remaining cases (ZR and 2ZR), we
let SZC = TZRCZR . From the result of Sec. 3.6, SZC and SZC ⊗ I2×2 break TRS(PHS) and keep PHS(TRS)
as d = 4l + 3(4l + 1). Hence, adding the surface projection of TZRCZR on the surface Hamiltonians of ZR
and 2ZR are still in the same class in 2n dimensions. Suppose a Dirac cone for ZC and ZR and a pair of
Dirac cones for 2ZR are present on the different surfaces respectively; the gapped surface Hamiltonians for
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those three cases are written as
HsurfZC←ZC =mS
surf
ZC +
2n∑
i=1
kiΥi (4.8)
HsurfZR←ZR =mS
surf
ZC +
2n∑
i=1
kiΥi (4.9)
Hsurf2ZR←2ZR =mS
surf
ZC ⊗ I2×2 +
2n∑
i=1
kiΥi ⊗ I2×2 (4.10)
These three gap opening terms are unique. If there exists SPEMT, the systems are in the trivial phase
and stable gapless edge modes are absent near the domain wall. This is a contradiction of the Z topological
invariants. We note that the matrix dimension of Υi is 2
n×2n. In the surface dimension (d = 2n), the matrix
dimension of the minimum models of ZC , ZR, and 2ZR respectively are 2n × 2n, 2n × 2n, and 2n+1 × 2n+1
by Eq. 3.33. Therefore, the first two cases have a half topological physics from the similar argument in
Section 4.1.1. For the case ZR ← ZR in two spatial dimensions, our basis independent result is the same
with the basis dependent work[41].
Consider two symmetries are broken. We find that only in odd dimensions ZC ← ZR the surface
Hamiltonian has a non-trivial topological physics. The surface Hamiltonian HsurfZC←ZR is exactly the same
with HsurfZR←ZR . The mass term S
surf
ZC only break one of the symmetries. The other symmetry breaking does
not anticommute all of the elements of the Hamiltonian. The reason is that another anticommuting causes
that the system is always in the trivial phase; it contradicts class ZC , which does not preserve any symmetry,
in even dimensions has a Z topological invariant. Therefore, this symmetry breaking does not change the
topological invariant Z but switches the symmetry class from ZR to ZC .
When we investigate the surface Hamiltonian in even dimensions d = 2n after one symmetry breaking,
there is no nontrivial topological physics in this case.
4.2.2 Z2 ← Z
The only way from Z to Z2 by breaking a symmetry is from in odd dimension (d = 2n + 1) ZR to ZR,22 .
The periodic table shows that to change this topological property we require TRS breaking as d = 4l + 1
and PHS breaking as d = 4l + 3. When that symmetry is broken in d = 2n + 1, the topological invariant
becomes Z2. Therefore, if the original strong index in Z is odd, after symmetry breaking, one of the Dirac
cones is still topological protected. Here, we are interested in gapped surface states and leave the semimetal
surface states for the future discussion. We focus on that the strong index is two. We find that all of the
gapless states in the surface only can be gapped by the unique symmetry breaking term SZC ⊗σy. The Pauli
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matrix σy, the breaking symmetry switches from PHS(TRS) to TRS(PHS) as d = 4l + 3(4l + 1). With TR
operator T = T surfZR ⊗ I2×2 and PH operator C = CsurfZR ⊗ I2×2 the gapped surface Hamiltonian is written as
HsurfZR,22 ←ZR
=
2n∑
i=1
kiΥi ⊗ I2×2 +mSsurfZC ⊗ σy, (4.11)
The first term is the gapless surface Hamiltonian and the size of Υis is 2
n × 2n. In 2n-dimension, the
minimum matrix dimension of a Dirac Hamiltonian is 2n+1× 2n+1 by Eq. 3.33. Therefore, this Hamiltonian
shows that the system has a half topological physics.
4.2.2.1 Z← Z2
In odd dimension d = 2n+ 1, there are two possibilities to have non-trivial topological surface physics after
breaking one symmetry— ZC ← ZR,12 and 2ZR ← ZR,22 . By observing the classification table, the two cases
in the same dimension breaks the same symmetry. That is, d = 4l + 1 corresponds to PHS breaking and
d = 4l + 3 corresponds to TRS breaking. We add the unique symmetry breaking term (SsurfZC ) into the
gapless surface Hamiltonian
HsurfZC←ZR,12
=mSsurfZC +
2n∑
i=1
kiΥi (4.12)
Hsurf
2ZR←ZR,22
=mSsurfZC ⊗ I2×2 +
2n∑
i=1
kiΥi ⊗ I2×2. (4.13)
We note that the size of Υi is 2
n × 2n. In d = 2n the matrix sizes of the minimal model of ZC and 2ZR are
2n × 2n and 2n+1 × 2n+1 respectively. The systems for these two cases have one half topological physics.
In even dimension d = 2n+2, the only possible way to have a non-trivial topological surface is ZC ← ZR,12 .
The symmetry class corresponding to ZR,12 has TRS, PHS, and chiral symmetry. Table 3.4 shows that the
corresponding symmetry operators for the surface Hamiltonian are
T = T surfZR ⊗ I, C = T surfZR ⊗ σx, and S = I⊗ σx as d = 4l (4.14)
T = CsurfZR ⊗ σy, C = CsurfZR ⊗ I, and S = I⊗ σy as d = 4l + 2 (4.15)
We can add the unique mass term mI ⊗ σy and mI ⊗ σx respectively, which breaks TRS and PHS but
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preserve Chiral symmetry, into the gapless surface Hamiltonian
HsurfZC←ZR,12
=
2n+1∑
i=1
kiΥi ⊗ σz +mI⊗ σy, as n = 2l − 1 (4.16)
HsurfZC←ZR,12
=
2n+1∑
i=1
kiΥi ⊗ σz +mI⊗ σx, as n = 2l (4.17)
The size (2n+1 × 2n+1) of the surface Hamiltonian in the symmetry class of ZR,12 is consistent with the size
of the bulk Hamiltonian for ZC in d = 2n+ 1 with a mass term. Hence, the system has one half topological
physics.
4.2.2.2 Z2 ← Z2
In odd dimension d = 2n + 1, there is only one case of nontrivial topological physics after one symmetry
breaking —ZR,22 ← ZR,22 . From the classification table, the dimension d = 4l + 1 corresponds to TRS
breaking and the dimension d = 4l + 3 corresponds to PHS breaking. We are seeking this symmetry
breaking term. First, the corresponding symmetries are TZR,22
= TZR ⊗σy and CZR,22 = CZR ⊗ I as d = 4l+ 1
and TZR,22
= TZR ⊗ I and CZR,22 = CZR ⊗ σy as d = 4l + 3. Also, from Z ← Z case, SZC breaks PHS as
d = 4l + 1 and TRS as d = 4l + 3. Therefore, the unique mass term mSZC ⊗ σy exchanges TRS and PHS
breaking and preserve the symmetry corresponding to ZR,22 in d = 2n. The surface Hamiltonian can be
added by the projection of this term
HsurfZR,22 ←ZR,22
=
2n∑
i=1
kiΥi ⊗ I+mSsurfZC ⊗ σy. (4.18)
Similarly, the size of surface Hamiltonian 2n+1 × 2n+1 fits the matrix size of the minimum model of a Dirac
Hamiltonian of ZR,22 in d = 2n. Thus, the system possesses a half topological physics.
In even dimension d = 2n+2, the surface Hamiltonian in Table 3.4 have the corresponding two symmetry
operators: TZ1R = TZR ⊗ I and CZR,12 = TZR ⊗ σx as d = 4l and TZ1R = CZR ⊗ σy and CZR,12 = TZR ⊗ I as
d = 4l + 2. Observing ZR,12 ← ZR,12 in the periodic table, we find that PHS is broken as d = 4l and TRS is
broken as d = 4l + 2. We can gap the surface Hamiltonian by adding the unique symmetry breaking mass
term obeying the rules above
HsurfZR,12 ←ZR,12
=
2n+1∑
i=1
kiΥi ⊗ σz + I⊗ σk, (4.19)
where k = x as d = 4l and k = y as d = 4l+ 2. We note that the size of the surface Hamiltonian is 2n × 2n.
Also, it is the same with the minimum matrix dimension of the minimum model of the Hamiltonian for ZR,12
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in d = 2n+ 1. This gapped Hamiltonian exhibits a half topological property.
4.3 Generalization of a non-trivial surface on a weak topological
insulator
Gapped by CDW, the surface of a 3D weak topological insulator exhibits a half quantum spin Hall effect
in sec. 4.1.2. This CDW keeps the system in the same symmetry class by preserving TRS but breaks
translational symmetry. In this section, we generalize this idea to some weak topological insulators and
superconductors that possess a pair of the Dirac cones at two different positions of the surface Brillouin
zone. The surface states of such systems are gapless but unstable because the gapless states can be gapped
out by some density wave. By observing the periodic table, there are two possible procedures to have
topological surfaces: ZR,22 ← ZR,12 and ZR,12 ← ZR.
A single Dirac cone is topologically protected in class Z and Z2; hence, there does not exist any symmetry
preserving gap term in the surface Hamiltonian HDirac of such a Dirac cone. However, for the surface of
class Z2 possessing two Dirac cones, there exists a coupling of these two cones so that the surface becomes
gapped. The case of class Z is also true if the two Dirac cones have the opposite orientations (Chiralities).
That is, the surface Hamiltonian Hsurf of the two Dirac cones can be gapped out by a off-diagonal term
Hsurf =
H1Dirac 0
0 H2Dirac
 . (4.20)
If these two cones are at the same lattice momentum, some symmetry preserving perturbations can easily
gap out the surface. This is the reason that such system is classified as trivial. However, in our case these
two cones are at the difference lattice momenta. Only scattering being their lattice momentum difference
can be the coupling between the two cones. In the following of this section, we will identify the explicit form
of such coupling gapping Hsurf for ZR,22 ← ZR,12 and ZR,12 ← ZR in any spatial dimensions and discuss the
topological features of the gapped surface states. However, a trivial ({0}) symmetry class has weak indices,
if in the lower dimension this class has a Z topological invariant. It is possible to consider Z ← 0. Due to
its complexity, we leave this part as future direction.
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4.3.1 ZR,12 ← ZR
In general, ZR weak topological insulators and superconductors may have even number of gapless cones
with the opposite orientations on the surface. For simplicity, we put our focus on a pair of the gapless
cones. When we write down the surface Hamiltonian in d spatial dimension, the opposition orientations can
expressed by the different signs of Υ1 without loss of generality
HsurfZR,12 ←ZR
=
k1Υ1 +∑d−1i=2 kiΥi 0
0 −k1Υ1 +
∑d−1
i=2 kiΥi
 . (4.21)
The off-diagonal terms between these two gapless cones are the scattering from some density wave. In
odd(even) spatial dimension, the Hamiltonian preserves TRS and(or) PHS with T = I2 ⊗ TZR and(or)
C = I2 ⊗ CZR . In sec. 3.3, by comparing with the minimum matrix dimension of HsurfZR,12 ←ZR and HZR,12 in
the surface dimension, respecting the symmetries there exists a unique gap opening term: mσy ⊗ Υ1. The
reason is that if there more one gap opening terms, HZR,12
is classified to {0}. With mσy ⊗ Υ1, HsurfZR,12 ←ZR
is equivalent to HZR,12
. We can make a similar argument with sec. 4.2; the surface system exhibits a half
topological physics feature.
4.3.2 ZR,22 ← ZR,12
For class ZR,12 , the surface Hamiltonian of a gapless cone in odd and even spatial dimensions have different
forms of the expression HsurfZR from table 3.4; the surface physics in odd and even dimensions should be
considered separately. In odd dimension(d = 2n+1), the surface Hamiltonian of a weak topological insulator
or superconductor possesses two gapless cones
HsurfZR,22 ←ZR,12
=
∑2ni=1 kiΥi 0
0
∑2n
i=1 kiΥi
 . (4.22)
For class Z2, all of the surface gapless cones are in one equivalent representation. There exists a unitary
transformation so that the different expressions of two arbitrary surface gapless cones can be written in the
same form in HsurfZR,22 ←ZR,12
. As d = 4l + 1(4l + 3), the Hamiltonian preserves PHS(TRS) with the operator
C = I2 ⊗ CZR(T = I2 ⊗ TZR). Knowing the symmetry property of SZC from sec. 3.6, we find the unique
symmetry preserving gap term σy ⊗ SZC . The reason is that σy exchanges the preserving and breaking
symmetry of SZC . The surface Hamiltonian H
surf
ZR,22 ←ZR,12
have the same dimension(size) of HZR,22
in d − 1
spatial dimensions. Therefore, these two Hamiltonians are equivalent so this surface system has a half
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topological physics feature.
In even spatial dimension(d = 2n + 2), based on the table 3.4, the surface Hamiltonian of two gapless
cones can be written in this form after the proper unitary transformation
HsurfZR,22 ←ZR,12
=
∑2n+1i=1 kiΥi ⊗ σz 0
0
∑2n+1
i=1 kiΥi ⊗ σz
 (4.23)
The system for class ZR,12 preserves TRS and PHS; table 3.4 shows that as d = 4l(4l + 2), the symmetry
operators are T = TZR ⊗ I2 and C = TZR ⊗ σx(T = CZR ⊗ σy and C = CZR ⊗ I2). We can find the unique
gap term respecting the symmetries
Hsurfgap =
 0 −iI⊗ σk
iI⊗ σk 0
 , (4.24)
where k = y(x) as d = 4l(4l + 2). Likewise, in even dimension, HsurfZR,22 ←ZR,12
is equivalent to HZR,22
in 2n+1
dimensions. This system also has a topological physics feature.
4.4 Conclusion
Consider a trivial topological insulator or superconductor has two gapless cones at the same lattice mo-
mentum. The surface Hamiltonians for class ZR and ZR,11 are the same with HsurfZR,12 ←ZR
in Eq. 4.21 and
HsurfZR,12 ←ZR,22
in Eq. 4.22 and 4.23. Without any broken translation symmetry, these gapless states still can
be easily opened by the coupling between the two cones. The derivations are similar to the weak cases; the
gapped surface exhibits a half topological physics. This result may give us a hint that in the nature there
might exist a trivial double-band-inversion topological insulator or superconductor whose surface states are
gapped. Although this system is trivial in the bulk, the surface states might be in a nontrivial topological
phase.
To determine non-triviality of the gapped surface states of strong or weak topological insulators and
superconductors, we can directly compare with the minimum matrix dimension of Dirac bulk Hamiltonians
as shown in table 3.3 and gapless surface Hamiltonians, which are half the size of the corresponding bulk
Hamiltonians in one spatial dimension higher than the surface dimension. When in a symmetry class the
minimum matrix dimension of the surface Hamiltonian is equal to or less than the minimum matrix dimension
of the bulk Hamiltonian in some symmetry classes, this surface Hamiltonian gapped by symmetry breaking
or some density wave to those symmetry classes may have a nontrivial topological phases.
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Chapter 5
Classification of topological insulators
and superconductors in the presence
of reflection symmetry
5.1 Introduction
We discuss the implication of a reflection (or mirror) symmetry in one spatial direction: it is an invariance of
the system under the sign flip of, say, the first component of Cartesian coordinates, r → r˜ ≡ (−r1, r2, . . . , rd).
(For an earlier study of this subject, see Ref. [42].) While an inversion symmetry singles out a special
point, reflection symmetry singles out a special (d − 1)-dimensional plane (r1 = 0 in the this case). As a
consequence, when we terminate the system with a (d−1)-dimensional boundary (plane) which is orthogonal
to the reflection plane (r1 = 0), the boundary with constant ri (i 6= 1) is reflection symmetric under
(r1, r2, . . . , rd) → (−r1, r2, . . . , rd). Reflection symmetry is arguably the simplest spatial symmetry of a
system for which certain boundaries can respect the spatial symmetry in question. This boundary property is
an important distinction from the inversion symmetric topological phases, for which a plane boundary to the
system alone does not inherit the spatial symmetry (inversion symmetry) in the bulk. (A pair of boundaries
can be inversion symmetric to each other, though). With the special choice of the boundary above, we will
argue that for topologically non-trivial phases protected by reflection there is a stable boundary mode, in the
manner similar to topologically phases protected by non-spatial discrete symmetries. The correspondence
still holds between the non-trivial bulk topology and the gapless boundary modes when the boundary that
reflects to itself is chosen as shown in Figure 5.1.
Although topological insulators and superconductors protected by non-spatial or spatial symmetries have
been studied separately, their recognition does not directly provide a complete classification of topological
systems in the presence of both non-spatial and spatial discrete symmetries. Therefore, we will consider the
topological classification of reflection symmetric systems with a subset of the three non-spatial symmetries:
TRS, PHS, and chiral symmetry. We found the topological classification depends not only on the set of
symmetries which are respected but also on the way how reflection symmetry is realized, i.e., algebraic
relations satisfied among reflection and other non-spatial discrete symmetries when they exist. Our result of
the classification of reflection symmetric systems is summarized in Table 5.1. The algebraic relations among
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reflection and non-spatial symmetry operations are denoted by R± and R±,± in Table 5.1.
Non-trivial topological states displayed in Table 5.1 are characterized by a topological invariant of integer
(Z2) or Z2 type. For example, the entries in Table 5.1 marked by MZ indicate the presence of topologically
protected states by a topological invariant defined on mirror invariant planes in the Brillouin zone (“mirror
topological invariant”). These topological states include 3D topological insulators protected by the “mirror
Chern number” discussed in Ref. [42], and 2D topological superconductors with TRS and reflection symmetry
(class DIII +R) discussed in Ref. [43], which are characterized by reflection winding numbers in the 1D mirror
lines. We will generalize those mirror numbers to any spatial dimensions and relevant symmetry classes.
Furthermore, we will show that some systems are protected by the Z topological number and the mirror
Chern number simultaneously; the larger one of these two numbers gives a new integral topological invariant
(denoted by Z1 in Table 5.1). In other cases, the topolgoical insulators and superconductors in the original
periodic table turn out to be invariant under reflection. If this is the case, the same topological invariant also
characterizes the non-trivial topology of reflection-symmetric topological insulators and superconductors.
These cases are indicated by “0”, Z2, and Z in Table 5.1. In short, we claim that the reflection-symmetric
topological states are characterized by one of the topological invariants, ‘0’, Z2, Z, MZ, and Z1.
In this chapter, we use “the minimal Dirac Hamiltonian method” to characterize the AZ symmetry classes
with reflection symmetry. Without reflection symmetry the topological classification (Table 2.1) of the AZ
symmetry classes can be studied by Anderson localization,[2] K-theory,[1] and minimal Dirac Hamiltonians
in chapter 3.[37] The minimal Dirac Hamiltonian method provides a direct way to produce the original
classification (Table 2.1). In this method, we first write down a bulk Dirac Hamiltonian preserving system’s
symmetries in the minimal matrix dimension. The topological class of the system is determined by the exis-
tence of a symmetry preserving extra mass term (SPEMT), which keeps the system in the same topological
phase during the continuous deformation. If this term exists in the minimal Dirac Hamiltonian, this phase
is characterized by ‘0’ topological invariant. If not, we consider a bigger system including two minimal Dirac
Hamiltonians. The presence of a SPEMT in this system of the two copies implies Z2 topological invariant
character. Otherwise, the absence of a SPEMT implies Z character. When classifying reflection symmetry
topological insulators and superconductors, we study the existence of a SPEMT in Dirac Hamiltonians to
determine topological characters. Complementary to the minimal Dirac Hamiltonian method, we also look
for topological invariants (0, Z2, Z, MZ and Z1) in the presence of reflection symmetry to determine bulk
topology. The classification of bulk topology in terms of topological invariants is fully consistent with the
minimal Dirac Hamiltonian method.
Topological insulators might have topological invariants of strong and weak indices.[36] In the original
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classification table[1, 2] for a d-dimensional system, the strong index is the topological invariant in d dimen-
sions and the weak indices are captured by the strong indices in the dimensions less than d. However, the
complications arise when the weak indices are considered in the classification of reflection symmetric systems.
The reason is that the weak indices may not be described by the strong indices in the dimensions less than
d in the reflection classification table. Moreover, the weak indices might depend on spatial directions. That
is, in different directions the weak indices are different because reflection symmetry operation only flips one
direction. In this chapter, we shall focus on only the strong indices of the classification.
To name a few physically interesting topological systems in Table 5.1, in symmetry class AII in three
dimensions, with reflection symmetry specified by R−−, there are topological insulators protected by the MZ
invariant. These are nothing but the topological insulator that was proposed by Hsieh et al.[18] and observed
by several groups[44–46]. Their observation is the first experimental realization of crystalline topological
insulators. This particular reflection symmetric topological insulator continues to be topologically non-trivial
even in the absence of TRS, as indicated by “MZ” in symmetry class A in three dimensions in Table 5.1.
Table 5.1 also includes topological superconductors protected by reflection symmetry, such as with TRS
and reflection symmetry 2D topological superconductors (class DIII +R−−),[43] which are classified by
an integral-valued topological invariant. For symmetry class D in two dimensions, which hosts T-breaking
topological superconductors in the absence of reflection symmetry, there is a reflection symmetric topological
superconductor characterized by a Z2 topological invariant. Other examples will also be discussed in Sec.
5.6.
This chapter is organized as follows: in Sec. 5.2, we provide the background knowledge of reflection
symmetry in band theory, and in particular, describe how we distinguish different realizations of reflection
symmetry operation in the presence of other non-spatial discrete symmetries. In Sec. 5.3, we review the
connection between the minimal bulk Dirac Hamiltonians and the topology possessing ‘0’, Z2 and Z topolog-
ical invariants in the Altland-Zirnbauer(AZ) symmetry classes without reflection symmetry. Moreover, by
considering reflection-symmetric Dirac Hamiltonians we show the correspondence between gapless boundary
states and bulk topology. In Sec. 5.4, we consider the two kinds of the classifications: the reflection sym-
metry operator commutes with all of the non-spatial discrete symmetries and anticommutes with TRS and
PHS operators. In Sec. 5.5, we classify the remaining of the AZ symmetry classes possessing TRS and PHS
under the condition that one of these symmetry operators commutes with the reflection symmetry operator
and the other anticommutes with the reflection symmetry operator. In Sec. 5.6, the concrete examples for
3Spinless systems
4Spin-1/2 systems
5Spin-1/2, C2 = 1, SU(2) symmetry for the spin.
6Spin-1/2, C2 = 1 and T 2 = −1 , SU(2) symmetry for the spin.
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AZ Class T C S R operator MSC d = 1 d = 2 d = 3 d = 4 d = 5 d = 6 d = 7 d = 8
AIII 0 0 1
R+ AIII
2 0 MZ 0 MZ 0 MZ 0 MZ
R− A Z1 0 Z1 0 Z1 0 Z1 0
A 0 0 0 R A2 MZ 0 MZ 0 MZ 0 MZ 0
AI + 0 0
R+
3 AI2 MZ 0 0 0 2MZ 0 Z2 Z2
R− A 0 0 2MZ 0 0 Z2 MZ 0
BDI + + 1
R++
3 BDI2 Z2 MZ 0 0 0 2MZ 0 Z2
R−− AIII 0 0 0 2MZ 0 0 Z2 MZ
R+− AI 2Z1 0 0 0 Z1 0 Z2 Z2
R−+ D 2Z 0 2MZ 0 2Z 0 2MZ 0
D 0 + 0
R+
3 D2 Z2 Z2 MZ 0 0 0 2MZ 0
R−4 A MZ 0 0 0 2MZ 0 0 Z2
DIII - + 1
R++ DIII
2 0 Z2 Z2 MZ 0 0 0 2MZ
R−−4 AIII Z2 MZ 0 0 0 2MZ 0 0
R+− AII 2MZ 0 2Z 0 2MZ 0 0 2Z
R−+ D Z2 Z2 Z1 0 0 0 2Z1 0
AII - 0 0
R+ AII
2 2MZ 0 Z2 Z2 MZ 0 0 0
R−4 A 0 Z2 MZ 0 0 0 2MZ 0
CII - - 1
R++ CII
2 0 2MZ 0 Z2 Z2 MZ 0 0
R−− AIII 0 0 Z2 MZ 0 0 0 2MZ
R+− AII 2Z1 0 Z2 Z2 Z1 0 0 0
R−+ C 2Z 0 2MZ 0 2Z 0 2MZ 0
C 0 - 0
R+
5 C2 0 0 2MZ 0 Z2 Z2 MZ 0
R− A 2MZ 0 0 Z2 MZ 0 0 0
CI + - 1
R++
6 CI2 0 0 0 2MZ 0 Z2 Z2 MZ
R−− AIII 0 2MZ 0 0 Z2 MZ 0 0
R+− AI 2MZ 0 2Z 0 2MZ 0 0 2Z
R−+ C 0 0 2Z1 0 Z2 Z2 Z1 0
Table 5.1: The complete classification table of reflection-symmetric topological insulators and superconduc-
tors: For class AIII, R± indicates that the reflection symmetry operator (R) commutes/anticommutes with
S. For four real symmetry classes (R±±, R±∓) that have TRS and PHS, the first sign ± of R indicates that
R commutes/anticommutes with T and the second sign ± indicates that R commutes/anticommutes with
C. For the four other real symmetry classes (R±) that preserve only one non-spatial symmetry, the sign ±
indicates that R commutes/anticommutes with system’s non-spatial symmetry operator. The Hamiltonian
in the mirror symmetry plane can be block-diagonalized to two blocks in the eigenspace R = ±1. The
superscript of 2 in the mirror symmetry classes (MSC) (See Appendix B.2) indicates that these two blocks
of R = ±1 are independent.
topological insulators/superconductors protected by reflection symmetry are provided.
5.2 Reflection symmetry in band insulators
Reflection (R) is a non-local operation; by definition, a reflection R in x-direction (= r1-direction), say,
connects fermion operators at r = (r1, r2, . . . , rd) and at r˜ ≡ (−r1, r2, . . . , rd), as
Rψ(r)R−1 = Rψ(r˜), (5.1)
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Figure 5.1: For topological insulators and superconductors that are protected by reflection symmetry, the
correspondence between gapless surface states and bulk topology holds only when the surface that reflects to
itself is chosen. The figures shows that nontrivial bulk topology guarantees gapless states in the self-reflected
surfaces. Furthermore, gapped states in the non-self-reflected surfaces does not imply trivial bulk topology.
where R is an Nf × Nf unitary matrix implementing reflection. The invariance of H under R implies, in
momentum space,
R−1H(k)R = H(k˜) (5.2)
where k˜ = (−k1, k2, . . .) = (−k1, k⊥).
For example, for a spineless system, possible realizations of these symmetries are R = I, T = IΘ, and
C = τxΘ, where τx is the first Pauli matrix acting on the particle-hole grading (in the BdG Hamiltonian),
and Θ is the complex conjugate operator. For a spin-one-half system, R = iσx, [47] T = iσyΘ, and C = τxΘ,
where σi indicates Pauli matrices acting on spin degrees of freedom. We will consider more realizations of
these symmetries later.
Before discussing different realizations, we here note that, when there is a conserved U(1) charge, there
is a phase ambiguity in the definition of the reflection operator; [47] when a Hamiltonian is invariant under
a reflection, R : ψ(r) → Rψ(r˜), the system is also invariant under the reflection followed by a U(1) gauge
transformation, ψ(r) → eiφRψ(r˜), where eiφ is an arbitrary phase factor. The combined transformation,
R′ : ψ(r) → R′ψ(r˜) with R′ = eiφR, is also qualified to be called reflection operation. This redefinition
changes, e.g., the eigenvalues of the reflection transformations.
In this chapter, we require R to be hermitian. For example, in the spin-1/2 case, we add an extra 3pi/2
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phase factor in R so that R = σx anticommutes with T and C. With this convention, we construct the
classification tables in terms of possible commutation and anticommutation relations of R with the three
non-spatial symmetry operations. In this regard we can display the classification tables in a well-organized
manner. While this is a matter of convention in classifying electrical insulators, this may not be so in
classifying superconductors (BdG systems). (It should be noted that for a AZ symmetry class that can be
interpreted as a BdG systems, it can also be realized as an electrical system with some fine tuning).
One reason for this convention is that for different choices for the phase of of reflection operator (e.g.,
R′ = eiφR), its algebraic relation with T and C is different.
Note that while R, C, T , when acting on a fermion operator, may not commute due to the phase factor
eiφR, they always commute when acting on any fermion bilinears; Physically, all of the point group sym-
metry operators are expected to commute with three non-spatial symmetry operators: TR, PH, and chiral
symmetry operators. Although the requirement of the hermiticity of R may not correspond to the real
system, it simplifies the classification tables.
We will consider the topological classification when hermitian R commutes or anticommutes with T , C,
and S. For simplicity, we define RS , RT , and RC obeying
SRS−1 = RSR, TRT−1 = RTR, CRC−1 = RCR. (5.3)
Hence, RX = ±1 indicates the commutation or anticommutation relation between R and the non-spatial
symmetry operator X. Furthermore, for the complex symmetry classes, we define the symbol of the reflection
symmetry operator RRS to display the algebraic relation between R and S. For four real symmetry classes
that preserve TRS and PHS, the symbol RRT ,RC shows the similar property for T and C and provides the
relation between R and S, which is the combination of T and C. For the four other real symmetry classes
that have only one non-spatial symmetry (TRS or PHS), the symbol of the reflection symmetry operator
RRT/C is defined to show the algebraic relation between R and the non-spatial symmetry operator. In short,
class AIII, AI, D, AII, and C, which preserve only one non-spatial symmetry, have two possible reflection
symmetry operators R− and R+. On the other hand, class BDI, DIII, CII, and CI, which preserve TRS
and PHS, possess four possible reflection symmetry operators R−−, R++, R−+, and R+−. To further
simplify our notations, we define in a real symmetry class the reflection symmetry operator (R+ and R++)
that commutes all non-spatial symmetry operators as R+. Similarly, R− indicates the reflection symmetry
operator (R− and R−−) anticommuting with T and(or) C in a real symmetry class.
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5.3 Topological classification of Dirac Hamiltonians without
reflection symmetry
To capture the essential topological features in an efficient manner, we use the minimal Dirac Hamiltonian
method in chapter 3. This method simply considers the minimal matrix form of Dirac Hamiltonians in
each AZ symmetry class and spatial dimension. (See below for more details.) When applied to topological
insulators and superconductors without spatial symmetries, this method reproduces the periodic table of
topological insulators and superconductors in the AZ symmetry classes (See Table 2.1). Such a Dirac
Hamiltonian represents a generic Hamiltonian with the same topological features when the spectra of the two
systems can be continuously deformed from one to the other without closing the bulk band gap. Therefore, we
will still use the method of minimal Dirac Hamiltonians to classify topological phases of reflection symmetric
topological insulators and superconductors.
First, let us review the method of minimal Dirac Hamiltonians. The minimal Dirac Hamiltonian in d
spatial dimensions which respects the set of symmetries under consideration is written as
H = mγ0 + k1γ1 +
d∑
i 6=1
kiγi, (5.4)
where m is a constant and gamma matrices γi obey the anticommutation relations
{γi, γj} = 2δijI, i = 0, 1, · · · , d. (5.5)
In this chapter, we consider the classification of reflection symmetric systems with three local symmetries:
TRS, PHS, and chiral symmetry. That is, we seek the topological features of the Altland-Zirnbauer (AZ)
symmetry classes [48] with reflection symmetry. When the Dirac Hamiltonian preserves TRS, PHS, and
chiral symmetry, the gamma matrices satisfy
[γ0, T ] = 0, {γi 6=0, T} = 0, (5.6)
{γ0, C} = 0, [γi6=0, C] = 0, (5.7)
{γi, S} = 0, (5.8)
respectively. In addition, when the system preserves reflection symmetry, each term in the Dirac Hamiltonian
obeys
{γ1, R} = 0, [γi6=1, R] = 0. (5.9)
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Consider a system in a real symmetry class, which possesses TRS or(and) PHS. If a term has the same
anticommutation or commutation relation of γ0 in Eq (5.6) or(and) Eq (5.7) and anticommutes with the
other gamma matrices in the Dirac Hamiltonian, we call this term as a mass term. Similarly, if a term
behaves like γi 6=0 in Eq (5.6) or(and) Eq (5.7), this term is identified as a kinetic term. Furthermore, if a
mass term anticommutes with γ0, this is called as an extra mass term. For a complex symmetry class, we
also can define an extra mass term, which anticommutes with each gamma matrix in the Dirac Hamiltonian.
The presence of an extra mass term in the Dirac Hamiltonian plays an essential role in distinguish-
ing topological phases in a system. We consider a system that preserves non-spatial symmetries above
with/without other symmetries. If any extra mass term does not preserve the system’s symmetries, this
term cannot be added to the Hamiltonian. When m = 0, the bulk spectrum becomes gapless. With negative
energies filled, we identify m = 0 as a quantum phase transition point, where the gap between the empty and
occupied band closes at k = 0. That is, the phases with positive and negative m are topologically different.
On the contrary, an extra mass term preserving the system’s symmetries can be added to the Hamiltonian
as a perturbation. We define this term as a symmetry preserving extra mass term (SPEMT). It is worth to
mention that by definition in a real symmetry class an extra mass term is always a SPEMT. When m varies
from −∞ to ∞, there are no gap closing points. Therefore, the system for any m is always in the same
phase, which is topologically trivial .
5.3.1 Topological invariant ‘0’
For the topological classification of the AZ symmetry classes there are three different kinds of topological
invariants: 0, Z2, Z. For a given set of symmetries and spatial dimension, we write down a Dirac Hamiltonian
of the minimum matrix dimension, which is in the form of Eq (5.4). If a SPEMT (M) is allowed to be added
to the Hamiltonian, the system is always in the trivial phase; we can classify this phase as topological
invariant ‘0’. For the other two cases (Z2 and Z) any SPEMT does not exist in the minimal model (See
chapter 3). Therefore, the system has at least two different phases by varying m in Eq (5.4). To distinguish
Z2 and Z, we need to enlarge the Hamiltonian and then check the presence of a SPEMT.
5.3.2 Topological invariant ‘Z2’
While enlarging the Dirac Hamiltonian, we consider in the new system two minimal Dirac Hamiltonians
which may have the same or opposite orientations. That is, one is given by Eq (5.4) and the other is in the
form of Eq (5.4) with some γi → −γi. Moreover, each new gamma matrix in the enlarged Hamiltonian must
anticommute with each other and keep the original symmetries. The expression of the enlarged Hamiltonian
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of the two minimal Dirac Hamiltonians can be written as
H2 =
∑
i
kniγni ⊗ σz +
∑
remain
knjγnj ⊗ I. (5.10)
The orientation of the second minimal Dirac Hamiltonian is determined by σz and to simplify the expression
of the equation, let m = k0. The first summation is over arbitrary set of γni (ni = 0, 1, 2, ..., d) and the second
summation is over γni ’s that are not picked up by the first summation. For the system with a Z2 topological
invariant, a SPEMT can always be added to the enlarged Hamiltonian in Eq (5.10) so the system is in the
trivial phase. Therefore, the corresponding symmetries and spatial dimension restrict that the system can
be in the only two different phases when the system is characterized by the sign of m in the minimal Dirac
Hamiltonian.
5.3.3 Topological invariant ‘Z(2Z)’
For the system with a Z (or 2Z) topological invariant, when the first summation in 5.10 includes odd number
of γni ’s, a SPEMT can be treated as a perturbation added into the Hamiltonian. However, when there are
even number of γni ’s in the first summation, a SPEMT does not exist. Therefore, the system can go through
a quantum phase transition as m varies from positive to negative.
To explain the Z(2Z) invariant, we consider n copies of the minimal Dirac Hamiltonian but with different
m’s
Hm = γni ⊗

m1 0 0 0
0 m2 0 0
0 0
. . . 0
0 0 0 mn

+
d∑
i=1
knjγi ⊗ I. (5.11)
Assume all mi’s are positive. When one of mi’s varies from positive to negative, the system goes through
a quantum phase transition. This phase transition cannot be avoided in the absence of SPEMTs due to
the Z(2Z) invariant (See chapter 3). By adjusting mi’s the system passes through n times of different
quantum phase transitions. Hence, in different mi’s, n+ 1 different quantum phases, which is labeled by the
Z topological invariant, describe the system.
In a system possessing a Z (or 2Z) topological invariant, we compute the topological number of the Dirac
Hamiltonian in the form of Eq (5.11). Let mi = M − k2. By calculating the winding number and the Chern
number (see appendix B.1), the topological number in this system is n(2n) if M is positive and 0 if M is
negative. As M is positive, one sign flipping (γi → −γi) causes that the topological number changes its
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sign. When the two systems with and without the sign switching are coupled a SPEMT can be present
in the mixed Hamiltonian. The entire system in the trivial phase is consistent with the zero value of the
topological number (n− n = 0).
5.3.4 The correspondence between gapless edge states and bulk topology
The topologically protected gapless edge states are present on the boundary between the trivial and non-
trivial phases. The presence and absence of such gapless edge states determines the topological bulk phases:
(i) the presence of intact gapless edge states implies the non-triviality in the bulk. (ii) the absence of such
states guarantees the system in the trivial phase. However, the latter statement is not always true[22] when
spatial symmetries are introduced. In the following, we will show that this statement holds when a system
only preserves TRS, PHS, or chiral symmetry. Furthermore, for reflection symmetry this correspondence
between bulk and boundaries is also true, when we choose the boundaries reflected to themselves and the
translation symmetry in the reflection direction is preserved.
First, consider the minimal Dirac Hamiltonian in Eq (5.4) in a symmetry class with m = M − k2.
Moreover, we consider a domain wall in the rd direction: let M = M0 be a positive constant in the region
rd > 0, which is in the non-trivial phase. For the trivial phase region rd < 0, let M = −M0 be a negative
constant. Therefore, kd is not a good quantum number. We replace kd by −i∂/∂rd. The Dirac Hamiltonian
can be rewritten as
H =γ0(mI− iγ0γd ∂
∂rd
) +
d−1∑
i=1
kiγi, (5.12)
where m = M +( ∂∂rd )
2−∑d−1i=1 k2i . To have the gapless energy states, we expect to find the wavefunctions so
that the terms in the parenthesis vanish. To satisfy this vanishing condition, there are two possible solutions
iγ0γd~φ = ±~φ. We choose the minus sign to have the normalizable wavefunctions
Φ(rd > 0) = (c1e
− 12 (1−m−)rd + c2e−
1
2 (1+m−)rd)~φ,
Φ(rd < 0) = e
− 12 (1−m+)rd ~φ, (5.13)
where m± =
√
1± 4M0 − 4
∑d−1
i=1 k
2
i . Our focus is on the low energy spectrum near k = 0 so M0 >
∑d−1
i=1 k
2
i .
Therefore, m+ > 1 and Re(m−) < 1 show that the wavefunction is normalizable.
Because iγ0γd commutes with γi 6=0, d, by using the projection operator P = (I− iγ0γd)/2 we can discuss
64
the projective Hamiltonian for the edge states in the (iγ0γd = −1) eigenspace
Heff =
d−1∑
i=1
kiγpi, (5.14)
where γpi = PγiP. The energy spectrum (±
√∑d−1
i=1 k
2
i ) shows the gapless behavior of the edge states.
Using the projective Hamiltonian, we can prove statement (i) by considering a domain wall. When both
sides of the domain wall are in the trivial phase, a SPEMT(Γ) can be added into the Hamiltonian. Because
Γ anticommutes with all of the other gamma matrix, γ = PΓP does not vanish and anticommutes with all
of γpi’s. Therefore, the gapless edge states become gapped. Furthermore, this statement implies that when
the gapless edge states are intact, at least one side of the domain wall must be in a non-trivial phase.
To investigate statement (ii), we focus on the behavior of the bulk Hamiltonian when the edge states
are gapped without breaking any symmetry. The only one way to gap the edge states in Heff is to add
a symmetry preserving term that anticommutes with Heff , say γ˜. In the bulk Hamiltonian there exists
corresponding symmetry preserving Γ˜ so that γ˜ = PΓ˜P. Therefore, Γ˜ must commutes with iγ0γd.
1 There
are two possibilities of commutation and anticommutation relations of Γ˜ with each γi. First, Γ˜ anticommutes
with each γi.
2 Second, Γ˜ anticommutes with γi 6=0,d but commutes with γ0 and γd.3 In the first case Γ˜
plays a role of SPEMT keeping the system in the trivial phase. The second case needs to be investigated
scrupulously. Although Γ˜ is not a SPEMT, in the case of some specific symmetries there exist a SPEMT,
which is a hermitian matrix iΓ˜γ0γd. If the system preserves TRS, PHS, and chiral symmetry, then by
Eqs (5.6) to (5.8) iΓ˜γ0γd also preserves those symmetries. The correspondence between edge states and bulk
topology can be applied for these three symmetries.
Let reflection symmetry reflect only in the kd direction, then {R, γd} = 0 and [R, γi 6=d] = 0. Therefore,
iΓ˜γ0γd breaks reflection symmetry and then the absence of the gapless edge states does not imply the trivial
bulk topology. However, if reflection symmetry is not in the kd direction, then iΓ˜γ0γd preserves the symmetry
and can be present in the Hamiltonian as a SPEMT. The gapped edge states possessing reflection symmetry
guarantee the triviality in bulk.
When the translational symmetry in the reflection direction is broken, the correspondence between gapless
1In the proper basis, iγ0γd can be written as σz ⊗ I. Therefore, The decomposition of Γ˜ is uniquely in the form of
Γ˜C + Γ˜A, where [iγ0γd, Γ˜C ] = 0 and {iγ0γd, Γ˜A} = 0. Let W be system’s symmetry operator. We know W Γ˜W−1 = Γ˜ and
Wiγ0γdW
−1 = ±iγ0γd. Hence, [W Γ˜CW−1, iγ0γd] = 0 so W Γ˜CW−1 = Γ˜C . That is, Γ˜C preserves system’s symmetry. Now
let a new Γ˜ be Γ˜C , which commutes with iγ0γd.
2We know that γ˜γpj = −γpj γ˜, where j 6= 0, d. Therefore, PΓ˜P2γjP = −PγjP2Γ˜P. Since γj and Γ˜ commute with iγ0γd,
PΓ˜γj = −Pγj Γ˜. Similarly, consider the domain wall with M → −M . The projection operator becomes P′ = (I + iγ0γd)/2.
We have P′Γ˜γj = −P′γj Γ˜. Thus, Γ˜γj = −γj Γ˜.
3In the proper basis, γ0 = σz ⊗ I. Therefore, Γ˜ can be written in the form of Γ˜′C + Γ˜′A, where Γ˜′C commutes with γ0 and
Γ˜′A anticommutes with γ0. Following the similar derivation with footnote 1, Γ˜
′
C and Γ˜
′
A both preserve system’s symmetry.
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edge states and bulk topology does not hold. However, we still can use the mid-gap states in the entanglement
spectrum to distinguish topological trivial and non-trivial phase.[20, 22] We leave this issue in the future
discussion. In the chapter, we use the existence of SPEMTs in the minimal Dirac Hamiltonians to determine
possible topological phases.
5.4 The classification of R+, R+ and R− – shifted periodic table
We consider the real AZ symmetry classes with the reflection symmetry commuting (R+) and anticommuting
(R−) with T and C. For R+, the classification table is obtained from the original table without reflection
symmetry by “upward shift” in spatial dimensions as shown in Table 5.2. The topological invariant Z is
replaced by a new topological invariant MZ, which will be explained later (“mirror” topological invariant).
Similarly, for R−, in d dimensions the topological invariants in the new table is the ones in d+ 1 dimensions
in the original table (“downward shift”), except for the absence of the second descendant Z2[49] of Z as
shown in Table 5.3. In the following, for the real symmetry classes, we will construct these two tables for
R− and R+ and define the topological invariant MZ. We leave the discussion of the complex symmetry
classes (R+) for interested readers.
5.4.1 Classification of Dirac Hamiltonians
Let us start by giving a brief description of the mechanism behind these dimensional shifts. By knowing that
γ1 anticommutes with all of the other gamma matrices, we construct a hermitian matrix iγ1R satisfying the
anticommutation relation
{iγ1R,H} = 0. (5.15)
First, for the case of R−, from Eqs (5.6), (5.7) and (5.9) iγ1R can be used as a gamma matrix to con-
struct another Dirac kinetic term in one higher dimensions (d + 1), say as γd+1. Because [iγ1R,C] = 0
and {iγ1R, T} = 0, the (d + 1)-dimensional Hamiltonian preserves the same set of local AZ symmetries.
Alternatively, to construct a Hamiltonian in d dimensions with R−, we can start from a system in d + 1
spatial dimensions preserving the same local symmetries, but not reflection. By removing one gamma matrix
γd+1 (and momentum component) from the kinetic, we obtain the d-dimensional Hamiltonian with reflection
symmetry. We will later make use of the topological classification of the d + 1-dimensional Hamiltonians
without reflection to discuss the topological classification of our d-dimensional target Hamiltonians with
reflection symmetry.
On the other hand, for the case of R+, iγ1R can be used as an extra mass term: it can be added to the
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Hamiltonian without changing its AZ symmetry class since {iγ1R,C} = 0 and [iγ1R, T ] = 0, while iγ1R
breaks the reflection symmetry. Because of the algebraic structure of the Clifford algebra, adding a mass
term effectively acts as removing one kinetic gamma matrix, and therefore, effectively decreases the spatial
dimension by one (See chapter 3). Therefore, the topological classification of the d-dimensional Hamiltonians
withR+ is related to the classification of (d−1)-dimensional Hamiltonians in the corresponding AZ symmetry
class without reflection symmetry. This “upward” shift is also supported by considering the Hamiltonian in
the (d− 1)-dimensional mirror plane in the Brillouin zone. The topological invariant defined for the (d− 1)-
dimensional Hamiltonian directly determines the topological class of the original d-dimensional Hamiltonian
with reflection symmetry. (See below for more details).
For those two cases (R− and R+), when a SPEMT in d ± 1 dimensions in the AZ symmetry class
without reflection symmetry is still a SPEMT in d dimensions with reflection symmetry, both of the systems
share the same topological invariant. In the following we will show that when systems in d ± 1 dimensions
possesses ‘0’ and Z2 topological invariants, the corresponding reflectional systems have the same topological
invariants. Likewise, for a Z invariant in d ± 1 dimensions, the corresponding reflection symmetric system
in d dimension has a Z-like topological invariant.
Topological invariant ‘0’ Consider a system in an AZ symmetry class in d± 1 that has a ‘0’ topological
invariant. Therefore, the presence of a SPEMT (M) in the minimal Dirac Hamiltonian in Eq (5.4) keeps the
system in the trivial phase. We define the reflection operator R = iΛγ1, where Λ = γ˜1(γd+1) corresponds
to R+(R−). Because M anticommutes with Λ and γ1, the system in d spatial dimensions with M preserves
reflection symmetry. The same AZ symmetry class with reflection symmetry in d dimensions has a ‘0’
topological invariant.
Topological invariant ‘Z2’ For a Z2 topological invariant, in d± 1 dimensions the minimal Dirac Hamil-
tonian in Eq (5.4) in one of the AZ symmetry classes has no SPEMTs. Therefore, SPEMTs do not exist
for the minimal Dirac Hamiltonian in d dimensions with reflection symmetry R = iΛγ1. Again to find the
topological property for the reflection symmetry, the minimal Dirac Hamiltonian in d dimensions can be
enlarged in several ways:
Hd2 = k1γ1 ⊗ I+
∑
ni 6=1
kniγni ⊗ σz +
∑
remain
knjγnj ⊗ I, (5.16)
Hd2
′
= k1γ1 ⊗ σz +
∑
ni 6=1
kniγni ⊗ σz +
∑
remain
knjγnj ⊗ I, (5.17)
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with the unchanged reflection symmetry operator R = iΛγ1⊗ I. Because of the Z2 topological invariant, for
Hd2 we can construct the Hamiltonian in d ± 1 dimensions in the same AZ symmetry class with a SPEMT
M without the reflection symmetry as
Hd±12 = Hd2 + λΛ⊗ I+M, (5.18)
where λ = kd+1(m˜) in d+ 1(d− 1) dimensions. To check whether M preserves the reflection symmetry, the
commutation relation between R = iΛγ1 ⊗ I and M should be considered. By the definition of a SPEMT,
M anticommutes with Λ⊗ I and γ1 ⊗ I. Therefore, M preserves the reflection symmetry. The Hamiltonian
can be gapped out without breaking any symmetry.
For the second Hamiltonian Hd2 ′, the corresponding gapped Hamiltonian in d ± 1 dimensions is written
as
Hd±12
′
= Hd2
′
+ λΛ⊗ σz +M. (5.19)
Because the SPEMT M commutes with γ1 ⊗ I and Λ ⊗ I, M preserves the reflection symmetry. This is so
since if one of γ1 ⊗ I and Λ⊗ I anticommutes with M, I⊗ σz must commute with M so both of γi ⊗ I and
Λ⊗ I anticommute withM. This contradicts with the assumption that there are no SPEMTs in the minimal
Hamiltonian. In short, the d-dimensional system with reflection symmetry has a Z2 invariant inherited
from the d ± 1-dimensional system without reflection symmetry. However, there is an exception. For the
anticommutation case a reflection system from d+1 dimensions corresponding to the second descendants[49]
Z2 of Z has ‘0’ topological invariant instead of Z, which will be discussed later.
Topological invariant ‘Z’ Consider a system in d ± 1 dimensions in an AZ symmetry class that has
a Z topological invariant. Therefore, in the corresponding d-dimensional system with reflection symmetry
any SPEMT does not exist for the minimal Dirac Hamiltonian, which is similar with the Z2 case. To
distinguish the topological invariant from Z2, we need to enlarge the minimal Dirac Hamiltonian in the forms
of Eqs (5.16) and (5.17). The corresponding Hamiltonians without reflection symmetry are written in the
forms of Eqs (5.18) and (5.19) respectively so that a SPEMTM preserves the reflection symmetry. However,
by the definition of the Z topological invariant, the SPEMT M are present in Eqs (5.18) and (5.19) only
when the first summation is over odd number of the gamma matrices. Thus, for the system with reflection
symmetry the presence/absence of a SPEMT is determined by the first summation odd/even number of
gamma matrices in Eqs (5.16) and (5.17) but does not depend on the way to enlarge γ1. In the next
paragraph we will prove that such a system possesses a topological invariant. We label this invariant by
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Commutation relations of R
AZ class+R\d 1 2 3 4 5 6 T C S
A MZ 0 MZ 0 MZ 0 0 0 0
AIII 0 MZ 0 MZ 0 MZ 0 0 1
AI MZ 0 0 0 2MZ 0 + 0 0
BDI Z2 MZ 0 0 0 2MZ + + 1
D Z2 Z2 MZ 0 0 0 0 + 0
DIII 0 Z2 Z2 MZ 0 0 − + 1
AII 2MZ 0 Z2 Z2 MZ 0 − 0 0
CII 0 2MZ 0 Z2 Z2 MZ − − 1
C 0 0 2MZ 0 Z2 Z2 0 − 0
CI 0 0 0 2MZ 0 Z2 + − 1
Table 5.2: The classification table for R(class A), R+(class AIII), and R+(real symmetry classes). Each
non-spatial symmetry operator commutes with R. For class A, a system has only reflection symmetry so no
commutation issue is in this class. If we treat MZ(2MZ) as Z(2Z), this table is obtained from the original
table just by “upward shift” in spatial dimensions.
Anticommutation relations of R
AZ class+R\d 1 2 3 4 5 6 T C S
AI 0 0 2MZ 0 0 Z2 + 0 0
BDI 0 0 0 2MZ 0 0 + + 1
D MZ 0 0 0 2MZ 0 0 + 0
DIII Z2 MZ 0 0 0 2MZ − + 1
AII 0 Z2 MZ 0 0 0 − 0 0
CII 0 0 Z2 MZ 0 0 − − 1
C 2MZ 0 0 Z2 MZ 0 0 − 0
CI 0 2MZ 0 0 Z2 MZ + − 1
Table 5.3: The classification table for R−. For the eight real symmetry classes, R anticommutes with T
and C but commutes with S. For class AIII, the only non-spatial symmetry operator S anticommutes with
R. We treat MZ(2MZ) as Z(2Z), then the topological invariants in this table in d dimensions is the ones
in the original table in d+ 1 dimensions, except for the second descendant Z2 of Z.
‘MZ’. The reason is that the MZ system behaves the same with the Z one in the non-reflectional symmetry
direction but topological property of MZ is insensitive in the reflectional symmetry direction. Moreover, we
will show that MZ number is defined in the reflection(mirror) symmetry planes (k1 = 0 or pi) so M means
mirror.
5.4.2 Topological numbers
5.4.2.1 Topological numbers of MZ
For the case where the reflection operator R commutes with the non-spatial discrete symmetries, the topo-
logical numbers MZ can be defined from the bulk Hamiltonian to characterize bulk topology and protected
gapless edge states. The Hamiltonian without k1 commutes with R; therefore, the Hamiltonian can be block-
69
diagonalized in the two eigenspaces R = ±1 because R is hermitian. Each individual block Hamiltonian is
(not) invariant under the original symmetries if such symmetry operators (anti)commute with R. However,
the Hamiltonian still belongs to one of the AZ symmetry classes, which corresponds to the non-spatial sym-
metry operators commuting with R. We name this symmetry class in the mirror planes of k1 = 0 or pi as a
mirror symmetry class. The details of mirror symmetry classes will be discussed in appendix B.2.
We focus on one of the blocks with a definite eigenvalue, R = 1, say, because the topological numbers of
these two blocks differ by signs when the weak topological index vanishes. The reason is that a d-dimensional
system with a nonzero weak index can be understood by a stacking limit of d− 1 dimensional topologically
nontrivial layers[50]. Furthermore, for any k1 the sum of these two topological numbers is invariant; hence,
if this total number does not vanish, by definition the weak index is nonzero. In the following, we always
consider the case that the weak index vanishes to define the MZ number.
MZ for R+ First, suppose the non-spatial symmetry operators commute with R. For a d-dimensional
system possessing a MZ topological invariant, the topological number does not depend on the k1 direction
(direction of the reflection symmetry). Furthermore, in d− 1 dimensions the mirror symmetry class, which
is the same with the original AZ symmetry class, has a Z topological invariant. Hence, to obtain the MZ
number, we can calculate the Z number in one of the blocks with a definite reflection eigenvalue in d − 1
dimensions by using Eq (B.3) or Eq (B.6) because the Dirac Hamiltonian without γ1 commutes with R.
This Z property is protected by the corresponding block diagonal non-spatial symmetry operators since R
commutes with these operators.
In the continuum model the MZ number can be properly defined for the block Hamiltonians at k1 = 0.
However, in the lattice model, which can be obtained by the replacement k1 → sinnk1 (n ∈ Z), sinnk1
vanishes in the Hamiltonian only when k1 = 0,±pi/n,±2pi/n, . . . ,±pi. These points are the possible positions
to have a (d − 1)-dimensional Z number. However, the Z numbers which are not at the symmetry points
(k1 = 0, pi), are fragile, or not protected: They can vanish by coupling the opposite Z numbers in the other
block of R = −1 without breaking reflection symmetry. Furthermore, no SPEMTs are allowed in the bulk
Dirac Hamiltonian around the symmetry points so the Z numbers at the symmetry points are invariant.
Therefore, we can calculate the two numbers νd−10 and ν
d−1
pi at k1 = 0, pi respectively in the block of R = 1.
To have the topological number of the strong index, we need to consider translational symmetry breaking.
The presence of translational symmetry breaking along the r1 direction connects the Z numbers at the two
symmetric points so the total topological invariant number is νd−10 + ν
d−1
pi . However, this number is not the
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strong index. The strong index NMZ is given by
NMZ = ν
d−1
0 + ν
d−1
pi − 2Nweak, (5.20)
where Nweak is the mirror weak index, which is the weak index in one of the blocks of R = ±1 and invariant
for any k1. Such a mirror weak index is determined by d − 1-dimensional nontrivial layers[50], which are
stacked to a nontrivial weak system. To have the strong index, we determine the mirror weak index first by
considering two possible situations: νd−10 ν
d−1
pi > 0 and ν
d−1
0 ν
d−1
pi < 0. On the one hand (ν
d−1
0 ν
d−1
pi > 0), the
mirror weak index is
Nweak = sgn(ν
d−1
0 )min(|νd−10 |, |νd−1pi |). (5.21)
Because the total invariant number are the sum of 2Nweak and the strong index, we can write the strong
index topological number is
sgn(νd−10 )|νd−10 − νd−1pi |. (5.22)
On the other hand, when νd−10 ν
d−1
pi < 0 the mirror weak index is absent. The strong index is the total
invariant number νd−10 + ν
d−1
pi . From these two cases, the MZ number is defined as
NMZ = sgn(ν
d−1
0 − νd−1pi )(|νd−10 | − |νd−1pi |). (5.23)
The signs determine the orientation; however, the NMZ does not have the summation property like Z
topological invariant (NZ). Consider a system is the collection of several subsystems. Each subsystem has
its own Z number N iZ. Therefore, the Z number of the entire system is given by NZ =
∑
iN
i
Z. This relations
does not hold for MZ. To obtain NMZ, we have to compute the two Z numbers (νd−10 and νd−1pi ) for the
entire system in the reflection symmetric planes and then use Eq (5.23).
MZ for R− Similarly, we consider the case that a d-dimensional system with reflection symmetry operator
R−, which anticommutes with the TRS operator or PHS operator. If d is even, the system possessing MZ
preserves Chiral symmetry. This Chiral symmetry operator commutes with R− so in the Hamiltonian block-
diagonalized by R− each block has the corresponding Chiral symmetry operator. Neither the TRS nor PHS
is block-diagonalized at the same time because of the anticommutation relations. Therefore, each block in
the Hamiltonian belongs to class AIII in even dimensions and then the topological number can be evaluated
as the winding number by Eq (B.3). On the other band, if d is odd, the off-diagonal Hamiltonians, which
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do not preserve any symmetry, belong to class A in odd dimensions. Hence, in class A the Chern number in
Eq (B.6) can characterize the topological number at the symmetry points. In short, the topological number
in the anticommutation case still can be described by Eq (5.23).
5.4.2.2 Topological numbers of Z2
Z2 for R+ Consider a d-dimensional Z2 system with R+ commuting with the local symmetries. In such a
system, the topological invariant for a block in the R-block-diagonal Hamiltonian is Z2 in d−1 dimensions in
the mirror symmetry class, which is the same with system’s symmetry class. Such a Z2 topological invariant
was already evaluated in several ways[6, 17, 36, 51]. Therefore, at the two symmetry points k1 = 0, pi, the
Z2 numbers are defined as ν0 and νpi respectively in the block of the Hamiltonian. The Z2 number for the
entire system is
NZ2 = ν0 + νpi mod 2. (5.24)
The reason is that the reflection symmetry does not prevent a translational symmetry breaking density wave
from coupling and gapping out a pair of bulk band gap closing (quantum phase transitions) at these two sym-
metry points. Only one bulk band gap closing survives under arbitrary symmetry preserving perturbations
when a system possesses an odd number of closing.
Z2 for R− Consider in the case that reflection symmetry operator anticommutes with T and(or) C, which
is more complicated. We discuss two possible cases respectively: the first and second descendants Z2 of Z
in d+ 1 dimensions.
First, consider a system with reflection symmetry corresponding to the first descendant Z2 of Z in d+ 1
dimensions. We note that in d dimensions the original topological classification gives a Z2 topological
invariant. The topological number in this case can be defined by the original Z2 number. That is, a system
in such a symmetry class with and without the reflection symmetry has the same topological invariant.
Secondly, in a system with reflection symmetry corresponding to the second descendant Z2 of Z in d+ 1
dimensions, the topological number cannot be properly defined. The reason is that T and(or) C anticommute
with R so the mirror symmetry class is class A. Therefore, no Z2 topological numbers can be defined at
k1 = 0, pi. Furthermore, in d dimensions the corresponding topological invariant is ‘0’ in the original
classification. It turns out that a SPEMT can be present in the Hamiltonian to prevent the bulk gap closing
so this case is classified as ‘0’. The further discussion is in the following. Without enlarging the minimal
Dirac Hamiltonian in d dimensions in the corresponding symmetry class, d + 3 kinetic gamma matrices
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(γ1, γ2, . . . , γd+3) and one mass gamma matrix (γ0) can be present
4. The reflection symmetry operator is
defined as R = iγ0γd+1 to satisfy the anticommutation relations with TRS and PHS operators. Due to the
presence of γd+1, γd+2, γd+3, we have more choices to add some symmetry preserving terms in the minimal
Dirac Hamiltonian in Eq (5.4)
Hδ = mγ0 + k1γ1 +
d∑
i 6=1
kiγi + δ∆, (5.25)
where δ is a positive constant and ∆ = iγ1γd+1γd+2, which is invariant under all system’s symmetries. Since
∆ commutes with only γ1 in Hδ, the eigenvalues of γ1(k1I+ δiγd+1γd+2) are k1 ± δ and −k1 ± δ due to the
eigenvalues ±1 of iγd+1γd+2. Therefore, when the quantum phase transition (m = 0) occurs, the bulk gap
closing points shift k1 = ±δ and k⊥ = 0. Now we can add another symmetry preserving term to prevent the
bulk gap closing at the new transition points by breaking translational symmetry. This gap opening term is
written in the form of the second quantization
Nˆ =
∑
−η≤k1<η
(ic†k1+η+δNck1−η+δ + h.c.) (5.26)
+
∑
−η<k1≤η
(ic†k1+η−δNck1−η−δ + h.c.),
where η is a positive constant less than δ and N = iγd+1γd+2γd+3, which anticommutes all of the terms in
Hδ. Also, Nˆ preserves TSR and PHS by Eqs (5.6) and (5.7). By the definition of the reflection symmetry
operator Rˆ =
∑
k1
c†k1(iγ0γd+1)c−k1
5, it is easy to check that Nˆ preserves the reflection symmetry. The last
thing we need to verify is that Nˆ prevents the bulk gap closing. To have the low energy spectrum, consider
that case m = 0 and k⊥ = 0 so Hδ is a function of k1. The Hamiltonian Hδ(k1) with cNˆ is in the form of
the second quantization is written as
Hˆδ,c =
∑
−η≤k1<η
(Ψ†k1+δHη(k1 + δ)Ψk1+δ
+ Ψ†−k1−δHη(−k1 − δ)Ψ−k1−δ)
+ high energy terms, (5.27)
4We give two examples: for class CII in d = 2, the symmetry operators are C = τxµy and T = σxΘ. The gamma matrices
are γ0 = τz , γ1 = τxσx, γ2 = τxσyµx, γ3 = τxσz , γ4 = τy , and γ5 = τxσyµz . For class C in d = 3, only PHS is kept and the
gamma matrices are the same with class CII, except for the extra kinetic term γ6 = τxσyµy .
5The other definition of the reflection symmetry is Rˆ =
∑
k1
c†k1 (iγ0γd+1)c−k1e
−ik1 . We redefine N = e−iηiγd+1γd+2γd+3.
The topological phase is still trivial.
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where Ψp1 =
(
cp1+η cp1−η
)T
and
Hη(p1) =
Hδ(p1 + η) icN
−icN Hδ ′(p1 − η)
 . (5.28)
We compute the eigenvalues of the two blocks (Hη(k1 + δ) and Hη(−k1 − δ)) to capture the low energy
spectrum, because those two blocks are the reflection symmetry partners sharing the same energy spectrum.
Therefore, consider the energy spectrum of one of the blocks, say
Hη(k1 + δ) = (k1 + δ)I⊗ γ1 + ησz ⊗ γ1
+ δI⊗∆ + cσy ⊗N. (5.29)
We note that N anticommutes with ∆ and γ1 and ∆ commutes with γ1. Therefore, the expression of the
energy square is
E2 = (η ±
√
k21 + c
2)2, (η ±
√
(k1 + 2δ)2 + c2)
2. (5.30)
Hence, when c is larger than η, the energy never becomes zero. The bulk gap closing has been blocked by
the symmetry preserving terms as SPEMTs. Therefore, the topological invariant in this case is ‘0’. In sec.
5.6.3, one example is provided to show that the translational symmetry breaking Nˆ gaps the edge states and
destroys the mid-gap states in the entanglement spectrum.
5.5 The classification of R−+ and R+−
In this section, we consider the topological classification of insulators and superconductors for the cases
of R−+ and R+−. To have these anticommutation and commutation relations we have to consider the
AZ symmetry classes that preserve both TRS and PHS — class DIII, CII, CI, and BDI. The results are
summarized in Tables 5.4 and 5.5.
5.5.1 Classification of Dirac Hamiltonians with R = iγ1S
As a start, let us consider, as a possible definition of reflection operator, R = iγ1S. The commuta-
tion/anticommutation relations of R = iγ1S with TRS and PHS operators are summarized in in Table 5.4.
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They can be verified as follows. Let us go back to the expressions of TRS and PHS operators
T = UTΘ, C = UCΘ, (5.31)
where UT and UC are complex matrices. To simplify our problem, we assume that UT and UC are hermitian
and unitary. To define chiral operator S, which is hermitian, we let S = TC if [U∗C , UT ] = 0 or S = iTC
if {U∗C , UT } = 0. Therefore, R = iγ1S is hermitian. To determine the commutation and anticommutation
relations of R with T and C, we have to check the relations of S with T and C. In the both cases ([U∗C , UT ] = 0
and {U∗C , UT } = 0), we have the same relations
TST−1 = ±S, CSC−1 = ±S, (5.32)
where we pick up the plus sign in front of S when T 2 = ±1 and C2 = ±1, whereas we pick up the minus
sign when T 2 = ±1 and C2 = ∓1. The reason is that
±1 = T 2 = UTU∗T , ±1 = C2 = UCU∗C . (5.33)
By using hermitian and unitary properties of UT and UC ,
UT = ±U∗T , UC = ±U∗C . (5.34)
By Eqs (5.6) and (5.7), we obtain the relations exactly shown in Table 5.4: [T,R] = 0 and {C,R} = 0 when
T 2 = ±1 and C2 = ±1 and {T,R} = 0 and [C,R] = 0 when T 2 = ±1 and C2 = ∓1.
This construction of R does not require any new gamma matrix. Hence, the absence of a SPEMT in
the original classification is unchanged when the reflection symmetry is considered. When a SPEMT exists
in the original Hamiltonian, we have to check whether this SPEMT preserves the reflection symmetry. If
so, the system is in the trivial phase. If not, the reflection symmetry provides new topological phases. We
consider the following three cases separately.
• Let us first suppose a system in an AZ symmetry class without reflection symmetry has ‘0’ topological
invariant. A SPEMT (M) exists in the minimal Hamiltonian. That is, M anticommutes with S and
γi. Therefore, when the reflection symmetry is imposed on the system, R = iγ1S commutes with M
so the reflection symmetry is preserved. The system is still in the trivial phase and classified by the
‘0’ topological invariant.
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Class TR PH Ch R d = 2 d = 3 d = 4 d = 5 d = 6
AIII 0 0 1 R− 0 Z1 0 Z1 0
BDI +1 +1 1 R+− 0 0 0 2Z1 0
DIII −1 +1 1 R−+ Z2 Z1 0 0 0
CII −1 −1 1 R+− 0 Z2 Z2 Z1 0
CI +1 −1 1 R−+ 0 2Z1 0 Z2 Z2
Table 5.4: The classification table for the case of reflection symmetry operator given by iγ1S. By using the
similar discussion of R = iγ1S, a reflection symmetric system in class AIII +R− possesses a Z1 invariant in
odd dimensions and ‘0’ invariant in even dimensions. The AZ symmetry classes with the reflection symmetry
have Z2 and Z1 corresponding to Z2 and Z without the reflection symmetry respectively.
• For the AZ symmetry class that has a Z2 topological invariant, no SPEMTs are allowed in the minimal
Hamiltonian. However, when the size of the Hamiltonian is doubled in the form of Eq (5.10), without
considering reflection symmetry a SPEMT (M) does exist. We found that γni ⊗ I in Eq (5.10) must
commutes with M because if not, the minimal Hamiltonian can have a SPEMT. Also, we know
{γnj ⊗ I,M} = 0. Therefore, if ni 6= 1, [R = iγ1S,M] = 0 shows that the reflection symmetry is
preserved. Otherwise, the reflection symmetry is broken. Hence, any SPEMT seems to be absent in
this case; however, later we will show that a SPEMT can be present, which is similar to the counterfeit
Z2 case in sec. 5.4.2.2. Hence, the reflection symmetry does not provide any extra topological phase.
Such a system with the reflection symmetry is still classified as Z2.
• Finally, a system with a Z topological invariant guarantees no SPEMTs in the minimal Hamiltonian.
After doubling the size of the minimal Hamiltonian, the original Z topological invariant forbids any
SPEMT in Eq (5.10) when there are even terms in the first summation. When reflection symmetry is
considered, by the similar reasoning as the previous discussion, {R = iγ1S,M} = 0 breaks reflection
symmetry as ni = 1 in Eq (5.10). In short, the system can be gapped out by a SPEMT only when
the first summation in Eq (5.10) is over an odd number of the gamma matrices, excluding γ1. Let us
go back to the discussion of the MZ topological invariant. Eqs (5.16) and (5.17) provide all of the
possible twice-as-big minimal Dirac Hamiltonian. Only when the first summation of Eq (5.16) is over
an odd number of the gamma matrices, a SPEMT can be present in the Hamiltonian. Therefore, for
an even number of the gamma matrices in the first summation of Eq (5.16) a SPMET is forbidden by
the Z topological invariant. In Eq (5.17) since k1γ1 ⊗ σz in the Hamiltonian with an even number of
gamma matrices in the first summation, a mass term preserving the non-spatial symmetries breaks the
reflection symmetry. Therefore, the bulk topology is non-trivial for both of the (the even numbers of
gamma matrices). For the former, the Z number is non-zero as well as for the latter, the MZ number
does not vanishes. Thus, the bulk topology might be protected by Z and MZ topological invariants.
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In the next subsection, we will show that for such a system the topological invariant labeled by Z1 is
determined by Z and MZ topological numbers.
The above considerations lead to the classification summarized in Table 5.4. In the following, we present
a proper definition of topological invariants.
5.5.1.1 Topological number of Z1
To define the proper Z1 number, characterizing bulk topology and intact gapless edge modes, we consider Z
number (NZ) and MZ number (NMZ) as our candidates. In the following, we will prove that the Z1 number
is given by
NZ1 = Max(|NZ|, |NMZ|). (5.35)
To simplify the problem, we consider the presence of non-trivial topology only at k1 = 0 plane. In
other words, Z and MZ numbers can be determined by the Hamiltonian around this symmetry plane. We
leave the general proof in appendix B.3 for interested readers. In a d-dimensional system the Z number
NZ and the MZ number NMZ, which is the Z number νd−1 at k1 = 0, are both defined by either Eq (B.3)
or Eq (B.6). We define (±,±) and (±,∓) to describe the signs of the gamma matrices in Eq (5.4). The
first slot of the parentheses indicates the sign of γ1 and the second slot +(−) shows even(odd) number of
the other gamma matrices having the minus sign. According to the Z1 properties, the system with (+,+)
and (+,−) can be gapped out by a SPEMT. Similarly, the pair of (−,−), (−,+) are in the trivial phase,
too. However, two minimal Hamiltonians from these two different pairs are protected by the Z1 topological
invariant. We can treat these two pairs be two independent systems of (+,±) and (−,±). Let the numbers
of the minimal Hamiltonians of (±,±) and (±,∓) be N±,± and N±,∓ respectively. A nontrivial minimal
Hamiltonian provides one protected gapless edge mode so the numbers of intact gapless edge modes for these
systems are given by respectively
N+,± = N+,+ −N+,−, N−,± = N−,+ −N−,−. (5.36)
We note that a system (+,±) has NZ = ±1 and NMZ = ±1 and with (−,±) has NZ = ∓1 and NMZ = ±1
when m = M − k2 in Eq (5.4). Therefore, the numbers of the intact gapless modes in the expression of NZ
and NMZ are written as
N+,± =
NZ +NMZ
2
, N−.± =
NZ −NMZ
2
. (5.37)
The total number of the intact gapless edge modes in the system is the Z1 number NZ1 = |N+,±|+ |N−,±|
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as in shown Eq (5.35).
5.5.1.2 Topological number of Z2
In Table 5.4 the Z2 number from a system with reflection symmetry can be computed in the same way of the
Z2 number without reflection symmetry. The reason is that the reflection symmetry does not give rise to any
new topological phase. From the previous discussion, only for the two-copy minimal Dirac Hamiltonian Hd2 ′
in the form of Eq (5.17) the bulk gap closing cannot be prevented by any symmetry preserving homogeneous
term. However, we will show later that this Hamiltonian can be kept gapped by some inhomogeneous
SPEMTs.
This Z2 class can be separated into two slightly different cases represented by the original Z2 invariants
in table 2.1: the second descendant Z2 of Z in odd dimensions and the first descendant Z2 of Z in even
dimensions. In the following, we consider both of the cases together, in the twice-as-big minimal Dirac
Hamiltonian there exists a SPEMT preserving reflection symmetry (R = iγ1S). Therefore, this reflection
symmetry still keeps the original Z2 invairants.
For the second descendant, without enlarging the dimension of the minimal Dirac Hamiltonian d + 2
kinetic gamma matrices γ1, γ2, . . . , γd+2 and one mass matrix γ0(See chapter 3) can be used for the SPEMT
construction.
For the first descendent in even dimensions, we have the same gamma matrices, except for missing γd+2.
Therefore, from those gammas matrices some symmetry preserving terms can be constructed and added into
the enlarged minimal Dirac Hamiltonian
Hd2
′
= k1γ1 ⊗ σz + δ∆ +
∑
ni 6=1
kniγni ⊗ σz
+
∑
remain
knjγnj ⊗ I, (5.38)
where ∆ = (i)γd+1
∏even
ni 6=1 γni ⊗ σu when the first summation is over an even number of terms or ∆ =
(i)
∏odd
ni 6=1 γni ⊗ σu when it is over an odd number of terms. The presence or absence of i keeps ∆ being
hermitian and choosing u = x, y lets ∆ preserve TRS and PHS. We can check that ∆ preserves all of the
system’s symmetries, including reflection symmetry R = iγ1S ⊗ I. The situation is similar with Eq (5.25):
the presence of ∆ shifts the bulk gap closing points at m = 0, k1 = ±δ, k⊥ = 0. However, this system of
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Class TR PH Ch R d=2 d=3 d=4 d=5 d=6 d=7
BDI +1 +1 1 R−+ 0 2MZ 0 2Z 0 2MZ
DIII -1 +1 1 R+− 0 2Z 0 2MZ 0 2Z
CII -1 -1 1 R−+ 0 2MZ 0 2Z 0 2MZ
CI +1 -1 1 R+− 0 2Z 0 2MZ 0 2Z
Table 5.5: The classification table for the rest of the commutation and anticommutation relations. Non-
trivial topology only shows up in odd spatial dimensions.
the twice-as-big minimal Dirac Hamiltonian still can be gapped out by a special SPEMT
Nˆ =
∑
−η≤k1<η
(ick1+η+δNck1−η+δ + h.c.)
+
∑
−η<k1≤η
(ick1+η−δNck1−η−δ + h.c.), (5.39)
where N = (i)γ1
∏even
ni 6=1 γni ⊗ σu when the first summation in Eq (5.38) is over an even number of terms,
or N = (i)γd+1γ1
∏odd
ni 6=1 γni ⊗ σu when the summation is over an odd number of terms. Therefore, N
anticommutes with all of the terms in Eq (5.38). Again the presence or absence of i guarantees hermiticity
of N. By properly choosing u = x, y, Nˆ preserves TSR and PHS by Eqs (5.6) and (5.7). By the definition of
the reflection symmetry operator Rˆ =
∑
k1
c†k1(iγ1S⊗I)c−k1 , Nˆ preserves the reflection symmetry. Following
the similar discussion in sec. 5.4.2.2, the low energy spectrum is shown in Eq (5.30). When c > η, the original
bulk gap closing is blocked. No quantum phase transitions, no topological non-trivial phases. The system of
the twice-as-big minimal Dirac Hamiltonian is trivial. Hence, this case is classified as Z2 from the original
topological invariant without the reflection symmetry.
5.5.2 The rest of the classification
The classification of the rests of the commutation and anticommutation relations has to be discussed case
by case. The result of this classification for the four symmetry classes is shown in Table 5.5.
5.5.2.1 Even spatial dimensions
We consider systems in even dimensions. In the following we show that the topological invariant in such a
system is zero. For such a d-dimensional system, in the Dirac Hamiltonian if only γ0, γ1, . . . , γd, and S are
ingredients to construct reflection symmetry operator R, it is not possible that R satisfies the commutation
and anticommutation relations in Table 5.5. To have R from the gamma matrices, we need to introduce an
extra mass term γ˜ or an extra kinetic term γd+1 preserving the non-spatial symmetries. At the same time,
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the Dirac Hamiltonian might be enlarged to have a new gamma matrix.
With extra mass term, R can be constructed and satisfy the required commutation and anticommutation
relations:
R+− = iγ˜
d∏
i=0,i6=1
γi, as d = 4n+ 2, (5.40)
R−+ = γ˜
d∏
i=0,i6=1
γi, as d = 4n. (5.41)
It is easy to check that γ˜ preserves the reflection symmetry. Hence, this gamma matrix plays a role in a
SPEMT. This shows that as RT = ∓1, RC = ±1, d = 4n(+2), those four symmetry classes possess the ‘0’
topological invariant, which explains several 0’s in even dimensions in Tables 5.4 and 5.5.
To have the opposite commutation and anticommutation relations in the previous case, we use γd+1 to
construct R
R−+ = i
d+1∏
i=0,i6=1
γi, as d = 4n+ 2 (5.42)
R+− =
d+1∏
i=0,i6=1
γi, as d = 4n (5.43)
We note that in 4n+ 2 dimensions for class BDI and CII and in 4n dimensions for class DIII and CI without
enlarging the Dirac Hamiltonian, an extra mass term
γ˜1 =

S
d∏
i=0
γi as d = 4n+ 2,
iS
d∏
i=0
γi as d = 4n,
(5.44)
can be found. It is to easy to check that γ˜1 preserves system’s non-spatial symmetries by Eq (5.32).
Furthermore, γ˜1 anticommutes with γi 6=d+1 but commutes with γd+1 so that the reflection symmetry is
preserved. This SPEMT γ˜1 implies this system is classified by a ‘0’ original topological invariant.
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5.5.2.2 Odd spatial dimensions
In odd spatial dimensions without γ˜ and γd+1, we can use only the original gamma matrices to construct R
satisfying the aforementioned commutation and anticommutation relations with T and C
R−+ = i
d∏
i=0,i6=1
γi, as d = 4n− 1, (5.45)
R+− =
d∏
i=0,i6=1
γi, as d = 4n+ 1. (5.46)
The corresponding symmetry classes are class BDI and CII as d = 4n−1 and class DIII and CI as d = 4n+1.
The original classification of the AZ symmetry class shows that those classes have ‘0’ topological invariants
so that the non-spatial SPEMT γ˜ can be present in the minimal Dirac Hamiltonian without enlarging the
dimension of the matrix. However, the anticommutation relation {γ˜, γi} = 0 implies that γ˜ breaks the
reflection symmetry. Such a system can be in a non-trivial phase. To find the topological invariant, we have
to investigate the presence of the SPEMT in the enlarged Dirac Hamiltonian in Eq (5.10).
All of the possible ways in Eq (5.10) to doubling the size of the Dirac Hamiltonian can be separated
into two expressions in Eqs (5.16) and (5.17). To construct a SPEMT, all of the ingredients are the gamma
matrices, a mass term γ˜, and the Pauli matrices. We find that the first summation over only odd number
of the terms in Eqs (5.16) and (5.17) the SPEMT M can be found. That is, M = (i)
∏odd
ni 6=1 γni ⊗ σu in
Eq (5.16) and M = (i)γ˜γ1
∏odd
ni 6=1 γni ⊗σu in Eq (5.17), where the Hermiticity is adjusted by the presence or
absence of i and u = x or y to satisfy the non-spatial symmetries. The commutation and anticommutation
[M, γni ⊗ I] = 0 and {M, γnj ⊗ I} = 0 implies that M commutes with the enlarged reflection symmetry
operator R′ = (i)
∏d
i=0,i6=1 γi ⊗ I. Therefore, the reflection symmetry is preserved. On the one hand,∑
ni 6=1 kniγni ⊗ σz over an odd number of terms gives ‘0’ topological invariant. On the other hand, an even
number provides a non-trivial topological phase. In short, this shows that Z topological property when k1
vanishes. Such a system has the 2MZ(MZ)6 topological invariant.
The cases that we have not discussed are class DIII and CI in 4n − 1 dimensions and class BDI and
CII in 4n+ 1 dimensions. In the original classification without reflection symmetry those symmetry classes
possess Z and 2Z topological invariants. Let us first consider the Z case. To build the reflection symmetry
operator R satisfying the sign changing of RT and RC in Eqs (5.45) and (5.46), only using γ0, γ1, . . . , γd,
6In the same dimensions the sizes of the minimal Dirac Hamiltonians in this case are always twice-as-big ones having MZ
invariants for R±,±(See chapter 3). For example, the size of the minimal Hamiltonian in class D+R++ is 4 and the size of
the minimal Hamiltonian is class BDI+R−+ and CII+R−+ is 8. The situation is similar with that in the AZ classification the
sizes of the minimal Dirac Hamiltonians having 2Z invariants are twice-as-big one having Z invariants. Hence, in this reflection
symmetry case the systems possess 2MZ topological invariants.
81
and S is not possible. Therefore, because σy plays a role in switching signs of RT and RC , we construct
that the reflection symmetry operator is the direct product of σy and the reflection symmetry operator in
the form of Eqs (5.45) and (5.46)
R+− = i
d∏
i=0,i6=1
γi ⊗ σy, as d =4n− 1, (5.47)
R−+ =
d∏
i=0,i6=1
γi ⊗ σy, as d =4n+ 1. (5.48)
At the same time, the Dirac Hamiltonian must be enlarged in this unique way
HZ2 = mγ0 ⊗ I+
d∑
i 6=0
kiγi ⊗ I (5.49)
to preserve all of system’s symmetries. From the properties of the Z original topological invariant, a SPEMT
is absent from this Hamiltonian. Therefore, to distinguish this non-zero topological invariant, HZ2 needs to
be enlarged in the two possible forms
HZ4 =k1γ1 ⊗ I+
∑
ni
kniγni ⊗ I⊗ σz +
∑
nj
knjγnj ⊗ I4×4, (5.50)
H′Z4 =k1γ1 ⊗ σz +
∑
ni
kniγni ⊗ I⊗ σz +
∑
nj
knjγnj ⊗ I4×4. (5.51)
Again the original Z protects the non-trivial topological phases when an even number of σz in the Hamil-
tonians. For the case of an odd number, although an extra mass term, which preserves the non-spatial
symmetries, is present, we have to confirm that the reflection symmetry is also preserved so that the system
is in the trivial phase. The expression of the mass term is M = (i)
∏odd
ni 6=0 γni ⊗ σx ⊗ σu for Eq (5.50) and
M = (i)γ0
∏odd
ni 6=0 γni ⊗ I⊗ σu for Eq (5.51), where the presence or absence of i keeps the Hermiticity of M
and choosing u = x or y makesM preserve the non-spatial symmetries. It is easy to check thatM commutes
with R = (i)
∏d
i=0,i6=1 γi ⊗ σy ⊗ I. Hence, the behavior of even and odd numbers of σz shows that even with
reflection symmetry such a system still possesses Z properties. However, the reflection symmetry requires
the dimension of the Dirac Hamiltonian to be doubled in Eq (5.49). The classification of the topological
invariant changes from Z to 2Z.
For the 2Z case, we know that in the proper basis the minimal Dirac Hamiltonian of 2Z is the two copies
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of the minimal Dirac Hamiltonian of Z:
H2Z = mγZ0 ⊗ I+
d∑
i 6=0
kiγ
Z
i ⊗ I. (5.52)
The non-spatial symmetry operators can be expressed by the symmetry operator of Z
T 2Z = TZ ⊗ σy, C2Z = CZ ⊗ σy. (5.53)
Following the similar discussion of the Z case, a system of the 2Z original topological invariant with the
reflection symmetry is still classified as 2Z.
5.6 Examples
Let us now discuss several examples of topological phases protected by reflection symmetry: more specifically,
we will consider:
Class AIII+R+ and BDI+R++ in d = 2 All of the non-spatial symmetry operators commutes with R.
Therefore, Table 5.2 shows that both of the symmetry classes possess MZ topological invariants.
Class DIII+R−− in d = 2 In this symmetry class, R anticommutes with T and C. This situation hence
falls into Table 5.3. As described below, gapped phases in this case are characterized an MZ topological
invariant.
Class D+R+ in d = 2 With reflection symmetry, gapped phases in this symmetry class are characterized
as a Z2 topological invariant in Table 5.2.
Class CII+R−− in d = 2 For class CII no non-zero topological invariants are in the original classification
or for mirror symmetry class A in the reflection symmetric plane. The gapped phases are always
trivial.
Class DIII+R−+ in d = 3 R anticommutes with T but commutes with C. Hence, Table 5.4 shows there
is a Z1 in this case.
5.6.1 Class AIII+R+, BDI+R++, and DIII+R−− in d = 2
Symmetry class AIII has two physical interpretations, one in terms of charged (complex) fermions with
conserved fermionic number, and the other in terms of BdG Hamiltonians. As an electron system, a way
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to obtain such a system is to consider lattice fermion systems with bipartite hopping only. In this context,
chiral symmetry of class AIII is sublattice symmetry. Alternatively, symmetry class AIII can be realized as
a time-reversal symmetric BdG Hamiltonian with conserved Sz spin rotation. While it is perhaps fair to say
that the BdG interpretation is more experimentally realizable, since achieving an exact sublattice symmetry
is challenging, in this section we focus on electronic realizations of symmetry class AIII.
Similarly to class AIII, symmetry class BDI has two physical interpretations, one in terms of charged
(complex) fermions with conserved fermionic number, and the other in real (Majorana) fermions. Below,
we will first discuss realization in terms of complex fermions; we will later discuss a realization in terms of
Majorana fermions.
Recall that in d = 2, there is no topological insulator in AIII and BDI if we do not impose reflection
symmetry. Class DIII is of Z2 type. With reflection, there are topological insulators in these three classes
characterized by MZ topological invariants.
Bulk Hamiltonian Let us start by considering the following tight-binding Hamiltonian:
H =
∑
r
ψ†(r)
 t i∆
i∆ −t
ψ(r + xˆ) + h.c.
+ ψ†(r)
 t ∆
−∆ −t
ψ(r + yˆ) + h.c.
+ ψ†(r)
 µ 0
0 −µ
ψ(r), (5.54)
where the two-component fermion annihilation operator at site r, ψ(r), is given in terms of the electron
annihilation operators with spin up and down, cr,1/2, as ψ
T (r) = (cr,1, cr,2), and we take t = ∆ = 1 and
µ = m + 2. The chiral p-wave superconductor has been discussed in the context of superconductivity in
strontium ruthenate[52] and paired states in the fractional quantum Hall effect[53]. There are four phases
separated by three quantum critical points at µ = 0,±4, which are labeled by the Chern number as Ch = 0
(|µ| > 4), Ch = −1 (−4 < µ < 0), and Ch = +1 (0 < µ < +4). The non-zero Chern number implies the
IQHE in the spin transport. [54] In momentum space,
H =
∑
k∈BZ
ψ†(k) [~n(k) · ~σ]ψ(k), ~n(k) =

−2∆ sin kx
−2∆ sin ky
2t(cos kx + cos ky) + µ
 . (5.55)
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A lattice model topological insulator in symmetry class AIII +R+, BDI +R++, and DIII +R−− can
be constructed by taking the two copies of the above two-band Chern insulator with opposite chiralities.
Consider the Hamiltonian in momentum space,
H =
∑
k∈BZ
∑
s=↑,↓
ψ†s(k) [~ns(k) · ~σ]ψs(k), (5.56)
where s =↑, ↓ represent “pseudo spin” degrees of freedom, and ~ns(k) is given, in terms of ~n as
~n↑(k) = ~n(k), ~n↓(k) = ~n↑(k˜) = ~n(k˜), (5.57)
where k˜ = (−k1, k2, . . .) = (−k1, k⊥). I.e.,
H(k) = nx(k)τzσx + ny(k)τ0σy + nz(k)τ0σz. (5.58)
The model is chiral symmetric:
S−1H(k)S = −H(k), S = τxσx. (5.59)
The Hamiltonian is invariant under the following two TRS:
T−1H(−k)T = H(k), T = τxσ0Θ, T 2 = +1
T−1H(−k)T = H(k), T = τyσ0Θ, T 2 = −1. (5.60)
Also, the corresponding particle-hole symmetries with C = ST are
C−1H(−k)C =−H(k), C =τ0σxΘ, C2 = + 1
C−1H(−k)C =−H(k), C =iτzσxΘ, C2 = + 1. (5.61)
Imposing the former form of TRS, the system falls into symmetry class BDI, whereas with the latter form
of TRS, the system falls into symmetry class DIII.
We now impose the following reflection symmetry:
R−1H(k˜)R = H(k), R = τx. (5.62)
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Chiral and reflection symmetries commute with each other in the sense that
[S,R] = 0. (5.63)
For class BDI, R commutes with T and C (R++). For class DIII, R anticommutes with T and C (R−−).
From Tables 5.2 and 5.3, both of the cases possess MZ topological invariants. Similarly, class AIII+R+ is
also classified by a MZ topological invariant.
MZ bulk topological invariant At the reflection symmetric plane, i.e., only kx = 0 in the continuum
model, H(k) commutes with R, and hence, it can be block diagonalized. Furthermore, since reflection R
commutes with chiral symmetry in Eq (5.63), each block has an off-diagonal structure in a proper basis,
H(0, ky) =
 H+(0, ky) 0
0 H−(0, ky)
 ,
H±(0, ky) =
 0 D±(ky)
D†±(ky) 0
 , (5.64)
where ± indicates the eigenspace of R = ±1. For each block, the 1D winding number (the topological
invariant of symmetry class AIII in d = 1) is well-defined [2]; by the definition of the MZ number in
Eq (5.23), we only need to focus on the winding number in one of the eigenspaces of R, say +1, due to
the absence of the weak index. The winding number is defined from q(k) in the Q-matrix in Eq (B.2). To
construct the Q-matrix from the (ky-dependent) occupied wavefunctions, we have to solve the eigenvalue
problem
H+Φa± = ±εaΦa±, (5.65)
where a runs over occupied bands, a = 1, 2 in our case and
Φa± =
1√
2
 ua
±va

T
. (5.66)
Here we assume ua and va are normalized so Φa± is also normalized. Because (H+)2Φa± = (εa)2Φa±, ua and
va are the eigenfunctions of DRD
†
R and D
†
RDR respectively and share the same positive eigenvalue (ε
a)2:
DD†ua = (εa)2ua, D†D va = (εa)2va. (5.67)
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Therefore, we can compute the projector of the occupied bands which have negative energies
P (ky) =
1
2
∑
a
 ua
−va
(u†a −v†a)
=
1
2
I 0
0 I
− 1
2
∑
a
 0 uav†a
vau
†
a 0
 . (5.68)
Therefore, due to Q(ky) = I− 2P (ky) and the definition of q(ky) in Eq (B.2), we have the expression of
q(ky) =
∑
a
|ua(ky)〉〈va(ky)|, (5.69)
the topological invariant for H+ at kx = 0 is defined by
ν0 =
i
2pi
∫
dky tr
[
q†(ky)∂kyq(ky)
]
. (5.70)
The winding number νpi at the other symmetric point kx = pi can be computed in the similar way so we
have the MZ number NMZ by Eq (5.23).
Following the general discussion, we now calculate the topological invariant of the model in Eq (5.56).
We first look for a basis where (i) R is diagonal, (ii) H(k) is block-diagonal for each reflection eigenvalue
R = ±1, and (iii) chiral symmetry operation looks identical for both sectors of R. This can be achieved by
the unitary transformation U = U1U2 where
U1 =
1√
2
(τ0σ0 + τzσy), U2 =
1√
2
(τ0 + iτy). (5.71)
Under the unitary transformation,
URU† = τzσ0, USU† = τ0σz,
UH(K)U† =
 H+(K) 0
0 H−(K)
 , (5.72)
where K = 0, pi, and
H±K(ky) =
 0 −iny ∓ nz
iny ∓ nz 0
 . (5.73)
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The topological invariant ν±K for the blocks H±K satisfy ν+K = −ν−K due to the absence of the weak index. In
this specific model, ν+0 = 1 and ν
+
pi = 0 as −4 < µ < 0 and ν+0 = 0 and ν+pi = 1 as 0 < µ < 4. Therefore, by
Eq (5.23) NMZ = 1 and −1 as −4 < µ < 0 and 0 < µ < 4 respectively.
Edge theory Let us now introduce a boundary to the system. In the continuum model, one way to do
this is to make the mass y-dependent m→ m(y). The edge Hamiltonian, in a suitable basis, is
H(kx) = kxσ3, {H(kx), σ1} = 0. (5.74)
Or, in the second quantized language, the edge mode is described by
H =
∫
dx
[
ψ†Li∂xψL − ψ†Ri∂xψR
]
. (5.75)
Since there are left and right movers, one could give a mass to gap them out. We can write down such two
masses,
m(ψ†LψR + ψ
†
RψL), im5(ψ
†
LψR − ψ†RψL), (5.76)
if we have not imposed any discrete symmetry. Let us now impose the two discrete symmetries. With
chiral symmetry, the first mass will be eliminated: the first mass term can be written as mΨ†σxΨ, where
Ψ := (ψL, ψR)
T . Since {mσx, σx} 6= 0, this mass term is not compatible with chiral symmetry. On the other
hand, the second mass is m5Ψ
†σyΨ. Since {m5σy, σx} = 0, this mass term is chiral symmetric, and allowed
to exist. With reflection symmetry, we should be able to prohibit the second mass term. By definition,
reflection should exchange ψL and ψR, and observing reflection should commute with chiral symmetry, R is
given by
RψL(x)R−1 = ψR(−x), RψR(x)R−1 = ψL(−x). (5.77)
Observe that reflection and chiral symmetry commute,
[R, σx] = 0. (5.78)
The first mass as well as the kinetic term is invariant under R. However, the second mass is not invariant
under R. Therefore, with both chiral and reflection symmetries, the edge state is stable.
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We have treated the case with unit topological invariant. By increasing the number of edge channels
with the same or different signs in Eq (5.75), any mass term is still prohibited. We can consider cases with
MZ topological invariants.
5.6.2 Class D+R+ in d = 2
For symmetry class D (i.e., generic BdG systems without any symmetry) in d = 1, the system is classified as
a Z2 topological superconductor. Therefore, a Z2 topological superconductor can be realized in a symmetry
class D system with reflection symmetry R++ due to the upward shifting in Table 5.2. As follows, we will
describe this case in more details with an example.
Observe that the pairing terms in x-direction for the spin up and spin down sector differ by sign. The
model is invariant under reflection defined by
RcsrR−1 = c−sr˜ (s =↑, ↓). (5.79)
Furthermore, for spin-one-half system, R2 = −1. Without affecting the equation above, we performs a phase
shift so that R = σx is hermitian. In particular, note that the pairing terms in x-direction transform under
reflection R as R: ∑r ∆(c†↑rc†↑r+xˆ − c†↑r+xˆc†↑r) → −∑r ∆(c†↓rc†↓r+xˆ − c†↓r+xˆc†↓r), and hence R exchanges
H↑p+ip and H
↓
−p+ip.
Bulk spectrum With the periodic boundary condition, we make use of the Fourier transforms which
transform the Hamiltonian into
H =
∑
0≤kx≤pi
∑
ky
Ψ†kx(ky)Hkx(ky)Ψkx(ky),
Ψ†kx(ky) :=
(
c†↑,k, c↓,−k, c
†
↑,k, c↓,−k
)
. (5.80)
where the kernel Hkx(ky) is block diagonal in spin indices and given by
Hkx(ky) =
 H↑kx(ky) 0
0 H↓kx(ky)
 ,
Hskx(ky) =
 ξk ∆sk
∆s∗k −ξk
 , (5.81)
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where ξk = 2t(cos kx + cos ky)− µ and ∆sk = 2∆(−s sin kx + i sin ky). The particle-hole symmetry operator
C = τxΘ commutes with R = σx. It corresponds to class D+R++. At the reflection symmetric points
kx = 0, pi, following the general discussion, we take a basis in which R is diagonal: this is achieved by a
unitary transformation,
R→ URU−1 = σz, U = 1√
2
 1 1
1 −1
 . (5.82)
Accordingly, the BdG Hamiltonian at kx = 0, pi, Hkx=0,pi(ky), is transformed as
Hkx(ky)→
 H+kx(ky) 0
0 H−kx(ky)
 ,
HR=±kx (ky) =
1
2
[
H↑kx(ky) +H
↓
kx
(ky)
]
, (5.83)
where note H↑kx=0,pi(ky) = H
↓
kx=0,pi
(ky) in this example. The Hamiltonian for R = +1 and R = −1 sectors
are identical, and given by
H±kx=0,pi(ky) =
 ξky ∆ky
∆∗ky −ξky
 ,
ξky = 2t(±1 + cos ky)− µ, ∆ky = 2i∆ sin ky, (5.84)
where + for kx = 0 and − for kx = pi.
Bulk topological invariant Once we decompose the Hamiltonian into reflection symmetric/antisymmetric
(R = ±) sectors, we can define a d = 1 topological invariant for each R = ± sector, following Ref. [51]: Let
us consider class D systems in d = 1 with translation invariance. In momentum space, it can be written as
H =
i
4
∑
α,β
∑
ky
B˜αβ(ky)λα(ky)λβ(−ky), (5.85)
where α, β are a band index, and we are using a Majorana fermions λα(ky) to represent a class D system.
Then the Z2 topological invariant is given by
(−1)ν := sgn[Pf B˜(0)]sgn[Pf B˜(pi)] = ±1. (5.86)
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In our problem, this Kitaev Z2 invariant can be defined for kx = 0, pi and for each R = ± sector. For a
given sector (R = +, say), by performing the transformation to real Majorana fermion operators
 λk := c
†
ky
+ cky ,
λ′k := (c−kk − c
†
−ky )/i,
Λk :=
 λky
λ′ky
 , (5.87)
the Hamiltonian in Eq (5.84) is given by
HRkx=0,pi(ky) =
−i
4
∑
k
ΛT−ky
2∆ sin ky −ξky
ξky 2∆ sin ky
Λky . (5.88)
Let us focus on the Z2 topological invariant at kx = 0. Thus, the B˜-matrix at ky = 0, pi is given by
B˜0(0) =
 0 4t− µ
−4t+ µ 0
 , B˜0(pi) =
 0 −µ
+µ 0
 , (5.89)
and hence the topological invariant is
(−1)ν0 = sgn[Pf B˜0(0)]sgn[Pf B˜0(pi)]
= sgn(4t− µ) · sgn(−µ) (5.90)
Similarly, the topological invariant at kx = pi is
(−1)νpi = sgn(−4t− µ) · sgn(−µ) (5.91)
Therefore, the Z2 topological invariant in Eq (5.24) for the entire reflection system is
(−1)NZ2 = sgn (+4t− µ) · sgn (−4t− µ). (5.92)
The presence of the topological nontrivial phase is in the region −4t < µ < 4t.
Edge state A consequence of non-trivial topology in the bulk is the presence of edge modes. Let us now
consider an edge of d = 2 class D topological superconductor:
S =
∫
dxdτ (ψ↑(−i∂x)ψ↑ + ψ↓(i∂x)ψ↓) , (5.93)
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where ψ↑ and ψ↓ are a left-moving (right-moving) Majorana fermion. A mass term imψ↑ψ↓, is prohibited
because of a reflection symmetry:
R : ψ↑ → ψ↓, ψ↓ → ψ↑. (5.94)
In other words, with reflection the edge state is stable, and there is a bulk topological superconductor
protected by reflection.
Such protection by reflection symmetry is of Z2 type as we can readily see by considering two copies of
the edge theory:
S =
∫
dxdτ
2∑
i=1
(ψ↑i(−i∂x)ψ↑i + ψ↓i(i∂x)ψ↓i) . (5.95)
The corresponding Hamiltonian is
H =
∫
dxΨTHΨ, H = −i∂xτ0σz. (5.96)
where ΨT = (ψ↑1, ψ↓1, ψ↑2, ψ↓2)T . Mass terms iψ↑1ψ↓1 and iψ↑2ψ↓2 are again prohibited. However,
−2i(ψ↑1ψ↓2 + ψ↓1ψ↑2) = ΨT τyσxΨ, and −2i(ψ↑1ψ↑2 + ψ↓1ψ↓2) = ΨT τyσ0ψ, are invariant under reflection
and hence allowed to be added as a perturbation.
5.6.3 Class CII+R−− in d = 2
In class CII a system is invariant under TS, PH with T 2 = C2 = −1. When we impose reflection symmetry
into the system and require R to anticommute with T and C, Table 5.3 shows that class CII+R−− in 2
dimension is always in the trivial phase. In this section, we will provide one example to show that the gapless
edge states and the entanglement mid-gap states inevitably are gapped by the translational breaking term,
which preserves all of the discrete symmetries, in Eq (5.27). Consider the Hamiltonian in class CII+R−−
H = Mγ0 + sin k1γ1 + sin k2γ2, (5.97)
where M = m + cos k1 + cos k2, γ0 = τz, γ1 = τxσx, and γ2 = τxσyµx. The corresponding non-spatial
symmetry operators are T = σyΘ, C = τxµyΘ. Physically, τi, σj , and µl can be treated as particle-hole,
one-half spin, and pseudo-spin degrees of freedom respectively. Without enlarging the matrix dimension,
we have extra three kinetic terms γ3 = τxσz, γ4 = τy, and γ5 = τxσyµz. In addition, sin kiγ3,4,5 preserve
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Figure 5.2: (a) The energy spectrum for the y edge states near E = 0 as a function of a translational
symmetry breaking term (c), and (b) the entanglement spectrum around the entanglement eigenvalue 1/2
as a function of c. We consider the open boundary condition is the y discretion. The parameters are set to
m = −1, δ = arcsin(0.1pi), and η = 0.05pi = 0.157. As c > 0.157, the edge states start being gapped and the
entanglement mid-gap states begin to move out from 0.5. However, as c < 0.157, Emin is nonzero and the
entanglement eigenvalue is not 0.5 due to the finite size effect in the numerical stimulation.
TRS and PHS. Therefore, the reflection symmetry operator can be defined as R = iγ1γ3 = σy, which
anticommutes with T and C. For such a reflection system, as −2 < m < 2 the topological phase is non-
trivial if the translational symmetry is preserved. That is, the real spectrum gapless edge states still can be
observed at the y direction edge and the entanglement mid-gap states are present when we make a spatial
cut exactly in half at x = 0. However, those states are unstable when the translational symmetry is broken.
Consider the Hamiltonian H with δ∆ = iδγ1γ3γ4 = τyσy and a translational symmetry breaking term cNˆ in
Eq (5.27), where N = iγd+1γd+2γd+3 = τyσxµz. As shown in Figure 5.2(a) the edge states are gapped when
c > η. Furthermore, Figure 5.2(b) shows that the mid-gap in the entanglement spectrum is destroyed; this
confirms that in the region −2 < m < 2 the system is in the trivial phase.
5.6.4 Class DIII+R−+ in d = 3
By reading Table 5.4, in three spatial dimensions class DIII+R−+ possesses Z1. In what follows, we demon-
strate Z1 topological properties by considering this reflection symmetric system in class DIII in three dimen-
sions. First, without reflection symmetry we introduce a three-dimensional time reversal invariant topological
insulator possessing artificial chiral symmetry corresponding to class DIII. We choose the Hamiltonian of
such a system to be identical to the Bogoliubov-de Gennes Hamiltonian of 3He-B phase[55, 56]. The system
of 3He-B is recently shown to be a topological superfluid preserving TRS and PHS in three dimensions[15–
17]. Now instead of PHS, we require our system to be invariant under chiral symmetry even if TRS is
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broken. Therefore, we write down the Hamiltonian of the 3D topological insulator possessing TRS and
chiral symmetry as
HDIII =
∑
p
Ψ†

p 0 tp+ −tpz
0 p −tpz −tp−
tp− −tpz −p 0
−tpz −tp+ 0 −p

Ψ, (5.98)
where Ψ(p) = (a↑p, a↓p, b↑p, b↓p), p± = px ± ipy and aσp and bσp operators indicate the two different
sublattices instead of particle-hole degree freedom in 3He-B phase. Let t = 2 and in the lattice model the
Hamiltonian can be written as
HDIII = pτz + sin pxτxσz + sin pyτy + sin pzτxσx, (5.99)
where p = m − cos px − cos py − cos pz and τi/σj describes the sublattice/spin degrees freedom. The
expressions of the TRS operator and chiral symmetry operator are T = σyΘ and S = τxσyΘ so the pseudo-
PHS operator is C = τxΘ. Since T
2 = −1 and C2 = 1, such a system belongs to class DIII. Due to chiral
symmetry preserving, by using the similar method in sec. 5.6.1 the winding number NZ can be computed:
NZ =

−2 as |m| < 1
1 as 1 < |m| < 3
0 elsewhere
(5.100)
In the following, we put our focus on m = 2. In the original classification, this winding number corresponds
to the number of the gapless surface modes and the entanglement mid-gap states, which are intact against
any symmetry preserving disorder.
Now we introduce reflection symmetry, which changes x→ −x. There are two possible expressions of the
reflection symmetry operators R. First, aσp and bσp exchange under reflection so R = τxσx (we require R to
be hermitian). This reflection symmetry is broken when the Hamiltonian is in the expression of Eq (5.99).
Secondly, the sublattice is invariant under reflection so R = σx. The reflection symmetry is preserved in
our system. Therefore, R anticommutes with T and commutes with C. (For 3He-B, such relations change
because R = τzσx.) Since R commutes with C, the Hamiltonian at the reflection symmetry planes kx = 0, pi
corresponds to class D in 2 dimensions which has a Z topological invariant. Therefore, the mirror Chern
numbers can be computed in those symmetry planes. We perform a unitary transformation on the symmetry
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operators and the Hamiltonian
σx → σz, σz → −σx,Θ→ Θ (5.101)
so that R = σz and the Hamiltonian is transformed to
H′DIII =
 H+ − sin pxτx
− sin px H−
 , (5.102)
where H± = pτz + sin pyτy ± sin pzτx in the eigenspace of R = ±1. As m = 2, by Eq (B.6) the Chern
numbers for H+ at kx = 0, pi are ν0 = 1, νpi = 0 respectively. Therefore, the mirror Chern number defined
by Eq (5.23) is
NMZ = 1 (5.103)
The topological phase of the system protected by the Z and MZ topological invariants is described by the
Z1 number in Eq (5.35). In this case, NZ1 = 1 corresponding to the number of the gapless surface states
and the entanglement mid-gap.
Now consider the two copies of the topological insulator Hamiltonian in a system but with a sign changing.
The enlarged BdG Hamiltonian can be written as
H2DIII =
HDIII 0
0 H′DIII
 , (5.104)
where we choose H′DIII = HDIII(px → −px). The two topological numbers for H′DIII are NMZ = 1 and
N ′Z = −1 and then for the whole system are NMZ = 2 and NZ = 0 so NZ1 = 2. Although the Z topological
number vanishes, the topological phase is protected by NMZ.
x Let H′DIII in H2DIII become HDIII with px → −px, py → −py. Although NMZ = 0 for the entire system,
NZ = 2 so NZ1 = 2. That is the reason that there are two robust gapless surface modes.
Also we consider H′DIII = HDIII with only py → −py. Both of the two topological numbers for H′DIII
switch the signs. Therefore, the total numbers vanish: NMZ and NZ1 . This phase is trivial because we can
find a SPEMT  0 τy
τy 0
 , (5.105)
which anticommutes with H2DIII.
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PPPPPPPN
d−1
Nd
0 Z2 Z
0 0 0, Z2 0, Z
Z2 0 Z2 Z2,Z
Z 0,MZ MZ Z1
Table 5.6: The topological invariants of reflection symmetric topological insulators and superconductors, and
the strong topological index for d-dimensional topological states in the original periodic table I (Nd), and the
d−1-dimensional mirror topological invariant (Nd−1). In several cases, Nd and Nd−1 still cannot completely
determine the reflection topological invariant. We have to go back to the minimal Dirac Hamiltonian method
to determine the topological characters.
5.7 Conclusion
Combining Tables 5.2 to 5.5, we write down the complete classification results (27 symmetry classes +R) in
Table 5.1. The classification of reflection symmetric topological insulators and superconductors still has the
same spatial dimensional periodicities with the original Altland-Zirnbauer classification in Table 2.1. The
complex and real symmetry classes with reflection symmetry have the periodsof two and eight respectively.
Although the reflection classification tables seem to be complicated, the two ingredients can slightly simplify
the classifications. To define these ingredients, we consider a d-dimensional system in an AZ symmetry class
with reflection symmetry. We denote Nd as a topological invariant of the original strong index without
reflection symmetry as shown in Table 2.1. Furthermore, we define Nd−1 as the (d − 1)-dimensional topo-
logical invariant in the corresponding mirror symmetry class (appendix B.2). By observing the reflection
tables, some of the topological invariants of the strong index are determined by Nd and Nd−1 as shown in
Table 5.6. In other cases, there is an ambiguity to determine the strong topological invariants of reflection
symmetric systems. Therefore, the approach of using minimal Dirac model provides a systematic way to
find topological invariants.
While topological insulators and superconductors protected by a set of spatial discrete symmetries are
more fragile in general than those protected by non-spatial symmetries, they are still fairly relevant to
realistic systems. We list several realistic reflection symmetric systems in Table 5.1.
For example, we, again, note that for the Z2 TRS topological insulator in class AII (without reflection),
its Dirac representative has reflection symmetry R−− in three spatial dimensions. This is, from the point
of view of TRS topological insulators, somewhat accidental. However, as we discussed, this is related to
the fact that there is a topological distinction of ground states even without time-reversal when reflection
symmetry is a good symmetry. The associated topological invariant is integer-valued(MZ), as opposed to
Z2.
In fact, many experimentally realized topological insulators such as Bi2Se3 “accidentally” have reflection
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symmetry. From the discussion above, even breaking TRS, a surface Dirac cone will not go away if both the
time-reversal symmetry breaking perturbation and the surface geometry respect reflection symmetry. For
example, we consider a surface which respects the reflection symmetry. When an in-plane magnetic field,
namely parallel to the surface, is applied to the system, the time reversal symmetry is broken. However,
the reflection symmetry is still preserved when the direction of the in-plane magnetic field is tuned to
coincide with the reflected direction. If this occurs, the surface Dirac cone is stable since it is protected by
the preserved reflection symmetry even though the time reversal symmetry has been broken. These stable
surface Dirac cone may be detected by STM, say. (ARPES may not be ideal if we use a magnetic field to
break TRS). When the direction of applied magnetic field is away from the reflection direction, the system
respects neither reflection nor time reversal symmetry. As a consequence, a gap should open in the surface
states. We predict that the surface magneto-resistance with an in-plane magnetic field changes significantly,
when the field direction is rotated and when the chemical potential is close to the Dirac point. This is
because the surface gap varies with the rotation of the field direction.
We close with discussion on the effects of disorder on topological insulators and superconductors protected
by reflection symmetry. In the ten-fold classification of topological insulators and superconductors, it has
been proved useful to consider the boundary (edge, surface, etc.) Anderson localization problem: For a
topological bulk, one should find a boundary mode which is completely immune to disorder. In turn, once
one finds such “Anderson delocalization” at the boundary, it means there is a topologically non-trivial bulk.
Not only this bulk-boundary correspondence can be used to find and classify bulk topological phases in
the absence of disorder, it immediately tells us such topological phases are stable against disorder; two
phases which are topologically distinct cannot be adiabatically connected by either spatially homogeneous
or inhomogeneous deformations. For topological phases protected by a set of spatial symmetries, stability
against disorder is, in general, not trivial, since spatial inhomogeneity does not respect the spatial symmetries.
One can still consider, however, situations where the spatial symmetries are preserved on average. [43, 57, 58]
Below, we will consider the stability of reflection-protected topological phases we identified earlier against
disorder which is reflection symmetric on average.
Let us consider as an example the reflection symmetric topological insulator in symmetry class A in three
dimensions (class A + R). (For other examples in two dimensions, see Ref. [43].) For symmetry class A in
three dimensions, we have a topological insulator protected by reflection symmetry, which is characterized
by an integer topological invariant. Let us consider the surface Hamiltonian: H(r) = H0(r) + V(r) where r
denotes the two-dimensional coordinates on the surface, H0(r) is a kinetic term (the surface Dirac kinetic
term). We have added a random perturbation V(r). The disorder-free part is reflection symmetric under
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R, which is reflection inherited from the bulk, R−1H0(r˜)R = H0(r), while disorder V(r) is not so. The
reflection symmetry can be, however, imposed on average: R−1V(r˜)R = V(r), where · · · represents the
quenched disorder averaging. We could approach this problem by means of effective field theories of Anderson
localization, the non-linear sigma models (NLσMs); they describe slowly varying degrees of freedom in a
disordered metal, which are related to a diffusion motion of electrons (called “diffusions” and “Cooperons”).
When derived for the disordered surface problem, the action of the NLσM is given by
SNLσM =
1
λ
∫
d2r tr [∂µQ∂µQ]
+
Θ
16pii
∫
d2r µνtr [Q∂µQ∂νQ] , (5.106)
where a matrix field Q(r) is the NLσM field Q ∈ U(2Nr)/U(Nr)×U(Nr) and Nr is the number of replicas; λ
the coupling constant of the NLσM, which is the strength of interactions among diffusons and Cooperons, and
is inversely proportional the conductivity. The last term the action is the topological term (Pruisken term)
,which counts the non-trivial winding associated to pi2[U(2Nr)/U(Nr)×U(Nr)] = Z. (Here we are considering
the real space which is topologically equivalent to a sphere.) In the absence of any discrete symmetry, Θ
can take, in principle, any value, in which case, one can make electrons to be Anderson localized. While the
action for generic value of Θ breaks reflection symmetry (on the surface), Θ = (integer)× pi turns out to be
consistent with reflection symmetry. Moreover, when Θ = (odd integer)×pi there is no Anderson localization.
The NLσM (Eq (5.106)) can be derived for the Dirac representative of the surface mode, which consists of
N flavors of two-component Dirac fermions when the bulk topological invariant is N ∈ Z. The theta angle is
given by Θ = Npi. Therefore there is an even odd effect; when the bulk topological invariant is odd (even),
the surface mode is stable (unstable) against disorder. This would mean that, in the presence of spatially
inhomogeneity which nevertheless preserves reflection symmetry on average, the topological distinction is
not Z, but Z2.
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Chapter 6
Vortex
6.1 Introduction
Topological quantum computation is one of the most active areas of research in condensed matter physics.
It promises to provide the advantages of quantum computation such as vast parallelism but with an in-
herent immunity from decoherence. This allows for the formation of qubits without the need for error
correcting algorithms[59]. The existence and stability of non-Abelian anyons forms the backbone of any
architecture for topological quantum computation[60, 61]. The simplest of these excitations is the Majorana
fermion. Many diverse systems are predicted to harbor these heretofore elusive excitations including p-wave
superconductors[53, 60], the ν = 52 fractional quantum Hall state[62], and cold-atom systems[63, 64].
Recently, the search for Majorana fermions has expanded into the family of materials commonly referred
to as topological insulators. Generally speaking, topological insulators are a class of materials with an
insulating time-reversal invariant bandstructure for which strong spin orbit interactions lead to an inversion
of the band gap at an odd number of time reversed points in the Brillouin zone. Topological insulators are
differentiated from other ordinary band insulators by the presence of surface states containing Fermi arcs
which encapsulate an odd number of Dirac points and are associated with a Berry’s phase of pi. Normally,
such degeneracy points in the bandstructure are easily removed by any perturbations, but in the case of
topological insulators the band crossing at the boundaries is protected because Kramer’s theorem prevents
time-reversal invariant perturbations from opening up a gap in the energy spectrum[33]. In the inceptive
work of Fu and Kane[65], they show that coupling s-wave superconductors to 3D time-reversal invariant
topological insulators[8, 9, 33, 66] via the proximity effect may be a potential platform to realize these non-
Abelian anyons. In particular, Fu and Kane show that the surface of a 3D topological insulator - s-wave
superconductor heterostructure, exhibits many of the same properties as a chiral p-wave superconductor[53]
in that the cores of the vortex excitations may harbor Majorana fermions.
Nevertheless, while the analysis presented in Ref. [65] considers the gapless surface-state Hamiltonian
proximity coupled to a superconductor, it ignores the properties of the bulk topological insulator. If the bulk
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were simply a trivial insulator it would be inert and no further considerations would be required. However,
it is known that topological insulators react to the presence of thin flux tubes[67, 68], which can generate
a “worm-hole” effect that traps low-energy states on the flux tube. This is of particular concern as the
simplest approach to create vortices in a 3D topological insulator - s-wave superconductor would be to coat
the surface of the 3D topological insulator with a type-II s-wave superconductor and then use magnetic
flux tubes generated by an applied magnetic field to proliferate the vortices, which would then contain the
Majorana states. In this work we seek to understand exactly when it is sufficient to only consider the surface
physics, and when one must include the bulk physics. Very interesting work in this general direction is
discussed in Ref. [26] where the role of chemical potential in the stability of the Majorana vortex modes is
discussed for a topological insulator whose entire bulk has become superconducting. Here, instead, we focus
only on the proximity effect scenario and the effects of the applied magnetic flux necessary to create a field
of vortices.
This chapter is organized in the following manner: In Section 6.2, we detail the topological insulator
Hamiltonian utilized in this work. In Section 6.3, we review the physics resulting from the addition of
very thin magnetic flux lines in 3D topological insulators. In particular, we review how a magnetic flux
line connect the surfaces of 3D topological insulators in which it enters and exits with a line of low-energy
modes. In Section 6.4, we extend our analysis from the addition of magnetic flux lines in 3D topological
insulators to topological insulators with s-wave superconducting pairing on the top and bottom surfaces. In
this system, we discuss two different physical regimes delineated by the spread of the magnetic flux as it
penetrates the heterostructure. In the first physical regime, we study the behavior of the topological insulator
- superconductor heterostructure when the spread of the magnetic flux lines inserted into the system are
limited in spatial extent to a size on the order of the lattice constant. This leads to the removal of the zero
energy Majorana state from the system as the surface bound states may now tunnel along the magnetic
flux tube and annihilate the states on the other surface. In the second regime, we study the case when the
spread of the magnetic flux line has a much wider spatial extent. In this situation, the Majorana fermions
become localized at the interface between the topological insulator and proximity coupled superconductor
and the bulk remains inert so that only the surface physics need be considered.
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6.2 Model Hamiltonian
In order to capture the essential physics of the problem, we use a minimal bulk model for a 3D topological
insulator which consists of a gapped Dirac Hamiltonian
HD =
∑
p
c†pHD(p)cp
=
∑
p
c†p
(
da(p)Γ
a +M(p)Γ0
)
cp. (6.1)
where a = 1, 2, 3, Γa = τx ⊗ σa, Γ0 = τz ⊗ I, σa is spin, τa is an orbital degree of freedom representing
orbitals A,B, and cp = (cpA↑ cpA↓ cpB↑ cpB↓)T . In this work, to illustrate the salient physics, we will use
both a continuum description with
da(p) = ~vF pa,M(p) = m− (1/2)bp2 (6.2)
and a lattice description with
da(p) = (~vF /a) sin(paa), (6.3)
and
M(p) =(b/a2) (cos(pxa) + cos(pya) + cos(pza))
− 3b/a2 +m
(6.4)
where vF ,m, b are material parameters and a is the lattice constant. These material parameters may be
adjusted using the previously tabulated constants based on DFT calculations[69, 70] to fit many of the most
common 3D topological insulators. Here, to simplify the notation, we will set a and ~vF equal to unity in the
remainder of the work unless otherwise noted. This model has time-reversal symmetry with T = I⊗ iσyK
where K is complex conjugation. For generic values of m 6= 0 the system is a gapped insulator and we
focus on the low-energy regime when m ∼ 0.. Assuming translation symmetry, the energy spectrum of the
continuum model is E± = ±
√
p2 + (m− (1/2)bp2)2 with each band doubly degenerate. As a convention,
which is consistent with the behavior in canonical topological insulators such as Bi2Se3, we choose b > 0
and as a result the trivial (topological) insulator state occurs when m/b < 0 (m/b > 0). In the following,
when we refer to a topological insulator state, we are referring to a state described by the model Eq. 6.1
with m > 0 and b > 0.
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Figure 6.1: (a) Schematic of a cylindrical 3D topological insulator with a hole drilled through the center.
The blue line represents a flux tube threaded through the cylindrical hole. (b) Schematic of a heterostructure
of a topological insulator thin-film sandwhiched between two s-wave superconductors. The thin blue lines
represent h/2e flux tubes which generate vortices in the superconductor layers.
6.3 Magnetic Flux Lines in 3D Topological Insulators
The physics of thin flux lines in the bulk of a topological insulator was originally considered in Refs. [67, 68].
Let us begin with an infinite solid cylinder of 3D topological insulator whose length is placed along the
z-direction with a cylindrical hole drilled through the center as seen in Fig. 6.1(a). We take the inner and
outer radii to be RI , RO respectively. Due to the characteristic property of time-reversal invariant topological
insulators, there are low-energy modes bound to the inner and outer cylindrical surfaces. However, the surface
fermions have a pi-Berry phase when a particle winds around the Fermi surface. This leads to a condition
that there will be no exact zero modes in the surface energy spectrum on the inner or outer surfaces, so long
as we consider a cylinder of finite radius. To be clear, surface electrons that travel around the azimuthal
direction on the inner or outer surfaces pick up a pi-Berry phase leading to effective anti-periodic boundary
conditions which shifts the zero-momentum Fourier mode away from zero energy. To recover the exact zero-
modes we must twist the boundary conditions back to being periodic. This is accomplished by threading
pi-flux (φ0/2 = h/2e) through the hole drilled in the cylinder[67, 68].
In order to be concrete about the behavior of these zero energy modes, we begin with the continuum
model Hamiltonian for a topological insulator introduced in Eq. 6.1 and assume the cylindrical with flux φ
in the unit of h/e threaded through the interior hole. Keeping only the linear terms in p we get
H =mτz ⊗ I+ (px − eAx)τx ⊗ σx
+ (py − eAy)τx ⊗ σy + pzτx ⊗ σz. (6.5)
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In Eq. (6.5), the vector potential is ~A = φr2
~
e (−yxˆ+ xyˆ). As we have now added the magnetic flux into our
Hamiltonian, momenta px and py are not no longer good quantum numbers. It is important to note that The
Hamiltonian should be solved in real space where the momentum operators are represented as px→− i∂/∂x
and py→− i∂/∂y. First we will consider the case pz = 0 and solve for the zero-mode eigenstates. Converting
from Cartesian coordinates (x, y) to polar coordinates (r, θ) the Hamiltonian then becomes
Hlinear =

m 0 0 P−θ
0 m Pθ 0
0 P−θ −m 0
Pθ 0 0 −m

Pθ = e
iθ
[
∂
i∂r
+
∂
r∂θ
− iφ
r
]
P−θ = e−iθ
[
∂
i∂r
− ∂
r∂θ
+
iφ
r
]
. (6.6)
As we are searching for the zero energy modes in the system, we must solve the eigenvalue problem for this
matrix. For the energies we obtain
E`,± = ±
`+ 12 − φ
RI
(6.7)
with corresponding eigenstates
| ψE+〉 =
e
− ∫ r
RI
m(r′)dr′
α
√
2r
(ei`θ, 0, 0, iei(`+1)θ)T ,
| ψE−〉 =
e
− ∫ r
RI
m(r′)dr′
α
√
2r
(0,−iei(`+1)θ, ei`θ, 0)T , (6.8)
where α is a normalization coefficient defined as
α2 = 2pi
∫ ∞
RI
e
−2 ∫ r
RI
m(r′)dr′
dr. (6.9)
In Eq. 6.7 we note that `, an integer which represents an angular momentum quantum number though it
should be noted that for the eigenstates, different components may possess different angular momenta. Thus,
if the flux is φ = 1/2 + n for all integers n, then the resultant wavefunctions, ψ0+ and ψ0− for ` = n, have
zero energy.
Following the procedure outlined in Ref. [67], we now imagine adiabatically shrinking the radius RI → a
and consider a single lattice plaquette as the hole drilled through the center of the cylindrical topological
insulator. Thus, pi-flux threaded through a line of single-plaquettes produces zero modes localized on the
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line of plaquettes along the length of the cylinder on the inner and the outer boundary. If we turn on pz
we will find a Kramers’ pair of propagating modes on the inner and outer surfaces with disperse linearly
in pz. As we have time reversal invariance, we expect modes propagating in both directions with opposite
spin polarizations. Therefore, a pi-flux line confined to a hole, even in the limit where the hole is reduced to
the size of a single plaquette, in a topological insulator will trap a single-pair of gapless counter propagating
modes akin to the 1D holographic edge state found in a 2D quantum spin Hall system. This is referred to as
the wormhole effect[67] and it demonstrates that the bulk of a topological insulator is not generically inert
when in the presence of magnetic flux.
6.4 3D Topological Insulator - Superconductor Heterostructure
Having shown that the presence of magnetic flux in a 3D topological insulator forces one to consider the
presence of a non-inert bulk, we proceed to understanding the effects of coupling type-II s-wave superconduc-
tors to the surfaces of a 3D topological insulator. We will want to add a sufficient amount of magnetic flux
to generate vortices yet not so much as to necessitate the consideration of the interactions or quasi-particle
tunneling between vortices. With proximity coupling to an s-wave superconductor, and in the presence of a
magnetic field B, we must use the Bogoliubov-de-Gennes (BdG) mean-field description of our Hamiltonian:
HBdG =
1
2
∑
p
Ψ†p
 HD(p− eA) ∆
∆† −H∗D(−p− eA)
Ψp
(6.10)
with ∇×A = B, ∆ = ∆0(x)I⊗ iσy, and Ψp =
(
cp c
†
−p
)T
. We consider a heterostructure geometry with
a thin-film of topological insulator sandwiched along the z-direction between two s-wave superconductors as
shown in Fig. 6.1(b). We model the physics of the superconductors by inserting an induced s-wave pairing
term into the BdG Hamiltonian which penetrates into the topological insulator film. Without the presence
of a magnetic field, this implies that ∆0(x) = ∆0(z). That is, we assume that that the superconducting
proximity pairing is homogenous in the xy-plane if no vortices are present.
With this in mind, we can proceed with our analysis of the effects of the pairing. It is important to note
that the pairing, if weaker than the energy scale of the bulk insulating gap, will not affect the gapped bulk
states of the topological insulator. However, it will affect the metallic surface states which are susceptible
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to a superconducting pairing potential. The effective surface BdG Hamiltonian is
H
(surf)
BdG =
1
2
∑
p
Φ†p
 pxσy − pyσx ∆0iσy
−∆∗0iσy −pxσy − pyσx
Φp
(6.11)
where Φp =
(
cp↑ cp↓ c
†
−p↑ c
†
−p↓
)T
and ∆0 represents the effective pairing potential felt by the surface
states. This Hamiltonian has a gapped energy spectrum E± = ±
√
p2 + |∆0|2. Thus, a non-zero proximity
coupling induces a gap in the topological surface states. Previous work has shown that a vortex induced
on the proximity-coupled surface traps a Majorana bound state. This is shown by solving Eq. 6.11 with a
vortex present, which is inserted by winding the superconducting order parameter ∆0 as
∆0 = ∆0(r)e
iθ(r) (6.12)
where θ(r) is the polar angle[65].
While it may be possible to find Majorana states at the center of vortices in 3D topological insulator - s-
wave superconductor heterostructures, there is not a standard prescription of how to generate such vortices.
We consider the simplest possible route and apply a uniform external magnetic field perpendicular to the
heterostructure. Physically, we must apply a large enough magnetic field to generate vortices, but small
enough that the vortex density is low as mentioned above. As the topological insulator film is not inert to
the addition of flux, we must be careful to account for the effects of the applied magnetic flux to ensure it
does not spoil the bound state structure. For simplicity, we consider only the one (analytic results) and two-
vortex (numerical results) problems noting that the one and two vortex problems are essentially equivalent,
and only differ because of the choice of boundary conditions. If our system contains periodic boundary
conditions in the x and y directions then we must have an even number of vortices; this is the situation we
consider in our numerics. If we choose open boundary conditions in x and y, then a single-vortex in the
bulk implies the existence of another vortex at the boundary or at infinity; this is the case for our analytic
results. We assume that a magnetic flux of only one φ0 quantum, parallel to the z-direction, penetrates
the superconductors. In our heterostructure the superconductors on top and bottom would, in principle,
dynamically generate two vortices in each layer. We will assume that the induced vortices (that we put in
by hand) are well-separated enough so that they do not influence each other and that the positions of the
vortices on the top and bottom surfaces share the same (x, y) position for simplicity.
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Inside the superconductor the penetrating magnetic field satisfies the London equation[71]
B(r)− λ2∇2B(r) = φ0
2
δ(r) (6.13)
near a vortex positioned at the origin with penetration depth λ. The solution for B(r) in the superconductor
is
B(r) = zˆ
φ0
4piλ2
K0(r/λ) (6.14)
where Kn(x) are modified Bessel functions of the second-kind. The flux within the disk of the radius r is
φ(r) = (1/2− (r/2λ)K1(r/λ)) . (6.15)
We want to model the effects of B(r) in the entire heterostructure including the topological insulator but this
not easy to account for. We instead opt for a more phenomenological approach to capture the qualitative
physics. Once the flux leaves the superconducting layers and enters the topological insulator film it will
spread out. For our purposes, we will consider a model where λ varies with the depth in the heterostructure
as λ = λ(z) and study how the vortex physics changes with λ(z). If the film is thin, the flux will not
have sufficient distance to spread before it must re-enter the top superconducting layer and thus modeling
the insulator layer as having a finite penetration depth (larger than that of the superconductor) is not
unreasonable. In order to understand the appropriate physics, it is natural, in the context of this problem
to consider two separate limits associated with the amount of magnetic flux penetration into the topological
insulator. In the first limit, we wish to examine the “thin-flux” limit in which the flux which penetrates
the topological insulator does not spread out very far in the topological insulator before reentering the
other superconducting layer. In the second limit, we examine the case in which the magnetic flux spreads
out widely in the topological insulator before it mush re-enter the other superconducting layer. These two
limits can be considered analytically while we provide numerical calculations which capture the interpolation
between these cases.
6.4.1 Thin-Flux Limit (λ ∼ a)
We begin from the limit of two well-separated, thin flux tubes of flux φ0/2 where the flux tubes are each
confined within single plaquettes i.e. λ  a. When the proximity pairing potential vanishes, the system
will exhibit gapless modes propagating on each of the thin flux tubes (ignoring finite size splitting due to
hybridization with the second vortex). The resulting gapless theory of a single tube is simple to understand
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using the results from the previous section. There we solved Eq. 6.1 at pz = 0 with a pi-flux tube through
a single plaquette to obtain the two zero-mode solutions ψ0+, ψ0− (a Kramers’ pair) localized on the flux.
Then we can use k ·P perturbation theory and treat pz as a perturbation to obtain, in the basis of ψ0+, ψ0−,
the low-energy Hamiltonian Hflux−line = pzσx. This Hamiltonian is identical to the edge Hamiltonian of a
quantum spin Hall edge state, as mentioned earlier. If we begin to increase λ which corresponds to allowing
the magnetic flux to spread uniformly in the z-direction, i.e. we move away from the wormhole limit, this
applies a perturbation to the gapless flux-line Hamiltonian. Using perturbation theory, we find that
Hflux−line = pzσx +mx(λ)σy +my(λ)σz (6.16)
where the mass term, mi, is monotonically increasing as λ increases. This Hamiltonian has a gapped energy
spectrum E± = ±
√
p2z +m
2
x +m
2
y which is expected since time-reversal is broken and the flux-line Kramers’
degeneracy at pz = 0 is lifted. Note that we are not increasing the amount of flux, only the region over
which it spreads. If the pi-flux tube is larger than one plaquette then some bonds in the lattice model will
necessarily have phase factors which have imaginary contributions to the Hamiltonian, regardless of the
gauge choice, which break the time-reversal symmetry of the system. Our perturbation theory analysis is
approximately valid until the induced gap EM =
√
m2x +m
2
y approaches the bulk mass gap m. To estimate
the size of the induced gap, EM , caused by the spreading of the flux in the topological insulator (φ(r)) in
Eq. 6.15, we apply first-order perturbation theory:
EM = 〈ψ0+ | ∆H | ψ0+〉 = −〈ψ0− | ∆H | ψ0−〉, (6.17)
where ∆H = Hlinear(φ(r))−Hlinear(φ = 1/2). Using the previously obtained expression for Hlinear in Eq.
6.6, the first order approximation for EM in the continuum limit is
EM =
pi
λα2
∫ ∞
a
K1(r/λ)e
−2 ∫ r
a
mdr′dr (6.18)
We refer to this flux regime as the ‘thin-flux limit’ i.e. the regime in which we can consider the low-energy
states as those originating from the gapped wormhole modes. With the effects of the magnetic flux accounted
for, we now turn on the superconductor proximity effect in the thin-flux limit. There will be an induced
superconducting pairing potential that is z-dependent and, when flux and the corresponding vortices are
present, the superconducting pairing takes on an x and y dependence as well. Before we get to the situation
where ∆0 is only non-vanishing near the top and bottom surfaces, let us consider an induced ∆0 which is
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Figure 6.2: Probability distribution for the lowest energy states corresponding to different superconducting
penetration depths, λ with: (a) λ = 0.001, (b) λ = 0.2, (c) λ = 0.3, (d) λ = 0.4, (e) λ = 0.5, (f) λ = 1.5.
Note that λ is in units of the lattice constant a and the entire flux is spread out in a region with a radius
of roughly 5λ. The pairing potential ∆(z) decays from 0.5 0n the surface to 0 within 5 layers. As λ is
increased we see that the states move from being delocalized along the flux tube penetrating the bulk of the
topological insulator to being pinned at the surface. The inset shows a schematic of the spatial variation
of the superconducting mass and the time-reversal breaking mass associated with the magnetization as λ
varies. (g)The energies of the lowest energy states as a function of λ. There are clear zero modes forming as
λ→∞. Our numerical results show that in λ a regime, the lowest energy linearly decays as the height of
the sample increases; in λ  a regime, the lowest energy exponentially decays as the height of the sample
increases.
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homogenous in the z-direction over the entire topological insulator. In the thin-flux limit the only low-energy
metallic degrees of freedom are localized near the flux line so we can use our effective flux-line Hamiltonian
from Eq. 6.16 to form a BdG Hamiltonian for the low-energy degrees of freedom:
H
(BdG)
flux−line(p) =
1
2
 Hflux−line(p) i∆0σy
−i∆∗0σy −H∗flux−line(−p)

which has an energy spectrum with four non-degenerate bands
±E± = ±
√
p2z + (|∆0| ± EM )2. (6.19)
This spectrum is gapped unless |∆0| = |EM |. Now let us consider more realistic conditions where the thin-film
is too thick to become entirely superconducting, and the proximity induced pairing depends on z. Specifically,
the superconducting pairing potential decays as we move away from the surfaces towards the interior the
topological insulator film. In this case the system has a time-reversal symmetry breaking mass EM which is
homogenous in the z-direction (as per our phenomenological model) and a superconducting mass, |∆0(z)|,
which is z-dependent. From standard 1D Dirac physics[65, 72] this model will exhibit localized, zero-energy
Majorana bound states on mass domain walls in the z-direction along the flux line i.e. the places where
|∆0(z)| = |EM |. As the thickness of the flux increases so does EM and the domain-walls along the vortex
line get pushed toward the surface.
This perturbation theory is valid as long as EM  m. If we want to be able to carry out a full interpolation
between the thin-flux limit and the thick flux limit (to be discussed in the next section) we must rely on
a numerical calculation. We show the results of such a calculation in Fig. 6.2. We used a Lanczos exact-
diagonalization algorithm to solve for the zero-modes of a full 3D lattice model. The vortices and proximity
effect associated with the superconducting regions were non-dynamical and included in the mean-field limit
following, for example, Ref. [73]. We present the details of our numerical calculations in Appendix A.
As illustrated in Fig. 6.2a-f, when we allow the flux to spread in the topological insulator film, i.e. as
λ increases, the domain-wall bound states, which begin in the interior of the topological insulator, move
outward toward the surface. As discussed in the previous paragraph this can be understood by noting that
as λ increases EM increases and the position of the mass-domain wall moves toward the surface. As the
flux becomes thicker the bound states become more localized on the surfaces at the points around which the
superconducting order parameter winds due to the flux. Since there are two domain-walls on each flux tube
the pair of bound states will hybridize and lie higher than zero energy as shown in Fig. 6.2g. As λ increases
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the hybridization decreases which rapidly drives the states towards zero energy.
6.4.2 Thick-Flux Limit (λ a)
From Fig.6.2, we see that in the extreme thin-flux limit, the Majorana modes will penetrate into the bulk
and hybridize with the states on the other surface and annihilate. Fortunately, as indicated by our analytic
perturbation theory, and numeric lattice model calculations, λ does not have to be very large before we
move from the wormhole effect/thin-flux limit so that the vortex modes are tightly bound to the surface at
zero energy. The wormhole effect simply generates a region in the bulk with a mini-gap across which the
Majorana states can tunnel to the opposite surface. While the bulk of a topological insulator is not inert
to flux insertion, as long as the flux is not tightly bound to a region on the order of a lattice plaquette, the
Majorana states will have difficulty tunneling between the top and bottom surfaces and will be well-localized
in the surface vortex cores.
Once the flux is thick enough to restore the bulk gap entirely, we can consider the explicit Majorana
bound state solution in the presence of the magnetic flux from the surface Hamiltonian alone. We consider
the BdG surface-state Hamiltonian in Eq. 6.11 with non-zero vortex winding and magnetic flux. We focus
on the neighborhood of a single vortex and solve the problem for generic flux and order parameter profiles
in the continuum limit. We begin by assuming we have a vortex at the origin generated by a magnetic flux
given by Eq. 6.14. The surface Dirac Hamiltonian is
H =
 H(p, φ) iσy∆0e−iθ
−iσy∆∗0eiθ −H∗(−p, φ)
 (6.20)
H(p, φ) =
~vF
 0 −e−iθ
(
∂r +
−i∂θ+φ
r
)
eiθ
(
∂r − −i∂θ+φr
)
0

where we have changed to polar coordinates and have implemented a non-zero vector potential Aθ = ~φ(r)/er
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where φ(r) is given in Eq. 6.15. This Hamiltonian has two eigenstates with zero energy:
|ψ1〉 = 1
β
e
− ∫ r
0
(
∆(r′)
~vF +
φ(r′)
r′
)
dr′

0
1
0
1

, (6.21)
|ψ2〉 = 1
β
e
− ∫ r
0
(
∆(r′)
~vF +
1−φ(r′)
r′
)
dr′

e−iθ
0
eiθ
0

, (6.22)
where β is a normalization coefficient. If we turn off the magnetic field i.e. for φ = 0 we are in the Fu-Kane
limit with very diffuse flux and then only the state |ψ1〉 is normalizable which matches their result[65]. For
a generic flux profile there will still only be one zero-mode solution that satisfies the boundary conditions
and it will be a linear combination |ψ0〉 = a1(φ)|ψ1〉 + a2(φ)|ψ2〉. The coefficients a1(φ), a2(φ) control the
spin composition of the zero-mode and depend on not only the detailed boundary conditions but also on the
short-distance physics of the vortex structure.
Since the coefficients a1(φ), a2(φ) depend on the details of the system we numerically calculate them.
By solving the eigenvalue problem of HsurfBdG from Eq. 6.19, a zero mode Majorana bound state exists in the
core of a vortex. The ratio of spin up to spin down (|a2|/|a1|) for a single zero mode is shown in Fig. 6.3.
This ratio describes the mixing between the two allowed zero energy modes when finite flux is present. We
find that at λ ∼ 0.1, where the magnetic flux starts to spread over more that one plaquette, the ratio of spin
up and down starts to decrease rapidly. As λ→∞, |a2|/|a1| → 0. In this limit, this is a Fu-Kane Majorana
bound state [65] possessing a single species of spin. As λ→ 0, |a2|/|a1| → 1. This limit is the thin-flux limit,
for which we see that the zero modes have the same portions of spin up and down. This is due to the fact
that in Eq. 6.16 the Hamiltonian Hflux−line contains equal portions of spin up and down, and, therefore, the
zero modes in this limit have the same portions of spin up and down. In short, as λ decreases we move from
the thick-flux to thin-flux limits and |a1(φ)|(|a2(φ)|) monotonically decreases (increases). Thus, we find that
in the limit where the flux does not affect the bulk physics the effective magnetic field only acts to change
the spin composition of the zero-energy vortex core state.
Beyond understanding the spatial extent of the flux spread on the Majorana states, we wish to look at
changing ∆, which changes the extent of the Majorana bound state. We fix the penetration depth of the
flux to lie in the thick-flux regime and consider the probability distribution of the zero modes. In the thick
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Figure 6.3: Ratio of spin up to spin down composition of a Majorana bound state versus flux penetration
depth λ. The different traces represent the use of different superconducting pairing potential strengths (∆).
In the thick-flux limit, a larger ∆ corresponds smaller ratio of spin up and down leading to spin polarized
Majorana bound states.
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Figure 6.4: Probability distribution of a Majorana bound state in the in the topological insulator / s-
wave superconductor heterostructure where we have used realistic materials parameter. For the topological
insulator we have used the parameters of Bi2Se3 and for the superconducting films on the top and bottom
surfaces we have used the material parameters of a niobium superconductor with a single vortex.
flux limit, we find that the spin down dominates the composition of the Majorana bound states. Therefore,
zero-mode wavefunction, described in Eq. 6.21, has a probability distribution
P (r) = 〈ψ1 | ψ1〉 = 2
rβ2
e−2∆r/~vF−K0(r/λ). (6.23)
The decay length of the probability distribution approximately equals ~vF /∆ for λ  ~vF /∆. The reason
is that as x → 0, K0(x) ∼ − lnx so then P (r) ∼ e−2∆r/~vF which is the Fu-Kane result[65]. However, for
λ < ~vF /∆, we have to consider the probability distribution in Eq. 6.23 directly to find the width of the
zero modes.
It is important to solidify these results by discussing our results within a realistic context. Therefore,
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we estimate the width of Majorana bound states with real physical parameters. According to Ref. [70], for
the Bi2Se3 family of topological insulators ~vF ∼ 4eV A˚. For the superconducting top and bottom layers
we use the pairing potential of the type-II superconductor niobium which approximately equals 1 meV.
We assume that the proximity effect, which results in a pairing potential on the surface of the topological
insulator has an induced pairing also of the order of 1 meV which is the best-case scenario. Using these
parameters, the quantity ~vF /∆ is about 400 nm, which is much larger than the London penetration depth
of 40 nm [74]. This combination of parameters allows us to now plot the probability distribution from Eq.
6.23 directly as shown in Fig. 6.4. We find that in this case, the width of a Majorana bound state is of the
same order of magnitude as that of the penetration depth. In general, the Majorana bound states will have
the same characteristics as shown in Fig. 6.4 for λ < ~vF /∆. In most experimental regimes the physics will
be deep in the thick-flux region where only the surface physics is important. One notable exception would be
experiments where vortex pinning sites are artificially created (e.g. by drilling through the heterostructure).
In this case there is a possibility that the holes inside the topological insulator could trap a sizable fraction of
a pi-flux quantum which will lead to a mini-gap region across which the majorana bound states can tunnel.
6.5 Conclusion
In conclusion, we have illustrated the effects of magnetic flux in topological insulator/superconductor het-
erostructures in two different regimes. In the thin-flux limit the Majorana fermion bound states can be
destabilized through hybridization with low-energy bulk states localized near the thin flux line. These ef-
fects will be more pronounced in thin topological insulator films with minimal flux spreading, or in samples
where vortex pinning sites are produced by drilling holes through the heterostructures. If such holes continue
to trap approximately h/2e flux throughout the topological insulator film then effects of flux in the bulk
must be carefully considered. The opposite regime, where the vortex core does not feel much effective flux
is likely the physical regime of most experiments. In this case we can ignore the bulk effects and focus only
on the surface. The flux in this regime simply acts to change the spin content of the vortex zero mode and
does not affect its energy or stability. Furthermore, when we consider the parameters corresponding to real
topological insulator / s-wave superconductor heterostructure with Bi2Se3 as the topological insulator and
with niobium superconductor layers, we find that a Majorana fermion trapped in the magnetic flux is stable
with a spatial extent of around 40 nm.
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Chapter 7
Stabilization of Majorana modes in
vortices in the superconducting phase
of topological insulators using
topologically trivial bands
7.1 Introduction
Solid-state realizations of Majorana fermions, particles which are their own-anti-particles, are much sought
after for their promise of new fundamental phenomena and associated quantum computing applications[61].
By now the list of candidate systems to realize these particles has grown quite long including: non-
Abelian fractional quantum Hall states[53], chiral superconductors[32], topological insulators in proximity
to superconductors[65], axion strings[75], and low-dimensional spin-orbit coupled semiconductors coupled to
superconductors[76, 77]. One of the most promising directions relies on the interplay between topological
insulators (TIs)[78] and s-wave superconductivity[26, 65]. Two such routes are: (i)the trapping of Majorana
bound states (MBS) in vortices found in TI/s-wave superconductor proximity heterostructures[65] (ii)vortex
bound states of doped TIs which exhibit an intrinsic s-wave superconductor phase[26]. The second mech-
anism has perhaps greater potential, as things currently stand, since it does not require the fine-tuning
of TI material properties to make the system a bulk insulator [78]. Indeed, there is already a candidate
material: Cu doped Bi2Se3 which is a superconductor below 3.8 K[79, 80] although the precise nature of the
superconducting state is still undetermined.
The initial proximity effect proposal of Fu and Kane illustrates that Majorana zero-modes will be localized
where superconducting vortex lines in TI-superconductor heterostructures intersect the topological insulator
surface states[65]. The bound states are confined to the vortex cores but they penetrate into the nominally
gapped bulk-region below the surface. The localization length of the bound states in the bulk naturally
depends on the size of the bulk gap and if the bulk is doped then the bound states can tunnel away from
the surface and be destroyed[26]. While this system, in most respects, is a trivial s-wave superconductor, it
still remembers it arose from a TI parent state as long as the doping is not too high. The consequence of
this topological signature is that vortices will still bind MBSs at the intersection between the vortex line and
the surface. As the TI becomes more doped a vortex quantum phase transition (VQPT) occurs at a critical
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chemical potential and beyond which no Majorana modes are bound to the vortices. This mechanism comes
with its own challenges as one desires the formation of an s-wave gap (which may or may not be favored),
and there is only a finite doping range over which the system will exhibit this phenomenon. The latter
restriction leads to the competition between a desire to stabilize a superconducting phase (higher doping)
and preserving the MBSs (lower-doping) and thus might still require fine-tuning of the chemical potential.
Here we find a more attractive material context for this mechanism which removes the fine-tuning con-
straint by considering materials with electronic structure similar to bulk HgTe. This requires the consid-
eration of 6-bands instead of the 4-band model of the Bi2Se3/Bi2Te3 family[70]. Our essential insight is
that the coupling of the Dirac structure to an additional “trivial” band(s) can strongly affect the location
of the critical chemical potential and stabilize the MBSs over a much larger range of doping by extending
the energy range in which the topological signature persists. The set of materials where our analysis can be
applied is quite large and includes bulk HgTe, which was recently confirmed to be a TI[81], and the ternary
Heusler materials (e.g. ScPtBi) which were recently predicted to be TIs[82]. Beyond this application our
results indicate that the presence of a topologically trivial band can aid the persistence of topological features
(e.g. magneto-electric response) beyond the un-doped regime. For these materials this implies the existence
of a unique metallic phase over a broad doping range that has not been fully characterized.
7.2 The six-band model Hamiltonian of HgTe
In this section we will primarily consider bulk HgTe, a zero-gap semiconductor that exhibits a TI phase
under compressive strain although our results directly apply to the ternary Heusler compounds with just
a change of parameters in the model[36, 81, 83]. The low-energy band structure is time-reversal invariant
and consists of three doubly-degenerate bands near the Γ-point. The bands closest to the Fermi-level
nominally consist of the J = 3/2 multiplet of a spin-orbit split p-orbital (denoted by Γ8) which, when
(un)strained is (4)2-fold degenerate at the Γ-point. The other relevant band nominally consists of an s-
orbital (Γ6) and forms a Dirac Hamiltonian with the Jz = ±1/2 states (the light hole(LH) band) of the Γ8
multiplet[83]. The relative orientation of the Γ6 and Γ8 bands are inverted and thus induce a topological
band structure [36]. The other doubly degenerate band, which is made from the Jz = ±3/2 states (the heavy
hole (HH) band) hybridizes with both of the Dirac bands, but does not qualitatively affect the topological
properties[83]. The 6-band model Hamiltonian expanded near the Γ-point in a basis convenient for our
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analysis [|Γ8, 3/2〉, |Γ6, 1/2〉, |Γ8,−1/2〉, |Γ8,−3/2〉, |Γ6,−1/2〉, |Γ8, 1/2〉] is:
HHgTe(~k) =
H+(~k) Hc(~k)
H†c (~k) H−(~k)
 , (7.1)
where
H+(~k) =

Eν −A1k2‖ −A2k2z − Σ −λ P√2k−
√
3λ(Dk2− − Fk2+)
−λ P√
2
k+ A0k
2 P√
6
k−
√
3λ(Dk2+ − Fk2−) P√6k+ Eν −B1k2‖ −B2k2z + Σ

Hc(~k) =

0 0 2
√
3Gk−kz
0 0
√
2
3
Pkz
−2√3Gk−kz
√
2
3
Pkz 0
 , H−(~k) = H∗+(−~k), k2‖ = k2x + k2y, k± = kx ± iky, (7.2)
where we have introduced a model parameter λ which we will use to tune the coupling between the HH
bands and the other bands to pass from the Dirac limit (λ = 0) to the physical limit (λ = 1). Additionally,
Σ is the gap generated by the compressive strain, and the remaining parameters are determined by the
material band structure[4]. For all of the materials in which we are interested Eν > 0 and Σ > 0. The
Hamiltonian HHgTe preserves time reversal symmetry with the operator T = −iσy ⊗ I3×3Θ where Θ is
complex conjugation. When kz = 0, HHgTe is block diagonal with two decoupled 3 × 3 blocks which are
time-reversed partners. The energy spectra and orbital composition when λ = 0(1) are presented in Fig.
1a(d).
7.3 MBS’s on superconductor vortices
To determine the existence of MBSs on superconductor vortices we will add s-wave superconductivity to the
6-band model at the mean-field level and study the Bougoliobov-De Gennes (BdG) spectrum when a vortex
line is oriented along the z-direction. Note that we are not considering proximity induced superconductivity
but s-wave superconductivity generated due to a Fermi-surface instability in doped topological insulators[26].
Besides the BdG doubling of the Hamiltonian, one needs to include the vortex winding in the phase of the
superconducting order parameter. Considering the extreme type-II superconductor limit we ignore the
magnetic field which does not qualitatively change the results [84]. In an ordinary s-wave superconductor,
the vortex core states are gapped [85] with a “mini”-gap δ ∝ ∆2EF where ∆ is the superconducting gap and
EF is the Fermi energy of the normal metal state. Unexpectedly, it was found that in doped topological
insulators, these modes can become gapless at a critical doping level µc leading to the aforementioned VQPT
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Figure 7.1: Band structure and orbital content of the bands of HgTe (indicated by colors: blue |Γ8,±1/2〉,
red |Γ6,±1/2〉, green |Γ8,±3/2〉) for λ = 0 (a) and λ = 1 (d). Insets show zoomed out energy spectrum.
Corresponding Berry-phase on the Fermi surfaces at kz = 0 as a function of chemical potential for λ = 0 (b)
and λ = 1 (e). The Berry phases are calculated by a numerical line-integral around each independent Fermi-
surface. The dashed green/solid green lines in (e) represent the two different HH Fermi-surfaces. Inset shows
zoomed out Berry phase so that the pi Berry phase of the Γ6 band can be seen. (c) Exact diagonalization
results for the lowest energy vortex core states for λ = 0, 1 dashed/solid respectively where dots indicate
critical points. This was calculated for kz = 0 for a lattice size of 180× 180 with HgTe parameters adapted
from Ref. [4] and Σ = 0.1,∆ = 0.3. (f) Valence-band µ−c as a function of λ.
[26]. Essentially, when tuned away from such a critical point, one can think of the vortex line itself as a
gapped 1D superconductor which can either exist in a topological (µ−c < µ < µ
+
c ) or trivial (µ > µ
+
c or
µ < µ−c phase where µ
±
c is the critical chemical potential in the conduction and valance bands respectively)
phase analogous to the Kitaev p-wave superconducting wire[26, 51]. When the vortex is in a topological
phase it will have MBSs localized on its ends i.e. at places where the vortex line terminates on a surface.
This is exactly the phenomenon we seek and thus our goal is to find the region of chemical potential where
the 1D vortex line is in a gapped topological phase. Here, instead of studying the appearance of Majorana
modes on the boundary, we study the VQPT in a torus geometry with a vortex line along the periodic
z-direction and use Lanczos exact diagonalization calculations find the lowest energy vortex mode [26, 84].
7.4 Coupling of the trivial bands stabilizes MBS’s
For comparison we show two different results, each for a different coupling λ = 0, 1. In the case λ = 0 (Fig.1c,
dashed line) we essentially reproduce the results of Ref. [26] as this is the Dirac limit. We see two critical
117
points one in the conduction band and the other in the valence band(s); both critical points occur past the
onset of bulk doping. For λ = 1 (Fig. 1c solid line) the HH band is fully coupled and we can see a critical
point in the conduction band that has been pushed toward the conduction band edge while the critical point
in the valence band has been driven to a much lower energy i.e. vastly increasing the range of valence band
doping which would contain stable MBSs.
This large effect is rather surprising, but we will now argue that it is the natural outcome of coupling
to a trivial band. From the arguments of Ref. [26] we know that in the weak-pairing limit (∆ << EF ) we
can determine the VQPT from the normal-state Hamiltonian alone, without using the BdG formalism. In
this case, for a vortex-line oriented in the z-direction, the critical chemical potential is determined solely
by the Berry phases of the normal-state Fermi-surface (FS) in the kz = 0 and kz = pi planes. For models
of the type we are considering there are no low-energy states near kz = pi so we will only consider the
kz = 0 plane. It was shown that for a single (spin degenerate) FS that the lowest vortex core-state energies
are proportional to En ∝ [ΦB + (2n − 1)pi], where n is an integer, so the vortex-line is critical when the
Berry-phase ΦB around the FS is pi. Additionally, for a four-band Dirac Hamiltonian, there is an easy way
to determine the energies for FS’s with pi Berry phase as the k-dependent mass term vanishes exactly at that
chemical potential. That is, at this chemical potential there is a VQPT point where a zero energy vortex
mode emerges. For our 6-band model there are some chemical potentials where there are more than one
independent FS when doped into the valence band(s), but let us first consider cases where there is only a
single (spin degenerate) FS. While the the presence of zero energy mode directly depends on the the value
of ΦB [26] even the single-FS case does not allow us to determine ΦB = pi in a simple way because the
vanishing of the mass term of the Dirac block does not guarantee ΦB = pi when the HH band is added
(λ 6= 0). To determine ΦB we need to consider kz = 0 where Eq. 7.1 breaks up into two decoupled 3 × 3
blocks. Let us consider one block of the Hamiltonian in the kxky-plane in polar coordinates (k‖, θ) in the
basis of [|mJ = 3/2〉, |mJ = 1/2〉, |mJ = −1/2〉] ,
H+(k‖, θ) =
Eν −A1k2‖ − Σ −λP√2k‖e−iθ
√
3Dλk2‖e
−2iθ
−λP√
2
k‖e
iθ A0k
2
‖
P√
6
k‖e
−iθ
√
3Dλk2‖e
2iθ P√
6
k‖e
iθ Eν −B1k2‖ + Σ
 . (7.3)
Due to time reversal symmetry, the Berry phases of H− and H+ only differ by signs so we only consider
H+ and calculate the Berry phases at the FS’s. To simplify the calculation, we have used the spherical
approximation which implies that A1 = A2, B1 = B2, and F = 0 in Eq. 7.1, and that in-plane FS’s will
be circular. The generic solution can be obtained by using an ansatz which captures the θ-dependence and
is of the form: Ψ =
(
a(k‖)e−iθ, b(k‖), c(k‖)eiθ
)T
where the vector (a, b, c) is an eigenvector of H+(k‖, 0).
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Therefore, for the case of a single in-plane FS, the Berry phase of the wavefunction Ψ is
ΦB = −i
∫ 2pi
0
〈Ψ|∂θ|Ψ〉dθ = 2pi(|c|2 − |a|2). (7.4)
This result applies in the entire regime of n-doping, and in several regions of p-doping where only a single HH
FS persists. The expression for ΦB is generic for our model and the weights a, b, c depend on the particular
FS, the value of µ, and the value of λ.
Let us now illustrate how turning-on the coupling to the the trivial HH band affects the locations of
critical FS’s i.e. places where ΦB = pi. First, we consider λ = 0 so that the system is in the Dirac limit
(see Fig. 1b). If the Fermi-level is in the HH band the Berry phase is an integer multiple of 2pi (since
|a|2 = 1, |c|2 = 0) and thus does not generate a VQPT. However, if the Fermi-level is in one of the two
Dirac bands then the Berry phase is ΦB = 2pi|c|2 which will reach a value of pi when |c|2 = |b|2 = 1/2 as
found in Ref. [26]. This will occur at one of the chemical potentials µ±c (λ = 0) =
A0(Eν+Σ)
A0+B1
±
√
P 2(Eν+Σ)
6(A0+B1)
for the upper and lower bands respectively as indicated by the solid dots in Fig. 1b. With a small λ 6= 0
there will be a correction to the LH and Γ6 band wavefunctions of the form δΨ± = (δ±, 0, 0)T where the
± indicate upper(LH)/lower (Γ6) band respectively. The resulting wavefunctions and Berry phases at the
original critical energies are Ψ± = (δ±, ±1, 1)T /
√
2 + |δ±|2 and ΦB± = pi(1 − 3|δ±|2/(2 + |δ±|2)) which
have clearly been decreased independent of which band. The effect on the respective critical potentials in
each band is, however, asymmetric. We can see this by noting for λ = 0, ΦB shifts from 2pi to 0 (0 to 2pi)
as one raises (lowers) the chemical potential through the LH (Γ6) band (see Fig. 1b). Our restriction to
a single-FS implies that the critical points are determined by ΦB = pi. Thus, with respect to the original
critical points we see that the perturbed critical points are at µ±∗c < µ
±
c . This means that the viable doping
range has decreased for the conduction band, but increased for the valence band. Indeed, we see it is exactly
the coupling to the trivial band which causes the shift in the Berry phase. If we assume axial rotation
symmetry one can easily extend this result to trivial bands with higher angular momentum by replacing
|mJ = 3/2〉 with |mJ = (n + 1/2)〉 which will lead to ΦB = 2pi(|c|2 − n|a|2). For n ≥ 0, this will share
the same qualitative features as the mJ = 3/2 case; but for n < 0, the range of the MBSs will decrease for
the valence band and increase for the conduction band. For most ranges of p-doping, when λ 6= 0, this
calculation is merely suggestive since there will be more than one FS, but we will see in the next paragraph
that these arguments are still approximately valid in most circumstances. We also note that in Fig. 1c,f we
have already seen that the critical point can be shifted dramatically in the valence band due to the nature
of the coupling to the trivial HH band, but one must eventually take other bands into account, because as
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µ−c is pushed lower and lower we will eventually have to consider the spin-orbit split off band which we have
ignored. The qualitative trend, however, is quite striking and is favorable for experimental realization.
Finally, to complete our analytic interpretation of the numerics we consider the important case when
two FS’s are present simultaneously for some range of chemical potentials. For our model there are two
FS’s present in two separate energy ranges (when λ 6= 0): (i) a chemical potential near the top of the HH
band leading to a narrow energy range with two HH FS’s (ii) a wide range of chemical potentials with
one FS from the HH band and one from the Γ6 band. If momentum is approximately conserved in the
presence of the vortex i.e. if the vortex profile is smooth and broad, we can treat the two FS approximately
independently. For case (i) we can see from Fig. 1e that there are a total of two places where ΦB = ±pi
one for each FS. These critical points are quite unstable and usually couple together to annihilate. On the
other hand, for case (ii) we see from Fig. 1e that in this energy range the HH FS will never have a point
where ΦB = pi so the core states generated by this FS will always remain gapped. So in this regime, in the
decoupled FS limit, the VQPT will continue to be controlled by the FS of the Γ6 band and we can continue
to apply our previous analytic arguments above. To more accurately match our numerics we must consider
the hybridization between the vortex core modes on the two FS’s through perturbation theory. If we let E1
(E2) be the lowest energy core state from the HH (Γ6) FS we can write down the effective Hamiltonian
Heff =

E1 α
∗ 0 −β
α E2 β 0
0 β∗ −E1 −α
−β∗ 0 −α∗ −E2

, (7.5)
where α and β are the only couplings allowed by the BdG particle-hole symmetry. For the decoupled limit
α = β = 0, the lowest core-state energy from each single FS can be determined by the the Berry phase of
the normal-state FS in the kz = 0 plane; for case(ii) E1 ∝ (ΦHHB + pi) > 0 and E2 ∝ (ΦΓ6B + pi), where ΦHHB
and ΦΓ6B are the Berry phases of the HH and Γ6 FS’s respectively. Therefore, E2 = 0 exactly when µ = µ
−
c
so that ΦΓ6B = −pi. When the inter-FS couplings are on, Heff has a pair of zero eigenvalues, i.e. a critical
point, when E1E2 = |α|2 − |β|2. The values of α, β depend on the details of the vortex core states and are
sensitive to finite-size effects. Since E2 decreases from positive to negative as µ gets lower then if |α| > |β|
(|α| < |β|) the critical chemical potential is modified and driven toward (away from) the band edge. In our
numerical simulations we find the former case where the critical chemical potential is reached before a Berry
phase ΦΓ6B = −pi is reached. While this effect moves the critical point back toward the band edge it still
does not counter-act the much larger shift due to the hybridization between the Γ6 and HH bands as we
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have seen in Fig. 1c,f. We note in passing that we have also considered the effects due to bulk inversion
asymmetry and find they do not qualitatively alter our results.
7.5 Conclusion
Our calculations indicate that materials with Dirac bandstructures that hybridize with trivial bands can
support vortex MBSs over much larger ranges of doping. The hybridization with the trivial band delays
the VQPT in the valence band while accelerating it in the conduction band. We are optimistic that these
effects can be used to find and design an ideal material to support Majorana vortex states. More generally
we showed that the trivial band coupling extends the range of the topological signature. This merits further
investigations on other features of doped TIs which are sensitive to the band inversion of the parent insulator
state.
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Appendix A
A.1 The proof of the isomorphism
We start at irreducible matrix representation of the real Clifford algebra. Consider a set of square real
matrices {J1, J2, ..., Jp, J˜1, J˜2, ..., J˜q}, where Ji and J˜j are the generators of the Clifford algebra Clp,q and
obey the anticommutation relations in Eq. 3.23. TableA.1 shows the minimal dimension of Ji and J˜j real
matrices. For example, p = 2, p = 1: we can find the smallest matrices obeying those anticommutation
relations are
J1 = σx ⊗ iσy, J2 = σz ⊗ iσy, J˜1 = σy ⊗ σy (A.1)
The minimal dimension (4 × 4) of the matrices is consistent with the number in table A.1. On one hand,
the subscript 2 for some Clp,q indicates two inequivalent representations. For example, p = 3, q = 0
J1 = σx ⊗ iσy, J2 = σz ⊗ iσy, J3 = ±iσy ⊗ I (A.2)
The signs indicate two inequivalent representations. That is, these two sets of Ji cannot be orthogonal
transformed from one to the other. On the other hand, without the subscript 2 any two sets of Clp,q can be
orthogonal transformed from one to the other.
To prove those isomorphisms, we separate the proof to two following subsections. First, we consider
Clgp,q, a set of the quadratic forms in the real vector space, to construct the Hamiltonian in a complex
vector space by using the complex structure from J1. We find that there exists a mapping f so that
f : Clgp,q → Hsymmetry class. Secondly, we start from Dirac Hamiltonians for each individual symmetry class.
Since every complex vector space has a real structure, by using this property, the inverse mapping f−1 is
found. This is our strategy to prove the isomorphisms.
122
Class Clp,q q = 0 1 2 3 4
D p = 1 2 2 22 4 8
DIII 2 4 4 4 42 8
AII 3 42 8 8 8 82
CII 4 8 82 16 16 16
C 5 8 16 162 32 32
CI 6 8 16 32 322 64
AI 7 82 16 32 64 642
BDI 8 16 162 32 64 128
Table A.1: This table shows the minimum matrix dimensions of Ji’s and J˜j ’s. The integer p is the number
of Ji’s and q is the number of the J˜j ’s. The table easily can be extended for large q and p by exploiting the
periodicity identity: dp+8,q = dp,q+8 = 16dp,q.
A.1.1 f : Clgp,q → Hsymmetry class
The goal of this section is to find a mapping from Clgp,q on a real vector space to Hsymmetry class on a complex
vector space. To have a complex space from a twice-as-big real space, we need to introduce a complex
structure. A complex structure on a real vector space is a linear map J such that J2 = −1. In our case, we
pick up J1 in Cl
g
p,q as the role of J here. Moreover, J1 = J acts like ‘i’. That is, for all x, y ∈ R, xv+ yJ1(v)
in the real space VR corresponds to xv + yiv in the complex space VC . Also, there is an important theorem
to describe linear and antilinear mappings on a complex vector space
Theorem 1. A real linear transformation A : VR → VR is a complex linear(antilinear) transformation of
the corresponding complex vector space VC if and only if A commutes(anticommute) with J .
We will construct Hamiltonians in a real vector space from the elements of Clgp,q. To transform the Hamil-
tonians to the complex form, the Hamiltonians must commute with J1. Also, a antilinear transformation
in the complex vector space is a matrix anticommuting with J1. Time reversal operator and particle-hole
operator are antilinear and a product of an odd number of the Ji6=1’s and J˜j ’s anticommutes with J1. Hence,
this product is a candidate of these symmetry operators. Likewise, a product of an even number of the
Ji 6=1’s and J˜j ’s commutes J1 so the Hamiltonian can be constructed from this product. In the following, we
find a mapping for each individual symmetry class.
f : Clg3+D,d → HAII: the Hamiltonian is constructed from the elements of Clg3+D,d as
H(k)AII = mJ1J2J3 +
D∑
j=1
mjJ1J2J3+j +
d∑
i=1
kiJ2J˜i. (A.3)
We construct a mapping so that J1J2J3+j → γ˜j for 0 ≤ j ≤ D and J2J˜i → ˜˜γi for 1 ≤ i ≤ d. The mapping
is proper, since the matrices of J1J2Ji+3 and J2J˜j have the anticommutation relation in Eq. 3.13. To
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determine which symmetry class this Hamiltonian belongs to, we try to find a product of an odd number
of the Ji 6=1’s and J˜j ’s obeying the symmetry equations Eq. 2.4 and 2.5. Only J2 is proper time reversal
operator satisfying Eq. 2.4. Because J22 = −I, this Hamiltonian in a complex vector space belongs to class
AII.
f : Clg4+D,d → HCII: similarly, the Hamiltonian is the same form in Eq. A.3. We found that the Hamil-
tonian preserves two symmetries with time reversal operator J2 → T and particle-hole operator J4+D → C.
Hence, the corresponding symmetry class is class CII.
f : Clg2+d,1+D → HC: we change the form of the Dirac Hamiltonian to have each matrix in the Hamilto-
nian playing a role of a gamma matrix
H(k)C = mJ2J˜1 +
D∑
j=1
mjJ2J˜1+j +
d∑
i=1
kiJ1J2Ji+2 (A.4)
Consider the mapping from the real quadratic forms to the complex quadratic forms: J2J˜j+1 → γ˜j for
0 ≤ j ≤ D and J1J2J˜i+2 → ˜˜γi for 1 ≤ i ≤ d. The anticommutation relations in Eq. 3.13 are still preserved
for J2J˜j+1 and J1J2J˜i+2. By looking at all possible candidates of the symmetry operators, the Hamiltonian
only preserves PHS as J2 → C. The Hamiltonian belongs to class C.
f : Clg2+d,2+D → HCI: likewise, we keep the Hamiltonian in the same form in Eq. A.4. The system has
another symmetry— TRS with J˜2+D → T . Therefore, the corresponding symmetry class is class CI.
f : Clg1+d,2+D → HAI: the Hamiltonian is in the form of
H(k)C = mJ1J˜1J˜2 +
D∑
j=1
mjJ1J˜1J˜2+j +
d∑
i=1
kiJ˜1Ji+1. (A.5)
The mapping is J1J˜1J˜2+j → γ˜j and J˜1J1+i → γi. The only possible symmetry operator is the TR operator
(J˜1 → T ). Hence, the Hamiltonian belongs to class AI.
f : Clg1+d,3+D → HBDI: The Hamiltonian is the same form with H(k)C. The extra symmetry operator
is the PH operator (J˜1 → C). This is class BDI.
f : Clg2+D,1+d → HD: The form of the Hamiltonian is
H(k)D = mJ˜1J2 +
D∑
j=1
mj J˜1J2+j +
d∑
i=1
kiJ1J˜1J˜1+i, (A.6)
with PH operator J˜1 → C. Likewise, the mapping to the complex vector space is J˜1J˜2+j → γ˜j and
J1J˜1J1+i → γi. Hence, the symmetry class is class CI.
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Class Symmetry operators Mapping Clp,q
D Γ2C = I J˜1 = ΓC , Jj+2 = ΓC Γ˜j , J˜i+1 = J1ΓCΓi Cl2+D,1+d
DIII −Γ2T = Γ2C = I J2 = ΓT , J˜1 = ΓC , Jj+3 = ΓC Γ˜j , J˜i+1 = J1ΓCΓi Cl3+D,1+d
AII Γ2T = −I J2 = ΓT , Jj+3 = J1ΓT Γ˜j , J˜i = ΓTΓi Cl3+D,d
CII Γ2T = Γ
2
C = −I J2 = ΓT , J3 = ΓC , J Jj+4 = J1ΓT Γ˜j , J˜i = ΓTΓi Cl4+D,d
C Γ2C = −I J2 = ΓC , Ji+2 = J1ΓCΓi, J˜j+1 = ΓC Γ˜j Cl2+D,1+d
CI Γ2T = −Γ2C = I J2 = ΓC , J˜1 = ΓT , Ji+2 = J1ΓCΓi, J˜j+2 = ΓC Γ˜j Cl2+D,2+d
AI Γ2T = I J˜1 = ΓT , Ji+1 = ΓTΓi, J˜j+2 = J1ΓT Γ˜j Cl1+d,2+d
BDI Γ2T = Γ
2
C = I J˜1 = ΓT , J˜2 = ΓC , Ji+1 = ΓTΓi, J˜j+3 = J1ΓT Γ˜j Cl1+d,3+d
Table A.2: Based on the anticommutation and commutation relation {J1,ΓT,C} = 0, [Γ˜j ,ΓT ] = 0,
{Γi,ΓT } = 0, {Γ˜j ,ΓC} = 0, [Γi,ΓC ] = 0, and {ΓC ,ΓT } = 0, as 0 ≤ j ≤ D and 0 < i ≤ d, we con-
struct the mapping from any symmetry class to the generators of the Clifford algebra so that Jk’s and J˜l’s
obey the anticommutation relations in Eq. 3.23.
f : Clg3+D,1+d → HDIII: The Hamiltonian is unchanged with the extra TRS J˜3+D → T . Therefore, it
corresponds to class DIII.
A.1.2 f−1 : Hsymmetry class → Clgp,q
We construct the mapping from all of the elements in the Dirac Hamiltonian in form of Eq. 3.12 and the
corresponding symmetry operator to the generators of the Clifford Algebra. All of these gamma matrices
anticommute with each other and the square of any of them is identity. Because each complex vector space
has real structure, we can easily transform from this complex vector space to a twice-big real vector space
by change a complex number to a 2× 2 real matrix
a+ bi→ a
1 0
0 1
+ b
 0 1
−1 0
 . (A.7)
Since i2 = −1, we define
J1 = iσy ⊗ In×n, (A.8)
where n is the dimension of the complex vector space. The Hamiltonian in the real vector space is rewritten
as
H(k) = M Γ˜0 +
D∑
j=1
mjΓ˜j +
d∑
i=1
kiΓi. (A.9)
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Here we use the big case for the real vector space to distinguish the small case for the complex vector space.
The anticommutation relation of the gamma matrices in Eq. 3.13 can be rewritten as
{Γi,Γk} = 2δikI2n×2n, {Γ˜k, Γ˜j} = 2δkjI2n×2n, {Γi, Γ˜j} = 0 (A.10)
Another advantage to discuss the symmetry classes in the real vector space is that any antilinear operator
can be defined in a real matrix form. Without loss of generality, we define the conjugate operator K as
K = σz ⊗ In×n, (A.11)
since K anticommutes with J1. Hence, time reversal and particle-hole operators both are transformed to
real matrix forms as ΓT and ΓC in the real vector space. Physically, there is no commutation or anticommu-
tation relation between these two symmetry operators because they describe different degrees of freedom.
Furthermore, in a complex vector space these antilinear operator do not change symmetry properties as the
operators have a extra phase. Therefore, we can choose two proper antilinear operators by adding some
phases so that
{ΓC ,ΓT } = 0. (A.12)
With the ingredients above, we can construct the mapping from a symmetry class to Clp,q as follows.
Class AII: we have some anticommutation and commutation relations {J1,ΓT } = 0, [Γ˜j ,ΓT ] = 0, and
{Γi,ΓT } = 0. Also, Γ2T = −I. We can define J2 = ΓT , Jj+3 = J1ΓT Γ˜j , J˜i = ΓTΓi for 0 ≤ j ≤ D and
0 < i ≤ d. These Jj ’s and J˜i’s, obeying the anticommutation relation in Eq. 3.23, construct Cl3+D,d.
Class CII: we still keep TRS and introduce PHS in the system. The PHS operator ΓC satisfy anitcom-
mutation and commutation relations: {J1,ΓC} = 0, {Γ˜j ,ΓC} = 0, and [Γj ,ΓC ] = 0. {ΓT ,ΓC} = 0. Also,
in class CII Γ2C = −I. To satisfy Eq. 3.23 the definition of J˜j is the same with class AII; moreover, new
definitions are J3 = ΓC and Jj+4 = J1ΓT Γ˜j . Those Ji’s and J˜j ’s correspond to Cl
g
4+D,d.
For the remaining six symmetry classes, the construction of the mapping is shown in Table. A.2.
A.2 Equivalent Representation
The set HZ, including the elements in Eq. 3.14 for a Dirac Hamiltonian in any symmetry class possessing a
Z topological invariant, has two inequivalent representations. Likewise, in any symmetry class possessing a
Z2 topological invariant, the set HZ2 has only one equivalent representation. More precisely, if g1 and g2 are
in the equivalent representation, then there exists a unitary transformation U so that g1 = U
†g2U . In other
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words, any two different set of a Dirac Hamiltonians with symmetry operators in the minimal model in the
same Z2 invariant symmetry class and spatial dimension. One set can be unitary transformed to the other.
For Z it is also true, when these two sets in the equivalent representation. The proof in the following.
The elements in Eq. 3.14 can be transformed to the real vector space by applying the same transformation
in the subsection A.1.2
{Γ˜0, Γ˜1, · · · , Γ˜D, Γ1, Γ2, · · · , γd, ΓT , and ΓC}. (A.13)
Now ΓT and ΓC are real matrices without the complex conjugation. We notice that J1 is a surrogate of i from
the original complex vector space. The set above can construct all of the generators of the corresponding
CLp,q except for J1 vice versa
{J2, ..., Jp, J˜1, J˜2, ..., J˜q} (A.14)
Consider the two different sets g1 and g2 of Eq. 3.14 in the complex vector space in the same symmetry
class and spatial dimension. We can find the two corresponding sets of Eq. A.14. In table 3.3, the real
Clifford algebra corresponding to Z2 has only one equivalent representation and Z has two inequivalent
representations. Therefore, in the equivalent representation the two sets of Eq. A.14 can be orthogonal
transformed from one to the other by an orthogonal matrix O(2n). However, these two systems share the
same J1, which gives the restriction the orthogonal matrix
J1 = O
TJ1O (A.15)
To obey this restriction, when the orthogonal matrix O(2N) is transformed back to the original vector space,
O(2N) must be a unitary matrix U(N)[37]. By performing the unitary transformation U(N), g1 = U
†g2U .
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Appendix B
B.1 The calculation of Z number
We review the calculation of the topological number for the symmetry classes possessing a Z or 2Z topological
invariant. For the classification without reflection symmetry, in odd (d = 2n + 1) spatial dimensions such
symmetry classes always have chiral symmetry, which is a key point to define the topological number. In
even (2n+2) spatial dimensions, the topological number is exactly the same with the n+1-th Chern number.
To seek the expression of the topological number in 2n + 1 spatial dimensions, first we introduce the
spectral projector onto the filled Bloch states and the “Q-matrix” (flat band) [49] by
P (k) =
∑
aˆ
|u−aˆ (k)〉〈u−aˆ (k)|, Q(k) = I− 2P (k). (B.1)
We note that P (k)2 = P (k) so Q(k)2 = I. If the system possesses the chiral symmetry, which is described
by Eq (2.6), with negative energy filled N+ = N−. The Q-matrix can be brought into block off-diagonal
form,
Q(k) =
 0 q(k)
q†(k) 0
 , q(k) ∈ U(N−). (B.2)
in some basis. The topological number in 2n+ 1 spatial dimensions is characterized by the winding number
ν2n+1[q] =
(−1)nn!
(2n+ 1)!
(
i
2pi
)n+1
∫
BZd=2n+1
tr[(q−1dq)2n+1] (B.3)
Here, BZd means the integration over d-dimensional k-space. That is, the region is the first Brillouin zone
in the lattice model.
For the topological number in 2n+2 spatial dimensions, first we define the non-Abelian Berry connection
of the occupied bands
Aaˆbˆ(k) = Aaˆbˆµ (k)dkµ =
〈
u−aˆ (k)|du−bˆ (k)
〉
, (B.4)
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where µ = 1, · · · , d, aˆ, bˆ = 1, · · · , N−. And the Berry curvature is defined by
F aˆbˆ(k) = dAaˆbˆ + (A2)aˆbˆ (B.5)
The topological number is captured by the n+ 1-th Chern number
ν2n+2 = Chn+1[F ] = 1
(n+ 1)!
∫
BZd=2n+2
tr(
iF
2pi
)n+1 (B.6)
B.1.1 An example for the first Chern number calculation
We calculate the first Chern number by considering a simple example — an 2×2 Hamiltonian in momentum
space
H(~k) = ~R · ~σ =
 Z X − Y i
X + Y i −Z
 , (B.7)
where X, Y, and Z are functions of the momentum ~k. The identity matrix, which simply shifts energy, is
not included in this generic Hamiltonian, because we are considering the half-filling scenario. That is, one
band is occupied and the other is unoccupied. The eigenstates with ±R eigenvalues is written as
| u+S〉 = 1√
2R(R+ Z)
 R+ Z
X + Y i
 , | u−N 〉 = 1√
2R(R− Z)
 −R+ Z
X + Y i
 , (B.8)
where R =
√
X2 + Y 2 + Z2 and S(N) indicates the wavefunction is not well defined in the south(north)
pole. Similarly, the wavefunctions can be written in another manner with ill-defined points exchanging
| u+N 〉 = 1√
2R(R− Z)
 X − Y i
R− Z
 , | u−S〉 = 1√
2R(R+ Z)
 X − Y i
−R− Z
 (B.9)
We note that |u±S〉 and |u±N 〉 differ by a single gauge transformation U(1) = X±Y i√X2+Y 2 . Say | u−N 〉 is the
only occupied state, we have to compute the connection AN of | u−〉 for the Chern number
AN = 〈u−N | du−N 〉 = i(XdY − Y dX)
2R(R− Z) (B.10)
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We note that | u−〉 is not well defined at the south pole. The other wavefunction for the lower energy is
| u−S〉 = 1√
2R(R+ Z)
 X − Y i
−R− Z
 (B.11)
The connection for the well defined south pole is
AS = 〈u−S | du−S〉 = − i(XdY − Y dX)
2R(R+ Z)
(B.12)
Now we have the connection so we can do the path integral along the boundary of the first Brillouin zone.
Or we can take the exterior derivative again on the connection to calculate the area integral.
dA = d〈u | du〉 = i
2R3
(ZdX ∧ dY +XdY ∧ dZ + Y dZ ∧ dX) (B.13)
The Chern number is
Ch1 =
i
2pi
∫
dA =
i
2pi
∮
A (B.14)
Let us give the example of Eq.2.34 to calculate the Chern number.
Ch1 =
i
2pi
∫
m cos px cos py + cos px + cos py
2(m2 + 2(cos px + cos py)m+ 2 + 2 cos px cos py)3/2
dpx ∧ dpy (B.15)
This Chern number is −1 as −2 < m < 0 and 1 as 0 < m < 2. Elsewhere it is zero.
Let us consider one special case the Hamiltonian. Actually, most of the hopping Hamiltonian can be
simplified to several of this kind of the Hamiltonian around phase transition points.
H =
 m (kx − kyi)p
(kx + kyi)
p −m
 (B.16)
We first handle the easiest case p = 1. The connection can be obtained from Eq.B.13
dA =
imdkx ∧ dky
2(m2 + k2)3/2
(B.17)
The first Chern number is the integral of k in the whole 2d plane
Ch1 = −1
2
∫ ∞
0
kdk
(m2 + k2)3/2
= −sign(m)
2
(B.18)
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Consider p is any integer. To simplify this problem, we transformer the basis to the polar coordinate.
Therefore,
dX ∧ dY = rdr ∧ dθ (B.19)
The first Chern number is
Ch1 = −p
2
∫ ∞
0
∫ 2pi
0
rdrdθ
(m2 + r2)3/2
== −psign(m)
2
(B.20)
B.2 Symmetry classes in mirror planes
In the mirror planes k1 = 0, pi, the Hamiltonian commutes with the reflection operator R
[Hk1=0,pi, R] = 0. (B.21)
Furthermore, because R is hermitian and R2 = 1, the Hamiltonian can be decomposed to two diagonal blocks
H± corresponding to the eigenspaces R = ±1 respectively. Now consider non-spatial symmetries, which
determine the symmetry class of the system. If all of the non-spatial symmetry operators commute with R,
the two block Hamiltonians H± belong to the same symmetry class. Furthermore, we name this symmetry
class for H± in the mirror planes as mirror symmetry class. However, the mirror symmetry class changes
when at least one of the non-spatial symmetry operators anticommutes with R. The Hamiltonians H±
are invariant under the R-commuting symmetries but not invariant under the R-anticommuting symmetry.
Therefore, the mirror symmetry class is determined by the R-commuting symmetries. Table 5.1 shows the
mirror symmetry classes for each possible algebraic relation between non-spatial symmetry operators and
R.
B.3 The proof of the Z1 number definition
We will prove that the bulk topology of the Z1 system is determined by the maximum value of |NZ| and
|NMZ| in general cases. We simplify the problem by considering the Dirac Hamiltonian with the coefficient
of the mass term:
m = M − (kx ± δi)2 − k˜2. (B.22)
In the proof of sec. 5.5.1.1 we only consider δi = 0. In general, δi can be any number in BZ. As δi = 0, pi, NZ
and NMZ can be computed for such Dirac Hamiltonians. As δi is not at the mirror symmetry points, the
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Dirac Hamiltonians only make a contribution to NZ. To achieve the proof of the Z1 number definition, we
consider the Dirac Hamiltonians in any possible distribution and determine the interplay between the phase
of the non-trivial Dirac Hamiltonians, NZ, and NMZ.
In general, the MZ topological number is computed in the two symmetry planes kx = 0, pi. To simplify
the problem, we consider the weak mirror index in Eq (5.21) vanishes so ν0νpi ≤ 0; hence, the MZ number
is given by NMZ = ν0 + νpi. However, with translational symmetry breaking by folding the BZ, the two
symmetry planes collapse to the one symmetry plane k = 0. The MZ number of this d−1-dimensional plane
is ν0 + νpi. Since NMZ is invariant under density waves that connect these two points, the d− 1-dimensional
Z number in the new kx = pi plane vanishes. Thus, we still can discuss any MZ number only in the kx = 0
plane without loss of generality.
The Z topological number (NZ) for the entire system, in general, cannot be defined in the mirror symmetry
planes. The discussion of the Z number can be separated to two parts: δi = 0, pi and δi 6= 0 or pi. First, the
part N0Z of the Z number is contributed from the Dirac Hamiltonians with δi = 0, pi. The problem can be
simplified by considering only δi = 0 case. The reason is that the contribution of the δi = pi can be moved
to δi = 0 by folding the BZ. Secondly, the other part N
′
Z of the Z number are contributed from δi 6= 0 or pi.
Due to the reflection symmetry, N ′Z must be even. Out of the mirror symmetry planes, the bulk topology
is losing the reflection symmetry protection. Therefore, if the Dirac Hamiltonians (±δi) possess Z numbers
that differ by signs, the system combined by these two Hamiltonian is in the trivial phase. Hence, we put
our focus on these Dirac Hamiltonians having the same sign of the Z numbers.
We define (+) as a pair of the Dirac Hamiltonian (±δi) with an even number of the gamma matrices
having the minus sign. In other words, the Z number in this case is 2. Similarly, (−) indicates an odd number
of the minus-sign gamma matrices and N ′Z = −2. Consider a system possessing the Dirac Hamiltonians with
(+,+) (see sec. 5.5.1.1) and (−). Hence, NZ = −1 and NMZ = 1. The entire Hamiltonian for the system is
written as
H =
∑
k1
[H++b†k1bk1 +H−(c
†
k1+δ
ck1+δ + c
†
k1−δck1−δ)], (B.23)
where H++ = mγ0 +
∑
i=1 kiγ1 and H− =
∑
ni
kniγni −
∑odd
nj
knjγnj . Due to Eq (5.9) the Hamiltonian is
invariant under the reflection symmetry with the reflection operator in the second quantization
Rˆ =
∑
k1
(b†k1Rb−k1 + c
†
k1
Rc−k1). (B.24)
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The SPEMT is found to prevent two of the three minimal Dirac Hamiltonians passing through quantum
phase transition:
Nˆ± =
N√
2
(b†k1ck1+δ ± b
†
k1
ck1−δ) + h.c., (B.25)
where N = (i)
∏odd
nj
γnj and we choose the presence or absence of “i” to preserve TRS and PHS. Moreover,
in order to preserve the reflection symmetry +/− in Nˆ corresponds to nj 6= 1/nj = 1 in the product of N.
The entire Hamiltonian with Nˆ± and a real coupling coefficient g is given by
H± =
∑
k1
Ψ†±

H++ gN 0
gN† H− 0
0 0 H−
Ψ± (B.26)
in the basis of
Ψ± =
(
ck1
1√
2
(ck1+δ ± ck1−δ) 1√2 (ck1+δ ∓ ck1−δ)
)T
. (B.27)
Hence, the first two Dirac Hamiltonian become trivial and the last Dirac Hamiltonian survives. The topo-
logical number is one, which equals to NZ1 in Eq (5.35).
Now we add an extra (+,+) into the original system. That is, NZ = 0 and NmZ = 2. The entire
Hamiltonian with the SPEMTs is written as
H± =
∑
k1
Φ†±

H++ 0 g1N 0
0 H++ g2N 0
g1N
† g2N† H− 0
0 0 0 H−

Φ± (B.28)
in the basis of
Φ± =
(
ak1 bk1
1√
2
(ck1+δ ± ck1−δ) 1√2 (ck1+δ ∓ ck1−δ)
)T
. (B.29)
The SPEMT coupling from the last Dirac Hamiltonian Hodd to the others is forbidden by the symmetries.
By performing a proper unitary transition, only two Dirac Hamiltonian couple so that these subsystems
become trivial. The two other Dirac Hamiltonian keep the original bulk topology structure. Hence, the
topological number is two, which is the maximum value of |NZ| and |NMZ|.
Instead of adding an extra (+,+), we add (−,−)
H−− = −mγ0 − k1γ1 +
∑
i=2
kiγi (B.30)
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into the original system. In other words, consider the system with NZ = NMZ = 0. The entire Hamiltonian
with the SPEMT is given by
H± =
∑
k1
Φ†±

H−− 0 0 g1L
0 H++ g2N 0
0 g2N
† H− 0
g1L
† 0 0 H−

Φ±, (B.31)
where L = iNγ0γ1 preserves all of the symmetries. All of the Dirac Hamiltonian couple so the entire system
is in the trivial phase. As expected, the topological number vanishes. Thus, only one (+,+) can couple with
a pair Dirac Hamiltonian (−) and then one Dirac Hamiltonian survives and provides the non-trivial bulk
topology. In general, consider N+,+ (+,+) Dirac Hamiltonians and N−/2 pairs of (−) Dirac Hamiltonians
in a system. The number of the nontrivial Dirac Hamiltonians is |N+,+ −N−/2|. Similarly, the number of
the protected modes for the other cases separately are |N+,− −N+/2|, |N−,− −N−/2|, and |N−,+ −N+/2|,
where N+/2 is the number of the pairs (+) Dirac Hamiltonians. However, the discussion in sec. 5.5.1.1
(+,±) the number of the protected modes for the entire system is |N+,+ −N+,−|+ |N−,+ −N−,−|. In this
case, we replace
N±,∓ → N±,∓ −N+/2
N±,± → N±,∓ −N−/2 (B.32)
Moreover, a system with the same number of (−) and (+) is trivial. Thus, the total number of the protected
modes is given by
|N+,+ −N+,− + N+ −N−
2
|+ |N−,+ −N−,− + N+ −N−
2
|, (B.33)
which is the topological number for the Z1 system. By applying those identities
N0Z ±NMZ = N±,+ −N±,−, (B.34)
N ′Z = N+ −N−, NZ = N0Z +N ′Z, (B.35)
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we can simplify the expression of the Z1 number:
NZ1 =|N
0
Z +NMZ +N
′
Z
2
|+ |N
0
Z −NMZ +N ′Z
2
|
=Max(|νd|, |NMZ|). (B.36)
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Appendix C
C.1 Numerical Calculations for the Bulk Hamiltonian
We construct the Hamiltonian of a strong topological insulator sandwiched between two s-wave supercon-
ductors with vortices. The lattice Dirac model we use for the 3D topological insulator is
HD =
∑
r
H(m)c†rcr +
∑
r,δ
H(δ)c†rcr+δ (C.1)
H(m) = m− 3b, H(δ) = bΓ0 + iAδˆ ·
~Γ
2
,
where r indicates the position of the lattice, δ(= ±axˆ, ±ayˆ, ±azˆ) indicates the nearest neighbor hopping,
and ~Γ = Γ1xˆ+ Γ2yˆ+ Γ3zˆ. Consider the interface between a strong topological insulator and an s-wave type
II superconductor with an even number of vortices. The proximity effect leads to the pairing potential of
the superconductor leaking into the topological insulator. Near the interface of the topological insulator we
can write down the 8× 8 BCS-type lattice BdG Hamiltonian
HBdG =
∑
r
(
c†r cr
) H(m) ∆0I⊗ iσyeiφ(r)
−∆0I⊗ iσye−iφ(r) −H∗(m)

 cr
c†r

+
∑
r,δ
(
c†r cr
) H(δ)e−i e~
∫ r+δ
r
A(r)·dl 0
0 −H∗(δ)ei e~
∫ r+δ
r
A(r)·dl

 cr+δ
c†r+δ
 , (C.2)
where A is the vector potential is coming from the magnetic field B described by the conventional London
equation with penetration depth λ, as in Eq. 6.14, with the cores of the vortices at rj . The phase φ(r)
acts as an additional “gauge field” coupled to the quasiparticles. With vortices, φ(r) is not a pure gauge:
∇×∇φ(r) = 2pizˆ∑j δ(r− rj). For the numerical calculation, we want to cancel out the phase φ(r) in the
order parameter to speed-up the simulation. Although φ(r) is not a pure gauge, by performing a “bipartite”
singular gauge transformation [86], the phase is successfully moved to the diagonal terms of the Hamiltonian.
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Here, in our main numerical calculation, we consider two vortices located at rA and rB respectively. A
“bipartite” singular gauge transformation is cr = c
′
re
iφA(ri) for the particle part and cr = c
′
re
iφB(ri) for the
hole part, where ∇×∇φA(r) = 2pizˆδ(r− rA) and ∇×∇φB(r) = 2pizˆδ(r− rB). This gauge transformation
avoids a multi-valued problem so that the integral
∫ r+δ
r
∇φA/B(r) · dl = φA/B(r + δ) − φA/B(r) is path-
independent up to 2pin, which does not affect the probability distributions of the eigenstates from the
numerical calculation. The Hamiltonian we use in the simulation becomes
HBdG =
∑
r
(
c†r cr
) H(m) ∆0I⊗ iσy
−∆0I⊗ iσy −H∗(m)

 cr
c†r

+
∑
r,δ
(
c†r cr
) H(δ)ei
∫ r+δ
r
[∇φA(r)− e~cA(r)]·dl 0
0 −H∗(δ)e−i
∫ r+δ
r
[∇φB(r)− e~cA(r)]·dl

 cr+δ
c†r+δ
 ,
(C.3)
where
∫ r+δ
r
[∇φA/B(r)− e~A(r)] · dl =
1
2
∫ r+δ
r
[(− (y − y
A/B)
|r− rA/B |2 xˆ+
(x− xA/B)
|r− rA/B |2 yˆ)− (−
(y − yB/A)
|r− rB/A|2 xˆ+
(x− xB/A)
|r− rB/A|2 yˆ)
+
1
λ
∑
ν=A,B
(− (y − y
ν)
|r− rν | xˆ+
(x− xν)
|r− rν | yˆ)K1(
|r− rν |
λ
)] · dl. (C.4)
The size of the topological insulator is (nx−1)×(ny−1)×(nz−1). In the numerical calculation, we typically
used nx = 28, ny = 20, and nz = 24 with the lattice constant a = 1, also with open boundary conditions in
all directions. We are modeling a thin-film of topological insulator sandwiched along the z-direction between
two s-wave superconductors. Because of the proximity effect, we assume ∆0 = ∆0(z) smoothly decays away
from the top and the bottom surfaces and vanishes in the middle region. In the xy-plane, let the center be
the origin (0,0). The positions of the two vortices are set at (nx/4, 0) and (−nx/4, 0). Also in the thin film
limit, we assume phenomenologically that the penetration depth λ is independent of z. We choose m = 1.5,
b = 1, and A = ~vF = 1. This is a strong topological insulator phase with topological invariants (1; 111).
Finally, after solving the eigenvalue problem to find the lowest energy modes of the Hamiltonian in Eq. C.3,
the probability distributions of the lowest energy modes with varying λ are shown in Fig. 6.2.
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C.2 Numerical Calculations for the Surface Hamiltonian
In the thick-flux limit, the zero modes are pushed to the surface of the topological insulator. Therefore, the
surface Hamiltonian can adequately describe the physics of the zero modes. Solving an eigenvalue problem
of the 2D Hamiltonian allows us to consider a larger size of the system. In the following, we will derive
the surface Hamiltonian from the bulk BdG Hamiltonian in Eq. 6.10 with vanishing magnetic field, and
transform it to position space for the simulation. The bulk BdG Hamiltonian can be written explicitly
HBdG =
1
2
(M(p)σz ⊗ Γ0 + sin pxI⊗ Γ1 + sin pyσz ⊗ Γ2
+ sin pzI⊗ Γ3 −∆Rσy ⊗ I⊗ σy −∆Iσx ⊗ I⊗ σy), (C.5)
where ∆R and ∆I are the real and imaginary parts of the order parameter. We start by finding the zero
modes on the surface of a strong topological insulator. Therefore, to find the surface/domain-wall zero
modes we need to have Hz|ψ〉 = (M(p)σz ⊗Γ0 + sin pzI⊗Γ3)|ψ〉 = 0. Qualitatively we can assume near the
surface for z > 0, m is positive, and for z < 0, m is negative. Hence, pz is not a good quantum number.
For the low energy physics, i.e. when we focus around m ∼ 0, k ∼ 0 we can safely take the continuum limit
so that sin pz → −i∂/∂z. The wavefunction of the surface state is proportional to e−
∫ z
0
m(z′)dz′ . There are
four zero modes solutions:
| p ↑〉 =F (z)(1, 0, i, 0)T , | p ↓〉 =F (z)(0, 1, 0,−i)T
| h ↑〉 =F (z)(1, 0,−i, 0)T , | h ↓〉 =F (z)(0, 1, 0, i)T ,
F (z) =
e−
∫ z
0
m(z′)dz′
N
(C.6)
where N is a normalization coefficient, p and h indicate particle and hole parts respectively, and ↑, ↓ are
associated with spin up and down. Thus, the projection of the bulk HBdG to these four modes is an effective
surface Hamiltonian, which was written in Eq. 6.11. We note that if the boundary condition changes
(M → −M), the surface Hamiltonian is the same in the similar basis of (Ψ↑,Ψ↓,Ψ†↑,Ψ†↓) while the basis
wavefunctions of the four zero modes change. For the top and the bottom surfaces, the physics can be
described by the similar surface Hamiltonian. For convenience we use a simple lattice regularization for the
numerical calculation of the 2D HsurfBdG in position space with two vortices. For the lattice regularization we
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use a 2D lattice Dirac model tuned to the critical point:
HsurfBdG =
∑
r
(
c†r cr
) h(m) ∆iσy
−∆∗iσy −h∗(m)

 cr
c†r

+
∑
r,
(
c†r cr
) h()ei
∫ r+
r
[∇φA(r)− e~cA(r)]·dl 0
0 −h∗()e−i
∫ r+
r
[∇φB(r)− e~cA(r)]·dl

 cr+
c†r+
 ,
(C.7)
h(m) = mσz, h() =
σz + iˆ · ~γ
2
where ~γ = (σy,−σx) and the nearest neighbor hopping is described by  = ±xˆ and ±yˆ. We set m = −2 to
have a gapless two-component, 2D Dirac cone Hamiltonian when ∆ vanishes. To avoid boundary effects, we
use periodic boundary conditions in (x, y). We used a size of the surface of nx×ny = 120×60. The positions
of the two vortices are (±30, 0). The surface Hamiltonian calculation shows the ratio of spin up and down
in Fig. 6.3. The use of the lattice Hamiltonian is only valid if we are looking for low-energy properties of
the spectrum, and for example, it does not satisfy the same symmetry properties under time-reversal that a
true surface state Hamiltonian of a 3D topological insulator would.
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