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DIE Beschreibung der Turbulenz-Chemie-Wechselwirkung (TCW) bleibt in derVerbrennungswissenschaft trotz vielen Bemühungen noch eine offene Frage-stellung. Es werden Modelle benötigt, um die nicht geschlossenen chemi-
schen Quellterme zu schliessen, wenn die Reynolds-gemittelten oder gefilterten Navier-
Stokes-Gleichungen für chemische Spezies in reaktiven Strömungen gelöst werden.
“Finite-Rate” (FR) Modelle sind diejenigen, bei denen keine Annahmen hinsichtlich
der Strömung oder der Flamme getroffen werden. Es wird dann versucht, die tief-
passgefilterten Produktions- / Verbrauchsraten (im Fall von Large Eddy Simulation
(LES)) direkt zu modellieren. In der Direkten Numerischen Simulation (DNS) werden
jedoch alle Skalen der Strömung und der Chemie aufgelöst, und es ist keine TCW-
Modellierung erforderlich. Die DNS-Daten reaktiver Strömungen mit relativ detaillier-
ter Chemie, die dank großer paralleler Superrechner und Programmcodes mittlerweile
verfügbar sind, können verwendet werden, um entweder grundlegende Einblicke in
turbulente reaktive Strömungen zu erhalten oder TCW-Modelle direkt zu formulieren
bzw. bewerten. Die Beurteilung erfolgt entweder durch a priori oder a posteriori DNS-
Analysen.
In dieser Arbeit wurden unter Verwendung von DNS-Datenbank von nicht vor-
gemischten Jet-Flammen grundlegende Analysen der spektralen Eigenschaften (Ge-
schwindigkeit und Dissipation der kinetischen Energiespektren) der Flamme und der
inneren Intermittenz in dieser Flammenart durchgeführt. Die gewonnenen Erkennt-
nisse wurden anschließend zur Entwicklung neuer FR-Verbrennungsmodelle für LES
verwendet. Insbesondere wurde das Eddy-Dissipation-Konzept (EDC) durch Modifi-
kation der Koeffizienten und des Intermittenzfaktors im Modell verbessert. Einerseits
geht diese Modifikation aus einer theoretischen Basis hervor, die neuen Kenntnisse der
spektralen Eigenschaften beinhaltet. Andererseits ergibt sich die Modifikation des In-
termittenzfaktors von EDC aus einer direkten Anwendung der beobachteten Skalierung
von Dissipationsschwankungen. Es wurde festgestellt, dass die Statistik der Geschwin-
digkeitsgradienten in der Nähe der Mittelebene der reaktiven Jets derjenigen von den
nichtreaktiven Jets auf der Mittellinie einer Nachlaufströmung, einer gittererzeugten










existierende “Scale Similarity” (SS) Modelle für LES anhand der DNS-Daten a priori
bewertet und neue dynamische SS Modelle, die auf der Germano Identität basieren,











TURBULENCE and chemistry interaction (TCI) is still an open problem in thecombustion science. Models are needed to account for the unclosed chemistrysource terms when the averaged or filtered Navier-Stokes governing equations
are solved for chemical species in reactive flows. Finite-rate (FR) combustion models
attempting to model the low-pass filtered production/consumption rates (in the case of
Large Eddy Simulation or LES) directly. The Eddy Dissipation Concept (EDC) and
Scale Similarity (SS) models are two types of FR combustion models for LES. The aim
of the study is to assess and improve the performance of the two mentioned models
using Direct Numerical Simulation (DNS) databases. In DNS all flow and chemistry
scales are resolved and no TCI modeling is required. The DNS databases of reactive
flows with relatively detailed chemistry, which are now available thanks to massively
large parallel computational tools and codes, can be utilized to both gain fundamental
insights on the turbulent reactive flows and directly assess TCI models. The assessment
can be through a priori and a posterior DNS analyses. In the current work, fundamen-
tal analyses are carried out, using DNS databases of non-premixed jet flames, on the
spectral behavior (velocity and dissipation of kinetic energy spectra) and the internal
intermittency phenomenon in this type of flames. The physical findings are applied to
develop new FR combustion models for LES. In particular, Eddy Dissipation Concept
(EDC) is improved by the modifications on the coefficients and the intermittency fac-
tor of the model. The modification on the coefficients follows a theoretical basis in
which the new findings on spectral behavior have been applied to reduce the degree of
freedom of the model by relating the two free coefficients of the model. On the other
hand, the modification in the intermittency factor of EDC is the direct application of the
observations in the scaling of dissipation fluctuations. The new EDC models are then
a priori assessed using the DNS databases. Besides, the existing Scale Similarity (SS)
models for LES are a priori assessed using the DNS databases and new dynamic SS
models are developed based on Germano’s identity for LES and further assessed using
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COMBUSTION of fossil fuels and mainly Natural Gas is the main source of energyproduction. However, generating energy from the combustion of conventionalsources is prone to pollutant formation and emissions. NOx and soot are the
most important pollutants formed in combustion. A technique which is used in non-
premixed flames to reduce NOx emissions is to operate in the flameless [1, 2] mode
which can be considered as a regime in which there is no visible flame and the reaction
zone is distributed through the whole combustion chamber. The design of the flame-
less gas turbines is still under development [3] and numerical simulations along with
experiments are exploited in the design phase. The distinguishing feature of flameless
combustion is the very strong interactions between the fluid mixing and chemical ki-
netics so that models based on the separation between turbulence and chemistry are
not suitable to describe the complex interactions occurring in such a regime. There-
fore, models that account for finite-rate (FR) chemistry effects must be considered [4].
Moreover, towards the down-sizing of novel energy systems, the rapid mixing process
is required in those operating under non-premixed combustion mode to increase the
heat release rates. Many engineering applications take the advantage of such turbulent
combustion, which enhances the mixing of fuel and oxidizer. However, local extinc-
tion and subsequent re-ignition processes resulting from strong Turbulence-Chemistry
Interaction (TCI) may occur, especially when rates of mixing exceed combustion rates,
causing harmful emissions and flame instability. The extinction and re-ignition pro-
cesses are unsteady phenomena which exhibit finite-rate chemistry effects [5–7]. Since
the physical mechanisms for such processes are not yet fully understood, the research
is still ongoing on the subject. These two reasons among many, are showing the fact
that finite-rate chemistry effects in the study of turbulent flames is of great importance.











namics (CFD) is a promising tool to study turbulent combustion processes. Each CFD
approach has its own pros and cons. For example in a specific case of dealing with
transient processes, Reynolds averaged solutions in the context of RANS cannot be
used since the solution is the averaged one (in time) so unsteady effects cannot be
captured. Among DNS and LES, the application of the former is limited up-to-now to
low-to-medium Reynolds numbers and simple computational setups, because it is com-
putationally very demanding. However, DNS results can be utilized to develop/assess
LES models. The LES of reactive flows has become a popular method for CFD. LES
predicts the unsteady behavior of the large scales of the flow while small scales need
to be modeled. A detailed chemistry can be directly incorporated into LES of reactive
flows by solving transport equations of filtered species mass fractions.
In the governing equations of both RANS and LES of reactive flows with detailed ki-
netics, transport equations of averaged/filtered species mass fractions are solved. Each
equation contains an unclosed source term of chemistry. Since the net formation rates
of species are non-linear functions of composition quantities, SGS (in the case of LES)
combustion models try to include the effects of turbulence on chemistry.
FR combustion models (or FR-TCI models) in LES are those with no assumption
about the flow or flame, attempting to model the low-pass filtered production/consump-
tion rates directly [8]. Some examples of FR-TCI models for LES of non-premixed
flames are the transported PDF (TPDF) models [9, 10], the Partially Stirred Reactor
(PaSR) model [11, 12], the Eddy Dissipation Concept (EDC) [13–16] and the Scale
Similarity (SS) models [17, 18]. The focus of the present work is on the two latter.
The first objective of this work is to systematically analyze the existing EDC and SS
models as SGS combustion models and to further develop new models using the DNS
databases of non-premixed jet flames.
DNS databases of reactive flows with relatively detailed chemistry can be utilized
to analyze/assess or to develop combustion models in LES of reactive flows. A priori
DNS analyses are adopted by comparing modeled targets (say filtered source terms)
with their corresponding exact values (directly filtered ones from DNS databases). The
modeled targets make use of the exact LES-like quantities directly filtered from DNS. A
priori analyses have been performed in many previous works to study the performance
of SGS combustion models [19–24], however, in this work, the first a priori DNS anal-
ysis of the EDC combustion model for LES has been carried out. The importance is
that the EDC, up to some point, is a turbulence model aimed at identifying the dissi-
pative scales in turbulent flows. Then the intermittency effects are added to the model
and together with the time scale of the dissipative motions as a residence time of hy-
pothetical reactors, it becomes a combustion model. The model makes use of turbulent
quantities. Now the importance of an a priori DNS analysis is revealed; averaged/fil-
tered DNS data can be regarded as exact turbulent quantities and fed to the model. So
that no uncertainty regarding turbulence models exists and the pure combustion model
can be assessed. In other words, we can see how the model will behave if all inputs
are exact. This is also an advantage when dealing with newly developed models like
the new EDC-LES or dynamic SS models developed in the current PhD. work. For the
a priori analyses carried out in this dissertation 3 DNS databases of temporally evolv-
ing non-premixed syngas jet flames with relatively detailed chemistry, with different










will be introduced in detail in Chap. 4.
Beside but also linked to the first objective, fundamental analyses were carried out
using the DNS databases from the statistical point of view. The first subject is the
intermittency phenomenon in general and specifically the small-scale (internal) inter-
mittency. While the intermittency of the Turbulent Kinetic Energy (TKE) dissipation
rate has been extensively studied by turbulence community in non-reactive flows (see
e.g., the related works of Antonia’s group [25–27] or Sreevansan’s group [28–30], will
be reviewed later in Sec.5.2.2), it has not drawn the same amount of attention in the
combustion community. Some limited examples of the works on the topic are [31–34].
Recently, Cortion et al., [34] investigated the effect of combustion on the norm of the
strain rate tensor by TPIV measurements of Sandia flame C, flame C with increased
local extinction and a non-reactive jet. They saw that the strain rate magnitude is en-
hanced by combustion with the tail of the PDF of the magnitude of strain rate extending
to the larger values (enhanced intermittency) compared to the non-reactive case. They
also studied the temporal intermittency which is a very important aspect of intermit-
tency phenomenon, however, in the current work the focus is on spatial intermittency,
not the temporal one. Pouransari et al., [33] studied the skewness and flatness of veloc-
ity fluctuations, and their wall-normal gradients in DNS of plane wall-jets, both reacting
and non-reacting cases. The effect of wall was revealed in the different behavior of the
streamwise and wall-normal velocity gradients. It was observed that by approaching the
wall, the streamwise velocity gradient flatness is decreasing while the wall-normal one
is increasing. No clear difference was observed between the reacting and non-reacting
results. Hamlington et al. [32] did analyze the PDF of the strain rate magnitude, enstro-
phy and scalar (reactant mass fraction) dissipation rate in a DNS of premixed H2-Air
mixture. The simulations performed with three different initial turbulence intensities.
It was observed that the PDFs of the magnitude of strain rate (pseudo dissipation) are
less intermittent than the PDFs of the enstrophy with also comparatively weaker varia-
tions through the flame. Further, it was found that the PDFs of pseudo dissipation are
slightly more intermittent near the products at low intensities, and the variations in the
PDFs through the flame were less pronounced in elevated intensities.
Of our interest is the study of scalings of the flatness (fourth-order moment) of ve-
locity gradients in reactive jets which is to the author’s knowledge missing in the com-
bustion community. With the Homogeneous Isotropic Turbulence (HIT) assumptions,
this quantity is equal to the mean square of the instantaneous/local TKE dissipation rate
divided by the square of the mean TKE dissipation rate. In particular, we are interested
to study how the Favre averaged square of the instantaneous/local TKE dissipation
rate divided by the square of the Favre averaged instantaneous/local TKE dissipation
rate, scales with Taylor Reynolds number (Reλ) in non-premixed jets. Although exten-
sive studies have been done so far on this power-law scaling in different types of non-
reactive turbulent flows, it seems that there is a gap in the literature on the same topic
for reactive flows. One of our motivations to study this phenomenon in reactive flows
is that the intermittency effect has been explicitly modeled using phenomenological
arguments in the EDC model. It is of great interest, if applicable, to use recent experi-
mental data (see the compilation of experimental data in [35]) or theoretical works (see
e.g. [36]) all on non-reactive flows, in the EDC model. So the phenomenon is studied











flows. The intermittency phenomena are studied in Sec.5.2 and the findings are applied
(as an example of the application of this fundamental study) to propose modified EDC
models in Sec.3.2.4 (the second modification of the EDC).
The second fundamental study carried out in the PhD. work is on velocity spectra
(the TKE and its dissipation spectra) of reactive flows and in particular non-premixed
jet flames. The subject is of great importance both in experiments and numerics. In
experiments, one needs to know a true resolution which is required to capture scalar
gradients [37]. On the other hand, many numerical models rely on scaling laws of the
spectra to evaluate model constants or to justify the assumptions [38] in the models.
The studies on velocity and passive scalars spectra for non-reactive flows are vast in the
literature (see the old reviews of the experimentally [39] and numerically [40] produced
data). DNS has been exploited to cover a wide range ofReλ, from low-to-medium [41],
to high [42]. While the low-to-medium data confirm the existence of a plateau in the
compensated TKE spectra corresponding to the Kolmogorov constant [41, 43] (and
also confirming Kolmogorov’s 5/3 law), the recent high Reynolds data (Reλ > 700)
show that the compensated spectrum is not actually flat, but rather tilted slightly [42].
However, this is not our current concern since Reλ in the DNS databases used in the
current study are much lower than the mentioned critical Reλ.
The spectral behavior of the conserved scalars like mixture fraction and temperature
have been studied in reactive flows (see e.g., [37, 44, 45]), however, with the focus on
the identification of the required resolution for measuring the scalars gradients. Wang
et al., [37] calculated a cut-off length scale (analogous to the Batchelor scale in non-
reacting flows) from the high-resolution 1D dissipation spectra of the inverted Rayleigh
scattering signal in the experiments of Sandia C, D and E and also DLR-A and B flames.
The cut-off length scale was calculated based on the inverse of a wavenumber at which
the dissipation spectra reach 2% of their peaks. It was observed that different measured
spectra collapse well if they are normalized by their corresponding cut-off scales. They
also observed that the dissipation spectra for the temperature and the inverse of the
Rayleigh signal follow nearly a similar exponential drop-off. They suggested that the
cutoff length scale determined from Rayleigh scattering measurements may be used to
define the local resolution requirements to capture the scalar gradients.
Of our interest is the TKE and its dissipation spectra and their modeling in reactive
flows using DNS databases. While this has been a subject of the research for many
years in the turbulence community focusing on non-reactive constant-density flows, it
has received a limited attention in the combustion community.
The TKE spectrum was studied by Knaus and Pantano in 2009 [46] using DNS of
temporally evolving reacting shear layers. Velocity, mixture fraction and temperature
spectra obtained from five DNS databases of non-reacting and reacting shear layers, us-
ing the infinitely fast chemistry approximation were studied. They saw that the scalings
proposed by Kolmogorov for non-reactive constant-density flows work well in the case
of variable density (due to the heat release) flows, if the spectra are scaled based on
Favre averaged statistics. This means that using Favre averaged Kolmogorov’s scales
one is able to collapse all spectra “across” the shear layers well. Although a very in-
teresting finding, this was not confirmed in the case of premixed jets studied in [47].
However, our non-premixed double shear layer results confirm the finding of Knaus










method to calculate the TKE spectrum for the variable density and in particular reactive
flows using the density-weighted two-point correlations. The advantage of the new for-
mulation compared to the conventional unweighted formula is that the integral of the
energy spectrum created by this method is exactly equal to the Favre TKE. The other
advantage is the capability to explicitly study the terms like pressure-dilatation which
are missing in the case of using the unweighted formula. They observed that, in the
inertial range, the scaling laws for the spectra involving Favre-averaged Kolmogorov
scales are applicable, but in the high wavenumber range, the laminar flame thickness
produces a better collapse. They suggested that a full scaling should involve the Kol-
mogorov scale, the laminar flame thickness, the Damkohler number, and the Karlovitz
number. However, consider that the findings are for premixed flames.
The TKE dissipation spectrum was studied by Kolla et al., [48] using DNS of pre-
mixed combustion in double shear layer configurations . They observed that the dissi-
pation spectra computed on different statistically homogeneous planes across the jets
collapse when normalized by their corresponding Favre mean dissipation rate and the
cutoff length scale introduced by Wang et al., [37]. However, the normalized spec-
tra deviate noticeably from the model spectrum of Pope [38] (proposed for constant
density flows). They saw that the deviation is pronounced in the high wavenumber
dissipative range where a universal scaling is expected. The finding found to be dif-
ferent from the experimental observations in the non-premixed flames studied in [37],
where a good agreement with the model spectrum was reported. This recent observa-
tion was a motivation of the study carried out in Sec.5.3 on the spectral behavior of
non-premixed flames. Consider the limited works in the literature on non-premixed
flames; both DNS [46] and experiments [37], reported that the TKE (in [46]) and the
scalar dissipation (in [49]) spectra follow the model spectrum of Pope. At least in the
case of Knaus and Pantano [46], closer inspection shows that the collapse of the model
and the DNS is not so perfect. These points will be investigated comprehensively in the
current study. Further, no extensive attempt has been carried out in the previous works
to examine the model spectrum of Pope for reactive jets. As mentioned before, it was
only shown in the recent work of Kolla et al., [48] that, in premixed jets, in high wave
number ranges, the TKE dissipation spectrum does not follow the model. An analysis
of the model spectrum has been carried out in the current study and an attempt is made
to adapt the model spectrum to the reactive cases.
In addition to the applications of the fundamental studies on the spectral behavior
of turbulent flows which are mentioned elsewhere [47,48], another motivation to study
the dissipation spectrum specifically in high wave number ranges, is its application we
found in the EDC model. A theory is developed in this thesis to reduce the number of
user-defined coefficients of the EDC model from two to one. A link is made through
the cascade relations in wavenumber space between the two coefficients. A model
dissipation spectrum is required to close the model. The adapted model spectrum was
used in Sec.3.2.3 (the first modification of the EDC).
Following the above introduction, the structure of the thesis is as follows:
In Chap. 2, the turbulence theory and its modeling approaches which are used in this
thesis are presented in detail. The first part is focused on the statistical point of view
and presents the approaches mainly used in Chap. 5, Sections5.2 and 5.3. The second











quantities which have been used in the a priori DNS analysis are presented.
In Chap. 3, the finite-rate combustion models (the EDC and the Scale Similarity)
are presented. The first part is devoted to the EDC model. The discussion starts from
the general idea of the eddy dissipation cascade as a turbulence model. The state of the
art will be discussed and the new formulation of the EDC for RANS and LES obtained
using newly gained physical insights (based on the studies in Sec.5.2.2 and 5.3) will
be presented. The second part is devoted to the SS models. In particular the existing
non-dynamic SS models and newly developed dynamic SS models will be presented.
In Chap. 4, the methodology (an a priori DNS analysis) used in the current disserta-
tion is explained. DNS databases which were used will be presented in details and the
tools needed for the a priori analysis will be briefly presented, including explicit filters,
assessment metrics, and the a priori code developed as a part of current project.
Chapter 5 is divided in two parts. In the first part, the fundamental analyses on the
intermittency and the velocity spectra (the turbulent kinetic energy and its dissipation)
will be carried out using the current DNS databases of reactive temporally evolving jet
flames. The DNS databases were introduced in Sec.4.5, and some related theories were
already discussed in Sections 2.2.1, 2.2.4, and 2.2.7. The results of the first part of this
chapter, i.e., Sections 5.2 and 5.3 were also used in Sec.3.2 to derive new EDC models.
In the second part of this chapter, the performance of the existing and developed finite-
rate combustion models for LES (FR-LES-TCI models), developed in Chap.3 will be
a priori assessed using the DNS databases. This part includes Sec.5.4.1 on the EDC,
Sec.5.4.2 on the non-dynamic Scale Similarity (SS) models and finally Sec.5.4.3 on the
newly developed dynamic SS models.
Finally, in Chap. 6, the summary of the work, the conclusions and the proposals for
future works will be presented.
In summary the highlights of the current dissertation are as follows:
• The internal intermittency phenomenon in reactive jets was studied using DNS
databases of reactive non-premixed jets (Sec.5.2):
– Reλ scaling of the normalized dissipation fluctuation was studied to find
a proper definition for the internal intermittency factor in reactive non-
premixed jets (Sec.5.2.2),
• The velocity and velocity dissipation spectra were studied using DNS databases
of reactive non-premixed jets (Sec.5.3):
– Proper scalings to collapse the spectra in different conditions were studied
(Sections5.3.1 and 5.3.2),
– A proper dissipation model spectrum were investigated (Sec.5.3.4),
• Two separate modifications on the EDC model were proposed (Sec.3.2):
– The first modification is based on (i) the development of a theoretical relation
between the eddy dissipation cascade in the frequency and wavenumber space
and (ii) the application of the adapted dissipation model spectrum to drop one
of the EDC coefficients (Sec.3.2.3),
– The second modification is based on the application of new Reλ scalings of










• New dynamic scale similarity models for SGS combustion modeling were de-
veloped using the Germano identity (Sec.3.4),
• The a priori DNS assessment was carried out on the existing and newly devel-
oped EDC combustion models for LES (Sec.5.4.1),
• The a priori DNS assessment was carried out on the existing and newly devel-





















In this section the theory of turbulence and its modeling approaches which have been
used in this thesis are presented in detail. Wherever needed, the way they theory is
applied in practical/numerical viewpoints are explained. The chapter starts with the first
sub-section presenting the statistical approach of studying turbulence; the probabilities,
joint probabilities and Favre statistics. The Kolmogorov theory is discussed following
the presentation of all quantities used throughout the thesis. The spectral representation
of the Kolmogorov theory and its generalization is explained. This is done since we
dedicated a section in studying the spectra of reactive flows in Chapter 5.
In the second sub-section, the computational turbulence modeling is explained. It
starts with the presentation of the Navier Stokes (NS) governing equations and their
Favre averaged and Favre filtered forms. Since the current thesis is focused mainly
on a priori DNS analysis, the exact definitions of turbulent quantities like the TKE,
its dissipation, sub-grid kinetic energy and the viscous sub-grid dissipation have been
explained.
2.2 The Theory: Statistical Approach
One of the most important characteristics of turbulence is its irregularity, or random-
ness. This makes a deterministic approach to turbulence impossible and instead, one
should rely on statistical approaches [50]. The thing is that although Navier-Stokes
equations are deterministic, the non-linearity in these equations makes them sensitive
to perturbations of initial/boundary conditions or the material properties of the flow.
This sensitivity becomes higher and higher by increasing the Reynolds number (Re).











probability theory is used to mathematically describe the random fields or processes.
Strictly speaking, there is a difference when one tries to apply the concept in practi-
cal applications like experimental measurements or numerical simulations. The link
between the theory and practical applications is made through the ergodic hypothesis
which comes from the Birkhoff ergodic theory [51] which will be explained below. So
we start first by the mathematical viewpoints and wherever needed the approximate
representation of the solid mathematics is provided. Further, we restrict the discussion
on what will be used/implemented in the thesis; the aim is to define the concept and
use it in the following chapters. The theory which will be explained below is mainly
deduced from the books of Monin and Yaglom [52], Tennekes and Lumely [50] and
Pope [38]. The interested reader should refer to the mentioned text books.
2.2.1 Probability Density Functions
Consider a random variable q(x, t) measured in a turbulent flow in a fixed position in
space during a time interval T . In the previous expression, x = (x1, x2, x3) or (x, y, z)
is the position vector and t is time. This measurement produces a sample space, S,
with samples Q(t) which is function of time only. The probability which q(t) takes
the value below any value Q is the the Cumulative Distribution Function (CDF), F (Q),
and defined as:
F (Q) ≡ P{q(t) < Q}. (2.1)
It can be seen that F (−∞) = 0 and F (+∞) = 1, because there is no possibility that
the value becomes below −∞, and vice versa the probability of taking a value below
infinity is 1. Further, the probability of q(t) taking a value between Q and Q+ dQ is:
P{Q ≤ q(t) < Q+ dQ} = F (Q+ dQ)− F (Q) = dF (Q). (2.2)
It can be shown that F (Q) is an increasing function so its derivative is definite
positive function. The derivative is called Probability Density Function (PDF):
PDF (Q) ≡ dF (Q)
dQ
=
F (Q+ dQ)− F (Q)
dQ
. (2.3)
So it can be seen that the PDF is the probability that q takes a value between an
infinitesimal range divided by that range. The PDF (or equally the CDF) fully charac-
terizes the random variable q [38].
Some practical notes: In practical applications, given a time series of measured
data by a probe in a fixed location within the turbulent flow, or a data set of spatial
quantities in a fixed time instant sampled on a statistically homogeneous plane1, or
line, the PDF is usually calculated using histograms. The data are grouped into bins
(for example Q,Q + dQ,Q + 2dQ, ..., so that in this case the length of the bins are
all the same and equal to dQ ) and the probability of a data point being in each group,
viz. P{Q ≤ q(t) < Q + dQ} = F (Q + dQ) − F (Q) = dF (Q), is calculated by
counting the number of data in each bin. Then it is easy to define the PDF by dividing
the obtained value by the length of the bin, viz. dQ. The binning algorithm is of great
importance. The number and the length of the bins affect significantly the resulting
PDF. For example consider if the number of the bins are equal to the number of the data










2.2. The Theory: Statistical Approach
points in the dataset, the result is the original distribution of the data. In the thesis some
times the dataset is binned into bins with equal lengths (say 100 bins) and sometimes
when we expect a Gaussian distribution (will be defined later) we use Sturges’ rule [53].
The PDFs computed using the method above will be used in Sec. 5.2.
Moments of Variables






From the mean, the fluctuation of a random quantity, viz. q′ can be defined:
q′ ≡ q − 〈q〉. (2.5)
From the definition of the probability mean it is clear that 〈q′〉 = 0. A quantity with
zero mean is called a centered quantity.
In practical applications, the temporal mean or the time average, viz. q
T
, is calcu-
lated by averaging the values taken out of a probe in a fixed location over a period of




















The Birkhoff ergodic hypothesis states that the time average of a quantity is equiv-
alent to the probability mean or the ensemble average when it is averaged over an




Of course, we cannot integrate over an infinitely long time interval, it can be shown
that [50] the error between q
T
and 〈q〉 is proportional to T /T where T is the integral
time scale will be defined later. So if the integration time is much larger than the integral





ifT  integral time scale, (2.9)
where if we use the ergodic hypothesis in Eq. 2.8, we have:
q
T
≈ 〈q〉 ifT  integral time scale. (2.10)
Consider q(t) being a velocity component, e.g., in Ox direction of a 3D space char-
acterized by x = (x, y, z) = xi i = 1, 2, 3. Consider q(t) is in a sample-space
of velocity vectors, U(x, t) = {Ui(x, t) i = 1, 2, 3} = (U(x, t), V (x, t),W (x, t)),











measured in a fixed position in space during the time interval T . Time averages are
used to define the mean in statistically stationary flows. The statistically stationary
flow is a flow with UT independent of time. Likewise, we can define a statistically
homogeneous flow in which the mean flow is invariant under the shift in space. If
the averages are also independent of the origin in position, then the field is said to
be homogeneous. Homogeneity is exactly analogous to stationary except that po-
sition is now the variable, and not time. Since the position, unlike the time, is a
vector quantity, it is also possible to have only partial homogeneity. For example,
a field can be homogeneous in the Ox and Oz directions, but not in the Oy direc-
tion3. In fact, it appears to be impossible to have flows in reality which are homo-
geneous in all variables and stationary as well, but the so-called “forced” turbulence
can be generated in a computer, which is both stationary and approximately homoge-
neous [54,55]. Consider a random variable like anOx component of the velocity vector
U(x, t) = {Ui(x, t) i = 1, 2, 3} = (U(x, t), V (x, t),W (x, t)), in a fixed time t mea-
sured in the 1D longitudinal direction Ox4, q(x, t). The probability which q(x, t) takes
a value below any value U will be a function of Ox and also the CDF and PDF. Then
one can define the spatial average. The spatial averages are used in the so called tem-
poral jets or in the planes parallel to the wall of the duct. In this thesis the analyses are
mainly done on temporal jets in which two homogeneous directions exist. Under the
same condition as explained above (i.e., the averaging interval/length must be greater
than the integral length5 scale of the flow) and considering x the homogeneous direction












If there exists two or three homogeneous directions, the formula above would be the
dual or triple integral, respectively. As can be seen here the mean is defined based on
the space not the conventional time.
Since in the thesis we are not working with time series, hereafter we drop the
(.)T and (.)L subscripts and denoting the averages by (.) only. Then using the the-
orem 2.8 and approximation 2.10, from now on the thesis we equate the probability
mean and the average operators:
(.) ≡ 〈.〉 if averaging interval or length integral length scale. (2.12)
The averages are spatial averages unless otherwise mentioned. Further, in the nu-
merical framework the integral in Eq. 2.11 is computed by using the sum so that for







n1=1 q(xn1, yn2, zn3, t)
NxNyNz
, (2.13)
where xn, yn, and zns are the points in Ox, Oy, and Oz directions, respectively. Nx,
Ny, Nz are the total number of points in those directions.
3This is the case in the DNS cases we are analyzing in this thesis. Please refer to Sec. 4.5.
4Of course the theory can be extended in 3D space










2.2. The Theory: Statistical Approach
In the specific case of DNS databases which are used in the current study, two ho-





n1=1 q(xn1, y, zn3, t)
NxNz
. (2.14)
Going back to the theory, the different moments of variables can be defined using the
PDF. The first moment of a centered variable is 07. The second moment of a variable,













where we already used 2.12. The standard deviation can be used to construct the stan-
dardized random variables; by dividing the centered variable by its standard deviation.















It is obvious that unlike the variance, S is affected by the lack of the symmetry in
PDF about the origin. The skewness is positive when large negative values of q′3 are
not as frequent as its large positive values [50]. The fourth moment divided by σ4 is







which represents the length of the tails of the PDF. High F means that the probability
of extreme events (with values much higher than the mean) is high. It will be seen in
Sec. 5.2 that the flatness of fluctuative velocity derivatives, ∂u′/∂x9, is a measure of
the internal intermittency factor (γint) in turbulent regions. In Sec. 5.2 the PDF of the
velocity fluctuations and their derivatives will be analyzed to study the intermittency in
reactive jet flows.
6Please refer to Sec. 4.5.
7This is simply the mean of the fluctuations which is 0.
8In both definitions of third and fourth moments the ergodic assumption is used











Normal or Gaussian Distribution
A centered random variable, q′, is called Normal or Gaussian when its PDF set to be
equal to [51]:






where Q′ is any centered value in a sample space. It can be proved that the skewness of
a centered Gaussian variable is 0 and its flatness is 3.0 [50].
Log-Normal distribution
If q is a Gaussian random variable10 with mean, 〈q〉, and variance, σ, then n = eq is








The assumption of the log-normal distribution in turbulence and turbulent reactive
flows theory is of crucial importance which will be discussed later in Sec. 5.2.
2.2.2 Joint Statistics
All the statistical concepts which were defined for a random variable, can be extended
to two or more random variables. These are called joint statistics which are used to
define statistical behavior of two or more random variables with respect to each other.
The joint Statistics will be used in the thesis to define the conditional PDFs, conditional
means, Favre variables and different length scales. So it is useful to explain the concept
before using it.
Consider two random variables q1 and q2 in a turbulent flow, these variables can be
functions of space and time but for the sake of simplicity we drop this functionality in
the notations below for the moment. Exactly like the PDF, here we can define the joint
Probability Density Function (JPDF), which is the probability of two variables q1 and
q2 being between two intervals in S1 and S2 sample spaces. Let’s consider infinitesimal
intervals dQ1 and dQ2 around Q1 and Q2 in sample space S1 and S2. In the same way
as Eq. 2.2 and Eq. 2.3, the JPDF will be defined as:
JPDFq1,q2(Q1, Q2) ≡
P{Q1 ≤ q1 < Q1 + dQ1;Q2 ≤ q2 < Q2 + dQ2}
dQ1dQ2
. (2.22)
This clearly describes the probability that a randomly selected sample from the sam-
ple space (say a computational cell selected from a DNS result) has the two character-
istics of interest (i.e., being between Q1, Q1 +dQ1 and Q2, Q2 +dQ2 at the same time).
The JPDF can be used to define the marginal PDFs which are actually the single
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which can be considered as the conditional probability of having characteristic Q2 ≤
q2 < Q2 + dQ2 given the characteristic Q1 ≤ q1 < Q1 + dQ1. Vice versa we can
define CPDFq1|q2(Q1|Q2). The conditional PDFs can be used to define the conditional
means:








The ρq1q2 is defined as the covariance of the two random variables divided by the
multiplication of the individual variances. It is bounded by ±1, with +1 representing
a perfect correlation while −1 shows a perfect anti-correlation. When the ρq1q2 is zero
this means that the two variables are uncorrelated. Uncorrelated variables, however, are
not necessarily independent of each other [50]. In Sec. 5.4 we will use these concepts to
search for a correlation between modeled terms and the exact ones from DNS databases.
To extend the theory to turbulent fields, we now turn into the random fields which
are functions of space and time. Consider the velocity as a random variable in space
and time in a turbulent flow:
U = U(x, t). (2.27)
Let’s focus on the special case of temporally evolving flows, which is the case we
are dealing with in this thesis, and focus on an instant of time. We already defined
the statistically homogeneous flow in Sec. 2.2.1. We can define a correlation between
any two random quantities measured along the statistically homogeneous lines or on
the homogeneous planes. We set these quantities any two components of the velocity
vector, i.e., U(x, t) = (u1, u2, u3), we denote the components of the velocity in the
first point as ui i = 1, 2, 3 and the second point as uj j = 1, 2, 3). These quantities
are measured in two points with separation distance of r = ri = (r1, r2, r3). Since
these quantities are functions of time and space, so the correlation between them is also
a function of time and space. The two point correlation function (Rij) or correlation
tensor is defined as11:
Rij(r,x, t) ≡ 〈u′i(x, t)u′j(x + r, t)〉, (2.28)
which as can be seen, is actually the covariance between the two components of the
velocity vector field in two different points separated by r. If the turbulence is homo-
geneous, the correlation tensor is a function of the separation distance r and the time
only [50]:
Rij(r, t) ≡ 〈u′i(x, t)u′j(x + r, t)〉. (2.29)
The quantity is of great importance and can be used in the spectral representation of
turbulent flows which will be discussed later in Sec. 2.2.7.











Some practical notes: In the practical applications, the JPDFs are calculated using
the joint or 2D histograms. The sample spaces of the two variables can be defined
from all values within the computational domain in the DNS (say on a specified plane).
Then the two sample spaces are binned using the method described in Sec.2.2.1. The
joint histograms then can be defined by counting the number of variables satisfying the





which will be used in the results sections.
2.2.3 Favre Variables and Statistics
Up to this point, we introduced the moments of random variables and their PDF. The
equations presented are suitable for constant density flows. When the mean operator
Eq. 2.4 applied on the equations of motions of variable density flows like reactive flows,
many unclosed correlations between any quantity q and the density fluctuations,ρ′ will
be introduced [56]. It is convenient to define another mean operator which is called the
Favre mean operator. In the Favre averaging, quantities are weighted by their instanta-
neous density before averaging. The Favre PDF is defined as [57]:




where JPDF (ρ,Q) is the joint PDF of ρ and Q. Then the Favre mean is defined as:
〈q〉f ≡ 〈ρq〉〈ρ〉 =
∫
Q
Q FPDF (Q)dQ. (2.32)
From the Favre mean one can define the Favre fluctuation12:
q′′ ≡ q − 〈q〉f . (2.33)






(Q− 〈q〉f )n FPDF (Q)dQ. (2.34)
Some practical notes: In the practical applications, and throughout the current the-
sis, the probability mean, i.e. Eq. 2.32, is not used and is replaced with the average
operator. In particular, in our temporally evolving jets where two statistically homoge-
neous directions exists 13, we define the Favre average of a quantity q(x, y, z, t) by:
q
f





n1=1 ρ(xn1, y, zn3, t)q(xn1, y, zn3, t)
NxNz
, (2.35)
where ρ(y, t) can be calculated by using Eq. 2.14. From Eq. 2.35 and Eq. 2.33 in the
temporally evolving jet considered in this thesis can be numerically computed by:
q′′(y, t) ≡ q(x, y, z, t)− q
f
(y, t). (2.36)
12Note that in this way 〈q′′〉 6= 0 but 〈q′′〉f = 0.
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where spatial averaging is carried out in two statistically homogeneous directions Ox
and Oz. The Favre RMS can then be defined as:
qFRMS(y, t) ≡
√(







Before the presentation of the Kolmogorov theory, a statistical tool used by Kol-
mogorov must be explained. In its general form, the second order structure function
tensor is defined by [38]:
Dij(r,x, t) ≡ 〈(Ui(x + r, t)− Ui(x, t)) (Uj(x + r, t)− Uj(x, t))〉. (2.39)
It is the covariance of the difference in velocities between two points in a turbulent flow
separated by a distance r.
It can be proved that in statistically homogeneous (which is previously defined)
and locally isotropic (i.e., statistics are invariant under rotations and reflections of the
coordinate system), this tensor first only depends on the difference r but not x, and
second is determined by the single longitudinal structure function which is a scalar
function of r = |r|. The longitudinal structure function is:
DLL(r, t) ≡ D11(r, t) = 〈(U1(x + e1r, t)− U1(x, t)))2〉. (2.40)
It is assumed that the coordinate system is chosen so that r is in the Ox direction
(i.e. r = e1r) [38]. In some text books like [51] a more general definition of the
longitudinal and transversal structure functions are provided, which does not require
the specific choice of the coordinate system, so that we can define the longitudinal
structure functions of order p as:
DLLp(r, t) ≡ 〈
(
U(x + r, t)−U(x, t).e‖
)p〉, (2.41)
and also the transversal structure functions of order p as:
DNNp(r, t) ≡ 〈(U(x + r, t)−U(x, t).e⊥)p〉. (2.42)
The structure functions, especially the longitudinal structure function is of great im-
portance in the turbulence theory. Consider a component of the velocity vector, for
example U1 in Eq. 2.40, using the Taylor expansion when r is not too large [29]:
U1(x + e1r, t)− U1(x, t) ' ∂U1
∂x
r, (2.43)
which can be interpreted as a fluctuation representing the small-scales of the flow be-
havior. So Eq. 2.40 can be seen as the energy of fluctuations. Having in mind that
wavenumbers in Fourier space, i.e. κ, are related to the distances in physical space











of r can be found, we can predict the distribution of the energy as a function of the
wavenumber [58]. We will see in the next section that Kolmogorov actually did propose
a formula for the structure functions of order 2 and 3 and further Obukhov14 derived
the famous κ−5/3 law from them [51].
2.2.5 The Kolmogorov 1941 Theory
With the all statistical definitions introduced above, now it is the time to apply the above
theories on random processes or random fields to get some physical understanding of
turbulent flows.
Here we present Frisch’s treatment of the Kolmogorov theory [51] . The first Kol-
mogorov universality assumption also called Kolmogorov’s first similarity hypothesis
is:
Kolmogorov’s first universality assumption. At very high, but not infinite, Reynolds
number, all of the small-scale statistical properties are uniquely and universally de-
termined by the length scale r, the mean dissipation rate (per unit mass) ε15 and the
viscosity ν16.
His second universality assumption is:
Kolmogorov’s second universality assumption. In the limit of infinite Reynolds num-
ber, all small-scale statistical properties are uniquely and universally determined by
the length scale r and the mean dissipation rate ε.
Both the above assumptions are about thw statistics of “small-scales” quantities. Ac-
cording to Pope [38] and Frisch [51] in the first assumption we mean scales so smaller
than the large scales of flow and in the second assumption we have the additional re-
striction which is for scales so larger than the small, dissipative scales of the flow. We
call the scales in this range the “inertial range” scales.
There are three main results of the K41 theory, namely, the finite dissipation rate, the
2/3 law and the 4/5 law. Here we just discuss the two latter, interested readers should
refer to chapters 5 and 6 of Frisch [51] for the discussion on the finite dissipation rate.
The result of the second universality assumption is:
Kolmogorov’s 2/3 Law. In a turbulent flow at very high Reynolds number, the mean-
square velocity increment between two points separated by a distance r behaves ap-
proximately as the two-thirds power of the distance. That is:
DLL2(r, t) ∝ r = C2 (εr)2/3 , (2.44)
with C2 a universal constant, and
Kolmogorov’s 4/5 Law. In the limit of infinite Reynolds number, the third-order lon-
gitudinal structure function of homogeneous isotropic turbulence, evaluated for incre-
ments r small compared with the integral scale, is given in terms of the mean energy
dissipation rate per unit mass as:
14The original papers are [59] and [60] but here we used Frisch’s explanation [51].
15The correct form is actually the probability mean i.e., 〈ε〉, however, we already showed that in some specific conditions the
probability mean and temporal/spatial averages can be assumed to be equal.
16There is no need to define the average or the mean of the viscosity since the original theory is presented for constant density
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This is an exact equation. It can be derived directly from the Navier-Stokes equations.
The derivation can be found in [51, 52].
According to Kolmogorov’s second assumption, for small separations r, DLLp(r, t)
depends only on ε and r, and hence the dimensional analysis yields [38]:
DLLp(r, t) = Cp (εr)
p/3 . (2.46)
The coefficient for the third order structure function is exact and equal to C3 =
−4/5. For the second order structure function the experimental value of C2 = 2± 0.4
is obtained [39]. However, for higher orders p ≥ 4 there is a large deviation from p/3
power law factor. This is believed to be related to the internal intermittency of small-
scales (will be discussed more in Sec. 5.2), effects of which had not been included in
the K41 theory (but attempts at this were made in the K62 theory) [38, 51].
Here it should be mentioned that usually we prefer (as it is also the case in the
current thesis) to work with the spectral equivalent of Eq. 2.44 because the statistical
convergence is better. This will be further discussed in Sec. 2.2.7.
2.2.6 Turbulent Scales
Now using the Kolmogorov theory and the statistical approach explained in the previous
sections, we try to connect the theory and physics. In FIG. 2.1 a jet of water with
Reynolds number of approximately 2300 is shown [61]. As can be seen, a turbulent
flow consists of a broad range of scales.
The scales exist in a turbulent motion can be divided in four groups [58]:
• the large scales, based on the problem domain geometry,
• the integral scales, which is an O(1) fraction (often taken to be 0.2) of the large
scales,
• the inertial range scales or Taylor micro scales which are intermediate scales, ba-
sically corresponding to (actually,within) the Kolmogorov inertial sub-range,
• the Kolmogorov (or dissipative) scales which can be considered as the smallest of
turbulence scales17.
Large Scales
The largest scales of a turbulent flow depend on the geometry or the boundaries of
the flow. The characteristic length scale is L which is usually the size of the physical
domain for example the radius of pipes in internal flows or the radius of jets inlet in
external flows, or in the specific cases of temporally evolving jets considered in this
thesis18 the initial width of the jet. We further have the velocity of the large scales, U f ,
which is the Favre mean velocity for example in the center-line of a jet. From these
17In fact, this is the mean view, locally or instantaneously there can be length scales orders of magnitude smaller than the
Kolmogorov scales [32, 62, 63]. This is caused by the intermittency of turbulent kinetic energy dissipation rate.





















2.2. The Theory: Statistical Approach
two scale the largest “convective” time scale of the flow can be defined as tc = L/U f .
Further, another time scale is the time scale of the molecular diffusion which is td =
L2/νf where νf is the Favre average kinematic viscosity of the flow. It can be calculate
either using:








with µ, the viscosity. The above equations produce indistinguishable results [46]. From







= ReL = Re. (2.49)
Hereafter we drop the subscript (.)L and refer toRe as the large scale Reynolds number
unless otherwise mentioned.
Integral Scales
The next level of the turbulent scales are the integral scales of the flow. These do not
cover a wide range and are associated with a single wavenumber corresponding to the
maximum in turbulence energy [58].
The integral velocity scale (uint) sometimes taken as the RMS of the velocity fluc-
tuations [58], but it is more common to use the isotropic definition, i.e.,
√
1/3uRMS
[38, 64, 65]. In the case of variable density flows we take
√
1/3uFRMS as the integral
velocity scale [46,47]. Using the general second moment of the form Eq. 2.34 or more
specifically for the current thesis the spatial form of Eq. 2.38, one can define the spatial







































where different longitudinal (l11int) or transverse (l22int) or span-wise (l33int) length












There also other definitions exist [50]:
lint ≡ kf 3/2/εf , (2.54)
and [47]
lint ≡ uint3/εf . (2.55)
In the current thesis the definition Eq. 2.55 will be used.
















The Taylor length scale (λ) is dealing with scales between the integral and the Kol-
mogorov dissipative scales. In constant density homogeneous isotropic turbulence one







where pseudo dissipation (εs) is defined. Consider that ν is constant. Then Taylor














For variable density flows, we still keep using the assumption Eq. 2.58, with some
modifications [46, 47, 67] we have:
Reλ = uintλ/νf , (2.61)
in which the Favre average of viscosity was used to account for variable density flows.








where εf is the Favre average turbulent kinetic energy dissipation rate (ε). It should be
mentioned that Eq. 2.61 and Eq. 2.62 are the ones used in the thesis.
19In the thesis, since we are dealing with statistically homogeneous not stationary flows we can evaluate the integral scale by
using the integral length scale and velocity scale, i.e. tint = lint/uint.
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The Kolmogorov Scales
One of the results of the Kolmogorov first similarity hypothesis is that since the small
scale motions only depend on the rate of the energy transfer to them, εf , and viscosity,
νf
21, there are unique length, velocity, and time scales that can be formed [38, 50].



























are the Favre average of instantaneous or local Kolmogorov’s
length scale (η), instantaneous or local Kolmogorov’s velocity scale (uη) and local Kol-
mogorov’s time scale (tη), respectively. The exact expression for εf will be derived
later in Sec. 2.3.1.
The above turbulent scales, mainly the Taylor and Kolmogorv’s scales will be widely
used in Sections 2.2.7 and 5.3 for the scaling of spectra.
2.2.7 Turbulent Kinetic Energy and its Dissipation Spectra
Now Consider the two-point correlation of fluctuative velocity23 in homogeneous tur-
bulent flow in an instant of time, i.e. Eq. 2.29. The velocity spectrum tensor (Φij) is the
Fourier transform of it which reads:





which wavenumber vector (κ) is used where κ ∈ R3 ≡ (κx, κy, κz). κ will be defined
later.
The sum of the diagonal components of Φij viz. Φii = Φ11 + Φ22 + Φ33, represents
the kinetic energy of the fluctuations of a given wavenumber vector. This is because:




Because of the directional information it has, the quantity in Eq. 2.65 contains more
information than we can handle [50]. In order to remove the directional information
in Eq. 2.65, the energy spectrum is usually integrated over the spherical shells around
the origin of the wavenumber space which gives us a spectrum that is a function of the
scalar wavenumber magnitude (κ), κ = |κ| = √κiκi. The resulting function is called
the 3D turbulent kinetic energy spectrum function (E3D(κ)) [50].24 We will drop the
21Here we present the Favre variants of the Kolmogorov scales.
22Of course in the compressible form.
23The Favre fluctuative velocity will be considered later.
24The reason that it is called the 3D spectrum although it is a scalar function of scalar wavenumber magnitude is that it is
deduced from the 3D Fourier transform. In other words it contains informations of 3 directions in the wavenumber space, although
it is then averaged to be a function of the magnitude of the wavenumber vector. On the other hand, the 1D spectrum is the result of











3D notation from now on and call it the turbulent kinetic energy spectrum function
(E(κ)):




Φii(κ)δ(|κ| − κ)dκ. (2.66)













i = k, (2.67)
where the term mean or averaged TKE (k) is introduced.
The Kolmogorov Spectrum Function
The Kolmogorov spectrum function or breifly the Kolmogorov spectrum can be derived
for example by dimensional analysis using the Kolmogorov’s assumptions. The proof
can be found in [51]. The Kolmogorov model for the 3D energy spectrum function for
homogeneous isotropic incompressible flows in the inertial range reads:
E(κ) = CK(ε)
2/3κ−5/3, (2.68)
where the Kolmogorov’s constant (CK) is introduced, CK ≈ 1.5. It is also useful here
to introduce the 1D form of Eq. 2.68. If Ox direction is considered as a longitudinal







where κx is the longitudinal component of the wavenumber vector. The 1D velocity






where the factors 18/55 and 24/55 are exact, derived by using incompressible homo-
geneous isotropic turbulence assumptions [52].
The 3D normalized turbulent kinetic energy spectrum function (ENormal) as a func-
tion of the wavenumber magnitude, κ, and the averaged Kolmogorov’s length scale, η,
for constant density flows is defined as26:




According to the first universality assumption, the velocity statistics for the inertial
range have a universal form [38]; ENormal(κη) is the universal form in the wavenumber
space derived by Obukhov, although it is called the Kolmogorov spectrum function. For
25Note that this is not an energy spectrum since it does not contain all 3 diagonal components.
26It can be extended to variable density flows by using the Favre averaged Kolmogorov’s length scale, η
f
, the Favre averaged
Kolmogorov’s velocity scale, uη
f
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example re-arranging the last equation in 2.71 one can see the proposed universal form






The 3D compensated turbulent kinetic energy spectrum function (ECompensated) as
a function of the wavenumber magnitude, κ, and the averaged Kolmogorov’s length






which we expect to be equal to CK in the inertial range. However, the universal form of
ECompensated(κη) in the dissipation range is unknown [28] i.e., cannot be theoretically
evaluated. In Sec. 5.3 this will be further discussed. The existence of the compen-
sated form of the spectrum has been validated using many previous experiments28 or
numerics [40, 69, 70].
In the near (e.g. 0.5 ≤ κη ≤ 1.5) and far (κη  1) dissipation ranges, there is
no direct derivation of the TKE spectrum. Many authors tried to fit different forms of
function ENormal(κη) in Eq. 2.71 [68, 70–74]. A famous form is [70]:
ENormal(κη) = CDR(κη)
αexp[−β(κη)], (2.74)
where α, β and CDR are constants independent of κ [63, 72, 73].













where the the integral range multiplier for Pope’s model spectrum function (fL) is








with experimentally obtained constants of βP equals to 5.2, cη= 0.4, P0= 2, cL= 6.78,
and L the integral length scale. It is easy to see that if cη = 0 the function is very
similar to Eq. 2.74 but with different powers and constants. It is discussed in [38] that
the simple exponential form of Eq. 2.74 departs from unity too rapidly for small κη.












By replacing Eq. 2.78 in Eq. 2.76, Pope’s model spectrum Eq. 2.75 will be a unique
function of Reλ.
27It can be extended to variable density flows by using the compressible form of the normalized spectrum and the Favre averaged
Kolmogorov’s length scale, η
f
.











The 3D turbulent kinetic energy dissipation spectrum (D(κ)) has an exact expression
like [38, 75]:
D(κ) ≡ 2νκ2E(κ), (2.79)
and like Eq. 2.67, the TKE dissipation rate ,ε, can be evaluated as:∫ ∞
0
D(κ, t)dκ = ε. (2.80)
D(κ) can be computed from DNS data by computing the 3D E(κ). Like the model
proposed for the 3D energy spectrum, a model for the normalized 3D turbulent kinetic





















The universal form of Eq. 2.71 is of great importance. Many efforts have been
done so far to experimentally or numerically prove the universality of Eq. 2.71 [39,
40, 52, 68] with success. In another word we can say that we are searching for the
collapse of all velocity spectra if scaled properly. For incompressible flows, it was
found that the Kolmogorov idea to scale the spectra as proposed in the sets of Eq. 2.71
is acceptable. Of course, we are not just talking about the form Eq. 2.71, because it is
the re-expression of Eq. 2.44 in the wavenumber space. So the research is on finding
an evidence for Kolmogorov’s assumptions and laws, either in the physical space form
of laws or in their wavenumber forms of Obukhov. Further, the universal form have
been used explicitly or implicitly in the evaluation of constants in turbulence models
(e.g., the Smagorinsky model constant obtained by Lilly [76]). In Sec. 5.3 we will
review the findings on the spectra of reactive flows and will analyze both the TKE
and its dissipation spectra using the DNS databases of reactive flows with the focus
on the effect of extinction on the spectra. The existence of the universal scaling of the
form Eq. 2.71 or its 1D counterpart will be also analyzed. This is of great importance
in both turbulence modeling and finite-rate turbulence-chemistry interactions models
which will be discussed in the next sections.
Some practical notes: In the practical applications, the wavenumber vector com-
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where Lx, Ly, Lz and Nx, Ny, Nz are the length of the computational domain and the




to limit the maximum wavenumber in space by the Nyquist limit which is κi,max =
pi
∆i
with ∆i the grid spacing in ith direction. In practical applications, we use the 1D
Discrete Fourier Transform (DFT) to construct the 1D spectrum. The DFT of a vector





−2pii(j − 1)(n− 1)
N
n ∈ Z : 1 ≤ n ≤ N,
(2.84)
where N is the size of vector V (we can consider V the Ox component of velocity
fluctuations in each cell in direction Ox so that N = Nx, the number of cells in Ox
direction). The first output corresponds to the zeroth frequency component. The com-
ponents in the interval of 2 ≤ n ≤ N/2 corresponds to the wavenumbers range of
0 < κi < κi,max and the components in the interval of N/2 + 2 ≤ n ≤ N corresponds
to the wavenumbers range of −κmax < κ < 0. The n = N/2 + 1 corresponds to both
−κi,max and κi,max. The DFT output is symmetric so usually we just consider half of it,
further we don’t usually consider the zeroth frequency component, i.e., the components
in the interval of 2 ≤ n ≤ N/2 + 1 are only considered. Note that in this way the last
component shows the maximum wavenumber which is calculated from Eq. 2.83.
In a discrete representation of the flow field, such as in the DNS databases which is
used in the thesis, E(κ) can be constructed as the average (in wavenumber space over
spherical shells) of the product of all the Fourier coefficients of u′′i with a wavenumber
magnitude of κ30. However, this required the 3D Fourier transform. The 3D Fourier
transform requires 3 homogeneous direction in the physical space. This is usually the
case in the DNS of HIT configurations which is not always the case in experiments
or the DNS of jets. In particular, in the temporally evolving jet flame configuration
studied in this thesis, considering two homogeneous directions in Ox and Oz, one has
two options. First, to construct a 2D spectrum from the 2D Fourier transform and then





construct a 1D spectrum using the 1D Fourier transforms in one direction (e.g. κx) and
averaging using all ensembles of equal κx on another direction. The result is the 1D
spectrum as a function of the scalar κx. In this thesis the latter is adopted. Since the
lengths of the domain in two existing homogeneous directions are not the same, this
causes a problem in the 2D Fourier transforms. Further, the theory is developed either
for the 3D or the 1D spectra and the theoretical formulation exists to relate these two.
Consider the velocity vector U(x, t) = (u1, u2, u3) = ui i = 1, 2, 3, first we
transform any component to the centered one using the Favre averaging operator i.e.
Eq. 2.36. Then the 1D velocity spectrum in ith direction as a function of the longitudi-
nal wavenumber(E1Dii (κx)) is evaluated as:
E1Dii (κx) = 〈DFTu′′iDFT ∗u′′i 〉 (2.85)











where DFT ∗ is the complex conjugate of DFT . The 〈.〉 operator here is the averaging






where the DFT is calculated using all u′′i values in one homogeneous direction (i.e.,
Ox) and averaging over the second direction (i.e. Oz with Nz the number of cells in
Oz direction).
2.3 The Modelling: Navier-Stokes Equations
In this section, first, the reactive NS equations are introduced and the terms including
the reactive source terms are described. Then the two approaches of manipulating
turbulent flows namely the Reynolds averaging and filtering approaches are introduced.
In each subsection, the related kinetic energy equation is introduced. This is done since
we will extract the exact terms from the DNS databases in Chapter 5 and use in the a
priori DNS analysis, instead of modeling them.
























(ρuiYk) = − ∂
∂xi













(qi) + Q˙, (2.87d)
where ρ is the density of the fluid, ui are the velocity components, p the static pressure,
E the total energy (including kinetic, chemical and internal energy), Ns the number of
species in the kinetic mechanism. Yk and ω˙k are the mass fraction and the net formation
rate of species k, respectively. τij is the viscous stress tensor which is defined as:
τij ≡ 2µ (Sij −∆vδij/3) , (2.88)











In Eq. 2.88, ∆v is ∆v = Sii; the flow dilatation and δij the Kronecker delta (δij = 1
if i = j and δij=0 otherwise)). In the energy equation of Eqs. 2.87, qi is the heat flux
which is defined as:


















2.3. The Modelling: Navier-Stokes Equations
with λ the thermal conductivity and hk the sensible enthalpy of species k. In the species
equation of Eqs. 2.87, Vi,k are the diffusion velocities of species k in direction i. It is




where Γk,mix is the mass diffusion coefficient of species k into the mixture. Consider a








ν ′′k,jΦk j = 1, ..., Nr, (2.92)
where ν ′k,j and ν
′′
k,j are the molar stoichiometric coefficients of species k in forward
and backward reactions, receptively and Φk the species k symbol. The stoichiometric
coefficients should satisfy Eq. 2.93 relations to enforce the mass conservation:
Ns∑
k=1
νk,jWk = 0 j = 1, ..., Nr, (2.93)
with Wk the molecular weight of species k and:
νk,j = ν
′′
k,j − ν ′k,j j = 1, ..., Nr. (2.94)
The law of mass action states that the reaction rate is proportional to the product of
concentration of reactants. For reversible reactions like what is introduced in Eq. 2.92,
















where kf,j and kr,j are forward and backward rates of reactions j, respectively. These
rates depend on the temperature and are computed from the Arrhenius law and using
equilibrium constants:



















where Ef,j is the forward activation energies of reactions j, pa = 1 bar and ∆Sˆ0j
and ∆Hˆ0j refer to the enthalpy and the entropy changes occurring when passing from
reactants to products.




















where ∆H0f,k is the enthalpy of the formation of species k. The set of equations 2.87
together with the equation of state (p = ρRT ), with universal gas constant (R), create a
closed system of partial differential equations for Newtonian fluids.
The set of Eqs. 2.87 can be solved directly in DNS, however the mesh and time steps
needs to resolve both the Kolmogorov scales for the fluid and the flame thickness/ve-
locity scale for chemistry which makes the computational cost prohibitive. In many
applications we are interested in the mean values of the variables, and therefore the
conservation equations for the mass of species, momentum and energy can be averaged
in time/space. When this averaging is performed, the equations describing the mean
flow-field contain the averages of product of fluctuating velocities. In general this will
result in more unknowns than the number of equations available. Such difficulty can be
resolved by the turbulence models with additional equations being provided to match
the number of unknowns.
The averaging process can be either time averaging or spatial (volume) averaging. If
the governing equations are time averaged and then solved, this is called RANS. In the-
ory, the averaging must be performed by the statistical mean operator Eq. 2.4 however,
in practical applications we use Eq. 2.10 and we already showed that under certain con-
ditions they are approximately the same. In theory, it is possible for the averaging time
interval in Eq. 2.10 not be much larger than the integral time scale. If this is the case,
the result of the simulation is called URANS. Actually we are calculating directly only
certain low frequency modes in time. The URANS equations are the usual RANS equa-
tions, but with the transient (unsteady) term retained. Even if the results from URANS
are unsteady, one is often interested only in the time-averaged flow. If the averaging
process is performed in small volumes (the spatial averaging) and we calculate only the
low-frequency modes in space, the solution is called LES.
In the spectral point of view (see Fig. 2.2), if all range of the wavenumbers (in space
or frequencies in time) in the spectrum (e.g., the TKE spectrum introduced before) are
resolved, this is called DNS. If the spectrum is cut in a specific wavenumber, this means
that the simulation is just resolving the wavenumbers lower than the cutoff wavenum-
ber; all the remaining must be modeled. In LES usually the cutoff wavenumber is
placed in the inertial range. In RANS only mean variables are resolved, this means that
no wavenumber (or frequency) is resolved by the simulation and all the spectrum must
be modeled.
2.3.1 Favre Averged Navier-Stokes
If a Favre averaging operator (the time average not the spatial average) introduced in














Figure 2.2: From [77]; Decomposition of the energy spectrum by different solution methods. (a) RANS;
(b) URANS; (c) LES.




































































































































































≈ p uif , (2.100f)
where turbulent viscosity (νt) is introduced and will be defined in the following. Since
Mach number (Ma) is low the approximation in Eq. 2.100f can be used. The turbulent
Schmidt number (Sckt) and tutbulent Prandtl number ( Sckt) are kept constant.
The unclosed reaction source and its heat release (i.e., ω˙k and Q˙) which introduces
the turbulence-chemistry interactions issue will be discussed in the next Chapter.































where kf already introduced in Eq. 2.52.
Now the closure problem is to evaluate νt. These types of models called the eddy vis-
cosity type models. The wide range of approaches exist, for example the zero-equation
models like Prandtl’s mixing length model [50, 66], two equation models like k − ε
models [78], three equation models like k − ε − γ [79], and 6 equation models or the
so called Reynolds Stress equation Model (RSM) [80]. The two equation model, k − ε
models [78], are the most famous ones which relate the νt to TKE and its dissipation.
The dimension of νt is [m2/s], a turbulent velocity scale multiplied with a turbulent
length scale has the same dimension:
νt ∝ U`, (2.103)
with U as a velocity scale:
U = k1/2f , (2.104)
















2.3. The Modelling: Navier-Stokes Equations
one can get the νt as:









with Cµ a constant of proportionality. The details of the k − ε model can be found
in [78].
Exact Favre Mean Turbulent Kinetic Energy (TKE) Budgets
The Favre averaged turbulent kinetic energy (TKE), kf , was introduced before in
Eq. 2.52. The exact transport equation for the TKE can be directly derived. We start



















= ρ (Pij − εij) + Tij + Πij +Σij, (2.107)

















































































In Eq. 2.109, τ ′ki is τki − τki.
The exact transport equation of the TKE is derived by contraction of free indexes


















+ T + Π +Σ, (2.113)
32The incompressible form can be found in [81]
33It should be noted that in Eq. 2.107 the term u′′i is not zero since this is the Reynolds average of the Favre fluctuation. The












with mean production of turbulent kinetic energy (P ):
















































The exact terms in Eq. 2.118 are directly calculated from the DNS databases to be
used in the a priori DNS analysis. Of great importance is the mean production and
mean dissipation terms.
2.3.2 Favre Filtered Navier-Stokes
In LES, the large energy-containing turbulent structures are directly represented, these
are called the resolved structures. The effects of smaller eddies, i.e., the residual fields,
are modeled [83]. In LES, a low-pass filtering operation, using a filter kernel, is ap-
plied to the governing equations to derive the equations for large structures. A filtered
quantity q is computed as:
q =
∫∫∫
q (X ′)F (X −X ′) d3X ′. (2.119)





ρq (X ′)F (X −X ′) d3X ′
)
, (2.120)
where F (X) represents the 3D filter kernel. Theoretically, it can be a simple top-hat,
Gaussian or the sharp spectral filter [38, 77]. In Sec. 4.3, the explicit top-hat filter used
in the current study is introduced. However, in LES, it is implicitly introduced by the
grid. Although mathematically the filter type in LES is not known but we can assume
that it is most likely to be a top-hat filter corresponding to the mesh size. As pointed
out by daSilva [84]: a box filter corresponds to the filter implicitly associated with the
discretization in a centered second-order finite difference or finite volume code, which
is often used in LES. Filtering a quantity q using any filter kernel, one can divide the
fluctuating quantity q as, q = q + qresidual = q + qSGS , where qresidual or qSGS is the










2.3. The Modelling: Navier-Stokes Equations
from q′, the residual field after application of Reynolds operator, with the properties of,
qresidual 6= 0 and q 6= q. Applying Eq. 2.120 to Eq. 2.87 results in the following set of
































































































































































(τijuj) ≈ 0. (2.122g)
(2.122h)
Apart from the filtered reaction rate and heat release rate source terms (i.e., ω˙k and
Q˙) which will be discussed in the next Chapter, the Residual Stress Tensor (τRij ) as an
















2.3. The Modelling: Navier-Stokes Equations
Like the closure for the Reynolds stresses in Eq. 2.101, the Boussinesq type hypothesis






























Now the closure problem is to evaluate νSGS . These types of models called the
sub grid viscosity models. The wide range of approaches exist [77], e.g., the most
famous one, i.e., the Smagorinsky model [85] or the one equation k model [86]. and
the dynamic approaches of the mentioned models, using the Germano identity [87] to
evaluate the models coefficients34.
Exact Resolved Kinetic Energy Equation
















= α + Π− ρεν − ρPSGS, (2.126)




(−p uif + τijujf − τRijujf) , (2.127)


















The above terms are exact and can be extracted directly from the DNS databases. In
particular the grid-scale-subgrid-scale transfer rate is of great importance. It represents
the energy transferred through the cutoff wavenumber to smaller scales. In Chapter 5
we use the exact value obtained by Eq. 2.130 in the sub-grid EDC cascade model.











Exact Sub-Grid Kinetic Energy Equation





/2, can be obtained














αSGS + ΠSGS − ρεν,SGS + ρPSGS,
(2.131)


















the sub-grid pressure dilatation (ΠSGS) term is:
ΠSGS = p∆v − p∆vf , (2.133)








The above exact terms are directly extracted from the DNS databases and will be
used in the a priori DNS analyses presented in Chapter 5. Further, models for the
above terms can be used to derive the model equation for kSGS solved in a posteriori
analyses or real LES. The one equation k model [77] can be used in LES. The obtained














In the governing equations of LES of reactive flows with detailed kinetics, the trans-
port equations of the filtered species mass fractions are solved. The filtered transport
equation for species k has a filtered production/consumption rate ω˙k (ϕ) which needs
to be modeled. In ω˙k (ϕ), ϕ is the composition vector together with the temperature
(T) and pressure (p), and (.) the filter operator in LES. Since the net formation rates
of species are non-linear functions of ϕ, the equality ω˙k (ϕ) = ω˙(ϕf ), which is called
the “no model” or “quasi laminar” approach, in many conditions does not hold. In the
previous statement, (.)
f
is the Favre filtered operator defined as ρ(.)/ρ with ρ the den-
sity. The SGS combustion models try to include the effects of turbulence on chemistry
(Turbulence-Chemistry Interaction or TCI) in such a way that ω˙k (ϕ) can be computed
by using ϕf . The same holds when solving RANS with detailed chemistry, i.e., the
averaged production/consumption rate needs to be modeled.
In fact, LES combustion models can be divided in two main categories [8, 88]: the
flamelet-based (FL) and the finite-rate (FR) combustion models. The assumption of
mixed is burnt (in non-premixed flames) leads to the widely used flamelet based com-
bustion models, treating turbulent flames as an ensemble of thin laminar flames called
flamelets. The consideration of turbulent conditions is achieved by using a probabil-
ity density function (PDF) of parametrized progress variables, e.g., conserved scalar
like mixture fraction. A presumed form is usually applied. A transport equation for
the PDF can also be solved but remains computationally expensive. The main issue
in flamelet based models is in building the table and turbulence-chemistry interaction
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thermore, for concurrent non-premixed and premixed combustion regimes, the flamelet
approach needs suitable but complex modifications, as reported in [89–91].
In contrast to the flamelet-based models, the finite-rate combustion models in LES
try to evaluate ω˙k (ϕ) as a function of filtered quantities which are available after the
solution. In finite-rate combustion models, which are the focus of the present study,
there is no assumption about the flow or flame, but instead they attempt to model the
low-pass filtered net formation rates [8]. Models in this class are the Thickened Flame
Model (TFM) [92–94], transported PDF (TPDF) models [9, 10], the Eddy Dissipation
Concept (EDC) model [13–15], the Partially Stirred Reactor (PaSR) model [11, 12],
and the Scale Similarity (SS) models [17, 18]. The TFM was developed primarily for
turbulent premixed flames. TPDF models can deal with both premixed, non-premixed
and multi-regime combustion, but they are reported to be computationally very expen-
sive. EDC and PaSR, which have been developed for Reynolds Average Naiver Stokes
(RANS) simulations, are now being extended to LES. However, no systematic and
comprehensive analysis is carried out on EDC-LES models. In this chapter, the theory
behind the EDC and the Scale Similarity models will be discussed. Sec.3.2 devoted to
the EDC, starts with the general concept of the cascade model in RANS view point and
will be further extended to the sub-grid cascade. New EDC-LES models will be derived
based on the new findings in Sections5.3 and 5.2. Sec.3.3 is devoted to the SS models.
It starts with the non-dynamic SS concept for finite-rate (FR), sub-grid scale (SGS)
combustion modeling and ends in the explanation of the mathematical derivations of
the new dynamic SS models, based on the Germano type dynamic methods.
3.2 Eddy Dissipation Concept (EDC)
The EDC FR-TCI model is based on the idea that the chemical reactions take place
when the fuel and oxidizer in non-premixed flames or the cold reactive mixture and
the hot products in premixed flames are perfectly mixed on the molecular level. The
mixing indicator is the ε or the scalar dissipation rate (χ). In the EDC, the former
is considered as the rate of mixing. Since the ε is an intermittent process as will be
discussed in Sec. 5.2, the model tries to include this effect in the evaluation of unclosed
chemistry source term. Consider a fully turbulent region in the physical domain. In
this region, due to the intermittency of ε there are some sub-regions where ε′ is much
higher than the mean of it. If one considers those regions as the regions where the final
mixing takes place, then we expect that the reaction also takes place near those regions.
These highly dissipative regions are called fine structures. Within the fine structures
everything is well mixed, the covariances are zero so that for example in the Reynolds
averaged form, ω˙k (ϕ) ∝ ω˙(ϕf ). In the other sub-region (outside the fine structures),





= 0. Now if one
can find the volume that each sub-region occupies, it will be possible to define the mean
or the filtered form of a quantity using the weighted average.
In RANS-EDC we will have:
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where ω˙∗ is the chemical source term in dissipative regions (shown by ∗) which can be
calculated by solving the governing ODE equations (batch reactors) [95] over a resi-
dence time evaluated by the EDC. IRANS is a prefactor related to the internal intermit-
tency factor (γint). The intermittency phenomenon is discussed in detail in Sec. 5.2.2.
Likewise, in LES we have:
















The EDC can be used to find I (either in LES , ILES , or RANS, IRANS) using the
estimated scales of dissipative eddies. Further, the time scale of these eddies modeled
by EDC will be used as a residence time of reactive mixture in a hypothetical reactor
inside a numerical cell. The residence time is needed to find the ∗ values.
In this thesis, the EDC is considered as a kind of cascade model not a combustion
model. In this new viewpoint, it can be regarded as a pure turbulence model. The
goal of the concept is to find the turbulent dissipative scales. Then, finding the volume
fraction occupied by these scales. Up to this point, it is purely related to the turbulence
modeling. The link through the turbulence and combustion modeling is made by an
important hypothesis. The hypothesis is that in high Reynolds numbers the combustion
and dissipation fluctuations are correlated.
In the following, first, an explanation of the general idea of the eddy dissipation
cascade in Sec. 3.2.1 will be presented. It is explained in RANS viewpoint. The LES
viewpoint is discussed in Sec. 3.2.2. The existing approaches are discussed in these two
sections. The EDC has two (in the case of Fureby model only one) coefficients resulting
from the proportionality relations. The existing and the newly proposed methods to
evaluate the coefficients are discussed in Sec. 3.2.3. A method to find the volume
fraction of the dissipative fine structures are discussed in Sec. 3.2.4. Up to this point
the EDC is viewed as a pure turbulence model, the final section (Sec. 3.2.5) describes
the link of the model with turbulent combustion through introducing the time scale of
the fine structures and the way it is introduced to batch reactors.
3.2.1 EDC for RANS
From the Kolmogorov theory we know that the characteristic size of the dissipative mo-
tions scale with η
f
1. The EDC is a model which tries to find the scales of the dissipative
eddies using the quantities available during the numerical simulation. The EDC has a
cascade model inside, like Richardson’s cascade [51] with some modifications.
We start with the cascade model. The idea is shown in Fig. 3.1. As can be seen,
the energy of the mean flow is transferred to lowered levels through the cascade to the
scales where all energy is dissipated.
An important assumption in RANS-EDC approach is that the whole cascade is in
each computational cell. Each level n, is characterized by its velocity scale, un, length


















Chapter 3. Turbulence-Chemistry Interactions: Finite-Rate Combustion Models
Figure 3.1: The EDC cascade. Left side shows the cascade in physical space, the right side is in
wavenumber space.
where kn is the average of kinetic energy in the scales of length n (kn). In the wavenum-
ber space, it is the kinetic energy of scales with wavenumbers greater than the one cor-
responding to the level n in the cascade, κn. This will be discussed more below. It
should be noted that in this section the Reynolds averaging operator, (.) mainly used
without the loss of generality as the Favre averaging operator (.)
f
can also be used. The










It is assumed that the vorticity at each level is twice the previous level. This is consis-
tent with Richardson’s cascade [51]. So the relation between steps is governed by the
vorticity ratio:
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At each level, a part of the mechanical energy, viz. qn, is dissipated. We need two
definitions for the rate of the mechanical energy transferred to the nth level and also the
rate of dissipation of energy to heat from the nth level, i.e., definitions for W n and qn at
each level. Magnussen [13] assumes that production, which feeds mechanical energy
to the first level, viz. W ′, is a product of the turbulent stress and the mean flow strain
rate. This is similar to the definition of the production term in the transport equation
of turbulent kinetic energy, Eq. 2.114. The feed to the second level, viz. W ′′, can be
modeled according to the same pattern so that at each level n, W n can be modeled as:




where CD1 is the first proportionality coefficient. At each level the rate of transfer of
mechanical energy to thermal energy, qn, is proportional to:
qn ∝ νwn2 = CD2νwn2, (3.8)
where CD2 is the second proportionality coefficient. Again the above definition is
analogous to the dissipation term in the transport equation of TKE, Eq. 2.115. From
the equations 3.7 and 3.8 one can derive the equations for the length and velocity scales
at * level which can be further used to evaluate I and the mass transfer rate (the time
scale of the dissipative eddies) between the fine structures and the surrounding fluid.
From Fig. 3.1 we can see that:
ε = q′ + q′′ + ...+ q∗. (3.9)
By using the assumption of Eq. 3.6 in Eq. 3.8 one can find:
qn = 4qn−1. (3.10)
By using Eq. 3.10 in Eq. 3.9 and using the series theory we can reduce Eq. 3.9 to
Eq. 3.11:
3ε = 4q∗ − q′. (3.11)
Here we use another important assumption in which in high Reynolds numbers the
dissipation from the first level can be considered negligible so that ,q′ = 0. This is
analogous to statement of being in the inertial range in Kolmogorov’s language. By
using this in Eq. 3.11 we have the first relation for the dissipation rate:
3ε = 4q∗. (3.12)
From Fig. 3.1 it can be also found that in the last level of the cascade we have,W ∗ = q∗.
By using this in Eq. 3.12 we can derive the second equation for the dissipation rate:
3ε = 4W ∗. (3.13)
By replacing W ∗ and q∗ from their relations, i.e., Eq. 3.7 and Eq. 3.8 in Eq. 3.12 and
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This derivation of the cascade was proposed by Ertesvag and presented in [15]. How-
ever, the older model proposed by Magnussen [13, 14] has some differences. Although
the Ertesvag derivation seems to be more rational, here the original Magnussen version
is also presented since it is the base of the LES-EDC derivation in Fureby’s group [96]
which is further used in the subsequent works in his group (see e.g., [8, 91, 97–100]).
In the Magnussen original derivation, instead of using two separate coefficients of pro-
portionality in Eq. 3.7 and Eq. 3.8, only one coefficient (ζ) has been used, viz.:
Wn ∝ knwn = ζ26un2wn, (3.17)
qn ∝ νwn2 = ζ215νwn2. (3.18)
The point is that instead of separately relating energy transfer rate, Wn, and dissipation















where the term 15νwn2 = 15νun2/Ln2 coming from the dissipation definition with
HIT assumptions (see Eq. 2.58).
























Eq. 3.20 has been used in Fureby’s group to derive the LES version of the EDC. How-
ever, we keep using Eq. 3.16 unless otherwise mentioned. It will be shown theoret-
ically in Sec.3.2.3 that the two coefficients in Eq. 3.16 can be reduced to one, using






which is inferred from Eq. 3.202.
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3.2.2 EDC for LES
To extend the model to LES, the idea is to assume that the cascade process or part of
it occurs in a LES grid (see Fig. 3.2). In each LES computational cell the energy from
the “filtered level” is transferred to the smaller eddies down to the dissipative scales.
The cascade process should result in the sub-grid dissipative structure scales. Here it
is assumed that the whole cascade occurs in a LES cell. A blending function [101]
can be added in applications to take into account the ratio of the grid size in LES and
Kolmogorov’s scale. However, for the moment we keep using the assumption that
the LES grid size is much bigger than η
f
when the filter cutoff placed in the inertial
range. So it is reasonable to assume that the whole cascade occurs inside each grid cell.
On the other hand, the theoretical derivations in this section are based on the general
assumptions usually used in turbulence modeling, i.e, the Reynolds number is so high
that there is no overlap in the range of scales. This is a fundamental assumption in
many theoretical derivations.
Figure 3.2: The EDC cascade in sub-grid scales.
Ertesvag Group Approach
Lysenko et al., [16, 101, 102] consider the SGS level in Fig. 3.2 as the prime level in
Fig. 3.1. With this, starting from Eq. 3.9 we have:
εν,SGS = q
SGS + ...+ q∗. (3.21)
Same as RANS-EDC, by replacing Eq. 3.10 in Eq. 3.21 and using series theory we can
reduce Eq. 3.21 to Eq. 3.22:
3εν,SGS = 4q
∗ − qSGS. (3.22)
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With the same procedure used in Eq. 3.14 to Eq. 3.16 we can finally have the EDC






















where ν is the filtered viscosity and εν,SGS is the viscous dissipation in sub-grid, i.e.
Eq. 2.134. In the a priori DNS analysis, the scales can be directly evaluated from the







where kSGS is the sub-grid kinetic energy (already defined in Eq. 2.125). Again, to
model kSGS , the transport equation of sub-grid kinetic energy can be solved (e.g., one
equation eddy model [86]). Cε can be set constant equal to 1.048 or can be evaluated
dynamically [77].
Fureby Group Approach
The Swedish group developed the LES-EDC based on the original Magnussen model,
i.e. Eq. 3.20. The assumptions and derivations are the same as what described before
in Sec.3.2.2. The difference between the models in the two groups is using either one
















3.2.3 Evaluation of EDC Model Coefficients
Like every model, the dissipation cascade model has some coefficients to be set by the
user. The coefficients are CD1 and CD2 in Eq. 3.16 or ζ in Eq. 3.20. These coef-
ficients can be fine tuned by the user to give the best prediction of a specific target.
However, since the equations are based on the physical arguments, the coefficients can
be evaluated in some ideal conditions. Like what Lilly did to evaluate the coefficient
in the Smagorinsky model [76]. In the original EDC model both coefficients are free
coefficients. Since in the model, ideal assumption have been used (as any other model
does, like the Smagorinsky constant for the Smagorinsky LES model or etc.), free coef-
ficients give the degree of freedom and the best fit to the reality should be searched for
by changing the model coefficients. If extra relations can be found, it can be possible
to reduce the degree of freedom. If an identity can be found in the physics or numerics
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can be set dynamically. An optimum model, is a self adaptive one where the coeffi-
cients can be set dynamically by the model itself. However, if an optimum model does
not work for a specific reality, this is not necessarily the fault of the optimum model,
it can be due to the departure (in reality) from the assumptions used in the model. For
example if at the end the dynamic Smagorinsky model in LES does not work for a case,
this is not the intrinsic issue of the model or Germano’s identity, it is simply because
the case under consideration departs from some assumptions in the model, for example
the alignment of the deviatoric part of the SGS (residual) stress tensor and the resolved
strain rate in this case. The best example is the Kolmogorov’s 1941 (K41) theory (dis-
cussed in Sec.2.2.5). The theory assumes that in high Reynolds numbers, the velocity
structure function of order n, viz. DLLp(r), scales as r
p/3. When r → 0, this implies
that the skewness of the longitudinal gradient of the streamwise velocity, S ∂u
∂x
, in HIT is
constant. Soon after K41 theory, the departures from the theory were reported in exper-
iments which led to the refined theory of K62. However, recently, it is shown that K41
prediction for the skewness being constant is true and the departures observed in the
experiments and DNS databases are due to Finite Reynolds Number (FRN) effect [35].
This means simply the assumption of being in high Reynolds numbers regime is not
satisfied so one cannot argue that the model is wrong. Following this short discussion,
here it is tried to reduce the degree of freedom in the EDC by finding a relation between
the two coefficients. For that, no extra assumption is added. The assumptions are the
ones in Kolmogorov’s theory which were already used in the EDC model. Looking at
Eq. 3.7, CD1 is a coefficient to relate the production to velocity and vorticity scales.
Likewise, in Eq. 3.8, CD2 is introduced to relate the dissipation to the vorticity scales.
It is first tried to relate CD2 to CD1. So the model will only include CD1. Next the
evaluation of CD1 will be discussed. Since CD1 is related to the large scale production
of TKE, it can be differently evaluated in RANS or LES applications.
Evaluation of ζ for RANS
For RANS, Magnussen [13, 14] used:
ζRANS = 0.18, (3.28)
in Eq. 3.20. The author could not find any reference of how the value is concluded but
it seems that it is evaluated based on some experimental observations.
Evaluation of ζ for LES
The Swedish group is the only group used the model Eq. 3.20 in LES. This was dis-
cussed in Sec. 3.2.2. To evaluate ζ in LES, they equate “the SGS dissipation” and
the energy transfer at the first level in the model. It must be mentioned that the “the
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The above equation can be directly used in a priori DNS analyses since the exact
εν,SGS can be calculated from the DNS databases (by Eq. 2.134) to compute ζ locally
and there is no need for modeling. In LES, the model already introduced in Eq. 3.26,








If the constant value of Cε = 1.048 is used in Eq. 3.30, it leads to the coefficient equal
to the constant of:
ζLES ≈ 0.566. (3.31)
Consider that in the final equations of LES-EDC, derived to be used in LES codes (see
Table 3.2), ζ and Cε will be canceled out so that the final equations do not have any
coefficient.
A New Method for Evaluation of CD2 in RANS and LES
Although in many previous applications of the EDC, the value proposed for RANS,
viz. CD2 = 0.5, [15] has been used (even for LES e.g., [16, 101, 102]), here, a new
theoretical basis is proposed to relate CD2 to CD1 so that there is no need to set a
value. The relation can be used both in RANS and LES. The idea of relating theEDC
cascade in the physical space to the wavenumber space is inferred from [15]. Here,
using the dissipation model spectrum obtained in Sec. 5.3.4, it will be newly used to
extract a theoretical relation between the two coefficients.
In Fig. 3.1, the representation of the EDC cascade in the wavenumber space is
shown. If one wants to relate the stepwise cascades to the continuous wavenumber
space, it is needed to define the wavenumber ranges representative of each step in the
cascade. The range of wavenumbers representative of level n of the stepwise cascade
is defined as κ ∈ (κ−n , κ+n ) with, κn, the center of the range. The next level is κn+1
in the range κ ∈ (κ−n+1, κ+n+1). Tennekes and Lumley [103] chose unity steps on a
logarithmic scale which means, κ−n = e
−1/2κn, κ+n = e
1/2κn and κn+1 = eκn. From
these, a factor a = e−1/2 ≈ 0.6 can be defined where κ−n = aκn. The relations are
shown in Fig. 3.1. On the other hand, it can be proven that [15] using assumptions in
the EDC (almost no dissipation in the first level of the cascade, i.e. being in the iner-
tial range), κn+1 ≈ 2
√
2κn so that centering κn in the range of (κ−n , κ
+





2 ≈ 0.59 which is close to Tennekes and Lumley stepwise representation
of the cascade in the wavenumber space.
The relation between the EDC cascade in the physical space and the stepwise cas-
cade in the wavenumber space can be drawn using the relation between the physical
length scales and the corresponding wavenumbers. We know that in general L in the
physical space is proportional to 1/κ in the wavenumber space with κ the wavenumber
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If the energy transfer from level n is assumed to be equal to the one from n + 1, with
level n and n+1 being in the inertial range3, i.e., no direct dissipation from these levels
























By using κ−n = aκn and κ
+
n = a






















where CK is the Kolmogorov’s constant. The relation will be used in the next part to
find CD2. Note that a can be replaced by a = 0.59 as discussed before. The value
CK ≈ 2.3 (instead of common value 1.5 in non-reactive constant density flows) found
for Kolmogorov’s constant for the 3D spectrum function using the current reactive DNS
databases in Sec. 5.3. In this way b is a function of only CD1.
To find CD2, Eq. 2.80 will be used. Considering the assumptions in the EDC, it is
shown that the dissipation from the last level of the cascade is 3/4 of the total dissipation







3In other words it is assumed that κn and κn+a are in the inertial range. This is consistent with using Kolmogorov’s inertial
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Note to the change of the variables in the definite integrals above.
Equation 3.41 leads us to the below conclusion:
If a normalized model spectrum can be found for the dissipation range of reac-
tive flows, the normalized wavenumber, viz. κ−∗ η, corresponding to the last level in the
EDC cascade, is the wavenumber at which the integral in Eq. 3.41 is 3/4.
Using κ−∗ = aκ∗ and Eq. 3.32 to relate κ∗ to L
∗ one leads to:













































where, CD2 is uniquely determined by CD1 if a universal form ofDNormal(κη) is used
to find the value of κ−∗ η.
In Sec. 5.3.4, Using 3 DNS databases of the non-premixed temporally evolving jet
flames in different bulk jet Reynolds numbers and 3 time instants in each case rep-
resenting different flame dynamics (extinction/re-ignition), a model with a functional
form similar to the form of Pope’s spectrum Eq. 2.81 was found to represent the dis-
sipation spectra in reactive flows. The model spectrum of Pope (blue dashed line) is
shown along with the modified spectrum (solid red line) in Fig. 3.3. The integrals of the
curves are approximately equal however the peak locations and the rates of exponential




of the total area is the wavenumber (κ−∗ η) corresponding to the EDC
last level, L∗. Numerical integration shows κ−∗ η ≈ 0.15. Using this value and the value
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Figure 3.3: The 3D model dissipation spectrum of Pope for non-reacting (NR) flows and the proposed
3D model dissipation spectrum for rective (R) flows.
Evaluation of CD1 for RANS
CD1 is a coefficient resulting from the assumption that the transfer rate of the turbulent
kinetic energy from each level is proportional to the TKE multiplied by the strain rate.
Since the same coefficient is used at each level, using the relation at the first level, in
RANS mode and again assuming the direct dissipation from the first level is negligible,
viz. q′ u 0, one can write:




On the other hand, for RANS, the turbulent viscosity is defined as (Eq. 2.106 where the




















CD1 = Cµ, (3.50)
By using the standard value of Cµ = 0.09 which is used in RANS k− ε model, one can
find a good estimate for CD1.
The above idea proposed in [15], however, originally the coefficient was set using
the experimental results in the log-law region of boundary layer. In the log-law region,
the production is equal to dissipation, so that the assumption used in the model is sat-
isfied. Both methods lead to the same coefficient since Cµ is also found from the same
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Evaluation of CD1 for LES
For the application of EDC in LES (see e.g., [16, 101, 102]), the same value obtained
for RANS, CD1 =
3
2
Cµ = 0.135, has been used so far.
Of course there are other interesting options without adding extra assumptions. Note
that the derivations below are theoretical derivations so they are general and supposed
to be valid if the assumptions are satisfied (e.g., in high Reynolds number flows when
the filter is placed in the inertial range).
The approach is simply similar to what has used in the Swedish group to evaluate ζ
in LES, viz. ζLES , which was explained before in Sec. 3.2.3. The theoretical derivation
below holds in high Reynolds number flows and it is assumed that the filter is in the
inertial range which is a common requirement for all turbulence models.
Equating “the viscous SGS dissipation” and the energy transfer at the first level in
























The above equation can be used in a priori DNS analyses since the exact εν,SGS can be
directly extracted from the DNS databases using Eq. 2.134 to calculate CD1 locally. In






If the constant value of Cε = 1.048 is used in Eq. 3.52, this leads to the coefficient
equal to the constant:
CD1LES ≈ 1.28. (3.53)
Consider that in LES codes, Cε in Eq. 3.53 can be computed dynamically making this
LES-EDC version a dynamic method for LES codes (see Table 3.2). This can be done
e.g., using the Vreman method [104] or the more complicated method of Ghosal et
al., [105] or even the standard dynamic method using Germano’s identity4. Note that
the statement Eq. 3.26 coming from the idea that at the first level in the SGS cascade,
the dissipation to heat is zero so that W SGS = PSGS = εν,SGS . In other words, “ Local
Equilibrium Hypothesis ” [77] is used in local/instantaneous manner (not the average
manner) which is a common assumption in LES, although may not be fully satisfied
[106]. Consider Lilly’s approach [76] to find a theoretical value for the Smagorinsky
constant. Although the Lilly theory relies on “average” equations, but practically, the
value obtained from it, has been used locally in LES codes.
4Although Ghosal et al., [105] argue that Grmano’s identity for this term will be zero in high Reynolds number flows because
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3.2.4 Volume Fraction of Fine Structures: Internal Intermittency Factor
The eddy dissipation cascade is a model to find the dissipative length, velocity and time
scales. However, it does not provide the fraction of the volume that the structures with
these scales occupy. The problem is that soon after the K41 theory, it was revealed that
the dissipation is an intermittent phenomenon [107]. This means that the dissipative
structures (if exists) are not homogeneously distributed in space/time. This is the so-
called small-scale, internal or intrinsic intermittency. It is usually associated with the
tendency to spatial and temporal localization of the fine or small-scale structures of
turbulent flows. The small-scale intermittency of turbulence is associated with its spotty
(spatio-temporal) structure [108]. The whole story is discussed in detail in Sec. 5.2.2.
The reader is suggested to first go through Sec. 5.2 before reading the current section.
Here only a very brief discussion was presented to create a rational and reasonable
context to present the equations.
As stated before, the result of the dissipation cascade is u∗, L∗ and τ ∗. The eddy
dissipation cascade is not like the fractal [51,109] or multi-fractal [110] theories which
directly model the scaling of the structure functions and so the flatness factor. So Mag-
nussen used an explicit expression to define the volume fraction occupied by the fine
structures. For the moment to be consistent with the notation of the Norwegian group,
i.e., Magnussen in 1981 [13] (hereafter M81) and Ertesvag in 2000 [15] (hereafter
E2000), we use γ∗ to denote the “ratio of the fine-structure mass to the total mass” or
“mass fraction occupied by fine-structures”. In the early versions of the EDC, M81 and










The proportionality relations can be derived easily in RANS. Note that depending on
the model used in RANS or LES or Magnussen/Fureby or Ertesvag versions, L∗ and u∗
can be replaced by Eq. 3.16, Eq. 3.20, Eq. 3.25, or Eq. 3.27, respectively. This results
in γ∗RANS or γ
∗
LES and can be tested in a priori DNS analyses.
Corrsin in 1962 [111], assumed that the dissipative structures are vortex sheets with
the thickness of η embedded in bigger structures of the integral length scale i.e. lint.







∝ Re−3/2λ . (3.55)






, where εs is the average pseudo-dissipation already defined in
Eq. 2.58, εsinst the instantaneous (without averaging) one-dimensional surrogate for the
dissipation can be defined in Eq. 5.5 and F ∂u′
∂x
is the flatness of longitudinal gradient of
stream wise velocity fluctuations. The flatness was already introduced in Eq. 2.19.
Tennekes in 1968 considered the dissipative structures as vortex tubes with the di-
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occupied by these vortical structures is
η2
λ2












∝ Re−1λ . (3.56)
The recent version of the EDC developed by the Norwegian group, Magnussen in 2005







It seems natural to assume that the Norwegian group intentionally defined γ∗ to
represent the phenomenological models. This was also clearly mentioned by Ertesvag
[15] and Lysenko et al., [101].
In Ertesvag [15] it is written that :
“This (i.e. γ∗) is the intermittency factor of the fine structures. If the Taylor mi-
croscale ... This is similar to the model by Corrsin (1962)”.
and from the same group in Lysenko et al., [16], it is written that:
“The previous model (i.e. Eq. 3.54 ) corresponds to a sheet-like turbulence fine
structure (Corrsins model), whereas Eq. 16 (i.e. Eq. 3.57) corresponds to a tube-like
structure (Tennekes model)”.
So it can be concluded that γ∗ in the EDC model is actually the internal inter-
mittency factor, i.e. γint. However, note that M81 did not mention clearly this
fact.
Now the problem is that in 1971, Kuo and Corrsin [112] did measure the flatness
of the longitudinal gradient of the streamwise velocity in grid-generated turbulence
experiments and on the axis of a round jet and saw F ∂u′
∂x
scales as Re0.2λ in Reλ < 200
range, following a transition zone up to Reλ ≈ 500, increases more rapidly as Re0.6λ .
The power law is much weaker than the predicted ones by phenomenological models!
It seems that M81 was aware of this work (see figure 5 in [13] where he compared
the flatness factor resulting from the EDC with the data of Kuo and Corrsin [112]).
However, it was not clear explained why he chose γ∗1/3 =
u∗
u′
as the inverse of the
flatness factor to compare with Kuo and Corrsin data. In above, we showed that in
the context of the EDC model, γ∗ is proportional to the inverse of flatness of velocity
gradient not γ∗1/3.
Since the work of Kuo and Corrsin in 1971 there has been many works on the topic
(see the literature review in Sec. 5.2.2). The recent conclusions of Antonia’s group
[35, 113, 114] is that the flatness factor approaches a constant after a critical Reynolds
number (Reλ ≥ 300 − 500). This is consistent with the original K41 theory! But let’s
forget about this range of high Reynolds number and focus on the regime with Reλ










3.2. Eddy Dissipation Concept (EDC)










scales as Re−0.28λ (see Fig.5.13) using the DNS data on the central
plane of the reacting jets away from the mean shear. Further, using a turbulent Reynolds
number defined as Re = urmsL/ν with urms =
√
2TKE and L the initial width of
the fuel jet in the current DNS databases (consistent with the definition of Reynolds





agrees well with the theoretical prediction of






∝ urms. More importantly, we could not find a noticeable trend across the
jet, i.e., crossing the turbulent region to the laminar co flow stream, versus the Reynolds
number (see Fig.5.18). It seems that the effect of the external intermittency is so high
that it affects the statistics even when they are calculated based on only turbulent zones.
For more discussion the reader is referred to Sec.5.2.2. It seems that much more study
is needed on this topic. Although there is a very little hope that one can find a scaling
across the shear, it is interesting to start the study on variable density flows following
the previous studies on constant density homogeneous shear flows. This will be more
discussed in the conclusion section. So let’s keep on using the ideal assumption of
HIT (away from the maximum mean gradient) where the reactive data already shown
to follow the non-reactive HIT data and the theoretical formula. Also, let’s forget about





with respect to the large scale Reynolds
number Re and stick to the Reλ scaling. Also, consider that the scalings found in
Sec. 5.2.2 are for the fluctuations of the dissipation with respect to the mean. For LES,
an extension of the current work is required to study the intermittency scalings in the
sub-grid scales. In the sub-grid, (εν,SGS)
2 can be considered as
(
εf
)2 and the local
sub-grid dissipation should be calculated using high-passed filtered velocity gradients.
This requires a DNS database with high resolution κmaxη  1. This will be further
discussed in the conclusions and future works chapter.
From the above discussion, the simplest model which can be proposed is the correc-
tion of M2005 or L2014, i.e., Eq. 3.57. The new model reads:
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In the above model γ∗RANS or γ
∗










kSGS . For RANS, u∗ can be either Eq. 3.16 or Eq. 3.20 and
for LES Eq. 3.27 or Eq. 3.25. The coefficient can be calculated in different ways as
discussed in Sec.3.2.3. Interestingly, the last term in the above formula gives a fractal
dimension (D3 = 2.81) which is very similar to the previously used ones [115, 116],
although we reached this value from a different way.
3.2.5 Residence Time in Fine Structures
The link of the cascade model with combustion modeling is through the hypothesis that
combustion mainly takes place in the intermittent and highly dissipative regions or the
fine structures [13]. The velocity and the length scales of these structures were already
evaluated by the EDC model. From these scales, one can define the mass transfer rate
between the dissipative structures (fine structures) and the surrounding per unit of mass





and the time scale of the fine structures is defined as:
τ ∗ ≡ 1
m˙∗
. (3.60)
On the other hand, the mass transfer between the dissipative structures (fine structures)
and the surrounding per unit of total mass will be:
m˙ ≡ m˙∗γ∗, (3.61)
where depending on the model used in RANS or LES or Magnussen/Fureby or Ertesvag
versions, L∗ and u∗ can be replaced by Eq. 3.16, Eq. 3.20, Eq. 3.25, or Eq. 3.27, re-
spectively. Further, γ∗RANS or γ
∗
LES can be calculated from the discussions in Sec. 3.2.4
which finally results in m˙∗RANS or m˙
∗
LES . The coefficients in each model can be eval-
uated by either the experimental values (in non-reactive flows) of RANS model or
the newly theoretical derivations discussed before. The factor of 2 in Eq. 3.59 stems
from the original Magnussen theory which has been used in all the subsequent works,
e.g., [15, 100, 101]. Magnussen stated that this definition is “on the basis of simple
geometrical considerations”. Although it may need to be re-examined in future works,
we keep using the current definition in Eq. 3.59 with the same factor of 2.
If the fine structure regions are regarded as 0D reactors (say PSRs or batch reactors),
the time scale introduced in Eq. 3.60 can be seen as the residence time of scalars inside
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with Yi the mass fraction of species, ρmix and cpmix the density and heat capacity of
the mixture of species, respectively. ω˙k and Q˙ were defined in Eq. 2.97 and Eq. 2.98,
respectively. As can be seen, the ODE system represents the adiabatic batch reactor
with a constant volume. Depending on the RANS or LES versions of the model, the
initial value of the ODE system and the density and heat capacity of the mixture can
be the averaged or the filtered quantities. OpenSMOKE++ [95] will be used to solve
the stiff ODE system in the a priori DNS analysis adopted in the next chapters over a
residence time defined by Eq. 3.60. This mimics the conditions applied in LES. The
evolution of chemical species by set of Eq. 3.62 results in the final averaged or filtered

































where Y 0i and Y
F
i are input and outputs of Eq. 3.62. For RANS Y
0
i = Yif and for LES
Y 0i = Yi
f
. These were the final links which made the EDC a combustion model.
The way the theory is implemented (i.e. using PFR or batch reactors as in Eq. 3.63
), means that the mean/filtered chemical state evolves via a linear relaxation process,
typical for mixing, towards a reacted state which would be reached by a nonlinear
reaction process after a time scale τ ∗ [117]. τ ∗ is defined in Eq. 3.60. This imposes a






1− γ∗ < 1, (3.64)
which results in a constraint of:
γ∗ < γ∗threshold = 0.5. (3.65)
3.2.6 Summary
In this section, i.e, Sec. 3.2, the EDC model is discussed. EDC is a model to account
for un-closed species source term in FR turbulent combustion modelling. As can be
seen in the EDC formula set 3.63, the time scale of final dissipative fine structures, τ ∗,
and also the internal intermittency factor, γ∗ is required in the model. The first quantity
can be derived from the step-wise turbulence cascade while γ∗ is a physical quantity
corresponds to the normalized fluctuation of TKE dissipation rate. Due to using propor-
tionality relations in the model developments, two proportionality coefficients, namely
CD1, and CD2 remains in the final EDC model. In the original EDC models, the
conventional CD1 = 0.135, and CD2 = 0.5 are used. In this section a relation, viz.
CD2 ≈ 135.7CD21 was derived which reduced the degree of freedoms from two to one.
Moreover, a new Taylor Reynolds number scaling is used for γ∗. The new scaling is a
direct observation of the scaling of flatness of fluctuative velocity gradients in reactive
jets which has been discussed in Sec. 5.2.2.
The two above modifications along with a new proposal to calculate CD1 result in
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In Table3.1 a summary of the proposed and existing EDC combustion models which
can be used in RANS codes are presented.
In Table3.2 a summary of the proposed and existing EDC combustion models which
can be used in LES codes are presented.
Note that both EDC-L-OF and EDC-L-N does not have any coefficient in the model
since ζ and Cε will be canceled out in the model derivations.
Note that EDC-L-LyNC or EDC-L-NGLyNC models in Table3.2 can be used both
in dynamic or non-dynamic modes. The non-dynamic mode makes use of constant
Cε = 1.048. In the dynamic version,Cε can be calculated dynamically as was discussed
in the last paragraph of Sec.3.2.3.
The proposed models for RANS and LES applications must be verified in RANS
and LES of real burners or a posteriori analysis of current DNS databases. However,
this will be the topic of the future works and for the current thesis no RANS or LES
has been carried out.
In Table3.3 a summary of the proposed and existing EDC combustion models which
were used in the a priori DNS analysis in Sec.5.4.1 are presented.
The difference between the models in Table3.3 and Table3.2 is that in the former
εν,SGS has not been replaced by Eq. 3.26. εν,SGS will be directly computed from DNS
databases by its exact definition in Eq. 2.134 for the a priori DNS analysis of SGS
combustion models.
Note that the constraint in Eq. 3.65, imposes a minimum required Taylor Reynolds





, for each model.
If the Reλ,SGS of a computational cell is below the threshold, γ∗ will be saturated and
posses the value of 0.5. Then the difference between the results of each model is only
because of the difference in the modeled residence time, τ ∗, (or mass flow rate, i.e.
m˙∗).
For the a priori analysis using the values of the coefficients of each model in Table
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Table 3.4: The threshold of Taylor Reynolds number for different models assessed in an a priori DNS
analysis below which γ∗ is saturated and is equal to 0.5. In the table L stands for “LES”, O stands for
“Original”, F stands for “Fureby”, E stands for “Ertesvag”, NG stands for “New γ∗”, NC stands for








(Fureby [91, 96]) Reλ,SGS ≥ 2.3
EDC-L-NGF
(Present work) Reλ,SGS ≥ 17.6
EDC-L-OLy
(Lysenco [102]) Reλ,SGS ≥ 9
EDC-L-NGLy
(Present work) Reλ,SGS ≥ 54
EDC-L-LyNC
(Present work) Reλ,SGS ≥ 16
EDC-L-NGLyNC
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3.3 Non-Dynamic Scale Similarity Combustion Models for LES
In their general form, SS models are type of soft deconvolution methods [118], which
use the first order approximation to reconstruct the exact field based on filtered fields.
More advanced deconvolution methods are still under development for reactive flow
applications [49, 119]. First, Bardina et al. [120] proposed a SS model for SGS stress
tensor. Thereby, the exact velocity field in the SGS tensor is replaced by its “grid
filtered” counterpart resulting in “double grid filtered” quantities which are exploited
to model SGS stress tensor. In other words, the SGS stress tensor is replaced by the
modified Leonard stress in Germano’s decomposition [121]. Liu et al. [122], based
on decomposition of the velocity field in logarithmic bands, proposed to use “test grid
filtered” instead of “double grid filtered” quantities in the definition of SGS stress. The
ability of SS models in capturing the locations where the contribution of SGS stress
field is high was proven in many studies using both a priori analysis based on DNS
data (e.g. [120]), as well as experimental data (e.g. [122]). However, the drawback
of the original models was their slight dissipative character. This can be explained
by considering that SS models are actually low order soft deconvolution models. The
issue comes from the fact that in LES the information lost by inherent grid filter is un-
recoverable [77]. So each soft deconvolution model needs a complementary model to
handle the lost data. This is the idea behind “mixed models” which take the advantages
of both SS models and eddy viscosity type models. In the context of LES of reactive
flows, DesJardin and Frankel [17] proposed to use SS idea to close the filtered pro-
duction/consumption rates, ω˙k (ϕ). The first non-dynamic scale similarity model for
ω˙k (ϕ), originally called SSRRRM (hereafter denoted as model A), was proposed by
Desjardin and Frankel [17]. According to that model:
ω˙
A
(ϕ) = ω˙(ϕf ) + C∆ALω˙A , (3.66)
Lω˙A = ω˙(ϕf )− ω˙(ϕf ), (3.67)
where C∆A is a coefficient to be evaluated dynamically according to the approach de-
scribed in Sec. 3.4 and set equal to 1 in the case of the non-dynamic approach. Lω˙A is
the residual field representing the SGS effects. If one filters Eq. 3.66 and uses the same
decomposition for the residual field as in Eq. 3.66, it ends in Eq. 3.67 for the resid-
ual field in the first filtering level. As it can be seen, the “double grid Favre filtered”
field ϕf is introduced. The way to compute this type of fields using explicit filters and
OpenSMOKE++ open source library [95] has been explained in [123] and also in detail
in Appendix A. Note that (.) and (.) are virtually the same filters with the same filter
widths, however, since the numerical implementations are different, different notations
have been used (see Appendix A for more details).
The second model, originally called SSFRRM [17] and hereafter denoted as model
B, uses the filtered formation rate of filtered fields instead of resolved ones in the first
decomposition step, which results in equation Eq. 3.68:
ω˙
B
(ϕ) = ω˙(ϕf ) + C∆BLω˙B , (3.68)
where C∆B is the coefficient of similarity which is set to 1 for model B, to be evaluated
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previously described is carried out to find an expression for the residual field Lω˙B ,
which ends in Eq. 3.69:
Lω˙B = ω˙(ϕf )− ω˙(ϕf ), (3.69)
where the “double grid Favre filtered” field is introduced for both original fields and
the formation rates.
Liu et al. [122] proposed to use a filter (say ∆̂) larger than the grid filter (∆) in the
similarity model formulation of the SGS stress field. By the extension of this idea to
the formation rates of species, a non-dynamic model C is introduced:
ω˙
C
(ϕ) = ω˙(ϕf ) + C∆CLω˙C , (3.70)
Lω˙C = ̂˙ω(ϕf )− ω˙(ϕ̂f ), (3.71)
where ∆̂ = 2∆ in this study. The non-dynamic similarity coefficient (C∆C ) is set equal
to 1 and will be evaluated dynamically for model DC in Sect. 3.4.
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3.4 New Dynamic Scale Similarity Models for LES
3.4.1 DA: Dynamic formulation of SSRRRM (model A)
To derive the dynamic versions of the previous models, the generalized Germano’s
identity [87] can be used. A non-linear operator N (ϕ) is defined, where in general
N (ϕ) 6= N (ϕ). The difference between these two is the contribution of the sub-grid
scales [124]. One may try to write the difference in additive form, viz. N (ϕ) =
N (ϕ) +MF , where the “model”MF can be of any type and the subscript F is used
to remark that the model is defined at the F filter level, (.), with cutoff ∆. A second
filter called “test filter”, at G level, with cutoff larger than F level, viz. ∆̂ > ∆, is
introduced, which is denoted by (̂.). The Favre filtered version of a quantity again is
marked by f and defined as ϕ̂f = ρ̂ϕ/ρ̂. If one filters the non-linear operator using
the test filter, the operator at the FG level is derived, viz. N̂ (ϕ) = N̂ (ϕ) + M̂F .
On the other hand, the non-linear operator can be directly defined at the FG level, viz.
N̂ (ϕ) = N (ϕ̂)+MFG. The generalized Germano’s identity is defined by equating the
two expressions of N (ϕ) at the FG level, viz. N̂ (ϕ) + M̂F = N (ϕ̂) +MFG [124].
The identity can be used to evaluate the coefficients in the “model” part of the filtered
operator. Here it should be noted thatMFG is by definition the scale similarity model
defined at the FG level [125]. Some authors proposed to use the information at the F
level instead of FG level to reduce model complexity [18, 126]. In the context of scale
similarity models in reactive flows, N (ϕ) = ω˙(ϕ) and MF = CLω˙ defined above.
Replacing the definitions in the generalized Germano’s identity, dynamic models will
be derived.
The dynamic version of model A will be named DA and categorized with respect to
the filtering level to be used. So, DA1 will refer to the use of FG level while DA2 to
the F level. To derive ω˙DA1, we start from writing the Germano’s identity explained
above:




(̂˙ω(ϕ̂f )− ω˙( ̂̂ϕf )) . (3.72)
In Eq. 3.72, the second term on the left hand side is the residual field filtered using
the test filter (L̂ω˙A) and the second term on the right hand side is the scale similarity
model A defined at the FG level (ΛA1). The coefficient in each level is also marked by
the corresponding filter width. It should be mentioned that C∆DA1 is actually Ĉ
∆
DA1 so
in Eq. 3.72 and also all the following applications of Germano’s identity it is implicitly
assumed that C∆ = Ĉ∆. The effect of this simplification might be quite strong and it
can be a topic of the future studies. Rearranging equation Eq. 3.72 leads to:
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where ΥA is the resolved covariance:















= ω˙(ϕf ) + C∆DA1 Lω˙A . (3.77)
It should be mentioned that in Eq. 3.76, ΛA1 is a similarity closure for FG level
based on the fields defined at FG level. This is the mathematically consistent formula-
tion suggested by Vreman [125] in computations of SGS stress fields using SS models.
In this paper, it is applied to non-linear chemical formation rates to see its effects.
To derive ω˙DA2, one needs to define the similarity model in Eq. 3.73 at the FG level








(̂˙ω(ϕf )− ω˙(ϕ̂f ))− (̂˙ω(ϕf )− ̂˙ω(ϕf ))) , (3.78)


















= ω˙(ϕf ) + C∆DA2 Lω˙A . (3.81)
As it can be seen, the difference between ω˙DA1 and ω˙DA2 models is only in the
definition of ΛA in XA. Using scale invariance assumption between F level and FG
level, i.e. C∆̂ = C∆, XA1 is simplified to:
XA1 =
(̂˙ω(ϕ̂f )− ω˙( ̂̂ϕf ))− (̂˙ω(ϕf )− ̂˙ω(ϕf ))
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and XA2 is simplified to:
XA2 =
(̂˙ω(ϕf )− ω˙(ϕ̂f ))− (̂˙ω(ϕf )− ̂˙ω(ϕf ))
= ̂˙ω(ϕf )− ω˙(ϕ̂f )
= ΛA2 − L̂ω˙A ,
(3.83)
which is the model derived by Jaberi and James [18]. Some issues exist in numerical
implementation of XA1 in a consistent manner proposed in [122]. Indeed, ϕf is com-
puted based on DNS field, i.e., ϕ is defined on a fine DNS grid and should be sampled
on a coarse grid of mesh size ∆ = N∆DNS , where N is an integer defining the filter
width. Further, ϕ̂
f
should be computed based solely on the ϕf field and then sampled
on a coarser grid of mesh size ∆̂ = 2N∆DNS . Now the problem is in the evaluation
of terms ̂˙ω(ϕ̂f ) or ̂̂ϕf which again (after two consecutive filtering at F and G level)
needs filtering on F level, which is not possible for the data defined on grid points of
mesh ∆̂ = 2N∆DNS . To remedy this, one has two options: i) to write the similarity
model (ΛA) using the fields at the F level instead of FG level (by doing this, XA2 will
be recovered); ii) to skip the sampling step after evaluation of ϕ̂
f
, which means that
both ϕ̂
f
and ϕf will be defined on a grid with mesh size ∆ = N∆DNS .
3.4.2 DB: Dynamic formulation of SSFRRM (model B)
Following similar notations as in Sec. 3.4.1, models of type DB1 and DB2 will be








)− ̂˙̂ω( ̂̂ϕf ))− (̂˙ω(ϕf )− ̂˙ω(ϕf ))) , (3.84)
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Again, if one evaluates the similarity model at the FG level (the first term on the
right hand side of Eq. 3.84) using fields at F level, it results in the fourth dynamic








ω(ϕf )− ̂˙̂ω(ϕ̂f ))− (̂˙ω(ϕf )− ̂˙ω(ϕf ))) , (3.89)



















= ω˙(ϕf ) + C∆DB2 Lω˙B . (3.92)
Using scale invariance assumption between F level and FG level i.e., C∆̂ = C∆,





)− ̂˙̂ω( ̂̂ϕf ))− (̂˙ω(ϕf )− ̂˙ω(ϕf ))
= ΛB1 − L̂ω˙B ,
(3.93)
and XB2 is simplified to:
XB2 =
(̂˙̂
ω(ϕf )− ̂˙̂ω(ϕ̂f ))− (̂˙ω(ϕf )− ̂˙ω(ϕf ))
= ΛB2 − L̂ω˙B .
(3.94)
3.4.3 DC: Dynamic formulation of model C
The same procedure can be used to evaluate the similarity coefficient of model C dy-
namically. Following [127] and writing the Germano’s identity for the two filter levels
















ω(ϕf )− ̂˙ω(ϕ̂f ))) , (3.95)
where
︷︸︸︷
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where ΥC and XC1 are:




















ΛC1 − L̂ω˙C .
(3.98)
It should be emphasized that ΥC = ΥA for two models A and C. This is because
both models decompose the non-linear term N (ϕ) in a similar way, i.e., N (ϕ) =
N (ϕ) +MF . The difference between the models comes from the way they treat the
residual field i.e.MF .














ω(ϕf )− ̂˙ω(ϕ̂f ))
= ΛC1 − L̂ω˙C .
(3.99)
Again, if the fields at the F level are used to evaluate ΛC1, the second dynamic
version of model C is derived as below:
XC2 =
(︷︸︸︷




























DC2 (in compact form
C∆Dij , where i is A, B or C and j is 1 or 2) are evaluated using the least square method
to minimize the error of scale similarity assumption at the FG level as below (no sum-
mation over repeated indexes):
C∆Dij = ΥiXij/XijXij, (3.102)
where, as mentioned before, (.) is the averaging operator which can be overOxz planes
withOx andOz the homogeneous directions in the case considered. This will give only
one value of the coefficient on each statistically homogeneous plane. Since Eqs. 3.75,
3.79, 3.85, 3.90, 3.96, and 3.101 are scalar equations, alternatively one can directly
solve for the dynamic similarity coefficients, i.e. C∆Dij = Υi/Xij locally at each grid
point or to evaluate the coefficients in an average form C∆Dij = Υi/Xij in statistically
homogeneous directions (e.g. time or space coordinates). However, the results obtained
by these two alternatives (not reported here) show that they produce large oscillations,
which deteriorates the final results even in average. The best results are obtained by
least square error minimization (Eqs. 3.102) and only this method has been exploited
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3.4.4 Summary
In this section, i.e., Sec. 3.4, the finite-rate dynamic Scale Similarity (SS) SGS combus-
tion models for LES were developed by applying Germano’s identity directly for the
species source terms in the original SS combustion model (Sec. 3.3).
Two variants of dynamic versions for each existing non-dynamic model, A, B, and
C (see Sec. 3.3) were derived. Two versions of dynamic models (DA1, DA2, DB1,
DB2 and DC1, DC2) resulted from using different filtering levels in the mathematical
formulations.
The summary of the developed models are presented in Table 3.5. The models will




























































































































































































































































































































































































































































































































































































In this section the methodology used in the current thesis to analyze the jet flames and
their modeling aspects using DNS databases is explained. The section starts with the
explanation of two main methods to use DNS data in model assessments/developments.
Next, the DNS databases used in the current study will be presented in details. The tools
needed for the methodology adopted here will be briefly presented, including explicit
filters, assessment metrics, and an a priori code developed as a part of current project.
4.2 Model Assessments Using DNS Data: A Priori and A Posteriori
Analysis
The DNS databases of reactive flows with relatively detailed chemistry, which are now
available thanks to massively large parallel computational resources, can be utilized to
assess the combustion models in the LES of reactive flows. The two main ways of DNS
data utilization are a priori and a posteriori tests [129].
An a priori analysis is adopted by comparing the “modeled” targets with the “exact”
filtered ones from DNS databases. The modeled targets make use of the directly filtered
quantities from DNS. With this approach, the uncertainties caused by any other model
(e.g. for SGS the stress field) are skipped and one can focus directly on the performance
of a combustion model itself. The main drawback in a priori analyses is their inability
to predict the time properties of sub-grid closures [130]. It is not guaranteed that if
a model performs well in an a priori analysis it will also perform well in a real LES
simulation. The reverse is also possible, this means that some models may fail in a
priori DNS analyses while in LES giving acceptable results. The advantage of a priori











free from the errors or uncertainties caused by other models. In the special case of the
SGS combustion modeling, using the a priori DNS analysis, the uncertainties regarding
the using of turbulence models for the SGS stress field are skipped and one can focus
directly on the performance of a combustion model itself. If a model is considered as a
system with inputs and outputs, it is of interest to study the outputs while the inputs are
free from errors. Considering the relatively small computational time required for the
a priori analysis, it is a very good choice for comparing the models’ performance. A
priori analyses have been performed in many previous works to study the performance
of SGS combustion models [19–24].
In an a posteriori analysis, real LES/RANS will be carried out. The DNS case is
simulated using LES/RANS codes and the results are compared with the filtered DNS
data. All the simulation parameters kept similar to the DNS except the mesh size and
the initial condition which usually set to be the filtered initial condition of the DNS.
This is a more realistic approach to test LES/RANS sub-models since they are tested
in real simulations, however, the main issue is that if error exists, the source of error
is unknown, it can be from any of the sub-models used in the LES code. On the other
hand, if the results are perfect, it can be due to the error compensation and the direct
conclusion on the model behavior cannot be drawn. This is the reason why the perfect
assessment is said to be the combination of both a priori and a posteriori analyses.
4.3 Explicit Filters
A “simple filtered” quantity q in 3D is computed as:
q =
∫∫∫
q (X′)F (X−X′) d3X′. (4.1)





ρq (X′)F (X−X′) d3X′
)
, (4.2)
where F (X) represents the 3D filter kernel which is selected to be a top-hat filter:
F (X) = F (x1, x2, x3) = F (xj) =
 1∆3 if |xj|≤ ∆2
0 otherwise
 , (4.3)
where ∆ is the filter width and is equal to ∆ = N∆DNS, with N an integer. Therefore,










The top-hat filter corresponds to the filter implicitly associated with the discretization
using centered finite difference or finite volume codes which are used more often in
LES [131].
The integral in Eq. 4.4 is computed by using the trapezoidal rule. In 1D, the final
equation for structured grids is given in the first row of Table 4.1. The 3D filtered data is











respectively. In Table 4.1 the filters types which are used in the current study and the
way they are numerically implemented have been introduced.
Table 4.1: The 1D implementation of different filters used in the current study. ∆∗ is the size of the grid
on which the quantity q is defined and i is a grid number in xi direction. N is an integer defining the
width of the filter
Filter Name Filter width Definition in 1D
q simple filter ∆ = N∆∗ q1Di =
1
2N




q grid filter ∆ = ∆ q1Di =
1
8
(qi+1 + 6qi + qi−1)
q̂ 1st test filter ∆̂ = 2∆∗ q̂1Di =
1
4
(qi−1 + 2qi + qi+1)︷︸︸︷









(qi−2 + 2 (qi−1 + qi + qi+1) + qi+2)
“Simple filter” is only applied to the original data so that the grid size is the DNS grid
size, viz. ∆∗ = ∆DNS. In the a priori DNS analysis, this creates LES like quantities.
In the a posteriori DNS analysis or a real LES, there is no need to apply the “simple
filter” simply because the solution is already a “simple filtered” quantity. It must be
mentioned that the “simple filtered” data will be sampled on a new grid after filtering
procedure. The size of the new grid will beN times the original DNS grid. This will be
explained in detail later. The “1st test filter” and “2nd test filter” are simple filters with
a fixed filter widths of 2 and 4, respectively. The grid filter, (.), is virtually the same
filter as the “simple filter” with the same filter width, however, the implementation is
different. The method introduced in [126] is used in the current study which can be
seen in Table 4.1.
Other filters can be applied on top of a previously filtered quantity. For example the
“test grid filtered” data is computed by application of the filter in already filtered fields



































qi+1 + 6qi + qi−1
)
, (4.6)
where i + 1 and i − 1 are two neighboring points. The 3D filtered data are computed















































Table 4.2: The notations used in the current study for Favre filtered composition vector (i.e., species mass
fractions and temperature) and the sequential steps to compute multilevel Favre filtered quantities

















































































































The Favre filtered quantities and the steps to compute them which were used in
Sec .3.3 are explained in Table 4.2. In Sec .3.3 a compact notation has been used for
simplicity and the exact notations can be found in this table.
Care must be taken on handling the data after filtering. In this work it is tried to
follow as much as possible the “consistent a priori DNS analysis” explained by Liu
et al., [122]. In Fig. 4.1, the first step of producing LES like quantities from the DNS
databases is illustrated in 1D. For simplicity, it is assumed that ∆ = 4∆DNS and it
should not be mistakenly interpreted as the “2nd test filter”. The DNS data is filtered
using the “simple filter”, i.e. (.), and then sampled and interpolated to a new grid. The
new grid is a coarser grid with the grid sizeN = 4 times the DNS grid size. In this way,
the filtered quantities, q, are only available on a coarse grid. However, for the next level
filter, i.e., application of (.), (̂.), and
︷︸︸︷
(.) on q, no more sampling will be performed.
It should be mentioned that in all equations above, it is assumed that the DNS mesh
is uniform i.e. ∆xDNS = ∆yDNS = ∆zDNS = ∆DNS , which is common in DNS
setups. The filtered source terms which are used in the current study are presented in
Table 4.3. The steps to compute the multi-level filtered terms are also presented. In this
work, OpenSMOKE++(OS++) [95] is used to compute the Arrhenius source terms. Of
course calculations can also be performed using Chemkin or Cantera. As can be seen,
the input of OS++ is the Favre filtered composition vector.











Table 4.3: The steps to compute the filtered source terms used in the current study. Os++ is
OpenSMOKE++ [95].
Notation Steps to Compute
ω˙(ϕf ) ϕf




f OS++−−−−→ ω˙(ϕf )
ω˙(ϕf ) ϕf








f OS++−−−−→ ω˙(ϕ̂f )









OS++−−−−→ ω˙( ̂̂ϕf )



















OS++−−−−→ ω˙( ̂̂ϕf ) (.)−−→ ω˙( ̂̂ϕf ) (̂.)−→ ̂˙ω( ̂̂ϕf ) (.)−−→ ̂˙ω( ̂̂ϕf ) (̂.)−→ ̂˙̂ω( ̂̂ϕf )̂˙̂
ω(ϕf ) ϕf










(̂.)−→ ̂˙ω(ϕ̂f ) (.)−−→ ̂˙ω(ϕ̂f ) (̂.)−→ ̂˙̂ω(ϕ̂f )̂˙
ω(ϕf ) ϕf




OS++−−−−→ ω˙(ϕf ) (.)−−→ ω˙(ϕf ) (.)−−→ ω˙(ϕf ) (̂.)−→ ̂˙ω(ϕf )
̂˙ω(ϕf ) ϕf OS++−−−−→ ω˙(ϕf ) (̂.)−→ ̂˙ω(ϕf )
̂˙ω(ϕf ) ϕf OS++−−−−→ ω˙(ϕf ) (̂.)−→ ̂˙ω(ϕf )̂˙̂
ω(ϕf ) ϕf
OS++−−−−→ ω˙(ϕf ) (̂.)−→ ̂˙ω(ϕf ) (̂.)−→ ̂˙̂ω(ϕf )
︷︸︸︷





















































Figure 4.1: 1D graphical illustration of fits filtering level (simple filter) of the DNS data and the sampling
on a coarse grid. It is assumed that N is 4 for simplicity
top-hat kernel is shown on a log-log diagram of the compensated energy spectrum.
The spectrum is computed on the central Oxz plane of the DNS case H which will be
introduced in the next chapters. The location of the cut off filters lie in the inertial range,
which is evident by the plateau in the compensated energy spectrum. In Fig. 4.2b,
the fraction of resolved Favre mean turbulent kinetic energy (TKE) is depicted using
different filter widths. It is seen that using ∆/∆DNS = 8, more than 80% of the
TKE is resolved. This fraction is reduced by increasing the filter width to 70% for
∆/∆DNS = 12 and 60% for ∆/∆DNS = 18. This allows to conclude that using the
two larger filter widths is equivalent to performing very-large-eddy simulation (VLES),
which is common in practical applications.
(a)
(b)
Figure 4.2: (a) Locations of the cutoff filter with the corresponding filter widths on log-log plot of
compensated energy spectrum computed on the central plane; (b) Fraction of the Favre averaged












The first and second moments of the physical quantities will be used as first metric for
comparing the modeled and exact field by DNS data. Since two homogeneous stream-
wise (Ox) and span-wise (Oz) directions exist, the first moment is defined as the planar
average (on Oxz planes) at different crosswise (Oy) heights. The second moment is
the “RMS”, which were already defined in Eq. 2.15 and Eq. 2.38, in Reynolds averaged
and Favre averaged forms, respectively. Furthermore, to sum-up the local incurred er-








where ‖.‖2 is the L2 norm with ω˙modelk (ϕf ) the estimator and ω˙k the exact filtered DNS
data. The sample space includes the clipped data from DNS domain. The data are
confined to a region where Zf ≥ 0.02 with Zf expressing the Favre mean mixture
fraction. This is done to avoid nearly zero values of net formation rates in the regions
outside the flame brush.
The filtered heat release in the filtered energy equation is also of great importance.





where ∆h0k is the enthalpy of formation of species k. To compute the exact Q˙ of DNS,
Q˙ from DNS is directly filtered. To evaluate the modeled Q˙, ω˙modelk (ϕ
f ) formed by
each model are used in Eq. 4.9 and as can be seen this includes all the net formation
rates.







)− ω˙k (ϕ))2. (4.10)
This metric provides the most stringent test, since local point-wise errors can be
made even if the exact field obtained by DNS and the modeled data have similar means
and PDFs [132].
4.5 DNS Databases
The DNS databases used in the current study are the DNS of temporal evolution of
syngas non-premixed jets [6]. Three flames (L, M, and H cases) with different initial
Reynolds numbers are selected. The Reynolds number is defined as Re = UH/νfuel,
with H the initial fuel jet width, U the difference between fuel (CO/H2) and oxidizer
(O2/N2) streams velocities and νfuel the kinematic viscosity of fuel stream [6]. Initially,
the fuel and oxidizer jet streams have equal streamwise velocities, but in the opposite
directions. In Table 4.4, the three DNS databases are introduced in detail. The com-
putational domain is a box with lengths 12H × 14H × 8H in Ox (streamwise), Oy











Figure 4.3: Schematic of the temporal jet DNS case, including the contours of heat release rate (colored
from black to white) and the mass fraction of OH radical (colored from blue to red) at the maximum
extinction time (20tj). Local extinction events on the shear layers are observed with low OH mass
fraction and the corresponding low heat release rate
is a uniform grid with size ∆DNS which is mentioned in Table 4.4. Periodic bound-
ary conditions are used in Ox and Oz directions so that the flame is statistically 1D
and Oxz planes at each Oy location can be considered as statistically homogeneous
planes to extract statistical moments (the first and second moments), see Fig. 4.3. The
chemical kinetic mechanism is the same used in the DNS and has 11 species and 21
elementary reactions [6].
(a) (b)
Figure 4.4: (a) Maximum of Favre averaged temperature during the simulation for three DNS cases. The
vertical red dashed line show the time instants with maximum local extinction; (b) Favre averaged
mixture fraction in the whole simulation time colored by Favre averaged temperature, the vertical
red lines are the time instants analyzed in the current study
These flames experience first local extinctions up to about 20tj and then re-ignition,










4.6. A priori Analysis Code
Table 4.4: The DNS databases [6] used in the current study.
Case L Case M Case H
Initial jet width (H) [mm] 0.72 0.96 1.37
Initial fuel and oxidizer tem-
perature [K]
500 500 500
Mesh (nx × ny × nz) 576×672×384 768×896×512 864×1008×576
Mesh size (∆DNS[µm]) 19 15 15
Initial streamwise velocity dif-
ference (U [ms−1])
145 194 276




In Fig. 4.4a, the maximum of Favre averaged temperature (T f ) is plotted versus the
normalized simulation time for the three cases considered in this study. In this work,
the Reynolds averaged quantity is denoted by (.), while the Favre averaged quantity is
defined as ρ(.)/ρ and denoted by (.)
f
. The transient extinction/re-ignition phenomenon
is clearly observed in Fig. 4.4a. The vertical dashed line is approximately the time
instant with maximum local extinction in the three flames. In Fig. 4.4b the Favre aver-
aged mixture fraction colored by Favre averaged temperature during the simulation is
shown. As stated earlier and evident in this figure, the flame experiences the transient
phenomena of extinction and re-ignition. Also, shown by the vertical lines, the time
instants which are used in the present study (20tj , 30tj , 35tj). It can be inferred that
the flame reignites in partially premixed mode. Figure 4.5 shows the normalized en-
ergy spectrum (normalized by Favre averaged Kolmogorov length scale, η
f
, and Favre
averaged turbulent dissipation rate εf ) obtained by velocity fluctuations on the center
plane at t=20tj. This figure reveals the existence of the inertial range with -5/3 law
in the current case. In this figure, κ is the wave number magnitude, η
f
, Favre aver-
aged Kolmogorov length scale and εf Favre averaged turbulent dissipation rate. The
examination of other time instants showed the same behavior. This implies that the
inertial range exists for the current configuration although it is not distinctly separated
from the dissipative scales, which is common in such a low/medium Reynolds num-
ber DNS. Note that the test cases have been used previously for assessment of LES
combustion/mixing models [7, 24, 133–137].
4.6 A priori Analysis Code
The schematic of the code developed for the a priori DNS studies is depicted in Fig. 4.6.
The DNS data, all the operators, including filtering, averaging and the dependent vari-
ables (like TKE, ε,...) extracting routines are all handled by MATLAB. The data are











Figure 4.5: Normalized energy spectrum on the center plane of the H case DNS at t=20tj (black line)
and -5/3 scaling law shown by red dashed line.
Figure 4.6: Schematic of the a priori analysis codes.
of OpenFOAM and OPENSMOKE++ [95]. Explicit combustion models are coded
in OpenSMOKE++. It also handles the thermodynamic properties and ODE solvers.











Results: The A Priori DNS Analysis
5.1 Introduction
This chapter is divided in two parts. In the first part, a fundamental analysis on the
intermittency phenomena and the velocity spectra (energy and its dissipation) will be
carried out using the current DNS databases of reactive temporally evolving jets. The
DNS databases were introduced in Sec.4.5, and some related theories were already
discussed on Sections 2.2.1, 2.2.4 and 2.2.7. The results of the first part of this chapter,
i.e., Sections 5.2 and 5.3 have also been used in Sec.3.2 to derive new EDC models.
However, this is not the only application of these analyses as they are fundamental and
have more applications.
In the second part of this chapter, the performance of the existing and developed
finite-rate combustion models for LES (FR-LES-TCI models), developed in Chap.3
will be a priori assessed using the DNS databases. The a priori DNS analysis method-
ology including explicit filters, implemented codes and all related subjects were already
discussed in detail in Chap.4. This part includes Sec.5.4.1 on the EDC, Sec.5.4.2 on











Chapter 5. Results: The A Priori DNS Analysis
5.2 Intermittency in Reactive Flows
Intermittency in turbulent flows, specifically turbulent jets, can be classified in two cat-
egories; the external and internal intermittency. The external intermittency is referred to
a situation in which the fully developed flow co exists with nearly laminar/irrotational
flow in a location during time (in spatial jets) or in an instant of time in space (in tem-
porally evolving jets). This is mainly caused by the entrainment process; irrotational
flow is drawn towards the turbulent flow. In shear flows, like jets, this is a common phe-
nomenon. There is a debate on the physical mechanism responsible for the entrainment,
if it is a large scale engulfment or a small scale nibbling process [138–140]. However,
this is not the subject of the current study. Whatever a responsible mechanism is, it
creates a sharp interface separates turbulent (T) and non-turbulent (NT) regions. In this
work, it is intended to detect the turbulent regions and extract statistics only from those
parts. This is the subject of Sec. 5.2.1.
On the next level, inside the turbulent region itself, there is another important phe-
nomenon, called internal intermittency. The production of turbulence is not a continu-
ous process but usually has an intermittent character and hence the turbulence appears
as bursts [141]. There is no concrete definition of the internal intermittency, we can
refer to the definition of Frisch, that a process is said to be intermittent when it dis-
plays activity during only fraction of the time1, which decreases with the scale under
consideration [51]. Figures 8.1 and 8.2 in Section 8 of the book [51] is quite useful
to define an intermittent process. Frisch [51] and Pope [38] both agree that the inter-
nal intermittency is a dissipation-range phenomenon. The intermittent character of the
energy dissipation was first discovered by Batchelor and Townsend [107] which had
a profound effect on the turbulence research community. Many attempts have been
made since then to characterize the phenomenon and model it, however, mainly in
non-reactive flows. Modeling the intermittent behavior of turbulent kinetic energy dis-
sipation rate (and also the scalar dissipation rate) is of great importance in both reactive
and non-reactive flows. In non-reactive flows, turbulence models (specifically the ε
transport equation in k − ε RANS models) relies on the models for intermittency. In
reactive flows, the so called log-normal assumption is commonly used for the scalar
dissipation rate statistics. Some combustion models, like the EDC [13] directly use
the phenomenological models proposed for internal intermittency. In Sec. 5.2.2, it is
tried to analyze this phenomenon in non-premixed combustion using the current DNS
databases. To the author’s knowledge, this is the first attempt in examining the internal
intermittency in reactive jets with the focus on the scalings used in combustion models
like EDC. It starts with the mathematical formulations of the phenomenon continues
with the literature survey and the presentation of results on the internal intermittency.
5.2.1 Large Scale (External) Intermittency
In free shear flows including mixing layers and jets, there is a sharp and highly convo-
luted interface separating the turbulent region(T) from the quiescent non-turbulent(NT)
boundaries [142] (see also [143]). The interface location is random in time/space; at
a fixed location near the edge of the jet, the flow is in one time/location turbulent and
the other time/location non-turbulent. This is called the large-scale or external inter-










5.2. Intermittency in Reactive Flows
mittency which can be quantified by the external intermittency factor (γext) [38]. The
non-turbulent flow is entrained to the turbulent region by the so called entrainment
process and mixed. This is of great importance in reactive flows, because it charac-
terizes the mixing process essential for reactions to occur. Further, it is believed, and
also shown in Fig. 5.1a, that in turbulent non-premixed jet flames, the stoichiometric
mixture fraction isosurfaces usually lie within the turbulent region near the T/NT inter-
face [144]; Combustion mainly takes place in the vicinity of the stoichiometric surface.
In Fig. 5.1a the mass fraction of OH is plotted in the Oxy plane at z = 0 in case H
(see also Sec. 4.5 and Fig. 4.3) with the green lines the T/NT interface detected by the
method which will be discussed in the following and the red lines the stoichiometric
mixture fraction isolines.
Many works have been done in the turbulence community to characterize the exter-
nal intermittency (see e.g., [140,145]). Although not that much work has been done for
the reactive flows, the current study does not aim to contribute in this field. The main
goal is to use the current methods and to first detect the T/NT regions and then do the
statistical analysis in only turbulent regions. Besides, some important features will be
highlighted. In the numerical point of view, one can assume that a turbulence model
capable of detecting the external intermittency is employed, for example a k − ε − γ
model [79] in RANS. In LES, the external intermittency effects are captured automati-
cally without the need for an explicit sub-model.
Turbulent/Non-Turbulent (T/NT) Interface Detection and Conditional averages
Different methods proposed in the literature to detect the T/NT interface in shear flows
(see e.g., [138, 144, 146–148]). The usual way is to define a threshold either based on
vorticity or scalars to separate the T and NT regions. In [147] it was shown that the
two methods result in a similar PDF of the interface location. Here, the method based
on the vorticity criterion is used to detect the interfaces. It is believed that the turbulent
region consists of fluctuations with vortical structures whereas the fluctuations in the









where w = (wx, wy, wz) ≡ ∇×U with U the velocity vector. A threshold, wthreshold,
is introduced based on the 10% of the mean w on the central plane of a jet [140, 146]
where any region below this threshold is considered as non-turbulent. It should be men-
tioned that in our cases the value obtained by this threshold is approximately the same
as the one based on the method in [149]; defined as a vorticity with which the second
derivative of the volume of turbulent region is zero. In Fig. 5.2 the logarithm of the
vorticity magnitude in three different planes across the jet, corresponding to the central
plane (y = 0), Favre mean stoichiometric mixture fraction plane and the maximum of
the density fluctuations (see also Fig. 5.1b), are depicted. In Fig. 5.3 the same quan-
tities on the same planes as in Fig. 5.2 are shown, however, the non-turbulent regions
are colored by dark blue. Also, shown, the stoichiometric mixture fraction isochronous
with black lines. It is clearly seen that the edge of the jet is highly intermittent; the sur-
rounding non-turbulent air is entering the jet by the so called entrainment process and










Chapter 5. Results: The A Priori DNS Analysis
(a)
(b)
Figure 5.1: Data extracted from case H at t=20tj on the central Oxy plane: (a) OH mass fraction, with
the green lines the T/NT interfaces and the red lines the stoichiometric mixture fraction isolines; (b)
Temperature, with white dashed line the location of the central Oxz plane, black dashed line an Oxz
plane corresponding to the Favre mean stoichiometric mixture fraction and the gray dashed lineOxz














Figure 5.2: Logarithm of the vorticity magnitude in three different planes across the jet at t=20tj for case
H. (a) On the central plane; (b) On the plane corresponding to Favre mean stoichiometric mixture
fraction; (c) On the plane corresponding to the maximum Favre mean density fluctuations. The black

























5.2. Intermittency in Reactive Flows
fraction, the flow is almost everywhere turbulent. The stoichiometric surface is highly
convoluted and it is clearly seen that it lies within turbulent regions.
The way to quantify the above observations is to use the external intermittency fac-
tor, γext. The term seems to be first introduced by Townsend [150] to quantify “the
mean fractional duration of turbulent flow at any given point” in the experiments of
turbulent wakes. The theory then more described in [143]. In the current study, we
are dealing with temporal jets and the definition is slightly different; the external inter-
mittency factor is “the mean fractional volume (in 3D space) of turbulent flow at any
given time”. Further, since the cases are statistically 1D, at each time instant, the exter-
nal intermittency factor can be defined in different crosswise locations. Following [38]
and [151], the turbulence indicator function is defined as:
I(x, t) ≡ H(w(x, t)− wthreshold), (5.2)
with H the Heaviside function. Then, γext is defined as the mean of the indicator
function:
γext ≡ 〈I(x, t)〉 = I(x, t), (5.3)
where the (.) was already defined in Eq. 2.14. The external intermittency factor then
can be used to define conditional means, conditioned on the turbulent/non-turbulent
regions of the flow [38]. The turbulent mean of a fluctuating quantity q is denoted by
〈q〉t = qt and numerically can be evaluated by a weighted average of a quantity, using




/ (1− γext) . (5.4)
The conditional mean, conditioned on turbulent regions, will be used in next sections.
In Fig. 5.4 the external intermittency factor, γext, computed at t=20tj using the threshold
wthreshold = 0.1wCP , with wCP the mean central plane vorticity magnitude [140, 146],
for the DNS cases L, M and H are depicted. The vertical lines show the location y
of selected Oxz planes used to extract the statistics (see also Fig .5.1b). As expected,
in the core jet region the external intermittency factor is very close to 1 and by ap-
proaching the edges of the jet from the center (y = 0) the flow becomes progressively
intermittent. The location of mean stoichiometric mixture fraction plane is very close
to T/NT interface. Moreover, it is observed that the plane corresponding to maximum
of ρ′2 is in highly intermittent flow at this time instant corresponding to the maximum
local extinction events.
Velocity Fluctuations Statistics
In this section the objective is to analyze the PDFs of velocity fluctuations in the tur-
bulent region and to compare them with the normal distribution. Further, the uncondi-
tioned statistics will be also presented to express the effect of external intermittency on
velocity statistics. It is believed that the PDFs of velocity fluctuations in HIT are nearly
Gaussian but not exactly (see [153]). In Fig. 5.5 the PDFs are plotted in three differ-
ent crosswise locations (the three planes mentioned in Fig. 5.1b). Note that the data is
non-dimensionalized by the use of standard deviation (Eq. 2.15). The Gaussian (nor-
mal) PDF is defined in Eq. 2.20. Since the data is normalized, the standard deviation
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(a) (b) (c)
Figure 5.4: The external intermittency factor, γext, computed at t=20tj using the threshold of
wthreshold = 0.1× mean centerline vorticity magnitude, for case (a) L; (b) M; (c) H. The verti-
cal lines show the crosswise locations, y, of selected Oxz planes used to extract the statistics.
shown by green lines, while the black lines are the conditional statistics conditioned
on turbulent regions. The turbulent regions are detected by the use of the threshold
explained above (i.e., wthreshold = 0.1wCP ). Moreover, when sampling in turbulent
regions, the mean and fluctuations are q
t
and q′t = q − qt.
First, the effect of external intermittency is clearly seen in the peaky shape (highly
skewed) of PDF of unconditional data in Fig. 5.5c. The fluctuations in turbulent region
(black line in Fig. 5.5c) are closer to the normal distribution. On the other hand, as can
be seen in Fig. 5.5a and 5.5b, the conditional and unconditional fluctuations PDFs are
similar (at least in the resolution used here to extract the PDF). This is because the large
scale intermittency (simultaneous occurrence of irrotational and turbulent flows) in the
central plane and the stoichiometric plane is low (see Fig. 5.3a and 5.3b). It is clear
that the distribution is not normal but close to. The behavior is the same as the one in
non-reacting cases; In the center of free shear flows, the PDFs are bell-shaped, but not
exactly Gaussian, and the departure from Gaussian behavior becomes pronounced in
the intermittent region toward the edge of the flow [38].
(a) (b) (c)
Figure 5.5: Probability density functions (PDF) of the normalized velocity fluctuations in turbulent and
the whole region compared with the Gaussian PDF extracted from case H at t=20tj on (a) the central
Oxz plane; (b) the plane corresponding to the mean stoichiometric mixture fraction; (c) the plane
corresponding to the maximum of density fluctuations RMS.
As explained in Sec. 2.2, higher order moments of fluctuating quantities can be used
to quantify the shape of the PDFs. The skewness, i.e., Eq. 2.18 shows the degree of
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(a) (b)
Figure 5.6: The statistics of streamwise velocity fluctuation, u′, extracted from case H at t=20tj across
the reacting shear layer, (a) skewness ; (b) flatness.
sian), the skewness is zero. The flatness, i.e., Eq. 2.19, is the normalized fourth moment
which highlights the probability of extreme events (with values much higher than the
mean). The Gaussian PDF has a flatness of 3. In Figs. 5.6a and 5.6b the skewness and
flatness of streamwise velocity fluctuations in different planes across the shear layer are
depicted, respectively. The green and black lines are the unconditional and conditional
statistics, respectively. Further, the vertical locations of different planes with respect to
the central Oxz plane are marked by vertical lines. Considering Fig. 5.4c the stoichio-
metric plane is approximately where the external intermittency effects start to increase.
It is so more clear that why after this location the two skewness factors computed with
and without conditioning on turbulent regions in Fig. 5.6a start to depart from each
other. The flow after approximately γext ≈ 0.1 is more laminar than turbulent and the
fluctuations starts to decrease; that is why the rapid decrease of skewness is observed
in Fig. 5.6a. The skewness crosses zero approximately on the plane of maximum TKE
which is consistent with the observation in [33] where the velocity statistics were re-
ported in reacting turbulent wall-jets. It is believed that that turbulent bursts bringing
high contributions u′ < 0 and laminar fluid bringing small contributions u′ > 0 [75]
which creates the shape of skewness observed in Fig. 5.6a. The occurrence of zero
crossing of the skewness and local minimum of flatness show that in this region the
PDF is most similar to Gaussian behavior. The local minimum of flatness is more clear
in Fig. 5.8b. In Fig. 5.7 the PDFs of u′t are studied in high vorticity regions. The thresh-
old is successively increased from 0.1wCP to 2wCP . In Fig. 5.7 it is clearly observed
that the statistics approach to normal distribution. This means that fluctuations in high
vorticity regions are very close to normal. Although the PDFs are still slightly skewed
which is due to the effect of anisotropy produced by the shear. It is also more clearly
shown in Fig. 5.8 where the skewness and flatness factors of u′t calculated across the
jet are shown. In very high vorticity regions, the statistics tend to be closer to Gaus-
sian. Having detected the turbulent zones, in the next section the statistics of velocity
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Figure 5.7: Probability density function (PDF) of normalized velocity fluctuations in turbulent region
detected by different magnitude of vorticity thresholds extracted from case H at t=20tj on the plane
corresponding to the maximum of density fluctuations RMS. Arrows show the direction of increasing
wthreshold.
(a) (b)
Figure 5.8: The statistics of streamwise velocity fluctuation in turbulent regions, u′t, using different
magnitude of vorticity thresholds extracted from case H at t=20tj across the reacting shear layer, (a)










5.2. Intermittency in Reactive Flows
5.2.2 Small Scale (Internal) Intermittency
The small scale (internal) intermittency is the occurrence of extreme rare events with
orders of magnitude higher than the mean of the events. In the turbulent region itself,
although the fluctuations of velocity and scalars are nearly Gaussian, the derivatives are
not Gaussian or even close to it. The long tails of PDFs of derivatives of e.g. fluctuative
velocity components are the sign of rare extreme events which can be orders of magni-
tude higher than the mean value. A characteristic of intermittency is that extreme ampli-
tudes are far more probable than one may estimate from Gaussian considerations [31].
In this section we are interested to characterize such events. The intermittency in both
velocity dissipation and scalar dissipation has been the subject of many previous stud-
ies. Experimentally, it is observed that the statistical behavior of scalar dissipation rate,
χ, is similar to that of the instantaneous turbulence dissipation, ε, in terms of their
strong intermittency. In other words, a frequent occurrence of instantaneous values
much larger than the mean is observed. However, the frequency and magnitudes of the
fluctuations in scalar dissipation rate are larger than those in ε [154]. The intermittency
in scalar dissipation rate is much higher than the one in TKE dissipation rate. [155]. In
this section the focus is on TKE dissipation intermittency. The interested reader should
refer to the reviews in [28, 156] on the scalar dissipation intermittency.
Batchelor and Townsend [107] state that:
Energy associated with large wavenumbers is very unevenly distributed
in space. There appear to be isolated regions in which the large wave-
numbers are ’activated’, separated by regions of comparative quiescence.
This spatial inhomogeneity becomes more marked with increase in the order
of the velocity derivative, i.e. with increase in the wavenumber.
It is referred to large wavenumbers (small scales or fine structures) and also the order of
velocity derivative. Batchelor and Townsend [107] observed that the PDF of velocity
derivatives becomes increasingly non-Gaussian by increasing the order of derivative.
Deviation from Gaussian behavior here means the increase of the flatness (Eq. 2.19),
or in other words, rare events with values much larger than the mean. Dissipation of
turbulence contains the product of velocity gradients (Eq. 2.115). Consider the simple
definition of TKE dissipation in constant-density isotropic turbulence [50], Eq. 2.58.







where u′ is the streamwise component of velocity fluctuation vector (U ′(x, t) =
(u′, v′, w′) ≡ U(x, t) − U(x, t)). Note the difference between Eq. 5.5 and Eq. 2.58
is that in the former no averaging operator exists. So this is the instantaneous/local














































where εs is the average pseudo-dissipation already defined in Eq. 2.58. The mean
square of dissipation fluctuations is related to the flatness of longitudinal gradient
of streamwise velocity fluctuations,
∂u′
∂x
. One of the observations of Batchelor and
Townsend [107] was, the increase of flatness (left hand side of Eq. 5.7) by increasing
the Reynolds number in grid generated turbulence. They related this to the intermittent
character of turbulent energy dissipation (εinst). The observation had a profound effect
on the research in turbulence. Refined Kolmogorov’s [157] theory in 1962 (K62) which
added the internal intermittency effects in high order structure functions (see Sec. 2.2.4)
and inertial range spectrum was based on this observation. Although then, it was found
that the intermittency effect on the velocity spectrum is low since it can be considered
as a low order (n = 2) structure function in physical space.
It will be interesting to check in our DNS database if the same dependency exists
for the general form of instantaneous/local Favre dissipation or not. This means that

















Of course in DNS the right hand side can be computed directly, however, in experiments
usually only the left hand side can be computed.
Going back to Eq. 5.7, we are interested to have a model for dissipation fluctuations







Note that we are not interested to calculate the exact value of internal intermittency
factor from DNS as it can be an interesting topic for the future work2. Here it is intended
to search for a power law scaling like what will be introduced in the following.
The phenomenological approaches for γint scaling started by Townsend [158] where
it was suggested that the dissipative structures are random vortex sheets and lines.
Based on this argument and assuming vortex sheets of size η surrounded by the large




/εs2 ∝ Re3/2λ . (5.11)
The derivation can be found in [111] but the most important assumption is the sheet like
dissipative structures. Note that using Eq. 5.10, the relation used in original Magnusen
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Figure 5.9: From [103], the schematic of Tennekes Model for dissipative structures.
EDC [13] and the LES version of Fureby EDC [97] to describe the volume fraction
occupied by fine structures can be detected, i.e., γint ∝ Re−3/2λ .
Tennekes [103], however, assumed that the dissipative structures are tubes (rather
than sheets) with diameter η surrounded by the large structures of Taylor length scale




/εs2 ∝ Reλ. (5.12)
Again using Eq. 5.10, the Tennekes model results in γint ∝ Re−1λ which is the inter-
mittency factor used in other versions of EDC [14] and the LES version of EDC by the
Norwegian group [16].






/εs2 ∝ Re3µ/2λ ∝ Re3/8λ , (5.13)
with an experimentally predicted and accepted value, µ ≈ 1/4 [38] as the so called
“intermittency exponent”. As can be seen the power is much lower than the one used
in sheet-like or tube-like phenomenological models.
In experimental studies, Kuo and Corrsin [112] did the experiments in grid-
generated turbulence and on the axis of a round jet and saw F ∂u′
∂x
increases as Re0.2λ
in Reλ < 200 range, following a transition zone up to Reλ ≈ 500, increases more
rapidly as Re0.6λ . This experiment showed a dependence weaker than what proposed in
Eq. 5.11 or Eq. 5.12. A kind of transition was also observed in the experimental work
of [159], however, the more recent data reject it and relate it to the size and resolution of
probes in previous experiments [160]. Gylfason et al., [160] found from the grid gen-
erated turbulence, the dependency like F ∂u′
∂x
∝ Re0.39λ for the range, 100 ≤ Reλ 6 900
which is very close to K62 prediction (Eq. 5.13). Ishihara et al., [161] did the DNS of
non-reacting HIT for Reλ > 100: The DNS data suggest that the Reλ dependence of
skewness and flatness of the longitudinal velocity gradients fit well with a simple power
law: S ∼ −0.32Re0.11λ and F ∼ 1.14Re0.34λ . As can be seen the power is close to the
experiments in [160].
It should be mentioned that in most of the works, atmospheric surface layer (ASL)
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find a fit for the data. However, recently, Antonia et al., [113] argue that these data
must be excluded from data compilations and fittings. They showed both theoretically
and experimentally that there is an asymptotic for both the skewness and flatness of
velocity derivative. Antonia showed that for sufficiently high Taylor Reynolds num-
ber, Reλ > 300, S ∂u′
∂x
is constant independent of Reλ and is approximately −0.53 in
the experiments on the flow axis in the far-field of a round jet, decaying grid turbu-
lence, the centerline of a fully developed channel flow, and the axis in the far-wake of
a circular cylinder. However, the way to approach this constant depends on the flow
type [26, 35, 113]. Also F found to be approximately constant for Reλ > 500 on the
axis of the plane jet. In fact, K41 predicts that of S ∂u′
∂x
is constant. However, K62
predicts that it increases with Reλ without bound. The same is true for F ∂u′
∂x
. The
recent findings in Antonia’s group, violates K62 and is consistent with K41. It is be-
lieved that what causes the departure from the original K41 predictions is the “finite
Reynolds number” (FRN) effects not the fault in the model itself [26, 27, 35, 113, 114].
This seems to be a breakthrough in the field! The skewness of velocity fluctuations
gradients is important parameter for RANS turbulence models like k − ε while their
flatness is important for example in EDC. So it seems that in models, the Reynolds
power dependency must be dropped when the case under consideration has Reλ larger
than the critical values mentioned above. However, in the current DNS database and in
many laboratory experiments, Reλ is lower than 500. So it is expected that the depen-
dency to Re is observed. In other words, we want to find out with which rate (power
of Reλ) the flatness in reactive jets (specifically on the centerline of plane jets) reaches
the hypothesized constant discovered by Antonia.
In Fig. 5.10, F ∂u′′
∂x
, i.e., the flatness of gradient of streamwise component of Favre
fluctuations of velocity, is plotted across the upper half of the reacting shear layers for
the DNS case H at t=20tj. y/H = 0 is the central Oxz plane. The green dashed and
black lines show the statistics computed in the full zones (both T and NT regions) and in
only the turbulent zones (T regions), respectively. The vertical lines shows the positions
(cross wise location y) where γext = 0.99 and 0.1. The distribution of γext was already
shown in Fig. 5.4. From the central plane of the jet (y = 0) up to the first vertical
dashed line in Fig. 5.10 the external intermittency factor is almost constant and the
flow can be considered turbulent in the whole region. Due to entrainment of irrotational
laminar flow to the core jet region, the flow becomes inhomogeneous and γext starts to
decrease. It is obvious that the statistics are very similar until a point (γext = 0.99)
where external intermittency effects become important. In the intermittent region, the
unconditional flatness (green lines) increases by decreasing the γext. This is actually
the sign of external intermittency phenomenon, i.e., increase of flatness by approaching
the edge of the jet. Since in this section we were interested in internal intermittency
effects, it is tried to exclude the effects of inhomogeneity caused by the shear (at least
partly) by conditioning the statistics on only turbulent regions detected by the using the
vorticity threshold defined in the previous section. The black lines are the conditional
statistics, conditioned on turbulent regions. It is observed that the increase of flatness
is much lower than the one observed in un-conditional statistics.
If one relies on the green lines in Fig. 5.10, it may be concluded that the flatness
in the core jet region (the left side of vertical line showing γext = 0.99) is almost
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Figure 5.10: Flatness of streamwise velocity fluctuation gradient computed in full zone (green dashed
line) and only turbulent zones (black line), extracted at t=20tj across the reacting shear layer of case
H. Upper half of the data have been used, from the center plane (y/H = 0) to a plane where the
external intermittency factor, γext = 0.1.







black) are plotted and compared with ε2f,t/
(
εf,t
)2 (red line with diamond markers).
It should be mentioned that hereafter εinst2f,t/
(
εf,t
)2 and ε2f,t/ (εf,t)2 will be used
interchangeably. Like before the subscript f refers to Favre averaging and the subscript
t refers to conditional statistics in turbulent zones only. This means that while using
Eq. 2.115 to compute the TKE dissipation, the fluctuations are computed based on
turbulent zones only. Further, the instantaneous/local dissipation formula is Eq. 2.115
without using Favre average operator. The Favre RMS is computed using Eq. 2.38
replacing the Favre average operators with the conditional turbulent ones.
First of all, it must be mentioned that as a first glance, it is obvious that the statistics
are not well converged, there are local peaks at each Oxz plane corresponding to each
y in the figure. To calculate the statistics, approximately 106 points are used at each
instant of time. At each Oxz plane, about 0.5 × 106 cells exists for the case H and
the data points are doubled using symmetry assumption about y = 0. The temporally
evolving jets produce time dependent statistics and no stationary condition exists, so
it is not possible to do the averaging in time. Considering the temporal evolution of
flame dynamics which first experiences local extinction and then re-ignition, it will be
meaningless to try to increase the data set using other time instants. The other point
is the strong shear exists in the flow, so it is not also possible to increase the database
using the data in the whole domain across the jet like what is done in decaying HIT
DNS. The main goal of the study in this section is to study the internal intermittency in
jet flames so again it will be meaningless to accumulate the data across the jet. So this
is a compromise for studying complex physics. In the conclusion section of the thesis
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)2 across the reactive jet. The trend (decreasing up to around γext =
0.99 and increasing afterward ) approximately captured. The point is that the quantity
we are interested in is the fluctuations of turbulent dissipation rate not the flatness factor.
By assuming homogeneity and isotropy, all nine components of dissipation are related
to the longitudinal gradient of streamwise velocity fluctuations, while the assumption
is true in grid generated turbulence experiments, the flows like jets depart from these
assumptions due to existence of a strong shear.
Figure 5.11: Flatness of streamwise and crosswise velocity fluctuation gradients (conditioned on tur-
bulent regions) compared with the fluctuation of dissipation rate (conditioned on turbulent regions),
extracted at t = 20tj across the reacting shear layer for case H.
Now we focus on the statistics from the central plane of the reacting jets to study
the internal intermittency away from the mean shear. The data are extracted from 2
time instants of three jets (cases L, M, and H) introduced in Sec.4.5. We are interested
to study the Reλ scaling of TKE dissipation fluctuations. In anisotropic flows, differ-
ent macro scale Reynolds number can be defined using different definitions of Taylor
macro scale. The three choices (i.e., in three directions in physical space) are (without
summation over repeated indexes) [162]3:
λi,t






i = (1, 2, 3) = (u, v, w), (5.14)
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λi,t/νf,t i = (1, 2, 3) = (u, v, w), (5.15)
Moreover, the overall Taylor Reynolds number, Reλ, was defined in Eq. 2.61 using
Eq. 2.62 as the overall Taylor length scale. In Fig. 5.12 the different Reλ are plotted for
case H. It is seen that the maximum Taylor scale Reynolds number is much lower than
the threshold of Antonia [113] discussed in the beginning of this section.
Figure 5.12: Different Taylor Reynolds numbers extracted at t=20tj across the reacting shear layer for
case H. Upper half of the statistics are plotted, from the center plane (y/H = 0) to a plane where
the external intermittency factor, γext = 0.1.
In Fig. 5.13 F ∂u′′
∂x
is plotted against the Reλu,t defined in Eq. 5.15 in log-log scale.
The markers colored in black are from the recent compilation of [35] in different types
of non-reactive flows in low Reλ regime, i.e. Reλ < 300. Of course the data from
[35] are not conditional data on turbulent regions. This means to plot our reactive jet
DNS data on top of the recent compilation of [35] in Fig. 5.13 we used calculated
the quantities in this plot with conditional averaging (conditioned on turbulent regions)
rather than conventional averaging in the whole region. Different flows are mentioned
in the legend. The solid line is the fit to these reference data where the data are fitted
to lnF = α + β lnReλu . Using the least square method α = 0.373 and β = 0.281 are
obtained. Then F ∂u′′
∂x
, on the central plane of the current DNS databases are added to
this compilation. It should be mentioned that here the Favre fluctuations are computed,
however, the reference data is for non-reactive constant density flows. In the lower part
of the diagram, the normalized second moment of the local dissipation in compressible
form (i.e. the inverse of the intermittency factor in our reactive jets) computed using
the same databases as before, are also added. These are unfilled color markers. The
dashed line is a line with the same slope in logarithmic scale as the fitted solid line.









same as the value of F ∂u′′
∂x
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Figure 5.13: The flatness factor of longitudinal gradient of streamwise velocity fluctuations versus lon-
gitudinal Taylor scale Reynolds number defined in Eq. 5.15. The inverse of intermittency factor is
also shown on the lower half of the diagram. The black markers (also mentioned in the legend) are
from figure 3 of [35] (the data compilation in different types of flows with low Reλ, Reλ < 300 ).
The solid line is the fit to these reference data, exp(0.373)Re0.281λu . The color markers are plotted on
top of the diagram. These are the data extracted from the central plane of current DNS databases.
Downward-pointing triangle: the low Reynolds (L) case. Diamonds: the medium Reynolds (M) case.
Upward-pointing triangle: the high Reynolds (H) case. Each color refers to an instant of time. Blue:
t=20tj corresponding to the maximum local extinction event in all three DNS cases. Green: t=30tj.
Red: t=35tj. The two latter time instants are corresponding to re-ignition events where the re-ignition
mainly occurs around central plane in the jet core region. Filled color markers are flatness factors.
Unfilled color markers are the inverse of the intermittency factor. The dashed line is a line with the
same slope in logarithmic scale as the fitted solid line.
portional to each other using HIT assumptions not equal. Although it was observed in
Fig. 5.11 that across the jet, these two seems to be not so much correlated, in Fig. 5.13
the correlation is clearly observed in the central plane of the reacting jets, away from
the mean shear. This seems to be reasonable as the flow in the center of the jet is
expected to be nearly homogeneous. More importantly, it is more clear that the Reλ
scaling exists for the internal intermittency factor on the central plane of the reacting
jets. The power law (≈ 0.28), however, is much weaker than the one predicted by the
phenomenological models of Corrsin [111] (= 1.5) and Tennekes [103] (= 1) which
are used for example in EDC model. One may argue that the phenomenological models
and also EDC are for large Reynolds number flows. However, it is already discussed
in [114] that the Reλ dependency becomes weaker and weaker by increasing Reλ and
asymptotically the flatness factor of velocity gradients and so the internal intermittency
factor approaches a constant value.
Now we analyze another scaling. Yakhot [36], theoretically derived a formula for
the moments of the dissipation rate. Using HIT assumptions, Yakhot found a scaling
like 〈εn〉 ∝ Re0.152. The derivation is not presented here and the interested reader
is refereed to the reference. In Yakhot derivation, Re = urmsL/ν is a large scale
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Re0.152
Figure 5.14: Second moment of local dissipation (the inverse of internal intermittency factor) versus
Reynolds number. Reynolds in defined as Re = urmsL/ν, with urms =
√
2TKE, L the scale rep-
resentative of large scales and ν the viscosity. The filled circles are from the HIT data compilation
in [32], whereH was taken to be the the length of cube in DNS of HIT. The solid line is the theoretical
prediction by Yakhot [36] for HIT,Re0.152. The color markers are the data extracted from the central
plane of current DNS databases. For the current reactive DNS jet data, H is the initial width of the
fuel jet, Re = urms,tH/νt is used instead of Re, where the subscript t refers to conditional data
conditioned on turbulent zones only. Downward-pointing triangle: the low Reynolds (L) case. Dia-
monds: the medium Reynolds (M) case. Upward-pointing triangle: the high Reynolds (H) case. Each
color refers to an instant of time. Blue: t=20tj corresponding to the maximum local extinction event
in all three DNS cases. Green: t=30tj. Red: t=35tj. The two latter time instants are corresponding
to re-ignition events where the re-ignition mainly occurs around central plane in the jet core region.
can be the integral length scale or the large scale length. For example in [32] the half
of the channel width is used as L. In Fig. 5.14, the compilation of [32] is shown with






in HIT and with solid black line the theoretical prediction of Yakhot [36]. Note that this
is not the fit but the theoretical prediction. Then the data extracted from the centralOxz
plane of the current DNS databases are added on the plot. For simplicity we considered
the initial width of the fuel jet in each DNS cases, H , as the length scale representing
large scale. Also the TKE in the formula for Re is the Favre averaged TKE defined
in Eq. 2.52 conditioned on turbulent zones. Interestingly, the data fitted very well to
the theoretical prediction and HIT data. Consider that the database consists of jets with
different Re and different regimes. It shows that the internal intermittency in these
reactive jets also scales with the Re = urmsL/ν.
Having confirmed the increase of internal intermittency on the central plane of
the reactive jets with increasing large scale Reynolds number with a power law like
≈ Re0.15, it is the time to go further and check if this is the case across the jet. The
point is that, in numerical simulations, the theory proposed for non-reactive ideal cases
(HIT and also on the central plane of the jet flow, away from the mean shear) are used
in the whole domain. Specifically, it is observed that in jet flows, the stoichiometric
surface lies adjacent to the T/NT interface, where the HIT assumptions are not in gen-
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spatial rotations of the statistical properties of small scales of turbulence. Even though
the large scales are anisotropic in all practical flows, it is thought that the small scales at
high Reynolds numbers are shielded from anisotropy. However, at any finite Reynolds
number, some residual effects of small-scale anisotropy may exists [163]. Further, the
mean shear, exists in free shear flows like jets, is the source of large scale anisotropy.
In Fig. 5.15 the inverse of 1/γint is plotted against the Reynolds number (Re =
urmsL/ν) defined above across the reactive jets. The left figures are data for the high
Reynolds (case H) and the right ones for the medium Reynolds (case M). The top fig-
ures are the data at t=20tj corresponding to the maximum extinction event for each case.
The middle and bottom figures are the data at t=30tj and t=35tj, respectively, where the
flame is in re-ignition mode. In these figures y/H = 0 is the central Oxz plane of the
jets and increasing y is the direction toward the edge of the flame (γext ≈ 0.99) and
to the highly intermittent flow(0.99 ≤ γext ≤ 0.1) and to the laminar dominating flow






while approaching the laminar outer flow from the edge of the flame. Consider that the
term is computed solely in turbulent zones not in the whole region. As already shown
in Fig. 5.10 for velocity derivative flatness and also shown here in Fig. 5.16 for sec-
ond moments of energy dissipation, if one does not exclude the irrotational flow from
the statistics, both flatness and dissipation moments will increase very rapidly due to
external intermittency effects. Having this in mind, it is tried to exclude the effect of
laminar entraining flow from the statistics. However, now, looking at Fig. 5.15, it is
still observed that the moments are increasing (although with much less slope) in the
intermittent zone (0.99 ≤ γext ≤ 0.1). It can be postulated that, since the statistical
analysis is carried out in 2D Oxz planes4, at each plane, there can be a part of stretched
3D vortexes. The dissipation structures are known to be elongated filament like struc-
tures [64, 69, 164], so that in a 2D cut away from the fully turbulent core jet region,
there may be isolated highly vortical structures with elevated dissipation around them.
This can be observed in Fig. 5.17 where the magnitude of vorticity and also the inverse
of intermittency factor on an Oxz plane are shown at y/H = 2.625 corresponding to
the peak in Fig. 5.15f. The high vorticity region is highlighted by the yellow arrow in
Fig. 5.17a and the corresponding location where high dissipation fluctuation occurs is
marked in Fig. 5.17b.
The second moment of local dissipation is plotted against Reλ,t in Fig. 5.18a for the
DNS cases H and M at times t=20tj and t=30tj. Also the same quantities are plotted
against the large scale Re for cases H and M at two time instants in Figs. 5.18b and
5.18c, respectively. The black markers refers to the data in intermittent flow (γext <
0.99). The markers are colored when entering the nearly turbulent region up to core of
the jet (i.e. central Oxz plane). Both axes of the figures are in logarithmic scales. It
seems that the behavior is so chaotic that cannot be represented by a single scaling. On
average, it may be concluded (as before) that by approaching the edge of the jet from
the outer laminar coflow, the second dissipation moment is decreasing while Reynolds
number (both Ret and Reλ,t) are increasing. Also for example for case H a trend is
similar, by continuing the path from the edge of the jet to the core jet region, we can
4It was already described that since 2 homogeneous direction exists in the current temporally evolving jets (i.e. Ox and Oz
directions), all statistical averages are calculated on statistically homogeneousOxz planes across the shear layer. This is a common
choice both in statistically 1D temporally evolving jets and also channel flows where the planes parallel to the walls are considered














Figure 5.15: The second moment of local dissipation against the Reynolds number (Re = urmsL/ν)
across the reactive jets. (Top) t=20tj; (Middle) t=30tj; (Bottom ) t=35tj; (Left) case H; (Right) case
M.
see the dissipation moment is increasing and Reynolds is decreasing. For case M inside
the turbulent region, the dissipation moment does not show a clear behavior. One may
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Figure 5.16: The second moment of local dissipation computed in full zone (green dashed line) and only
turbulent zones (black line), extracted at t=20tj across the reacting shear layer of the H case DNS.
Upper half of the statistics are plotted, from the center plane (y/H = 0) to a plane where the external
intermittency factor, γext = 0.1.
(a) (b)
Figure 5.17: Data from M case DNS at t=35tj corresponding to the re-ignition mode of flame, on anOxz
plane at y/H = 2.625 in the intermittent region of flow, corresponding to the location where a peak
of normalized second moment of local dissipation occurs (see also Fig. 5.15f), (a) the logarithm of
vorticity magnitude; (b) the logarithm of inverse of normalized second moment of local dissipation.
Yellow arrows show the occurrence of very high vortical structure and the correspondingly, high
second moment of local dissipation.
Antonia’s group [166] is reported here in Fig.5.19. F ∂u′
∂x
is reported against Reλu for
different wall bounded flows. Consider the colored markers which are the experimental
data of smooth wall boundary layer. Three regions were highlighted, the near-wall
region (red, y/δ ≤ 0.04), inertia-dominated region (yellow, 0.04 ≤ y/δ ≤ 0.2), and
outer region (green, 0.2 ≤ y/δ ≤ 0.6), with δ the boundary layer thickness. Somehow
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(a)
(b) (c)
Figure 5.18: Normalized second moment of local dissipation, extracted at t=20tj and t=30tj across
the reacting shear layers for cases H and M, (a) against Taylor scale Reynolds number computed
in turbulent zones only; (b) against large scale Reynolds number, Re = urmsL/ν with urms =√
2TKE and L the initial width of the jet, showing only case H; (c) against large scale Reynolds
number showing only case M. The data are color coded. The black markers refer to the data in
intermittent flow where external intermittency factor is below 0.99. The colored data are the data in
turbulent region. The upper triangles are the H case data while diamonds are the Mcase data.
and part of red markers; by increasing the Reynolds the flatness is decreasing inside
the boundary layer region. It can be concluded that the behavior observed in Fig. 5.18
cannot be only the effect of combustion.
5.2.3 Summary and Conclusions
In this section the intermittency phenomena (both external or large scale intermittency
and internal or small scale intermittency) were studied in reactive free shear flows (tem-
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Figure 5.19: From [165], F ∂u′
∂x
against Reλu from experiments and DNS of different types of wall
bounded flows. Consider the colored markers which are the data of smooth wall boundary layer
and note how flatness is changing with Taylor Reynolds number. Three regions were highlighted, the
near-wall region (red, y/δ ≤ 0.04), inertia-dominated region (yellow, 0.04 ≤ y/δ ≤ 0.2), and outer
region (green, 0.2 ≤ y/δ ≤ 0.6), with δ the boundary layer thickness.
differing in the bulk jet Reynolds number (see Sec. 4.5) were analyzed at different time
instants corresponding to different flame regimes. In Sec. 5.2.2, the external intermit-
tency effects were discussed. The jet was divided into turbulent (T) non-turbulent (NT)
regions using the interface detection threshold based on vorticity magnitude. The way
to extract conditional statistics conditioned on turbulent zones only using external in-
termittency factor, γext, was explained in detail. The conditional statistics then used
in Sec. 5.2.2 to study the statistics of velocity gradients and second moment of instan-
taneous/local TKE dissipation in turbulent zones of the jets. This treatment of data is
required since otherwise the statistics are highly affected by the entrained laminar/ir-




)2 ) is by definition [112] the inverse of internal intermittency factor,
γint, used in combustion models like EDC [14]. It was observed that across the shear
layers the behavior of ε2f,t/
(
εf,t
)2 is more complex than to be solely described by kind
of Reynolds number scalings. This was also mentioned in [166] for the non-reacting




)2 found to scale reasonably with longitudinal Taylor scale Reynolds num-
ber, Reλu , and very well with large scale Reynolds number (as theoretically proposed
by Yakhot [36]). Large scale Reynolds number defined as Re = urmsL/ν, with urms
two times TKE and L here taken to be the initial width of the fuel jet. This is very
interesting since, both extinction and re-ignition time instants’ statistics collapsed to
the theoretical curve of Yakhot [36] for non-reactive HIT. At the extinction time there
is approximately no reactivity on the central plane of the jets however, at re-ignition
times, the jets are mainly re-ignited from the central planes. Consider that the power
law scalings observed in this section are much weaker than the ones proposed in phe-
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5.3 Velocity Spectra For Reactive Flows
The analysis of the velocity and scalar spectra in reactive flows is of great importance
both in experiments and numerics. In experiments, one needs to know the true reso-
lution required to measure the scalar gradients [37]. Many numerical models also rely
on the scaling laws for the spectra to evaluate model constants or to justify assump-
tions [38].
Many works have been done so far on the passive scalar spectra starting from the
early work of Corrsin [167] and Batchelor [168] and Kraichnan [169] (see also [170]
and the reviews in [156, 171] and Chapter 3 of the book [172]). In shear-less flows
(where large scale anisotropy does not exist) the Schmidt number (Sc) dependency
exists. In Sc 5 1 and large Reλ, by the dimensional analysis, the scalar fluctuations
spectra have an approximate universal form: E(κ) = COCχε−1/3κ−5/3, where COC
is the Obukhov-Corsin contant, with χ the mean scalar dissipation rate. If Sc  1,
the κ−1 power form exists [168] (also see the DNS results for the support [173]). In
shear flows where large scale anisotropy exist, the form of the scalar spectrum also
depends on the shear length scale [174] and Reλ [171]. The passive scalar spectrum is
more complicated than the TKE (in general the velocity spectrum). The current work
is focused on the latter.
For non-reactive constant density incompressible flows as discussed in details in
Sec. 2.2.7, there is considerable evidence for the universal form of the normalized TKE
spectrum function of the form Eq. 2.72 5 (see e.g., [43] and for a review [39] or [68]),
although some small deviations from the universality have been detected which will
be later explained. It is expected that if the compensated form of spectra are plotted
against the normalized wavenumber, one can find the Kolmogorov constant. In [39] a
wide range of experiments were examined and the value for the 1D Kolmogorov con-
stant found to be 0.53 ± 0.055 (which translates to the 3D constant using Eq. 2.69 as
1.62 ± 0.17). Approximately the same was found from DNS [40, 70]. It was men-
tioned in [175] that it is difficult to find CK by the compensated spectra because a
perfectly horizontal region does not exist in the compensated spectrum; this is related
to the inertial range intermittency. In the DNS of high Reλ (say Reλ > 700) [42] the
compensated spectrum shows a very short nearly flat region, a tilted region and a bump
near κη = 0.1. The bump was also observed in the experiments of Saddoughi and
Veeravalli [43]. This is called the bottleneck effect [175]. For the first issue, the so
called intermittency correction is added to the κ−5/3 power law, however, it is believed
that the tilted region can be seen only in high Reλ experiments or DNS [176]. In lower
Reλ, the intermittency correction is very low O(10−2). Closer inspection shows also
that CK is not also a real constant and has a weak Reλ dependency [176, 177] of about
power 0.1. It can be shown that it is linked to the intermittency effects. However, since
the dependency is very low, in the current study we assume that intermittency does not
have a huge effect on the TKE spectrum. As we already mentioned, intermittency usu-
ally has a profound effect on the small scale scales (gradients) and high order statistics;
the effect on the second order statistics (the spectrum in wavenumber space) is not high
and can be considered to be negligible [39, 40, 51].
Knowing that the chemistry mostly occurs in small scales, the kinetic energy and its
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dissipation spectra in the high wavenumber range are of great importance. For reactive
flows the focus in the literature has been mainly on the spectra of scalars. The experi-
ments have been carried out in Sandia focusing on the scalars spectra of non-premixed
jet flames C, D, and E and DLR-A and DLR-B [37](the scalar energy and its dissipa-
tion spectra were also reported in ICE engines [178]; CH4/H2/N2 non-premixed jet
flames [44,45] and DME/air partially premixed jet flame [179]). A cut-off length scale
(λβ), was introduced [37, 180] as the inverse of the wavenumber at which 2% peak
dissipation spectrum occurs. It was found that, when normalized by λβ , the dissipation
spectra of temperature and mixture fraction nearly collapsed [37]. However, due to an
increased noise level in the measured data, there is no evidence of the behavior in the
high wavenumber range.
Unlike non-reactive flows, the studies on the velocity and also the scalars spectra in
reactive flows using DNS are limited in the literature. In [46] the effect of heat release
on the velocity and scalar spectra obtained by the DNS of temporally evolving react-
ing shear layers was studied. Surprisingly, it was found that the effect of heat release
can be well scaled out by using Favre averaged turbulence quantities in the velocity
and mixture fraction spectra. Kolla et al., [47] studied the energy spectra of premixed
flames using DNS of temporally evolving jets. In agreement with [46] they found out
that, in the inertial range, the classical scaling laws using Favre averaged quantities are
applicable. In the high wavenumber range, the laminar flame thickness (δL) produces a
better collapse while disrupts the collapse in the inertial range. Recently in [48], in the
study of the dissipation spectra of premixed jets, it was observed that the scalars spec-
tra collapse when normalized by the corresponding Favre mean dissipation rate and λβ .
However, in contrast to [37] and [46], they saw that the normalized dissipation spectra
in all the cases deviate noticeably from those predicted by classical the scaling laws for
constant-density turbulent flows.
The focus in this section is to study the TKE and its dissipation spectra in both
inertial and the dissipative ranges in turbulent non-premixed jets in which unlike the
work in [46] the effect of the differential diffusion is also taken into account. Fur-
ther, in [46] the flame sheet approximation is utilized which assumes that the chemical
reactions occur on much shorter time scales than the smallest flow scales. With this im-
posed one-way coupling between chemistry and turbulence they eliminated the effect
of flame dynamics exists in e.g. extinction/re-ignition regimes. The DNS cases in the
current study are all experiencing such transient effects. It is also of grater interest in
the current work to study the scalings of the spectra. In other word, we are seeking to a
normalization set by which all the spectra are collapsed on a single curve (with an ac-
ceptable deviation). The comparison with the model spectrum of Pope (Eq. 2.75) [38]
will be performed and the constants will be modified using database created out of the
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5.3.1 Normalized Spectra Using Favre Averaged Kolmogorov’s Scales
In [46] the 1D energy spectra using the DNS of temporally evolving reacting shear
layers (Methane-air and Hydrogen-air) with 1step global reactions were studied.
The 1D energy spectrum is computed using the 1D spectra, E1Dii , and reads:
E1D(κx) = E
1D
11 (κx) + E
1D
22 (κx) + E
1D
33 (κx) (5.16)
where E1Dii (κx) can be computed by the method described in Sec. 5.3.4. It was
found that the normalization proposed by Kolmogorov for non-reacting constant den-
sity flows, i.e., Eq. 2.71 can collapse all the spectra across the reacting shear layers in
different cases, if it is computed by the Favre averaged quantities. In other words the








It is the main goal of this sub-section to check this scaling. However, it is preferred here
to first work with the components of Eq. 5.16, e.g., E1D11 . This is because in the litera-
ture there is no theoretical background for the 1D energy spectrum. The Kolmogorov
spectrum is a 3D energy spectrum and equations were derived to relate it to the 1D
spectra (i.e., components of Eq. 5.16 not the sum).
The selected databases are cases L, M and H introduced in Sec. 4.5 at 3 different
time instants, 20tj, 30tj and 35tj, representing the maximum local extinction event (20tj)
and the re-ignition (30tj and 35tj), however, the results of case H are only presented in
this section for the purpose of brevity. Other results are reported in Appendix A. Eight
different statistically homogeneous planes across the double shear layers are selected
to extract the spectra. The planes are P0: the Oxz plane at y = 0, i.e., the central
plane, P1 − P4, the planes corresponding to the maximum density and temperature
variances, maximum Favre average OH mass fraction and maximum TKE, respectively
and further, P5 − P7 the planes corresponding to Zf equal to 0.7, 0.422(stoichiometric
mixture fraction) and 0.02, respectively. P7 is kept at a very low mean kinetic energy
and approximately outside the fully turbulent flame. The Favre averaged quantities
are computed using Eq. 2.35. The Favre second moments (variances) are computed
by Eq. 2.37 and all are functions of the cross stream distance, y. In Fig. 5.20 the
normalized quantities are plotted across the shear layer for case H at t=20tj. In Table.5.1
the parameters of the DNS databases on the selected planes are presented.
The 1D longitudinal velocity spectra on different planes across the reacting shear
layer for case H at t=20tj are presented in Fig. 5.21a. It is obvious that the non-
normalized spectra are not collapsed in the low-medium range of the longitudinal
wavenumbers,κx. The normalization proposed in [46] using the Favre averaged Kol-
mogorov length scale and Favre averaged TKE dissipation rate (i.e., Eq. 5.17) is tested
in Fig. 5.21b. The plot shows the normalized 1D longitudinal velocity spectra versus
the longitudinal wavenumber normalized by the Favre averaged Kolmogorov length
scale (i.e. κxηf ). The Favre averaged TKE dissipation rate, εf is exact and extracted
from the DNS using Eq. 2.115 in Sec. 2.3.1. The black line in Fig. 5.21b shows the
−5/3 slope (the inertial range). It is observed that the κ−5/3 scaling exists in agreement
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Figure 5.20: Normalized quantities across the shear layer for case H at t=20tj.
Table 5.1: Some turbulence parameters of case H on the selected planes and different time instants for
























































































































































































































































































5.3. Velocity Spectra For Reactive Flows
wavenumber range due to the relatively low Reynolds number of the jet. Increasing the
Reynolds number will increase the range of the κ−5/3 scaling (see [38]). The collapse
of the spectra (i.e. the existence of a universal curve) in agreement with [46, 47] is ac-
ceptable 6 in the whole wavenumber range except the very low wavenumber in which
the effect of anisotropy due to boundaries exists.
An inflection is observed in Fig. 5.21 around κη
f
u 1. In [47] using the DNS of
temporally evolving premixed jet flames simulated by the same S3D code as used for
creating the current datasets, a inflection was observed. In that paper it was hypoth-
esized that the inflection is due to the pressure-velocity coupling at the laminar flame
scales.
In Fig. 5.22b the compensated spectra are depicted (i.e. the normalization using
Eq. 2.73). This form of plotting of spectra can be used to detect the Kolmogorov
constant [43]. As can be seen, the value of the constant for the longitudinal veloc-
ity spectrum (E1D11 ) is around 0.75 (the same number can be observed in the other two
cases; see AppendixA). The value is higher than the reported values for non-reactive
jets (≈0.5). In Fig. 5.22a, the compensated energy spectra (E1D) are also plotted for
the current non-premixed jet flame and is observed that the value of the constant is
around 1.1. However, this should not be mistakenly used to suggest the constant in 3D
Kolmogorov’s spectrum. The correct relation (using isotropy assumption) to compute
the value is Eq. 2.69 in which E1D11 (not E
1D) is related to E.
Now the behavior of the spectra in the dissipation and near dissipation ranges will
be investigated. In these ranges of wavenumbers, Kraichnan [181] proposed that the
3D normalized energy spectrum Enormal has an exponential drop-off of the form7:













The value of n = 1 is supported by two-point closure theories [73] for κη
f
 1. For
near dissipation range (say 0.5 ≤ κη
f
≤ 1.5) this value is supported by experiments
e.g., [43,182] and DNS e.g., [69,72,73]. It should be mentioned that we expect the same
functional form of the spectrum (except the values for the constant A) when analyzing
the 1D spectrum rather than the 3D energy spectrum.
If the compensated spectrum (i.e., Enormal(κηf ) × (κηf )5/3) is plotted against κηf
in a log-linear plot and if a straight line is observed, it can be concluded that α = −5/3
and the slope of the line gives the value of β. This is shown in Fig. 5.23. In the
range of 0.1 ≤ κxηf ≤ 0.8 the straight line is observed. The observation of the
straight line implies that α = −5/3, consistent with Kolmogorov’s spectrum. This
value of α was also reported in the previous studies of non-reactive cases [43]. How-
ever, unlike the well documented slope of β = 5.2 for non-reactive flows [38, 43] in
the near dissipation range, here the observed slope is β ≈ 7.2. It should be men-
tioned that the same slope observed for lower Re cases M and L (see Appendix A).
The inflection observed before in Fig. 5.21 is more clearly seen near κxηf ≈ 0.8 in
this figure. After that wavenumber, there is a change in the slope to approximately
β ≈ 10. The change of the slope was previously observed in non-reactive flows how-
6In the next Section another scaling using cut-off scales extracted from the dissipation spectra is shown to perform better.
7The theory is for non-reacting incompressible flows so the correct form is to use η rather than η
f
, however, since we are
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(a) (b)
Figure 5.21: The 1D longitudinal spectra on different planes across the reacting shear layer at maximum
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(a)
(b)
Figure 5.22: 1D compensated spectra on different planes across the reacting shear layer at maximum
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Figure 5.23: 1D compensated longitudinal spectra on different planes across the reacting shear layer at
maximum extinction time, t=20tj for case H with the slopes of the exponential drop-off.
ever in the very far dissipation range around κη ≈ 4 in the DNS of isotropic turbulence
with Reλ range similar to the cases considered here [72]. We can take a closer look at
the different components of the 1D energy spectrum, i.e., Eii in Fig. 5.24. Fig. 5.24a
shows the longitudinal (ECompensated11 (κxηf )) and the transverse (E
Compensated
22 (κxηf )
and ECompensated33 (κxηf )) spectra extracted from the mean stoichiometric plane of case
H at t=20tj. Fig. 5.24b shows same quantities in a different plane which is the central
plane. It is observed that the behavior of the spectra are consistent with the theory
which is E22 ≈ E33 > E11. The spectra computed for cases M and L, which have
higher resolution show the extended range with β = 7.2 slope and the transition occurs
at higher normalized wavenumbers, κxηf > 2, (see Appendix A). It is ambiguous if the
inflection and change of slope is an intrinsic flame behavior like what proposed in [47]
for premixed flame or is the effect of tenth order filter used in the DNS code. This
needs more studies, so we avoid using this part and focus on the well behaved straight
line part of the spectrum in all 3 cases.
In Fig. 5.25a the dissipation spectra (Eq. 2.79 by using E11 instead of E) are plotted
and the corresponding normalized spectra (Eq. 2.81 using E11 instead of E and Favre
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(a) (b)
Figure 5.24: 1D compensated spectra across the reacting shear layer at the maximum extinction time,
t=20tj for case H, (a) Extracted from the Favre mean Stoichiometric mixture fraction plane; (b)
Extracted from the central plane.
that since the plane P 7 is outside the fully turbulent region the dissipation is very low.
By moving toward the core jet region the dissipation peak height is increasing. In the
normalized dissipation spectra (Fig. 5.25b), the peak location seems to collapse and
becomes approximately independent of Reλ. The peak location is around κxη ≈ 0.08.
This is of great importance. It is observed that the location of the peak of dissipa-
tion spectrum in non-premixed flames is lower than the non-reactive jet value [183]
and grid generated turbulence [43] which are around 0.1. Further, the collapse of the
peak location is acceptable when the dissipation spectra were normalized by η
f
and εf .
Moreover, we do not expect that the peak height of the normalized dissipation spectra
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(a) (b)
Figure 5.25: 1D longitudinal dissipation spectra across the reacting shear layer at t=20tj for case H,
(a) Non-normalized spectra; (b) Normalized using Favre averaged η and ε.
5.3.2 Normalized Spectra Using Cut-off Length Scales From Velocity Dissipation
Spectra
In [37], a cut-off scale (λβ) was introduced as the inverse of the wavenumber at which
2% peak dissipation spectrum occurs. Then, this cut-off scale was used to normalize
the 1D dissipation spectra of scalars (i.e. temperature and mixture fraction) in non-
premixed turbulent jets. In [37], it was found that when normalized by this cut-off scale
the dissipation spectra of temperature and mixture fraction nearly collapse. However,
due to the increased noise level in the measured data, there is no evidence of that in
high wavenumber ranges. Further, the TKE and its dissipation spectra are not provided.
Here, first the cut-off scales are extracted from the 1D velocity dissipation spectra on
different planes across the shear layers and then it will be used as a length scale to




where κ2% is the wavenumber at which the dissipation spectrum reaches 2% of its
maximum [37, 44, 45]. In [154] a threshold of 7.3% was used however we keep using
Eq. 5.19. It should be mentioned that the threshold in Eq. 5.19 is based on the obser-
vation that in the 1D version of model spectrum of Pope, the wavenumber at κη
f
= 1,
corresponds to 2% of the peak value of the 1D dissipation spectrum. However, the 7.3%
threshold is the corresponding value of the 3D spectrum i.e., Eq. 2.81. In Table.5.1 the
extracted cut-off scales, λβ , have been presented.
In Fig. 5.26 the two normalization methods are compared in 1D longitudinal velocity
spectra. The collapse of the spectra across the shear layer layer with both methods are
acceptable. Small improvement can be seen in Fig. 5.26b in the range 0.1 ≤ κxλβ ≤ 1.
In Fig. 5.26 the dissipation spectra are plotted and compared. Again an improvement
in the collapse of the spectra is clear near the cut-off wavenumber in Fig. 5.26b. This
shows that by changing only the length scale in the normalization of the spectra one can
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(a) (b)
Figure 5.26: 1D longitudinal velocity spectra across the reacting shear layer at t=20tj for case H; (a)
Normalized using the Favre averaged η and ε; (c) Normalized using the Batchelor length scale and
Favre averaged ε.
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(a) (b)
Figure 5.27: 1D longitudinal dissipation spectra across the reacting shear layer at maximum extinction
time, t=20tj for case H; (a) Normalized using the Favre averaged η and ε; (c) Normalized using the
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5.3.3 Normalized Spectra in Different Combustion Regimes
In this section the analysis is extended to different combustion regimes. Three time
instants of the highest Reynolds number case, i.e., case H, are selected. These are
t=20tj corresponding to the maximum extinction and t=30,35tj re-ignition events (see
Fig. 4.4). The flame dynamic is changing during the time in this temporally evolving
jet flame so that due to the decreasing scalar dissipation rate, the flame re-ignites. The
objective is to see whether the scalings investigated in the previous section can be used
to collapse all the velocity spectra on different planes across the jet to a single universal
curve or not. In Fig. 5.28 the longitudinal velocity spectra are plotted on two different
planes (the central Oxz plane at y = 0, P 0 and the Oxz plane corresponding to maxi-
mum Favre mean OH mass fraction, P 3). Fig. 5.28a shows the non-normalized spectra,
and Fig. 5.28b the normalized spectra using η
f
, εf . In Fig. 5.28c, the normalized spec-
tra using λβ , εf have been plotted. It is seen that the normalized spectra from extinction
regime and re-ignition regime, although differ a lot (Fig. 5.28a), collapse well using η
f
as a length scale (Fig. 5.28b) in the inertial range and part of near dissipation range (up
to around κxηf ≤ 0.6). It can be clearly seen that the collapse is improved mainly in
near dissipation range using the cut-off scale λβ (Fig. 5.28c).
In Fig. 5.29 the same plots are shown for the longitudinal dissipation spectra. It is
seen that the collapse is better using λβ compared to ηf . However, both normalizations
are acceptable.
Next we will compare the collapse of the spectra for cases with different Re (cases
M and H) and in different regimes (t=20tj corresponding to the maximum extinction
and t=30tj, the re-ignition events). Since for each case it was already observed that
the collapse is acceptable, here only the results on the plane corresponding to the max-
imum Favre mean OH mass fraction (i.e., P 3) is plotted in Fig. 5.30. The collapse
of the spectra extracted from two different cases with two different Re and physically
two different levels of extinction (see Fig. 4.4) using both normalization methods are
acceptable.
In Fig. 5.31 the same plots are shown for the longitudinal dissipation spectra. It
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(a)
(b) (c)
Figure 5.28: 1D longitudinal velocity spectra across the reacting shear layer at the maximum extinction,
t=20tj and re-ignition times t=30,35tj for case H on the central plane and the mean stoichiometric
plane, (a) Non-normalized spectra; (b) Normalized using the Favre averaged η and ε; (c) Normalized
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(a)
(b) (c)
Figure 5.29: 1D longitudinal dissipation spectra across the reacting shear layer at the maximum ex-
tinction, t=20tj and re-ignition times t=30,35tj for case H on the central plane and the mean stoi-
chiometric plane, (a) Non-normalized spectra; (b) Normalized using the Favre averaged η and ε; (c)
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(a)
(b) (c)
Figure 5.30: 1D longitudinal velocity spectra across the reacting shear layer at maximum extinction,
t=20tj and re-ignition times t=30tj for cases H and M on the mean stoichiometric plane, (a) Non-
normalized spectra; (b) Normalized using the Favre averaged η and ε; (c) Normalized using the
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(a)
(b) (c)
Figure 5.31: 1D longitudinal dissipation spectra across the reacting shear layer at maximum extinction,
t=20tj and re-ignition times t=30tj for cases H and M on the mean stoichiometric plane, (a) Non-
normalized spectra; (b) Normalized using the Favre averaged η and ε; (c) Normalized using the
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5.3.4 The Model Spectrum for Reactive Flows
Pope’s model for 3D energy spectrum introduced in Eq. 2.75 (also repeted here in
Eq. 5.21 for convenience). The model proposed for non-reactive constant density tur-
bulent flows and in this section it is compared with the spectra of turbulent flames.
This is a model trying to cover the whole range of wavenumbers. It includes the Kol-
mogorov spectrum for the inertial range, fL(κL) for the low wavenumber and the rest
for the dissipation range. As can be seen the exponential drop-off form in the dissi-
pation range is more complicated than the simple form of Eq. 5.18 already discussed,
however, keeping the same exponential drop-off factor (if cη = 0). This must be used
with care when comparing with the extracted spectra from DNS. The 3D model energy
spectrum first must be converted to the 1D spectrum (i.e., components of Eq. 5.16) and
then be compared to, e.g., E11. If isotropy is assumed, one can derive the 1D spectrum













The equation can be used to derive an expression for the 1D model and to be compared
with the 1D spectra extracted from DNS. The 3D model spectrum can be modified and
then integrated to find a best fit to the 1D spectrum from DNS. It should be noted that
the conversion (integration) is done numerically.














Here we are not concerned with the form of fL(κL) since the wavenumber ranges of
interest are the inertial and the dissipation ranges. Further, it does not have a large effect
on the shape of the model in these ranges. So the conventional values of constants for
fL(κL) i.e., P0 = 2 and cL = 6.78 will be used.
For the inertial range (CK
(
κη
)−5/3), the −5/3 behaviour already observed for the
non-premixed flames studied in this work. Further, there are many evidences e.g., [46,
47] of existence of such scaling in turbulent flames consistent with the non-reactive
flows.
As mentioned earlier, in experiments, the 1D spectra are analyzed and the 1D Kol-
mogorov constant is evaluated. Then the using isotropic relations (CK ≡ C3DK =
55/18C11K ) the 3D constant will be computed. Sreenivasan [39] collected all the data
on 1D Kolmogorov’s constant until 1995 and found the value C11K = 0.53 ± 0.055 but
at the end he suggested the value of 0.5 considering some uncertainties regarding the
validity of isotropy assumption in experiments to evaluate ε. Yeung and Zhou [40] did
the same collection of data but from DNS results until 1997. The values were reported
to be around 1.8-2. These values were higher than the one expected from experiments
(which is C3DK = 55/18C
11
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deviation from isotropy can contribute to values of CK to be higher than the expected
values [40]. The similar compilation of the experiments and/or DNS results in reactive
flows is missing in the literature.
As shown in the previous section and also results in Appendix A, we found the
value of Kolmogorov constant for the 1D longitudinal spectra being C1DK ≈ 0.75. The
corresponding constant for the 3D energy spectrum (CK in the model spectrum) is
C3DK = 55/18C
11
K = 55/18 × 0.75 ≈ 2.3. The value of C1DK ≈ 0.75 was obtained
analyzing 3 sets of DNS (cases H, M and L) in 3 time instants corresponding to different
flame dynamics and 6 planes across the reactive shear layers in the mean turbulent
region with low external intermittency. As can be seen, the value is higher than the
experiments in non-reacting cases. However, it is not known if the higher values are due
to combustion or deviations from isotropy in the current DNS of double shear layers (as
pointed out in [40] for non-reactive DNS data). It can also be due to the relatively low
Reλ in our DNS cases as mentioned in [70]. Keeping in mind this difference, we keep
using the observed value, i.e. CK = 2.3 in the modified model as the 3D Kolmogorov
constant.
As mentioned earlier, no exact form can be derived for the spectrum in the near









and the experimentally obtained constants of βP = 5.2 [43] and cη = 0.4 has been used
by Pope [38]. As shown in the previous sections we found a steeper exponential drop-
off with β ≈ 7.2 for case H in range 0.1 ≤ κxηf ≤ 0.8. This range is wider in cases L
and M, i.e., 0.1 ≤ κxηf ≤ 1.8 and 0.1 ≤ κxηf ≤ 1.4, respectively (see Appendix A).
So we use this value in the modified model.
Since we already saw an acceptable collapse of the spectra across the shear lay-
ers, for the sake of clarity we just use the results extracted from P 3 corresponding to
plane of maximum Favre mean OH mass fraction. In Fig. 5.32a the normlized spec-
trum is compared with the model spectrum using the modified coefficients. Further, in
Fig. 5.32b the normalized velocity dissipation spectrum from DNS is compared with
the normalized modified model dissipation spectrum. In both plots the agreement is
acceptable before the inflection points in two plots.
It is interesting if the dissipation spectrum is investigated in lin-lin plot in Fig. 5.33.
In this figure five different normalized velocity dissipation spectra are plotted. First the
famous 3D dissipation model of Pope with the peak at κη
f
≈ 0.26 is plotted in blue
line with dot markers. The DNS spectrum is the black dashed line. It is clear that they
are not collapsed. Actually it is wrong to compare these two, since the model is for the
TKE (1/2u′′i u
′′
i ) dissipation and the DNS is for the dissipation of velocity fluctuations
in longitudinal direction (1/2u′′1u
′′
1). The DNS must be compared with the 1D form of
the original Pope’s model computed by Eq. 5.20. The 1D form of the original Pope’s
model is the green dashed-dotted line. The peak of the dissipation spectrum occurs at
κη
f
≈ 0.11. This value is consistent with the observations in experiments (e.g. [43])
and DNS [183] for constant-density non-reactive flows. However, it is clearly seen that
the peak of the 1D dissipation spectrum from the non-premixed jet flame DNS is at
lower wavenumbers (η
f
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(a) (b)
Figure 5.32: 1D longitudinal dissipation spectra across the reacting shear layer at the maximum ex-
tinction, t=20tj and re-ignition, t=30tj, times for cases H and M on the mean stoichiometric plane
compare with the modified model spectrum of Pope, (a) Non-normalized spectra; (b) Normalized










5.3. Velocity Spectra For Reactive Flows
Figure 5.33: 1D dissipation spectra on the plane corresponding to the mixture fraction equal to the
stoichiometric value of 0.422 at t=20tj for case H. The inset is the zoom view of the left corner.
the premixed flame DNS (Fig. 9 in [48]). However, in that paper it was compared with
the peak location of the 3D model (κη
f
≈ 0.26) and was concluded that there is a large
deviation from the results with respect to non-reactive model of Pope. It is observed
that the correct value to be compared with is η
f
≈ 0.11. The red line is the newly
adapted 1D model using the observed C1DK ≈ 2.3, β ≈ 7.2 and the fitted cη = 0.28
which matches well with the DNS data (black dashed line). Finally, if the adapted 3
model is plotted, the result is the thick dashed magenta line. Now the blue and magenta
lines must be compared. The blue is the 3D model spectrum for non-reactive flows and
the magenta is the one obtained using the current non-premixed jets DNS databases.
The peak of the modified 3D model is at κη
f
≈ 0.19 instead of κη
f
≈ 0.26. Further, it
is less extended to the far dissipation range (κη
f
> 1). Note that the area under the two
curves are the same. The adapted 3D model spectrum will be used in Sec. 3.2.3 in new
EDC models development.
Final Notes on the Compressible Form of Velocity Spectrum for Variable Density Flows
As mentioned in Eq. 2.67, if the 3D energy spectrum is integrated over all wavenumbers
the result is the turbulence kinetic energy. In variable density flows we are dealing with
the Favre turbulent kinetic energy (i.e. Eq. 2.52) and we have:∫ ∞
0
E(κ, t)dκ 6= 1
2
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The integral’s error is at most −6% inside the turbulent flame brush and on the stoi-
chiometric plane and +10% outside the flame on the planes of maximum fluctuations
of density and temperature in our cases. Recently, in [47], the compressible form of
Eq. 2.29 using density weighting is proposed as:











i (x, t)ρ(x + r, t)u
′′
j (x + r, t)〉.
(5.25)
This can be interpreted as the influence of momentum fluctuations at point x on velocity
fluctuations at point x + r and vice versa. From the definition Eq. 5.25, the density
weighted or Favre velocity spectrum tensor like Eq. 2.64 can be defined:





e−iκ.rRijf (r, t)dr, (5.26)
where the Favre energy spectrum function can be defined from it as:




Φiif (κ)δ(|κ| − κ)dκ, (5.27)
and finally: ∫ ∞
0
Ef (κ, t)dκ =
1
2






≡ kf . (5.28)
For the evaluation of the Favre spectrum suitable for variable density flows like reactive
flows, consider the velocity vectorU(x, t) = (u1, u2, u3) = ui i = 1, 2, 3, first we make
any component a centered one using the Favre average operator i.e. Eq. 2.33. Then the














where DFT ∗ is the complex conjugate of DFT . Using the spatial Favre averaging
















where the DFT is calculated using all u′′i values in one homogeneous direction (i.e.,
Ox) and averaging over the second direction (i.e. Oz with Nz the number of cells in
Oz direction).
The same analysis which was carried out in the previous sections has been repeated




















found to be equal to the Favre TKE computed
by Eq. 2.52.
In Fig. 5.34 the compressible form (Eq. 5.30) and the incompressible form (Eq. 2.86)
of the spectrum function were compared. The spectra are computed for cases H and M
at t=20tj on plane of stoichiometric mixture fraction, P 6. It is seen in Fig. 5.34a that
the compressible spectrum is extended more in the dissipation range. This is consistent
with the finding in [47]. The shape of the spectrum is preserved. Specifically in the
compensated plot (Fig. 5.34b) the new exponential drop-off factor found before (β ≈
7.2 in the range κxηf ≤ 0.8) is the same using both methods. The profound difference is
observed after the inflection. Also a small discontinuity is observed at the very far range
of Fig. 5.34b in κxηf ≈ 2 in the compressible spectrum. This is the very few negative
values of computed energy (In the log-log plot the software ignores the negative values).
In Eq. 5.30, E1D,Favreii is not strictly positive unlike the case in the form of Eq. 2.86
8.
It seems that the inclusion of the effect of density fluctuations using the Favre corre-
lations (see Eq. 5.25 or Eq. 5.30) mostly affects the spectrum after the inflection. This
is confirmed by looking at the results of another DNS database (case M) in Fig. 5.34c.
One may conclude that the inflection point has something to do with the effect of den-
sity fluctuations. However, in examining the results some un-physical behaviours in the





33 ) computed using the compressible formula in Fig. 5.35, shows that
surprisingly, after the inflection E1D11 becomes grater than the other two. This is not
consistent with the expected behaviour which was already confirmed in Fig. 5.24.
No conclusion can be drawn at this point. It cannot be probable that there is a bug
in the implementation of the compressible formula for computing the spectra, since as
was observed in the previous figures, both forms of spectra agree in the shape up to
the inflection point. If the derivation of the compressible form of the velocity spectrum
in [47] is accepted, it is not clear that if the observed behaviours are physical or due to
effects of noise in the databases at high wavenumber ranges, or it is the effect of the high
order filter in the code. These are the reasons why in the current thesis the compressible
form is not adopted and it is preferred to use the conventional incompressible form as
were also previously used for reactive flows, e.g., in [45, 46, 154].
8In Eq. 2.86 the direct multiplication of Fourier coefficient with its complex conjugate results in a positive value, or in other
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(a) (b)
(c)
Figure 5.34: 1D spectra on the plane of Favre mean stoichiometric mixture fraction at t=20tj , (a) for


















Figure 5.35: 1D compensated spectra computed from the compressible formula (Eq. 5.30) across the
reacting shear layers at t=20tj for case H, (a) Extracted from the central plane; (b) Extracted from
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5.3.5 Summary and Conclusions
In this section the velocity and its dissipation spectra in non-premixed jets were ana-
lyzed using 3 different DNS databases of temporally evolving non-premixed syngas jet
flames experiencing high levels of local extinction and re-ignition. In each database, 3
different time instants were selected (9 in total) corresponding to the events of maxi-
mum local extinction and re-ignition. The objective was to check Kolmogorov’s scaling
laws. It was observed that using η
f
and εf to normalize the spectra extracted in dif-
ferent planes across the shear layers, at different flame dynamics instants and different
Reynolds numbers, the spectra collapse on a single curve very well in the inertial range.
In the dissipation range the collapse can be improved using a cut-off scale defined by
the inverse of a wavenumber corresponding to 2% of the dissipation spectra peaks (λβ).
To reach a perfect collapse of the spectra deep into the dissipation range κxηf  1,
it was hypothesized that some information of chemistry may needed, however, in non-
premixed flames it is not easy to define a characteristic length scale of the flame like
what is done in premixed flames.
κ−5/3 power law was observed in the inertial range with the constant of proportion-
ality, CK = 2.3 instead of 1.5. The difference between the value of CK = 2.3 and
the conventional CK = 1.5 − 1.7 [70], is probably due to the low Reλ and so the very
limited inertial range in the current DNS databases [42, 70].
In the dissipation range, the exponential drop-off of all velocity spectra was steeper
than the corresponding non-reactive flows. It was observed that the exp(βκ) scaling
exists with the value of β = 7.2 instead of non-reactive flows value of β = 5.2.
Next, the spectra were compared with the model spectrum of Pope (proposed for
non-reactive flows). It is a common way to use this model spectrum to compute model
constants in RANS/LES, both for velocity (e.g. [76]) or combustion sub-models (e.g.
[15]). It was found that the functional form proposed by Pope [38] for non-reactive
flows agrees well with the velocity and the dissipation spectra of reactive flows studied
in this work, if the values of CK and β mentioned above is used in the model. We
will use this adapted version of the model spectrum in Sec. 3.2.3 to derive an analytical
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5.4 A Priori Analysis of FR-TCI-LES Moldels
In this section the finite-rate turbulence-chemistry interaction models for LES (FR-TCI-
LES models) will be a priori assessed using the current DNS databases. The analyses
have been done using the code mentioned in Sec.4.6. All the required exact filtered
quantities are extracted from the DNS databases using the explicit filters mentioned in
Sec.4.3. The assessment is done using different metrics already introduced in Sec.4.4.
All the definitions of the exact quantities like sub-grid kinetic energy, sub-grid viscous
dissipation and ... were already introduced and discussed in Chap.2.
5.4.1 Eddy Dissipation Concept (EDC) Model
In this section the EDC for SGS combustion modeling will be a priori assessed based
on the DNS databases introduced in Sec.4.5. Details about the models were already
discussed in Sec.3.2. For the convenience of the reader the variants of the EDC which
will be assessed in this section is repeated in Table5.2. Also in this table, two new
models (compared to Table3.3), are added. These are “EDC-L-OE” and “EDC-L-
ENC”.
To better understand the different variants of the models, a brief discussion is pre-
sented here. The conventional or “Original” EDC-LES (mentioned by “EDC-L-” in
Table5.2) are the ones developed by the Swedish (mentioned by “OF”) or Norwe-
gian (mentioned by “OLy”) groups. In the Swedish approach the cascade model has






pative structures as Corrsin’s sheets [111]). On the other hand, the Norwegian group






(assuming the dissipative structures as Tennekes tubes [103]). Then
the “EDC-L-OE” model will be derived by using the two coefficients cascade model
and assuming the dissipative structures as Corrsin’s sheets. These are the base or refer-
ence EDC-LES models
The contribution of the current thesis, using the derived model dissipation spectrum
in Sec.5.3 with the application discussed in Sec.3.2.3, resulted in the relation, CD2 =
135.7CD21. The models which use this new relation have “NC” in their names. When a
reference model is modified, the “O” will be dropped in its name and the modification
name is added. For example, “EDC-L-LyNC” is the modified version of “EDC-L-
OLy” by only using the new relation between two coefficientsCD1 andCD2. Although
a relation between the two coefficients was found, the models still need CD1 to be set.
In Sec.3.2.3, some options to evaluateCD1 were presented. The first option is to use
the original value proposed by Ertesvag [15] which is the experimentally obtained value





with Cε = 1.048. This gives the value of CD1 = 1.28. In LES one can dynamically
approximate the value of CD1 as was explained in Sec.3.2.3. It will be shown that the




, and Cε = 1.048 will fail in










Chapter 5. Results: The A Priori DNS Analysis
mean that these models will not work in LES while using dynamic procedures.
The other modification proposed in EDC-LES was based on the findings in Sec.5.2.2
on the internal intermittency phenomenon in reactive flows. The application in the
EDC was discussed in Sec.3.2.4. It was shown that in RANS mode, i.e., studying the
fluctuation of dissipation with respect to the Favre averaged dissipation, the internal




λ . Here Reλ is the Taylor
scale Reynolds number using Favre averaged quantities. Re−1λ or Re
−3/2
λ are the results
of phenomenological theories of Tennekes [103] and Corrsin [111], respectively, as
discussed above. Then it is proposed to scale the γ∗ in EDC with Re−0.28λ . Although
we are aware that the fluctuations with respect to the mean cannot theoretically be
extended to the sub-grid fluctuations, this is a very first try to modify the EDC-LES γ∗.
The future works which are needed to be done on this topic will be discussed in the last
chapter.
The proposed modification based on the new internal intermittency factor was dis-
cussed in Sec.3.2.4. The models which use this new relation have “NG” in their names.
Again, when a reference model is modified, the “O” will be dropped in its name and
the modification name is added. For example, “EDC-L-NGLy” is the modified version
of “EDC-L-OLy” by only using the new γ∗ definition, i.e., Eq. 3.58. Further, it can
be possible to apply both the “NC” and “NG” modifications. This will result in the
“EDC-L-NGLyNC”.
Note that we have not yet assessed the base or reference EDC-LES models so the
modifications were applied to all existing models. That is why the number of derived
models are high. In the following assessments will be carried out on all base and
modified models using the DNS databases.
As stated before in Sec.3.2.5, the way the theory is implemented imposes a limit on
γ∗ and so the Taylor scale Reynolds number. This limit or “threshold” is the minimum
Reynolds number in a computational cell, below which, γ∗ is saturated. The threshold











































































































































































































































































































































































































































































































































































































Chapter 5. Results: The A Priori DNS Analysis
Table 5.3: The threshold of sub-grid Taylor Reynolds number for different models assessed in a priori
DNS analysis below which γ∗ is saturated and is equal to 0.5. In the table L stands for “LES”, O
stands for “Original”, F stands for “Fureby”, Ly stands for “Lysenco”, NG stands for “New γ∗”,
NC stands for “New Coefficient” and E stands for “Ertesvag”. Reλ is calculated based on sub-grid








(Fureby [91, 96]) Reλ,SGS ≥ 2.3
EDC-L-NGF
(Present work) Reλ,SGS ≥ 17.6
EDC-L-OLy
(Lysenco [102]) Reλ,SGS ≥ 9
EDC-L-NGLy
(Present work) Reλ,SGS ≥ 54
EDC-L-LyNC
(Present work) Reλ,SGS ≥ 20
EDC-L-NGENC
(Present work) Reλ,SGS ≥ 120
EDC-L-OE
(Inspired by [97] and [15] ) Reλ,SGS ≥ 19
EDC-L-ENC
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Results
The performance of the EDC-LES models will be assessed by comparing the modeled
filtered net formation rates obtained by different models with the exact filtered quanti-
ties extracted from case H (the highest Reynolds case) at the maximum local extinction
time, i.e. t=20tj.
In Figs. 5.36, 5.37, 5.38 the comparison is done using scatter plots for CO, H2, and
O2, respectively. The filter width is ∆ = 8∆DNS.
First, the failure of the original “EDC-L-OE” and “EDC-L-OF” models is obvious
using this metric (see Table5.2 for definitions).
Second, comparing the performance of models with “NC” modification and CD1 =
0.135 with their respective original models (for example comparing Fig. 5.36b with
5.36a, and 5.36e with 5.36d) shows a high improvement. The same is true for other
species.
Third, the improvement using “NG” modification (i.e., modified γ∗) is obvious
when comparing “EDC-L-NGF” with the original model, “EDC-L-OF” (compare (h
with g sub-figures in Figs.5.36,5.37, 5.38 . Also, the same is true when comparing
“EDC-L-NGLy” with the original model, “EDC-L-OLy” (compare (i with d sub-
figures. Note that based on Table5.3, the threshold for “EDC-L-NGF” is low and γ∗
will not be saturated, so the effect of the modification in this factor can be observed.
Fourth, comparing the performance of models with “NC” modification and CD1 =
1.28 with the same modification but using CD1 = 0.135 shows failure or deterioration.
As was previously discussed, the “NC” is using Eq. 3.46 and it needs a value for CD1.
The value of 1.28 obtained in Sec. 3.2.3, by using the approximation Eq. 3.26 with
Cε = 1.048. In Fig.5.39, the modeled sub-grid viscous dissipation is plotted against
the exact field. It can be seen that although the correlation is high, it is systematically
under predicted by Eq. 3.26 with Cε = 1.048. The dynamic evaluation of Cε in LES,
discussed in Sec.3.2.3, may be able to solve this issue. So, it cannot be concluded that
this method of evaluation of CD1 is wrong. As a result, it cannot be concluded that
the models with “NC” modification and CD1 evaluated dynamically instead of using
CD1 = 0.135 will fail in real LES. However, for the moment, since the aim is the a
priori DNS assessment of the models, we exclude the models with CD1 = 1.28 from
further assessments (plots) and keep the discussion open for future a posteriori analyses















Figure 5.36: Production/consumption rate of CO (fuel) with units [kg/(m3s)], using different EDC-LES
models (see Table5.2) compared with the exact filtered quantity for case H at t=20tj. Filter width is
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Figure 5.39: The modeled sub-grid viscous dissipation using Eq. 3.26 with Cε = 1.048 compared to
the exact term extracted from case H at t=20tj using Eq. 2.134. Filter width is ∆/∆DNS = 8. The
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Next we look at the mean results in composition space. This can be done using
conditional means. The way to compute these conditional data using joint PDFs (joint
histograms) was previously discussed in Sec.2.2.2. In Fig.5.40 , the conditional means
of different species net production/consumption rates using different EDC-LES models
are depicted conditioned on the mixture fraction. Further, the better prediction of other
models compared to “EDC-L-OE” is clear. Other models show seemingly similar
results with “EDC-L-OLy” sometimes giving the best predictions. However, again the
error compensation even in averages in composition space must be taken into account.
The results must be assessed along with the scatter plots. As was previously shown,
“EDC-L-OLy” results have large scatters (see e.g., Figs.5.36d and 5.37d, compared to
Figs.5.36e and 5.37e).
The performance of the new models are more pronounced using larger filter widths.
The conditional means in composition space for ∆/∆DNS = 18 are shown in Figs.5.41.
It is clearly seen that now, the original EDC-LES models, namely “EDC-L-OE” and
“EDC-L-OLy” fail to predict the correct conditional means. The scatter plots (not
shown here) also show large scatters and lower correlation coefficients. In contrast, the
modified versions are in better agreement with the filtered DNS data. No conclusion
can be drawn at this point on which modified version is the best one. At a first glance
it seems that “EDC-L-ENC” has the best performance in composition space. How-
ever, it should be taken into account that the differences are very low and we expect
that the “NG” (modification in γ∗) shows its effect in high ReλSGS . ReλSGS must be
higher than the thresholds mentioned in Table5.3 but not that high for flatness becomes
independent of Taylor scale Reynolds. With RANS fluctuations, this limit is about
Reλ > 300− 500 [35]. For sub-grid fluctuations, this limit needs to be evaluated and is
an interesting subject for the future works. In summary, it seems that the modifications
proposed, especially the relation found between CD1 and CD2 using the model dis-















Figure 5.40: Conditional mean of production/consumption rate of different species with units
[kg/(m3s)] conditioned on the mixture fraction, using different EDC-LES models (see Table5.2)














Figure 5.41: Conditional mean of production/consumption rate of different species with units
[kg/(m3s)] conditioned on mixture fraction, using different EDC-LES models (see Table5.2) com-
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5.4.2 Non-Dynamic Scale Similarity Models
DesJardin and Frankel [17] used the Scale Similarity (SS) idea to model the filtered net
formation rate of species ω˙k (ϕ) in LES. They proposed two SS combustion models,
namely similarity resolved reaction rate model (SSRRRM or model A), and the scale
similarity filtered reaction rate model (SSFRRM or model B), which was presented in
detail in Sec. 3.3. In their formulations, they were inspired from the original approach
proposed by Bardina et al. [120] and used “double grid filtered” quantities. Germano
et al. [128] proposed to use “test grid filtered” instead of “double grid filtered” quan-
tities, model C, which was explained in Sec. 4.3. They reported both a priori and a
posteriori assessments of the method using two-dimensional spatially developing non-
premixed jet DNS data with one step chemistry. The results (e.g. moments of product
mass fraction and reaction rates) using the proposed SS models were in a reasonable
agreement with the DNS data. Potturi and Edwards [185] also tested this model in LES
of DLR and UVa combustors, but they found no improvement compared to simula-
tion without SGS combustion model for UVa combustor. SS concept has further been
used to develop LES combustion models in premixed flames to postulate the filtered
Flame Surface Density (FSD) in filtered progress variable balance Equation [186,187].
It is evident that the direct application of SS idea in LES of reactive jets is limited in
the literature to the early 2D DNS/LES spatial jet of Desjardin and Frankel [17] and
3D DNS/LES of isotropic decaying reactive flow of Jaberi and James [18], both tested
with small filters (∆) (∆/∆DNS = 3 in [11] and ∆/∆DNS = 4 in [18] where ∆DNS is
the grid size used in the DNS) and single step chemistry.
In this section we aimed at the a priori assessment of the performance of the non-
dynamic SS models (A, B and C)9 using 3D DNS data. The selected SS models
are tested in a more challenging test case and using larger filter widths, ∆/∆DNS =
8, 12, 18, compared to the previous studies. Their capabilities in the prediction of com-
bustion and heat release rates while the flame (case H) experiences a high level of
extinction followed by re-ignition will be assessed.
Combustion Rates Predictions in Extinction Regime
At t = 20tj the flame is in the fully turbulent, self-similar regime [188]. In Fig. 5.42,
the ability of the three SS models in predicting the filtered consumption rate of H2
(fuel) is compared with the exact filtered reaction rate, ω˙H2 (ϕ), obtained from the
DNS database (case H). The “quasi laminar” or “no model” approach is also shown as





. The analysis is done for three different filter widths. From top to bottom, the
filter size increases from ∆/∆DNS = 8 to ∆/∆DNS = 12 and ∆/∆DNS = 18. The
left figures compare the first moments (mean) and the right figures compare the second
moments (RMS). The data are clipped to a region where Zf ≥ 0.02 with Zf express-
ing the Favre mean mixture fraction. In Fig. 5.42, it is shown that all the analyzed
models, including the “no model” approach, can capture qualitatively the consumption
rate of the fuel in terms of both mean and RMS. Looking at the mean results, in the
core jet region, all models produce similar results. However, by approaching the plane











Chapter 5. Results: The A Priori DNS Analysis
ences become higher. For ∆/∆DNS = 8 (Fig. 5.42a) the “no model” approach results
in slightly higher/lower mean consumption rates. It can be observed in Figs. 5.42a,
5.42c, 5.42e that the difference compared to the exact value (blue lines) increases by
increasing the filter width. For example, in Fig. 5.42e the “no model” approach results
start to deviate from the exact filtered DNS values in the first plane located after the
central plane (y = 0). However, by using a smaller filter width (see Fig. 5.42a), the
“no model” approach can predict the mean in a broader spatial range. Models A and
B produce almost the similar mean profiles and the error is lower than that of the other
two models i.e. model C and the “no model” approach. Looking at RMS profiles, in
Fig. 5.42b, 5.42d, and 5.42f, the “no model” approach reveals errors. Considering that
the “no model” approach has errors both in mean and the RMS profiles, one can con-
clude that a model is needed to account for SGS effects. For the species analyzed here,
this observation is more pronounced when using filter widths larger than ∆/∆DNS = 8.
It should be mentioned that the similar behavior is observed for other major species,
where model C and the “no model” approach failed to predict the true spatial mean
values while models A and B predict almost the similar mean in a good agreement with
the filtered DNS data.
In Fig. 5.43, the results of the performance of SGS models in predicting filtered
formation rate of H radical are analyzed. It should be noted that the mean formation
rate of H is very low, since the flame is experiencing a high level of local extinction.
The H radical is locally produced in the pockets of burning gases and also in the burning
surfaces around the extinction holes [189]. Large errors are seen using the “no model”
approach and model C in predicting the mean ω˙H . Considering the mean, both models
A and B are in a good agreement with DNS results. In terms of RMS in Figs. 5.43b,
5.43d and 5.43f, the best performance is obtained with model B. It is interesting to
observe that how SS models A and B can preserve the mean even using the larger filter
width ∆/∆DNS = 18.
In Fig. 5.44, different models for different species and filter widths are assessed
based on their local errors using the cumulative local error metric (defined in Eq. 4.8).
First, as expected, locally the error increases with increasing the filter width for all
species. Second, looking at major species, it is seen that the performance of models B
and C is improved compared to the “no model” approach by increasing the filter width
(see Figs. 5.44a and 5.44c). It seems that locally the two models are more effective
using larger filter widths. The cumulative local error of the “no model” approach is not
much higher than that of other models and for some species less than model C (see e.g.
Fig. 5.44a for O2 and H2O). However, one cannot conclude about the performance of
models by only looking at the local errors. The results should be used together with
the first and second moments statistics. For example although model B predicts higher
local errors compared to the “no model” approach for H2 species using ∆/∆DNS = 8,
the mean of filtered ω˙H2 i.e. ω˙H2 is in a very good agreement with filtered DNS data
(see Fig. 5.42a). It can be concluded that the SS model B produces data with the same
mean as the exact filtered DNS, but with higher deviations. Third, looking at radicals,
local errors are much higher than that for major species. The prediction for the OH is
the worst. This is the result of the errors in both mean and RMS profiles.
It is seen that model A, independently of the filter width, results in the lowest cumu-














Figure 5.42: Production/consumption rate of H2 with units [kg/(m3s)], (a,c,e) Mean; (b,d,f) RMS. Dif-
ferent filter widths are applied: (up) ∆/∆DNS = 8; (middle) ∆/∆DNS = 12; (down) ∆/∆DNS =
18. The data are extracted at t=20tj. vertical dashed-blue lines: planes of maximum mean turbu-
lent kinetic energy; vertical dot-dashed green lines: planes of mean stoichiometric mixture fraction;














Figure 5.43: Production/consumption rate of H with units [kg/(m3s)], (a,c,e) Mean; (b,d,f) RMS. Dif-
ferent filter widths are applied: (up) ∆/∆DNS = 8; (middle) ∆/∆DNS = 12; (down) ∆/∆DNS =
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model A predicts the mean with a good accuracy (see e.g. Fig. 5.42) and the lowest
local errors, this model is preferable for major species.
Looking at radicals, this is model B with the least local error. Considering that
model B has a high accuracy in predicting mean of the radicals net formation rates,
it can be concluded that model B is a better model to capture radical net production/-
consumption rates. Detailed analysis of the rate of reactions (Eq. 2.95) involved in the
syngas mechanism shows that O2 is mainly consumed through H + O2 = O + OH and
H + O2(+M) = HO2(+M) reactions. The contribution of all other reactions is very
small. As a result, O2 net consumption rate is linked to radicals formation rates. Since
model B is the best model to capture radicals net formation rates, the same is true for
O2. Further, in Figs. 5.44d-5.44f the performances of different SS models are compared
with the “no model” approach by dividing their cumulative local errors to the one of
“no model” approach. The value of 1 in this figure shows that the models have the same
cumulative local error as the “no model” approach. It is now clearly seen that models
B and C are filter dependent, i.e. increasing the filter width decreases their local error
values compared to the “no model” approach. However, the relative performance of
model A remains approximately constant. It is observed that the sum of local errors
approximately improved by 25% using model A. For radicals, it is evident that model
B has the best performance by decreasing the errors more than 50% compared to using
no SGS model for combustion.
Heat Release Rates Predictions in Extinction Regime
Concentrating now on the filtered heat release rate in the energy equation, Fig. 5.45
depicts the mean and RMS of filtered heat release rates per unit volume (Eq. 4.9) com-
puted using different models and filter widths. It should be noted that to compute Q˙
(mean of the filtered heat release rate), from DNS, Q˙ is first directly filtered and after-
wards the mean is determined using Eq. 2.14. To get the heat release rates from the
models, the related modeled ω˙k respectively, from Eq. 3.66, Eq. 3.68 and Eq. 3.70),
are inserted in Eq. 4.9. In Figs. 5.45a-5.45c, the failure of the “no model” approach
to predict the correct mean heat release rate is observed. Higher prediction of heat re-
lease rate means that the lower number of computational cells are predicted to be in
extinction mode. On the contrary, models A and B can predict the mean filtered heat
release rates with a very good accuracy. As expected, the predictions of model C are
not satisfactory.
Combustion Rates Predictions in Re-Ignition Regime
The same analysis presented in the previous sections is repeated here for the time at
which the flame experiences re-ignition from the core region of the jet. The flame
interacts with fully developed decaying turbulence at this time instant [188].
In Fig. 5.46 the modeled filtered rates of consumption of H2 (fuel) are compared
with the exact value obtained by filtering the DNS data. From Figs. 5.46a and 5.46d,
it is evident that for a small filter width (∆/∆DNS = 8) all models predict almost the
same mean and RMS. By using ∆/∆DNS = 8 and looking at mean filtered fuel net
formation rate (Fig. 5.46a) one can only conclude that the SGS combustion models














Figure 5.44: Cumulative local errors incurred using different models in prediction of different species
net formation rates: (a,c,e) logarithm of errors for all models; (b,d,f) The errors are divided by
the “no model” approach error. Different filter widths are applied: (up) ∆/∆DNS = 8; (middle)
∆/∆DNS = 12; (down) ∆/∆DNS = 18. The data are extracted at t=20tj. Vertical lines are the














Figure 5.45: Heat release rates, (a,c,e) Mean; (b,d,f) RMS. Different filter widths are applied: (up)
∆/∆DNS = 8; (middle) ∆/∆DNS = 12; (down) ∆/∆DNS = 18. The data are extracted at t=20tj.
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modeling. In other words, they can switch themselves off automatically. In the current
study two larger filter widths are also applied. By increasing the filter width, the “no
model” approach error increases in both mean and RMS (see Figs. 5.46c and 5.46f).
This is also true for other three models however the increase of the error is less for SS
models. It should be mentioned that for other major species, like CO, O2, CO2 and
H2O, the similar performance as described in Fig. 5.46 for H2 is observed. So, for the
sake of brevity, only the results for ω˙H2 are presented.
Filtered H radical production/consumption rate is analyzed in Fig. 5.47. Compared
to Fig. 5.43, it is evident that the flame is in re-ignition phase, where the rate of pro-
duction of H radical increased in the core of the jet. The maximum error of the “no
model” approach is around the mean stoichiometric plane and the region between this
plane and the maximum of mean temperature fluctuations. In the core of the jet, the
“no model” approach can predict the true mean regardless of the applied filter width.
It seems that in the core jet region, due to perfect mixing and the lack of gradients, the
flame is in “perfectly stirred reactor” regime [56].
Contrary to the “no model” approach, the SS models A and B predict the mean
formation rate ω˙H with good accuracy regardless of the applied filter width. Similar to
Fig. 5.43, model C fails to predict the mean with good accuracy.
In terms of the second moment, all models predict the qualitative behavior. The de-
viation from the exact RMS increases by increasing the filter width. Similar to previous
observations with respect to radicals in the current study, model B better predicts the














Figure 5.46: Production/consumption rate of H2 with units [kg/(m3s)], (a,c,e) Mean; (b,d,f) RMS. Dif-
ferent filter widths are applied: (up) ∆/∆DNS = 8; (middle) ∆/∆DNS = 12; (down) ∆/∆DNS =
18. The data are extracted at re-ignition time, t=35tj. vertical dashed-blue lines: planes of maxi-
mum mean turbulent kinetic energy; vertical dot-dashed green lines: planes of mean stoichiometric














Figure 5.47: Production/consumption rate of H with units [kg/(m3s)], (a,c,e) Mean; (b,d,f) RMS. Dif-
ferent filter widths are applied: (up) ∆/∆DNS = 8; (middle) ∆/∆DNS = 12; (down) ∆/∆DNS =
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Heat Release Rates Predictions in Re-Ignition Regime
In Fig. 5.48 the filtered heat release rates are depicted. It is observed that using
∆/∆DNS = 8, the “no model” approach can predict the mean filtered heat release
rate with a good accuracy compared to the filtered DNS data. However, it should be
again mentioned that “mean” results suffer from error cancellation. The RMS shown in
Fig. 5.48d is a bit higher in the outer flame region which can be corrected by using SS
models A and B. It should be noted that the flame re-ignites from the center of the jet
(regions between two vertical green lines). This is evident in the high heat release rates
in this region. Increasing the filter width increases the error of the “no model” approach
(compare Figure Figs. 5.48b and 5.48c with 5.48a). However, SS models A and B cor-
rectly predict the mean filtered heat release rates. In RMS results, discrepancies exist
compared to the exact filtered DNS data, however, as can be seen in Figs. 5.48d-5.48f,
SS models effectively try to decrease the error.
As it can be inferred from the results of the two previous subsections, both SS mod-
els A and B can predict well the mean filtered production/consumption rate of major
species and radicals compared to the “no model” approach, both in extinction and re-
ignition times. The RMS is captured with a reasonable accuracy by both models. It is
found that SS models are able to detect the locations where SGS effects prevail in the
flame. As an example, Fig. 5.49 shows the exact SGS or residual scalar field for the
production/consumption rate of H2O at time t = 20tj in the Oxy plane at z = 0. The




from ω˙AH2O (ϕ) where ∆/∆DNS = 12
is used as the filter width. The performance of SS model A is assessed by comparing
the exact SGS field with Lω˙A . Note that Lω˙A is the residual field predicted by model A
and is defined in Eq. 3.67. From Fig. 5.49, it is evident that the SGS structures are cap-
tured. The locations of the predicted peak residual field (Fig. 5.49b) are in agreement
with the exact residual field (Fig. 5.49a).
Summary and Conclusions
In this section, the finite-rate SGS non-dynamic Scale Similarity (SS) combustion mod-
els have been used to calculate the filtered combustion and heat release rates of a non-
premixed jet flame exhibiting a high level of local extinction and re-ignition. Thereby,
the performance of three SS type combustion models for LES have been evaluated by
means of an a priori assessment using numerical experiment from the DNS database
of a temporally evolving syngas jet flame (case H) [6]. Two SS models, namely the
scale similarity resolved reaction rate model (SSRRRM) [17], called model A, and the
scale similarity filtered reaction rate model (SSFRRM) [17], called model B, were con-
sidered, together with a third model, called model C, which was derived following the
Germano’s/Liu’s approach [122, 128]. To summarize, the following conclusions could
be drawn:
• When looking at the mean profiles, it was found that, regardless of the filter width
(∆) applied and the flame regime, models A and B predicts nearly similar results
with a good accuracy for both major and minor species. On the contrary, the
predictions of model C for major species have larger errors, especially when using
larger ∆. Moreover, for radicals, model C fails to predict the correct mean (see














Figure 5.48: Heat release rates, (a,c,e) Mean; ( b,d,f) RMS. Different filter widths are applied: (up)
∆/∆DNS = 8; (middle) ∆/∆DNS = 12; (down) ∆/∆DNS = 18. The data are extracted at t=35tj.
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(a) (b)
Figure 5.49: Residual ω˙H2O with units [kg/(m
3s)] when DNS is filtered by using at : (a) Exact; (b)
Predicted by model A. Cutted plane is the central Oxy plane.
called “quasi laminar” or “no model” approach,
• In terms of the Root Mean Square (RMS) and local errors, model A performs
better than model B, with smaller local errors for major species like CO, H2, CO2
and H2O. However, for radicals, the performances of model B are locally better,
• It was found that SS models are able to detect the locations where SGS effects
prevail in the flame. This is the advantage of SS models which can accurately
detect the locations where SGS effects are high and a model for the residual field
is needed. The differences in predicting the mean and RMS of the filtered com-
bustion and heat release rates among the adopted models result from the way that
they compute the residual field at the same detected locations. In the current study,
it was found that the SS type models which are derived according to the “double
filtering” approach of Bardina et al. [120] (i.e. models A and B) have the capabil-
ity to predict the mean profiles with a good accuracy at the instant of extinction
and re-ignition of the flame. A good agreement is observed even when large filter
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5.4.3 New Dynamic Scale Similarity Models
From the previous section, following inferences can be drawn:
• Finite-rate SS SGS non-dynamic combustion models found to yield good predic-
tions for the direct closure of filtered species production/consumption and heat
release rates [17, 123]. One way to improve the results is a dynamic evaluation of
SS coefficients. However, the first version of Jaberi and James [18] (the dynamic
SSRRRM or DA2 discussed in Sec. 3.3) was tested in an ideal test case of homo-
geneous isotropic turbulence with one step reaction. There is no comprehensive
study of the performance of this type of dynamic model in practical combustion
regimes like jets with multi species/multi reactions,
• Of particular interest is the assessment of dynamic B model since the non-dynamic
B was found to predict well minor species [123].
• Since dynamic SS models include explicit filtering (sometimes up to 4 stages),
which is computationally not easy to implement and also time consuming in LES,
it is important to understand whether dynamic procedures are effective or not.
The present section aims therefore at assessing the prediction capability of existing
dynamic SS model (DA2) and the newly developed dynamic versions of finite-rate SS
SGS models B and C (explained in details in Sec. 3.4), by using 3 DNS databases of a
complex 3D temporal non-premixed jets in which the flames experience a high level of
local extinction (introduced in Sec. 4.5). A skeletal mechanism with 11 species and 21
reactions [6] is used in the current study, which made possible the direct assessment on
major species as well as radicals.
For comparison purposes, three classical non-dynamic finite-rate SS SGS combus-
tion models are selected: the two proposed in [17] (i.e. SSRRRM and SSFRRM) and
the one developed according to on Germano’s test filtering approach [123,128]. In par-
ticular, the effect of Reynolds number on the models performances are studied. This
is done by using three similar DNS databases of the same configurations with the only
difference of initial jet Reynolds number.
Performance of Different Variants of Dynamic Models
As stated before, there are two procedures to compute dynamically the similarity co-
efficients of models A, B and C. The two procedures explained in Section 3.2 result
in the two versions of dynamic models for each SS model, namely models DA1 and
DA2 for model A, models DB1 and DB2 for model B, and models DC1 and DC2 for
model C. In Fig. 5.50 the mean and RMS of specie H2O is depicted. Also in Fig. 5.51
their relative errors compared to the exact filtered DNS for two versions of model A
at t=20tj for the highest Reynolds number (case H) using ∆ = 12∆DNS . The x axis
is the distance of statistically homogeneous planes, used to compute mean and RMS,
from the center of the jet (y=0). As it can be clearly seen in Fig. 5.51a and 5.51b, the
error remains almost similar for both models in the shear layers. However, the error of
model DA1 is much higher than model DA2 in the core of the jet (the region between
two vertical blue lines) and outside of the jet (the regions with distance more than 2 mm
from the center of the jet). The same behaviour is observed for all the species in the
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(a) (b)
Figure 5.50: Case H, at t=20tj using ∆/∆DNS=12: comparison of dynamic models DA1 and DA2
performance with exact filtered ω˙H2O extracted from DNS database. (a) mean, (b) RMS. The vertical
blue lines are the location of the planes of maximum mean turbulent kinetic energy (TKE). Vertical
green lines represent the plane of mean stoichiometric mixture fraction, while the vertical red lines
show the planes in which the maximum mean fluctuations of density occurs
(a) (b)
Figure 5.51: Case H, at t=20tj using ∆/∆DNS=12: comparison of dynamic models DA1 and DA2 per-
formance with exact filtered ω˙H2O extracted from DNS database. (a) relative error of mean profiles
and b) relative error of RMS profiles.
in mean, DB1 and DB2 show similar results. However, for model C it is found that
DC1 produces better results (see Appendix B).
It is also useful to look at the mean local errors in predictions using the two versions
of dynamic models. The RMSE is plotted in Fig. 5.52. As it can be seen, the RMSE
of DA1 in Fig. 5.52a and DB1 in Fig. 5.52b is higher than DA2 and DB2 respectively.
However, DC1 has lower locally incurred error than DC2. The behaviour of two dy-
namic versions of models A, B and C is the same for all the species and cases studied
in the present work. So in the following only the results of the dynamic models, DB2,










Chapter 5. Results: The A Priori DNS Analysis
(a) (b)
(c)
Figure 5.52: Case H, at t=20tj using ∆/∆DNS=12: comparison of dynamic models performance using
RMSE metric in predicting locally exact filtered ω˙H2O extracted from DNS database. (a) DA1 and
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Comparison of Different SS-SGS Combustion Models for Flows with Different Re
In this section, the data of three flames at t=20tj with different Reynolds numbers are
used to assess the performance of dynamic and non-dynamic scale similarity models
introduced in Table 3.5 to model filtered production/consumption rate of species. The
analysis is the a priori testing of models using ∆/∆DNS=12. The filter width is kept
constant to see the effect of Reynolds number on the model predictions. The time
instant for cases H and M corresponds to the maximum local extinction instant and for
case L is close to it. The flames at this time instant are in the fully turbulent, self-similar
regime [188].
In Figs. 5.53, scatter plots are depicted in which the modeled source terms for H2
are plotted versus the exact filtered source terms from the three DNS databases. From
left to right, by increasing the Re, improvements are observed by the decreased scat-
ter. The improvement is more pronounced in major species than radicals (see also the
scatter plots for different species in Appendix B. The improvement is also evident in
the correlation coefficients in the inset of the figures. Comparing the model C and its
dynamic version, DC1, improvements in the correlation coefficient can be observed.
In Fig. 5.54, the conditional means of H2 and H conditioned on the mixture fraction
are plotted. The results for other species can be found in Appendix B. The failure of
the “no model” approach is obvious for H radical.
In Fig. 5.55, the conditional mean of O2 (conditioned on the mass fraction of O2 )
and O (conditioned on the temperature) are plotted. The results for other species can
be found in Appendix B. It should be mentioned that since the flames are in extinction
mode, the lack of data was observed in high temperatures. So the last bins of the joint
histograms were omitted in the final plots of conditional means. The improvements
compared to the “no model” approach can be observed. Moreover, all models can
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Figure 5.53: Scatter plots of modeled versus exact filtered source terms of H2. Extracted from DNS














Figure 5.54: Comparison of dynamic and non-dynamic models performances in predicting conditional
mean filtered source terms of H2 (left), and H (right), conditioned on the mixture fraction at t=20tj














Figure 5.55: Comparison of dynamic and non-dynamic models performances in predicting conditional
mean filtered source terms of O2 conditioned on the mass fraction of O2 (left), and conditional mean
filtered source terms of O conditioned on the temperature (right), at t=20tj using ∆/∆DNS=12 for
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In Fig. 5.56, the conditional mean heat release rates (conditioned on mixture frac-
tion) are plotted and compared with the exact filtered values from DNS databases. Since
the heat release rate contains the contributions of all species production rates, this is a
good measure for the overall effect of SGS combustion models. It is clearly seen that
the “no model" approach overpredicts the heat release rates. On the other hand SS
models A and B improved the results in the whole composition space. It is observed
that model C and its dynamic version have very high error in low Reynolds number
case (Fig. 5.56a); by increasing the Reynolds number the error of both become lower.
Further, it is seen that for the medium and high Reynolds number cases (Fig. 5.56a and
5.56b) model C results are improved by using the dynamic coefficient. This is not the
case for other two models. Model DB2 has a higher error than model B and model DA2
produces almost similar results compared to its non-dynamic version A.
(a) (b)
(c)
Figure 5.56: Comparison of dynamic and non-dynamic models performance in predicting conditional
mean heat release rate (conditioned on mixture fraction) at t=20tj using ∆/∆DNS=12. (a) case L,
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Summary and Conclusions
In this section the finite-rate dynamic Scale Similarity (SS) SGS combustion models
for LES were developed and a priori tested using the DNS of non-premixed turbulent
syngas jet flames with a high level of local extinction and different Reynolds num-
bers. Explicit top-hat filter with relatively large filter width (∆/∆DNS=12), compared
to previous studies, was applied to compute exact LES-like filtered quantities from the
DNS databases to be used in the a priori analysis. Two variants of dynamic versions
for each existing non-dynamic model were derived. In particular, three classical non-
dynamic models were: (i) the SS models derived following Bardina’s grid filtering
approach [120], namely the scale similarity resolved reaction rate model (model A),
(ii) the scale similarity filtered reaction rate model (model B) proposed in [17], and (iii)
a SS model derived using the test filtering approach of Germano [123, 128] (model C).
Two versions of dynamic models (DA1,DA2; DB1,DB2 and DC1,DC2) resulted from
application of different filtering levels in the mathematical formulations. Comparing
the two dynamic versions of each SS model, it was found that models DA2, DB2 and
DC1 produce better results. This demonstrates that the mathematically consistent for-
mulation [125] of SS models for combustion does not always improve the results like
what was seen before for the SGS stress field [125]. It should be mentioned that only
DC1 was derived using the mathematically consistent formulation of Vreman [125].
Comparisons were made with non-dynamic models as well as an existing dynamic
one (model DA2) [18]. The focus was on the assessment of the ability of different SS
models in the prediction of filtered net formation rates of major species, radicals and
also the filtered heat release rates in flames with extinction.
Considering the conditional mean heat release rates (see Fig. 5.56), the SS models
could predict correctly (in mean) the filtered heat release rates, while in all three flames,
the “no model" approach predicted higher heat release rates. It was observed that by
increasing the Re (increasing ∆/λf ), the error of both dynamic and non-dynamic mod-
els decreased. DC1 produced better results than the non-dynamic C for case H (see
e.g. Fig. 5.56b and 5.56c). However, for the other two models, in the best case the dy-
namic procedure produced results similar to their non-dynamic counterparts. It should
be mentioned that in these DNS cases, there is more extinction in the higher Re condi-
tions with the lower Re one, showing progressively more flamelet-like behavior. So it
is possibly the case that it is the flamelet-like behavior that is more challenging rather
than lower Re. This needs to be further studied in the future. It seems that the specific
test cases considered here are not suitable to reveal the true potentials of the new dy-
namic procedures. One may conclude that the dynamic models can at least converge
to the best predictions which here resulted from the default similarity coefficient of 1.
The optimal estimators concept [190] can be exploited to find the minimum achievable
error by the SS models for these specific databases. By the observed dependency of the
performance of dynamic models on Reynolds number:
• It is expected that the dynamic procedures presented in the current study, produce
acceptable results in higher Reynolds than the ones considered here. The highest
Re in this study is around 9000. One may argue that the encouraging results of
the SS SGS combustion models observed in the current study may be due to the
specific DNS test cases in which the scales are overlapped and there is possibly










5.4. A Priori Analysis of FR-TCI-LES Moldels
scale separation, however, one should also take this into account that in this study
it was observed that the performance of the models are better in higher Reynolds
cases M and H. Furthermore, by increasing the Re, the ∆/λf is also increasing.
So it is reasonable to expect better performances in higher Reynolds numbers. It
is so suggested doing this analysis to draw a solid conclusion on the effect of the
Re on the performance of the new models.
• The application of Germano’s identity for pure SS models seems to be unsuc-
cessful in improving the performance in low Re flames. It will be interesting to
use a combination of mixed models and Germano’s identity to compute the sim-




















Conclusions and Future Works
6.1 Summary and Conclusions
The activities presented in this dissertation can be divided into two parts, both sharing
the same idea and goal. The goal was the assessment and development of sub-grid scale
(SGS) combustion models (turbulence-chemistry interaction models) for non-premixed
flames capable of handling detailed chemistry in Large Eddy Simulation (LES) of re-
active flows. The idea was to use fully resolved numerical experiments (DNS) as a
representation of reality.
The first part was devoted to gain more physical insights, from the statistical point of
view, on reactive turbulent flow fields using DNS databases, mainly on the second order
velocity structure functions (velocity spectrum in Fourier space) and the fourth order
moment of velocity gradients (the internal intermittency). These two specific statistical
quantities are of great importance in turbulence-chemistry interaction models both in
RANS and LES, although the fundamental analyses carried out in this work have more
applications. The second part was devoted to the application of the new findings and
development of new the finite-rate (FR) combustion models. Moreover, the assessment
of existing and developed finite-rate combustion models (specifically EDC and non-
dynamic Scale Similarity models) was carried out to fulfill the goals of the project. The
methodology for the assessment of FR combustion models was a priori DNS analysis.
LES like quantities extracted from DNS do not contain additional error associated with
the modeling of turbulent fields. The idea was to use these quantities to model/close
the unclosed non-linear species source term in the governing equation of reactive LES
Navier-Stokes equations. The unclosed source terms are already available from the
explicitly filtered DNS data, to be compared with the model predictions. Three sets
of DNS databases were selected, all experiencing high level of local extinctions with
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moderate and lowest Reynolds number, respectively) so that the effect of bulk Reynolds
number of the flow can also be studied.
In summary, following topics were covered in the dissertation:
• The scalings of the velocity spectra and adaptation of the model dissipation
spectrum: The velocity and its dissipation spectra in non-premixed jets were an-
alyzed using the 3 above mentioned DNS databases. In each database, 3 different
time instants are selected (9 in total) corresponding to the events of maximum
local extinction and re-ignition phases. It was observed that using Favre aver-
aged Kolmogorv’s length scale (η
f
) and Favre averaged Turbulent Kinetic Energy
(TKE) dissipation rate (εf ) for normalization, the spectra extracted in different
planes across the shear layers, different flame dynamics, and different Reynolds
numbers are collapsed on a single curve very well in the inertial range. In the
dissipation range, the collapse was very well up to κη
f
≈ 0.6 for case H, with
κ the wavenumber. The range of the collapse of the spectra is wider in cases M
and L (up to κη
f
≈ 1) in which the resolution is higher. In general in all the
cases, the collapse can be observed in the dissipation spectra up to the wavenum-
ber at which 98% of the dissipation happens. This was verified by using a cut-off
scale defined by the inverse of wavenumber corresponding to 2% of the dissipation
spectra peaks (λβ). κ−5/3 scaling was observed in the inertial range with a con-
stant of proportionality of CK = 2.3 in all three cases. In the dissipation range,
the exponential drop-off of all velocity spectra was steeper than the corresponding
non-reactive flows. It was observed that the exp(βκ) scaling exists with the value
of β = 7.2 instead of non-reactive flows value of β = 5.2 for the exponential
roll-off range of the spectra. Finally, the 1D model spectrum of Pope [38] for non-
reacting flows was adapted to the spectra from reactive DNS cases. If the values
of CK and β mentioned above, along with a fitting value of ceta = 0.28 are used
in the model, the model can correctly predict the reactive dissipation spectra from
DNS.
• The scalings of the normalized dissipation fluctuations; studies on the ex-
ternal and internal intermittency phenomena: Both external and internal in-
termittency phenomena in non-premixed flames were studied. The conditional
statistics on turbulent regions were calculated by excluding the irrotational lami-
nar regions from the database. These regions were identified based on the thresh-
old on vorticity magnitude commonly used to identify Turbulent-Non Turbulent
(T-NT) interfaces. The flatness of the longitudinal gradient of Favre fluctuations
of streamwise velocity, viz. F ∂u′′t
∂x
, and in general the internal intermittency fac-
tor in turbulent regions were analyzed. It was found that on the central plane of





)2 (the averaged square of local/instanta-
neous dissipation fluctuations divided by the square of Favre averaged dissipation
or inverse of the internal intermittency factor) scales with Reλ as Re0.28λ . This is
consistent with the scaling found in different types of non-reactive flows with low
Reλ (Reλ < 300), namely on the centerline behind the wake, behind the grid gen-
erated turbulence and forced periodic box turbulence. The power law (≈ 0.28),
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of Corrsin [111] (= 1.5) and Tennekes [103] (= 1). A perfect agreement found for
the three DNS cases with the theory proposed by Yakhot [36]. Interestingly, on the
central plane of the reacting jets, ε2f,t/
(
εf,t
)2 found to scale very well with large
scale Reynolds number (Re0.152 [36]). Large scale Reynolds number defined as
Re = urmsL/ν, with urms two times TKE and L here taken to be the initial width
of the fuel jet. This is very interesting since both extinction and re-ignition time
instants’ statistics collapsed to the theoretical curve of Yakhot [36] which is for
non-reactive HIT flows. At the extinction time, there is approximately no reactiv-
ity on the central plane of the jets however, at re-ignition times, the jets are mainly
re-ignited from the central planes. Although a very good scalings with both types
of Reynolds numbers were observed on the center of the jets, it was observed that
across the shear layers the behavior of ε2f,t/
(
εf,t
)2 is more complex than to be
solely described by kind of Reynolds number scalings.
• New EDC models for LES: The findings from the two above fundamental analy-
ses were applied to modify the EDC combustion model. Two modifications were
carried out. The first modification was based on mathematical relations found





This means that CD2 found to be a function of CD1, the Kolmogorov constant
(CK) and a normalized cut-off wavenumber from which the integral of normal-
ized model dissipation spectrum is 3/4 (κ−∗ η). The normalized model dissipation
spectrum discussed above used to find the cut-off wavenumber (κ−∗ η ≈ 0.15) and
create a final relation between the two coefficients, viz. CD2 ≈ 135.7CD21. The
second modification was based on the internal intermittency factor scaling laws,
discussed above. γ∗ in EDC was redefined to comply with the new scalings, viz.
γ∗ = γint = (u∗/u′)
2×0.28. These two modifications and new ways to evaluate
CD1 resulted in variants of EDC-RANS and EDC-LES models (see Tables3.1
and 3.2, respectively).
• New dynamic Scale Similarity combustion models for LES: The finite-rate dy-
namic Scale Similarity (SS) SGS combustion models were developed by applying
the Germano identity on non-dynamic SS models. Two variants of dynamic ver-
sions for each existing non-dynamic model were derived (see Table 3.5).
• An a priori DNS assessment of EDC-LES combustion models: The new EDC-
LES models were a priori assessed using the DNS databases. The first modifi-
cation found to improve the results specifically when the filter width is relatively
large. For example, using ∆/∆DNS = 18 compared to ∆/∆DNS = 8, it was ob-
served that the original EDC-LES models failed to predict the correct conditional
means (conditioned on mixture fraction, temperature and species mass fractions).
Modification in γ∗ shows its improving effects when ReλSGS is below the satura-
tion threshold (see Table5.3 and the definitions therein).
• An a priori DNS assessment of SS combustion models: The developed dynamic
SS combustion models and the existing non-dynamic ones were a priori assessed
using the DNS databases. Explicit top-hat filter with relatively large filter width
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DNS databases. Comparing the two dynamic versions of each SS model, it was
found that the mathematically consistent formulation [125] of SS models for com-
bustion does not always improve the results like what was seen before for the SGS
stress field [125]. Considering conditional mean heat release rates (see Fig. 5.56),
the SS models could predict correctly (in mean) the filtered heat release rates,
while in all three flames, the “no model" approach predicted higher rates. It was
observed that by increasing Re, the error of both dynamic and non-dynamic mod-
els decreased. By the observed dependency of the performance of dynamic models
on Reynolds number, It is expected that the dynamic procedures presented in the
current study produce acceptable results in higher Re than the ones considered.
The highest Re in this study is around 9000. For detailed conclusions regarding
specific models see Sec.5.4.3.
6.2 Future Works
The results obtained during the PhD. course work can be extended in different aspects
which are summarized in the following.
6.2.1 Proposals for Future Works on the Theory
In this dissertation, fundamental analyses carried out on the dissipation spectrum of
turbulent kinetic energy in non-premixed jet flames. Although the modified model
spectrum proposed in Sec.5.3 was tested using the three DNS databases, more work
is needed to systematically evaluate the model for non-premixed flames. Further, the
analysis can be extended to premixed flames databases. We are aware that the identifi-
cation of Kolmogorov constant using compensated spectra plots needs databases with
very high Reynolds (based on Reλ, say Reλ > 200). The existence of a sufficiently
wide inertial subrange is a prerequisite to analyzing such plots [70]. We were confined
to such low Reynolds databases and hope that the study can be extended using much
higher Reynolds. However, consider that the theory developed in Sec.3.2.3, is general.
The Kolmogorov constant introduced in the final relation for CD2, i.e. Eq. 3.45, can
be changed if better DNS databases of reactive flows is provided. Moreover, unlike
the value of CK = 2.3 used in the current study, one may rely on well resolved DNS
data of non-reactive flows and uses the value of CK = 1.5 − 1.7 [70]. DNS databases
specifically designed for this purpose are needed. The DNS databases should have the
below specifications:
• As mentioned before, the separation of scales is required. So the highest Reynolds
number is desired. However, the conventional resolution of κη
f
≥ 1 or 2, is
sufficient because we are not interested in the far dissipation range.
• To this end, it is not needed for the DNS case to contain detailed kinetics since and
inclusion of heat release rate suffices. Single or two steps kinetics are sufficient.
• Both temporal and spatial jet configurations can be used. In the specific case of
spatial jets, since the turbulence is not decaying, the temporal averaging can be











Using the above DNS databases, the same analysis carried out in Sec.5.3 should be
repeated.
The second fundamental study in this dissertation was devoted to statistics of ve-
locity gradients, namely the flatness of velocity gradient. Specifically, the analysis was




)2. The analysis should be extended in different manners. All
need specifically designed DNS cases with below specifications:
• Unlike the analysis of spectra discussed before, here, there is no need for the
Reynolds number to be as high as possible. The most demanding requirement
is the resolution of the DNS. Since we are dealing with 4th order statistics, for
them to be converged, we need a high-resolution DNS. An acceptable resolution
is κη
f
≈ 3 [29, 30].
• As stated above, the focus must be on a well-resolved DNS which means that cases
with low to medium Reynolds number based on Reλ are sufficient. Reλ should
be below a threshold where the flatness becomes independent of Reλ which is
Reλ < 300. Also, it is suggested to study higher Reλ compared to the ones in the
current study. The suggested range is 100 < Reλ < 300.
• As before, it is not needed for the DNS case to contain detailed kinetics and single
or two-step kinetics are sufficient.
• The double shear layers configuration similar to what was used in this thesis seems
to be fine and data on the central plane of the jet must be used. In the case of
premixed flames in HIT configurations, one can use the advantage of larger pro-
duced dataset free from inhomogeneity and external intermittency effects induced
by shears. However, in some references, it is suggested to calculate conditional
statistics, conditioned on reacting scalars, to avoid inhomogeneity caused by the
wrinkled flame [191].
Using the above produced databases one can add more data points on Fig.5.13 to see








across the jet. It is suggested to do the analysis in simpler cases of reacting homoge-
neous turbulent shear flows. This means reducing the complexity of the problem to be
between very complex jet flows and simple homogeneous isotropic flows. An exam-
ple is the case used in [192]. Analyses of this type have been already carried out for
non-reacting constant density flows (see e.g., [163, 193, 194]).
The other extension of the current work is to do the same analysis as was done
in Sec.5.2.2 for the sub-grid viscous dissipation. For example, it can follow the work









, or even the flatness of high-pass filtered velocity gradients, and
large scales related quantities like Reλ,SGS . The scaling can be applied in combustion
modeling like what was done in Eq. 3.58.
In the current dissertation, no study was done on fractal theory [51] and its appli-
cation in turbulent combustion modeling. Fractals and multi-fractals were found to be
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to define scaling laws for the flatness of velocity gradients. A separate project can be
defined based on the application of the theory in the evaluation of γ∗ in the EDC. The
starting points can be either an a priori DNS assessment of the fractal type model devel-
oped by Giacomazzi [196, 197] and searching further possible developments or direct
application of fractal and multifractal cascade models [109, 110] on the evaluation of
γ∗.
6.2.2 Proposals for Future Works on the Applications
The models developed in this thesis must be assessed in a posteriori analyses and also
LES of experimental setups for the assessment to be complete. In this thesis, it was
shown that the developed EDC-LES models work well in the a priori DNS analysis.
This means that if filtered quantities which the models required are exact, the models
will work. These include for example the sub-grid kinetic energy or its dissipation rate.
However, in LES, these quantities also need modeling. So it is interesting to see the
performance of the models while the inputs have errors. For the new dynamic Scale
Similarity (SS) models, it was found that the proposed models work much better in the
highest Reynolds DNS (case H) compared to cases with the medium (M) and Lowest
(L) Reynolds numbers. Since the production of high Reynolds numbers DNS databases
is computationally very expensive, one can either choose to perform a high Reynolds
DNS with single/two-step chemistry or to test the models in LES of real burners.
In summary, below future investigations can be considered:
• a posteriori DNS analysis of the EDC-LES and SS models: The current DNS
databases of temporally evolving jet flames can be used as test cases. The tempo-
ral jets have an advantage over spatial jets; the computational load is much lower
in the case of temporal jets. Initial conditions of DNS must be filtered and inter-
polated to LES grid. This will be the initial condition of LES. A crucial issue in
LES of temporal jets (or their disadvantage compared to spatial jets) is that the
LES model (for the flow field) should be able to capture the temporal transition
from the initially perturbed condition to the fully developed jet. This is not an
easy task.
• LES of experimental setups using the EDC-LES and SS models: To finalize
the assessment, the developed model in this dissertation should be assessed in
LES of experimental setups in high Reynolds numbers. The Adelaide Jet in Hot
Co-flow (AJHC) burner [198], which has been studied extensively using FR-TCI
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γext External intermittency factor. 84
γint Internal intermittency factor. 13
κn The wavenumber associated to the scales of the turbulent flow in the cascade model at nth level. 41
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〈q〉 Probability mean of quantity q. Eq. 2.14 has been used unless otherwise mentioned.
q Average of q. Eq. 2.14 has been used unless otherwise mentioned.
q′ Fluctuation of q. q′ = q − q, unless otherwise mentioned.
q
f
Favre average of q. Eq. 2.35 has been used unless otherwise mentioned.
q′′ Favre Fluctuation of q. Eq. 2.36 has been used unless otherwise mentioned.
q
t
average of q only in turbulent regions (turbulent average).
q
f,t
Favre average of q only in turbulent regions (Favre turbulent average).
q′t Fluctuation of q based on turbulent average. q
′
t = q − qt, unless otherwise mentioned.
q′′t Favre fluctuation of q based on Favre turbulent average. q
′′
t = q − qf,t, unless otherwise mentioned.
q Filtered q. The equation in Tab. 4.1 has been used unless otherwise mentioned.




q Grid filtering operator. The equation in Tab. 4.1 has been used unless otherwise mentioned.
q̂ Test filtering operator with filter size of 2 times the grid size.
The equation in Tab. 4.1 has been used unless otherwise mentioned.
︷︸︸︷
q Second test filtering operator with filter size of 4 times the grid size.
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Figure A.1: The 1D longitudinal spectra on different planes across the reacting shear layer at maximum
extinction time, t=20tj extracted from M case DNS, (a) Non-normalized; (b) Normalized using Favre
averaged η and ε.
(a) (b)
Figure A.2: 1D compensated spectra on different planes across the reacting shear layer at maximum
extinction time, t=20tj extracted from M case DNS, (a) 1D compensated energy spectra; (b) 1D










Appendix A. Extra Results for Spectral Analysis
(a) (b)
Figure A.3: 1D longitudinal dissipation spectra across the reacting shear layer at maximum extinction
time, t=20tj extracted from M case DNS, (a) Non-normalized; (b) Normalized using Favre averaged
η and ε.
Figure A.4: 1D compensated longitudinal spectra on different planes across the reacting shear layer at











Figure A.5: 1D longitudinal velocity spectra across the reacting shear layer at maximum extinction,
t=20tj and re-ignition time t=30tj extracted from M case DNS on the central plane, P 0 and the
maximum of mean OH mass fraction plane, P 3 (a) Non-normalized; (b) Normalized using Favre
averaged η and ε.
(a) (b)
Figure A.6: 1D longitudinal dissipation spectra across the reacting shear layer at maximum extinction,
t=20tj and re-ignition time t=30tj extracted from M case DNS on the central plane, P 0 and the
maximum of mean OH mass fraction plane, P 3 (a) Non-normalized; (b) Normalized using Favre
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Figure A.7: The 1D longitudinal spectra on different planes across the reacting shear layer at maximum
extinction time, t=20tj extracted from L case DNS, (a) Non-normalized; (b) Normalized using Favre
averaged η and ε.
(a) (b)
Figure A.8: 1D compensated spectra on different planes across the reacting shear layer at maximum
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(a) (b)
Figure A.9: 1D longitudinal dissipation spectra across the reacting shear layer at maximum extinction
time, t=20tj extracted from L case DNS, (a) Non-normalized; (b) Normalized using Favre averaged
η and ε.
Figure A.10: 1D compensated longitudinal spectra on different planes across the reacting shear layer











Figure A.11: 1D longitudinal velocity spectra across the reacting shear layer at maximum extinction,
t=20tj and re-ignition time t=30tj extracted from L case DNS on the central plane and the maximum
of Favre mean OH mass fraction plane, (a) Non-normalized; (a) Non-normalized; (b) Normalized
using Favre averaged η and ε.
(a) (b)
Figure A.12: 1D longitudinal dissipation spectra across the reacting shear layer at maximum extinction,
t=20tj and re-ignition time t=30tj extracted from L case DNS on the central plane and the maximum
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(a) (b)
(c) (d)
Figure B.1: Case H, at t=20tj using ∆/∆DNS = 12: comparison of dynamic models DB1 and DB2
performance with exact filtered ω˙H2O extracted from DNS database. (a) mean, (b) RMS, (c) relative
error of mean profiles and (d) relative error of RMS profiles
(a) (b)
(c) (d)




















Appendix B. Extra Results for Dynamic SS models
Figure B.5: Scatter plots of the modeled versus the exact filtered source terms of H2O using different











Figure B.3: Scatter plots of modeled versus exact filtered source terms of CO. Extracted from DNS
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Figure B.4: Scatter plots of modeled versus exact filtered source terms of H. Extracted from DNS










Figure B.6: Scatter plots of the modeled versus the exact filtered source terms of CO2 using different
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Figure B.7: Scatter plots of the modeled versus the exact filtered source terms of O using different












In this section the conditional averages of the modeled filtered source terms conditioned on the mixture are plot-
ted and compared with the conditional averages of the exact filtered source terms from the DNS databases. The














Figure B.8: Comparison of dynamic and non-dynamic SS models performances in predicting the con-
ditional mean filtered source terms of (left) CO and (right) O2 (conditioned on mixture fraction) at













Figure B.9: Comparison of dynamic and non-dynamic SS models performances in predicting the condi-
tional mean filtered source terms of (left) H2O and (right) CO2 (conditioned on mixture fraction) at














Figure B.10: Comparison of dynamic and non-dynamic SS models performances in predicting the con-
ditional mean filtered source terms of (left) O and (right) OH (conditioned on mixture fraction) at










Conditional plots: conditioned on the species mass fractions
In this section the conditional averages of the modeled filtered source terms of species k conditioned on the mass
fraction of species k are plotted and compared with the conditional averages of the exact filtered source terms from














Figure B.11: Comparison of dynamic and non-dynamic SS models performances in predicting the con-
ditional mean filtered source terms of (left) H2 and (right) CO (conditioned on the species mass













Figure B.12: Comparison of dynamic and non-dynamic SS models performances in predicting the con-
ditional mean filtered source terms of (left) H2O and (right) CO2 (conditioned on the species mass














Figure B.13: Comparison of dynamic and non-dynamic SS models performances in predicting the condi-
tional mean filtered source terms of (left) H and (right) O (conditioned on the species mass fraction)










Conditional plots: conditioned on temperature
In this section the conditional averages of the modeled filtered source terms conditioned on temperature are plotted
and compared with the conditional averages of the exact filtered source terms from the DNS databases. The condi-
tional averages are computed using the joint PDFs (histograms). Since the flames are in extinction mode, the lack















Figure B.14: Comparison of dynamic and non-dynamic SS models performances in predicting the con-
ditional mean filtered source terms of (left) H2 and (right) CO (conditioned on temperature) at t=20tj













Figure B.15: Comparison of dynamic and non-dynamic SS models performances in predicting the con-
ditional mean filtered source terms of (left) O2 and (right) H2O (conditioned on temperature) at
t=20tj using ∆/∆DNS = 12. (top) case L, (middle) case M and (bottom) case H
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