In run-to-run control, measurements from previous runs are used to push the outputs of the current run towards desired set points. From a run-to-run perspective, the classical dynamics get integrated by each run, thereby leading to a static nonlinear input-output map. This paper shows that, when successive linearization of this nonlinear map is used to adapt the run-to-run controller, convergence may not be achieved. However, convergence can be guaranteed if the controller is based on a linear approximation for which the outputs are in-phase (i.e. within 900) with the true outputs. A convergence proof based on Lyapunov approach is provided. The theoretical aspects are illustrated through the simulated meal-to-meal control of blood glucose concentration in diabetic patients.
Introduction
The class of systems where the process is repeated over time has received increasing attention in recent years 131.
Many industrial operations, especially in the areas of batch chemical production, mechanical machining and semiconductor manufacturing, fall under the category of repetitive processes [4, 131.
Run-to-run control is a method that exploits the repetitive nature of processes. The measurements obtained from previous runs are used to adapt the manipulated variables of the current run in order to push the system towards desired set points. These control schemes are very attractive in practice since they only require measurements that are available at the end of the run.
Though dynamics are present within each run, from a runto-run perspective (i.e. upon integration of the within-run dynamics), the map between the manipulated and controlled variables is a static one [ 10, 61. Also, an important feature of run-to-run control schemes is the presence of an implicit 0-7803-7896-2/03/$17.00 02003 IEEE one-run delay (also called memory in the literature [ 1, 1 I]) between the update of the manipulated variables at the beginning of the run and the measurement of the outputs at the end of the run.
The standard run-to-run control technique uses linearization 171. The static nonlinear map is linearized at some operating point, for which a linear controller is designed. The difficulty with this technique arises from the fact that the linearization, which is locally valid, may no longer be appropriate when the operating point changes. To handle this difficulty, successive linearization can be used, whereby the linearization is performed around the current operating point. Unfortunately, as will be shown in this paper, this approach does not guarantee convergence. This study considers a class of static nonlinear systems for which linear non-adaptive run-to-run controllers that guarantee convergence can be designed. The class extends the idea of sector nonlinearity that has been widely studied in the literature [5, 121. Convergence is proven using a Lyapunov approach.
The paper is organized as follows. In the next section, the run-to-run control of linear and nonlinear systems is briefly reviewed. The class of nonlinearities addressed in this paper and the convergence analysis using Lyapunov approach are provided in Section 3. Section 4 illustrates the theoretical results via an example, and Section 5 concludes the paper.
Run-to-run Control Scheme
Consider the control of a repetitive dynamic process. The input profiles can be parameterized using a finite (typically low) number of input parameters, n E 9Irn 191. The outputs, T E %p, correspond to measurements available at the end of the run. Each run is dynamic. However, since n is chosen at the beginning of the run and T is measured at the end of the run, the dynamics get lumped into a static map.
In run-to-run control, the input parameters n are modified between consecutive runs so as to eventually meet the set points for the outputs, say Tref = 0. A square system is assumed here for simplicity, i.e. p = m. It is furthermore assumed that there exists a value IT* for which T = Tref = 0.
Proceedings of the American Control Conference
Denver, Colorado June 4-6, 2003 The challenge in run-to-run control arises from the fact that n* is typically unknown.
I

Run-to-run Control of Linear Systems
If the static map is linear, i.e. T = G ( n -n*), the following result provides an adaptation law that can be used to enforce This discrete-time dynamic system is asymptotically stable for -1 < (1 -y ) < 1, i.e. for 0 < y < 2. It follows that Ank -+ 0 and thus nk -+ n* and -+ 0 as k -+ W.
The general adaptation law is nk+l= nk -rG-'Gnk, where r is an m x m matrix. However, for simplicity, the special case r = y l , with y a scalar and I the identity matrix, is considered throughout this paper.
Run-to-run Control of Nonlinear Systems
In the case of a nonlinear static map, the successive linearization technique can be used to update the parameters.
The gain matrix G is (E) computed around the current guess nk. The adaptation law with successive linearization reads:
This corresponds to the standard Newton-Raphson algorithm for finding the value of n that gives T = 0. However, this algorithm does not necessarily exhibit global convergence [8] . The update can oscillate around a minimum of T , or go towards infinity or some undesired equilibrium points if it is not appropriately bounded.
The absence of global convergence is easy to picture in the scalar case. Suppose that (E) > 0 at the solution n* and T has a maximum at XI > n* as shown in Figure 1 . For n < X I , the adaptation law decreases n, which is in fact the desired update direction. However, for n > n l , the adaptation law would increase n in order to reduce T . Though this is correct from a local perspective, the actual update is in a direction opposite to the desired one. In other words, global convergence requires more than the local picture provided by the gradient. 
Convergence Analysis for a Class of Nonlinear Systems
, A class of nonlinear systems will be defined for which convergence can be achieved with a constant linear adaptation law similar to that for linear systems.
Class of Nonlinearities
This paper considers a class of nonlinearities where there is agreement between the local and global pictures. Note that the linearization is not around the (unknown) solution but rather some arbitrary operating point.
The following assumptions are made:
1. There exists a n* for which T = 0, and 
Also, consider the adaptation law
where y is a scalar gain. For 0 < y < i, nk 4 n* and Tk -+ 0 as k + 03.
Proof:
The proof is based on Lyapunov's direct method [12] and uses the Lyapunov function candidate V(nk) = hnlGT GAnk where hnk = nk -n*. The outline of the proof is as follows: First, the fact that V ( q ) > 0, v'nk # n* and V ( n * ) = 0 is straightforward, since V is quadratic and G is full rank.
Next, it will be verified that v ( J c k + l ) < V ( n & ) , t/Jdk # n* and V(nk+l) = V(nk) for nk n*.
Consider first the case Ank = 0, i.e. nk = n*. G = 0 by definition of n* and hnk+l = hnk = 0. Thus, Vk+l = v k = 0.
Consider now the case fink # 0. Equation (7) can be expressed as:
which, substituted into (4), gives:
An: + 1 GT GAnk+ 1 + ( ya -2 ) GT G h k + I + ( I -ya)An;GTGhJCk < 0
As ArC;GTGAnk+I is the scalar product of Gdnk and GAnk+l, the Cauchy-Schwartz inequality can be used [SI:
Since the difference between the two terms in (1 1) is :
yahn;GTGAnk > 0 the first term of (1 1) has to be positive and the second term negative for the inequality to be verified. So,
Arr;lGTGArr;k+I > (1 -ya)h$GTGht&
For 0 < y < i, it follows that :
Noting that ( 2 -y a ) > 0, and substituting Anf@C%nk+l < hnlCTGAnk into (9) gives:
Additional remarks can be made: For this part, the adaptation law (6) The meal-to-meal control of blood glucose concentration through insulin injection in a diabetic patient is considered. The simple dynamic model presented in [2] is used.
This model correctly captures the essential features: After a meal, the glucose concentration in blood increases up to a certain level before decreasing. Also, there could be some undershoot before the glucose concentration settles to its final value.
The objective of meal-to-meal control is to adapt both the concentration of the injected insulin and the injection time so as to achieve preset maximum and minimum glucose concentrations [6] . Every meal cycle is considered as a run.
Measurements from the previous meal cycle are used to adjust the current cycle.
Model of the System
The model is based on the assumption that there is a 3rd-order linear dynamic relationship between the concentration of the injected insulin and the insulin concentration in blood. Also, the meal has a 2nd-order effect on the blood glucose concentration. The model equations read:
where x1 is the deviation from the standard blood glucose concentration Gb, x2 to x4 filtered concentrations of insulin in blood, and xg the calories accumulated during the meal. Z ( t ) is the insulin concentration profile to be adjusted, and M(t)'the calorific contribution of the meal. The variables X I to x4, Gb and Z ( t ) are expressed in [mg/dl], while xg and M ( t ) are expressed in [call. The numerical values of the model parameters p1 to p7 are given in Table 1 .
Since the model parameters vary from person to person, the idea of run-to-run control is to use the measurements from the previous meal cycle to iteratively determine the insulin injection profile without knowledge of the patient parameters. 
Input Parameterization and Meal Model
As shown in Figure 3 , the input Z ( t ) can be parameterized using the two parameters, Zamp that represents the amplitude of insulin injection and tinj the injection time. The duration of the injection is fixed at 1 min. The meal profile M ( t ) is modeled in a trapezoidal manner, as shown in Figure 4 and with the parameter values provided in Table 2 . The final time t f is supposed fixed, and no measurements are available during the cycle. 
Model of the insulin injection
Control Objectives and Manipulated Variables
A typical evolution of the glucose concentration in blood is shown in Figure 5 . 
Results and Discussion
The results with (i) the successive linearization approach, and (ii) the proposed approach with a single linear controller are compared next. Adaptations starting from two different initial guesses are presented: (a) ZG, : Zamp = 3.5 x 106mg/dl and tinj = 75min, and (b) IGb : lamp = 5.05 x lo6 mg/dl and tinj = 50min. For the first guess, both approaches converge to the desired set points, while with the second guess only the proposed approach converges. In all simulations, a 5% zero-mean gaussian measurement noise on Gmin and G, , is assumed.
The results with the initial guess ZG, are presented in Fig- ures 6 and 7. It can be seen that both approaches converge to Evolution of the maximum glucose concentration a n t - Note that, when the methods converge, convergence is fairly fast (within 6 meals) despite the presence of noise.
Conclusions
This work has demonstrated the effectiveness of run-to-run control applied to a class of nonlinear systems. Conditions have been provided that guarantee convergence using a single linear controller. The basic assumption is that the linear approximation used to predict the outputs be in-phase with the true outputs. The convergence results were illustrated through the meal-to-meal control of blood glucose concentration in diabetic patients.
Since the successive linearization approach, which looks intuitively appealing, does not converge from all initial conditions, future research could investigate conditions that guarantee its convergence. Also, convergence analysis for other classes of nonlinear systems is envisaged.
