• In this work, porcine interferon α was produced by Pichia pastoris in fermentor • An ANN model was built to describe the relationship between antiviral activity and process variables • The model was optimized by back-propagation and genetic algorithm respectively • The model optimized by genetic algorithm performs well in predicting antiviral activity
In a shake flask, pIFN-α with antiviral activity has been successfully expressed in E.coli and P. pastoris systems [3, 4] . For future work, it is urgent to realize pIFN-α's high level expression in a fermentor of laboratory scale or even of industrial scale. As the main index of pIFN-α's expression level in fermentation, antiviral activity of broth guides all the work focused on optimizing fermentation technology and building fermentation system. However, measuring antiviral activity is really complex and time-consuming work involving animal cell culture which is hard to operate in a microbial fermentation laboratory or factory, thus no measurement results can be obtained in time, making research work and production process uncer-tain. The antiviral activity values are unknown until the end of fermentation and much manpower, time, and finances is commonly wasted for a failed batch. Therefore, it is crucial to avoid uncertainty in research and production when fermentation is still in progress. The key to solving the problem is to predict antiviral activities by building an accurate soft sensor model based on fermentation process variables. Thus, multivariable regression (MR) and artificial neural network (ANN) were employed.
MR is a classical approach to seeking relationship between two or more independent variables and dependent variables. In MR, a proper regression equation, such as multivariable linear function or multivariable polynomial, should be firstly selected or built. The parameters of the equation need to be estimated by using least square method. For simple processes or those for which precise mathematical equations are known, MR is an ideal tool to model them [5, 6] .
ANN, a mathematical model built by imitating the structure of the human brain, consists of a group of artificial neurons. Each pair of two interconnected neurons has its own weight; each single neuron, except for the ones in input layer, has its own bias; each layer, except for the input layer, has its own activation function. Information from inputs transfers from layer to layer following the rules determined by weights, biases and activation functions. The functional relationship between inputs and outputs is described by its transfer function. Learning ability is ANN's most significant feature. The training process of an ANN is actually the process of optimizing weights and biases. Due to its complex structure and optional nonlinear activation functions, an ANN model has the ability to describe complex nonlinear functional relationships accurately. With the obvious advantage, ANN has been applied in many fields to model processes and predict target variables [7] [8] [9] [10] . However, its application in the fermentation producing target protein by recombinant P. pastoris, especially pIFN-α, has seldom been reported.
To make ANN model accurately describe the specific functional relationship, training or parameters optimization is essential. Back-propagation (BP) algorithm is the most commonly and widely used algorithm for optimizing ANN model's parameters. It is a supervised learning method requiring desired output for any input. Error signal is calculated with desired output and actual output at first. Then model's parameters are corrected according to the propagation of error signal from output layer to input layer [11] . Although BP algorithm is popular and has solved a series of thorny problems, it performs worse than genetic algorithm (GA) in searching global best solutions. GA belongs to evolution algorithms, and it is an effective optimization algorithm inspired by the evolution action of population existing in nature world. Solutions are coded to binary strings, which are considered as chromosomes. The chromosome representing best solution can be generated and retained by genetic operations including selection, crossover, and mutation. Because of its excellent global searching ability and few restriction of objective function, such as continuity and differentiability, GA has been applied in numbers of optimization issues [12] [13] [14] [15] .
Thus, MR and ANN were employed to describe the functional relationship between fermentation process variables and broth's antiviral activity. Nine process variables affecting antiviral activity were selected as a matter of experience. Determined by the number of the variables, a multivariable quadratic polynomial with nine independent variables and a three-layer ANN model with nine neurons in input layer were built. The activation functions of hidden and output layers were sigmoid function and linear function respectively. Antiviral activity was the only dependent variable (output) of the models. Fermentation data from fourteen batches in different fermentation status (failed or successful) was divided into training set and test set, and they were normalized into a range from 0 to 1. The number of neurons in ANN's hidden layer being set from 3 to 15, the model was trained for the same times respectively. The minimal mean square error (MSE) was obtained when 10 neurons were included in hidden layer, so the number of neurons in hidden layer was decided. The quadratic polynomial's and ANN model's parameters were optimized with the same training set. Both BP and GA were applied in ANN model's training, and least square method was used in the parameters' estimation of quadratic polynomial. Three optimized models were obtained. The models' predictive performances and generalizations were evaluated by comparing MSE and correlation coefficients of test set, R 2 . Results showed that the ANN model optimized by GA is superior to the others. Finally, sensitivity analysis was carried out to reveal nine process variables' correlations with model's output.
MATERIALS AND METHODS

Strain
Expression plasmid pPICZ-αIFN was constructed by ligation of pINF-α gene into pPICZα (Invitrogen, Carlsbad, CA, USA) at downstream of the promoter AOX1. The entire operation details for growth, transition and induction phases were exactly the same as those described in the previous report [16] . The previously proposed ANNPR-Ctrl approach [17] was used for feeding glycerol and glycerol/methanol mixture during growth phase (26 h) and the short transition phase (3-4 h), allowing cells to reach high density (about 120--150 g DCW/L) [18] . The induction phase was started by feeding methanol-based medium at about 30 h after glycerol was completely used out. During induction phase, cell concentration basically stayed at a high density level (120-150 g DCW/L) constantly without significant variation. Based on the off-line measurement, methanol concentration was control at any required level by adjusting rotate speed of peristaltic pump (BT11-50M, Langer Co., China). An electronic balance (JA1102, Haikang Electronic instrument Co., China) connected to the PC via RS232 communication cable was used to on-line monitor and to calculate the methanol consumption rate by weighing the weight loss of methanol feeding reservoir. The O 2 and CO 2 partial pressures in the exhaust gas, as well as the corresponding O 2 uptake rate (OUR) and CO 2 evolution rate (CER), were measured on-line and calculated by a gas analyzer (LKM2000A, Lokas Co., Korea). These data were also collected into the PC via RS232 communication cable for storage at 1 min intervals. If O 2 partial pressure exceeded the measurement range (0-30%) of the analyzer when sparging oxygen-enriched air, the exhaust gas measurements were stopped. Temperature was controlled within the range of 20-30 °C according to requirements throughout the induction phase, by using either tap water or water from a temperature-controllable circulating bath (MP-10, Shanghai Permanent Science and Technology, Co., China). After shifting into induction phase, the aeration and agitation rates were fixed without further manual adjustment.
Analytical methods
Measurements of methanol concentration. Methanol was detected by a gas chromatograph (GC112A, FID detector, Shanghai Precision & Scientific Instrument Co., China) with an Alpha-Col AC20 capillary column (SGE Int'l Pty. Ltd., Australia).
Measurements of pIFN-α antiviral activity. The samples were centrifuged at 11000 rpm for 10 min and the supernatant was used for the determination of pIFN-α antiviral activity. The pIFN-α antiviral activity was determined according to Chinese pharmacopoeia [19] , using human amniotic cell WISH and vesicular stomatitis virus (VSV) (Wanxing Bio-Pharmaceutical Co., China). The commercially available human interferon was used as the standard sample. Before measurement, the standard and fermentation supernatant samples were properly diluted according to specific requirements. The pIFN-α antiviral activity was defined as the reciprocal of the maximal dilution rate, and under this rate, 50% cytopathic inhibition or 50% virus plaque formation could be reached. IU refers to the abbreviation of "International Unit".
Measurements of total protein concentration.
Total protein concentrations in broth were measured using Coomassie Brilliant Blue G-250 [20] .
Calculations
Training and test set designing Selecting the model's inputs (independent variables) was mainly based on the experiences accumulated in a long term of fermentation research. In induction phase of the fermentation mentioned above, broth's antiviral activity (AA) increased accompanied by the accumulation of pIFN-α. Increasing rate of antiviral activity was reflected or determined by some process variables, which were temperature (T), dissolved oxygen (DO), O 2 uptake rate (OUR), CO 2 evolution rate (CER), methanol consumption rate (MCR) and total protein concentration in broth (TPC). TPC and AA increased gradually with pIFN-α's synthesis, so the TPC and AA values both in current and previous sampling points must be considered as inputs when modeling. Besides this, microbes' metabolic activity and pIFN-α's synthesis rate had their own variations even if all the operation conditions remained constant, so the induction time (t) was also selected as one of the model's inputs.
On-line variables including t, T, DO, OUR, CER were all saved by PC automatically at 1 min intervals. Methanol concentration (MC, g/L) was measured offline by gas chromatography at 120 min intervals and the methanol feeding amount (MFA, g) between two sampling points could be calculated based on the weight loss of methanol feeding reservoir. MCR (g L
h -1 ) could be calculated by Eq. (1):
where MC current and MC previous represent methanol concentrations in current and previous sampling points respectively, MFA is the methanol feeding amount between the two sampling points and V (L) is the volume of broth. TPC and AA were measured off-line without constant interval, but they were regressed by two RBF-ANN models [21] . A series of TPC and AA values at N min intervals used by training and testing could be estimated by the models. So the nine inputs, also namely independent variables, were chosen and expressed by Eqs. (2) to (10): 
The output (dependent variable) was:
Data of fourteen batches of fermentation with different status (failed or successful) was collected in experiments. Both of the antiviral activity and the process variables affecting it distributed in large ranges. Their lower and upper bounds were shown in Table 1 . The data diversity could ensure the accuracy of model. These data need to be divided into training set and testing set. At first, batches were sorted by ascending their maximum antiviral activities. The data coming from the batches located in third, sixth, ninth, and twelfth of the arrangement was selected as testing set and other was training set. The method dividing data was reasonable because ANN models are empirical, and they should be used for interpolation and not extrapolation. After divided, training and test set were normalized to the range from 0 to 1. 
Models building
It is widely known that the fermentation process is a highly nonlinear system. So the commonly used multivariable linear function is unsuitable to model for the process. Considering the fermentation system's nonlinearity, the multivariable quadratic polynomial was introduced as MR's regression equation. Three types of formulas are included in multivariable quadratic polynomial: 1) pure quadratic type with constant, linear and squared terms; 2) interaction type with constant, linear and interaction terms; 3) full quadratic type with constant, linear, interaction and squared terms all. For the aforementioned fermentation process, the first one was superior to the others in fitting (data not shown), so Eq. (11) 
Parameters estimation and optimization
The regression equation for MR was decided. Then its parameters need to be estimated with training set including K pairs of independent variables and dependent variable. In MR, parameters estimation was actually optimizing parameters to minimize residual sum of squares, which is defined by the following equation:
where y is the observed value andŷ is the estimated value. Minimizing Q, optimal β i (1≤i≤9) and β jj (1≤jj≤9)
were computed. For comparing with the ANN model, MSE in MR was also calculated, and found to be 0.0023. The regression equation with estimated parameters was named as MR-MQP. Training (optimization) was essential for the ANN model to describe specific relationship between inputs (fermentation process variables) and output (pIFN-α antiviral activity). The same training set was used. Desired outputs and real outputs were repre- 
The optimization target was searching the mini- 
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Input layer Hidden layer Output layer Figure 1 . Topology of the ANN model: nine neurons were included in input layer; ten neurons were included in hidden layer; one neuron was included in output layer. Activation functions, f 1 and f 2 , were sigmoid function and linear function, respectively.
mum. So the parameter optimization problem could be described as:
The number of neurons in hidden layer should be decided firstly before normal training. Fixing target MSE and training times, the model was trained with different neuron numbers in hidden layer, from 3 to 15. Minimal MSE was obtained when the number is 10. So in next work, m was set as 10. Then the optimization problem described by Eq. (15) was solved by BP at first with 0.005 as target MSE value.
Through 2810 times of iterations, MSE converged to the target value. The variation of MSE in training is shown in Figure 2A .
In GA optimization, fitness proportionate selection, which was also called roulette-wheel selection, would be adopted. The selection method demanded that fitness values must be positive and optimization target must be maximizing fitness function. To meet the demand, the optimization problem in Eq. (15) 
where F = 1/(1+MSE), and was directly considered as fitness function. Initial population including 20 chromosomes in binary form was generated randomly, representing 20 solutions. Exploitation of new solutions was achieved by genetic operations including crossover and mutation. Crossover probability and mutation probability were set as 0.05 and 0.005, respectively. Twenty chromosomes were selected using the roulette-wheel method, constituting the population of first generation. The whole process including crossover, mutation and selection was considered as one time of iteration. After 200 times of iterations, maximal fitness value in the whole population converged to 0.9830, which meant the MSE converged to 0.0173. The variation of MSE is shown in Figure 2B . The ANN models optimized by BP algorithm and GA were saved and named as BP-ANN and GA-ANN, respectively. Predictive performances and generalizations of BP-ANN and GA-ANN were evaluated by the test set designed above. Finally, sensitivity analysis was carried out. Removing each input from training set respectively, nine new training sets with eight inputs only was generated. Then an ANN model was trained for the same times (300 times) by BP algorithm with the nine new training sets respectively. The nine inputs' importance was studied by comparing the training accuracies in the absence of themselves. Lower training accuracy (higher MSE) meant stronger sensitivity of the absent input. Calculation involving estimating parameters, optimizing parameters and evaluating models' performances was implemented in Matlab software (version R2010b, The MathWorks Inc., USA).
RESULTS AND DISCUSSION
Predictive abilities of MR-MQP, BP-ANN and GA-ANN were verified by the test set. The prediction period N being set as 240 min, test data was inputted to models conforming to Eqs. for each group of test data could be used to accurately evaluate predictive performances of the models. MSE of each batch were calculated by the Eq. (14) based on the predictive results of the three models ( Figure 4A ). MSE value closer to 0 means better predictive performance. GA-ANN's MSE were the smallest except for batch #3. Although MR-MQP had the smallest MSE for batch #3, its MSE for the other batches were too high to be accepted. R 2 of test set for models were computed and compared in Figure 4B . In contrast to MSE, R 2 value closer to 1 means better predictive performance. MR-MQP had the highest R 2 for batch #3 but for the other batches its R 2 values were too low. R
The prediction result of MR-MQP was unsatisfactory, which might be because the fermentation process producing pIFN-α by P. pastoris is too complicated for a multivariable quadratic polynomial to describe. A terrible result was inevitable when a complex system is described with a simple model. In future work, it is necessary to discuss whether other improved elementary functions could bring better results when they are used as regression equations in MR. Compared with elementary functions, ANN had strong ability to model for complicated and nonlinear system. BP algorithm and GA have been widely used in ANN model's optimization. In the optimizing process implemented by the BP algorithm, smaller MSE between output and expected output could be obtained compared with GA. For example, in the aforementioned work, MSE reached 0.005 in BP algorithm training, whereas in GA optimizing MSE only converged to 0.0173. However, the BP algorithm has some disadvantages, the most common of which are overfitting and local optima. Overfitting generally occurs when an ANN model is excessively complex, such as having too many neurons in hidden layer, or having too many hidden layers. An ANN model which has been overfit will generally have poor predictive performance, as it can exaggerate minor fluctuations in the data. Local optima of an optimization problem are solutions those are optimal within neighboring sets of solutions. Optimal solutions searched by BP easily are trapped in local optima for BP's character of local search, and GA is expected to avoid local optima due to its excellent global searching ability [22] . In the present work BP algorithm performed worse than GA. The probable reason may be overfitting or local optima. Changing ANN model's topology or repeated training may further improve the BP algorithm's performance. The correlations of independent variables with the model's output were finally studied. If the absence of one input leads to a severe deterioration of training accuracy, which is marked by a much higher MSE, it is highly relevant to model's output. Figure 5 shows the MSE values in training when each input was absent. The antiviral activity in previous sampling point (x 9 ) had the most influence on the model's accuracy. CER (x 5 ), OUR (x 4 ) and MCR (x 6 ) were the factors mostly affecting antiviral activity except for its own previous value. The other inputs by descending importance were DO (x 3 ), previous TPC (x 8 ), current TPC (x 7 ), t (x 1 ) and T (x 2 ).
The fermentation process producing pIFN-α by P. pastoris was divided into three phases: growth phase, induction phase and a short transition phase between them. Cells grew quickly in glycerol-based medium in the growth phase and cell concentration reached 120-150 g DCW/L. During the induction phase, cell concentration basically stayed at the high density level constantly without significant variation. In research of fermentation, measuring pIFN-α antiviral activity of broth is a time-consuming and difficult task. A measuring procedure does not generally start with for a few samples. The antiviral activities are always measured after the end of a number of batches. From animal cell cultivation to the measurement, around 7 days are needed. So real-time monitoring of the expression of pIFN-α is impossible, which brings inconveniences for fermentation research at the lab scale and industrial scale production. To avoid direct measurement of antiviral activity, a soft sensor method was proposed to realize real-time monitoring based on fermentation variables that can be measured online or easily and quickly measured offline. With the ANN optimized by GA, pIFN-α antiviral activity, which represents the expression level of pIFN-α, could be predicted in the fermentation process, providing significant basis for research.
CONCLUSION
In pIFN-α fermentation by P. pastoris, multivariable regression and ANN were introduced to model for the functional relationship between antiviral activity and process variables including induction time, temperature, dissolved O 2 , O 2 uptake rate, CO 2 evolution rate, methanol consumption rate and total protein concentration. Parameters of regression equation
and ANN model were optimized and three models were obtained to predict antiviral activity. Verified by test set, the ANN model optimized by GA had the best predictive ability and generalization. In sensitivity analysis, CER, OUR and MCR were the factors having the most correlations with antiviral activity except the previous value of its own. 
