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FURTHER TIME REGULARITY FOR NON-LOCAL, FULLY
NON-LINEAR PARABOLIC EQUATIONS
HE´CTOR A. CHANG-LARA AND DENNIS KRIVENTSOV
Abstract. We establish Ho¨lder estimates for the time derivative of solutions of non-local
parabolic equations under mild assumptions for the boundary data. As a consequence we
are able to extend the Evans-Krylov estimate for rough kernels to parabolic equations.
1. Introduction
Parabolic non-local equations are used to describe a quantity (temperature, pressure,
expected value of a game, etc.) that is driven by an average of its values. These could be
given by a linear equation ut = LKu posed over a space-time domain Ω × (t0, t1] ⊆ R
n × R
where,
LKu(x, t) = (2− σ)
ˆ
Rn
[u(x+ y, t)− u(x, t)− y ·Du(x, t)1B1(y)]
K(x, y)
|y|n+σ
dy.
This is the infinitesimal generator of a purely discontinuous Le´vy process of order σ ∈ (0, 2)
with a non-negative Le´vy measure µx(dy) = (2 − σ)
K(x,y)
|y|n+σ
dy. In particular, K(x, y) = 1
corresponds to a positive multiple of the fractional laplacian, Cn,σ∆
σ/2 = −Cn,σ(−∆)
σ/2
defined in terms of the Fourier multiplier ̂(−∆)σ/2 = |ξ|σ. The factor (2 − σ) is included in
order to obtain a positive multiple of the standard laplacian as σ → 2−, connecting in this
way with the classical second order theory.
Fully non-linear operators can be obtained, for instance, by considering inf and sup
combinations of linear operators as above,
Iu(x, t) = inf
α
sup
β
LKα,βu(x, t).
In particular, these are the constructions that appear in stochastic games with multiple
players. They should be kept in mind whenever we refer to a fully non-linear operator
Iu in this introductory section. In Section 2 we recapitulate the precise definition of fully
non-linear uniformly elliptic operators following the reference [2].
L. Caffarelli and L. Silvestre studied in a series of papers [2, 4, 3] the interior regularity
of the elliptic problem Iu = f(x). Their approach adapted the Krylov-Safanov and Evans-
Krylov theory for fully non-linear equations to the non-local setting. This allowed them to
recover uniform estimates as the order σ → 2−, extending the second order theory of fully
non-linear equations to non-local problems. In the parabolic setting, the first author of this
1991 Mathematics Subject Classification. 35B45, 35B65, 35K55, 35R09.
Key words and phrases. Further regularity in time, Ho¨lder estimates, Krylov-Safonov, non-local fully
non-linear equations.
1
2 H. A. CHANG-LARA AND D. KRIVENTSOV
paper in collaboration with G. Da´vila considered in [7, 8, 6] the corresponding parabolic
estimates by adapting the strategies from [2, 4, 3]. We discuss further developments of the
theory in the following paragraphs, in particular those closely related with the present work.
In this paper we address the time regularity of the solution. This is one remarkable point
of departure between the local and the non-local equations. Let us recall that solution of
the local heat equation ut = ∆u over Ω × (t0, t1] ⊆ R
n × R is C∞ in space and time on
the interior of the domain regardless of the nature of the initial and boundary data. On
the other hand, for the fractional equation ut = ∆
σ/2u over Ω × (t0, t1] this turns out not
to be the case. While solutions will instantly become C∞ in space, a simple example (see
[7]) shows that if the boundary data drastically changes at a given time then u might be no
smoother than Lipschitz continuous in time. In other words, the non-local nature of ∆σ/2 is
more sensitive to changes of the data posed over the complement of Ω.
Our main theorem says that whenever the complementary data is Ho¨lder continuous in
time, then ut is Ho¨lder continuous in space and time with a corresponding estimate. In the
following statement α¯ ∈ (0, 1) is the exponent from the Krylov-Safonov Theorem, a positive
constant depending only on the dimension and the ellipticity constants of I.
Theorem 1.1. Let I be uniformly elliptic of order σ ∈ (0, 2) with I0 = 0 and u a classical
solution of,
ut − Iu = f(x, t) in B1 × (−1, 0],
u = g on (Rn \B1)× (−1, 0].
If for some γ ∈ (0, α¯), f(x, ·), g(x, ·) ∈ C0,γ/σ(−1, 0] uniformly in x, then for some constant
C > 0 depending on min(γ, (α¯− γ)) we have the a priori estimate,
sup
x,y∈B1/2
t,s∈(−1/2,0]
|ut(y, s)− ut(x, t)|
(|x− y|+ |t− s|1/σ)γ
≤ C
(
sup
x∈B1
‖f(x, ·)‖C0,γ/σ(−1,0] + sup
x∈Rn\B1
‖g(x, ·)‖C0,γ/σ(−1,0]
)
.
We also obtain an almost optimal result in the sense that if the complementary data
is just bounded, then u is Ho¨lder continuous in time for every exponent less than one, see
Corollary 3.5. Whether, in the bounded data case, the solution is actually Lipschitz in time
or not remains open.
Let us briefly compare this to known results for non-local equations. When σ ∈ (0, 1), the
case of bounded data was treated by J. Serra in [22] and, same as in our case, proves a Ho¨lder
estimate in time for every exponent less than one. When σ ∈ (1, 2), as in our theorem, the
best known results assert that (for bounded data) u is Ho¨lder continuous in time for some
exponent slightly bigger that 1/σ (see [22, 8]), which is substantially weaker than our result
when σ is away from one. For the case of Lipschitz continuous complementary data, an
argument using the comparison principle and the Krylov-Safonov estimate gives that ut is
Ho¨lder continuous, which is far from optimal in the dependence on the complementary data.
For linear equations with Ho¨lder continuous data, T. Jin and J. Xiong showed in [15] that
ut is Ho¨lder continuous.
For non-local parabolic equations in particular, differentiability in time can be a very
convenient property. For example, for concave equations, analogues of the Evans-Krylov
theorem and Schauder estimates are quite difficult, and have only recently been established
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for nonlocal operators without extra smoothness assumptions on the kernels in [14, 21], in
the elliptic case. In the final section, we give an easy application of our result to show
that their theorems still hold for parabolic equations with Ho¨lder continuous data and such
kernels.
The first idea in the strategy consists on trading off the boundary data for a right-hand
side by truncating the tail of the solution, this is already a standard technique for non-
local equations. Our main contribution consists of showing a diminish of oscillation for the
incremental quotients δτu(x,t)
τβ
:= u(x,t)−u(x,t−τ)
τβ
by assuming some Ho¨lder continuity of the
right-hand side introduced by the truncation. This involves several challenges; on one hand,
the equation for δτu/τ
β has a right-hand side that might degenerate as τ approaches zero.
On the other hand, by using the corresponding scaling for δτu/τ
β we make u grow. The
key idea is to assume some small a priori Ho¨lder continuity for δτu/τ
β which gives a way
to control the difference quotients for τ arbitrarily small by the difference quotients with τ
bounded away from zero. This is rigorously established in the proof of Lemma 3.2.
We have recently applied the same argument to a related problem for second-order fully
non-linear parabolic equations in [10]. The techniques are very similar and avoid some of
the technical difficulties found in the non-local case. A more general result for linear second-
order parabolic equations in divergence and non divergence form has been obtained in [11]
by different methods.
1.1. Applying the Main Result. At face value, Theorem 1.1 applies to smooth solutions,
but here we outline how to apply it to obtain information about viscosity solutions in several
situations. We do not define viscosity solutions here, but rather refer to [7] or [20].
First, consider the initial-boundary value problem
ut − Iu = f(x, t) in B1 × (−1, 0],
u = g on (Rn \B1)× (−1, 0],
where g is a bounded continuous function. A consequence of Theorem 1.1 and a certain
approximation procedure is that there exists a viscosity solution u to this problem which
also satisfies the conclusions of the theorem. This approximation procedure is explained in
the appendix, Section 5.1.
Second, say that the operator I in the initial-boundary value problem above admits a
comparison principle between a viscosity supersolution and a viscosity subsolution. Then the
problem has a unique solution, and so (applying the previous observation) any solution will
inherit the estimates of Theorem 1.1. This is known to hold when I is translation-invariant,
i.e. when it commutes with spatial translations. This was established for stationary solutions
in [1] and [2]; the parabolic case is essentially identical, with some details given in the
appendix of [23]. Thus for a translation-invariant operator I, our theorem applies equally
well to viscosity solutions. In [1], certain classes of x-dependent operators are also shown to
admit a comparison principle, and these results may also be applied to parabolic equations.
Third, say that the operator I admits a comparison principle between one viscosity solu-
tion and one special solution constructed by approximation (which will inherit our estimate).
This leads to the same conclusion as in the previous situation. The most obvious use of this
remark is when our special solution turns out to be classical; this is the case when I is
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convex or concave, and we explain the procedure in detail in Section 4. The point is that
a comparison principle between a classical solution and a viscosity solution is an immediate
consequence of the definition of viscosity solution. There has also been some recent work (see
[19]) on comparison principles between a viscosity solution and another viscosity solution
with extra regularity properties, which may be of use in similar arguments.
The paper is organized as follows: Section 2 explains our notation and gives basic defi-
nitions. Section 3 contains the proof of Theorem 1.1. Then in Section 4 we discuss how to
apply the a priori estimate and use it to derive a non-linear parabolic Schauder theorem.
The appendix contains some lemmas about Ho¨lder spaces and approximation of viscosity
solutions by smooth solutions of perturbed problems.
2. Preliminaries
2.1. Notation. For functions q = q(x) (typically of just time or just space) we use the
notation,
[q]C0,α∗ (A) := sup
x,y∈A
|q(x)− q(y)|
|x− y|α
,
‖q‖C0,α∗ (A) := sup
x∈A
|q(x)|+ [q]C0,α∗ (A).
The spaces Ck,α∗ are defined in the usual way, demanding that all derivatives of q of order k
are in C0,α∗ , and the lower-order derivatives are bounded.
Given Ω ⊂ Rn, A ⊂ Rn × R and α, τ ∈ (0, 1),
∂p (Ω× (t1, t2]) := (R
n × {t1}) ∪ ((R
n \ Ω)× (t1, t2]) ,
[u]C0,α(A) := sup
(x,t),(x′,t′)∈A
|u(x, t)− u(x′, t′)|
(|x− x′|+ |t− t′|1/σ)α
,
‖u‖C0,α(A) = sup
A
|u|+ [u]C0,α(A)
δτu(x, t) := u(x, t)− u(x, t− τ),
‖u‖L1σ :=
ˆ
Rn
|u(y)|min
(
1, |y|−(n+σ)
)
dy.
We will frequently use the cylinders Qr(x, t) := Br(x) × (t − r
σ, t). Whenever we omit
the center we are assuming that they get centered at the origin in space and time. As it is
standard for evolution type problems we consider the parabolic topology on Rn×R generated
by neighborhoods of the form Qr(x, t) with respect to the point (x, t).
To discuss classical solutions, we say that (a function of space only) is in Class(Br(x0))
if u ∈ C1,σ−1+ε∗ (Br(x0)) for some ε > 0 and u ∈ L
1
σ. A function of space and time belongs
to Class(Qr(x0, t0)) if it is continuously differentiable in time, has u(·, t) ∈ C
1,σ−1+ε
∗ (Br(x0))
for each t ∈ (t0 − r
σ, t0], and lies in C((t0 − r
σ, t0]→ L
1
σ).
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2.2. Non-local Uniformly Elliptic Operators. Given σ ∈ (0, 2), a measurable kernel
K : Rn → [0,∞) and a vector b ∈ Rn, the non-local linear operator LσK,b is defined by,
LσK,bu(x) := (2− σ)
ˆ
δu(x; y)
K(y)dy
|y|n+σ
+ b ·Du(x),
δu(x; y) := u(x+ y)− u(x)−Du(x) · yχB1(y).
Given that u ∈ Class(Ω), it is enough that K is bounded for the integral to converge. In
order for LσK,b to be uniformly elliptic it suffices that K is bounded away from zero (more
general conditions on the kernel under which the elliptic theory can be developed had been
recently studied in [20]). Here is the family of linear operators we will be dealing in this
paper.
Definition 2.1. For σ ∈ (1, 2) and 0 < λ ≤ Λ < ∞, let L0 = L
σ
0 (λ,Λ) be the family of
linear operators LσK,b such that
K(y) ∈ [λ,Λ] for all y ∈ Rn and |b| ≤
Λ
σ − 1
.
This family is scale invariant in the following sense. Consider a rescaling u˜(x) = u(κx)
for κ ∈ (0, 1), then we have that,(
Lσ
K˜,b˜
u˜
)
(x) = κσ
(
LσK,bu
)
(κx),
where,
K˜(y) := K(κy) and b˜ := κσ−1
(
b+ (2− σ)
ˆ
B1\Bκ
yK(y)
|y|n+σ
dy
)
.
Scale invariance then means that LσK,b ∈ L0 implies L
σ
K˜,b˜
∈ L0 as well.
We will use the following extremal operators,
M+u(x) := sup
L∈L0
Lu(x) and M−u(x) := inf
L∈L0
Lu(x).
By the scale invariance of L0 we get the following homogeneity for M
±: Given a rescaling
u˜(x) := u(κx), (
M±u˜
)
(x) = κσ
(
M±u
)
(κx).
Non-linear operators are now obtained as a combination of linear operators.
Definition 2.2. A function I : Ω×∪Br(x)⊆ΩClass(Br(x))→ R (written as I(x, u) = Iu(x))
is called a non-local operator of order σ. We say that I is uniformly elliptic if for every
Br(x) ∈ Ω, and u, v ∈ Class(Br(x)),
M−(u− v)(x) ≤ Iu(x)− Iv(x) ≤M+(u− v)(x).
We say that I is 1-continuous if Iu(·) is continuous on Br(x) ⊆ Ω for every u ∈ Class(Br(x)).
We say that I is∞-continuous if Iu(·) is continuous on Br(x) ⊆ Ω for every u ∈ Class(Br(x))∩
L∞(Rn). We say that I is translation-invariant if it commutes with translation operators, i.e.
if Thv(x) = v(x−h), Br(x) ⊆ Ω, and |h| < r, then ThIu(x) = IThu(x) for u ∈ Class(Br(x)).
Let us summarize some properties and examples of non-local operators:
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(1) If I is a uniformly elliptic non-local operator on Ω, then Iu(x) depends only on the
bounded sequence {Lu(x)}L∈L0 and x. We may therefore write Iu(x) = I(x, {Lu(x)})
as an operator defined on the product of Ω and a subset of the space of sequences
l∞(L0). The uniform ellipticity of I guarantees that for any pair of sequences
{aL}, {bL} in l
∞(L0) it is defined for, we have
inf{aL − bL} ≤ I(x, {aL})− I(x, {bL}) ≤ sup{aL − bL}.
It will be helpful later that (for each x) there is a way of extending I to the entire
space l∞(L0) so that it preserves the above uniform ellipticity property. One way of
accomplishing this is via the formula
I(x, {aL}) = inf
{bL}∈U
(I(x, {bL}) + sup{aL − bL}) ,
where U ⊆ l∞(L0) represents those sequences on which I(x, ·) is already defined (i.e.
ones of the form {Lv(x)} for v ∈ Class(Ω)).
(2) Any translation-invariant uniformly elliptic non-local operator is 1-continuous. The
extremal operatorsM± are examples of translation-invariant uniformly elliptic non-
local operators. More generally, so is any operator of the form
Iu = inf
α
sup
β
Lα,βu
provided the collection {Lα,β} ⊆ L0.
(3) An operator of the form
Iu = inf
α
sup
β
Lα,β,xu = inf
α
sup
β
(2− σ)
ˆ
δu(x; y)
Kα,β(x, y)dy
|y|n+σ
+ bα,β(x) ·Du(x)
where {Lα,β,x} ⊆ L0, is a uniformly elliptic non-local operator. A sufficient condi-
tion for this to be 1-continuous is that the family {bα,β} is equicontinuous and that
{Kα,β(·, y)} is equicontinuous in α, β, and y; ∞-continuity only requires the weaker
condition
‖Kα,β(x+ h, ·)−Kα,β(x, ·)‖L1σ → 0
uniformly in α, β, as h→ 0. The operators we consider in Section 4 are∞-continuous.
(4) The notion of being 1- or ∞-continuous is a very weak one, and is related to the
stability properties of viscosity solutions. As we are proving an a priori estimate, we
do not require it; however, to pass to viscosity solutions it will typically be needed.
It is typical of works treating x-dependent non-local equations to build this kind of
assumption into the notion of non-local operator (see, e.g. [4]).
The following estimate can be found in [9].
Theorem 2.1 (Krylov-Safonov). There exists a universal exponent α¯ ∈ (0, 1) and constant
C such that for u ∈ Class(Q1) satisfying in Q1,
ut −M
+u ≤ |f(t)| and ut −M
−u ≥ −|f(t)|,
then
‖u‖C0,α¯(Q1/2) ≤ C
(
sup
t∈(−1,0]
‖u(t)‖L1σ + ‖f‖L1(−1,0]
)
.
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In particular, given I uniformly elliptic with I(x, 0) = 0, a similar estimate holds when u
satisfies,
ut − Iu = f(x, t) in Q1.
In this case ‖f‖L1(−1,0] has to be replaced with ‖ supx∈B1 |f(x, ·)|‖L1(−1,0] or just supQ1 |f | in
the C0,α¯ estimate.
The theorem applies to viscosity solutions as well, but we will not require that here.
From now on we fix α¯ ∈ (0, 1) to be the exponent in the theorem above.
Finally we introduce the following semi-norm in order to measure the regularity of the
boundary data in an integrable fashion in space,
[g]
C
0,γ/σ
σ,r (a,b]
:= sup
(t−τ,t]⊆(a,b]
∥∥∥∥δτg(t)τβ χRn\Br
∥∥∥∥
L1σ
,
= sup
(t−τ,t]⊆(a,b]
ˆ
Rn\Br
|g(y, t)− g(y, t− τ)|
τβ
min(1, |y|−(n+σ))dy.
We say that g ∈ C
0,γ/σ
σ,r (a, b] if [g]C0,γ/σσ,r (a,b] <∞.
Remark 2.2. The estimate in Theorem 2.1 is one of the main tools we will use in Section
3 in order to prove our result. The same strategy for a more general class of operators, as
the one considered in the recent paper [20], or other current research such as in [16, 12, 17],
could be applied as long as a similar estimate, controlled in terms of supt∈(−1,0] ‖u(t)‖L1σ , is
available.
2.3. Precise Statement of Main Theorem. We now state the theorem which we will
prove in this paper, using the notation introduced above.
Theorem 2.3. Let σ ∈ (1, 2), I be uniformly elliptic of order σ with I0 = 0, and u ∈
Class(Q2) satisfies
ut − Iu = f(x, t) classically in Q2,
u = g on ∂pQ2.
Assume that for all x ∈ B2, f(x, ·) ∈ C
0,γ/σ
∗ [−2σ, 0] and g ∈ C
0,γ/σ
σ,2 (−2
σ, 0] for some γ ∈
(0, α¯) where α¯ is the exponent from the Krylov-Safonov theorem. Then ut exists pointwise,
and for some constant C > 0 depending on min(γ, (α¯− γ)),
‖ut‖C0,γ(Q1/2) ≤ C
(
sup
t∈(−2σ ,0]
‖u(t)‖L1σ + [g]C0,γ/σσ,2 (−2σ ,0]
+ sup
x∈B2
‖f(x, ·)‖
C
0,γ/σ
∗ (−2σ ,0]
)
.
Assume instead that f is only bounded. Then for every β < 1, there is a constant C = C(β)
such that
sup
x∈B1
[u(x, ·)]C0,β∗ ([−1,0]) ≤ C
(
sup
t∈(−2σ ,0]
‖u(t)‖L1σ + sup
Q2
|f |
)
.
The constants depend only on the ellipticity constants of I, and in particular remain uniform
as σ → 2.
This theorem implies Theorem 1.1.
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3. Proof of the Main Theorem
The goal of this section is to establish Theorem 3.1 to follow. It includes only the first
half in Theorem 2.3. The case of bounded right-hand side and bounded boundary data is
obtained as a preliminary result in Corollary 3.5.
Theorem 3.1. Let I be uniformly elliptic with I(x, 0) = 0 and u ∈ Class(Q2) satisfies,
ut − Iu = f(x, t) in Q2,
u = g on ∂pQ2
Assume that for all x ∈ B2, f(x, ·) ∈ C
0,γ/σ
∗ [−2σ, 0] and g ∈ C
0,γ/σ
σ,2 (−2
σ, 0] for some γ ∈
(0, α¯) where α¯ is the exponent from the Krylov-Safonov theorem. Then ut exists pointwise,
and for some constant C > 0 depending on min(γ, (α¯− γ)),
‖ut‖C0,γ(Q1/2) ≤ C
(
sup
t∈(−2σ ,0]
‖u(t)‖L1σ + sup
x∈B2
‖f(x, ·)‖
C
0,γ/σ
∗ (−2σ ,0]
+ [g]
C
0,γ/σ
σ,2 (−2
σ ,0]
)
.
The key step is established in the following lemma. Notice that for ε = 0 the follow-
ing statement is just a diminish of oscillation leading to a C0,α estimate for the difference
quotient.
Lemma 3.2 (Diminish of Oscillation). Let u ∈ Class(Q2) satisfy the following inequalities
in Q1 for some δ ≥ 0 and every τ ∈ (0, 1),
(δτu)t −M
+δτu ≤ δ and (δτu)t −M
−δτu ≥ −δ.
Given β ∈ (0, 1), α ∈ (0, α¯) and ε ∈ (0, (α¯− α)), such that,
β + ε/σ < 1,
there exists constants µ, δ0 ∈ (0, 1) depending on (α¯− α) and ε, such that,
sup
τ∈(0,1)
i∈N0
µαi
[
δτu
τβ
]
C0,ε(Bµ−i×(−1,0])
≤ 1 and δ ∈ [0, δ0],
imply,
sup
τ∈(0,1)
[
δτu
τβ
]
C0,ε(Qµ)
≤ µα.
Proof. The value µ ∈ (0, 1) will remain fixed for the duration of the proof; it will be specified
later explicitly. Assume by contradiction that there exists u that satisfies the following
inequalities in Q1,
(δτu)t −M
+δτu ≤ δ and (δτu)t −M
−δτu ≥ −δ.
Moreover,
sup
τ∈(0,1)
i∈N0
µαi
[
δτu
τβ
]
C0,ε(Bµ−i×(−1,0])
≤ 1.
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However, there exists a cylinder Qr(x0, t0) ⊆ Qµ for which,
sup
τ∈(0,1)
osc
Qr(x0,t0)
δτu
τβ
> µαrε.
Consider the following rescaling for κ := r/µ,
w(x, t) := κ−(σβ+ε)u (κx+ x0, κ
σt + t0) ,
⇒
δτw
τβ
(x, t) = κ−ε
(
δκστu
(κστ)β
)
(κx+ x0, κ
σt+ t0).
The hypotheses for the difference quotients of u imply that
sup
τ∈(0,κ−σ)
i∈N0
µαi
[
δτw
τβ
]
C0,ε(Bµ−i×(−1,0])
≤ sup
τ∈(0,1)
i∈N0
µαi
[
δτu
τβ
]
C0,ε(Bµ−i×(−1,0])
≤ 1,(3.1)
sup
τ∈(0,κ−σ)
osc
Qµ
δτw
τβ
= κ−ε sup
τ∈(0,1)
osc
Qr(x0,t0)
δτu
τβ
> µα+ε.(3.2)
The next step consists of showing that a hypothesis similar to (3.2) holds taking the
supremum with respect to τ away from zero. Namely τ ∈ (τ¯ , κ−σ) for some τ¯ ∈ (0, κ−σ)
depending on µ and ε. Indeed, define for (x, t), (y, s) ∈ Qµ,
z(a) = w
(
x, t+ κ−σa
)
− w
(
y, s+ κ−σa
)
,
applying Corollary 5.2 to z:
sup
τ∈(τ¯ ,κ−σ)
∣∣∣∣δτw(x, t)τβ − δτw(y, s)τβ
∣∣∣∣ ,
≥
1
2
sup
τ∈(0,κ−σ)
∣∣∣∣δτw(x, t)τβ − δτw(y, s)τβ
∣∣∣∣− Cτ¯ ε/σ sup
τ∈(0,κ−σ)
[
δτw
τβ
]
C0,ε(Q1)
.
The second term on the right-hand side is controlled from (3.1). After taking the supremum
in (x, t), (y, s) ∈ Qµ and using (3.2), this gives
sup
τ∈(τ¯ ,κ−σ)
osc
Qµ
δτw
τβ
≥
µα+ε
2
− Cτ¯ ε/σ ≥
µα+ε
4
,(3.3)
provided that τ¯ ε/σ is sufficiently small with respect to µα+ε.
Let us fix some τ ∈ (τ¯ , κ−σ) and
v(x, t) =
δτw
τβ
(x, t)−
δτw
τβ
(0, 0)
By scaling and the homogeneity of the extremal operators we get that v satisfies two in-
equalities in Q1,
vt −M
+v ≤ κσ−σβ−ε
δ
τβ
≤
δ
τβ
and vt −M
−v ≥ −κσ−σβ−ε
δ
τβ
≥ −
δ
τβ
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In order to use the Krylov-Safonov Theorem 2.1 we need to control the two terms in the right
hand side of such estimate. By applying (3.1) on each of the large annuli Bµ−i \Bµ−(i−1) , we
have the following estimate uniform for the variable t ∈ (−1, 0] which is omitted,
‖v‖L1σ ≤
ˆ
B1
|v|+
∞∑
i=1
ˆ
Bµ−i\Bµ−(i−1)
|v(y)|
|y|n+σ
≤ C
∞∑
i=0
µi(σ−α−ε) =
C
1− µσ−α−ε
≤ C,
provided that µ is sufficiently small. The right-hand sides get controlled by one provided
that δ < τ¯β =: δ0. Then, by the estimate in Theorem 2.1 we get the following contradiction
to (3.3), by fixing now µ sufficiently small in terms of (α¯− (α + ε)),
osc
Qµ
v ≤ Cµα¯ ≤
µα+ε
8
.

In the following step we iterate Lemma 3.2 at smaller scales. In this sense, we might take
advantage of the modulus of continuity of the right-hand side.
Corollary 3.3 (Iteration). Let u ∈ Class(Q2) satisfies the following inequalities in Q1 for
some δ ≥ 0, γ ∈ [0, 1] and every τ ∈ (0, 1),
(δτu)t −M
+δτu ≤ δτ
γ/σ and (δτu)t −M
−δτu ≥ −δτ
γ/σ.
Given β ∈ (0, 1), α ∈ (0, α¯) and ε ∈ (0, (α¯− α)) such that,
1 + γ/σ > β + α/σ + ε/σ,
there exists constants µ, δ0 ∈ (0, 1) depending on (α¯− α) and ε, such that,
sup
τ∈(0,1)
i∈N0
µαi
[
δτu
τβ
]
C0,ε(Bµ−i×(−1,0])
≤ 1 and δ ∈ [0, δ0],
imply,
sup
i∈N
Qµi(x0,t0)⊆Q1/2
τ∈(0,µσi)
[
δτu
µαiτβ
]
C0,ε(Qµi (x0,t0))
≤ 8.
Proof. Fix (x0, t0) ∈ Q1/2 and let,
v(x, t) := u(x/2 + x0, t/2
σ + t0) ⇒ δτv(x, t) = δτ/2σu(x/2 + x0, t/2
σ + t0).
Notice that v ∈ C(Q¯2)∩C((−2
σ, 0]→ L1σ) satisfies the following inequalities in Q1 for every
τ ∈ (0, 1),
(δτv)t −M
+δτv ≤ δ(τ/2
σ)γ/σ(1/2σ) ≤ δτγ/σ,
(δτv)t −M
−δτv ≥ −δ(τ/2
σ)γ/σ(1/2σ) ≥ −δτγ/σ.
Moreover, given that (x0, t0) ∈ Q1/2 we get the inclusions Bµ−i/2(x0) ⊆ Bµ−i and (t0 −
1/2σ, t0] ⊆ (−1, 0] such that,
sup
τ∈(0,1)
i∈N0
µαi
[
δτv
τβ
]
C0,ε(Bµ−i×(−1,0])
=
1
2σβ+ε
sup
τ∈(0,1/2σ)
i∈N0
µαi
[
δτu
τβ
]
C0,ε
(
Bµ−i/2(x0)
×(t0−1/2σ ,t0]
) ≤ 1.
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To prove the corollary it suffices to show that,
sup
i∈N
τ∈(0,2σµσi)
µ−αi
[
δτv
τβ
]
C0,ε(Qµi )
≤ 1.
We proceed by induction where the case i = 1 is already established by Lemma 3.2 taking
µ < 1/2 if necessary. Assume for some i ∈ N and Qµi(x0, t0) ⊆ Q2 the inductive hypothesis,
sup
τ∈(0,min(1,2σµσ(i−j)))
j∈N0
µα(j−i)
[
δτv
τβ
]
C0,ε(Qµi−j)
≤ 1.
Let
w(x, t) :=
v(µix, µσit)
µσi(β+α/σ+ε/σ)
⇒ δτw(x, t) =
(δµσiτv)(µ
ix, µσit)
µσi(β+α/σ+ε/σ)
such that it satisfies the following inequalities in Q1 for every τ ∈ (0, 1),
(δτw)t −M
+δτw ≤
δ(µσiτ)γ/σ
µσi(β+α/σ+ε/σ)
µσi ≤ δ,
(δτw)t −M
−δτw ≥ −
δ(µσiτ)γ/σ
µσi(β+α/σ+ε/σ)
µσi ≥ −δ,
given that β + α/σ + ε/σ < 1 + γ/σ.
From the inductive hypothesis,
sup
τ∈(0,1)
j∈N0
µαj
[
δτw
τβ
]
C0,ε(Q1)
≤ sup
τ∈(0,min(1,2σµσ(i−j)))
j∈N0
µα(j−i)
[
δτv
τβ
]
C0,ε(Qµi−j )
≤ 1.
By applying Lemma 3.2 to w we now obtain,
1 ≥ sup
τ∈(0,1)
µ−αi
[
δτw
τβ
]
C0,ε(Qµ)
= sup
τ∈(0,µσi)
µ−α(i+1)
[
δτv
τβ
]
C0,ε(Qµi+1 )
,
≥ sup
τ∈(0,2σµσ(i+1))
µ−α(i+1)
[
δτv
τβ
]
C0,ε(Qµi+1 )
,
which shows the desired inductive step and concludes the proof the corollary. 
The next corollary establishes an estimate over a higher order difference quotient by
sacrificing a little bit of the ε Ho¨lder exponent.
Corollary 3.4 (Improvement of the Difference Quotient). Let u ∈ Class(Q2) satisfies the
following inequalities in Q1 for some δ ≥ 0, γ ∈ [0, 1] and every τ ∈ (0, 1),
(δτu)t −M
+δτu ≤ δτ
γ/σ and (δτu)t −M
−δτu ≥ −δτ
γ/σ.
Given β ∈ (0, 1), α ∈ (0, α¯) and ε ∈ (0, (α¯− α)) such that,
1 + γ/σ > β + α/σ + ε/σ,
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there exists constants µ, δ0 ∈ (0, 1) depending on α and ε, such that,
‖u‖C0,α¯(Q1) + sup
τ∈(0,1)
i∈N0
µαi
[
δτu
τβ
]
C0,ε(Bµ−i×(−1,0])
≤ 1 and δ < δ0,
imply the following estimates:
• If β + α/σ + ε/σ < 1 then,
sup
τ∈(0,1/4σ)
[
δτu
τβ+α/σ
]
C0,α¯ε/4(Q1/4)
≤ C,
For some constant C > 0 depending on (1− (β + α/σ + ε/σ)).
• If β + α/σ + ε/σ > 1 then,
‖ut‖C0,σβ+α+ε−σ(Q1/4) ≤ C,
For some constant depending C > 0 on ((β + α/σ + ε/σ)− 1).
Proof. By Corollary 3.3 we know that there exists C > 0 such that,
sup
Qr(x,t)⊆Q1/2
τ∈(0,rσ)
osc
Qr(x,t)
δτu
rα+ετβ
≤ C.
Let x ∈ B1/2 and v(t) = u(x, t). From the above estimate using τ = r
σ,∣∣∣∣ δ2τv(t)τβ+α/σ+ε/σ
∣∣∣∣ ≤ oscQ
τ1/σ
(x,t)
δτu
τβ+α/σ+ε/σ
≤ C.(3.4)
Let us consider the case β + α/σ + ε/σ < 1. Here our goal is to get the estimate,
sup
Qr(x,t)⊆Q1/4
τ∈(0,1/4σ)
osc
Qr(x,t)
δτu
rα¯ε/4τβ+α/σ
≤ C.
At this point we notice that (3.4) and osc(−1,0] v ≤ 1 are the main hypothesis used in the
proof of Lemma 5.6 from [5] in order to obtain the following estimate,
sup
(t−τ,t]⊆(−1/2σ ,0]
δτv(t)
τβ+α/σ+ε/σ
≤ C ⇒
triangle inequality
sup
τ∈(0,4−σ)
osc
Q1/4
δτu
τβ+α/σ+ε/σ
≤ C.(3.5)
We now fix Qr(x, t) ⊆ Q1/4 and consider two cases. If τ ∈ (0, r
α¯/σ) then from the previous
estimate,
osc
Qr(x,t)
δτu
rα¯ε/4τβ+α/σ
≤ C
τ ε/σ
rα¯ε/4
≤ C.
If τ ∈ [rα¯/σ, 1/4σ) then we use ‖u‖C0,α¯(Q1) ≤ 1 and the fact that 1 > β + α/σ + ε/σ,
osc
Qr(x,t)
δτu
rα¯ε/4τβ+α/σ
≤ 2
rα¯(1−ε/4)
τβ+α/σ
≤ 2.
This concludes the estimate in the case β + α/σ + ε/σ < 1,
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Let us consider now the case β+α/σ+ε/σ > 1. From (3.4) and using Lemma 5.3 instead
we get the bounds
(3.6) sup
Q1/2
|ut|+ sup
(x,t)∈Q1/2
τ∈(0,1/2σ)
∣∣∣∣ δτut(x, t)τβ+α/σ+ε/σ−1
∣∣∣∣ ≤ C.
At this moment all we have to show is that given (y, s) ∈ Qr(x, t) ⊆ Q1/4,
|ut(x, t)− ut(y, s)| ≤ Cr
σβ+α+ε−σ.(3.7)
Let τ = rσ such that from (3.6) we obtain,∣∣∣∣δrσu(x, t)rσ − δrσu(y, s)rσ
∣∣∣∣ ≤ Crσβ+α+ε−σ.
On the other hand, using (3.6) once again,∣∣∣∣δrσurσ − ut
∣∣∣∣ (y, s) ≤ 1rσ
ˆ 0
−rσ
|ut(y, s+ a)− ut(y, s)|da ≤ Cr
σβ+α+ε−σ.
A similar bound also occurs if we replace (y, s) by (x, t). Finally the desired estimate
results from the triangle inequality by adding and subtracting
(
δrσu(x,t)
rσ
− δrσu(y,s)
rσ
)
inside
the absolute value in (3.7). 
At this point we can give the proof of Theorem 1.1 in the case of bounded right-hand
side and integrable tails.
Corollary 3.5 (Bounded Right-Hand Side). Let I be uniformly elliptic with I(x, 0) = 0 and
u ∈ Class(Q2) satisfies,
ut − Iu = f(x, t) in Q2.(3.8)
Given β ∈ (0, 1) there exists ε ∈ (0, 1− β) such that,
sup
τ∈(0,rσ0 )
[
δτu
τβ
]
Cε(Qr0)
≤ C
(
sup
t∈(−2σ ,0]
‖u(t)‖L1σ + sup
Q2
|f |
)
.
For some r0 ∈ (0, 1) universal and C > 0 depending on (1− β).
Proof. Assume without loss of generality,
sup
t∈(−2σ ,0]
‖u(t)‖L1σ + sup
Q2
|f | ≤ 1.(3.9)
Let
β0 ∈ (0, α¯/4), α := α¯/2, βk := β0 + kα/σ, rk := 1/16
k+1.
Our goal is to prove that as long as βN < 1,
sup
τ∈(0,rσN )
[
δτu
τβN
]
C0,εN (QrN )
≤ CN ,(3.10)
where
εN := min((1− βN)/4, α¯/4)(α¯/4)
N .
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Then the result follows by a standard covering argument both for the domain of the equation
and the interval of Ho¨lder exponents. Notice also that βN < 1 implies N < 4/α¯ such that
any dependence on N is actually universal. On the other hand, the dependence on εN
degenerates as βN approaches 1.
The idea is to iterate Corollary 3.4 using γ = 0. In order to do this we consider at each
step the following truncation starting with v0 = u,
vk(x, t) := η(x)vk−1(x/16, t/16
σ),
where η(x) ∈ [0, 1] is a smooth function supported in B4 and equal to one in B2. Our goal
is to establish the following inductive steps:
(IH1) For k ∈ N0 and every τ ∈ (0, 1) the following inequalities get satisfied in Q1,
(δτvk)t −M
+δτvk ≤ −C1,k and (δτvk)t −M
−δτvk ≥ −C1,k.
(IH2) For k = 1, 2, . . . , (N + 1),
sup
τ∈(0,1)
i∈N0
µαi
[
δτvk
τβk−1
]
C
0,εk−1,N (Bµ−i×(−1,0])
≤ C2,k
where
εk,N := min((1− βN )/4, α¯/4)(α¯/4)
k.
The hypothesis (IH1) is satisfied in the case k = 0 with C1,0 = 2 from (3.8), the translation
invariance of I and the bound for f provided by (3.9). Assuming that (IH1) holds for an
arbitrary k ∈ N0 we get that for every τ ∈ (0, 1) the following inequality gets satisfied by
δτvk+1 in Q1,
(δτvk+1)t︸ ︷︷ ︸
=(1/16σ)(δτ/16σ vk)t
⇐η=1
−M+δτvk+1 ≤ (1/16
σ)

(δτ/16σvk)t −M+δτ/16σvk +M+((1− η)δτ/16σvk︸ ︷︷ ︸
=0 in B1
)

 ,
≤ C1,k + C sup
t∈(−2σ ,0]
‖vk(t)‖L1σ .
If k = 0, then we use
sup
t∈(−2σ ,0]
‖v0(t)‖L1σ = sup
t∈(−2σ ,0]
‖u(t)‖L1σ ≤ 1.
Otherwise, if k ≥ 1 then we use that,
sup
t∈(−2σ ,0]
‖vk(t)‖L1σ ≤ C‖u‖L∞(Q2/16k)
≤ C sup
t∈(−2σ ,0]
‖u(t)‖L1σ ≤ C.
In any case, and using a similar argument for the super solution inequality, we get that (IH1)
holds for k + 1 with C1,k+1 = C1,k + C.
To obtain (IH2) for k = 1 we proceed as in the proof of Corollary 3.4 by considering two
cases. If τ ∈ (0, rσ) then we bound the oscillation in the time variable in terms of τ by the
Krylov-Safonov estimate and then use the triangle inequality to obtain,
sup
Qr(x,t)⊆Q1/2
osc
Qr(x,t)
δτu
rε0,N τβ0
≤ C
τ α¯/2−β0
rε0,N
≤ C.
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If τ ∈ [rσ, 1/2σ) then we use instead that oscQr(x,t) δτu ≤ oscQr(x,t) u+oscQr(x,t−τ) u, for which
each term gets controlled in terms of r, once again using the Krylov-Safonov estimate,
sup
Qr(x,t)⊆Q1/2
osc
Qr(x,t)
δτu
rε0,N τβ0
≤ C
rα¯−ε0,N
τβ0
≤ C.
Then we get the following estimate for u,
sup
τ∈(0,1/2σ)
[
δτu
τβ0
]
C
0,ε0,N (Q1/2)
≤ C.
This establishes (IH2) for v1 after considering the scaling and the truncation given by η.
At this point we assume the inductive hypotheses (IH1) and (IH2) for some k ∈ {1, 2, . . . , N}
and see how to obtain (IH2) for k + 1. By the Krylov-Safonov Theorem 2.1 and (3.9),
‖vk‖C0,α¯(Q1) ≤ ‖u‖C0,α¯(Q1) ≤ C.
The hypothesis of Corollary 3.3 with γ = 0 now apply to the following function,
v˜k =
vk
δ−10 C1,k + C2,k + C
.
Then, as long as k ≤ N , such that 1 > βN implies 1 > βk−1 + α/σ + εk−1,N/σ, we get that,
sup
τ∈(0,1/4σ)
[
δτ v˜k
τβk
]
C
0,εk,N
≤ C ⇒ sup
τ∈(0,1/4σ)
[
δτvk
τβk
]
C
0,εk,N
≤ C(δ−10 C1,k + C2,k + 1).
This establishes (IH2) for vk+1 with C2,k+1 = C(δ
−1
0 C1,k + C2,k + 1).
The final iteration in this inductive argument establishes the desired estimate (3.10) for
u and concludes the proof of the Corollary. 
To conclude the proof of Theorem 3.1 we just need to iterate the procedure one more
time starting with a Ho¨lder exponent sufficiently close to one. This is possible because of
the Ho¨lder hypotheses.
Proof of Theorem 3.1. Let us assume without loss of generality that,
sup
t∈(−2σ ,0]
‖u(t)‖L1σ + sup
x∈B2
‖f(x, ·)‖
C
0,γ/σ
∗ (−2σ ,0]
+ [g]
C
0,γ/σ
σ,2 (−2
σ ,0]
≤ 1.
By Corollary 3.5 we know that for β := 1 − α¯−γ
4σ
there exists some ε ∈ (0, 1 − β) such
that,
sup
τ∈(0,1/2σ)
[
δτu
τβ
]
C0,ε(Q1/2)
≤ C.
Same as in the proof of Corollary 3.5, we consider the truncation,
v(x, t) := η(x)u(x/16, t/16σ).
By using the Ho¨lder hypothesis for the right-hand we get that the following inequality is
satisfied in Q1 for every τ ∈ (0, 1),
(δτv)t −M
+δτv ≤ Cτ
γ/σ + (1/16σ)M+((1− η)δτ/16σu).(3.11)
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Now we split the second term in the following way using τ˜ = τ/16σ and t˜ = t/16σ,
M+((1− η)δτ˜u) ≤ C
(
‖δτ˜u
(
t˜
)
‖L1(B2) + ‖δτ˜gχRn\B2‖L1σ
)
,(3.12)
≤ C
(
‖δτ˜u
(
t˜
)
‖L1(B2) + τ
γ/σ
)
.
In order to control ‖δτ˜u
(
t˜
)
‖L1(B2) we consider Q2d(x0, t0) ⊆ Q2 and v(x, t) := u(dx+x0, d
σt+
t0). By applying Corollary 3.5 to v with β = γ/σ we obtain that,
δ2τu
τγ/σ
(x0, t0) ≤ Cd
−γ/σ ⇒ sup
(t−2τ ]⊆(−1/16σ ,0]
∥∥∥∥δ2τu(t)τγ/σ
∥∥∥∥
L1(B2)
≤
C
α¯− γ
,
Lemma 5.4
⇒ sup
(t−2τ ]⊆(−1,0]
‖δτu(t)‖L1(B2) ≤
Cτγ/σ
α¯− γ
.(3.13)
Putting (3.11), (3.12) and (3.13) and we get,
(δτv)t −M
+δτv ≤ Cτ
γ/σ and (δτv)t −M
−δτv ≥ −Cτ
γ/σ ,(3.14)
where the super solution inequality follows by a similar argument.
Finally, by applying Corollary 3.3 to v in the case β + α/σ + ε/σ > 1 we obtain the
desired estimate. 
4. Applications
Theorem 1.1 may be applied to viscosity solutions of non-local fully non-linear equations.
Indeed, combined with the approximation procedure sketched in Proposition 5.5 in the ap-
pendix it always guarantees the existence of a viscosity solution u to a Dirichlet problem
which satisfies the conclusion of the theorem. This is especially useful if the solutions are
known to be unique; this is true whenever I is independent of x (see [2]), or when there is at
least one classical solution. The recent work [19] gives some additional situations in which
uniqueness is known in the elliptic case, and similar results should hold in the parabolic
setting.
The following is an application to the parabolic Evans-Krylov theorem. We note that
the result below is equally We note that the assumptions on the regularity of f , I, and the
boundary data may not be greatly relaxed unless further restrictions are placed on the class
of kernels.
Theorem 4.1. Let σ ∈ (1, 2), u be a classical solution of ut − Iu = f in Q2. Assume that
I is a concave uniformly elliptic operator of the form
Iu(x) = inf
α∈A
(2− σ)
ˆ
δu(x; y)Kα(x, y)dy
|y|n+σ
,
where Kα(x, y) = Kα(x,−y). Assume that for some α < α¯ with σ + α 6= 2, we haveˆ
B2r\Br
|K(x, y)−K(x′, y)|dy ≤ rn|x− x′|α
for each r,
sup
t∈(−2σ ,0]
‖u(·, t)‖C0,α∗ (Rn) + ‖u‖C0,α/σσ,2
≤ 1,
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and
‖f‖C0,α(Q2) ≤ 1.
Then u admits the estimate
(4.15) ‖ut‖C0,α(Q1) + ‖(−∆)
σ/2u‖C0,α(Q1) ≤ C.
Proof. Applying Theorem 3.1 to u, we have immediately that
‖ut‖C0,α(Q5/3) ≤ C.
Fixing a time t ∈ (−(5/3)σ, 0], we may rewrite the equation as
Iu(x) = ut(x)− f(x) x ∈ B5/3,
with the right-hand side bounded in C0,α∗ (B5/3). Applying the theorem of J. Serra [21], we
obtain the estimate
(4.16) ‖u(·, t)‖C0,σ−1+α∗ (B3/2) ≤ C,
and this is valid for each t ∈ (−(5/3)σ, 0]. It therefore suffices to show that
(4.17) |(−∆)σ/2δτu(x, t)| ≤ Cτ
α/σ
for each t ∈ (−1, 0], x ∈ B1, and τ <
1
10
. We will show instead that
|(−∆)σ/2δ2τu(x, t)| ≤ Cτ
α/σ,
which implies (4.17) after applying the proof of Lemma 5.6 in [5]. Below, we will abuse
notation by writing
(−∆)σ/2v := (2− σ)
ˆ
δu(x; y)dy
|y|n+σ
,
as, properly speaking, the fractional Laplacian should have a normalization constant c(σ, n).
As c(σ, n) is comparable to 2−σ in the range σ ∈ (1, 2), bounding this operator is equivalent.
Assume σ + α < 2. First, set
(−∆)
σ/2
h v(x) = (2− σ)
ˆ
|y|>h
v(x+ y) + v(x− y)− 2v(x)
|y|n+σ
dy.
Then for any (x, t) ∈ Q3/2, we have that from (4.16),
|(−∆)
σ/2
h u(x, t)− (−∆)
σ/2u(x, t)| ≤ cσ sup
s
ˆ
|y|<h
|u(x+ y, s) + u(x− y, s)− 2u(x, s)|
|y|n+σ
dy,
≤ Ccσh
α(4.18)
for h < 1
10
. This allows us to estimate
|(−∆)σ/2δ2τu(x, t)| ≤ |(−∆)
σ/2
h δ
2
τu(x, t)|+ C(2− σ)h
α.
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We estimate the first term further by breaking it into two pieces, and using the Ho¨lder
assumption on u (as in (3.13)) on the outer one.
|(−∆)
σ/2
h δ
2
τu(x, t)| ≤ C(2− σ)
(ˆ
|y|> 1
10
δ2τu(x+ y) + δ
2
τu(x− y)− 2δ
2
τu(x)
|y|n+σ
dy +
ˆ
h<|y|< 1
10
)
≤ C(2− σ)
(
τα/σ +
ˆ
h<|y|< 1
10
δ2τu(x+ y) + δ
2
τu(x− y)− 2δ
2
τu(x)
|y|n+σ
dy
)
.
In the remaining integral term, the numerator is bounded by Cτ 1+α/σ from our estimate on
ut. This givesˆ
h<|y|< 1
10
|δ2τu(x+ y) + δ
2
τu(x− y)− 2δ
2
τu(x)|
|y|n+σ
dy ≤ C(2− σ)τ 1+α/σh−σ,
from computing the integral of the kernel. After setting h = τ 1/σ and putting everything
together, we obtain
|(−∆)σ/2δ2τu(x, t)| ≤ Cτ
α/σ,
which implies the conclusion. Note that we used that 2− σ ≤ 2 in each term to remove any
dependence on σ.
Now assume that σ + α > 2. In this case, we first show an estimate on the Laplacian of
u. We claim that
(4.19) ‖∆u‖C0,σ+α−2(Q4/3) ≤ C.
Again, the estimate in space follows directly from (4.16), so it is enough to show that
|δ2τ∆u| ≤ Cτ
σ+α−2
σ .
The space estimate implies that∣∣∣∣∆u(x)− c(n)h2
 
Bh
u(x, t)− u(x+ y, t)dy
∣∣∣∣ ≤ C|h|σ+α−2.
On the other hand, from the time estimate on u,∣∣∣∣c(n)h2
 
Bh
δ2τu(x+ y, t)− δ
2
τu(x, t)dy
∣∣∣∣ ≤ Cτ 1+α/σh−2.
Combining these and setting h = τ 1/σ gives that
|δ2τ∆u| ≤ Cτ
σ+α−2
σ ,
and this concludes the proof of (4.19).
Now we proceed exactly as in the case of σ + α < 2, except that we offer a different
estimate in place of (4.18), which is no longer valid. At any point (x, t), we have the
estimate
|δ2τu(x+ y, t) + δ
2
τu(x− y, t)− 2δ
2
τu(x, t)− y
TD2δ2τu(x, t)y| ≤ C|y|
σ+α
from the space estimate (4.16). We apply this to the integral of the incremental quotients
along spherical shells, noting that the odd terms cancel:∣∣∣∣
ˆ
|y|=r
δ[δ2τu](x, t; y)dy − c(n)r
n+1∆δ2τu(x, t)
∣∣∣∣ ≤ Crn−1+σ+α.
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When combined with the estimate in time on ∆u, this implies∣∣∣∣
ˆ
|y|=r
δ[δ2τu](x, t; y)dy
∣∣∣∣ ≤ C(rn−1+σ+α + rn+1τ σ+α−2σ ).
Integrating this in r against the kernel, we obtain that
|(−∆)σ/2δ2τu(x, t)− (−∆)
σ/2
h δ
2
τu(x, t)| ≤ (2− σ)
∣∣∣∣
ˆ
|y|≤h
δ[δ2τu](x, t; y)dy
|y|n+σ
∣∣∣∣
≤ C
(
(2− σ)hα + h2−στ
σ+α−2
σ
)
.
Now proceeding as in the case of σ + α < 2, this leads to
|(−∆)σ/2δ2τu(x, t)| ≤ C(2− σ)
(
τ 1+α/σ
hσ
+ hα
)
+ Ch2−στ
σ+α−2
σ .
Setting h = τ 1/σ yields the conclusion. 
5. Appendix
In the first part of this appendix we establish a few interpolation results about Ho¨lder
spaces. The second half establishes an approximation procedure for viscosity solutions by
classical solutions.
The following lemma can be understood as a maximum principle.
Lemma 5.1. For any u ∈ C([−1, 0]),
u(−1) = u(0) = 0 and sup
τ∈(0,1)
∥∥δ2τu∥∥L∞[−1+τ,0] ≤ 1 ⇒ ‖u‖L∞[−1,0] ≤ 1.
Proof. Assume by contradiction and without loss of generality that there exists t ∈ [−1/2, 0]
that realizes the strictly positive maximum of (u−1) in [−1, 0]. Then we obtain the following
contradiction,
−1 ≤ δ2t u(t) = (u(2t)− u(t))− (u(t)− u(0)) < 0− 1.

The proof of Lemma 5.6 in [5] shows that if α + β < 1 then there exits some constant
C > 0 depending on 1− (α + β) such that the following estimate holds,
sup
τ∈(0,1)
∣∣∣∣δτu(0)τα+β
∣∣∣∣ ≤ C
(
osc
[−1,0]
u+ sup
τ∈(0,1)
[
δτu
τβ
]
C0,α∗ ([−1+τ,0])
)
.
By applying this result followed by the maximum principle to,
u¯(s) :=
u(τ¯ s) + su(−τ¯)− (s+ 1)u(0)
τ¯α+β supτ∈(0,τ¯)
[
δτu
τβ
]
C0,α∗ ([τ−τ¯ ,0])
we get the following corollary.
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Corollary 5.2. Let α, β ∈ (0, 1) such that α + β < 1. There exists a constant C > 0
depending on 1− (α + β) such that for any u ∈ C([−1, 0]) and τ¯ ∈ (0, 1),
sup
τ∈(0,τ¯)
∣∣∣∣δτu(0)τβ+α
∣∣∣∣ ≤
∣∣∣∣δτ¯u(0)τ¯β+α
∣∣∣∣+ C sup
τ∈(0,1)
[
δτu
τβ
]
C0,α∗ ([−1+τ,0])
.
In particular,
sup
τ∈(τ¯ ,1)
∣∣∣∣δτu(0)τβ
∣∣∣∣ ≥ 12 supτ∈(0,1)
∣∣∣∣δτu(0)τβ
∣∣∣∣− Cτ¯α sup
τ∈(0,1)
[
δτu
τβ
]
C0,α∗ ([−1+τ,0])
.
Finally, this last lemma establishes a Ho¨lder estimate for the derivative when α+ β > 1.
Lemma 5.3. Let α, β ∈ (0, 1) such that β + α > 1 and u : [−1, 1]→ R such that,
osc
[−1,1]
u+ sup
(t−τ,t]⊆(−1,1]
δ2τu(t)
τβ+α
≤ 1.
Then for some constant C depending on β + α− 1,
‖ut‖C0,α+β−1∗ ((−1,1)) ≤ C.
Proof. By Lemma 5.6 from [5] we know that u is Lipschitz and therefore differentiable al-
most everywhere. By a density argument it suffices to show that that for each point of
differentiability t0 ∈ (−1, 1),
|u(t)− u(t0)− ut(t0)(t− t0)| ≤ C|t|
α+β for t ∈ [−1, 1].
Assume without loss of generality that t0 = 0, u(t0) = 0 and ut(t0) = 0. If there exists
h ∈ (0, 1] such that u(h) > Chα+β, then by iterating the hypothesis of the Lemma we get
for every i ∈ N,
u(2−ih)
2−ih
>
(
C −
i−1∑
j=0
2−(α+β−1)j
)
hα+β−1 ≥
C
2
hα+β−1 > 0,
provided that C = 4/(2α+β−1 − 1). This contradicts ut(0) = 0 as i→∞. 
The following Lemma can be proved as Lemma 5.6 in [5],
Lemma 5.4. For u ∈ C((−1, 0]→ L1(B1)) and β ∈ (0, 1),
sup
(t−τ,t]⊆(−1,0]
∥∥∥∥δτu(t)τβ
∥∥∥∥
L1(B1)
≤ C
(
sup
t∈(−1,0]
‖u(t)‖L1(B1) + sup
(t−2τ,t]⊆(−1,0]
∥∥∥∥δ2τu(t)τβ
∥∥∥∥
L1(B1)
)
5.1. Approximation by Classical Solutions. Let I be a uniformly elliptic non-local op-
erator as in Definition 2.2. As in (1) of the comments after the definition, we will write here
Iu(x) = I(x, {LK,bu(x)}LK,b∈L0), and for each x extend I(x, ·) to an operator defined for any
sequence {aL} in l
∞(L0) satisfying the ellipticity property
inf{aL − bL} ≤ I(x, {aL})− I(x, {bL}) ≤ sup{aL − bL}.
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Let us record here that, if Thv(x) = v(x − h) is the translation operator, we have that
IThu(x) = I(x, {LK,bu(x−h)}), while ThIu(x) = I(x− h, {LK,bu(x−h)}). Given LK,b ∈ L0
with kernel K and drift b, i.e.
LK,bu(x, t) = (2− σ)
ˆ
δu(x; y)K(y)
|y|n+σ
dy + b ·Du,
define J(y) in the following way: first, find the value R0 ∈ (0,∞) such that
(2− σ)R−10
ˆ
BR0
|y · e|2dy
|y|n+σ
=
4Λ
λ(σ − 1)
,
where e is a unit vector. This is always possible, as the left-hand side is proportional to
R1−σ0 . Then set
J(y) = y · bχBR0
λ(σ − 1)
4ΛR0
.
This implies that
b = (2− σ)
ˆ
yJ(y)dy
|y|n+σ
,
and also that J(y) ≤ λ
4
. Define K ′(y) = K(y)− J(y), which satisfies K ′ ∈ [3λ/4,Λ + λ/4].
We may then rewrite the operator LK,b as
LK,b = (2− σ)
ˆ
δu(x; y)K ′(y)dy
|y|n+σ
− (2− σ)
ˆ
(u(x+ y)− u(x− y))J(y)dy
|y|n+σ
.
The important point is that we have replaced the local drift with a non-local drift term. Set{
K ′ε(y) = λχ{|y|≤ε} +K
′(y)χ{|y|>ε}
Jε(y) = J(y)χ{|y|>ε},
and define LεK,b by
LεK,b = (2− σ)
ˆ
δu(x; y)K ′ε(y)dy
|y|n+σ
− (2− σ)
ˆ
(u(x+ y)− u(x− y))Jε(y)dy
|y|n+σ
.
Note that this may alternatively be rewritten as
LεK,b = (2− σ)
ˆ
δu(x; y)(K ′ε(y)− Jε)dy
|y|n+σ
+ (2− σ)∇u ·
ˆ
yJε(y)dy
|y|n+σ
,
which is uniformly elliptic with constants λ/2,Λ+ λ/2.
Finally, choose a smooth positive function φ supported on B1 withˆ
φ = 1.
Set φr(x) = r
−nφ(rx). At this point let us define,
(5.20) Iεu(x, t) =
ˆ
φε(z − x)I
(
z, {LεK,bu(x, t)}
)
dz.
The following proposition summarizes the useful properties of Iε.
Proposition 5.5. Let Ω be smooth domain, I be an ∞-continuous uniformly elliptic non-
local operator, and let Iε be as given in (5.20). Then we have the following:
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(1) Iε is a uniformly elliptic non-local operator.
(2) Let v be a function in Class(Qr(x, t)), with Br(x) ⊆ Ω. Assume furthermore that
either I is 1-continuous or that v is globally bounded. Then
sup
Qr/2(x,t)
|Iεv − Iv| → 0
as εց 0.
(3) Let fε ∈ L
∞(Ω × (−1, 0]) and gε ∈ C([−1, 0] → L
1
σ) be smooth functions. Then the
Dirichlet problem
(5.21)
{
vt − Iεv = fε on Ω× (−1, 0]
v = gε on ∂p(Ω× (−1, 0])
admits a unique viscosity solution uε in C(Ω× [−1, 0])∩C((−1, 0] → L
1
σ). Moreover,
uε is smooth (C
σ+α) on Ω× (−1, 0].
(4) Let f ∈ L∞(Ω × (−1, 0]) and g ∈ C((−1, 0] → L1σ) ∩ C(Ω × {−1}), and take fε, gε
as in the above with fε → f locally uniformly and ‖gε− g‖C((−1,0]→L1σ)∩C(Ω×{−1}) → 0.
Assume furthermore either that I is 1-continuous or that g, gε are uniformly bounded
and ‖g − gε‖L∞(Rn×(−1,0]) → 0. Then there exists a subsequence εk such that uεk
converges locally uniformly on Ω ∩ [−1, 0] to a function u. This u is a viscosity
solution to the Dirichlet problem{
ut − Iu = f on Ω× (−1, 0]
u = g on ∂p(Ω× (−1, 0]).
Sketch of proof. (1) follows from the definition of uniform ellipticity of I and the fact that an
average of uniformly elliptic operators is still uniformly elliptic. Indeed, the same argument
shows that for given smooth functions u, v,
Iεu− Iεv ≤ sup
LK,b∈L0
LεK,b(u− v),
a fact which will be useful momentarily.
For (2), write
Iεv(y, s)− Iv(y, s) =
ˆ
φε(z − y)[I
(
z, {LεK,bv(y, s)}
)
− I (z, {LK,bv(y, s)})]dz
+
ˆ
φε(z − y)[I (z, {LK,bv(y, s)})− I (y, {LK,bv(y, s)})]dz
In the first term, from the uniform ellipticity of I, we have
|I
(
z, {LεK,bv(y, s)}
)
− I (z, {LK,bv(y, s)}) | ≤ sup{|L
ε
K,bv(y, s)− LK,bv(y, s)|},
which goes to 0 uniformly in (y, s) for any v ∈ Class(Qr(x, t)) by the explicit construction
of Lε. For the second term, we may further subdivide it asˆ
φε(z − y)[I (z, {LK,bv(y, s)})− I (z, {LK,bv(z, s)})]dz
+
ˆ
φε(z − y)[I (z, {LK,bv(z, s)})− I (y, {LK,bv(y, s)})]dz
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The second term in this we recognize as the familiar quantityˆ
φε(z − y)[Iv(z, s)− Iv(y, s)]dz,
which goes to 0 because of the continuity assumption on I and the assumption on v (which
together guarantee that Iv is a continuous function). For the final remaining quantity, we
again use the uniform ellipticity of I, this time to say that
sup
|z−y|<ε
| (z, {LK,bv(y, s)})− I (z, {LK,bv(z, s)}) | ≤ sup
LK,b,|z−y|<ε
{|LK,bv(y, s)− LK,bv(z, s)|},
which tends to 0 uniformly for v ∈ Class(Qr(x, t)).
We focus on the proof of (3). To this end, it is convenient to write
Iεu = λ(2− σ)
ˆ
δu(x; y)dy
|y|n+σ
+ F (u) := L(u) + F (u),
where F is a non-linear non-local operator. We give two estimates on F (see [18] for complete
details), the first of which follows from the uniform ellipticity of Iε:
F (u)− F (v) = Iεu− Iεv − L(u− v) ≤ sup
LK,b∈L0
LεK,b(u− v)− L(u− v).
Using the form of each LεK,b, this is bounded by
C
ˆ
Bcε
|δ(u− v)(x; y)|dy
|y|n+σ
≤ Cε‖u− v‖L1σ .
For the second estimate, let τhu(x) = u(x−h). Then from the definition of Iε by convolution,
we have
|τ−hFτhu− Fu| ≤ Cε|h|‖u‖L1σ .
Let B = C0,α(Rn × [−1, 0]) for α < σ/2 fixed, and define the operator G : B → B which
maps a function u to the unique viscosity solution to the linear fractional parabolic equation{
G(u)t − LG(u) = fε + F (u) on Ω× (−1.0]
G(u) = gε on ∂p(Ω× (−1.0]).
We claim that G has a fixed point. From the estimates on F , it follows that F : B → B
is continuous. As a consequence of regularity for the fractional parabolic problem, we have
that
‖G(u)−G(v)‖C0,β(Rn×[−1,0]) ≤ C‖u− v‖B,
for some β > α, so G is continuous and compact. Also, we have that G(u) satisfies an
interior Cσ+α estimate, so it is the unique classical solution. If for some κ ∈ [0, 1] we have
u = κG(u), then u satisfies
(5.22)
{
uτ − (1− κ)L(u)− κIεu = κfε on Ω× (−1.0].
u = κgε on ∂p(Ω× (−1.0]).
The operator (1− κ)L+ κIε is uniformly elliptic, so from [9] we have
‖u‖B ≤ C,
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with the constant independent of κ. This implies the existence of a fixed point u from the
Leray-Schauder fixed point theorem [13]. This u is the unique classical solution to (5.22)
(with κ = 1).
Finally, to prove (4), observe that from the barriers in [9] we obtain that {uε} is equicon-
tinuous (depending on the original initial data) in domains of the form Ω′ × [−1, 0] for
Ω′ ⊂⊂ Ω. We may therefore extract a subsequence uε → u locally uniformly, and u = g on
Ω× {−1}. Applying (2) and a standard argument about viscosity solutions, we obtain that
Iu = f on Ω× [−1, 0]; the details may be found in [8]. 
Acknowledgments: DK was partially supported by National Science Foundation grant
DMS-1065926.
References
[1] Guy Barles and Cyril Imbert. Second-order elliptic integro-differential equations: viscosity solutions’
theory revisited. Annales de l’Institut Henri Poincare (C) Non Linear Analysis, 25(3):567–585, 2008.
[2] Luis Caffarelli and Luis Silvestre. Regularity theory for fully nonlinear integro-differential equations.
Comm. Pure Appl. Math., 62(5):597–638, 2009.
[3] Luis Caffarelli and Luis Silvestre. The Evans-Krylov theorem for nonlocal fully nonlinear equations.
Ann. of Math. (2), 174(2):1163–1187, 2011.
[4] Luis Caffarelli and Luis Silvestre. Regularity results for nonlocal equations by approximation. Arch.
Ration. Mech. Anal., 200(1):59–88, 2011.
[5] Luis A. Caffarelli and Xavier Cabre´. Fully nonlinear elliptic equations, volume 43. American Mathemat-
ical Society Colloquium Publications, 1995.
[6] He´ctor Chang-Lara and Gonzalo Da´vila. Cσ+α estimates for concave, non-local parabolic equations with
critical drift. arxiv preprint arxiv:1408.5149, 2014.
[7] He´ctor Chang-Lara and Gonzalo Da´vila. Regularity for solutions of non local parabolic equations. Calc.
Var. Partial Differential Equations, 49(1-2):139–172, 2014.
[8] He´ctor Chang-Lara and Gonzalo Da´vila. Regularity for solutions of nonlocal parabolic equations II. J.
Differential Equations, 256(1):130–156, 2014.
[9] He´ctor Chang-Lara and Gonzalo Da´vila. Ho¨lder estimates for non-local parabolic equations with critical
drift. Journal of Differential Equations, 260(5):4237 – 4284, 2016.
[10] He´ctor Chang-Lara and D. Kriventsov. Further Time Regularity for Fully Non-Linear Parabolic Equa-
tions. Mathematical Research Letters (accepted), 2015.
[11] H. Dong and S. Kim. Partial Schauder estimates for second-order elliptic and parabolic equations: a
revisit. ArXiv e-prints, February 2015.
[12] B. Dyda and M. Kassmann. Regularity estimates for elliptic nonlocal operators. ArXiv e-prints, Sep-
tember 2015.
[13] David Gilbarg and Neil S Trudinger. Elliptic partial differential equations of second order, volume 224.
Springer Science & Business Media, 2001.
[14] Tianling Jin and Jingang Xiong. Schauder estimates for nonlocal fully nonlinear equations. Annales de
l’Institut Henri Poincare (C) Non Linear Analysis, pages –, 2015.
[15] Tianling Jin and Jingang Xiong. Schauder estimates for solutions of linear parabolic integro-differential
equations. Discrete and Continuous Dynamical Systems, 35(12):5977–5998, 2015.
[16] M. Kassmann and A. Mimica. Intrinsic scaling properties for nonlocal operators II. ArXiv e-prints,
December 2014.
[17] S. Kim, Y.-C. Kim, and K.-A. Lee. Regularity for fully nonlinear integro-differential operators with
regularly varying kernels. ArXiv e-prints, May 2014.
[18] Dennis Kriventsov. C1,α interior regularity for nonlinear nonlocal elliptic equations with rough kernels.
Comm. Partial Differential Equations, 38(12):2081–2106, 2013.
[19] Chenchen Mou and Andrzej S´wi
‘
ech. Uniqueness of viscosity solutions for a class of integro-differential
equations. NoDEA Nonlinear Differential Equations Appl., 22(6):1851–1882, 2015.
FURTHER TIME REGULARITY FOR NON-LOCAL, FULLY NON-LINEAR PARABOLIC EQUATIONS25
[20] R. W. Schwab and L. Silvestre. Regularity for parabolic integro-differential equations with very irregular
kernels. ArXiv e-prints, December 2014.
[21] Joaquim Serra. Cσ+α regularity for concave nonlocal fully nonlinear elliptic equations with rough kernels.
Calc. Var. Partial Differential Equations, 54(4):3571–3601, 2015.
[22] Joaquim Serra. Regularity for fully nonlinear nonlocal parabolic equations with rough kernels. Calc.
Var. Partial Differential Equations, 54(1):615–629, 2015.
[23] Luis Silvestre. On the differentiability of the solution to the Hamilton-Jacobi equation with critical
fractional diffusion. Adv. Math., 226(2):2020–2039, 2011.
Department of Mathematics, Columbia University, New York, NY 10027
E-mail address : changlara@math.columbia.edu
Department of Mathematics, Courant Institute of Mathematical Sciences, New York
University, New York, NY 10012
E-mail address : dennisk@cims.nyu.edu
