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ABSTRACT
Interpretation of exact results on the low-energy limit of 4d N = 2 SUSY YM in the
language of 1d integrability theory is reviewed. The case of elliptic Calogero system,
associated with the flow between N = 4 and N = 2 SUSY in 4d, is considered in some
detail.
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1
1 Generalities
One of the newly emerging paradigmas of modern quantum theory is identification of exact effective
actions (EA) and (generalized) integrable systems [1].1 The motivation for this comes from the large
reparametrization symmetry peculiar to EA, and is rather general. However, until recently too few
examples were known of exactly evaluated EA, and most of evidence to confirm this view was
emerging from the study of matrix models, which are at best 1 + 1-dimensional quantum theories.
Recently, in a brilliant breakthrough, N.Seiberg and E.Witten [2, 3] evaluated exact low-energy
effective actions in certain (N = 2 SUSY YM + matter) 3 + 1 dimensional theories. With no
surprise, it was demonstrated in [4] that the answers from [2, 3] possess natural interpretation in
terms of integrable systems.
What is impressive, in this particular context just the old-known types of integrable systems,
associated with finite-dimensional Lie algebras (rather than with affine and multi-loop ones) ap-
peared relevant. It was suggested in [4] that the reason for this can be the pecularity of low-energy
effective actions, which are obtained from generic EA by specific Bogolubov-Whitham averaging
procedure, invloving a limit normalization pointall non−vanishing masses −→ 0. As usual, after a limit is taken, different
original models can get into the same universality class and, presumably, a large variety of such
classes is represented by Whitham theories on spectral surfaces of complex dimension one.
It deserves mentioning that so far the theory of effective actions, as well as of their low-energy
limits, was never addressed in a general context,- apart from the study of particular models. There-
fore one should hardly be surprised that the usual intuition does not help here, and some strangely-
looking phenomena occur (like emergency of Riemann surfaces in the study of dynamics of 4d
theories). This subject deserves more attention and hopefully dynamical mechanisms responsible
for the Seiberg-Witten prescriptions will once be brought to light in these investigations.
The purpose of this paper is to review the existing evidence for identification of the Seiberg-
Witten description with the data from integrability theory on the lines of [4] and numerous subse-
quent papers [5, 6, 7, 8, 9, 10, 11].
1 (Wilsonian) effective action is a functional of background fields and coupling constants. From the point of view
of integrable systems (defined in terms of representation cathegories of Lie groups) these are identified as ”moduli”
and ”time”-variables respectively, while EA is appropriate τ -function. It is classical integrability that plays role
here. ”Quantum integrability” in such context is considered as an example of the ”classical” one, associated with
quantum groups. It is actually be important for description of generic (not just low-energy) effective actions, when
background fields (moduli) - and thus EA themselves - are operator-valued and subjected for further averaging over
”slow” quantum fluctuations.
2
2 4d Physics
According to [2, 3] the low-energy description of any model of 4d N = 2 SUSY YM + matter theory
with the gauge group G is encoded in the following data:
1) Riemann surface (complex curve) CG(hk|τ);
2) Integrals SC =
∮
C
dS along non-contractable contours (1-cycles) on this surface.
This data is enough to reconstruct exact low-energy effective action. The whole pattern depends
on the moduli, hk, k = 1 . . . rG (if there are no matter supermultiplets, otherwise their masses should
also be included), which are interpreted as vacuum expectation values (v.e.v.) hk =
1
k 〈TrΦ
k〉 of
the scalar component Φ of N = 2 gauge supermultiplet. Parameter τ is the ultraviolet (UV) bare
complex coupling constant τ = 4πie2 +
θ
2π , which has direct physical meaning if the theory is UV
finite. As soon as the gauge group is simple, there is only one gauge coupling constant τ in the UV.
The simplest example of an UV finite 4d theory - on which we concentrate in what follows -
is the N = 2 gauge theory with a matter hypermultiplet with mass m in adjoint of the gauge
group, which in the UV possesses N = 4 supersymmetry and becomes conformally invariant. In
the infrared (IR) limit the gauge group G is generically broken by the v.e.v.’s 〈Φ〉 down to U(1)rG .
What survives are the rG light abelian gauge supermultiplets belonging to Cartan part of original
supermultiplet in the adjoint of G. Their scalar components parametrize the flat valleys, and the
corresponding background fields are refered to as ak.
Exact effective action of this low-energy abelian theory is fully described by the ”prepotential”
(N = 2 superpotential) F(ak), which of course depends non-trivially also on hk and τ . One
usualy introduces in addition to ak the ”dual” variables a
D
k ≡
∂F
∂ak
and effective abelian charges
Tij =
∂aDi
∂aj
= ∂
2F
∂ai∂aj
. Moreover, whenever m 6= 0, at low energies a dynamical transmutation takes
place and τ is substituted by the massive parameter2
Λb1QCD = lim
τ→i∞
m→∞
mb1e2πiτ (2.1)
2 b1 stands for the first (and unique in the case of a SUSY YM under consideration) coefficient of (Wilsonian)
β-function, which in the N = 2 theory is known to be equal to twice the dual Coxeter number of G: b1 = 2h∨G.
One can make use of conformal invariance to set m = 1, then the flow from N = 4 to N = 2 (i.e. from m = 0 to
m =∞) is described as that to τ → +i∞. According to [3] the moduli hk can be different in the UV (in the N = 4
theory above m) and in the IR (in the N = 2 one below m). This is obvious, once the moduli space in the IR has
singularities at ΛQCD-dependent points, with ΛQCD which itself depends on τ according to (2.1). The τ -dependent
difference between hN=4
k
and hN=2
k
is nicely described in the framework of integrability theory, see s.4.4 below.
3
If the set of matter multiplets in the N = 2 SUSY theory is not adjusted to make it UV finite, then
ΛQCD enters description of C(hk|ΛQCD) instead of τ .
Since both background fields ak and the v.e.v.’s hk are some coordinates along the valleys, they
are related. Relation is non-trivial, because matrix elements (of which v.e.v. is an example) depends
non-trivially on background fields. The main claim of [2, 3] is that this relation can be described
by the formulas
ai = SAi =
∮
Ai
dS, aDi = SBi =
∮
Bi
dS,
where Ai and Bi are conjugate A and B-cycles on the curve C.3 What is not quite usual, in
these theories the background fields ai, a
D
i are directly measurable. According to [17] they enter
expression for the central charge of the N = 2 superalgebra (central charges, as all the other
Schwinger terms, are normally operator-valued beyond two dimensions), Z =
∑
i(niai + n
D
i a
D
i ),
which defines the masses of BPS-saturated states in the small representations of superalgebra:
MC = 2|Z|C = 2|
∮
C
dS|, with C =
∑
i(niAi + n
D
i Bi).
3 Integrability theory
According to [4]-[11] the picture, as described in the previous section, has exact counterpart in the
theory of integrable systems [18, 19, 20]. On this side, instead of fixing a model of N = 2 SUSY
YM + matter, one inputs some integrable system. It is represented by the Lax operator L(z|τ),
which depends on the complex ”spectral parameter” z - a coordinate on a complex ”bare spectral
curve” , which is either a punctured Riemann sphere S2 or torus (elliptic curve) E(τ). Then:
1) The entire spectral curve C(hk|τ) is described4 as a ramified covering over E(τ):
det (L(z)− t) = 0. (3.2)
3In the ”4d physical” context the possibility to represent explicitly (the cohomology class of) dS depends largely
on the adequate parametrization of the family C(hk). For many of the N = 2 theories this was achieved in refs.[12,
13, 16, 14, 15] and nicely summarized in [5]. Sometime the number of A and B cycles on C exceeds 2rG, however
with the proper dS all the extra integrals vanish due to the symmetries of the problem. Of course the adequate
description arises automatically in the context of integrability theory: see [4, 5, 8, 10] and section 4 below.
4 Let us remind that the main idea of algebro-geometrical approach to integrable equations [19] is to interpret
the obvious ”time”-invariance of eq.(3.2) (which follows immediately from the Lax equation, ∂L
∂tα
= [L,Aα], Aα =
R(∆α−1A)) as invariance of the (moduli of the) spectral curve C: moduli are integrals of motion. Clearly this
statement (formulated as invariance of entire exact spectral surface of a theory under Hamiltonian flows) is not
restricted to the field of conventional integrable systems (of KP/Toda family). Note that the curve, as defined in
(3.2) depends also on representation R of G (since L belongs to some R, not obligatory irreducible); in what follows
we assume that G labels the pair (Lie group, its representation).
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2) The SC -variables are given by
SC =
∮
C
tω. (3.3)
In this picture hk (which were averages
1
k 〈TrΦ
k〉 in 4d) are the values of Hamiltonians (integrals
of motion) of the integrable system. SC are its action integrals,
∂SC
∂hk
being the (complex) periods of
motion along the closed trajectories. Finally, ω(z) is canonical holomorphic 1-differential on E(τ)
(”canonical” means that
∮
A
ω = 1, then
∮
B
ω = τ). As τ → i∞, E(τ) degenerates into Riemann
sphere S2(2) with two punctures (conventionally placed at 0 and ∞), while ω acquires first-order
poles at punctures with the residues
∮
±A
ω = ±1, i.e. ω → 12πi
dz
z , and eq.(3.3) turns into
SC
τ→i∞
−→
1
2πi
∮
C
td log z. (3.4)
It is a certain τ -dependent combination of the Hamiltonians hk (h
N=4
k ), that has a smooth limit
(to be identified as hN=2k ) as τ → i∞.
According to [4] the ”time”-flows of integrable theory should be interpreted as renormalization
flows (dependence on the bare UV couplings) in original ”target-space” (4d) model. The ”time”--
independence of the Hamiltonians, ∂hk∂tα = 0, is then nothing but renorminvariance of physicaly
sensible v.e.v. hk. Their (hk) dependence on the low-energy effective coupling constants (which
is of course non-trivial) is then described in terms of effective low-energy Witham dynamics [21],
deducible from dynamics of original integrable system. In certain sense the Whitham procedure can
be considered as quantization of original (integrable) system around non-trivial background solu-
tions (sometime the whole approach is called non-linear WKB). Such view is usefull for establishing
connections to quantum groups and Langlands duality.
After the Whitham ”slow” time-variables Tα are introduced, the prepotential F(ai, Tα) is iden-
tified as a ”quasiclassical τ -function”, familiar to many from the studies of topological field theories
[22, 23, 24] and matrix models [25]. F is quadratic function of ai and Tα, with coefficients made
from the moduli hk. However, hk are themselves depending on ai and Tα, what makes F a highly
non-trivial function. Still, as any quasiclassical τ -function, it is homogeneous of degree 2 (though
not just quadratic), (
rG∑
i=1
ai
∂
∂ai
+
∞∑
α=0
Tα
∂
∂Tα
)
F = 2F .
Within the logic of [4] this condition is nothing but immediate corollary of scale invariance (a part
of renorminvariance) of the v.e.v. hk,(
rG∑
i=1
ai
∂
∂ai
+
∞∑
α=0
Tα
∂
∂Tα
)
hk = 0.
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Of course, F is not homogeneous as a function of ai’s alone, because the coupling constants, not
only background fields, are scale-dependent (whenever some β-functions are non-vanishing) - see
[6],[7] and [26] for detailed discussion of this point (for relation to a more sophisticated subject of
Picard equations on the moduli space of spectral curves see [27]). The theory of prepotential and
quasiclassical τ -functions is a separate big issue (relevant far beyond N = 2 SUSY YM) and will
be discussed elsewhere. See [6] for a nice introduction and some references.
4 Examples
In the remaining part of these notes we demonstrate a little more explicitly how eqs.(3.2) and
(3.3) for Calogero family of integrable systems can be used to reproduce the description of refs.[3]
and [8] of the N = 4 −→ N = 2 flow. This can be helpfull to complement the presentation of
refs.[4, 5, 8, 9, 10]. 5
4.1 Free particles (classical module space)
Let us begin from the case when integrable system is just that of free particles. This example
will be also used to fix the notation. Degrees of freedom are coordinates ~q = {qi} and momenta
~p = {pi}. The bare spectral surface (where the spectral parameter z originally takes values) is
Riemann sphere S2(2). In order to write down the Lax operator, let us denote the generators of G,
associated with Cartan subalgebra and with the roots ±~α through ~H and E±~α respectively. The
”affine root” will be denoted ~α0.
The Lax operator (familiar for many from the Drinfeld-Sokolov construction) is
Lfree(z) = ~p ~H +
∑
simple ~α>~0
E~α + zE~α0 .
5 Some of the explicit formulas below are given only for the fundamental representation of GL(N), generalization to
other cases is always straightforward. According to [5], the adequate description of 4d gauge theory with non-simply
laced gauge group G is in terms of integrable system, associated with the dual group G∨.
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In the fundamental representation of GL(n)
L
f
free(z) =


p1 1 0 0 0
0 p2 1 0 0
0 0 p3 . . . 0 0
. . .
0 0 0 pn−1 1
z 0 0 0 pn


The Hamiltonians (integrals of motion) are
hk = h
(0)
k ≡
1
k
n∑
i=1
pki . (4.5)
The full spectral curve Cfree(hk) is given by (3.2):
Cfree(hk) : det (t− Lfree(z)) = 0,
or, for the fundamental representation of GL(n),
n∏
i=1
(t− pi) = z.
In other words, pi are coordinates on the ”classical module space” in the terminology of [2, 3].
Now we spend a paragraph for a play with notation. Let us denote
PˆG(t|h) ≡ det
(
1− t−1Lfree
)∣∣
z=0
.
Since in 4d picture hk =
1
k 〈TrΦ
k〉, this can be also defined as
PˆG(t|h) = 〈det(1 − t
−1Φ)〉.
PˆG is obviously a polynomial in t
−1,
PˆG(t|h) =
∑
k
sGk (h)t
−k,
its coefficients being Schur polinomials of h’s. In the case of fundamental representation of GL(n) -
which we use in all the illustrative examples - it is more convenient to deal with Pn(t) = t
nPˆ (t) =
det (t− Lfree)|z=0 = 〈det(t− Φ)〉. Thus
Pn(t|h) =
n∑
k=0
s
f
k(h)t
n−k, (4.6)
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where the fundamental Schur polinomials are defined by e(−
∑
∞
k=0
hkt
−k) =
∑
k=0 s
f
k(h)t
−k. (Note,
that while hk 6= 0 even for k > n they depend algebraically on the first n ones, h1, . . . , hn. For
such set of {hk}, all the Schur polinomials s
f
k>n(h) = 0. Their other characteristic property is
∂sf
k
(h)
∂hl
= sfk−l(h).)
In the new notation, the curve Cfree(h) for the case of GL(n) becomes
Cfree(hk) : Pn(t|h) = z, (4.7)
with Pn given by (4.6). For generic integrable systems, there is no such spliting between t and z
variables: instead one can express eq.(3.2) through a more sophisticated t-polinomial
Pn(t|z|h) =
n∑
k=0
s
f
k(h)Tn−k(t|z), (4.8)
where Tk(t|z) are still k-th order polinomials in t, but not just tk − zδkn as in (4.7): they depend
non-trivially on the spectral parameter z.6
To complete our discussion of the free particle model, let us mention that since 12πi td log z =∑n
i=1
t
t−pi
dt
2πi , the integrals SC are just linear combinations of pi. Since one does not expect any
quantum corrections, this is a right answer: ai just coincide with the moduli pi. This is also in
agreement with the quasiclassical interpretation of (3.3): for a free particle the normalized action
integral along a closed trajectory of the length l is S = 1l
∮
pdq = 1l
∮
pq˙dt = p
2T
ml , while the period
is T = lq˙ =
lm
p , so that S = p.
4.2 Toda-chain system (quantum module space in the absence of matter)
The bare spectral curve for this model is still S2(2), and the Toda-chain Lax operator, associated
with the algebra G is given by [18]:
LTC = ~p ~H +
∑
simple ~α>~0
(
E~α + e
~α~qE−~α
)
+ zE~α0 +
1
z
e~α0~qE−~α0 . (4.9)
In the fundamental representation of GL(n) the roots are represented as matrices Eij with
non-vanishing entries at the crossing of i-th row and j-th column. For positive roots i < j (upper
tringular matrices), for negative roots i > j. Diagonal matrices represent Cartan elements. The
6 Examples of this phenomenon below will include rational and elliptic Calogero systems, for which the bare
spectral curve is S2
(1)
and E(τ) respectively. Naturally, in the latter case the polinomials of Donagi and Witten [8]
are reproduced (or rather linear combinations of those, which we believe are more appropriate, see s.4.3.2 below).
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simple positive/negative roots belong to the first upper/lower subdiagonal, the affine roots ±~α0 are
located at the left lower/ right upper corner respectively. Thus
L
f
TC(z) =


p1 1 0 0
1
z e
q1−qn
eq2−q1 p2 1 0 0
0 eq3−q2 p3 . . . 0 0
. . .
0 0 0 pn−1 1
z 0 0 eqn−qn−1 pn


As soon as z−1 6= 0, the system is periodic Toda chain, i.e. one can write qn+1 ≡ q1. The first
Hamiltonians (integrals of motion) are
h1 =
n∑
i=1
pi,
h2 =
n∑
i=1
(
1
2
p2i + e
qi+1−qi
)
= h
(0)
2 +
n∑
i=1
eqi+1−qi ,
. . .
(4.10)
If one consdiers SL(n) group instead of GL(n), the first Hamiltonian h1 = 0. Looking at the second
Hamiltonian one easily recognizes the simplest equation of motion for the Toda chain:
∂2qi
∂t22
= eqi+1−qi − eqi−qi−1 .
It is now an easy calculation to find the curve CTC(hk) from eq.(3.2):
0 = det
(
t− LfTC(z)
)
=
= tn − tn−1
(
n∑
i=1
pi
)
+ tn−2

 n∑
i<j
pipj −
n∑
i=1
eqi+1−qi

+ . . .− z − 1
z
=
= tn − h1t
n−1 +
(
h21
2
− h2
)
tn−2 + . . .− z −
1
z
=
= Pn(t|h)−
(
z +
1
z
)
,
(4.11)
where Pn(t|h) is just the polinomial (4.6) from the previous section. There are only two differences
from the free-particle case: First, the coefficients of this Pn(t) are now Schur polinomials of Toda-
chain Hamiltonians hk, not just of the free ones h
(0)
k - but this has no effect on the shape of the
curve C. Second - and this is the only trace of the switch from one integrable system to another -
is that instead of (4.7) we now get
CTC(h) : Pn(t|h) = z +
1
z
(4.12)
9
with just the same polinomial Pn(t|h).
A few comments are in order before we end this section. By a change of variables z − 1z = Y ,
eq.(4.12) can be transformed to the form
Y 2 − (Pn(t|h))
2
=
1
4
,
which was suggested for description of the quantum module space for the N = 2 gauge theory
without matter in refs.[12, 13, 16]. Since now z = 12 (Y + Pn(t|h)), the integrals
2πiSC =
∮
C
td log z =
∮
C
td log(Y + Pn(t|h)),
in agreement with [12, 13, 16].
In the simplest case of G = SL(2), an obvious substitution z = −eiϕ describes CTC as t2− h2+
2 cosϕ = 0, and
2πSC =
∮
C
tdϕ =
∮
C
√
h2 − 2 cosϕ dϕ,
where the two integrals with C = A and C = B are over allowed and forbidden zones of classical
motion in the sine-Gordon potential. This expression is the most straightforward illustration for
the quasiclassical nature of (3.3), if considered from the point of view of integrability theory (while
for 4d physics this is a low-energy Bogolubov-Whitham limit).
Eq.(4.12) can be also represented as a system
z+ + z− = Pn(t|h),
z+z− = 1
(4.13)
The spectral curve CTC is obtained by factorization w.r.to Z2 transformation z+ ↔ z−. The singular
(orbifold) points z+ = ±1 are exactly the two punctures of the bare spectral surface S2(2). These
orbifold points are blowed up in transition to E(τ) and C(hk|τ)
4.3 Calogero system
4.3.1 Elliptic Calogero (quantum moduli space in the UV-finite case)
Expression (4.9) for the Toda-chain Lax operator looks a little artificial from the algebraic point of
view, because it gives a special role to the simple roots. Clearly, its ”more symmetric” counterpart
exists, and is known as Calogero system [18] (its full name would be the Sutherland-Calogero--
Moser-Olshanetsky- Perelomov-Ruijsenaars system). The Lax operator is
L(z) = ~p ~H +
∑
~α
F (~q~α|z)E~α, (4.14)
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where the sum goes over all (positive and negative) roots of G. Generically the bare spectral curve is
elliptic, E(τ), and the function F (q|z) is certain elliptic function of z (it actually is not quite a double
periodic function, but belongs to a linear bundle over E(τ)). Its explicit appearence depends on
parametrization of E(τ): in varience with the Riemann sphere, elliptic curve has at least two widely
useful parametrizations, to be refered to as ”flat” and ”elliptic”. In the flat parametrization E(τ) is
represented as a parallelogrammwith the sides 1 and τ , and we denote the spectral parameter in this
parametrization through ξ (leaving notation z for parameter on S2, which arises in degenerations
of E(τ)). Elliptic parametrization represents the same E(τ) as a double covering over Riemann
sphere, y2 = (x − e1(τ))(x − e2(τ))(x − e3(τ)).
Peculiar for the flat parametrization is a family of Weierstrass elliptic functions, which can be all
constructed from theta-functions and represented as infinite sums or products. The double periodic
Weierstrass function per se,
℘(ξ) =
1
ξ2
+
∑
−∞<N,M<∞
N2+M2 6=0
(
1
(ξ +Nw1 +Mw2)2
−
1
(Nw1 +Mw2)2
)
, τ =
w2
w1
,
is even and has double pole at ξ = 0. We also need its integrals, ζ(ξ) and σ(ξ): ℘(ξ) = − dζ(ξ)dξ =
− d
2 log σ(ξ)
dξ2 . They are not double periodic (but acquire non-trivial phase factors under the shifts
ξ → ξ+wl, l = 1, 2), both are odd, ζ has simple pole, and σ - simple zero at ξ = 0. Further details
can be found in any textbook on elliptic functions [28].
Generic Calogero function F (q|ξ) is expressed through ζ and σ [18]:
F (q|ξ) = g
σ(q − ξ)
σ(q)σ(ξ)
eqζ(ξ), (4.15)
It is double periodic in ξ, but not in q. Instead
F (q ± wl|ξ) = F (q|ξ)e
±(wlζ(ξ)−ζ(wl)ξ).
Since exponential factor is independent of q, this transformation rule immediately implies that any
product of the form
Fi1i2Fi2i3 . . . Fiki1 ,
with Fij ≡ F (qij |ξ), qij = qi − qj is double periodic in all the qi’s and ξ. In particular,
F (q|ξ)F (−q|ξ) = g2(℘(ξ) − ℘(q)). (4.16)
Further simplifications arise after symmetrization over indices i1, . . . , ir. Introduce for i1 < i2 <
. . . < ir
(SrF )i1...ir ≡
1
r
∑
all permutations of
i1...ir
Fi1i2Fi2i3 . . . Fiki1 . (4.17)
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Every item in the sum has two simple poles in every argument qis (so that (S
rF ) could have
simple poles whenever qis = qis′ ). It is, however, easy to check that the residue at the pole cancels
completely between different items in the sum (4.17) as r > 2. Thus, as a function of any qis our
(SrF ) has no singularities - therefore it does not depend on any of qis ’s at all. This means that the
indices i1 . . . ir can be also omited at the l.h.s. of (4.17), and (S
rF )i1...ir = (S
rF )(ξ) is a function
of ξ only. This function can be easily evaluated (for example, by evaluating the sum on the r.h.s.
of (4.17) at some special values of qis , like qk = kξ):
(SrF )(ξ) = (−g)r
(
d
dξ
)r−2
℘(ξ), r > 2. (4.18)
(Asymptotical behaviour, (SrF )(ξ) = (r−1)!ξr (1 + o(ξ)) is very simple to reproduce in the rational
limit of Calogero system, see s.4.3.3 below.)
We now return to Calogero system and restrict to our usual example of fundamental represen-
tation of GL(n). The first Hamiltonians of Calogero system are:
h1 =
n∑
i=1
pi,
h2 =
1
2
n∑
i=1
p2i − g
2
∑
i<j
℘(qi − qj |ξ) = h
(0)
2 − g
2
∑
i<j
℘(qij |ξ),
h3 = h
(0)
3 − g
2
∑
i6=j
pi℘(qij |ξ), . . .
(4.19)
(see (4.5) for the definition of h
(0)
k ). The Lax operator
L(ξ) =


p1 F12 F13 F1n
F21 p2 F23 . . . F2n
. . .
Fn1 Fn2 Fn3 pn


(Note that there is no special role assigned to the affine roots: they appear automatically in appro-
priate degeneration limit E(τ)→ S2(2), see s.4.4 below.) Eq.(3.3) is now:
C(hk|τ) : Pn(t|h|ξ) = 0, (4.20)
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with
Pn(t|h|ξ) ≡ det
(
t− Lf(ξ)
)
=
= tn − tn−1
n∑
i=1
pi + t
n−2
n∑
i<j
(pipj − FijFji) −
− tn−3
n∑
i<j<k
(pipjpk − piFjkFkj − pjFikFki − pkFijFji + FijFjkFki + FikFkjFji) +
+ . . .
(4.21)
The first few terms on the r.h.s. are easily evaluated with the help of (4.16) and explicit expressions
(4.19) for the first few hk. The first two are just t
n − h1tn−1 (of course h
(0)
1 = h1). Further:
The tn−2 term: ∑
i<j
pipj =
1
2


(
n∑
i=1
pi
)2
−
n∑
i=1
p2i

 = h21
2
− h
(0)
2 ;
−
∑
i<j
FijFji
(4.16)
= −
n(n− 1)
2
g2℘(ξ) + g2
∑
i<j
℘(qij).
Together, the last items of the two expressions combine into the full Hamiltonian −h2, and we get:(
h21
2
− h2 −
n(n− 1)
2
g2℘(ξ)
)
tn−2
The tn−3 term: ∑
i<j<k
pipjpk =
h31
6
− h1h
(0)
2 + h
(0)
3 ;
−
∑
i<j<k
(piFjkFkj + pjFikFki + pkFijFji) =
(4.16)
= −
n(n− 1)
2
g2℘(ξ)
(
n∑
i=1
pi
)
+ g2
∑
i<j<k
(pi℘(qjk) + pj℘(qik) + pk℘(qij) ) =
= −
n(n− 1)
2
g2℘(ξ)h1 + g
2
(
n∑
i=1
pi
)
∑
j<k
℘(qjk)

− g2∑
i6=j
pi℘(qij).
(4.22)
The two last terms serve to complement h
(0)
2 and h
(0)
3 till full h2 and h3. The remaining contribution
to the tn−3 term is just∑
i<j<k
(S3F )ijk
(4.18)
=
n(n− 1)(n− 2)
6
(S3F )(ξ) = −
n(n− 1)(n− 2)
6
g3℘′(ξ).
Bringing things together we obtain for (4.21):
P(t|h|ξ) = tn − h1t
n−1 +
(
h21
2
− h2 −
n(n− 1)
2
g2℘(ξ)
)
tn−2 +
+
(
h31
6
− h1h2 + h3 −
n(n− 1)
2
g2℘(ξ)h1 −
n(n− 1)(n− 2)
6
g3℘′(ξ)
)
tn−3 − . . .
(4.23)
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It is reasonable to rearrange this sum, collecting terms with the same h-dependence (and thus in a
sense separate h- and τ dependencies - the latter one entering through Weierstrass functions):
Pn(t|h|ξ) =
∑
k=0
s
f
k(h)Tn−k(t|ξ) =
= Tn(t|ξ)− h1Tn−1(t|ξ) +
(
h21
2
− h2
)
Tn−2(t|ξ)−
(
h31
6
− h1h2 + h3
)
Tn−3(t|ξ) + . . .
(4.24)
The new h-independent t-polinomials here are:
Tn(t|ξ) = t
n −
n(n− 1)
2
g2℘(ξ)tn−2 +
n(n− 1)(n− 2)
6
g3℘′(ξ)tn−3 − . . .
Our next task is to derive a generic formula for Tn.
The coefficient of tn−ℓ in Tn comes from evaluation of the minor of the Lax operator at pi = 0,
Mℓ =


0 F12 F13 F1ℓ
F21 0 F23 . . . F2ℓ
. . .
Fℓ1 Fℓ2 Fℓ3 0


Mℓ is obviously an algebraic combination of (SrF ):
M2 = −(S
2F )12, M3 = +(S
3F )123,
M4 = (S
2F )12(S
2F )34 + (S
2F )13(S
2F )24 + (S
2F )14(S
2F )23 − (S
4F )1234, . . .
The q-dependent part of Mℓ is always absorbed into the Hamiltonians hk and does not contribute
to the coefficients of h-independent Tn. Thus in the study of Tn we can neglect q-dependent
contributions to Mℓ and substitute Mℓ({q}; ξ) → Mˆℓ(ξ). According to (4.18) the only source of
q-dependence is (S2F ), thus for our purposes it is enough to drop the second item at the r.h.s.
of (4.16), i.e. just use the same expression (4.18) for r = 2. After this the matrix indices can be
neglected, and we face a pure combinatorial problem of decomposing an integer ℓ into a sum of
different integers rs, every rs coming with multiplicity ms. Thus
Mˆℓ = (−)
ℓ
∑
2≤r1<r2<...
ms>0∑
s
msrs=ℓ
ℓ!∏
sms!(rs!)
ms
∏
s
(−SrsF )ms .
It remains to include the factor n!ℓ!(n−ℓ)! for the number of minors like Mℓ in the n× n matrix, and
substitute (SrF ) from (4.18) in order to obtain:
t−nTn(t|ξ) = 1 +
+
∑
2≤r1<r2<...
ms>0
n!
(n−
∑
smsrs)!
∏
s
(−)ms
ms!(rs!)ms
(
−
g
t
)∑
s
msrs∏
s
(
∂rs−2ξ ℘(ξ)
)ms (4.25)
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Obviously, ∂Tn∂t = nTn−1 - what makes Tn(t) somewhat similar to Schur polinomials.
Equations (4.20), (4.24) and (4.25) provide a complete description of the full spectral curve
C(hk|τ), induced by the flat parametrization of the bare spectral curve E(τ). It should be supple-
mented by eq.(3.3) for the action integrals. Since in the flat parametrization ω = 1w1 dξ,
SC =
1
w1
∮
C
tdξ.
One can easily convert to elliptic parametrization of E(τ), when instead of ξ one uses x, y:
y2 =
∏3
a=1 (x− ea(τ)). It is enough to recall that
(℘′)2(ξ) = 4℘3(ξ)− g2(τ)℘(ξ) − g3(τ) = 4
3∏
a=1
(
℘(ξ)− e0a(τ)
)
where e01 + e
0
2 + e
0
3 = 0. Given ea(τ) in generic position, e
0
a = ea − s, s(τ) ≡
1
3
∑
a ea. Thus we
have identification:
x = ℘(ξ) + s(τ),
y =
1
2
℘′(ξ).
(4.26)
Higher derivatives of ℘-function are algebraic functions of ℘, ℘′, and thus of x, y and ea, for example:
℘′′(ξ) = 6℘2(ξ)−
g2
2
= 6(x− s)2 −
3∑
a=1
(e0a)
2 = 6x2 − 12xs+ 9s2 −
3∑
a=1
e2a,
℘′′′(ξ) = 12℘℘′(ξ) = 24(x− s)y,
. . .
(4.27)
Substituting these expressions into (4.25) one obtains Tn(t|x, y) and thus the equation for the
spectral curve C(hk|τ) in elliptic parametrization. Comparison with description of [3] (in the only
available case of SU(2)) identifies the Calogero coupling g with the mass of adjoint hypermultiplet:7
g2 =
m2
8
(
iw1
π
)2
. (4.28)
7 For this, the curve CSU(2)(h2|τ), defined by the pair of equations, T2 − h2T0 = t
2 − g2(x − s) − h2 = 0, and
y2 =
∏3
a=1
(x − ea), or just w2 ≡
(
yt
g
)2
=
(
x+ h2
g2
− s
)∏3
a=1
(x − ea), should be compared with the one from
[3], w2 =
∏3
a=1
(
x− 2eˆah2 −
1
4
eˆ2am
2
)
. The argument of [3] requires eˆa(τ) to have certain modular weight and
asymptotics eˆ1(τ = i∞) =
2
3
, thus they are actually eˆa =
(
w1
pi
)2
e0a =
(
w1
pi
)2
(ea− s). The two curves are equivalent
provided the double ratios coincide,
g−2h2 − s+ e1
g−2h2 − s+ e2
·
e3 − e2
e3 − e1
=
(e3 − e2)
(
2h2 + (e02 + e
0
3)
m2
4
(
w1
pi
)2)
(e3 − e1)
(
2h2 + (e01 + e
0
3)
m2
4
(
w1
pi
)2) ,
i.e. h2 − g2(s− e1,2) = h2 +
m2
8
(
w1
pi
)2
(e02,1 + e
0
3) = h2 +
m2
8
(
w1
pi
)2
(s− e1,2), or g =
m
2
√
2
iw1
pi
. The h2 here is by
definition hN=42 .
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Finally, since ω = 1w1 dξ =
1
w1
d℘(ξ)
℘′(ξ) =
2
w1
dx
y ,
SC =
2
w1
∮
C
tdx
y
.
Note, that in elliptic parametrization w1 is not independent of ea(τ), and can not be put equal to
unity, what is always allowed in the flat parametrization. Instead, w1 = 2
∮
A
dx
y .
4.3.2 Appendix. Comparison with Donagi-Witten polinomials
Since there is no general formula for all the ∂k℘(ξ) in elliptic parametrization, one can just evaluate
every particulat Tn explicitly. For this we first need them in the flat parametrization. Allowed sets
{rm} for the first few n in (4.25) are:
n = 0 : ∅,
n = 1 : ∅,
n = 2 : {(21)},
n = 3 : {(21), (31)},
n = 4 : {(21), (31), (41), (22)},
n = 5 : {(21), (31), (41), (22), (51), (21, 31)},
. . .
(4.29)
Given this, we read from (4.25):
T0 = 1,
T1 = t,
T2 = t
2 − g2℘(ξ),
T3 = t
3 − 3g2℘(ξ)t+ g3℘′(ξ),
T4 = t
4 − 6g2℘(ξ)t2 + 4g3℘′(ξ)t− g4
(
℘′′(ξ)− 3℘2(ξ)
)
,
T5 = t
5 − 10g2℘(ξ)t3 + 10g3℘′(ξ)t2 − 5g4
(
℘′′(ξ)− 3℘2(ξ)
)
+ g5 (℘′′′(ξ)− 10℘℘′(ξ)) ,
. . .
(4.30)
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Next we omit g (rescale t→ gt and Tn → gnTn) and substitute (4.26) and (4.27):
T0 = 1,
T1 = t,
T2 = t
2 − x+ s
s=0
=⇒ t2 − x,
T3 = t
3 − 3xt+ 3st+ 2y
s=0
=⇒ t3 − 3xt+ 2y,
T4 = t
4 − 6xt2 + 6st2 + 8yt− 3x2 + 6sx− 6s2 + 3s2
s=0
=⇒ t4 − 6xt2 + 8yt− 3x2 + 3s2,
T5 = t
5 − 10xt3 + 10st3 + 20yt2 − 15x2t+ 30sxt− 30s2t+ 15s2t+ 4xy − 4sy
s=0
=⇒ t5 − 10xt3 + 20yt2 − 15x2t+ 15s2t+ 4xy,
. . .
(4.31)
Here s = s1(τ) ≡
1
3
∑3
a=1 ea, s2(τ) ≡
1
3
∑3
a=1 e
2
a.
These expressions can be now compared with Donagi-Witten polinomials [8]:
T DW0 = 1 = T0,
T DW1 = t = T1,
T DW2 = t
2 − x = T2 − sT0,
T DW3 = t
3 − 3xt+ 2y = T3 − 3sT1,
T DW4 = t
4 − 6xt2 + 8yt− 3x2 + 12sx = T4 − 6sT2 +
(
12s2 − 3s2
)
T0,
T DW5 = t
5 − 10xt3 + 20yt2 − 15x2t+
+60sxt− 4xy − 24sy = T5 − 10sT3 + 5
(
12s2 − 3s2
)
T1,
. . .
(4.32)
We see that Donagi-Witten polinomials are some linear combinations of Tn, however, the linear
transformation depends on τ and thus is not quite innocent. Moreover, this dependence does not
disappear even for the natural choice s = 13
∑
a ea(τ) = 0, since s2(τ) =
1
3s
2 − 16g2(τ) can not be
made vanishing by choice. Let us remind that Tn are defined in such a way that the equation for
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the curve is
C(hk|τ) :
∑
k
s
f
k(h)Tn−k = 0,
with τ -independent sfk(h) - i.e. the h-dependence is fully separated from τ -dependence. This
property will not be true for the basis of T DWn .
4.3.3 Appendix. Rational Calogero (cusp singularity on the bare spectral curve)
It is instructive to consider the simple ”rational” limit of Calogero system, obtained when both
periods of E(τ) become large: w1, w2 −→∞. Then
F (q|ξ) −→
(
1
z
−
1
q
)
eq/z,
σ(ξ) −→ z, ζ(ξ) −→
1
z
, ℘(ξ) −→
1
z2
, ℘′(ξ) −→ −
2
z3
,
and the curve E(τ) degenerates into y2 = x3.
Remarkably, the polinomials Tn(t) remain non-trivial in this limit: since
∂rs−2℘(ξ) −→ (−)rs
(rs − 1)!
zrs
,
eq.(4.25) gives
t−nT ratn (t|z) = 1 +
∑
2≤r1<r2<...
ms>0
n!
(n−
∑
smsrs)!
∏
s
(−)ms
ms!(rs)ms
(
−
g
zt
)∑
s
msrs
(4.33)
e.g. T rat0 = 1, T
rat
1 = t, T
rat
2 = t
2 − g
2
z2 , T
rat
3 = t
3 − 3g
2t
z2 +
2g3
z3 , . . ..
This limit can be also used to illustrate the derivation of (4.16) and (4.18). Indeed, it is just
straightforward to check:
F rat12 F
rat
21 =
(
1
z
−
1
q12
)(
1
z
−
1
q21
)
=
1
z2
−
1
q212
- in accordance with (4.16). Further,
F rat12 F
rat
23 F
rat
31 =
(
1
z
−
1
q12
)(
1
z
−
1
q23
)(
1
z
−
1
q31
)
=
=
1
z3
−
1
z2
(
1
q12
+
1
q23
+
1
q31
)
−
1
q12q23q31
.
(4.34)
Note that the term with 1z vanishes. Because of this the symmetric combination
(S3F rat)123 ≡ F
rat
12 F
rat
23 F
rat
31 + F
rat
13 F
rat
32 F
rat
21 =
2
z3
←− −℘′(ξ),
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in accordance with (4.18). The idea of the general proof of (4.18) can be also illustrated with this ex-
ample. Consider the residue at pole q12 = 0. In case of F
rat
12 F
rat
23 F
rat
31 it is equal to − F
rat
23 F
rat
31 |1=2 =
−F rat23 F
rat
32 , while in the case of F
rat
13 F
rat
32 F
rat
21 it is rather + F
rat
13 F
rat
32 |1=2 = +F
rat
23 F
rat
32 . Thus this
pole disappears from (S3F ), as well as the other would be poles at q23 = 0 and q13 = 0. We
conclude that (S3F ) does not depend of q’s. The reasoning is just the same for all (SrF ), as r > 2
they all are q-independent, and their z-dependence is not difficult to work out:
(SrF rat)(z) =
(r − 1)!
zr
←−
(
−
d
dξ
)r−2
℘(ξ), for r > 2.
4.4 From elliptic Calogero (gauge N = 4) to Toda-chain (gauge N = 2
without matter)
Of more interest are asymmetric limits of Calogero system, when the ratio of periods τ = w2w1 → i∞
(see [29] and references therein). Since w1 is finite it is convenient to fix it, the natural choice being
w1 = −iπ (thus w2 = w1τ = −iπτ). Then
℘(ξ) =
(
π
w1
)2( ∑
−∞<M<∞
1
sin2 πw1 (ξ +Mw2)
− C(τ)
)
w1=−iπ=
=
∑
−∞<M<∞
1
sinh2(ξ +Mw2)
+ C(τ),
(4.35)
where
C(τ) =
1
3
+ 2
∑
M≥1
1
sin2 πw1Mw2
=
1
3
+ 2
∑
M≥1
1
sin2 πMτ
=
=
1
3

1− 24 ∑
M≥1
e2πiMτ
(1 − e2πiMτ )2

 .
(4.36)
If now τ → i∞ (w2 → +∞) and ξ is kept finite, there is only one term surviving in the sum: the
one with M = 0: ℘(ξ)→ (sinh ξ)−2. This gives trigonometric Calogero system with potential
V tri(q) = −g2
n∑
j<k
1
sinh2 qjk
.
Next, one can consider a scaling limit, when coupling constant g2 grows along with the growth
of |τ |: g = ig0eκw2 = ig0e−iκπτ . In order to keep V tri finite one should require that all Re qjk ≥
κw2 + O(1) (since (sinh q)
−2 = e−2q(1 +O(e−2q)). This condition can not be saturated for all the
pairs (j, k) at once, because qjl = qjk + qkl. The only option is to take
qjk = κw2(k − j) +
1
2
qˆjk for j < k (4.37)
19
(i.e. qj = −jκw2 +
1
2 qˆj with already finite qˆj). Then only terms with |j − k| = 1 will contribute to
V tri in the limit w2 → +∞:
V TC0 (qˆ) = lim
τ→i∞
V tri(q) = g20 lim
w2→+∞
∑
j<k
e2κw2
sinh2(κw2(k − j) +
1
2 qˆjk)
=
= g20
n−1∑
j=1
e−qˆj,j+1 = g20
n−1∑
j=1
eqˆj+1−qˆj .
(4.38)
This is the potential of the Toda-chain, but the chain is not closed: there is no term eqˆ1−qˆn in V TC0 .
There is, however, a loophole in the above reasoning: one should better make the substitution
(4.37) in the full Calogero potential, V ell(q) = −g2
∑
j<k ℘(qjk), not in its limit V
tri(q). Then the
finiteness of the potential implies that |κw2(k− j)+Mw2| ≥ |κw2| fro all 1 ≤ j < k ≤ n and all M .
This inequality is usually saturated only for M = 0, |j − k| = 1, but for the single specific value of
scaling index κ = 1n an extra opportunity arises: M = −1, k − j = n− 1, i.e. j = 1, k = n. This
provides the lacking term in the potential:
V TC(qˆ) = lim
τ→i∞
(
V ell(q) +
n(n− 1)
2
g2
(
π
iw1
)2
C(τ)
)∣∣∣∣∣ κ= 1n
w1=−iπ
= V TC0 (qˆ) + g
2
0e
qˆ1−qˆn . (4.39)
Thus the scaling limit exists, provided g ∼ e−iκπτ = e−
ipiτ
n . Together with the identification
(4.28) this implies that what is finite as τ → i∞ is the product g2n0 ∼ g
2ne2πiτ ∼ m2ne2πiτ - in
nice agreement with (2.1), since b1 = 2h
∨
SL(n) = 2n. Note that in order to take the limit in (4.39),
we had to add a q-independent piece, proportional to C(τ), to V ell (or, what is the same, to the
Hamiltonian hN=42 ). In other words, the scaling limit involves also redefinition of the moduli: h
N=4
k
are not just the same as hN=2k . As soon as the mass m is kept finite, there is a shift:
8
hN=22 = h
N=4
2 +
n(n− 1)
2
m2
8
C(τ),
hN=23 = h
N=4
2 + n(n− 1)
m2
8
C(τ),
. . .
(4.40)
8 Unfortunately, here we find some disagreement with [3]. In the case of SL(2) (n = 2) [3] suggests a formula for
hN=22 − h
N=4
2 (it is
1
2
(u− u˜) in notations of [3], eq.(16.25)) which differs from (4.40) by a substitution of C(τ) by
1
2
eˆ1(τ) =
1
2
(
w1
pi
)2
e01(τ) =
1
6
(θ400 + θ
4
01) =
1
3
(
θ400 −
1
2
θ410
)
=
1
3
(
1− 24
∑
M≥1
(−)M e2piiMτ
(1− e2piiMτ )2
)
= 2C(2τ) − C(τ).
Though very similar, this is not our C(τ) in (4.36). The reasoning of [3] at this particular point is somewhat obscure
for us: it is not clear, whether within that approach one can determine anything but the value of 1
2
e01(τ = +i∞) =
C(τ = +i∞). Note, that in varience with e01(τ), our C(τ) does not have nice modular properties.
20
5 Conclusion
To conclude, we reviewed the present stage of solid knowledge at the ”boundary of sciences”:
between supersymmetric confinement theory and integrability theory. Many interesting, but not
yet fully understood speculations, are not included. Moreover, we carefully avoided any discussion
of the ways, which led to discovery of Seiberg and Witten, in particular there was no mentioning of
S-duality. We did the same in the section, devoted to integrability theory. Our goal was to extract
the results of both approaches, and make it clear that they indeed coincide. The evidence for this
coincidence is striking, while its origin is obscure, and hopefully this should stimulate more people
to pay attention to the role of integrability (and other string theory implications) in the modern
understanding of non-linear quantum dynamics.
As to straightforward developements on the lines of the present paper, they include examination
of Hamiltonian flows, Whitham flows, their relation to (geometrical) quantization, the theory of
prepotentials and ”quasiclassical τ -functions” and - in somewhat orthogonal direction - general-
izations to affine algebras, which from the ”target space” perspective should take us from the 4d
SUSY field theories to superstrings. At even simpler level, we mention two kinds of issues, not yet
identified properly in the context of integrability theory: the N = 2 SUSY models with matter in
the fundamental (perhaps, also some gauge theories with softly broken N = 2 SUSY), and reinter-
pretation of the N = 4 −→ N = 2 flow in terms of Calabi-Yau manifolds [30]. There are many
folklor ideas about all these subjects, but we leave uncomplete results beyond the scope of these
notes.
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