Abstract. The main goal of this paper is to describe an architecture for solving large general hybrid Bayesian networks (BNs) with deterministic variables. In the presence of deterministic variables, we have to deal with non-existence of joint densities. We represent deterministic conditional distributions using Dirac delta functions. Using the properties of Dirac delta functions, we can deal with a large class of deterministic functions. The architecture we develop is an extension of the Shenoy-Shafer architecture for discrete BNs. We illustrate the architecture with some small illustrative examples.
Introduction
Bayesian networks (BNs) and influence diagrams (IDs) were invented in the mid 1980s (see e.g., [19, 9] ) to represent and reason with large multivariate discrete probability models and decision problems, respectively. Several efficient algorithms exist to compute exact marginals of posterior distributions for discrete BNs (see e.g., [13, 27] ), and to solve discrete influence diagrams exactly (see e.g., [18, 22, 24] ).
The state of the art exact algorithm for mixtures of Gaussians hybrid BNs is the Lauritzen-Jensen [14] algorithm. This requires the conditional distributions of continuous variables to be conditional linear Gaussians (CLG), and that discrete variables do not have continuous parents.
If a BN has discrete variables with continuous parents, Murphy [17] uses a variational approach to approximate the product of the potentials associated with a discrete variable and its parents with a CLG. Lerner [15] uses a numerical integration technique called Gaussian quadrature to approximate non-CLG distributions with CLG, and this same technique can be used to approximate the product of potentials associated with a discrete variable and its continuous parents. Murphy's and Lerner's approach is then embedded in the Lauritzen-Jensen [14] algorithm to solve the resulting mixtures of Gaussians BN. Shenoy [26] proposes approximating non-CLG distributions by mixtures of Gaussians using a nonlinear optimization technique, and using arc reversals to ensure discrete variables do not have continuous parents. The resulting mixture of Gaussians BN is then solved using Lauritzen-Jensen [14] algorithm.
Moral et al. [16] proposes approximating probability density functions (PDFs) by mixtures of truncated exponentials (MTE), which are easy to integrate in closed form. Since the family of MTE is closed under combination and marginalization, the Shenoy-Shafer [27] architecture can be used to solve the MTE BN. Cobb et al. [5] proposes using a non-linear optimization technique for finding MTE approximation for the many commonly used PDFs. Cobb and Shenoy [2, 3] extend this approach to BNs with linear and non-linear deterministic variables. In the latter case, they approximate non-linear deterministic functions by piecewise linear ones.
Shenoy and West [29] propose mixtures of polynomials (MOP) to approximate PDFs. Like MTE, MOP are easy to integrate, and are closed under combination and marginalization. Unlike MTE, they can be easily found using the Taylor series expansion of differentiable functions, and they are closed under a larger family of deterministic functions than MTE, which are closed only for linear functions.
For Bayesian decision problems, Kenley [11] (see also [23] ) describes the representation and solution of Gaussian IDs that include continuous chance variables with CLG distributions. Poland [20] extends Gaussian IDs to mixtures of Gaussians IDs. Thus, continuous chance variables can have any distributions, and these are approximated by mixtures of Gaussians. Cobb and Shenoy [4] extend MTE BNs to MTE IDs for the special case where all decision variables are discrete.
In this paper, we describe a generalization of the Shenoy-Shafer architecture for discrete BNs so that it applies to hybrid BNs with deterministic variables. The functions associated with deterministic variables do not have to be linear (as in the CLG case) or even invertible. We use Dirac delta functions to represent such functions and also for observations of continuous variables. We use mixed potentials to keep track of the nature of potentials (discrete and continuous). We define combination and marginalization of mixed potentials. Finally, we illustrate our architecture by solving some small examples that include non-linear, non-invertible deterministic variables.
An outline of the remainder of the paper is as follows. In Section 2, we describe our architecture for making inferences in hybrid BNs with deterministic variables. This is the main contribution of this paper. In Section 3, we solve three small examples to illustrate the architecture. In Section 4, we end with a summary and discussion.
The Extended Shenoy-Shafer Architecture
In this section, we describe the extended Shenoy-Shafer architecture for representing and solving hybrid BNs with deterministic variables. The architecture and notation is adapted from Cinicioglu and Shenoy [1] , and Cobb and Shenoy [2] .
Variables and States.
We are concerned with a finite set V of variables. Each variable X ∈ V is associated with a set Ω X of its possible states. If Ω X is a finite set or countably infinite, we say X is discrete, otherwise X is continuous. We will assume that the state space of continuous variables is the set of real numbers (or some subset of it), and that the state space of discrete variables is a set of symbols (not necessarily real numbers). If r ⊆ V, r ≠ ∅, then Ω r = ×{Ω X | X ∈ r}. If r = ∅, we will adopt the convention that Ω ∅ = {♦}. If r ∈ Ω r , s ∈ Ω s , and r∩s = ∅, then (r, s) ∈ Ω r∪s . Therefore, (r, ♦) = r.
Projection of States.
Suppose r ∈ Ω r , and suppose s ⊆ r. Then the projection of r to s, denoted by r ↓s , is the state of s obtained from r by dropping states of r \ s. Thus, (w, x, y, z) ↓{W, X} = (w, x), where w ∈ Ω W , and x ∈ Ω X . If s = r, then r ↓s = r. If s = ∅, then r ↓s = ♦.
In a BN, each variable has a conditional distribution function for each state of its parents. A conditional distribution function associated with a continuous variable is said to be deterministic if the variances (for each state of its parents) are zeros. For simplicity, henceforth, we will refer to continuous variables with non-deterministic conditionals as continuous, and continuous variables with deterministic conditionals as deterministic. In a BN, discrete variables are denoted by rectangular shaped nodes, continuous variables by oval shaped nodes, and deterministic variables by oval nodes with a double border.
Discrete Potentials. In a BN, the conditional probability functions associated with the variable are represented by functions called potentials. If A is discrete, it is associated with conditional probability mass functions, one for each state of its parents. The conditional probability mass functions are represented by functions called discrete potentials. Suppose r ⊆ V is such that it contains a discrete variable. A discrete potential α for r is a function α: Ω r → [0, 1]. The values of discrete potentials are probabilities. We will sometimes write the range of α as [0, 1](m) to denote that the values in [0, 1] are probability masses.
Although the domain of the function α is Ω r , for simplicity, we will refer to r as the domain of α. Thus, the domain of a potential representing the conditional probability function associated with some variable X in a BN is always the set {X}∪pa(X), where pa(X) denotes the set of parents of X in the BN graph.
Density Potentials. If Z is continuous, then it is associated with a density potential. Suppose r ⊆ V is such that it contains a continuous variable. A density potential ζ for r is a function ζ: Ω r → R + , where R + is the set of non-negative real numbers. The values of density potentials are probability densities. We will sometimes write the range of ζ as R + (d) to denote that the values in R + are densities.
Dirac Delta Functions
x ≠ 0, and ∫ δ(x) dx = 1. Whenever the limits of integration of an integral are not specified, the entire range (−∞, ∞) is to be understood. δ is not a proper function since the value of the function at 0 doesn't exist, i.e., δ(0) is not finite. It can be regarded as a limit of a certain sequence of functions (such as, e.g., the Gaussian density function with mean 0 and variance σ 2 in the limit as σ → 0). However, it can be used as if it were a proper function for practically all our purposes without getting incorrect results. It was first defined by Dirac [6] .
As defined above, the value δ(0) is undefined, i.e., δ(0) = ∞, when considered as density. We argue that we can interpret the value δ(0) as probability 1. Consider the normal PDF with mean 0 and variance σ 2 . Its moment generating function (MGF) is M(t) = e σ 2 t . In the limit as σ → 0, M(t) = 1. Now, M(t) = 1 is the MGF of the distribution X = 0 with probability 1. Therefore, we can interpret the value δ(0) as probability 1. This is strictly for interpretation only.
Some basic properties of the Dirac delta function are as follows [6, 7, 8, 10, 21, 12] .
is any function that is continuous in the neighborhood of a, then
has real (non-complex) zeros at a 1 , …, a n , and is differentiable at these points, and g′(
) dx. The function g does not have to be invertible.
A more extensive list of properties of the Dirac delta function that is relevant for uncertain reasoning is stated in [1] .
Dirac Potentials. Deterministic variables have conditional distributions containing functions. We will represent such functions by Dirac potentials. Suppose x = r∪s is a set of variables containing some discrete variables r and some continuous variables s.
We assume s ≠ ∅. A Dirac potential ξ for x is a function ξ:
is of the form Σ{p r,i δ(z − g r,i (s ↓(s\{Z}) )) | i = 1, …, n, and r ∈ Ω r }, where s ∈ Ω s , Z ∈ s is a continuous or deterministic variable, z ∈ Ω Z , δ(z − g r,i (s ↓(s\{Z}) )) are Dirac delta functions and p r,i are probabilities for all i = 1, …, n, and r ∈ Ω r , and n is a positive integer. Here, we are assuming that Z is a weighted sum of functions g r,i (s ↓(s\{Z}) ) of the other continuous variables in s, weighted by p r,i , and that the nature of the functions and weights may depend on r ∈ Ω r , and/or on some latent index i.
Suppose X is a deterministic variable with continuous parent Z, and suppose that the deterministic relationship is X = Z 2 . This conditional distribution is represented by the Dirac potential ξ(z, x) = δ(x − z 2 ) for {Z, X}. In this case, n = 1, and r = ∅.
A more general example of a Dirac potential for {Z, X} is ξ(z, x) = (½) δ(x − z) + (½) δ(x − 1). Here, X is a continuous variable with continuous parent Z. As argued before, we can interpret the value ξ(x, x) as ½(m), and the value ξ(1, x) as ½(m). All other values are equal to zero. The conditional distribution of X is as follows: X = Z with probability ½, and X = 1 with probability ½. Notice that X is not deterministic since the variances of its conditional distributions are not zeros.
Continuous Potentials. Both density and Dirac potentials are special instances of a broader class of potentials called continuous potentials. Suppose x ⊆ V is such that it contains a continuous or deterministic variable. Then a continuous potential ξ for x is a function ξ: Ω x → R + (d). For example, consider a continuous variable X with a mixed distribution: a probability of 0.5 at X = 1, and a probability density of 0.5 f, where f is a PDF. This mixed distribution can be represented by a continuous potential ξ for {X} as follows:
Consider the BN in Fig. 1 . A is discrete (with two states, a 1 and a 2 ), Z is continuous, and X is deterministic. Let α denote the discrete potential for {A}. Then α(a 1 ) = 0.5, α(a 2 ) = 0.5. Let ζ denote the density potential for {Z}. Then ζ(z) = f(z). Let ξ denote the Dirac potential for {A, Z, X}. Then ξ(a 1 , z, x) = δ(x − z), and ξ(a 2 , z, x) = δ(x − 1). Fig. 1 . A hybrid BN with a discrete, a continuous, and a deterministic variable Mixed Potentials. In reasoning with hybrid models, we need to define mixed potentials. A mixed potential has two parts, the first part is a discrete potential and the second part is a continuous potential. Formally, suppose α is a discrete potential for r. Then a mixed potential representation of α is μ 1 = (α, ι) for r, where ι denotes the identity potential for the empty set, ι(♦) = 1. Suppose ζ is a continuous potential for s. Then, a mixed potential representation of ζ is μ 2 = (ι, ζ) for s. Mixed potentials can have non-vacuous discrete and continuous parts. Thus μ 3 = (α, ζ) is a mixed potential for r∪s. Such a mixed potential would be the result of combining μ 1 and μ 2 , which we will define next. The main idea behind mixed potentials is to represent the nature (discrete or continuous) of potentials.
Combination of Potentials.
Suppose α is a discrete or continuous potential for some subset a of variables and β is a discrete or continuous potential for b. Then the combination of α and β, denoted by α⊗β, is the potential for a∪b obtained from α and β by pointwise multiplication, i.e.,
If α and β are both discrete potentials, then α⊗β is a discrete potential, and if α and β are both continuous potentials, then α⊗β is a continuous potential. The definition of combination in (2.1) is valid also if α is discrete and β is continuous and vice-versa, and will be used when we define marginalization of mixed potentials. However, the nature of the potential α⊗β when α is discrete and β is continuous (or vice-versa) will not arise in the combination operation since we will used mixed potentials to represent the potentials, and as we will see, combination of mixed potentials avoids such combinations.
The identity potential ι r for r has the property that given any potential ξ for s ⊇ r, ξ⊗ι r = ξ. If r = ∅, then we will let ι denote ι ∅ .
Combination of Mixed Potentials. Suppose μ 1 = (α 1 , ζ 1 ), and μ 2 = (α 2 , ζ 2 ) are two mixed potentials with discrete parts α 1 for r 1 and α 2 for r 2 , respectively, and continuous parts ζ 1 for s 1 and ζ 2 for s 2 , respectively. Then, the combination μ 1 ⊗μ 2 is a mixed potential for r 1 ∪s 1 ∪r 2 ∪s 2 given by
Since α 1 ⊗α 2 is a discrete potential and ζ 1 ⊗ζ 2 is a continuous potential, the definition of combination of mixed potentials in (2.2) is consistent with the definition of mixed potentials.
If μ 1 = (α, ι) represents the discrete potential α for r, and μ 2 = (ι, ζ) represents the continuous potential for s, then μ 1 ⊗μ 2 = (α, ζ) is a mixed potential for r∪s.
Since combination is pointwise multiplication, and multiplication is commutative, combination of potentials (discrete or continuous) is commutative (α⊗β = β⊗α) and associative ((α⊗β)⊗γ = α⊗(β⊗γ)). Since the combination of mixed potentials is defined in terms of combination of discrete and continuous potentials, each of which is commutative and associative, combination of mixed potentials is also commutative and associative.
Marginalization of Potentials.
The definition of marginalization depends on whether the variable being marginalized is discrete or continuous. We marginalize discrete variables by addition, and continuous variables by integration. Integration of potentials containing Dirac delta functions is done using the properties of Dirac delta functions. Also, after marginalization, the nature of a potential could change, e.g., from continuous to discrete (if the domain of the marginalized potential contains only discrete variables) and from discrete to continuous (if the domain of the marginalized potential contains only continuous variables). We will make this more precise when we define marginalization of mixed potentials.
Suppose α is a discrete or continuous potential for a, and suppose X is a discrete variable in a. Then the marginal of α by deleting X, denoted by α −X , is the potential for a\{X} obtained from α by addition over the states of X, i.e.,
If X is a continuous variable in a, then the marginal of α by deleting X is obtained by integration over the state space of X, i.e.,
If α contains Dirac delta functions, then we have to use the properties of Dirac delta functions in doing the integration.
If ξ is a discrete or continuous potential for {X}∪pa(X) representing the conditional distribution for X in a BN, then ξ −X is an identity potential for pa(A).
If we marginalize a discrete or continuous potential by deleting two (or more) variables from its domain, then the order in which the variables are deleted does not matter, i.e., (α −A ) −B = (α −B ) −A = α −{A, B} .
If α is a discrete or continuous potential for a, β is a discrete or continuous potential for b, A ∈ a, and A ∉ b, then (α⊗β) −A = (α −A )⊗β. This is a key property of combination and marginalization that allows local computation [Shenoy and Shafer 1990] . We call this property local computation.
Marginalization of Mixed Potentials. Mixed potentials allow us to represent the nature of potentials, and marginalization of mixed potentials allows us to represent the nature of the marginal. Suppose μ = (α, ζ) is a mixed potential for r∪s with discrete part α for r, and continuous part ζ for s. Let C denote the set of continuous variables, and let D denote the set of discrete variables. The marginal of μ by deleting X ∈ r∪s, denoted by μ −X , is defined as follows.
if X ∈ r, X ∉ s, and r\{X} ⊄ C, (2.5)
if X ∈ r, X ∉ s, and r\{X} ⊆ C, (2.6)
if X ∉ r, X ∈ s, and s\{X} ⊄ D, (2.7)
if X ∉ r, X ∈ s, and s\{X} ⊆ D, (2.8)
if X ∈ r, X ∈ s, and (r∪s)\{X} ⊆ D, and (2.9)
Some comments about the definition of marginalization of mixed potentials are as follows. First, if the variable being deleted belongs only to one part (discrete or continuous, as in cases (2.5)−(2.8)), then the local computation property allow us to delete the variable from that part only leaving the other part unchanged. If the variable being deleted belongs to both parts (as in cases (2.9)-(2.10)), then we first need to combine the two parts before deleting the variable. Second, when we have only continuous variables left in a discrete potential after marginalization, we move the potential to the continuous part (2.6), and when we only have discrete variables left, we move the potential to the discrete part (2.8), otherwise we don't change the nature of the marginalized potentials ((2.5) and (2.7)). In cases (2.9)-(2.10), when we have to combine the discrete and continuous potentials before marginalizing X, if only discrete variables are left, then we have to classify it as a discrete potential (2.9), and if we have only continuous variables left, then we have to classify it as a continuous potential (2.10). However, if it has discrete and continuous variables, it could be classified as either discrete or continuous, and the definition above has chosen to classify it as continuous (2.10). It makes no difference one way or the other.
Division of Potentials.
The Shenoy-Shafer [27] architecture requires only the combination and marginalization operations. However, at the end of the propagation, we need to normalize the potentials, and this involves division. Divisions are also involved in doing arc reversals [1] .
Suppose ρ is a discrete or continuous potential for r, and suppose X ∈ r. Then the division of ρ by ρ −X , denoted by ρ (ρ −X ), is the potential for r obtained by pointwise division of ρ by ρ −X , i.e., (ρ (ρ −X ))(x, y) = ρ(x, y)/ρ −X (y) (2.11) for all y ∈ Ω r\{X} and x ∈ Ω X . Notice that if ρ −X (y) = 0, then ρ(x, y) = 0. In this case, we will simply define 0/0 as 0. Also, notice that (ρ (ρ −X ))⊗ρ −X = ρ.
Suppose ξ is a discrete or continuous potential for {X} representing the unnormalized posterior marginal for X. To normalize ξ, we divide ξ by ξ −X . Thus the normalized posterior marginal for X is ξ (ξ −X ). The value ξ −X (♦) represents the probability of the evidence, and is the same regardless of variable X for which we are computing the marginal.
Some Illustrative Examples
In this section, we illustrate the extended Shenoy-Shafer architecture using several small examples. More examples can be found in [28] .
Example 1 (Transformation of variables)
. Consider a BN with continuous variable Y and deterministic variable Z as shown in Fig. 2 . Notice that the function defining the deterministic variable is not invertible. Fig. 2 . A BN with a deterministic variable with a non-invertible, non-linear function Let ψ and ζ 1 denote the mixed potentials for {Y} and {Y, Z}, respectively. Then,
To find the prior marginal distribution of Z, first we combine ψ and ζ 1 , and then we marginalize Y from the combination.
The result in (4. δ(z − c) ). Then, the un-normalized posterior marginal distribution of Y is computed as follows:
Example 2 (Mixed distributions).
Consider the hybrid BN shown in Fig. 1 with three variables. A is discrete with state space Ω Y = {a 1 , a 2 }, Z is continuous, and X is deterministic. What is the prior marginal distribution of X? Suppose we observe X = 1.
What is the posterior marginal distribution of A?
Let α, ζ, and ξ 1 denote the mixed potentials for {A}, {Z}, and {A, Z, X}, respectively. Then:
α(a 1 ) = (0.5, 1), α(a 2 ) = (0.5, 1); (4.7)
The prior marginal distribution of X is given by (α⊗ζ⊗ξ 1 ) −{A, Z} = ((α⊗ξ 1 ) −A ⊗ζ) −Z .
(α⊗ξ 1 )(a 1 , z, x) = (0.5, δ(x − z)), (α⊗ξ 1 )(a 2 , z, x) = (0.5, δ(x − 1)); (4.10)
Thus the prior marginal distribution of X is mixed with PDF 0.5 f Z (x) and a mass of 0.5 at X = 1. (4.11) results from use of (2.9) since Y is in the domain of discrete and continuous parts. (4.13) follows from (2.7).
Let ξ 2 denote the observation X = 1. Thus, ξ 2 (x) = (1, δ(x − 1)). The (unnormalized) posterior marginal of A is given by (α⊗ζ⊗ξ 1 ⊗ξ 2 ) −{Z, X} = α⊗(ζ⊗(ξ 1 ⊗ξ 2 ) −X ) −Z .
(4.14)
Notice that the un-normalized posterior marginal for A is in units of density for A = a 1 , and in units of probability for A = a 2 . Thus, after normalization, the posterior probability of a 1 is 0, and the posterior probability of a 2 is 1.
Example 3 (Discrete variable with a continuous parent).
Consider the hybrid BN consisting of a continuous variable Y, a discrete variable A, and a deterministic variable X as shown in Fig. 3 . A is an indicator variable with states {a 1 To find the marginal distribution of X, first we combine α and ξ 1 and marginalize A from the combination, next we combine the result with ψ and marginalize Y from the combination. The posterior marginal for Y is Y = 0.25 with probability 1.
Summary and Discussion
We have described a generalization of the Shenoy-Shafer architecture for discrete BNs so it applies to hybrid BNs with deterministic variables. We use Dirac delta functions to represent conditionals of deterministic variables, and observations of continuous variables. We use mixed potentials to keep track of the discrete and continuous nature of potentials. Marginalization of discrete variables is using addition and mar-ginalization of continuous variables is by integration. We define marginalization of mixed potentials to keep track of the nature of marginalized potentials. We have ignored the computational problem of integration of density potentials. In some cases, e.g., Gaussian density functions, there does not exist a closed form solution of the integral of the Gaussian density. We assume that we can somehow work around such problems by approximating such density functions by mixtures of truncated exponentials [16] or mixtures of polynomials [29] . In any case, this needs further investigation.
