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Zusammenfassung
Die erste Studie in dieser Arbeit befasst sich mit Vielteilcheneffekten in einem eindimensiona-
len stark korrelierten elektronischen System - dem Kondogittermodell. Dieses System wird mit
Hilfe der numerischen Dichtematrix Renormierungsgruppenmethode behandelt, da analytische
Methoden, also sto¨rungstheoretische Methoden wegen anna¨hernd gleich grossen Kopplungskon-
stanten, versagen. Das Kondogittermodell besteht aus einem Elektronenleitungsband, dass u¨ber
eine Spinaustauschwechselwirkung an ein Gitter mit lokalisierten Spins gekoppelt ist.
Wir studieren insbesondere die spektralen Eigenschaften des eindimensionalen Kondogitter-
modells als Funktion der Austauschwechselwirkung, der Elektronenbandfu¨llung und des Qua-
siimpulses in der ferromagnetischen und paramagnetischen Phase. Wir berechnen die Dispersi-
onsrelation der Quasiteilchen, ihre Lebensdauer und den Z-Faktor. Aus fru¨heren Arbeiten ist der
exakte Grundzustand und die Quasiteilchen-Dispersionsrelation fu¨r das Kondogittermodell mit
nur einem Leitungselektron bekannt. Das Quasiteilchen konnte als Spinpolaron identifiziert wer-
den. Wir finden dieses Quasiteilchen auch im Fall mehrere Elektronen. In unseren Rechnungen
finden wir weiterhin, dass die Quasiteilchen-Lebensdauer um mehrere Gro¨ßenordnungen in der
paramagnetischen und ferromagnetischen Phase voneinander abweichen und sie ha¨ngt sehr stark
von dem Quasiimpuls des Elektrons ab. Desweiteren studieren wir den Einfluss von Coulomb-
Wechselwirkung auf das Phasendiagramm, die magnetische Suszeptibilita¨t und die Elektronen-
Spinrelaxation. Wir zeigen, dass eine lokale Coulomb-Wechselwirkung eine ferromagnetische
Ausrichtung der lokalen Spins bewirkt und na¨chste-Nachbar Coulomb-Wechselwirkung, abha¨ngig
von der Fu¨llung, eine paramagnetische oder ferromagnetische Ordnung fo¨rdert. Wir berech-
nen auch Quasiteilchen-Lebensdauern, die mit der Spinrelaxationszeit und Dekoha¨renzzeit der
Elektronen in Bezug gebracht werden ko¨nnen und erkla¨ren ihre jeweilige Abha¨ngigkeit von der
Sta¨rke der Wechselwirkungen und der Leitungselektronenfu¨llung, um die Kombination von Pa-
rametern zu ermitteln, fu¨r die die Relaxationszeit maximiert wird. Effektive Austauschwechsel-
wirkungen zwischen den Elektronen dominieren dabei die Spinrelaxation und die Dekoha¨renz.
In der zweiten Studie dieser Arbeit berechnen wir numerisch den Elektronentransport durch
Kohlenstoff-basierte Quantenpunkte. Dazu benutzen wir die Methode der Ratengleichungen mit
einer Ankopplung in erster Ordnung an die Zuleitungen. Zur Modellierung der Quantenpunkte
wird ein erweitertes konstante-Wechselwirkung Modell verwendet. Diese Arbeit wurde in Kol-
laboration mit zwei Arbeitsgruppen auf dem Gebiet der Experimentalphysik durchgefu¨hrt. Ein
Vergleich zwischen den Messdaten dieser Gruppen mit den von uns numerisch erhaltenen Daten,
zeigt eine u¨berzeugende U¨bereinstimmung.
In der ersten Kollaboration wurde Elektronentransport durch eine Kohlenstoff-Nanoro¨hre, die
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mit Fullerenen gefu¨llt ist, gemessen. Wir identifizieren eine kleine Hybridisierung zwischen den
Fullerenen und der umgebenden Kohlenstoff-Nanoro¨hre als entscheidend fu¨r das Verstehen der
Transportmessungen. In der zweiten Kollaboration wurde Elektronentransport durch ein Bu¨ndel
von Kohlenstoffnanoro¨hren gemessen. Auch hier spielt die Hybridisierung, in diesem Fall zwi-
schen den einzelen Ro¨hren eine entscheidende Rolle. Zusa¨tzlich wird ein externes Magnetfeld
angelegt, das es ermo¨glicht, den Spinzustand auf dem Quantenpunkt zu identifizieren. Dies hat
potentielle Anwendungen in der spinabha¨ngigen Elektronik.
Summary
The first topic of this thesis is the study of many-body effects in an one-dimensional strongly
correlated electronic system - the Kondo lattice model. This system is tackled numerically by
means of the density matrix renormalization group, since analytic method, i.e., perturbation the-
ory fail due to competing coupling constants. The Kondo lattice model consists of a conduction
band of electrons which couple via a spin exchange coupling to a localized spin lattice.
We study the spectral properties of the one-dimensional Kondo lattice model as a function
of the exchange coupling, the band filling, and the quasimomentum in the ferromagnetic and
paramagnetic phases. We compute the dispersion relation of the quasiparticles, their lifetimes,
and the Z factor. The exact ground state and the quasiparticle-dispersion relation of the Kondo
lattice model with one conduction electron are well known. The quasiparticle could be identified
as the spin polaron. Our calculations of the dispersion relation for partial band fillings give a
result similar to the one-electron case, which suggests that the quasiparticle in both cases is the
spin polaron. We find that the quasiparticle lifetime differs by orders of magnitude between the
ferromagnetic and paramagnetic phases and depends strongly on the quasimomentum. Further-
more, we study the effects of the Coulomb interaction on the phase diagram, the static magnetic
susceptibility and electron spin relaxation. We show that onsite Coulomb interaction supports
ferromagnetic order and nearest neighbor Coulomb interaction drives, depending on the elec-
tron filling, either a paramagnetic or ferromagnetic order. Furthermore, we calculate electron
quasiparticle life times, which can be related to electron spin relaxation and decoherence times,
and explain their dependence on the strength of interactions and the electron filling in order to
find the sweet spot of parameters where the relaxation time is maximized. We find that effective
exchange processes between the electrons dominate the spin relaxation and decoherence rate.
In the second topic of this thesis, we numerically calculate the electron transport through
carbon nanotube based quantum dot devices. We use a master equation’s approach in first order
of the tunneling rate to the leads and an extended constant interaction model to model the carbon
nanotube system. This work has been done in collaboration with two experimental groups and
we compare their respective experimentally obtained data to our numerical calculations. In both
collaborations striking similarity between the numerical data and the experimental data is found.
In the first collaboration transport through a carbon nanotube peapod, i.e, a carbon nanotube
filled with fullerenes, has been measured. We identify a small hybridization between a fullerene
molecule and the surrounding carbon nanotube to be of crucial importance for the understanding
of the transport data. In the second collaboration, electron transport through a carbon nanotube
rope, i.e., a bundle of carbon nanotubes has been measured. Also here, hybridization between
xii Summary
the different nanotubes plays a crucial role. Furthermore, an external magnetic field is applied,
which enables the identification of specific spin states of the compound quantum dot system.
This might be important for future applications of such devices in spin-dependent electronics.
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Chapter 1
Introduction
1.1 Motivation
In 1936 Alan Turing proposed an universal machine, known as the Turing machine, which should
completely capture to perform a task by algorithmic means. This is, together with the invention
of the first transistor by John Bardeen, Walter Brattain and Will Shockley in 1947, the cornerstone
of a machine which revolutionized the twentieth century: the programmable computer. The evo-
lution of the computer has been scorching and is in accord with the famous Moore’s law, which
was codified in 1965 by Gordon Moore and predicted an exponential growth of computational
power, which still holds today, but voices raised already in the 1980’s that the rapid evolution will
find its end within the first two decades of the 21th century. However, the Church-Turing the-
sis cleaving to the efficiency of the universal Turing machine has been challenged several times
and it had to be adopted to involve modern evolutions of computer science. Motivated by the
question whether there is a stronger Church-Turing thesis, in 1985 David Deutsch attempted to
develop a device, which could be used to simulate arbitrary physical systems and since the most
fundamental laws of physics are provided by quantum mechanics his invention were quantum
analogues of the machines defined by Turing and took the name quantum computers [200]. The
quantum computer enables an exponential speed up of specific problems, e.g., the factorization
of an integer into prime numbers.
Quantum computers demand for an entirely new class of materials, which especially involves
miniaturizing electronic devices to the nanoscale. In the last two decades an immense support
from experimental and theoretical physics has impelled the development in this area. In 1998
Daniel Loss and David DiVincenzo [171] defined the basic necessities to implement spin-based
quantum computers and since then an ongoing effort has been made to fulfill these rules in
various types of systems.
Among others, e.g., ionic traps and ultra-cold atomic gases, quantum dots [103], i.e., small
and spatially confined regions in an electronic device, are especially promising to implement
spin-based quantum computers in the future. In these devices one of the key issues is the control
of the spin degree of freedom, i.e., flipping a dedicated spin or reading it out. Furthermore, in
order to perform quantum computational algorithms the spins should not be influenced substan-
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tially by the environment as long as the algorithm endures. This asks for long spin relaxation and
decoherence times and methods have been invented to prolong these. One of the major sources
of spin relaxation and decoherence is the interaction of the information carrying spin with spins
in its neighborhood. To diminish or even exploit these interactions it is necessary to understand
them in great detail on the microscopic side, which involves complicated many-body physics.
For the treatment and examination of spin dynamics of one-dimensional systems, realized in
nature as carbon nanotube systems or quantum wires, a powerful numerical method exists: the
density matrix renormalization group method, invented by Steven R. White in 1992 [318, 317].
It allows one to treat exceptionally long one-dimensional systems and makes the calculation
of ground states, expectation values of observables, spectral properties, finite temperature and
time-dependent properties possible.
On the mesoscopic side, which is the regime between microscopic and macroscopic, it is
necessary to understand the physical properties of the employed nanoscale devices. As devices
are shrunk to such small sizes physics requires a different description: First, the deBroglie wave-
length of electrons must be taken into account and therefore their explicit quantum nature. Sec-
ond, the quantization of charge becomes dominating due to a strong Coulomb interaction and
this results in effects such as Coulomb blockade.
Quantum dots can be assembled from different materials, e.g., gallium arsenide, silicon based
materials or carbon based materials, for example, carbon nanotubes or graphene [170, 40]. All of
them have in common that as quantum dots they are embedded in an electrical circuit with three
terminals, so called single-electron transistors. This allows for a fine-tuning of the electric charge
on the quantum dot and enables electron transport through the quantum dot. Within such a con-
figuration spectroscopic information of the quantum dot can be obtained and underlying physical
mechanisms can be identified. Furthermore and besides applications in quantum computers, it
has turned out that nanoscale devices also find applications in spin-dependent electronics, which
makes use of the spin degree of freedom in conventional electronic circuits.
1.2 Aim of this thesis
The aim of this thesis is two-fold. First, we treat the microscopic side of one-dimensional elec-
tronic systems and elaborate the collective behavior of electrons in strong interaction with a
surrounding spin bath. Second, we approach from the mesoscopic side and calculate the elec-
tronic transport in carbon nanotube systems in order to reveal the electronic level structure of
these systems.
Microscopic
We examine the interaction between conduction electrons in an one-dimensional lattice with an
underlying lattice of spins. This model is widely known as the one-dimensional Kondo lattice
model and is generally used to understand materials with atomic magnetic moments, so called
f -spins. We use the density matrix renormalization group to calculate the ground state of the
Kondo lattice model and furthermore examine the spectral properties of the conduction electrons.
1.3 Outline 3
This leads to the formulation of the spin polaron quasiparticle, which shows extraordinarily long
life-times, which makes it especially interesting for further studies. Subsequently, we elaborate
the influence of interactions between conduction electron on the phase diagram and the spin
relaxation of the Kondo lattice model.
Mesoscopic
We calculate the electronic transport in carbon nanotube systems in first order in the coupling to
the attached leads. A systematic analysis of the numerical results and a comparison to experimen-
tally obtained results enables the identification of hybridization between different constituents of
the system to be of crucial importance. The carbon nanotube systems are described in a constant
interaction model, where we have added interaction terms describing the interaction of electrons
in different parts of the system.
1.3 Outline
The outline of this thesis is as follows:
• Chapter 2 introduces the density matrix renormalization group method in the language of
matrix product states. The broad spectrum of the method is briefly reviewed, beginning
with the basic manipulations of matrix product states. Further, time-evolution algorithms
and the calculation of dynamical properties are explained.
• In Chapter 3 light is shed on the fundamental physics of the one-dimensional Kondo lattice
model. A strong focus lies on the exactly solvable cases and the phase diagram of the
Kondo lattice model. Exactly solvable are the limits of one electron in the conduction
band, large coupling and half-filling of the conduction band. The determination of the
phase diagram is illustrated by means of the bosonization method and the density matrix
renormalization group method.
• Chapter 4 discusses quasiparticle properties of the Kondo lattice model at partial elec-
tron filling of the conduction band for various sets of parameters using the density matrix
renormalization group. The quasiparticle dispersion relation at half-filling of the conduc-
tion band is obtained and compared to a perturbative method and this shows a striking
similarity. The partial filling regime, inaccessible by the perturbative Ansatz, is accessed
by the density matrix renormalization group method. The quasiparticle dispersion is cal-
culated and interpreted in terms of a continuation of the limiting case of one electron in
the conduction band. Furthermore, the quasiparticle is identified as the spin polaron and
the calculation of its life-time in dependence of the available parameters shows that the
life-time is extraordinarily long in the ferromagnetic phase of the Kondo lattice model.
• In Chapter 5 the Kondo lattice model is extended by onsite and nearest neighbor Coulomb
interactions between electrons in the conduction band. This reveals a concurring influence
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of onsite and nearest neighbor Coulomb interaction at low electron filling of the conduc-
tion band and a competitive influence at large electron filling. The spin susceptibility
exposes a change from ferromagnetic order to a Ruderman-Kittel-Kasuya-Yosida order-
ing if Coulomb interaction becomes strong. Furthermore, the spin relaxation time of the
conduction electrons is calculated in dependence of the available parameters and the sweet
spot with an exceptionally long spin relaxation time is identified.
• Chapter 6 introduces single electron transport in nano-devices with a specific focus on car-
bon based devices, especially carbon nanotubes. Stability diagrams representing transport
data, Coulomb blockade and master equations are explained.
• Chapter 7 reviews a transport experiment and corresponding transport calculations on car-
bon nanotube peapods, i.e, carbon nanotubes filled with fullerenes. It is shown that a
simple model incorporating hybridization between fullerenes and the carbon nanotube can
explain the experimentally observed features in a first order master equation transport cal-
culation. The experimentally observed features contain additional transport signatures,
which are not expected within a free single carbon nanotube transport experiment.
• In Chapter 8 a transport experiment on carbon nanotube ropes, i.e., bundled carbon nan-
otubes, and corresponding transport calculations are explained. As in Chapter 7 signs of
hybridization between the different strands of the rope are found and can be explained
in a first order master equation transport calculation. Additionally, an externally applied
magnetic field allows for a differentiation of certain spin states of the quantum dot.
Chapter 2
Matrix product states and DMRG
Strong correlation effects in low dimensional quantum systems still belong to the most interesting
issues in the physicists world. In one dimensional systems the Fermi liquid picture breaks down
and the Tomonaga-Luttinger liquid becomes the valid picture at arbitrary interaction strength.
The physics of the system is no longer governed by effective particles and collective excitations
are dominating. Therefore classically simplifying the description of such systems becomes im-
possible, even though a few exact solutions of one dimensional systems, e.g., via Bethe-Ansatz
exist. The full quantum nature of the respective system has to be taken into account and unfor-
tunately in many physical systems, e.g., in lattice systems, the size of the Hilbert space grows
exponentially1 with the system size, which makes such systems intractable.
For one dimensional lattice systems, in 1992, Steven R. White invented a numerically exact
method, the density-matrix renormalization group (DMRG) [317, 318], which enables its pos-
sessor to calculate ground states, expectation values and correlations efficiently. The success of
the method is documented by an impressive number of reviews [228, 261, 101, 262]. Within
the then following decade the method has been extended to the study of dynamic properties
[100, 154, 284, 126], finite-temperature information [309, 278, 269], and time-evolutions far
from equilibrium [306, 307, 52, 319, 304, 234, 12, 104].
The DMRG can be formulated very efficiently [66, 123, 178, 217, 250, 305, 182] by means
of Matrix-Product states (MPS) [11, 141, 140, 2, 66], which have been invented earlier than and
separate from DMRG. However, it turns out that most of the DMRG algorithms have a quite
natural formulation in the language of MPS. By now, it has become a well know fact that DMRG
performs exceptionally well on one dimensional lattice systems. This has been shown in many
works [227, 166, 62, 264, 289, 43, 4, 303], most of them related to MPS.
In this chapter we will first introduce Matrix-Product states starting with the general construc-
tion and explaining the basic manipulation schemes. Then, on the basis of MPS, we focus on
the DMRG used to calculate ground states, time evolutions and dynamical properties of ground
states.
1In a spin-1/2 chain with L sites 2L states are possible.
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2.1 Matrix product states
2.1.1 General construction
Imagine an one dimensional lattice system with open boundary conditions and length L. To each
physical site i a local Hilbert spaceHi is assigned with the local dimension d. The total Hilbert
space is a tensor productH =
⊗L
i=1Hi. We can now write an arbitrary state |Ψ〉 in the Hilbert
spaceH as
|Ψ〉= ∑
aL−1
d
∑
σL=1
AσLaL−1,1|aL−1〉|σL〉, (2.1)
where AσLaL−1,1 = 〈aL−1σL |Ψ〉, the sum over aL−1 runs over the complete Hilbert space describing
sites 1 to L− 1 and |σi〉 are the states of the local Hilbert space at site i. |aL−1〉 is called a left
block and correspondingly we can also define right blocks. Repeating the decomposition for
|aL−1〉 and subsequently all further left bocks we arrive at
|Ψ〉=∑
a1
· · · ∑
aL−1
∑
σ1
· · ·∑
σL
Aσ11,a1A
σ2
a1,a2 . . .A
σL−2
aL−2,aL−1A
σL
aL−1,1|σ1〉 . . . |σL〉 (2.2)
=∑
σ1
· · ·∑
σL
Aˆ
σ1Aˆ
σ2 . . . Aˆ
σL−2Aˆ
σL |σ1〉 . . . |σL〉, (2.3)
whereas for the Aˆσ -matrices Aσiai−1,ai = 〈ai−1σi |ai〉 applies. This last eq. (2.3) defines a so called
matrix product state (MPS) with σi being the physical indices and ai the bond indices. The
connection between two Aˆσ -matrices is a bond. For open boundary conditions it naturally turns
out that the Aˆσ -matrices at site 1 and site L have the shape 1×D1 and DL× 1, respectively,
since there are no further matrices to the left and the right of the system and consequently the
matrix product of Eq. (2.3) gives a scalar. The matrix product state as given in Eq. (2.3) is
formally exact, but for numerical and efficiency reasons the dimension of a general A-matrix will
be limited to the maximal bond dimension D by some effective truncation scheme, which will be
defined below and is essential for nearly all matrix product algorithms.
Furthermore Aˆσ -matrices and consequently also MPS can be represented in a pictorial way,
as shown in Fig. 2.1 and 2.2. This representation is a rigorous one and can not just be used to
illustrate MPS operations, but also to proof statements.
Singular value decomposition
Throughout this chapter the singular value decomposition (SVD) will be needed for most of the
MPS related algorithms.2 Therefore we will give its definition right here:
Singular value decomposition: To every matrix Aˆ ∈ Cm×n there exist matrices Uˆ ∈ Cm×p,
Vˆ † ∈ Cp×n with orthonormal columns and rows, respectively, and a diagonal matrix
Sˆ := diag(s1, . . . ,sp) ∈ Rm×n, p = min{m,n} (2.4)
2SVD could also bare the name method almighty in the context of MPS.
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σi
ai−1 ai
σi
ai−1 aiAσiai−1ai = A
∗σi
ai−1ai =
(a) (b)
Figure 2.1: Representation of a single Aˆ
σ
-matrix. In (a) we see Aσiai−1ai and in (b) its canonical conjugate. The
usefulness of drawing the canonical conjugate matrix upside down will become clear from the main text.
Aσ1 Aσ2 AσLAσL−1.     .     .     .     .     .     .     .
Figure 2.2: An arbitrary matrix product state constructed from the Aˆ
σ
-matrices of Fig. 2.1. Closed bonds imply a
summation over the corresponding indices.
with
s1 ≥ s2 ≥ ·· · ≥ sp ≥ 0, (2.5)
such that
Aˆ = Uˆ SˆVˆ †. (2.6)
For a rigorous proof of the singular value decomposition, see [50].
2.1.2 Matrix product state operations
To understand how matrix product states work in practice we will explain some basic operations
in this section. We start with the normalization of a MPS, calculate overlaps of two different
MPS and expectation values of some arbitrary observable.
Orthonormalized MPS basis sets
For several MPS operations it is beneficial, when the MPS follows a certain type of orthonormal-
ization. Building up a MPS from the left to the right, we request all left blocks to be orthonor-
malized, i.e., 〈a′j |a j〉= δa′ja j ∀ j. At an arbitrary site l, assuming that all blocks for sites left of l
are already orthonormalized, we find the condition:
δa′lal = 〈a
′
l |al〉=∑
σl
∑
a′l−1al−1
A∗σla′l−1,a′l
Aσlal−1,al〈a′l−1σl |al−1σl〉=∑
σl
(
Aσl†Aσl
)
a′l ,al
, (2.7)
which is the condition for left-normalized Aˆσ -matrices. If all matrices of a MPS are left-normalized
the MPS is called left-canonized. The same can be done for right blocks, leading in total to the
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S(1)Uσ1 V (1)†Aσ1 ￿￿￿￿
= A˜σ2
Aσ2
A˜σ2 Uσ2 S(2) V (2)†
A˜σ3
Uσ1
Uσ2
.....
UσL ￿￿￿￿
Norm
Figure 2.3: Left-canonization scheme for a MPS. In the last step, when all matrices are canonized, there is a left
over constituting of a Sˆ-matrix and a Vˆ †-matrix. The multiplication of these two results is a simple scalar, which is
the norm of the state.
two definitions:
∑
σl
Aσl†Aσl = I left-normalization (2.8)
∑
σl
Aσl Aσl† = I right-normalization. (2.9)
In practice, if an arbitrary MPS is present without any normalization one applies the SVD for
this purpose. We illustrate this for the case of left-canonization, which can also be beautifully
represented in the graphical notation as shown in Fig. 2.3. Note that the graphical representation
takes care of the correct contraction and matrix multiplications. We start now with the arbitrary
MPS
|Ψ〉=∑
a1
· · · ∑
aL−1
∑
σ1
· · ·∑
σL
Aσ11,a1A
σ2
a1,a2 . . .A
σL−2
aL−2,aL−1A
σL
aL−1,1|σ1〉 . . . |σL〉, (2.10)
where all Aˆσ -matrices are typically not normalized. Reshaping and applying an SVD to Aˆσ1
leads to:
Aσ11,a1 = Aσ11,a1
SV D
= ∑
s
Uσ11,sSs,sV
†
s,a1 =∑
s
Uσ11,sV˜
†
s,a1, (2.11)
where Uσ1 has orthonormal columns and therefore fulfills Eq. (2.8). The kind of reshaping
we use is essential here, since it relegates the local character of the Aˆσ -matrix expressed by the
σ -index to the Uˆσ -matrix. Plugging this into Eq. (2.10) we find
|Ψ〉=∑
s1
∑
a2
· · · ∑
aL−1
∑
σ1
· · ·∑
σL
Uσ11,s1∑
a1
(
V˜ †s1,a1A
σ2
a1,a2
)
Aσ3a2,a3 . . .A
σL−2
aL−2,aL−1A
σL
aL−1,1|σ1〉 . . . |σL〉 (2.12)
=∑
s1
∑
a2
· · · ∑
aL−1
∑
σ1
· · ·∑
σL
Uσ11,s1A˜
σ2
s1,a2A
σ3
a2,a3 . . .A
σL−2
aL−2,aL−1A
σL
aL−1,1|σ1〉 . . . |σL〉, (2.13)
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where we defined A˜σ2s1,a2 := ∑a1
(
V˜ †s1,a1A
σ2
a1,a2
)
. This procedure has to be repeated for all sites to
reach a fully left-canonical state. The last SVD on site L results in a scalar number SˆVˆ †, which
is the norm of the state and has to be saved separately.
By sweeping through the system, which means going through the system site by site and
performing local operations, we canonized the whole MPS. Here only one sweep (from the first
to the last site) is needed (see Fig. 2.3), but as we will get to know throughout this chapter,
algorithms exist, where sweeping back and forth several times is an important element of the
algorithm in order to reach in some sense an optimized MPS.
For right-canonization of an MPS one has to start at site L and basically go through the same
steps as for left-canonization, but from right to left (reverse sweep). The only difference occurs
during the reshaping procedure, because the local index σ has to be attached to the Vˆ †-matrix
this time.
Overlap
Consider two MPS
|Ψ〉=∑
σ1
· · ·∑
σL
Aˆ
σ1 . . . Aˆ
σL |σ1〉 . . . |σL〉 (2.14)
|Φ〉=∑
σ1
· · ·∑
σL
Bˆσ1 . . . BˆσL |σ1〉 . . . |σL〉, (2.15)
whose overlap 〈Φ|Ψ〉 we want to calculate. In a naive approach one would simply perform
〈Φ|Ψ〉=∑
σ1
· · ·∑
σL
(
Bˆσ1 . . . BˆσL
)∗
Aˆ
σ1 . . . Aˆ
σL , (2.16)
which asks for the calculation of d2(L−1) matrix products, which is numerically exponentially
costly and for large L even impossible to calculate. With only a slight modification, meaning a
reordering of the sums, we can cast the same operation with only a linearly increasing number
of matrix products:
〈Φ|Ψ〉=∑
σ1
· · ·∑
σL
BˆσL† . . . Bˆσ1†Aˆ
σ1 . . . Aˆ
σL (2.17)
=∑
σL
BˆσL† · · ·∑
σ2
(
Bˆσ2†∑
σ1
(
Bˆσ1†Aˆ
σ1
)
Aˆ
σ2
)
. . . Aˆ
σL . (2.18)
This scheme needs the computation of d · (2L− 1) matrix products, which grows only linearly
with L. The graphical representation directly suggests this method, see Fig. 2.4.
Norm
The norm is simply a special case of the overlap, namely 〈Ψ|Ψ〉. If |Ψ〉 is already in the left- or
right-canonized form, life even gets simpler, because from Eq. (2.18) and Eq. (2.8) we directly
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..... Overlap
Figure 2.4: Overlap scheme for two MPS. The procedure is optimally carried out like a zipper. In the last step the
contractions result in a scalar (black box without any lines), which is the overlap.
..... Matrix element
Figure 2.5: Matrix element calculation scheme of an operator 〈Φ|Oˆ|Ψ〉. The white squares between the Aˆσ -matrices
represent the local operator matrix elements.
find for left-canonized MPS that all matrix products give an identity I. The norm of the state is
either one or it has been saved separately. For right-canonized MPS we basically find the same
result after doing some reordering in Eq. (2.18).
Matrix elements
A local operator Oˆ is defined as
Oˆ =∑
i
∑
σiσ ′i
Oσ
′
iσi|σ ′i 〉〈σi|, (2.19)
where in practice most of the Oσ
′
iσi will be identities. A general matrix element of the operator
Oˆ is then given by
〈Φ|Oˆ|Ψ〉=∑
σ ′1
· · ·∑
σ ′L
∑
σ1
· · ·∑
σL
Bˆσ
′
L† . . . Bˆσ
′
1†Oσ
′
1σ1 . . .Oσ
′
LσLAˆ
σ1 . . . Aˆ
σL , (2.20)
which we will directly rewrite in the efficient way (see Fig. 2.5)
〈Φ|Oˆ|Ψ〉= ∑
σ ′LσL
Oσ
′
LσLBˆσ
′
L† · · · ∑
σ ′2σ2
Oσ ′2σ2Bˆσ ′2† ∑
σ ′1σ1
(
Oσ
′
1σ1Bˆσ
′
1†Aˆ
σ1
)
Aˆ
σ2
 . . . AˆσL . (2.21)
Expectation values are a special case of matrix elements with |Φ〉= |Ψ〉.
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Addition of two MPS
Assume we have an MPS |Φ〉 we want to add another MPS |Ψ〉 to. The states read
|Ψ〉=∑
σ1
· · ·∑
σL
Aˆ
σ1 . . . Aˆ
σL |σ1〉 . . . |σL〉 (2.22)
|Φ〉=∑
σ1
· · ·∑
σL
Bˆσ1 . . . BˆσL |σ1〉 . . . |σL〉. (2.23)
The addition of the two MPS results in
|Ψ〉+ |Φ〉=∑
σ1
· · ·∑
σL
Cˆ
σ1 . . .Cˆ
σL |σ1〉 . . . |σL〉, (2.24)
with
Cˆ
σi = Aˆ
σi⊕ Bˆσi =
(
Aˆ
σi 0
0 Bˆσi
)
for sites 2 to L-1 (2.25)
Cˆ
σ1 = Aˆ
σ1⊕ Bˆσ1 =
(
Aˆ
σ1 Bˆσ1
)
for site 1 (2.26)
Cˆ
σL = Aˆ
σL⊕ BˆσL =
(
Aˆ
σL
BˆσL
)
for site L, (2.27)
where the special shape of Cˆσ1 and CˆσL takes care of the correct matrix dimensions at the bound-
aries of the chain. It is important to note here that this is different for periodic boundary condi-
tions.
The addition of two MPS therefore significantly increases the necessary matrix dimensions
and in computational applications it will not be possible to repeat this procedure arbitrarily often.
Therefore, already for this simple procedure it might be useful to have an algorithm at hand,
which compresses an MPS approximately. We will introduce this algorithm in the next section,
regarding the fact that there are MPS algorithms still to be discussed in this chapter making
exhaustive use of MPS compression.
2.1.3 Compression of an MPS
Many MPS operations expand the matrix dimensions of a given MPS substantially. Since clas-
sical computers provide natural bounds an algorithm may simply break down at the point, when
the matrix dimensions surmount a certain threshold and this raises the desire to approximately
compress the given MPS. Assume we have such a given MPS with a maximal bond dimension
D′. There exist two common truncation schemes of MPS approximation. First, we will discuss
the SVD compression, for which we have to understand the notion of Schmidt decomposition.
Here we make use of the fact that the relative magnitude of the schmidt coefficients decides,
whether a certain state is important to describe the MPS or not. Second, we examine the varia-
tional compression, which simply varies every Aˆ-matrix such that it becomes optimal in the sense
that the newly compressed MPS approximates the original MPS optimally.
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Schmidt decomposition
A completely arbitrary state |Ξ〉 can be decomposed into a bipartite system as
|Ξ〉=∑
i j
ξi j|i〉L| j〉R, (2.28)
where {|i〉L} and {| j〉R} are orthonormal basis sets. The Schmidt decomposition [10, 200] en-
ables us by means of the SVD to write |Ξ〉 in two bases, which share the same reduces density
matrix eigenvalue spectrum. The Schmidt decomposition reads
|Ξ〉=∑
i j
r′
∑
τ=1
UiτSτVτ j|i〉L| j〉R (2.29)
=
r′
∑
τ=1
Sτ∑
i
Uiτ |i〉L∑
j
Vτ j| j〉R (2.30)
=
r′
∑
τ=1
Sτ |sτ〉L|sτ〉R, (2.31)
where the Schmidt rank r′ is the number of singular values or Schmidt numbers and where we
have represented the singular values in an one dimensional array S. Remember that from the
definition of the SVD, Eq. (2.5), the singular values are decreasingly ordered. The reduced
density matrices for the Hilbert spaces L and R, respectively, are given by
ρL =
r′
∑
τ=1
S2τ |sτ〉L〈sτ | (2.32)
ρR =
r′
∑
τ=1
S2τ |sτ〉R〈sτ |. (2.33)
From these expressions we directly see, that the size of the singular value Sτ determines how
important the state |sτ〉L/R is to describe the system state |Ξ〉 properly. By reducing r′ to r < r′ and
neglecting the corresponding states in the sum in Eq. (2.31) we can truncate |Ξ〉 in a controlled
fashion, disregarding only the unimportant constituents. We will use this result in the next section
on SVD compression.
SVD compression
Assume we have an MPS
|Ψ〉=∑
σ1
· · ·∑
σL
Aˆ′
σ1
. . . Aˆ′
σL |σ1〉 . . . |σL〉 (2.34)
given with a maximal bond dimension D′ and we desire to truncate the bond dimension to D<D′.
Furthermore, we assume |Ψ〉 is right-canonized and therefore that all right blocks of the MPS
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Figure 2.6: SVD compression of an MPS. Blue matrices correspond are left normalized and red matrices are right
normalized. Starting with a right normalized state one ends up with a left normalized.
have orthonormal basis sets. This enables us to Schmidt decompose the MPS by means of SVD
on the first site:
|Ψ〉=∑
σ1
· · ·∑
σL
Uˆ ′
σ1
Sˆ′1Vˆ
′†
1Aˆ
′σ2 . . . Aˆ′
σL |σ1〉 . . . |σL〉. (2.35)
The Schmidt numbers on the diagonal of S′1 are decreasingly ordered. In order to truncate the
basis on the first site we simply cut away the last D′−D Schmidt numbers, if the size makes it
necessary. Sˆ′1, a D′×D′-matrix becomes Sˆ1 , a D×D-matrix. Accordingly, we have to adopt
Uˆ ′σ1 by cutting away the last D′−D columns and Uˆ ′σ1 by cutting away the last D′−D rows.
This leads to
|Ψ〉=∑
σ1
· · ·∑
σL
Uˆσ1 Sˆ1Vˆ
†
1Aˆ
′σ2 . . . Aˆ′
σL |σ1〉 . . . |σL〉 (2.36)
=∑
σ1
· · ·∑
σL
Uˆσ1 ˜ˆA′σ2 . . . Aˆ′
σL |σ1〉 . . . |σL〉. (2.37)
The right block starting on site 2 is still in an orthonormal basis, since Vˆ †1 has orthogonal rows
and therefore conserves orthogonality.3 After the first step we have a mixed canonical state.
The left block with site 1 is left canonical, while all right blocks starting with site 2 are right
canonized. We repeat this procedure for every following site, sweeping from left to right, see
Fig. 2.6. In the end, the state is approximately compressed with a maximal bond dimension D
and is left canonical. If we start with a left canonical state, we have to do the procedure in a
reversed way, starting from the right end of the system.
Variational compression
No proof exists that the SVD compression executed as described above is optimal, but it turns
out in practice that it works quite well. However, if one wants to be sure to compress the state
3It simply rotates the basis of the right block.
14 2. Matrix product states and DMRG
P
=
Aσl Nσl
=
Figure 2.7: Variational compression of an MPS. The grey shaded matrix is the unknown and to be optimized matrix.
optimally one has to use the variational compression method. Again we assume, we have a MPS
|Ψ′〉=∑
σ1
· · ·∑
σL
Aˆ′
σ1
. . . Aˆ′
σL |σ1〉 . . . |σL〉, (2.38)
which has a bond dimension D′ and we desire to compress to a state |Ψ〉 with bond dimension
D. The difference between the two states is quantified by the norm of their difference ‖|Ψ〉−
|Ψ′〉‖. One has to find a state with bond dimension D to start with, which can, e.g., be the SVD
compressed state, which should be a good approximation to the uncompressed state. To optimize
‖|Ψ〉−|Ψ′〉‖= 〈Ψ|Ψ〉−〈Ψ′ |Ψ〉−〈Ψ|Ψ′〉+〈Ψ′ |Ψ′〉 for, e.g., the Aˆσl -matrix we simply derivate
the norm with respect to Aσl∗al−1al and set it equal zero:
∂
∂Aσl∗al−1al
‖|Ψ〉− |Ψ′〉‖=∑
σ ′
(
Aˆ
σ1∗ . . . Aˆσl−1∗
)
1,al−1
(
Aˆ
σl+1∗ . . . AˆσL∗
)
al ,1
Aˆ
σ1 . . . Aˆ
σl . . . Aˆ
σL
−∑
σ ′
(
Aˆ
σ1∗ . . . Aˆσl−1∗
)
1,al−1
(
Aˆ
σl+1∗ . . . AˆσL∗
)
al ,1
Aˆ
′σ1 . . . Aˆ′σl . . . AˆσL
= ∑
a˜l−1a˜l
∑
σ ′
(
Aˆ
σl−1† . . . Aˆ
σ1†
)
al−1,1
(
Aˆ
σ1 . . . Aˆ
σl−1
)
a˜l−1,1
Aˆ
σl
a˜l−1,a˜l×
×
(
Aˆ
σl+1 . . . Aˆ
σL†
)
a˜l ,1
(
Aˆ
σL† . . . Aˆ
σl+1†
)
1,a˜l
−Nσlal−1,al = 0
where ∑σ ′ is the sum over all σi except σl . Keeping Aˆ
σl explicit, because we want to optimize
this matrix, we can rewrite this equation as a linear equation system:
∑
a˜l−1a˜l
Pal−1al ,a˜l−1a˜l A
σl
a˜l−1a˜l = N
σl
al−1al (2.39)
PˆAσl = Nσl , (2.40)
where Pˆ is a matrix of dimension D2×D2 and Aσl and Nσl are vectors. From the graphical
representation it becomes quite clear, how to solve the equation system optimally, see Fig. 2.7.
The scheme is iterative, meaning that starting with site 1 one has to sweep several times through
the system until the approximated state does not change anymore.
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￿
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Figure 2.8: Matrix product operator. (a) Matrix product operator matrix on the first site. (b) Matrix product op-
erator matrix on sites 2 to L− 1. (c) Matrix product operator matrix on the last site. (d) Matrix product operator
representation.
2.1.4 Matrix product operators
The MPS representation can be extended straightforwardly to the matrix-product operator (MPO)
representation.
Oˆ = ∑
σ1σ ′1
· · · ∑
σLσ ′L
Dˆσ1σ
′
1 . . . DˆσLσ
′
L |σ1〉 . . . |σL〉〈σ ′1| . . .〈σ ′L| (2.41)
Its pictorial representation is given in Fig. 2.8. Applying an MPO to an MPS is also simple:
Oˆ|Ψ〉= ∑
σ1σ ′1
· · · ∑
σLσ ′L
Dˆσ1σ
′
1 . . . DˆσLσ
′
LAˆ
σ ′1 . . . Aˆ
σ ′L |σ1〉 . . . |σL〉 (2.42)
= ∑
σσ ′
∑
a,b
Dˆσ1σ
′
1
1,b1
Dˆσ2σ
′
2
b1,b2
. . . DˆσLσ
′
L
bL−1,1 Aˆ
σ ′1
1,a1Aˆ
σ ′2
a1,a2 . . . Aˆ
σ ′L
aL−1,1|σ1〉 . . . |σL〉 (2.43)
=∑
σ
∑
a,b
∑
σ ′1
(
Dˆσ1σ
′
1
1,b1
Aˆ
σ ′1
1,a1
)
∑
σ ′2
(
Dˆσ2σ
′
2
b1,b2
Aˆ
σ ′2
a1,a2
)
· · ·∑
σ ′L
(
DˆσLσ
′
L
bL−1,1Aˆ
σ ′L
aL−1,1
)
|σ1〉 . . . |σL〉 (2.44)
=∑
σ
∑
a,b
Cˆ
σ1
(1,1),(b1a1)Cˆ
σ2
(b1a1),(b2a2) . . .Cˆ
σL
(bL−1aL−1),(1,1)|σ1〉 . . . |σL〉, (2.45)
which leads as expected to a new MPS with larger bond dimensions in general.
2.2 DMRG
2.2.1 Ground state calculation
In this section we explain how ground states can be calculated variationally by means of MPS
and MPOs. For this purpose we will first introduce the notion of writing a Hamiltonian in MPO
form. Then we describe the variational procedure.
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Writing a Hamiltonian in MPO form
Writing a Hamiltonian in MPO representation can be done by simple construction [182, 262].
The MPO shall be given by
Hˆ = ∑
σ1σ ′1
· · · ∑
σLσ ′L
Wˆσ1σ
′
1 . . .WˆσLσ
′
L |σ1〉 . . . |σL〉〈σ ′1| . . .〈σ ′L|. (2.46)
The matrices Wˆ i have to be constructed in such a way that the right operators are connected to
each other. For local operators Xi we find
Wˆ 1 =
(
X1 I
)
Wˆ i =
(
I 0
Xi I
)
Wˆ L =
(
I
XL
)
. (2.47)
This readily leads to a tensor product of single local operators. The extension to nearest neighbor
interaction, Xi⊗Yj (where Xi always acts left to Yj) is given by
Wˆ 1 =
(
0 X1 I
)
Wˆ i =
 I 0 0Yi 0 0
0 Xi I
 Wˆ L =
 0I
YL
 . (2.48)
The extension to N-body interactions is straightforward. A mixture of local and nearest neighbor
interactions would give non-zero entries in Wˆ 1 and Wˆ L in Eq. (2.48) instead of 0 and in Wˆ i for
the matrix entry at (3,1).
Iterative ground state search
We now use the MPS formalism developed in the preceding sections to iteratively search the
ground state to a given Hamiltonian. The energy of a certain MPS |Ψ〉 with respect to some
Hamiltonian Hˆ is given by
E =
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 . (2.49)
We explain the so called on-site algorithm in detail. Starting by optimizing the Aˆ-matrix on
the first site and then optimizing the second, third and so on, we lower the energy of |Ψ〉 with
each optimized Aˆ-matrix a bit further. In each step we keep all matrices except the one to be
optimized fixed. As soon as we have reached the last site, we reverse the direction, sweeping
back and optimizing all matrices with another background of fixed Aˆ-matrices. This procedure
has to be repeated - in some cases up to several hundred times - until the energy has converged
to some fixed value, which is then close to the ground state energy. However, the difference
between the calculated and the true ground state energy only depends on the number of truncated
states and therefore on the bond dimension D. If we would allow for arbitrary bond dimensions
the result would be exact.4
4At least exact up to machine precision.
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Figure 2.9: Pictorial representation of Eq. (2.52).
= 0+ λ
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al−1 al
al−1 al
σl
Figure 2.10: Pictorial representation of Eq. (2.56).
The optimization of |Ψ〉 can be formulated as a Lagrangian optimization problem. We aim
for minimizing f (Aˆσl∗) = 〈Ψ|Hˆ|Ψ〉 under the condition g(Aˆσl∗) = 〈Ψ|Ψ〉= 1. The Lagrangian
function is then given as
Λ(Aˆσl∗,λ ) = f (Aˆσl∗)+λ
(
g(Aˆ
σl∗)−1
)
(2.50)
= 〈Ψ|Hˆ|Ψ〉+λ (〈Ψ|Ψ〉−1) . (2.51)
We find the first Lagrange equation to be
∂
∂ Aˆσl∗al−1al
Λ(Aˆσl∗,λ ) =
∂
∂ Aˆσl∗al−1al
〈Ψ|Hˆ|Ψ〉+λ ∂
∂ Aˆσl∗al−1al
〈Ψ|Ψ〉= 0, (2.52)
which is depicted in Fig. 2.9. The second Langrange equation is simply the normalization
condition of |Ψ〉.
We write the constituents of Eq. 2.52 now explicitly and resort them as we need it. Assuming
that |Ψ〉 is left normalized for all i < l and right normalized for all i > l we find for g(Aˆσl∗):
〈Ψ|Ψ〉=∑
σl
∑
alal−1
Aˆ
σl
al−1al Aˆ
σl∗
al−1al . (2.53)
18 2. Matrix product states and DMRG
For f (Aˆσl∗) we find:
〈Ψ|Hˆ|Ψ〉= ∑
σσ ′
Aˆ
σ1∗ . . . AˆσL∗Dˆσ1σ
′
1 . . . DˆσLσ
′
LAˆ
σ ′1 . . . Aˆ
σ ′L
= ∑
al−1a′l−1dl−1
 ∑
σl−1σ ′l−1
Aˆ
σl† · · · ∑
σ1σ ′1
Aˆ
σ1†Dˆσ1σ
′
1Aˆ
σ ′1† . . . Dˆσl−1σ
′
l−1Aˆ
σ ′l−1†

al−1,dl−1a′l−1
×∑
dl
∑
ala′l
∑
σlσ ′l
Aˆ
σl∗
al−1al Dˆ
σlσ ′l
dl−1dl Aˆ
σ ′l
a′l−1a
′
l
×
 ∑
σl+1σ ′l+1
Dˆσl+1σ
′
l+1Aˆ
σ ′l+1 · · · ∑
σLσ ′L
DˆσLσ
′
LAˆ
σ ′LAˆ
σL† . . . Aˆ
σl+1†

a′ldl ,al
= ∑
σlσ ′l
∑
al−1al
∑
dldl−1
∑
a′l−1a
′
l
Lˆal−1dl−1,a′l−1
Dˆ
σlσ ′l
dl−1dl Rˆ
a′l
dl ,al
Aˆ
σl∗
al−1al Aˆ
σ ′l
a′l−1a
′
l
,
where Lˆal−1dl−1,a′l−1
and Rˆa
′
l
dl ,al
abbreviate the expressions in the brackets.
Hence
∂
∂ Aˆσl∗al−1al
〈Ψ|Hˆ|Ψ〉+λ ∂
∂ Aˆσl∗al−1al
〈Ψ|Ψ〉= 0 (2.54)
⇒∑
σ ′l
∑
dldl−1
∑
a′l−1a
′
l
Lˆal−1dl−1,a′l−1
Dˆ
σlσ ′l
dl−1dl Rˆ
a′l
dl ,al
Aˆ
σ ′l
a′l−1a
′
l
+λ Aˆσlal−1al = 0, (2.55)
which can be reshaped to a linear equation system and we find a simple eigenvalue equation(
Hˆ+λ I
)
Aˆl = 0. (2.56)
We have to keep in mind that this simple form is only possible due to the restriction of opti-
mizing only one matrix at a time and that |Ψ〉 is mixed canonized.5 Pictorially, the equation
in Fig. 2.9 simplified to Fig. 2.10. Solving this equation, using an eigensolver, will give the
new matrix Aˆl and the corresponding eigenvalue λ , which is the approximation to the ground
state energy. The matrix dimensions of Hˆ is of the order of D2d ×D2d, which is in gen-
eral large. Therefore, a numerical method like the Lanczos iterative solver [160, 188, 253],
seeking for the lowest eigenvalue of the system, is used. Implementing the eigensolver effi-
ciently is very important, since this operation occurs quite often in a single ground state search:
Number of solved eigenequations = Sweeps×Sites≈ O(105−106) times.
Convergence with respect to a fixed bond dimension D is reached, when the ground state
energy does not change anymore. However, a better criterion is to check, whether the calculated
ground state is an eigenstate of Hˆ by considering 〈Ψ|Hˆ2|Ψ〉−〈Ψ|Hˆ|Ψ〉2. This expression has to
become as small as possible.
5Otherwise Eq. 2.56 would be a generalized eigenvalue system.
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The initial state used for ground state calculations is generally chosen in two different ways.
First, the state can be build up site by site by means of infinite size DMRG [183]. This has the
benefit that we are already in an eigenstate of the Hamiltonian most probably close to the ground
state. Second, we can start with a random state, which is far of the ground state at the beginning.
Both methods carry the risk to get stuck in a local minimum during the ground state search, i.e.,
finding an eigenstate, which is not the ground state. This is an artifact of the above described one-
site algorithm, in which only one Aˆ-matrix is varied at a time, which has the consequence that
the rank of the varied matrix never exceeds the chosen bond dimension. The simplest way trying
to get around this is given by gradually increasing the bond dimension, where it has turned out
that one should start with a large number of sweeps and small bond dimension and then move
to smaller numbers of sweeps with larger bond dimensions. However, one should never do a
ground state calculation with only a single bond dimension. Another way to avoid local minima
is provided by the two-site DMRG [290, 183]. Optimization of two Aˆ-matrices at a time leads
to an increased matrix rank of dD, which leads to a reshuffling of states during the truncation
procedure.
This state reshuffling [314, 262] can also be forced in the one-site algorithm. For this purpose
one has to make a state prediction and mix the old states with the predicted states. The density
matrix of the left block and the matrix to be optimized is defined as
ρL,l = TrR |Ψ〉〈Ψ|, (2.57)
where the trace runs over all states of the right block. By applying the Hamiltonian to the left
block plus the site to be optimized, we generate states targeted by the Hamiltonian, but which
might have been missed in the ground state algorithm. In terms of the density matrix this mixing
is
ρL,l = TrR |Ψ〉〈Ψ|+α∑
dl
TrR Hˆ
L,l
dl |Ψ〉〈Ψ|Hˆ
L,l
dl , (2.58)
where α is the mixing factor. In general, one chooses α ≈ 10−4.
Symmetries
The eigenvalue problem in Eq. (2.56) can be reduced further by taking symmetry properties
of the Hamiltonian into account, i.e., accounting for conserved quantum numbers. Typical ex-
amples of conserved quantum numbers are the total particle number or the total quantized spin,
whose irreducible representation of the symmetry group is Abelian. The corresponding operators
commute with the Hamiltonian and are generators of the U(1) algebra.
Within the language of MPS Abelian symmetries are implemented in a simple bookkeeping
scheme. Quantum numbers can be attached to every Aˆ-matrix, AˆQσQlQr and only those blocks of
the matrix, which fulfill Qσ +Ql +Qr = Qtot are non-zero.
By making use of the Wigner-Eckart theorem [60, 321, 322] one can expand quantum number
conservation to non-Abelian symmetry groups, like SU(2). All MPS calculations have then to
be performed in the suitable non-Abelian basis. Details of the implementation would exceed the
scope of this thesis, but can be found in [181, 22, 184].
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2.2.2 Time evolution
DMRG performs excellent in ground state calculations [261], but at the latest when optical lat-
tices in ultra-cold atomic gases [27] began to play an important role in physics a strong desire in
the DMRG community arose to calculate non-equilibrium and time-dependent properties. Re-
cently, it has become possible to manipulate and detect single atoms in an optical lattice [268],
which opens up the path to construct arbitrary initial states. Then a Hamiltonian predesigned by
the superimposed lattice acts on the system and expectation values or correlations of observables
can be measured in time. Furthermore, nanoelectronics [103] is a huge and lively field, where
time-dependent calculations are needed, e.g., in electron transport calculations.
The challenge to implement time dependent algorithms in a DMRG scheme is to use the
limited set of DMRG states and adequately describe the time evolved state within this given set
of states and ensure that the Hilbert space used still involves the most important states. The first
attempt to calculate the time evolution of a DMRG state was made by Cazalilla and Marston
[41]. Their method belongs to the class of static time dependent DMRG methods, or static TD-
DMRG, in which they blow up the local Hilbert space without changing it in time. It turns out
that this method is numerically very costly and therefore limited to very small time scales. Luo et
al. [173] proposed to define the density matrix from the time-dependent wave function to retain
the information on the relevant excitation states, which performs more reliably, but still costly.
A milestone of the development was reached with the invention of adaptive time-dependent
DMRG schemes, so called adaptive TD-DMRG, which was first proposed in [52, 319, 307].
Both approaches are efficient implementations of an algorithm for the classical simulation of the
time evolution of weakly entangled quantum stated, TEBD [306, 307]. After each time step the
Hilbert space is adapted to describe the time evolved state efficiently. As we will show in this
section this can easily be implemented within the language of MPS.
Up to now, without being exhaustive, the adaptive TD-DMRG has been applied to many
different problems: Electron transport in nanoscale systems [108, 57, 32, 3, 110]; Transport in
spin chains [316, 164]; Simulation of time dependent Hamiltonians [133, 98]; Finite temper-
ature calculations [68] and the calculation of spectral densities from real-time evolutions [16].
The method has been most extensively used within the large class of atomic gases and optical lat-
tices: Properties of Fermi gases [109, 111]; Local relaxation of cold atoms in optical superlattices
[49, 74]; Realization of the Bose-Hubbard model [251]; Spin-charge separation [138, 139, 143];
Bose-Fermi mixtures [232]; Simulation of magnetism in optical lattices [15, 133] and the real-
ization of resonating valence bond states (RVB) [294].
In this section we will first introduce the time evolution using Trotter decomposition. Then
we will explain a different approach, the Krylov subspace method. Finally, we will show how
to use the time evolution schemes to do finite temperature calculations, or imaginary time evolu-
tions.
Trotter time evolution
The implementation of the time evolution algorithm by means of the Suzuki-Trotter decomposi-
tion is especially simple in the MPS representation. We assume a time-independent Hamiltonian
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Hˆ with nearest-neighbor interactions. We seek for a possibility to write the time evolution as an
MPO. The time evolution operator can then be written as
e−iHˆt = e−i(Hˆodd+Hˆeven)t , (2.59)
with Hˆodd = hˆ1 + hˆ3 + . . . and Hˆeven = hˆ2 + hˆ4 + . . . and hˆi the bond Hamiltonian on sites i
and i+1. Since
[
hˆi, hˆi+2
]
= 0 due to nearest neighbor interactions, only, the time evolution for
odd or even bonds, respectively, could be performed bond-wise. However,
[
Hˆodd, Hˆeven
] 6= 0
and therefore we have to approximately decompose the odd and even terms. This can be done
by means of the Trotter-Suzuki decomposition. For this purpose we divide the time t into N
pieces with a length of ∆t, such that ∆t ·N = t stays fixed for any choice of N, especially for
N → ∞, where the decomposition becomes exact again. The time evolution operator6 can then
be rewritten as
e−i(Hˆodd+Hˆeven)t = e−i(Hˆodd+Hˆeven)N∆t (2.60)
=
(
e−iHˆeven∆t · e−iHˆodd∆t +O(∆t2)
)N
. (2.61)
To keep the error due to the Trotter decomposition small, ∆t has to be chosen small. We can now
write the time evolution operators for even and odd bonds as MPOs. e−ihˆ1∆t generally has the
form ∑σ1σ2σ ′1σ ′2 O
σ1σ2,σ ′1σ
′
2|σ1σ2〉〈σ ′1σ ′2|, which is non-local. Using an SVD we can rewrite this
as
Oσ1σ2,σ
′
1σ
′
2 = O˜σ1σ
′
1,σ2σ
′
2 (2.62)
=∑
k
Uσ1σ ′1,kSk,k
(
V †
)
k,σ2σ ′2
(2.63)
= U˜σ1σ
′
1
(
V˜ †
)σ2σ ′2
, (2.64)
where
√
Sk,k has been absorbed in U˜σ1σ
′
1 and
(
V˜ †
)σ2σ ′2 , respectively. We have derived a local
representation of the time evolution operator and we can write them as MPOs.
The time evolution algorithm, see Fig. 2.11, proceeds now as follows: (1) Apply the odd
and then (2) the even bonds time evolution operator to the initial state |Ψ〉. (3) This will enlarge
the bond dimension of the MPS, which has to be compressed to its original dimension D, again.
(4) Repeat these steps (1) - (3) as often as needed, or possible, until the desired time t = N∆t
is reached. At each time step, observables can be evaluated in the standard way,
〈
Oˆ(t)
〉
=
〈Ψ(t)|Oˆ|Ψ(t)〉.
The two errors in the time evolution by means of Trotter decomposition are well controllable.
The truncation error is determined by the number of states kept in each time evolutionary step
and the Trotter error or time evolution error7 is overcome by reducing the time step width ∆t or
by choosing higher orders of the Trotter decomposition [75, 137]. A detailed error analysis using
the Trotter decomposition can be found in [90].
6The time evolution operator has in general the form ∑σˆ Oσ1...σL,σ
′
1...σ
′
L |σ1 . . .σL〉〈σ ′1 . . .σ ′L| and is highly non-
local.
7The time evolution error is the error, which is due to the method chosen.
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Figure 2.11: Time evolution by means of the Trotter decomposition.
Krylov subspace method
Even if the time evolution in terms of the Trotter decomposition is favorable in most cases it has
two disadvantages. First, the time evolution is limited to nearest neighbors. A generalization
to wider ranged interactions is not trivial and incorporates an increasing number of SVDs for
larger and larger matrices. Second, in the end the time evolution error can only be decreased by
choosing smaller time steps ∆t, which might not be desirable in all cases, since more and more
time steps become necessary. To overcome these issues, several different time evolution methods
have been tested [75, 68] and among them the Krylov subspace method [260], which we present
in this section. The idea of the Krylov time evolution method is to approximately represent
the given Hamiltonian in a new and extraordinarily suitable basis, which is much smaller than
the original DMRG basis. The time evolution is performed within this basis and therefore is
enormously simplified.
The k-dimensional Krylov subspace [188] is spanned by repeatedly applying the Hamiltonian
Hˆ on the state to be time evolved |Ψ(t)〉:
Kk =
{
Hˆ0Ψ(t), Hˆ1Ψ(t), . . . , Hˆk−1Ψ(t)
}
, (2.65)
where |ki〉= Hˆ i|Ψ(t)〉, i ∈ {0,1,2, . . . ,k−1} denote the Krylov vectors.
These vectors have to be ortho-normalized via the recursion relation (Lanczos iteration [188])
βn+1|Kn+1〉= Hˆ|Kn〉−αn|Kn〉−βn|Kn−1〉 (2.66)
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with β 2j = 〈K j |K j〉, 〈Ki |K j〉 = 0 for i 6= j and α j = 〈K j|Hˆ|K j〉. A detailed error analysis of
the Krylov subspace approximation (including upper estimates of the error) is given in Refs.
[288, 114]. From the recursion relation it is obvious that the Hamiltonian is a tridiagonal k× k
matrix in the basis of the Krylov vectors and therefore easily diagonalizable. The time evolution
proceeds then as follows:
e−iHˆ∆t |Ψ(t)〉 ≈∑
i j
|Ki〉〈Ki|e−iHˆ∆t |K j〉〈K j |Ψ(t)〉 (2.67)
=∑
i
ci|Ki〉. (2.68)
This form of the time evolution is unitary and therefore conserves the normalization. Note that
the time evolution is only approximate due the Krylov subspace approximation, which projects
the full Hamiltonian Hˆ on some effective Hamiltonian
(
Hˆeff
)
i j = 〈Ki|Hˆ|K j〉, which is possible
due to the choice of a suitably small time step ∆t.
Note further that from an MPS point of view the dimension of each next higher Krylov vector
significantly increases, since we apply Hˆ another time. For each Krylov vector we use an own
MPS, which makes the implementation much more efficient, especially compared to classical
DMRG, where a set of target states had to be chosen to optimally represent all Krylov vectors in
the same enlarged basis, see for example [68]. The MPS representation is much more efficient,
since the numerical cost of the algorithm scales cubic with the number of states.
The number of needed Krylov vectors is restricted to 3−10 providing a Krylov error of 10−10
or even smaller. The small number of Krylov vectors also guarantees that the bond dimension
of the higher Krylov vectors is not too large and further since higher Krylov vectors tend to be
more and more linearly dependent one avoids instabilities in the orthogonalization procedure.
The coefficients ci are used for estimating the convergence of the Krylov approximation. If ck−1
drops below a certain threshold the Krylov approximation has converged. If this does not happen
for a presetted limit of Krylov vectors, one has to repeat the calculation for a smaller time step.
Again, we have two sorts of errors involved. First, the truncation error, set by the number of
DMRG states taken into account and second the time evolution error, set by the error given by
the Krylov approximation. Typically, the truncation error starts to dominate the whole error at
very short times, compared to the whole time scale [75]. There is no target error in the MPS
formulation of the algorithm. This is only relevant to classical DMRG algorithms, where the
target Hilbert space had to be build up before performing the time evolution.
Natural limitation of time evolution
The Lieb-Robertson theorem states that entanglement S of an out of equilibrium evolution can
grow according to S(t) ≤ S(0)+ ct, where c is a constant proportional to the speed of propa-
gation of the excitations in the system. From [213] it follows that the bond dimension needed
to describe the system with a constant error is D(t) ∝ 2t and therefore exponentially growing
in time. Naturally, the calculation will end when the number of states needed to describe the
physical system exceeds the computational resources. Still, a lot of interesting physics can be
explored with time evolution methods before entanglement explodes. Recent developments in
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Figure 2.12: Purification of an MPS with nearest neighbor interaction. Black discs are physical sites, grey discs
auxiliary sites, black solid lines symbolize the maximal entanglement between two sites at β = 0 and red solid lines
are the interaction between two sites. (a) In the ladder view. (b) In the 1d chain view.
the field of time evolution methods focus on limiting the spread of information or entanglement
in the system. Just to name two of the recent developments, there is the time evolution in the
Heisenberg picture [234, 104], where not the state is time evolved, but the observable and the
other method is the transverse folding algorithm [12], where the MPS tensor network is folded
in an efficient way, such that entanglement becomes more localized.
Finite temperature DMRG
By means of purification of a mixed state [304] we can also perform temperature dependent
calculations. Using Schmidt decomposition we can write an arbitrary mixed state ρˆP = ∑
r
a=1 =
s2a|a〉P〈a| in Hilbert space P (physical Hilbert space) as a pure state by taking an auxiliary Hilbert
space Q into account:
|Ψ〉=
r
∑
a=1
sa|a〉P|a〉Q. (2.69)
Hence we find
ρˆP = TrQ ρˆ, (2.70)
where ρˆ is the density matrix of the whole system P⊗Q. The mixed state density matrix at the
inverse temperature 8 β = 1/T is given by
ρˆP,β =
1
Z(β )
e−β Hˆ =
1
Z(β )
e−β Hˆ/2 · Iˆ · e−β Hˆ/2, (2.71)
8kB is set to 1.
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where Z(β ) = TrP exp
(−β Hˆ) and with Iˆ = Z(0)ρˆP,β=0, which is the factorized mixed state at
infinite temperature, we find
ρˆP,β =
Z(0)
Z(β )
e−β Hˆ/2 ·TrQ |Ψ0〉〈Ψ0| · e−β Hˆ/2 (2.72)
=
Z(0)
Z(β )
TrQ e−β Hˆ/2 · |Ψ0〉〈Ψ0| · e−β Hˆ/2 (2.73)
=
Z(0)
Z(β )
TrQ |Ψβ 〉〈Ψβ |, (2.74)
where |Ψ0〉 is the purified state and the trace over Q could be commuted with the exponential,
since Hˆ only acts on Hilbert space P. An arbitrary expectation value of an operator Oˆ can be
computed as
〈
Oˆ
〉
β = 〈Ψβ |Oˆ|Ψβ 〉/〈Ψβ |Ψβ 〉.
The state at infinite temperature factorizes on each site. Therefore, it is enough to purify a
single site as follows:
1
d
Iˆ=
1
d∑σ
|σ〉P〈σ |= 1d TrQ
(
∑
σ
|σ〉P|σ〉Q
)(
∑
σ
〈σ |P〈σ |Q
)
, (2.75)
which naturally leads to a ladder structure for a one dimensional system, where the physical sites
live on the upper bar and the auxiliary sites on the lower bar, see Fig. 2.12(a). The system is
then maximally entangled on every rung and not entangled at all on the bars. Using imaginary
time evolution we act only on the physical part of the system. Translated to a one dimensional
system, see Fig. 2.12(b), it can be formulated as a chain with next nearest neighbor interac-
tion. Trotter decomposition becomes more sophisticated now, since we have to perform time
evolution on four sites simultaneously: First we evolve the odd plaquettes with site numbers
(1,2,3,4),(5,6,7,8), . . . and then the even plaquettes (3,4,5,6),(7,8,9,10), . . . . Via applying
SVD two times instead of only one time, we can bring the imaginary time-evolution operator
into MPO form.
2.2.3 Frequency space DMRG
So far, we have seen that DMRG can be used to calculate ground state properties, see Sec.
2.2.1, and time evolution of arbitrary initial non-equilibrium states, see Sec. 2.2.2. Furthermore,
DMRG can also be used to calculate dynamical ground state properties, like Greens functions
and spectral densities, of a physical system. The fermionic9 retarded real-time Greens function
of an operator Aˆ is defined as
GRC(t
′− t) =−i Θ(t ′− t)
〈[
Cˆ(t ′),Cˆ†(t)
]
+
〉
, (2.76)
9Identical to the bosonic Greens function up to a sign.
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where [·, ·] denotes the anti-commutator and further we define
G>C (t
′− t) =−i
〈
Cˆ(t ′)Cˆ†(t)
〉
t ′ > t (2.77)
G<C (t
′− t) =−i
〈
Cˆ
†
(t ′)Cˆ(t)
〉
t ≥ t ′ (2.78)
Assuming a time-independent Hamiltonian we find in frequency space
G>C (ω) = 〈0|Cˆ
1
E0+ω− Hˆ + iη
Cˆ
†|0〉 (2.79)
G<C (ω) = 〈0|Cˆ
† 1
E0−ω− Hˆ− iη
Cˆ|0〉, (2.80)
with GRC(ω) = G
>
C (ω)−G<C (ω). The spectral density is defined via
CC(ω) =− 1pi limη→0 G
R
C(ω). (2.81)
The finite broadening factor η has a three-fold meaning: First, it ensures causality. Second, it
provides a finite lifetime of the excitations in the system τ ∝ 1η and therefore damps finite size
effects, since η in frequency space corresponds to an exponential damping term exp−ηt in real-
time space. Third, η causes a Lorentzian broadening of the spectral density, as will be seen in
Sec 3.
By now, several approaches to calculate Greens functions and spectral densities by means of
DMRG, exist. Most of them rely on the evaluation of Eq. 2.79. In this chapter, we first present
the continued-fraction Lanczos dynamics, which has first been implemented in Ref. [100] and
calculates time-efficient, but comparatively rough approximations to dynamical quantities. Then,
we introduce the correction vector method 10, see Ref. [154], which is numerically precise, but
costly. A reformulation of the correction vector method is the so called dynamical DMRG in Ref.
[126].
With the breakthrough of TD DMRG, calculating frequency space properties by fourier trans-
forming real-time observables became attractive. Even though there exist other linear prediction
techniques [315, 226], we present here the recent linear time prediction method by T. Barthel et
al. [16].
The most recent success in calculating spectral properties has been achieved by a Chebychev
expansion method [115, 116].
The applications of frequency space DMRG are thematically widely spread and so numerous
that it is not possible to mention them all. However, those works can be classified by the method
used: Continued fraction dynamics, correction vector or very similar the dynamical DMRG and
real-time methods. The first application of the numerically efficient, but limited in its precision
continued fraction dynamics has been on S = 1/2 antiferromagnetic Heisenberg chains [100].
Furthermore it has been applied to the spin-boson model [205], the Holstein model [337] and
10In this thesis, we make extensive use of this method.
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spin-orbit chains in external fields [334]. The dispersion relation of a spin chain has been cal-
culated in [211] and in [80] a self-consitent impurity solver for dynamical mean-field theory
[191, 82] is provided.
The numerically costly and exact correction vector method and dynamical DMRG have first
been applied to calculate nonlinear optical coefficients of Hubbard chains and similar models
[223]. The AC conductivity of the Bose-Hubbard model with nearest-neighbor interaction could
be determined in [153]. In [237] it could be shown that the method can also be applied to dy-
namic correlations of single-impurity Anderson models. For quasiparticles in metallic grains, it
could be shown in [91] that pair breaking excitations of the BCS ground state [14], surprisingly
have infinite life times. In [20] very precise spectral functions of the Hubbard model have been
calculated. It could be shown that dynamical DMRG can be applied to impurity problems [203]
and further that it is possible to precisely calculate Greens functions of a single impurity Ander-
son model [202]. This has been extended later to the calculation of the spectral density of the
two-impurities Anderson model [204]. The spin and charge separation of the one dimensional
extended Hubbard model at half-filling with onsite and nearest neighbor interaction has been
calculated in [19]. Edge singularities could be found in high-energy spectra of S = 1 Heisenberg
chains in strong external magnetic fields [76]. It could be demonstrated that one of the most strik-
ing effects of Luttinger liquids, the bosonic spin charge separation, is available in an interacting
two-component Bose Hubbard model [139, 138]. In [201] the authors examined spin and charge
separation of the Hubbard model with next nearest neighbor hopping. Spectral properties of a
two-channel fermion-boson transport model have been calculated in [63]. The Hubbard model
in infinite dimensions has been examined in [236]. The electronic spectral density, dispersion
relation and for the first time the electron life-time in a Kondo lattice model has been calculated
in [280, 279]. Further examination of fermi-boson mixtures has taken place in [61]. Recently,
also spectral properties of the Hubbard model near a Mott transition [142] and of the Hubbard
model with spin polarization [301] have been calculated.
Continued fraction dynamics
The continued-fraction dynamics method has first been exploited in Ref. [79], but the formal-
ization of the method goes back to Lanczos, see Refs. [7, 162, 161]. A very clear presentation
of the iterative procedure for generating continued fractions in terms of Greens functions can be
found in Ref. [87]. We do not provide the derivation of the continued fraction method in full
detail and restrict ourselves to the main results.
Within the continued-fraction algorithm the Hamiltonian Hˆ is iteratively tridiagonalized by
generating a Krylov subspace, spanned by the vectors:
| fn+1〉= 1bn+1
(
Hˆ| fn〉−an| fn〉−b2n| fn−1〉
)
, (2.82)
where bn+1 is determined by the normalization condition of | fn+1〉. Furthermore,
| f0〉= Cˆ|0〉 (2.83)
an = 〈 fn|Hˆ| fn〉, (2.84)
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the Greens function can be written as
G<C (z) = 〈 f0|
1
z− Hˆ | f0〉, (2.85)
where z = E0+ω− iη . Projecting the Hamiltonian on the Krylov vectors iteratively, we finally
end with a continued-fraction expression for the Greens function (see [87]):
G<C (z) =
1
z−a0− b
2
1
z−a1− b
2
2
z−a2−...
. (2.86)
Thinking in the language of MPS and MPO, we can calculate the Greens function by span-
ning the Krylov space and calculating all relevant factors ai and bi:
1. Calculate the ground state |0〉;
2. Apply Cˆ on the ground state to get | f0〉;
3. Calculate the Krylov subspace by performing a Lanczos tridiagonalization of Hˆ and mak-
ing use of Eq. 2.82;
4. Calculate the Greens function from the obtained factors in step 3.
There are severe numerical limitations to this algorithm, concerning the Lanczos part. For
convergence of the Lanczos iteration scheme O(100) iterations are needed. However, for large
numbers of iterations, global orthogonality is lost, since the algorithm orthogonalizes only lo-
cally. The generation of new coefficients has to be stopped before this happens. In Ref. [154]
the authors developed the criterion 〈 f0 | fn〉> ε , when fulfilled, the Lanczos iteration is stopped.
If the Lanczos algorithm has converged at that point one can successfully calculate the Greens
functions, otherwise it is not reliably possible.
Correction vector method
The correction vector method [284] was proposed in 1989 even before DMRG was invented. Its
first applications were realized in Refs. [239, 154].
The correction vector is defined as a part of the Greens function:
|c(ω,η)〉= 1
E0+ω+ iη− Hˆ
Cˆ
†|0〉 (2.87)
and therefore the Greens function can be obtained from
G>C (ω,η) = 〈0|Cˆ|c(ω,η)〉. (2.88)
The solution of the linear equation system(
E0+ω+ iη− Hˆ
) |c(ω,η)〉= Cˆ†|0〉, (2.89)
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provides the correction vector and is the numerical challenge of the method. Solving this equa-
tion can be done by several different approaches. The Ansatz by Ku¨hner and White [154] solves
the real and imaginary part separately. A slight variation of this method is provided by the dy-
namical DMRG [126], where Eq. 2.89 is reformulated into a minimization problem. We will
present here a MPS related method, where the equation is solved by local updates of Aˆ-matrices.
For this purpose we multiply Eq. 2.89 from the left by the conjugated correction vector and
obtain
∂
∂Aσi∗ai−1ai
(
〈c(ω,η)|(E0+ω+ iη− Hˆ) |c(ω,η)〉−〈c(ω,η)|Cˆ†|0〉)= 0, (2.90)
which is similar to the equations depicted in Fig. 2.9 and Fig. 2.10. Sweeping through the system
updating one matrix after another will finally lead to the correction vector. However, there is a
peculiarity, since the operator E0 +ω − iη − Hˆ is non-hermitian11 and therefore the Lanczos
algorithm can not be used to solve the linear equation system. Instead, one uses the GMRES
method [188] or the biconjugated gradient method [254, 188]. The initial MPS for |c(ω,η)〉 is
typically Cˆ|0〉, which is the only good guess one can make here.
The drawback of this method is that the correction vector for each (ω,k)-point, where k is
a global index for all quantum numbers characterizing a state of a system has to be calculated
separately. The numerical cost is much higher than in the continued-fraction method, but the
precision can be driven to machine precision, in principal.
Convergence properties of the correction vector method
In this section we briefly examine convergence properties of the correction vector method of a
specific model, the one dimensional Hubbard chain. We will not be able to derive completely
generic rules out of this, but allows us to mention some of the known peculiarities performing
correction vector calculations.
We specifically choose the Hubbard model with open boundaries, whose Hamiltonian reads
HˆHub =−t
L−1
∑
iσ
(
cˆ†iσ cˆi+1σ + cˆ
†
i+1σ cˆiσ
)
+U
L
∑
i=1
nˆi↑nˆi↓, (2.91)
where t is the hopping constant, σ =↑,↓ the electron spin index, L the lattice length, cˆ(†) the
electron annihilation (creation) operator, U the onsite Coulomb interaction constant and nˆiσ =
cˆ†iσ cˆiσ . We fix L = 64, t = 1 and U = 1 and we calculate the ground state |0〉 with N = 4
electrons and spin in z-direction Sztot = 0 using a maximal bond dimension of Dgs = 140 states.
The truncation error of the converged ground state approximately reached 10−10.
Using the correction vector method, we calculate G>cˆkσ (ω,η), where
cˆkσ =
√
2
L+1
L
∑
i=1
cˆi sin
(
ikpi
L+1
)
(2.92)
11In DMRG calculations η has to be kept finite
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Figure 2.13: Correction vector calculation for a Hubbard model with L = 64, t = 1, U = 1, N = 4 and quasimomen-
tum k = 1 with finite broadening η = 0.1 at three different frequencies. The number of used DMRG states during
the correction vector calculation is fixed to DGMRES = 500. On the y-axis, we plot the relative difference in the
overlap of the two wavefunctions of subsequent sweeps.
is the electron annihilation operator in momentum space. For U = 0 the states cˆ†kσ are exact
eigenstates of HˆHub. Therefore, cˆ
†
kσ |0〉 might be close to an exact eigenstate also for finite U and
N L.
Calculating G>cˆk=1↑(ω,η = 0.1) for many values of ω , we find a resonance of the system at
ω ≈ω1 =−2.5. Furthermore, we chose a value on the tail of the resonance at ω2 = 0 and an off-
resonant valueω3 = 2.5. We restrict our error and convergence analysis to these three points. The
accuracy or error of the GMRES calculation is given by the maximal bond dimension DGMRES
taken into account and therefore the truncation error εGMRES. Here, we determine the quality of
the result from the overlap of two wave functions after subsequent sweeps. We define
di+1 = |〈Ψi+1 |Ψi〉|− |〈Ψi |Ψi−1〉| , (2.93)
where Ψi is the wave function after the ith GMRES sweep. For i→ ∞ we should find di→ 0.
For a fixed bond dimension DGMRES = 500 we find for η = 0.1 the convergence behavior
as shown in Fig. 2.13. For ω1 the correction vector has a relative error of 10−10 after the first
few sweeps, which is due to the fact that cˆ†kσ |0〉 is nearly an eigenstate12and ω1 is close to a
resonance. Far off the resonance, the error shrinks much slower and does not converge in the
sense that it reaches a fixed point. A criterion for stopping the algorithm would simply be, to
preset a threshold, e.g., 10−7, when reached the algorithm is stopped.
12It is not generically the case that cˆ†kσ |0〉 is close to an eigenstate in a fermionic system, e.g., for large fillings
and large U , or other models, like the Kondo lattice model.
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Figure 2.14: Correction vector calculation for a Hubbard model with L = 64, t = 1, U = 1, N = 4 and quasimomen-
tum k = 1 with ω = 0 and at different finite broadening η = 0.1. The number of used DMRG states during the first
30 sweeps is fixed to DGMRES = 500 and increased to 750 at sweep 31 (blue region) and increased to 1000 at sweep
41 (red region). On the y-axis, we plot the relative difference in the overlap of the two wavefunctions of subsequent
sweeps.
Not only the frequencyω is decisive, but also the magnitude of η has a recognizable influence
on the truncation error and convergence properties of the correction vector method. As shown in
Fig. 2.14 the change in the overlap di becomes much larger for smaller η at the same number of
states and also the truncation error, which is aboutO(10−10) for η = 0.1 in the last sweep, grows
up to approximately O(10−8) for η = 0.02. Therefore the accuracy of the method sensitively
depends on the finite broadening factor η and for smaller η a significantly higher number of
states is necessary to reach the same accuracy as for larger η .
For ground state calculations it is beneficial to begin with a small bond dimension D and
increase it in every subsequent sweep until the needed accuracy is achieved, converging the state
at the final number of states. However, it is not clear whether this is the procedure of choice
for correction vector calculations. In Fig. 2.15 we compare the case of a fixed bond dimension
with the one of an increasing bond dimension in the first sweeps. In the blue area the number of
states is increased by 50 for the dashed brown line. The solid black line, which represents the
calculation at a fixed number of states, approaches the final value much faster. Within the red
area, the number of states is in both cases 500, but there is a notable difference between both
curves. Therefore, the numerical effort is at least the same, but more likely it is even higher,
which is confirmed in [137]. Within this thesis we found the same result for the Kondo lattice
model.
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Figure 2.15: Spectral density of a Hubbard model with L = 64, t = 1, U = 1, N = 4 and quasimomentum k = 1
with ω = 0 and at finite broadening η = 0.1. The solid black line shows the result of a calculation with 500 DMRG
states in all sweeps. For the dotted brown line 50 DMRG states are used in the first sweep and in every subsequent
sweep the number of states is increased by 50 up to 500. From sweep 10 upwards, the number of states is fixed at
500 states.
Spectral densities from real-time dynamics and the time prediction method
The calculation of frequency space observables from real-time calculations goes straight for-
ward. First, one performs the time evolution of a state, e.g., Cˆ|0〉 and then fourier transforms
the resulting real-time Greens function to the frequency space. However, time evolution is re-
stricted to finite times and similar to algorithms in frequency space, one has to use efficient
methods in order to get reliable data. One of these techniques is the so called time prediction
method [16] relying on the prediction method introduced early in Refs. [177, 335], which pre-
dicts terms dN+1,dN+2, . . . of a time series from the already calculated terms d0,d1, . . . ,dN at
times t0, t1, . . . , tN .
Assume, we have given the time series d0,d1, . . . ,dN and we make a prediction Ansatz
d˜n =−
p
∑
i=1
aidn−i. (2.94)
This means we assume that dn can be predicted from the p preceding values. From minimizing
the least square error ∑n∈Nfit |d˜n− dn|2 for known di the coefficients ai can be determined and
can be used to predict values of the time series dn with n > N. The final Fourier transformation
gives much better quality data with time prediction than using an abruptly ending time series.
This method is suited for situations close to equilibrium, where only a few pole frequencies
are involved. For strong non-equilibrium cases the method will fail, since too many Greens
functions’ poles are involved leading to irregular non-predictable behaviour. In [16] the method
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is successfully applied to the XX model in order to compute the observable
S(l, t) =
1
2pi
〈[
Sˆ
−
l (t), Sˆ
+
l (0)
]〉
up to infinite times.
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Chapter 3
The one-dimensional Kondo lattice model
3.1 Introduction
The one-dimensional Kondo lattice model is one of the models in condensed matter physics to
describe the interaction of conduction electrons with a lattice of localized impurity spins.
In this chapter we will first derive the Kondo lattice model as a special case of the periodic
Anderson model and point out its connection to a general two-band electron model. Then, we
discuss the basic physical properties, which contains several exactly solved cases and the phase
diagram obtained via bosonization and DMRG. Finally, we describe the application of the Kondo
lattice model to real materials. However, the results on the Kondo lattice model obtained in this
thesis, see Chapters 4 and 5, are not strictly connected to these applications. Therefore, we give
separate introductions to the Kondo lattice model with a special view at the beginning of Chapters
4 and 5.
3.2 Derivation of the Kondo lattice model
3.2.1 From the periodic Anderson model to the Kondo lattice model
The Kondo lattice model (KLM) can be derived from the more general periodic Anderson model
[298]. The latter describes an electron conduction band with additional local orbitals on each
lattice site. For historic reasons we denote these additional orbitals by the term f -orbitals. The
electrons can either move from site to site in the conduction band or hop from one of the lattice
sites of the conduction band to the f -orbital and back. The Hamiltonian of the orbitally non-
degenerate periodic Anderson model (PAM) is given by
HPAM =−t∑
iσ
(
c†iσci+1σ +h.c.
)
+∑
iσ
ε f n
f
iσ +V∑
iσ
(
c†iσ fiσ + f
†
iσciσ
)
+U∑
i
n fi↑n
f
i↓, (3.1)
where σ =↑,↓ is the spin index, niσ = c†iσciσ , n fiσ = f †iσ fiσ , and the sum ∑i is taken over all
L lattice sites. The first term describes the hopping process inside the conduction band, ε f is
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the atomic energy of the f level, V is the matrix element of the local hybridization between
conduction band and local f -orbital. U is the Coulomb interaction in the f -orbital.
The Kondo limit of the PAM is defined as the case, where the energy of the f -orbital is chosen
such that it is occupied by a single electron, and further the Coulomb interaction U prohibits
double occupation in first order processes. This is achieved by choosing
ε f < εF (3.2)
ε f +U > εF (3.3)
U V, (3.4)
where εF is the Fermi energy.
Schrieffer and Wolff [263] could show that in the Kondo limit the PAM can be mapped on
the Kondo lattice model. Instead of using their result we will use a simple Brillouin-Wigner
perturbation theory [243] with the small parameter U/V . We then involve a simple projection of
the Hamiltonian, which is the essential idea of Schrieffer and Wolff. Further, we consider only a
single site:
Heff = PH0P+PHV
1
E−H0 HV P, (3.5)
with H0 =Un
f
i↑n
f
i↓+ ε f ∑σ f
†
σ fσ and HV =V ∑σ
(
c†σ fσ + f
†
σcσ
)
. The subspace of the f -orbital
is spanned by the states
|0〉, |↑〉, |↓〉, |↑↓〉. (3.6)
The projector P is defined as
P = |↑〉〈↑|+ |↓〉〈↓| (3.7)
Making use of
Sz =
1
2
(|↑〉〈↑|− |↓〉|↓〉) (3.8)
S+ = |↑〉〈↓| (3.9)
S− = |↓〉〈↑|, (3.10)
we finally arrive at
2V 2
(
1
ε f +U
− 1
ε f
)(
sˆ · Sˆ) , (3.11)
where sˆ is the conduction electron spin operator and Sˆ is the f -orbital spin operator. Setting
J = 2V 2
(
1
ε f +U
− 1
ε f
)
(3.12)
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and re-introducing the full lattice structure, we obtain the Hamiltonian of the Kondo lattice model
HKLM =−t∑
iσ
(
c†iσci+1σ +h.c.
)
+ J∑
i
sˆi · Sˆi, (3.13)
where J is generally denoted as the Kondo coupling constant, sˆi is the electron spin operator at
site i and Sˆi is the spin operator of the localized spin at site i. Note that J is in general positive
and therefore mediates an antiferromagnetic exchange.
The strong Coulomb interaction limit of the PAM corresponds to the weak coupling limit of
the KLM. Nevertheless, we will see that it is interesting to consider not only small J, but arbitrary
J, see Chapters 4 and 5.
3.2.2 Two-band model
The periodic Anderson model and further the Kondo lattice model are special cases of a general
lattice with two bands and the electron-electron interaction
V =
1
2 ∑n1,...,n4 ∑j1,..., j4
∑
σ ,σ ′
Vσσ ′(n1 j1, . . . ,n4 j4) c
†
n1 j1σc
†
n2 j2σ ′cn3 j3σ ′cn4 j4σ , (3.14)
where ni = c, f labels the band the ji’s label the lattice site [96]. In order to obtain the Kondo
lattice model from this general model one has to make the following assumptions:
1. There is exactly one localized f -electron at each lattice site, which corresponds to the
Kondo limit, see Eqs. 3.2,3.3 and 3.4.
2. Only on-site interactions are considered, similar to the Hubbard interaction.
3. Electron-electron interactions between electrons in the same band may be neglected.
3.3 Exactly solved cases
Up to now the Kondo lattice model with J > 0 refuses to be solved up to a few special cases. It
can be solved for only one electron in the conduction band, at half filling of the conduction band
and in the strong coupling limit, i.e., for J→ ∞.
3.3.1 One electron in the conduction band
We consider now the case of only one conduction electron in the conduction band of the KLM
for antiferromagnetic exchange J > 0, see Fig. 3.1. This case has been considered by Sigrist et
al. in 1991 [273] and they have been able to determine the exact ground state and some of its
properties.
The general basis state of the KLM with one electron is
| j,σ ; σ1 . . .σL〉= σ | j,σ〉⊗ |σ1 . . .σL〉, (3.15)
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Figure 3.1: The Kondo lattice model with one electron in the conduction band.
where | j,σ〉 denotes the electron on site j with spin σ ∈ {↑,↓}, the factor σ is a phase factor,
which is used to keep the off-diagonal matrix element negative and is necessary for the appli-
cability of the Perron-Frobenius matrix theorem. |σ1 . . .σL〉 denotes the local spins on sites 1 to
L.
Applying H ≡ HKLM, see Eq. 3.13, we obtain
H| j,σ ; σ1 . . .σL〉=−t∑
a
| j+a,σ ; σ1 . . .σL〉 (3.16)
+
1
4
Jσσ j| j,σ ; σ1 . . .σL〉 (3.17)
− 1
4
J(1−σσ j)| j,−σ ; σ1 · · ·−σ j . . .σL〉. (3.18)
The sum ∑a is taken over nearest neighbors of j. Hence, ∃n ∈ N such that 〈a|Hn|b〉 6= 0 for two
arbitrary basis states |a〉 and |b〉 and therefore all basis states are connected. This allows the ap-
plication of the Perron-Frobenius matrix theorem, which states that the lowest energy eigenstate
|Ψg(M)〉 has a strictly positive wavefunction and is non-degenerate.
We will proof the following theorem: The total spin of the ground state of the KLM with
antiferromagnetic coupling between local spins and conduction electrons and with one electron
in the conduction band is (L−1)/2, where L is the number of lattice sites in the system.
Since we know that states with different total spin Stot are orthogonal to each other, a wave
function |Φ〉 with a finite overlap with |Ψg(M)〉 lives in the same total spin sector. The idea of
Sigrist et al. [273] has been to choose an arbitrary wave function |Φ〉 as a superposition of the
basis states and to proof that the overlap with |Ψg(M)〉 is finite:
|Φ(L−1
2
)〉= | j,↑; ↓,↑, . . . ,↑〉+ | j,↓; ↑, . . . ,↑〉. (3.19)
This state has a Kondo singlet at site 1 and the total spin of this state is (L−1)/2. Repeatedly ap-
plying S− on |Φ((L−1)/(2))〉we can construct a wavefunction with a z-component M matching
the z-component of |Ψg(M)〉. We arrive at
|Φ(M)〉= (S−) L−12 −M|Φ(L−1
2
)〉 (3.20)
=
[
L−1
2
−M
]
! ∑
σ2+···+σL=M
(| j,↑; ↓,↑, . . . ,↑〉+ | j,↓; ↑, . . . ,↑〉) . (3.21)
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This is a strictly positive wavefunction, hence
〈Φ(M)|Ψg(M)〉 6= 0 (3.22)
and the overlap is finite. Therefore the total spin of the ground state is (L−1)/2. q.e.d.
With this knowledge we can directly write down the exact wavefunction of the KLM:
|Φ〉=
L
∑
i=1
(
Aic†i↓+
L
∑
j=1
Bi jc†i↑S
−
j
)
|FM〉, (3.23)
where |FM〉 is the state of the KLM where all localized spins are polarized upwards (|↑ . . . ↑〉)
and the conduction band is empty. The coefficients Ai and Bi j are still to be determined. Applying
the Hamiltonian H to this state we obtain the equations
EAi =−t∑
a
Ai+a− 1
4
JAi+
1
2
JBi j (3.24)
EBi j =−t∑
a
Bi+a, j +
1
2
Jδi jAi− 14J
(
2δi j−1
)
Bi j. (3.25)
E is the energy of the state. The system of equations can be solved employing a Fourier trans-
formation
A˜k =
1√
L
L
∑
j=1
Ai e−ik j (3.26)
B˜kq =
1
L
L
∑
j,l=1
B jl e−ik j e−iq( j−l), (3.27)
which results in
1
L∑q
1
2Ek− εq− J/2 =−
Ek− εk + J/2
Ek− εk− J/4 , (3.28)
where Ek are the eigenenergies. The coefficients are determined from
B˜kq =− 1√
L
E− ε1− J/4
E− εk+q− J/4 A˜
k (3.29)
and the normalization condition |A˜k|2+∑q |B˜k|2 = 1. Sigrist et al. find in their rigorous analysis
that the ground state has spin (L−1)/2 and momentum k = 0 and that a massive spin polaron is
formed, see also Chapter 4.
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3.3.2 Half filling of the conduction band
The Kondo lattice model at half-filling of the conduction band is believed to be an appropriate
model for Kondo insulators [332, 310]. Kondo insulators are semiconductors with a very small
gap from hybridization between conduction electrons and f -orbitals [73, 1]. However, some
people doubt that Kondo insulators are in the local moment regime [323, 113] and it is not clear
whether one should use the KLM or better the PAM.
Half-filling of the conduction band in the KLM is defined as n = N/L = 1, where N is the
number of electrons in the conduction band. An important theorem has been proven in [298,
267]: In any dimension on a bipartite lattice of the KLM, for J > 0, the unique ground state is
a spin singlet. For J < 0, the same conclusion holds as long as the number of lattice sites is the
same on both sub-lattices. If J is very large, the model shows a spin gap and the ground state
becomes a spin liquid.
Here, we consider only J > 0. If J → ∞ the ground state consists out of L Kondo singlets,
one on each lattice site. The ground state energy is
Egs,h f =−3J4 L. (3.30)
Two basic excitations are possible. First, a single spin can be flipped, which transforms a Kondo
singlet into a triplet and lets the energy increase by J. Second, a charge can be moved by one
lattice site. This will lead to one doubly occupied and one empty site in the conduction band
and the now vacant f -orbitals can either form a singlet or triplet, whose energy is degenerate
for J = ∞. The spin and charge gap found prevails down to J → 0. This has been found from
a mapping to the Hubbard model [129], exact diagonalization [296] and DMRG [332]. These
numerical calculations have been assisted by approximate analytic methods, like the Gutzwiller-
projected mean-field solution [310] and a projection to the non-linear sigma model [299]. For
J 1 the gap is linear in J and for 0 < J 1 the gap behaves as ∆E ∼ e−a/J .
3.3.3 Strong coupling limit
The strong coupling limit at partial filling of the conduction band has been widely considered.
For J → ∞ Kondo singlets will be formed. Two neighboring Kondo singlets will be changed
during a hopping process of one of their electrons to an empty and a doubly occupied conduction
site. The energy cost of this process is 3J/2. For J→ ∞ and N electrons in the conduction band
there will be L−N empty sites, only, and double occupation will be prohibited. This enables one
to perform a mapping of the Kondo lattice model in the strong coupling limit on the Hubbard
model with U =∞. The sites occupied by a Kondo singlet will be mapped to an empty site of the
Hubbard model, and empty sites of the Kondo lattice are mapped either to an occupied spin up
or spin down electron site of the Hubbard model. Double occupation is forbidden, see Fig. 3.2.
Lacroix [157] has proven this mapping and the corresponding Hubbard Hamiltonian is
HHubbard =
t
2∑iσ
(
f˜ †iσ f˜i+1σ +h.c.
)
+
3J
4 ∑i
(1−ni) (3.31)
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Figure 3.2: Mapping of the Kondo lattice site to the Hubbard site.(a) The Kondo singlet is mapped on the empty site
of the Hubbard model. (b) The empty conduction band site with an up local spin is mapped to the Hubbard model
with a spin up. (c) The empty conduction band site with an down local spin is mapped to the Hubbard model with a
spin down. (d) The doubly occupied conduction band site is mapped out.
under the constriction ni = ∑σ f˜
†
iσ f˜iσ ≤ 1.
An ordering once given cannot be changed anymore, since the electrons cannot pass each
other, because double occupation is forbidden. Furthermore no spin-flips are possible. Spin is
totally degenerate and this results in a total independence of spin and charge [209].
A perturbation theory in t/J [274] has revealed that the degeneracy of the state at J→ ∞ is
lifted to the benefit of the completely polarized state, where all local spins point in one direction
and the conduction electron spins in the opposite direction. The total spin of this state is therefore
Stot = (L−N)/2. This is furthermore the maximal spin possible, because a higher spin value
would require a Kondo singlet to be changed to a triplet and this is energetically not affordable
due to J → ∞. A true gap in the system is only available if J is larger than all other singlet
excitations.
The KLM with onsite Coulomb interaction in the strong coupling limit has been considered
in [328]. In this case it could be shown that the f -spins are aligned ferromagnetically and that
the Hubbard term adds an energy penalty of U/2 to each doubly occupied conduction band site.
3.4 Effective interactions
Basically, two regimes with different types of interaction can be distinguished in the KLM. At
weak coupling J/t  1 an effective interaction between the localized spins mediated by the
conduction electrons dominates the KLM. It is the so called Ruderman-Kasuya-Yosida (RKKY)
interaction [252, 132, 331]. At strong coupling J/t 1 Kondo singlet formation dominates the
KLM.
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3.4.1 RKKY interaction
For J = 0 the f -spin system is completely decoupled from the conduction electrons and all
possible f -spin configurations are totally degenerate. In this case, the electrons behave like a
non-interacting electron gas doubly occupying all orbitals with k < kF . The wave function can
be written as a tensor product
|Ψ〉= |0〉⊗ |σ〉 (3.32)
|σ〉= ∑
σ1...σL
ψσσ1...σL |σ1 . . .σL〉, (3.33)
where |0〉 is the ground state of the free electron system with L sites and N electrons. The
degeneracy of the f -spin system will be lifted perturbatively, if J is switched on to small values.
In a Rayleigh-Schro¨dinger perturbation theory we find
E = E0+ 〈Ψ|V |Ψ〉−∑
n6=0
|〈n,σ |V |0,σ〉|2
En−E0 + · · · , (3.34)
where V is the local interaction between the f -spins and the conduction electrons and |n〉 are
the excited states of the non-interacting electron system fulfilling H0|n〉= En|n〉. The only non-
vanishing matrix elements are generated from c†kσck′σ where k
′ < kF < k due to the complete
occupation of the electron band up to kF . In second order perturbation theory we obtain
E = E0+∑
i j
JRKKY(i− j)〈σ |Sˆi · Sˆ j|σ〉 (3.35)
JRKKY =
J2
2L2 ∑k′<kF<k≤ pia
ei(k
′−k)(i− j)a
ε(k)− ε(k′) , (3.36)
where a is the lattice constant. The degeneracy of the f -spin configurations is now lifted and
the local spins take their order such that the energy will be minimized, corresponding to the
effective interaction between the local spins, which is given by JRKKY(i− j) and is called RKKY-
interaction.
The summation over the k-indices is different for different dimensions and one obtains [9]
JRKKY(r) =

mJ2
2pi
(
Si(2kFr)− pi2
)
1D
mk2F J
2
8pi (J0(kFr)Y0(kFr)+ J1(kFr)Y1(kFr)) 2D
mkF J2
16pi3r3
(
cos(2kFr)− sin(2kF r)2kF r
)
3D
, (3.37)
where r = |i− j|a and m is the electron mass. The special function Si is the sine integral function
and Jn and Yn are the first and second Bessel functions of order n, respectively. JRKKY(r) for the
one dimensional case is shown in Fig. 3.3.
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Figure 3.3: RKKY interaction for the one-dimensional case according to Eq. 3.37. We choose mJ2/2pi = 1 and
kF = pi/2a, which corresponds to quarter-filling of the conduction band. The period of the oscillations is therefore
2.
The characteristic of the RKKY interaction is the determination of the ordering by the wave
vector 2kF in any dimension. In three dimensions the interaction decays proportional to 1/r3, in
two dimensions proportional to 1/r. In one dimension the interaction is divergent, which can be
seen from a Fourier transformation:
JRKKY(k) =
1
2pi
∫ ∞
−∞
JRKKY(r) e−ikr dk ∝
1
k
ln
∣∣∣∣2kF + k2kF − k
∣∣∣∣. (3.38)
This expression diverges logarithmically for k→ 2kF , which is a typical result if perturbation
theory is applied to one-dimensional systems. From this result it is expected that the local spins
order according to the wave vector 2kF RKKY-like for small J/t  1. For infinite systems the
RKKY interaction diverges in one dimension at k = 2kF , which demands for other methods than
perturbation theory. In a bosonization Ansatz [117] and in a numerical Ansatz using DMRG
[197] (see also Chapter 5) the RKKY ordering could be confirmed.
3.4.2 Kondo singlet formation
The mechanism of Kondo singlet formation is very important in the strong coupling limit J/t 1
of the KLM. As has been shown by Sigrist et al. [274] in perturbation theory in t/J the KLM
orders ferrmagnetically in this case. The RKKY interaction and the Kondo singlet formation act
highly competitively. This interplay leads to a phase transition at intermediate values of J/t.
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Figure 3.4: Phase diagram as obtained from the bosonization solution taken from [118]. The solid line is the
bosonization solution fitted to the numerical data available at that time. The open circles and squares are exact diag-
onalization data from [297], the solid squares are from a Monte-Carlo calculation in [295] and the solid diamonds
and solid circles are DMRG data from [197] and [39], respectively.
3.5 Phase diagram
Up to 1997, much effort has been spent to determine the phase diagram of the one dimensional
Kondo lattice model, which has been summarized in the review of Tsunetsugu et al. [298]. But
only after the press date of [298] a rigorous analytic solution by means of bosonization has been
found by Honner and Gulacsi [117, 118]. In the following years, the phase diagram could be
justified in extensive numerical DMRG calculations [181, 186, 185].
In this section, we will briefly review the phase diagram obtained by bosonization and then
we will compare these results to the numerical DMRG calculations.
3.5.1 Phase diagram from bosonization
The bosonization Ansatz [86] provides both the phase diagram of the one dimensional KLM
and a non-perturbative explanation of the 2kF oscillations due to the effective RKKY interaction
[117, 118]. The bosonization method transforms the basic fermionic excitations of the non-
interacting model to bosonic spin and density excitations. It has to be assumed that the dispersion
relation of the conduction electrons can be linearized close to kF . Bosonization is only possible
for the conduction electrons and not for the f -spins, because the f -spins are fully localized and
do not move, and therefore provide a vanishing Fermi velocity. One has to keep in mind that
bosonization is expected to work well for small and strong coupling J/t, but not so well for the
intermediate coupling regime.
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In [117, 118] justified approximations and the assumption that the expectation value of the
bosonic fields can be taken as zero as they are for the non-interacting case lead to an effective
Hamiltonian
Heff =−J∑
j
SzjS
z
j+1
+A
Ja
α ∑j
{cos [K( j)]+ cos [2kF ja]}
−AJa
α ∑j
{sin [K( j)]sin [2kF ja]} ,
(3.39)
for the KLM, where
J =
J2a2
2pi2vF
∫ ∞
0
dk cos(2ka) Λ2α(k), (3.40)
a is the lattice constant and A is a dimensionless parameter which depends on the cutoff function
Λα(k). The cutoff function is necessary to restrict the bosonization to short wave-length α ∼ 1kF .
A typical choice for Λα(k) is a gaussian exp
(−α2k2/2). The function K( j) appearing in the
second and third term is zero if the ground state is ferromagnetic.
For large J the first term dominates over the other terms, because it is proportional to J2.
It causes a ferromagnetic ordering of the local spins, which corresponds to numerical and ana-
lytical findings. In the ferromagnetic phase K( j) = 0, hence, only the second term can destroy
the ferromagnetic ordering and close to the phase transition a transverse-field Ising model de-
scribes the physics of the Kondo lattice model. The transverse-field Ising model is extensively
known [72, 71, 231], especially the phase transition from a ferromagnetic phase to a paramag-
netic phase and the corresponding critical coupling constant Jc. For the KLM one obtains the
critical coupling in dependence of the electron filling n:
Jc
t
=
8pi2Asin(pin/2)
α
∫ ∞
0 dk cos(ka)Λ2α(k)
. (3.41)
Fitting this function to the numerical data obtained from publications at that time results in the
phase diagram shown in Fig. 3.4.
3.5.2 Phase diagram from DMRG
The phase diagram of the Kondo lattice model has been calculated numerically using the DMRG
method [181, 186, 185] with high precision for a lattice size of 60 sites at partial fillings of the
conduction band. This exceeds lattice sizes used in previous numerical calculation using exact
diagonalization or less sophisticated DMRG algorithms by a factor of 3 and more. This has been
possible due to the exploitation of the SU(2)×SU(2) symmetry available in the KLM. The result
of this calculation is shown in Fig. 3.5. The bosonization solution nicely fits to the numerical
data.
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Figure 3.5: Phase diagram obtained from the DMRG calculations in [181, 186, 185]. The solid line is the bosoniza-
tion solution from [118] fitted to the numerical data.
Furthermore, for intermediate couplings and high fillings additional ferromagnetic phase ap-
pear. These additional phases are very weak in the numerical calculations and demand for an
extreme numerical precision and accuracy. There are several possible explanations for this:
1. The calculations have been performed on finite size clusters of 60 sites. This introduces
finite size gaps in the system, which might result in findings which differ from the thermo-
dynamic limit, even qualitatively.
2. In this regime numerics are highly sensitive to the chosen truncation error due to numer-
ical instabilities. Especially, it is very difficult to achieve energy convergence. Therefore
one can not clearly exclude that the appearing ferromagnetic phases resemble an artifact
occurring due to finite-size effects and insufficient precision.
3. However, there are some hints that these phases also appear in infinite lattices. From a
bosonization [336] approach, where the KLM has been mapped to a sine-Gordon model, it
turns out that for non-zero Bose fields such additional phase might appear at intermediate
couplings and high fillings. These indications are, however, not clear and it is hard to fit
the analytics to the numerics.
However, the phase line separating the ferromagnetic and the paramagnetic phase in Fig. 3.5
is still the most precise calculation performed up to today.
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Figure 3.6: (a) The dimer order parameter D( j) vs lattice site for J = 0.5, L = 120 and n = 0.5. Only half the chain
is shown here. (b) Finite-size extrapolation: D(L/2− 1) vs 1/L for J = 0.5, L = 120 and n = 0.5. Figure is taken
from [327].
3.5.3 Quarter filling
The special case of quarter-filling n= 1/2 has been escaped from scientists’ attention until 2003,
when Xavier et al. [327] performed a DMRG study of the Kondo lattice model at quarter-filling
and later confirmed their own results in another high accuracy calculation in [324]. The unique-
ness of the filling manifests in the availability of exactly two local spins per conduction electron.
Another case where such a matching occurs is at half-filling, where a unique antiferromagnetic
phase is found. In [327] a cluster of L = 120 is examined at J = 0.5 and a dimerization phase is
found, which is described by the correlation D( j) =
〈
Sˆ j · Sˆi+1
〉
showing strong oscillations with
a period of 2, see Fig. 3.6. Furthermore, this dimerized phase has a charge gap, where there is
no charge gap for n 6= 0.5.
The quarter-filled KLM is believed to describe the quasi one-dimensional organic compounds
(Per)2M(mnt)2, where per stands for perylene, mnt stands for maleonitriledithiolate and M can
either be Pd, Pt or Au. These compounds show a metal-insulator transition at a temperature
of a few Kelvin [112, 179]. The charge gap found in the dimerized phase provides a suitable
mechanism to explain the metal-insulator transition.
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Figure 3.7: The electron momentum distribution n(k) in the (upper panel) and the spin structure factor S(k) in the
(lower panel) for n = 0.6. The picture is taken from [186].
3.6 Fermi surface sum rules
The position of the Fermi point1 kF in the KLM has raised many controversial discussions and
publications. According to the Luttinger theorem [174] the position of the Fermi point does not
change when a coupling constant is changed as long as no phase transition occurs. Luttinger
proved his statement perturbatively showing that order by order the corrections to the Fermi
volume vanish. However, the prove breaks down, if non-perturbative effects play an essential
role, which is the case in most one-dimensional systems.
One would suppose that the Fermi point of the one-dimensional KLM lies at
kFsmall =
pi
2
n, (3.42)
which is frequently denoted as the small Fermi surface. n is the filling of the conduction band
and therefore only the conduction electrons contribute to the Fermi volume2. However, the KLM
is derived from the PAM. In the PAM the f -electrons are not strictly local, even in the Kondo
limit and therefore they contribute to the Fermi volume and this raises the question whether the
1Strangely, the KLM community frequently uses the term Fermi surface in one dimension, adopted from three
dimensions. However, what is meant by Fermi surface in one dimension is the position of the Fermi point kF .
2Another confusing term adopted from three dimensional systems, which means the position of the Fermi point.
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local f -spins of the KLM contribute to the Fermi volume leading to a large Fermi surface with
kFlarge =
pi
2
(n+1) (3.43)
and whether the size of the Fermi volume changes when J is changed. This question is of great
interest to the whole condensed matter community since it provides an implicit confirmation or
rejection of the validity of the Luttinger theorem in one dimension.
By means of exact diagonalization considering very small clusters it has been stated [297]
that the KLM in the weak coupling limit describes a paramagnetic Luttinger liquid with spin and
charge correlations at 2kF , where kF = kFsmall . Furthermore, in [197] using DMRG and [295]
using the Monte-Carlo method for n = 0.7 a small Fermi surface has been found at arbitrary
coupling strenghts. In a KLM with frustrating next-nearest neighbor interaction [300] a large
Fermi surface has been observed raising the question whether this result holds also when this
additional interaction has been switched of, since it breaks the SO(4) invariational symmetry and
the bipartite structure of the model. In a refinement of [197] the same authors found again in
a DMRG study [198] that an f - f -spin interaction JH , stabilizing the paramagnetic order, leads
to a large Fermi surface for large J in the paramagnetic phase. This result has been extracted
from the f -spin structure factor and the electron momentum distribution. However, small values
of J could not been reached due to numerics. In [271] the DMRG is employed to study Friedel
oscillations in the KLM and from their analysis a large Fermi surface could be found for large
values of J in the paramagnetic phase.
It is generally accepted that at kF a gap should appear in the electron momentum distribution
n(k) of the conduction electrons. This has been studied by [186], where a transition from a
small Fermi surface at small J to a large Fermi surface at large J in the paramagnetic phase of
the KLM could be identified. The result is shown in Fig. 3.7, where the electron momentum
distribution is shown in the upper panel. At the value of the large Fermi surface a kink appears
for large J, while there is no kink for small J. These results have been confirmed in independent
calculations in [326] and later in [17]. Furthermore, these findings give an additional reasoning
for the ferromagnetic phases in the large paramagnetic phase, which separate regimes with a
different Fermi surface size and therefore conserve the validity of the Luttinger theorem.
3.7 Application of the KLM to real materials
Although the focus of applications of the KLM in this thesis, see Chapters 4 and 5, lies not
on the field of classical condensed matter, we would like to review briefly the corresponding
applications. Systems where conduction electrons interact via a direct spin interaction with lo-
calized magnetic moments may possibly be described by the KLM. To this class of systems
belong the manganese oxide perovskites on the one hand and the heavy fermion compounds
on the other hand. These materials are typically two- or three-dimensional. However, only the
one-dimensional KLM is successfully tractable on a theoretical level and it is tried to make pre-
dictions from the one-dimensional case for the higher dimensional case. For the future one hopes
that methods evolve, which make the higher dimensional KLM tractable.
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3.7.1 Manganese perovskites
Today, every hard-disc write/reading head makes use of the giant magnetoresistance (GMR) [24],
which is necessary to achieve the high data storage densities. Similar to this effect is the colossal
magnetoresistance (CMR) [127]. The magnetoresistance is described by
∆ρ
ρ(0,T )
=
ρ(H,T )−ρ(0,T )
ρ(0,T )
, (3.44)
where H is an externally applied magnetic field, T is temperature and ρ is the resistivity. Man-
ganese oxide perovskite show the CMR effect and have the form R1−xAxMnO3, where R can be
substituted by the trivalent elements La, Nd or Pr and A by the divalent elements Ca, Sr, Ba, Cd
or Pb.
The applicability of the KLM to these perovskites is possible due to the properties of the 3d
shell electrons in Mn3+. In RMnO3 the triply ionized Mn atoms contain four 3d electrons. In
perovskites the 3d band splits and Mn3+ has the following properties: Three electrons occupy
the lower three-fold degenerate t2g orbitals and one of electron occupies the two-fold degenerate
delocalized eg orbital. Doping of R with A leads to a mixture of Mn3+ and Mn4+ ions. The
Mn3+ ions contribute the eg electrons which form the delocalized conduction electrons. In the
Mn4+ the eg electron is missing and a strong Hund’s rule coupling forces the t2g spins to align
in the same direction forming localized spins 3/2. The coupling between the localized and the
conduction electrons is again via Hund’s rule coupling. Therefore, the system can in principle
be described by the KLM except for an approximation of the local spins as spin 1/2. However,
it turned out that neglecting the coupling to the phonons may lead to predictions wrong by an
order of magnitude [193].
3.7.2 Heavy fermion compounds
The interesting material class of heavy fermion compounds is characterized at low temperature
T by an especially small energy scale of a few tens of Kelvin in the specific heat C and the spin
susceptibility χ . The linear coefficients in C/T and χ/T are extremely large, larger by a factor
of 100-1000 compared to conventional metals. The Wilson ratio, which is proportional to C/χ
stays at the order of 1. In a Fermi liquid picture this can be interpreted with a very large effective
electron mass m∗, which is by a factor of 100-1000 larger than the bare electron mass. Therefore,
these materials are called heavy fermion materials. The corresponding materials can have very
different ground states. CeAl2 and U2Zn17 have a magnetically ordered ground state, CeCu2 and
UBe13 have a non-BCS superconducting ground state and CeAl3 and UAl2 have an unordered
and non-superconducting ground state. The conduction band of these materials is formed by
s-, p- and d- orbitals, while the inner f -orbitals are localized. The two classes of orbitals only
weakly hybridize and a strong Hund’s rule coupling of f -electrons on the same site form an
effective local f -spin. This can be modeled either by the PAM or in the Kondo limit of the PAM
also by means of the KLM.
Chapter 4
Quasiparticles in the Kondo lattice model
at partial fillings of the conduction band
In this chapter we review DMRG calculations of ground state and dynamical properties of the
Kondo lattice model. The content of this chapter has been published in
S. Smerat, U. Schollwo¨ck, I. P. McCulloch and H. Schoeller
”Quasiparticles in the Kondo lattice model at partial fillings of the conduction band using the
density matrix renormalization group”
Phys. Rev. B 79, 235107 (2009).
The focus in this work lies on the spin polaron quasiparticle of the Kondo lattice model. From a
careful analysis of the spectral density we find that it has an extraordinarily long life-time.
4.1 Introduction
The Kondo lattice model (KLM) has been a matter of constant interest for more than the last
three decades. In two and three dimensions it is one of the common models to describe heavy-
fermion [48] physics and is also a possible candidate for high-Tc superconductivity.[298] Our
motivation to study the one-dimensional KLM [298] is threefold. Firstly it has been shown
[244] that the spin polaron, which is a quasiparticle of the KLM, plays an important role in
nonequilibrium transport in a quantum wire coupled to a ferromagnetic spin chain; our method
provides the possibility to investigate the quasiparticles of the model. The spin polaron might
also play an important role in the electron spin decay process [259] in quantum dots induced by
the hyperfine interaction due to nuclear spins. Secondly it might be helpful to understand the one-
dimensional model in greater detail to assist investigations in higher dimensions. And lastly the
model has become interesting for the description of mesoscopic systems, like carbon nanotubes
filled with fullerenes or endohedral fullerenes, so called peapods.[149] The aim of this work is to
expand on the understanding of the spectral properties of the 1d KLM. We show, by means of the
density-matrix renormalization group [317, 261] (DMRG), that persistent quasiparticle states
exist, which are likely to be the spin polaron states, and extrapolate their lifetimes and their
52 4. Quasiparticles in the Kondo lattice model at partial fillings of the conduction band
Figure 4.1: (Color online) The Kondo lattice model. The conduction electrons are depicted in the upper row (green)
and the localized electrons are depicted as bolt arrows in the lower row (red).
spectral weights. Furthermore we calculate the quasiparticle dispersion relation. For the case
of half-filling we show that our results qualitatively agree with the results of a strong coupling
expansion in Ref. [293]. We compare dispersion relations and confirm the existence of a critical
coupling constant at which the effective quasiparticle mass diverges for large momenta.
The KLM (Fig. 4.1) consists of a lattice with one localized f-electron on every of the L lattice
sites, which do not interact with each other and a band of itinerant conduction electrons of finite
filling n, coupled to the localized electrons by an on-site Heisenberg exchange interaction. The
Hamilton operator of the 1d KLM is given by
H =−t
L
∑
i=1
∑
σ=↑,↓
(
c†iσci+1σ +h.c.
)
+ J
L
∑
i=1
Sˆi · sˆi, (4.1)
where t is the hopping parameter, c†iσ generates an electron at site i with spin σ and Sˆi (sˆi) are
the spin operators of the localized (conduction) electrons at site i, respectively. J is the Kondo
coupling constant; we will consider only J > 0 here, i.e. the antiferromagnetic coupling case.
With k we denote the quasimomentum in the following.
In principle, the 1d KLM supports three phases, depending on the filling n and on the coupling
J: A ferromagnetic, a paramagnetic and, at half-filling (n = 1) only, a spin liquid phase, see Fig.
4.9. At half-filling of the conduction electron band the model is best understood and early works
using large-N-methods [240, 241] and the Gutzwiller approximation [245, 246] revealed that
the magnetic properties are due to the competition of the RKKY interaction and the formation
of Kondo singlets, where such a singlet is a conduction electron forming a spin singlet with
a localized electron. Due to half-filling, the electrons induce an effective RKKY interaction
between the localized spins, which forces antiferromagnetic power-law correlations in the ground
state. The occurence of RKKY oscillations or 2kF -oscillations could be confirmed in Ref. [332]
using DMRG. By means of exact diagonalization [296] and quantum Monte Carlo [78] it was
shown that the ground state is spin- and charge-gapped and that it is a singlet of total spin.
Therefore the ground state can be associated for all J with the universality class of spin liquids.
There has been a controversial discussion about the size of the Fermi volume (which is a single
line in one dimension), whether it is small and therefore the Fermi wave vector is kF = pi2 n or
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Figure 4.2: (Color online) Representatives of the constituent elements of the spin polaron: a) Electron spin down;
b) Electron spin up and one of the lattice spins down.
whether it is large and therefore kF = pi2 (n+1). While a small Fermi volume would correspond
to only conduction electrons contributing to the Fermi volume, a large Fermi volume would
mean that the localized electrons also contribute to the Fermi volume. The idea of a large Fermi
volume is borrowed from the periodic Anderson model.[298] There the f-electrons can move
back to the conduction band and therefore contribute to the Fermi volume. The KLM can be
derived from the periodic Anderson model [263] in the case of large Coulomb interaction, where
only one localized electron per site is allowed and other occupations are fully supressed. This
gives rise to the question whether the Fermi volume is also large in the KLM. Lately the authors
of Ref. [293] could argue within a strong coupling expansion and from the evaluation of the
conduction electron density that the Fermi volume in the case of half-filling is small. In the same
work, Ref. [293], the quasiparticle dynamics of the half filled KLM have been examined as well.
It has been possible to calculate the quasiparticle dispersion relation to good accuracy, where
the quasiparticle mass has been found to diverge around k ≈ pi for t/J > t/Jc ≈ 0.50± 0.02.
Therefore the quasiparticles behave like nearly localized f-electrons due to the strong correlation
of the conduction and localized electrons. This is consistent with an early large-N approach,
[241, 298] where it could be shown, that the effective electron mass is by magnitudes larger than
the bare electron mass. Although the large-N approach is valid for arbitrary filling its application
is best at half-filling due to an intrinsic small energy scale, which can be brought into relation
with a spin gap. [298]
In the limiting case of vanishing conduction electron density it could be rigorously shown
[273] by both applying the Perron-Frobenius theorem and later exact diagonalization [274] that
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the KLM is ferromagnetic for all J. Importantly, Sigrist et al. [273] could show, that the quasi-
particle of the Kondo lattice model is the spin polaron, which corresponds to an excited state
separated from a continuum of scattering states. Representatives of the constituent elements of
the spin polaron are shown in Fig. 4.2. In Fig. 4.2(a) the localized spin lattice is completely ferro-
magnetic and the electron spin is oriented in the opposite direction. Due to the antiferromagnetic
exchange interaction the electron energy for quasimomentum k is reduced. Via spin-flip pro-
cesses, this state is coupled to the states shown in Fig. 4.2(b), where the electron spin and one of
the localized spins are flipped and the momentum q has been transferred to the spin lattice. These
are states of higher energy since the antiferromagnetic interaction can only reduce the energy if
the two flipped spins are at the same site. The coupling leads to a level repulsion between the
states of Fig.4.2(a) and Fig.4.2(b), the energetically lower one corresponding to the spin polaron
state and the higher ones forming the scattering states band. As proposed in Ref. [244], the
spin polaron state is expected to have a very long lifetime if its energy lies outside the band of
scattering states, so that it is protected against magnon absorption and emission processes.
At partial band fillings n, ferromagnetism also survives in the strong-coupling limit,[274]
where the KLM can be mapped to an effective Heisenberg model with a ferromagnetic exchange
coupling. In this limit the formation of Kondo singlets, which move through the lattice, is suffi-
cient to explain the occurence of ferromagnetism, but this does not exclude RKKY interaction,
which might still play an important role. From exact diagonalization studies [297] it follows that
the KLM is ferromagnetic for J & 0.5 at n≈ 0.25. The critical J increases roughly linear to J ≈ 3
at n≈ 0.75. This raises the question, which mechanism drives ferromagnetism at couplings J of
O(1) and one proposal [117] is that double exchange might be the crucial mechanism, where one
conduction electron is responsible for screening several localized electrons. Screening lowers the
total energy in the antiferromagnetic KLM as long as J surmounts a critical value and forces the
localized spins to align in the same direction.
At a certain J the KLM approaches a second order transition [186] by lowering J to a para-
magnetic phase, where the spin polaron [190] might play an important role. The transition line
has been calculated using exact diagonalization [297] and has been refined later by means of
bosonization.[117] The destruction of the ferromagnetic phase is described by a quantum ran-
dom transverse-field Ising Hamiltonian.[117] Approaching the transition line from high J it has
been proposed [117, 185] that the large ferromagnetic cluster splits up in several small clusters
each corresponding to one spin polaron. Just below the transition line the small clusters’ direc-
tion of magnetization is not the same anymore for all clusters and leads to zero net magnetization.
By means of DMRG the spin structure factor of the localized electrons could be calculated [185]
and it has been found that the size of the Fermi volume is small for very low J and becomes large
approaching the transition line from lower J. From this one can conclude that near the transition
line, the localized electrons are incorporated in the Fermi volume and therefore spin polarons are
formed. Lowering J the spin polarons are destroyed. In another proposal [326] using DMRG the
size of the Fermi surface for small J has been calculated from the spin correlation function and
found to be small. The corresponding authors find for J & 1 that strong boundary charge pertur-
bations mash the true bulk behaviour and therefore a small Fermi surface is not distinguishable
from a large Fermi surface. The Fermi surface size is left as an open question. The paramagnetic
KLM has also been argued [270] to belong to the class of Tomonaga-Luttinger liquids.[99] This
4.2 Methods 55
is motivated by the gapless spin and charge excitation,[298] which also makes the model difficult
to handle with numerical methods using finite system sizes in this regime. From an analysis of
Friedel oscillations, which are 2kF or 4kF oscillations, the Luttinger parameters could be deter-
mined for J > 1.8 and the Fermi volume has been found to be large. For very low J, RKKY or
2kF oscillations dominate the correlation functions of the KLM. This could be attributed [117]
to the backscattering of the conduction electrons at the localized electrons. In a recent work
[325] the Luttinger parameter has been calculated for many values of J and n in the paramag-
netic phase. Using a logarithmic correction the spin correlation function can be fitted perfectly
to DMRG data.
In this chapter we consider the spectral properties of the Kondo lattice model at partial band
fillings. We will calculate the dispersion relation in the ferromagnetic phase for different Kondo
couplings J and various fillings n and find a well-defined quasiparticle band. Comparing the one
conduction electron case of Ref. [273] with the partial band filling case here, the latter seems
to be a direct continuation of the former, meaning that the quasiparticle dispersion relation is
found to be similar in both cases. Therefore it is likely that the spin polaron picture used in Ref.
[273] suits here as well. We are able to confirm the results of Ref. [293] at half-filling. In a
second step we will show from the width of the spectral densities that the lifetime of the spin
polaron is very long and therefore the quasiparticle is persistent. We also examine the spectral
densities in the paramagnetic phase and find unexpectedly, that a quasiparticle excitation visible
in the spectral density, exists and can be fitted reasonably good by a Lorentzian function. It has
been argued [117] that this quasiparticle also might be of the spin polaron type. Its lifetime is
smaller by several orders of magnitude than in the ferromagnetic phase but the ratio depends
very sensitively on the values of J, n and and the quasimomentum k. An interesting effect is
found that the lifetime is maximal in the ferromagnetic phase if the quasimomentum is close to
the Fermi points.
The chapter is outlined as follows: In section 4.2 we will discuss the method, particularly
how we calculate spectral densities, how we extract the lifetimes and how we extrapolate them.
In section 4.3 we will present our results. We will end up in a brief summary in section 4.4.
4.2 Methods
In this section we describe the methods used in our calculations. First of all we briefly discuss
our DMRG algorithm. Secondly we describe the correction vector method, which we use to
calculate Green’s functions. At last we show how to calculate the lifetime of quasiparticles using
the spectral functions we obtained from the Green’s functions.
4.2.1 DMRG
For the calculation of ground states, we use a DMRG algorithm with abelian and non-abelian
symmetries, whose implementation is based on a matrix-product formulation (see Ch. 2). We
use open boundary conditions for all calculations. We kept up to 1800 DMRG ansatz states in
our calculations setting the discarded weight typically smaller than 10−5.
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4.2.2 Correction vector method
Applying the correction vector method as introduced in Sec. 2.2.3 we obtain the spectral func-
tions A(ω), where ω is the energy. To calculate A(ω), we need the retarded Green’s function
GA(ω+ iη) = G+A (ω+ iη)+G
−
A (ω+ iη), where
G+A (ω+ iη) = 〈0|A†
1
ω+E0+ iη−H A|0〉 (4.2)
G−A (ω+ iη) = 〈0|A
1
ω−E0+ iη+H A
†|0〉 (4.3)
are the two branches of the retarded Green’s function and A is an arbitrary operator, |0〉 is the
ground state with energy E0 and η > 0 is an artificial broadening factor, which is needed to lower
the lifetime of the excitation to avoid boundary effects due to the finite system size. The basic
rule is to choose η > cL , where c is the velocity of the excitation, but the minimal η is strongly
depending on the model.
In principle one would need to compute both branches of the Green’s function to obtain
the complete spectral properties. For the determination of life times the spectral weight of the
quasiparticle is nearly completely concentrated in one of the branches. Therefore we can neglect
the other branch in this case. From now on, we will base all our arguments concerning the
Green’s function on the +-branch. Concerning the spectral density the calculations for the −-
branch can be done similarly except for a minus sign.
The correction vector is defined as
|c(ω+ iη)〉= 1
ω+E0+ iη−H A|0〉 (4.4)
and hence
(ω+E0+ iη−H) |c(ω+ iη)〉= A|0〉, (4.5)
where the groundstate |0〉 ist obtained from the preceding DMRG calculation. This leads to a
non-hermitian system of linear equations for real and imaginary parts, which can be solved using
the GMRES method [254]. The outcome is |c(ω+ iη)〉, which allows to calculate the Green’s
function as
GA(ω+ iη) = 〈0|A|c(ω+ iη)〉. (4.6)
The spectral density can then be obtained by applying the standard formula
A(ω+ iη) =− 1
pi
Im GA(ω+ iη), (4.7)
where ω is assumed to be real.
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4.2.3 Quasiparticle lifetime
For the calculation of quasiparticle lifetimes we will limit ourselves to electronic systems. It is
useful to transform the Hamiltonian into the fourier space according to
ciσ =
1√
N∑k
ckσeikri. (4.8)
Hence we obtain
H =∑
k
∑
σ=↑,↓
(
ε0(k)c†kσckσ
)
+ J∑
k
Sˆk · sˆ−k (4.9)
with ε0(k) =−2t coska, where a is the lattice spacing. The one electron Green’s function is then
defined as
Gkσ (ω+ iη) = 〈0|ckσ 1ω+E0+ iη−H c
†
kσ |0〉. (4.10)
The self-energy Σσ (k,ω) is implicitly defined for the interacting system H as
Gkσ (ω+ iη) =
1
ω+ iη− (ε0(k)−µ+Σσ (k,ω+ iη)) ,
with µ the chemical potential. Note that η appears also in the self-energy. This is nescessary,
because limη→0 will not be carried out in the numerical calculations. In general, the self-energy
is a complex function Σσ (k,ω) = Rσ (k,ω)+ iIσ (k,ω). Separation of real and imaginary part
leads to
Gkσ (ω+ iη) =
1
ω− (ε0(k)−µ+Rσ (k,ω+ iη))+ i(η− Iσ (k,ω+ iη)) . (4.11)
We now assume, that the self-energy is continuous and only weakly depending on ω in the vicin-
ity of a resonance ωiσ = ε0(k)−µ+Rσ (k,ω)|ω=ωiσ , where ωiσ is one out of several resonances,
which are well separated to provide the correct determination of the lifetime of the quasiparti-
cles (see the end of this section for the explicit extrapolation scheme). In addition we assume
|Iσ (k,ω)|  |ε0(k)− µ +Rσ (k,ω)| near to the resonance we are interested in, i.e. we assume
long lifetimes, because we are interested in these. This leads to
Iσ (k,ω+ iη)≈ I(i)σ (k), (4.12)
in the vicinity of the ith resonance. For the real part of the self-energy we apply a Taylor expan-
sion at the resonance ωiσ . We find
ω− (ε0(k)−µ+Rσ (k,ω+ iη))≈ (4.13)
≈ (ω−ωiσ )
(
1− dRσ (k,ω+ iη)
dω
|ω+iη=ωiσ
)
− iη dRσ (k,ω+ iη)
dω
|ω+iη=ωiσ
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and define
αiσ =
(
1− dRσ (k,ω)
dω
|ω=ωiσ
)−1
. (4.14)
Substituting this to Eq. (4.11) the Green’s function in the vicinity of resonance ωiσ is given by
Gkσ (ω+ iη) = αiσ
1
ω−ωiσ + i
(
η+αiσ
∣∣∣I(i)σ (k)∣∣∣) (4.15)
and the spectral function obtains the form
Akσ (ω+ iη) = ∑
i
αiσ
pi
η+αiσ
∣∣∣I(i)σ (k)∣∣∣
(ω−ωiσ )2+
(
η+αiσ
∣∣∣I(i)σ (k)∣∣∣)2 , (4.16)
which corresponds to a sum of Lorentz distributions at the resonances ωiσ with a broadening of
B(i)(η) = η+αiσ
∣∣∣I(i)σ (k)∣∣∣ . (4.17)
Hence the broadening computed with the correction-vector method is essentially the sum of the
natural broadening αiσ
∣∣∣I(i)σ (k)∣∣∣ and the artificially introduced broadening η and therefore B(η)
linearly depends on η . Note that from the Lehmann representation of the spectral density one
can find that I(i)σ (k)≤ 0.
The broadened spectral density Akσ (ω + iη) is a convolution of the non-broadened spectral
density Akσ (ω) with a Lorentzian of width η . We now assume, that the spectral density consists
of a sum of Lorentz distributions, which are separated by non-lorentzian regions. The outcome
of the convolution of two Lorentzians again is a Lorentzian, where the broadenings behave ad-
ditively. As the broadening corresponds to an inverse lifetime, we can define the lifetime of the
quasiparticle corresponding to the ith resonance as
τ = lim
η→0
1
η+αiσ
∣∣∣I(i)σ (k)∣∣∣ =
1
αiσ
∣∣∣I(i)σ (k)∣∣∣ . (4.18)
The limitations of this method are obvious. First of all the excitation must cause a lorentzian
shaped peak in the spectral density. To be able to extract the broadening of such a peak all
other peaks must be energetically separated from this one. Thus we have to check, whether the
conditions of our theory are fulfilled or not. We can check whether the spectral density has a
lorentzian shape (see Fig. 4.8) and B(η) has to depend linearly on η (see Fig. 4.3). In eq.
(4.12) we only take zeroth order in ω+ iη of the imaginary part of the self-energy into account.
The first order leads to a small additional linear η-dependent contribution in B(η) in eq. (4.17),
which is the reason for the small finite slope of B(η)−η in Fig. 4.3.
We have now two possible estimates for the lifetime of a quasiparticle:
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Figure 4.3: (Color online) The linear fit of B(η) vs η is shown for three different quasimomenta, for a system with
48 sites, n = 0.125, t = 1 and Kondo coupling J = 1. The data has been offset by η .
1. Lower estimate: Use the inverse broadening B(η)−1 directly (without η→ 0). With (4.18)
B(η)−1 is smaller than B(0)−1, this is therefore a reliable lower estimate.
2. Extrapolation: Calculate the broadening for several different η . From this one can extract
the linear dependence of B(η) on η and B(0)−1 gives the extrapolated lifetime. See also
Fig. 4.3.
It turns out that due to long lifetimes only extrapolated lifetimes are meaningful. Therefore in
the next section we will discuss the results obtained by the second method only.
From the Lorentzian fit of a single resonance peak of the spectral function in Eq. (4.16) one
can also estimate the spectral weight αiσ of the corresponding excitation.
4.3 Results
In this section we will present the results obtained using the methods we discussed in the last
section. First we will show the calculated dispersion relations considering a Kondo lattice model
at half-filling and at partial filling. Our half-filling results show a qualitative agreement with
the results in Ref. [293]. In the second part we show several spectral functions and the calcu-
lated lifetimes, which leads to the conclusion that we find a bound polaron state. The hopping
parameter t is set to t = 1 in all calculations.
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Figure 4.4: (Color online) Dispersion relations of the half-filled KLM. The comparison to 11th order perturbation
theory is taken from [293]. The line for t/J = 0.8 is meant only as a guide to the eye.
4.3.1 Dispersion
The half filled KLM serves as the touchstone of our method, where we can compare our results
to those of Trebst et al. [293], who did a strong coupling expansion up to 11th order in t/J. We
calculated the dispersion relation for different values of t/J, see Fig. 4.4 and used lattice sizes of
32 and 48 sites. The calculations have converged in the sense that we could not find any devia-
tions between calculations of different system sizes. The dispersion relations are a compound of
the single spectral densities, or in other words, the dispersion relation can be obtained by glueing
all the spectral densities for all values of k together. Our results show very well agreement to
the results in Ref. [293] for t/J = 0.4 with small deviations for small k. By strong coupling
expansion it is found that the band flattens out for k→ pi around t/Jc ≈ 0.50± 0.02 and there-
fore the effective quasiparticle mass diverges. This is also found by DMRG for a higher value
of t/Jc ≈ 0.576± 0.002. As one can see, in Fig. 4.4, the strong coupling expansion dispersion
relation has a pronounced minimum at k ≈ 0.7pi for t/J = 0.6. This minimum is not visible by
eyes only in the DMRG data, still it is there at k ≈ 0.9pi . The minimum becomes easily visible
also in the DMRG data for t/J = 0.8 as shown in Fig. 4.4. Summarizing, the DMRG results
match very well to the strong coupling expansion for low t/J but the agreement becomes worse
for t/J ≥ 0.6. Qualitatively, the same things happen, but for a larger value of t/J in the DMRG
calculations. DMRG is the more reliable method in that regime, because it is non-perturbative
and the error can be easily controlled by very small DMRG truncation errors. In this case it is
easy to keep the truncation error reasonably low. We can confirm the physical picture established
4.3 Results 61
Figure 4.5: (Color online) Dispersion of a KLM with 48 Sites, n = 0.125, J = 1 and t = 1 compounded of spectral
densities for all values of k. The colorscale corresponds to the height of the spectral density. The broadening is
η = 0.2. The lower band is the bound quasiparticles band, while the upper one is the scattering states band.
by Trebst et al., namely that the quasiparticles gain an enormously high mass, which is due to
a growing correlation between the conduction and the f-electrons. The quasiparticles with high
momenta therefore behave like almost localized f-electrons.
Now we consider the dispersion relation of the KLM for partial band filling, see Fig. 4.5. For
the ground state calculation of the KLM with 48 sites, a filling of n = 0.125 and J = 1 we used
about 100 DMRG ansatz states. The calculation of the correction vectors needed 800 DMRG
states to reach good convergence. In Fig. 4.5 and all other figures of dispersion relations we
neglected the chemical potential, which would shift the lower band edge to nearly zero. One
can distinguish two different bands. The higher one behaves like −2t cosk (up to a constant
offset) and can therefore be attributed to free electrons, which do not form bound states with
the localized spins. From now on, this band will be referred to as the scattering states band
in the sense that these excited states rapidly decay. The lower one of the two bands represents
the states of the system which are formed by the conduction electrons bound to the localized
spins, from now on referred to as quasiparticle or Spin-polaron band. Contrary to the scattering
states band this band consists only of one state, which is separated from the continuum (for
large L, where L is the lattice size) of scattering states and has a Lorentzian shape from which
the lifetime can be extracted, which is very long in most of the cases, see Sec. 4.3.2. Even
on lowering η the excitation peak does not differ from its lorentzian shape, therefore we can
be sure that only one excitational state can be responsible for this. In contrast to the Spin-
polaron band the scattering states band does not change its width linearly with η . Keeping
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Figure 4.6: (Color online) Dispersion relation (as in Fig. 4.5) of a KLM with n = 0.125, J = 3.5 and t = 1. The
lower band is the bound quasiparticles band, while the upper one is the scattering states band.
the same filling n = 0.125, but raising the Kondo coupling constant J to 3.5, see Fig. 4.6, the
quasiparticle band becomes more separated from the scattering states, because the quasiparticle
state is now energetically lowered. This can be understood by a simple physical picture. For
that we rewrite the exchange coupling of the Hamiltonian as ∑Li
[
JzSzi s
z
i +
J⊥
2
(
S+i s
−
i +S
−
i s
+
i
)]
and we now set J⊥ = 0. The quasiparticle state of the KLM almost only consist of an electron
with spin antiparallel to the localized spins. With respect to our modified exchange coupling this
results in a lowered energy of Jz/4 per electron. The scattering states also contain important
contributions with an electron spin oriented parallel to the localized spins. This leads to a higher
energy of Jz/4. Therefore the energy difference between quasiparticle and scattering states is
Jz/2 and scales with Jz. Taking also a finite J⊥ into account the quasiparticle energy is even
lowered more due to spin flip processes. The scattering states band has a similar shape as before,
as expected. The weight of the quasiparticle states band is also increasing with J. This is also
expected, because the state becomes energetically more favorable with increasing J.
In Fig. 4.7 we show the dispersion relation of the quasiparticle of a system with J = 3.5 for
three different fillings, n = 0.125, n = 0.25 and n = 0.75. The ground state is ferromagnetic in
all cases. We conclude that even in the presence of many electrons the spin polaron state can be
clearly identified.
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Figure 4.7: (Color online) Dispersion relations of a KLM with J = 3.5, t = 1 and three different fillings, n = 0.125,
n = 0.25, and n = 0.75 extracted of the spectral densities.
4.3.2 Life time estimations from spectral functions
In a further step we take a look at single spectral densities for fixed quasimomentum k, which
provides the possibility to calculate quasiparticle lifetimes of the bound quasiparticles and prove
the existence of bound polaron states. We consider only the calculation of the extrapolated
lifetimes, as described in section 4.2.3 and whose extrapolation scheme is shown in Fig. 4.3.
Calculating extrapolated lifetimes this way we have to be very careful due to the assumption that
the spectral density complies a lorentzian distribution. For the spectral density being a lorentzian
the imaginary part of the self-energy has to be very small compared to the energy of the resonance
and it should not vary too much in the vicinity of the resonance. The expansion of the self energy
leads then to a lorentzian function. Thus the spectral density is not lorentzian shaped in higher
orders of the expansion and it has to be checked, see for example Fig. 4.8, whether it is good
enough. Fig. 4.8 shows a spectral density for a KLM with 48 Sites, n = 0.125, J = 1 and
quasimomentum k = pi49 . The artificial broadening is set to η = 0.02. The number of data points
obtained provides the possibility of a very precise fit of the lorentz distribution. Fig. 4.8 sharply
supports the assumption made in sec. 4.2.3 that the spectral density has a lorentzian shape, which
is nescessary to calculate quasiparticle lifetimes.
We would like to make a comment concerning the lifetimes in the paramagnetic phase, which
is supposed to be of Luttinger liquid type. In a Luttinger liquid we would not expect to have
well defined quasiparticles. Therefore the approximation of Lorentzian shaped excitations in the
spectral density is crude in the paramagnetic regime of the KLM. Then it is even more surprising
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Figure 4.8: (Color online) Spectral function of a KLM with 48 Sites, n = 0.125, J = 1, t = 1, k = pi49 and η = 0.02.
The green line is obtained by fitting a Lorentzian to the DMRG data.
that this approximation fits the DMRG data relatively well. But we also find that those excitations
in the paramagnetic phase decay fast compared to the ferromagnetic phase (where we do not
expect a Luttinger liquid, because of a finite spin gap) and this would be expected.
The extrapolated lifetimes are summarized in Fig. 4.9 and Tab. 4.1. There we can see,
that the lifetime strongly depends on the parameters filling n and Kondo coupling constant J as
well as on the quasimomentum k. The lifetimes in the ferromagnetic phase (this concerns the
[n,J]-pairs {[0.125,0.5], [0.125,1], [0.25,1], [0.29,1], [0.75,3.5]} ) decrease by approaching the
paramagnetic phase by either lowering J or increasing n. For fixed and low quasimomentum k
it seems that the lifetime decreases by increasing n (even if J is increased at the same time so
that the distance to the paramagnetic phase is still large, compare e.g. the pairs [0.125,1] and
[0.75,3.5]). This indicates that the lifetime is influenced by the presence of other quasiparticles,
probably by an effective interaction between the quasiparticles mediated via the coupling to the
localized spins. This is further substantiated by the dependence of the quasiparticle lifetime on
the quasimomentum k in the ferromagnetic phase. For k approaching the Fermi level, the life-
time increases, which is consistent with the fact that the phase space for quasiparticle interaction
becomes smaller close to the Fermi level. In contrast, electron-magnon interaction is expected
to be more important for quasiparticles close to the Fermi-level because the energy of the spin
polaron comes closer to the scattering band. This effect can be seen in the paramagnetic phase
for the pairs [0.375,0.5] and [0.75,2.5], where the lifetime decreases with increasing quasimo-
mentum. Thus, in the paramagnetic phase, we conclude that electron-magnon interaction limits
the lifetime of the spin polaron. Deep inside the paramagnetic phase at [n = 0.375,J = 0.5] the
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Figure 4.9: (Color online) Simplified phase diagram of the 1D Kondo lattice model taken from [185]. The points
mark the parameters at which extrapolated lifetimes have been calculated. The lifetimes for points 1 (J = 1),2
(J = 0.5) and 3 (J = 0.25) and quasimomentum k = pi49 are given directly in the picture by τ1, τ2 and τ3, the lifetimes
for the other points are listed in tab. 4.1
lifetime is short for all determined values of k. Therefore, as predicted earlier in Refs. [117, 186]
there exist no persistent quasiparticles in this regime.
We also extracted the spectral weight of the spin polaron excitation from the Lorentzian fit
and summarized them in Tab. 4.1 in the second row of the respective k value. Considering the
three numbered points of Fig. 4.9 we calculated the spectral weights
1. 0.818004±0.000001
2. 0.87119±0.00003
3. 0.588±0.001,
which do fulfill the expectation that the spectral weight should be significantly lower in the para-
magnetic phase. The calculated weights are independent of η within the errorbounds. They show
a strong dependence on the quasimomentum (decreasing for growing k) in the ferromagnetic as
well as in the paramagnetic phase. This is expected because the spin polaron states with higher
value of k have higher energy and come closer to the scattering states. However, it is unexpected
that the spectral weight is large for [0.375,0.5] and this still has to be explained.
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Table 4.1: Summarization of extrapolated lifetimes (first row of the respective k value) and spectral weight of the
spin polaron excitation (second row of the respective k value) for different fillings of the system, different coupling
constants and different quasimomenta. The k values in paranthesis correspond to [0.75,2.5], only.
PPPPPPPk
[n,J]
[0.25,1] (fm) [0.29,1] (fm) [0.375,0.5] (pm) [0.75,3.5] (fm) [0.75,2.5] (pm)
1pi
49
( 1pi
33
) 831±16 183±3 67±9 38.6±0.8 25.7±1.6
0.8211±0.0004 0.8292±0.0008 0.951±0.006 0.714±0.008 0.674±0.005
3pi
49 2540±84
8pi
49
14.7±1.5
0.82±0.01
11pi
49
O
(
105
)
2850±600
0.6244±0.0001 0.6375±0.0005
18pi
49
( 12pi
33
) O (103) 5.29±0.14
0.5580±0.0008 0.3391±0.0005
36pi
49
( 24pi
33
) O (103) 12.76±0.62
0.3391±0.0005 0.190±0.006
4.4 Summary
In this chapter, we have studied the one-dimensional Kondo lattice model at half-filling and at
partial band fillings for various Kondo couplings J. At half-filling we could verify the results of
Ref. [293]. This includes the dispersion relation and the divergence in the effective quasiparticle
mass. At partial band fillings we were able to show that in the case of ferromagnetism long living
quasiparticle states exist and we have suggested that these are spin polaron quasiparticles as used
in Ref. [273]. The lifetime exceeds the lifetime of quasiparticle excitations deep inside the para-
magnetic phase by several orders of magnitude. From the dependence on the quasimomentum
we conclude that the dominant decay process is the spin polaron-spin polaron interaction in the
ferromagnetic phase, and the interaction between electrons and spin waves in the paramagnetic
phase. The weight of the spin polaron state is very close to one even for special points in the
paramagnetic phase. The results motivate the speculation that spin coherence can be signifi-
cantly enhanced by coupling of electrons to magnons in the ferromagnetic phase of the localized
spins. Even if the localized spins have a negligible exchange interaction, the itinerant electrons
can mediate an effective exchange interaction (long ranged RKKY), which drives the local spins
into a ferromagnetic like state due to long range correlations at low enough temperatures (the
temperature, below which the long range correlations lead to a ferromagnetic like ordering, has
been estimated recently for the two dimensional KLM and is within experimental reach.[276, 33]
For a one dimensional Kondo lattice formulation with large localized spins it could be shown,
that long range correlations lead to a helical ordered like state persisting to the experimentally
reachable temperature regime [34].) As we have seen in this chapter, the spin excitations in the
ferromagnetic phase can in turn form spin polaron bound states with the itinerant electrons, in-
creasing their lifetime considerably. This effect persists in the presence of many electrons and
becomes more efficient for quasimomenta close to the Fermi level. It is an interesting question
for future research to investigate the consequences for the spin relaxation and dephasing rates in
the Kondo lattice model by studying the spin-spin correlation functions.
Chapter 5
Coulomb interaction effects and electron
spin relaxation in the 1d KLM
In this chapter we calculate ground state properties of the Kondo lattice model with onsite and
nearest neighbor Coulomb interaction. Furthermore, we examine the spin life-time in depen-
dence of the electron filling, the Kondo coupling and onsite Coulomb interaction. The content of
this chapter has been published in
S. Smerat, H. Schoeller, I. P. McCulloch and U. Schollwo¨ck
”Coulomb interaction effects and electron spin relaxation in the 1d Kondo lattice model”
accepted by Phys. Rev. B (2011).
The focus of this chapter lies on the applicability of the Kondo lattice model to real nano-devices,
like carbon nanotube peapod systems, see e.g. Chapter 7, which is manifested in the explicit
consideration of finite lattice length.
5.1 Introduction
Recently, the interest in nanoscale systems has been rapidly increasing. Among them are 13C
carbon nanotubes, [45, 34] nanowires [244, 248] and carbon nanotubes filled with endohedral
fullerenes or molecular magnets [149]. The above mentioned systems have in common, that
they consist of local spins (electron or nuclear spins) which interact via exchange interaction
with itinerant conduction electrons. These are exactly the constituents of the one dimensional
Kondo lattice model [263, 298] (KLM). To make these materials available for spin electronics or
quantum information processing it is necessary to understand their properties in detail: ground
state (e.g. magnetic order), spectral (e.g. dispersion relation of electrons) and dynamical (e.g.
non-equilibrium, spin relaxation/decoherence) properties.
Interaction between the local spins in the KLM is generated effectively due to the hopping t
of electrons and an onsite direct spin exchange J between the itinerant and localized spins, see
Fig. 5.1. This interaction is a result of the competition of onsite singlet formation and an effective
RKKY (Ruderman-Kittel-Kasuya-Yosida) interaction [252]. The order of the local spins due to
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the interaction is captured in the phase diagram of the KLM, [297, 298, 117, 185, 186] which
is basically divided into three phases depending on J/t and the electron filling n (n = 1 is half
filling). At n = 1 the system turns out to order anti-ferromagnetically for arbitrary coupling
strength. A ferromagnetic (FM) phase is established, if either J is large enough or n is small
enough. [273] Otherwise the local spin lattice is in the paramagnetic (PM) phase, because then
the effective RKKY interaction dominates the system.
The mechanism of ferromagnetism in the KLM can also be understood in terms of an electron
quasiparticle picture, where the quasiparticle is the so called spinpolaron[247, 266], see Fig. 5.2a.
For a given FM order of the local spins in a 1d system it was shown that the itinerant electrons
and the magnons of the local spin bath form a bound spinpolaron state which is detectable in
transport measurements and was proposed as a long-living correlated many-body spin state [244]
forming possibly one part of a many-body spin qu-bit. In Ref. [273] it was shown for the case
of a single conduction electron that a spinpolaron develops with a huge extent over the whole
lattice leading to FM order in the ground state. In Chapter 4 this was extended to finite electron
fillings and it was shown that long quasiparticle life times are connected with FM order of the
local spins. In Ref. [293], the quasiparticle dynamics of the half filled KLM (n=1) have been
examined as well. By means of a strong coupling expansion up to 11th order it has been possible
to calculate the quasiparticle dispersion relation to good accuracy and it could be shown that
the quasiparticles behave like nearly localized f-electrons due to the strong correlation of the
conduction and localized electrons.
It is known that the main relaxation and decoherence source of single electron spins in
semiconductor based quantum dots arises from interactions with the nuclear spin background.
[171, 103, 70] An appropriate path to diminish the relaxation is the application of a large mag-
netic field, whereas the decoherence rate is reduced by state distribution narrowing. [47, 46]
However, the initial preparation of the nuclear bath in a pure state (e.g. full polarization) is an
experimental challenge. Recently, the idea was proposed to consider the nuclear bath at very
low temperatures in the FM phase, which is mediated by many itinerant electons via the RKKY-
interaction. [244, 277, 34] In Ref. [34] it was shown that the Coulomb interaction in a 2d elec-
tron gas leads to an increased critical temperature of order T ∼ 1mK for the nuclear spins, which
might be feasible in experiments. In Ref. [277] a C13 carbon nanotube was studied. By approx-
imating the conduction electrons by a Luttinger liquid and treating the large effective nuclear
spins classically, the transition temperature between a helically ordered (FM for finite systems)
and unordered spin lattice was calculated. [277] It could be shown that a finite long-ranged
Coulomb interaction is required to have a finite transition temperature, [34] which is consistent
with the Mermin-Wagner Theorem [189] and its recent extension.[35] Taking backaction effects
of the nuclear lattice on the electron spins into account increases the transition temperature by
another order of magnitude. This makes the KLM interesting for experiments, which are always
performed at finite temperature.
These developments motivate the study of the KLM in the presence of a finite Coulomb
interaction between the itinerant electrons. The simplest extension to the KLM in terms of lattice
models is the onsite Coulomb interaction U . In the case of half-filling a finite U leads to the
opening of a spin and charge gap. [271] This work has been extended within a continuum
Luttinger liquid approach to arbitrary fillings solved by bosonization. [97] Lattice effects have
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been accounted for by means of a phononic field and therefore there is no real lattice involved in
those calculations. Still, the authors of Ref. [97] find the interesting result of a shift of the phase
boundary between FM and PM phase, as expected.
In this chapter, we use the density matrix renormalization group method [317, 318, 261, 262]
(DMRG) to study ground state and dynamical properties of the one dimensional KLM for local
spins with spin 1/2 including onsite and nearest neighbor Coulomb interaction. Our method
benefits from being numerically exact, acting in the lattice space without any approximations and
taking all backaction effects of the local spin lattice on the conduction electrons automatically
into account. Furthermore it allows for calculations in a broad parameter regime and works
especially well for one dimensional systems with open boundary conditions and finite lattices.
Here we are particularly interested in finite lattices, since nanoscale systems have finite sizes and
show corresponding effects.
From ground state calculations we show that onsite Coulomb interaction lowers the value of
J required for a transition from a PM to a FM ground state. For small n . 0.4 nearest neighbor
Coulomb interaction V acts the same way on the magnetic order as U does. For n & 0.4 they
compete with each other. As a different sensor of magnetic order we utilize the static electron
spin susceptibility. For the PM phase a peak at 2kF is expected (which diverges for L→ ∞),
while for the FM order a minimum at the smallest possible quasimomentum q, which is finite for
finite lattices, should emerge. This was stated similarly in Refs. [34],[277] for small coupling
constants J.
Finally, we calculate the quasiparticle life-time broadening Γ+ of an electron, its spin oriented
in the opposite direction than that of all other electrons in the ground state. In Chapter 4 it has
been shown in the FM phase and for electronic densities below half-filling that the effective
interaction between spinpolaron states is weak proving that spinpolaron (spin-down) states are
indeed well-defined quasiparticles with small life-time broadening Γ− even in the presence of
many electrons. However we will show here that the spin relaxation and decoherence rates
will be dominated by the life-time broadening Γ+ of the opposite spin-up state, which is higher
in energy. We will consider a single spin-up electron with quasimomentum k on top of the
FM ground state of the 1d KLM. Although this spin has the same direction as the underlying
local spins and, thus, can not decay by direct exchange with the local spins, we find that Γ+ is
dominated by the effective exchange interaction with the sea of spinpolaron spin-down states in
the system. As a consequence, Γ+ turns out to be much larger than Γ− and dominates the spin
relaxation as well as the spin decoherence rate (the pure dephasing term arising from the life-
time broadening Γ− of the spin down spinpolaron state is negligible). We analyze the life-time
broadening Γ+ depending on J, U , n and the quasimomentum k and give explanations for the
observations. Although the spin relaxation rate increases significantly in the presence of many
electrons we will show in appropriate parameter regimes that the spin relaxation rate can be
several order of magnitudes smaller in the FM phase compared to the PM phase.
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Figure 5.1: (Color online) The Kondo lattice model. The conduction electrons are depicted in the upper row (red)
and the localized electrons are depicted as bold arrows in the lower row (grey).
5.2 Model
The Hamiltonian of the KLM with Coulomb interaction is sketched in Fig. 5.1 and defined as
H =−t
L−1
∑
σ ,i=1
(
c†iσci+1σ + c
†
i+1σciσ
)
+ J
L
∑
i=1
Sˆi · sˆi+U
L
∑
i=1
ni↑ni↓+V
L−1
∑
i=1
nini+1 (5.1)
where t is the hopping integral, L the lattice size, c(†)iσ the electron annihilation (creation) operator
at site i with spin σ , J > 0 the antiferromagnetic Kondo exchange coupling, Sˆi the spin operator
of the local spin at site i, sˆi the spin operator of the conduction electron at site i, U the onsite
Coulomb interaction constant, niσ = c
†
iσciσ , V the nearest neighbor Coulomb interaction constant
and ni = ni↑+ ni↓. All spins are considered to be spin 1/2. We define the filling by n = N/L,
where N denotes the total number of itinerant electrons (n = 1 corresponds to half-filling).
5.3 Method
5.3.1 DMRG
The DMRG method is a well established numerically exact method for the calculation of ground
states, dynamical properties and time evolution of one dimensional lattice systems. Our algo-
rithm is formulated in a matrix-product language and makes use of Abelian, e.g. particle number
conservation (U(1)) and non-Abelian, e.g., total spin conservation (SU(2)), symmetries, see
Chapter 2. Depending on the symmetry sector, the use of SU(2) symmetries in addition to U(1)
symmetries allows for computations up to 10 times faster.
5.3.2 Ground states
Calculating the ground state of a given system is synonymous to finding the symmetry sector
with its corresponding quantum numbers, where the energy is minimal. The ground state phase
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Figure 5.2: (Color online) (a) Sketch of a configuration with three spinpolarons, each consisting of a delocalized
spin singlet state with the local spins. (b) Sketch of a configuration with two spinpolarons and one spin up electron.
diagram of the KLM is shown in Fig. 5.3 in dependence of the Kondo constant J and the filling n.
Fixing J and n leaves the total spin quantum number S as the only free parameter, which distin-
guishes the order of the ground state, i. e., S = (L−N)/2 complies with FM order of local spins
and S = 0 with PM order. We choose SU(2) symmetry for the spin here, first for computational
reasons and second it has the benefit that the states with different total spin quantum numbers
are non-degenerate in this case, whereas in U(1) symmetry a partial degeneracy in the total spin
in the direction of quantization exists. Considering Coulomb interaction in addition, we have
another two variables that have to be fixed in advance and this means we have a quadruple of
variables {n,J,U,V}, or a four dimensional phase diagram.
5.3.3 Susceptibility
We calculate the static electron spin susceptibility χ(ω = 0) by means of Green’s functions and
the application of dynamical DMRG [154, 126] with GMRES, see Sec. 2.2.3. Details of our
implementation can be found in Chapter 4.
The definition of the spin susceptibility is
χ+−q (ω) =−
1
L
[
〈0|s˜+q
1
H−E0+ω− iη s˜
−
q |0〉+ 〈0|s˜−q
1
H−E0−ω+ iη s˜
+
q |0〉
]
(5.2)
with (for open boundary conditions)
s˜q =
L
∑
l=1
sl sin
(
qlpi
L+1
)
,
where H is the Hamiltonian given in Eq. (5.1), |0〉 is the ground state of the system, and E0 the
ground state energy. η is a finite artificial broadening factor, needed to avoid finite size effects
[261] and which can be choosen smaller with larger lattice size.
5.3.4 Quasiparticle life-times
In Chapter 4 the quasiparticle life-time of the spinpolaron has been calculated (cf. Fig. 5.2a), by
evaluating the electronic Green’s function in momentum and frequency space
Gkσ (ω+ iη) =
1
ω+ iη− (ε0(k)−µ+Σσ (k,ω+ iη)) , (5.3)
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where ω is the energy, ε0(k) the free electron dispersion relation, µ the electrochemical potential
(which does not play a role in the calculation of broadenings of spectral densities) and Σσ (k,ω+
iη) the complex self-energy. From the imaginary part of the self-energy, which is given by the
broadening of the Lorentzian shaped peak in the spectral density Aσ (k,ω) =−(1/pi) ImGkσ (ω)
we can determine the quasiparticle life-time in dependence of all parameters. On the technical
side, we use again the above mentioned GMRES method and calculate spectral densities as
described in Chapter 4 and Sec. 2.2.3.
Basically, there exist four different scenarios for which the electronic quasiparticle life-time
broadenings can be calculated assuming that in the FM ground state the local spins point up and
the conduction electron spins point down (for large J the most dominant part of a spinpolaron
state consists of a conduction electron pointing down with a small admixture of the spin up state
plus a local magnon):
• 1 In the FM phase for a spin down electron (cf. Fig. 5.2a);
• 2 In the FM phase for a spin up electron (cf. Fig. 5.2b);
• 3 and 4 are the corresponding cases for the PM phase.
1 corresponds to the spinpolaron life-time broadening Γ− and 2 to its natural counter part Γ+. 3
and 4 are identical, since the spins in the PM ground state have no specific direction.
In addition to Chapter 4 we calculate here the life-time broadening Γ+. As shown in this
chapter this rate is very large in the presence of many electrons, Γ+  Γ−, and, as a conse-
quence, dominates the spin relaxation and decoherence rates, as can be understood from the
following qualitative analysis. The two many-body spin states |±〉 depicted in Fig. 5.2 are not
exact eigenstates but are expected to be part of a sharp many-body continuum with long life-
times. The spin down state |−〉 is protected from magnon absorption and emission processes
since the spinpolarons can lower their energy by the entanglement with the local spins in a sin-
glet state. Only virtual processes and weak spinpolaron-spinpolaron interactions lead to a small
broadening Γ− of this state, as shown in detail in Chapter 4. The spin-up state |+〉 is protected
due to the spin polarization of the local spins. Due to effective exchange interaction between
the spinpolarons and the spin-up electron mediated by the magnons, as discussed in detail in this
chapter in section 5.4.3, this state has a life-time broadening Γ+ Γ−. Denoting the quasiener-
gies of the two spin states by E±, we get a decay according to 〈±|e−iHt |±〉 ∼ e−iE±te−(Γ±/2)t .
To define the spin relaxation and decoherence rates, we introduce pseudo-spin operators Pz =
(1/2)(|+〉〈+|− |−〉〈−|) and P± = |±〉〈∓|. Using spin conservation, we obtain after a straigth-
forward calculation that 〈Pz(t)〉 = (1/2)|〈+|e−iHt |+〉|2, if the system is prepared at t = 0 in the
state |+〉, and 〈P+(t)〉 = (1/2)〈+|e−iHt |+〉∗〈−|e−iHt |−〉, if the system is prepared in the state
(1/
√
2)(|−〉+ |+〉) intially. As a result we find for the two different initial preparations that
〈Pz(t)〉 ∼ e−Γ1t and 〈P+(t)〉 ∼ ei∆te−Γ2t , where ∆= E+−E− is the quasienergy splitting and the
spin relaxation/decoherence rates are given by
Γ1 = Γ+ , Γ2 =
1
2
Γ1+
1
2
Γ− . (5.4)
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Figure 5.3: (Color online) Phase boundary between the FM (upper part) and the PM (lower part) ground state of the
Kondo lattice model with L = 48 for three different cases of Coulomb interaction.
This result shows that the dominant part to Γ1/2 is given by the broadening Γ+ of the spin-up state
|+〉, whereas the broadening Γ− of the spinpolaron state |−〉 enters only into the pure dephasing
term of longitudinal fluctuations and can be neglected.
5.3.5 Dispersion relation
The dispersion relation ωσ (k) can be constructed from the resonance of the single particle spec-
tral density Aσ (k,ω) at ω = ωσ (k). The number of k values is restricted by the lattice size
L.
5.4 Results
In nearly all cases we have choosen L = 48, which is suitable from two different points of view.
First, physically, we are especially interested in finite systems, which would more closely re-
semble, e.g., nanotubes in the real world. And second, from the point of view of computational
cost, it is not convenient to take larger systems into account, since we already needed up to 3000
DMRG states in some of the calculations, which is a large number considering the number of
executed calculations. All calculations are done with high computational precision, partly up to
machine precision. We set t = 1 in all calculations.
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Figure 5.4: (Color online) Static electron spin susceptibility χ(ω = 0) for a Kondo lattice model with L= 48, N = 6
and J = 0.15 with (dashed line) and without (solid line) Coulomb interaction. The thin vertical line marks 2kF in
the PM phase.
5.4.1 Phase diagram
We will first investigate the influence of Coulomb interaction on the ground state of the Kondo
lattice model. The phase diagram [298] of the KLM (without Coulomb interaction) is well
established and shows two different phases, an FM and a PM one, see Fig. 5.3. The PM phase lies
in the lower-right triangular of the phase diagram and for all other values of J and n< 1 the KLM
has an FM ground state. Especially for N = 1 it was shown that the KLM is FM for any J.[273] As
can be seen from Fig. 5.3, applying a finite onsite Coulomb interaction shifts the phase boundary
downwards for all values of n. This is consistent with the analysis of [277], where a higher
crossover temperature has been predicted in the presence of Coulomb interaction. However, we
note that the two mechanism are quite different. Whereas in [277] the local nuclear spins have
been treated quasiclassically due to their large effective spin, the present analysis is in the full
quantummechanical regime of local spins with spin 1/2. Roughly speaking the present result is
consistent with the Stoner picture of ferromagnetism, where a finite Coulomb interaction leads
to the preference of a fully spin-polarized state for the itinerant electrons. This state coincides
with the qualitative picture of spinpolaron states pointing into the opposite direction of the local
spins, see Fig. 5.2a.
For finite nearest neighbor Coulomb interaction V we find the qualitatively different result,
that the phase boundary is shifted downwards for n. 0.4 and upwards for n& 0.4 and therefore
crosses the phase boundary of the KLM without Coulomb interaction. For small fillings this can
be explained in the same way as for the onsite Coulomb interaction case. For filling n > 0.4 the
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Figure 5.5: (Color online) Dispersion relation of a ↑-electron in a KLM with J = 0.5, N = 4 and U =V = 0.
electrons are relatively close to each other and therefore strongly influenced by V . The possibility
to occupy the same site with two electrons of opposite spin does not lead to an increasing energy
due to Coulomb interaction and increases the kinetic energy at the same time. Therefore, in this
regime, the unordered state becomes more favorable.
Summarizing, the onsite and nearest neighbor Coulomb interaction are concurring for small
n < 0.4 and behave competitively for large n > 0.4. These results are pictured in Fig. 5.3: The
solid blue line is the phase boundary of the non-interacting KLM. If Coulomb interaction is
switched on, the phase boundary is lowered for all values of n (dashed dark blue line). For U = 0
and V finite, the phase boundary is lowered for small n and raised above the non-interacting case
phase boundary for larger n.
5.4.2 Susceptibilities
For small J the order of the local spins manifests itself also in the static electron spin suscep-
tibility. As was shown in [277] the effective coupling between the local spins for small J is
JRKKY ∝−χ±(ω = 0,k,J,U). (5.5)
Therefore the order of the local spin lattice should correspond to the absolute maximum of the
static electron spin susceptibility. In Fig. 5.4 we show this for two extreme cases with L = 48
and N = 6. The first case (solid black line in the figure) with U = 0, V = 0 has a PM ground state
and shows the susceptibility in the non-interacting case. It has an absolute maximum at k = 2kF .
This evidences that for the chosen set of parameters the state indeed orders paramagnetically in
a RKKY like fashion. If Coulomb interaction is switched on with U = 10, V = 2 (dashed brown
line in the figure) the absolute maximum is at k = 0. In this case FM order becomes dominant.
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Figure 5.6: (Color online) Magnon density in the KLM with L = 48, t = J = 1, U = V = 0 in dependence of the
quasimomentum. The number of electrons is varied between 2 and 8 in steps of 2.
5.4.3 Dispersion relation
We calculated the dispersion relation of a ↑-electron in a KLM with L = 48, N = 4, J = 0.5 and
U =V = 0. The result is shown in Fig. 5.5. It shows a cosine shaped dispersion, which leads to
the conclusion that the electron behaves more or less like a free electron, only slightly affected
by the presence of the local spin lattice. This can be explained by the fact that a ↑-electron can
not flip its spin directly by an exchange process with a local spin due to spin conservation. In
contrast, a ↓-electron can do so, leading to the formation of spinpolarons, which can lower their
energy by this process and obtain a larger effective mass leading to a sharper dispersion relation.
However, as shown in the next section, the life-time broadening of ↑-electrons is generically
larger than those of ↓-electrons, since the decay processes for spinpolarons start in higher order
in J than those for ↑-electrons.
5.4.4 Quasiparticle life-times
From the electronic spectral density A↑(k,ω) we obtain the quasiparticle life-time broadenings
Γ+ in dependence of J, U , k and N. As we calculate the Green’s function G↑(k,ω) in fre-
quency space, we obtain two branches: The c†k↑– and the ck↑–branch, respectively. The first one
corresponds to an additional electron placed in a certain k-mode and interacting with the other
electrons and the local spins. The second type addresses the spin up-part of the already existing
electrons in the system. Therefore the two branches address two different sets of states in the
spectrum of the Hamiltonian. Here we are interested in the first case only, since we would like
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Table 5.1: k-dependence of relaxation rates for N = 2 for different values of J and U .
k [pi/(L+1)] 1 2 3 4
J=0.5, U=0 0.00097±0.00003 0.00128±0.00002 0.00166±0.00003 0.00204±0.00005
J=0.5, U=0.2 0.00220±0.00009 0.00299±0.00005 0.00403±0.00005 0.0048±0.0001
J=0.3, U=0 0.00035±0.00001 0.000470±0.000004 0.00066±0.00002 0.00077±0.00002
J=0.3, U=0.2 0.00146±0.00006 0.00198±0.00004 0.00280±0.00007 0.00331±0.00008
to know, what happens to a spin up electron brought into the system in addition to the other
electrons.
Decay rate dependence on k
In Tab. 5.1 we show decay rates of a spin up electron added to the N = 2 ground state. For all sets
of U and J we find that the decay rate increases with increasing k as long as k is smaller than 2kF .
Here we give an explanation considering momentum conservation and phase space arguments.
In the FM ground state the lowest electronic orbitals in k space are occupied up to 2kF by the
available electrons all with spin down. A state with wave vector k has quasimomentum ±k due
to the open boundary conditions. An additionally superimposed spin up electron with a certain
wave vector k1 has to change to the state k2 > 2kF in order to flip its spin, see Fig. 5.7a. This
decay channel can only happen if a magnon is absorbed with wave vector q = |k1± k2|. Such
magnons are present in the ground state because each spinpolaron state consisting of a spin down
electron with wave vector k has a small admixture of spin up states with wave vector |k±q| and
a local magnon in state q. Smaller values of k1 decreases the number of magnons with small
wave vector q = |k1− k2| to enable this process. This can be quantified by the magnon density
per electron mq =
〈
S−q S+q
〉
/N (see Fig. 5.6) and further by the accumulated magnon density
ρk1 = ∑
σ=±
∑
q=|k1+σk2|
0<q<pi ,2kF<k2<pi
mq , (5.6)
which is shown in Fig. 5.7b and clearly states that the number of suitable magnons increases
with increasing k1 even above 2kF until it falls off finally. This result qualitatively reflects the
decay rate for the spin up electron shown in Fig. 5.7c for a KLM with L= 48, N = 4, J = 0.5 and
U = V = 0. The decay rate first increases for small k as indicated by the accumulated magnon
density. For values above 2kF the decay rate even surpasses the values at 2kF until it decreases
finally for larger values of k. We note that this is only a qualitative explanation since other decay
channels involving absorption of many magnons are present as well.
The discussed process for the decay of the spin up electron is essentially an exchange process
between a spin up electron in state k1 and a spinpolaron in state k. The spinpolaron provides the
magnon with wave vector q = |k1± k2| to flip the spin up electron from state k1→ k2, leaving
the spinpolaron as a spin up electron in state |k±q|. As a result, by mediation of a local magnon,
the spins of two electrons have been exchanged, whereas the local spin lattice is unaffected. This
spin exchange process is the essential process leading to a large life-time broadening of the spin-
up electrons if many electrons are present in the system. In contrast, the spinpolaron states have
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Figure 5.7: (Color online) (a) Simplified itinerant electron band structure in k-space. Light blue electrons on the left
side are electrons initially in the ground state and electrons on the right side are additionally added to the ground
state. The process shown correspond to a spin flip of the added electron at k = k1. After the spin flip, the electron
has opposite spin with k = k2 and has absorbed a magnon with q = k2−k1. (b) Accumulated magnon density ρk1 as
given in Eq. (5.6), for L= 48, N = 4 and J = 0.5. (c) Decay rates for L= 48, N = 4 and J = 0.5 in dependence of k.
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life-time broadenings, which are several orders of magnitude smaller compared to those of the
spin-up states. The reason is that the spinpolaron-spinpolaron interaction is rather weak and can
only be mediated via multi-magnon processes.
Decay rate dependencies on U,J,N
In this section we will explain how the quasiparticle decay rate of the spin up state depends on
U,J and N and why the found tendencies are to be expected. The results for these cases are
shown in Tab. 5.2.
Let us first consider the J-dependency. Picking one of the columns and considering only one
of the two U-values we immediately recognize that the decay rate shrinks with decreasing J. The
exchange strength J determines the time scale on which spins will flip, therefore with decreasing
J flipping will be suppressed and the rate decreases. We note that this is different for the decay
rate of the spinpolaron, where an increasing J stabilizes each polaron and makes it insensitive
to interactions with other electrons. For small J close to or even in the PM phase the decay rate
of the spin up state increases notably, see N = 4. This is natural, since in a paramagnetically
ordered system many additional decay channels will open up.
Considering the U dependence we find that with increasing U the rate increases in most cases.
In section 5.4.1 we have found that an onsite Coulomb interaction has the tendency to order the
local spins ferromagnetically. The additional spin up electron tries to align parallel to the other
electrons to minimize interaction energy from the Coulomb potential. This infers a larger decay
rate, if U becomes larger. Therefore this tendency here complies with the influence of the onsite
Coulomb interaction found above. Only when a finite U triggers the crossover from the PM to
the FM phase, the rate decreases with increasing U , see N = 4 and J = 0.3. This is obvious since
in the PM phase the phase space arguments presented in section 5.4.4 are no longer valid and
many more decay channels are possible.
If we increase the number of electrons N in the system and keep the quasimomentum k fixed
we find that the rates decrease with increasing N, for small N deep in the FM phase. This can
be explained analog to the discussion in section 5.4.4. In the ground state, all initially available
electrons fill the spinpolaron-band successively up to 2kF mainly in the spin down state. An
additional spin up electron can be added to any k-mode. In Tab. 5.2 we considered the lowest
state k = pi/(L+ 1) in all cases. Considering one of the rows the electron number is increased
from left to right and with each electron more in the ground state the respectively next higher
k-mode is occupied by this additional electron. As a consequence, as shown in section 5.4.4, by
increasing N we decrease the number of magnons suitable for scattering processes and therefore
the decay rate has to decrease. However, in competition to this effect, increasing N means also
approaching the PM phase. Then we expect that different and also more decay channels open
up, which should lead to an increasing decay rate. This can be seen in Tab. 5.2 for J = 0.8
between N = 6 and N = 12. We have also calculated lifetimes for N = 7,9,10,11 (not shown),
showing that the decay rates are monotonically increasing with increasing N for large N. For
values of N close to half-filling of the conduction band and large values of J, such that we can
switch between PM and FM phase, we find decay rates of the order of 0.01. As a consequence,
the decay rate depends nonmonotonically on N, it decreases for small values of N deep in the
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Table 5.2: Relaxation rates in dependence of the electron number N, J and U . k is set to the lowest possible value
k = pi/(L+ 1). The given number of N is the number of electrons taken into account during the ground state
calculations, i.e., the spin up electron is in addition to this number. (p) mark parameters, which correspond to the
paramagnetic phase.
N 1 2 3 4 6 12
J=1.0, U=0 0.00263 0.00199 0.00185 0.00085±0.00012 ±0.00013 ±0.00017 ±0.00018
J=1.0, U=0.2 0.00432 0.00294 0.00249 0.0011±0.00070 ±0.00019 ±0.00027 ±0.0002
J=0.8, U=0 0.00188 0.00130 0.00087 0.00213±0.00008 ±0.00009 ±0.00009 ±0.00024
J=0.8, U=0.2 0.00303 0.00221 0.00184 0.00238±0.00021 ±0.00017 ±0.00017 ±0.00038
J=0.6, U=0 0.00115 0.00078 0.00081 (p)0.00508±0.00005 ±0.00005 ±0.00007 ±0.00031
J=0.6, U=0.2 0.00239 0.00156±0.00012 ±0.00012
J=0.5, U=0 0.00104 0.00097 0.00082 0.00062 0.00066±0.00002 ±0.00003 ±0.00003 ±0.00004 ±0.00005
J=0.5, U=0.2 0.00233 0.0022 0.00205 0.00126 0.00141±0.00004 ±0.0001 ±0.00008 ±0.00011 ±0.00013
J=0.5, U=0.4 0.00142±0.00021
J=0.5, U=0.6 0.00245±0.00018
J=0.5, U=0.8 0.00384±0.00045
J=0.3, U=0 0.00041 0.00035 0.00033 (p) 0.00144 0.00150±0.00001 ±0.00001 ±0.00001 ±0.00010 ±0.00020
J=0.3, U=0.2 0.00158 0.00146 0.00123 0.00084±0.0003 ±0.000016 ±0.00008 ±0.00007
J=0.1, U=0.0 0.000030 0.00004 (p) 0.00593±0.000001 ±0.0000009 ±0.00024
J=0.1, U=0.2 0.00061 (p) 0.00460±0.00003 ±0.00011
FM phase and increases for larger values of N when the PM phase is approached.
Nonetheless we find the sweet spot of the system by decreasing the number of electrons
going from N = 4 to N = 3 electrons at J = 0.1. There we find that the decay rate of the spin
up electron decreases by two orders of magnitude when comparing the rates in the PM and FM
phase. Still it is important to note that a minimum number of electrons in the system is important
to maintain the FM order, especially at finite temperatures.
5.5 Discussion
In this chapter we discussed the phase diagram and the spin relaxation properties of the 1d spin-
1/2 Kondo lattice model with Coulomb interaction. We found that a finite onsite or nearest
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neighbor interaction favors a FM order of the local spin lattice for small enough electronic den-
sities. This gives further strong support to the analysis of Refs. [34],[277], where similiar results
have been found in 2d semiconductor systems and C13 carbon nanotubes. It provides a pathway
to achieve a spontaneous and full polarization of the nuclear spins by lowering the temperature
below the critical one. This configuration is desirable for applications in quantum information
processing, since it reduces the spin relaxation and decoherence rates of the electronic spins. It
is important to notice that a finite crossover temperature can only be expected, if the density of
electrons is finite. Thus, many electrons are necessary to achieve the FM state. Once the FM state
is achieved, one can in principle perform quantum information processing by realizing quantum
dots with external gates on time scales which are small compared to the time the nuclear spins
need to return to the PM phase. If this is possible one can effectively realize a system consisting
of one single electron N = 1 in contact with a ferromagnetically ordered nuclear spin lattice. In
this case the spin up state and the spinpolaron are exact eigenstates, i.e., the ideal situation with
Γ± = 0 is achieved. In this chapter we discussed the spin relaxation properties for N > 1, i.e.
we analysed the question whether the spins in a many-body system could possibly be used as
candidates for spin qu-bits. In Chapter 4 we already found that spinpolarons are indeed very
long living states, indicating that the spinpolaron-spinpolaron interaction is rather weak. How-
ever, in this chapter we found that the spin up state is strongly influenced by exchange interaction
between the spin up and spinpolaron states. This exchange process does not require any finite
energy and, therefore, can not even be suppressed by application of a finite magnetic field. We
analysed in detail the dependence of Γ+ on the Coulomb interaction U , the exchange interaction
J, the particle number N and the quasimomentum k. In the FM phase we found that the rate
decreases for smaller values of U , J, k, and larger values for N, unless we approach the PM
phase. For appropriate parameter sets we have shown that the life-time of spin up states can
be two orders of magnitude larger in the FM phase than in the PM phase. However, compared
to the life-time of spin down spinpolaron states, their life-time is orders of magnitudes smaller,
regardless of the chosen parameter regime in the FM phase.
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Chapter 6
Single electron transport in carbon
nanotube quantum dots
With the advances in microfabrication techniques in the early 1990s it became possible to con-
struct nanostructure devices - single electron transport devices - so small that a single electron
charge has a measurable influence in electron transport experiments. Up to this point it has been
very difficult to spectroscopically resolve the discrete spectrum of an individual sample of con-
densed matter, which changed then, because the ability to fabricate nanoscale devices reveals this
one of the most fundamental properties of quantum mechanics, namely, the fact that the energy
spectrum of a system of particles confined to a small region is discrete or quantized.
The study of single electron effects has a long history starting with the famous experiment
of Millikan [192], who observed the effects of single electrons on the falling rate of oil drops.
In solids, single electron tunneling was first studied observing the electrical resistance in grained
thin film materials [92]. This experiment was extended in Refs. [159, 85]. A first and detailed
transport theory was developed by Kulik and Shekhter in 1975 [155]. The difference between
todays devices and the samples of those former experiments is the averaging over many grains,
while today it is standard technique to address only one single electron transport device. Modern
theoretical predictions [5, 199, 169] boosted interest in single electronics and led to the discov-
ery of many new transport phenomena. Fulton and Dolan [77] performed the first experiment
on controlled single electron transport and observed the so called Coulomb oscillations. Since
electron transport in nanoscale devices is one of the most popular topics in modern physics a lot
of reviews have been published, see e.g. [55, 93, 6, 283, 148, 320, 69, 58].
In this chapter we will first explain briefly the basic single electron transport devices in order
to give a simple introduction and understanding of the field and to explain the notation. We
start with the quantum point contact and the single electron junction, which basically consists
of only a capacitor and a resistor. Then we extend this by another capacitor, separating the
junction from the voltage source and therefore generating an island - the single electron box,
where the electron charges can be accumulated. The last device to be discussed is the single
electron transistor consisting of two junctions and a capacitively coupled gate electrode, which
offers nice tuneability of the island charge. From this we can define what is generally known as
a quantum dot. Finally, we introduce graphene and carbon nanotubes.
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Figure 6.1: (a) Schematic drawing of a quantum point contact. (b) Schematic drawing of a tunnel junction. (c) An
equivalent curcuit of a tunnel junction. The lower drawing abbreviates the upper combination of a tunnel capacitance
and resistance by one symbol.
6.1 Single electron transport devices
6.1.1 Single electron junction and quantum point contact
The simplest single electron transport devices are the quantum point contact and the single elec-
tron tunnel junction, see Fig. 6.1. The tunnel junction consists of two leads brought close to each
other such that tunneling events occur. The setup naturally leads to a tunneling resistance RT
and a capacitance C between the two leads, as shown in Fig. 6.1(c). The first experiment on a
tunnel junction by Fulton and Dolan [77] showed the effect of a discrete charge in the current-
voltage characteristic. An electron passing across the tunneling barrier gains energy eV , where
V = VL−VR and VL is the voltage at the left electrode and VR the voltage at the right electrode.
The electrostatic energy of the junction is given by
∫ Q
0 dQ V = Q
2/2C and therefore the change
in energy when a single electron tunnels is given by the so called charging energy
EC =
e2
2C
. (6.1)
When C is sufficiently small and therefore EC sufficiently large, the charging energy begins to
play a significant role. Further, there are two generally accepted conditions [283, 148] for the
occurrence of single electron charging effects. First, thermal fluctuations have to be suppressed,
which is the case, if kBT  EC. From this we can deduce the magnitude of the capacitance. Let
us assume that we can cool down our sample to the regime of ≈ 1K. For kBT = EC we find
C ≈ 10−15F . One could now think that this relation alone suffices to estimate the size of the
sample, but one has to take into account that the separation of the electrodes is determined by
the Fermi wavelength for tunneling events to be able to occur. Therefore the distance between
the electrodes should be of the order of 2pi/kF ≈ 2A˚. Now we can estimate the approximate
dimension of the tunnel electrodes, which has to be smaller than 0.1µm.1 The second condition
is given by the energy-time uncertainty relation ∆E · ∆t ≈ h and it is therefore related to the
quantum fluctuations of the system. Using the RC-switching time ∆t = R ·C and ∆E = EC, we
find Rc ≈ 26 kΩ. Therefore, the resistance of the tunnel junction has to be at least as large as
1Where we have used the formula of the capacitance of a parallel plate capacitor C = ε0εrA/d.
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Figure 6.2: Replacement circuit of a single electron box. The box is defined by the metallic island between the
junction and the capacitor.
Rc. Then, quantum fluctuations are smaller than the charging energy. Hence, the current-voltage
characteristic of the junction should show a Coulomb gap, i.e., I = 0 for −e/2C <V < e/2C.
However, single electron effects in tunnel junctions are typically not seen [58, 93], since we
neglected the effect of the attached leads [56, 89]. The leads act like an electromagnetic envi-
ronment with a capacitance, which exceeds the junction’s capacitance by orders of magnitude
and a finite impedance Z(ω), which is generally much smaller than the junction’s resistance. It
turns out that under these conditions a tunneling event is elastic and excites only electromag-
netic modes in the external environment. Therefore, the electron charge of the tunneling event
is directly transferred to the large capacitance of the leads and no change on the tunnel junction
capacitance occurs.
The quantum point contacts [265] are constricted two-dimensional electron gases (2DEG),
e.g., made from GaAs heterostructures [176], having a width and length much smaller than the
mean free path of the conduction electrons and smaller than the Fermi wavelength. On top
of the device there is a metal gate attached and applying a negative gate voltage depletes the
conduction electrons such that the quantum point contact is defined by the electrostatic depletion.
The gate voltage controls the width of the constriction. Transport through such a device [311,
313] becomes ballistic and is only determined by the geometry. Applying a finite bias voltage
shows that the conductance of the device is quantized in units of
G = 2G0 =
2e
h
≈ 26 (kΩ)−1 , (6.2)
where 2 is due to the spin of the electrons.
6.1.2 Single electron box
The single electron box, depicted in Fig. 6.2, consists of a tunnel junction in series with a capac-
itor forming a metallic island separated from the voltage source. A voltage VL can be applied to
the junction and a voltage VR to the capacitor. V (Q) is the voltage on the island, depending on the
excess charge Q on the island. With Cr (Vr−V (Q)) =Qr with r ∈ {L,R} and Epot =
∫ Q
0 dQ˜ V (Q˜)
we find for the potential energy on the island
Epot = ECN2−|e|N∑
r
αrVr, (6.3)
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Figure 6.3: Electrostatic potential energy of the single electron box. The blue region marks the lowest energy region.
with αr = Cr/C and C = ∑r Cr. For Vb = VL−VR = 0 the number of excess electrons on the
metallic island is zero. If the Vb is turned on, the number of electron charges changes in discrete
steps N = ±1,±2, . . . . Up to an N independent factor and assuming a symmetric bias voltage,
Eq. 6.3 can be cast as [158]
Epot ∝ EC
(
N+
VbC
e
)2
. (6.4)
This formula means that the number of electrons in the box jumps at certain voltages in order
to keep the electrostatic potential energy as low as possible, see Fig. 6.3. At T = 0 the electron
charge of the system changes at each half-integer number of Vb ·C/e. For T > 0 the steps where
the charge changes become smoother.
6.1.3 Single electron transistor
The next logical step in the line of single electron devices is the single electron transistor [283].
An island is coupled via two junctions to a finite bias voltage Vb = VL−VR such that a finite
current can flow. Further, the island is capacitively coupled to a gate electrode with a finite
voltage Vg, which can be used to control the current through the device, hence the name transistor.
The corresponding electric circuit is shown in Fig. 6.4.
For the electrostatic potential energy or charging energy for N electrons we find again
EN = ECN2−|e|N∑
r
αrVr, (6.5)
with C = ∑r Cr, αr =Cr/C and r ∈ {L,R,g}. Increasing the number of electrons on the dot as
N−1→ N in a tunneling process, the charging energy changes by
µN = EN−EN−1 = (2N−1)EC−|e|∑
r
αrVr, (6.6)
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Figure 6.4: Replacement circuit of a single electron transistor.
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Figure 6.5: (a) Schematic drawing of the electrochemical potentials of the metallic island and of the leads’ electro-
chemical potentials. (b) Whenever the gate voltage is tuned such that one of the µN is in resonance with the leads
chemical potentials a finite current will be measured. The broadening shown is due to the finite potential life-time
of each quantum state and the temperature T .
which we denote by the electrochemical potential µN . This can be tuned independent from the
leads via the gate voltage and adjusts the position of the chemical potentials of the metallic is-
land relative to the chemical potentials of the leads. The leads provide electrochemical potentials
according to µL = −|e|VL and µR = −|e|VR. Assuming we fixed the chemical potential of the
leads at the same value, whenever the leads chemical potentials are equal to one of the metal-
lic island chemical potential µN , see Fig. 6.5(a), electrons can tunnel and a finite current from
electrons fluctuating on and from the island can be measured, see Fig. 6.5(b), and a Coulomb
peak occurs. Depending on temperature and life-time of the respective state, the Coulomb peak
will have a finite broadening. The distance between two neighboring Coulomb peaks is given by
µN − µN−1 = 2EC, which is the so called addition energy. However, when no resonance condi-
tion between a metallic island chemical potential and the leads’ chemical potentials is met the
island is in the Coulomb blockade-regime.
Transport versus Coulomb blockade
We now assume a finite symmetric bias voltage with VL = −Vb/2 and VR = Vb/2 and Vb 6= 0.
If an island chemical potential has an energy lying between the two lead chemical potentials a
finite current can flow, see. Fig. 6.6. However, if there is no island chemical potential in be-
tween transport can not occur and the device is in the Coulomb blockade regime, see Fig. 6.6(a).
Whether the island is in that regime or not depends on the voltages applied and one can draw a
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Figure 6.6: (a) Schematic drawing of the electrochemical potentials of the metallic island and of the leads in the
transport regime, where the (N + 1)th electron is the transport electron. (b) The same for the Coulomb blockade
regime. The island is filled up to the (N +3)th electron and the next higher electrochemical potential of the island
lies above the electrochemical potentials of the leads. (c) Stability diagram of the island with Coulomb diamonds, in
which no transport occurs (white regions): Coulomb blockade. In the light blue regions a finite current is available.
so called stability diagram of the bias voltage versus the gate voltage, showing at which combi-
nations of voltages a finite current occurs and when the device shows Coulomb blockade. From
the resonance condition µN = µL and µN = µR one can deduce the lines in the stability diagram
separating transport regimes from regimes with no transport. Evaluating these two conditions we
find
Vb =± 2αg1±αL∓αRVg. (6.7)
The diagram shown in Fig. 6.6(c) shows diamond shaped regions, Coulomb diamonds, where
current is suppressed. Outside the Coulomb diamond the current is not suppressed. We want to
remark here that Eq. 6.7 changes, when the bias voltage is asymmetrically applied to the left and
the right lead. Also the Coulomb diamond of the same physical system gain another shape then.
Let us for example assume that VL = 0 and VR =Vb. Then we find
Vb ∝
αg
1−αRVg positive slope (6.8)
Vb ∝−αgαRVg negative slope (6.9)
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Furthermore, if the bias voltage is sufficiently increased such that more than one chemical po-
tential of the island fall into the transport window, the current is correspondingly increased,
depending on the electron transport rate in the respective state.
6.1.4 Quantum dots
Any artificially structured physical system, in which the charge as well as the orbital degrees of
freedom are quantized is called a quantum dot [167, 103]. Quantum dots are typically contacted
the same way as the single electron transistor, but the number of gate electrodes can vary. Exam-
ples of quantum dot materials are single molecules [222], normal metals [230], superconductors
[238, 55], ferromagnetic nanoparticles [95], self-assembled quantum dots [135], semiconductor
lateral dots [283] and vertical dots [148], nanowires and carbon nanotubes [54, 187, 25] and
graphene quantum dots [233].
Two effects dominate the physics of quantum dots. First, the Coulomb interaction between
the electrons, which is an electrostatic effect. Second, the discrete energy spectrum due to the
spacial confinement, which reproduces the behavior of an artificial atom. The simplest descrip-
tion of quantum dot systems is provided by the constant interaction model, introduced in the
preceding section. The main attributes of this model are the constant capacitance C of the quan-
tum dot, which is a sum of the capacitances participating in the formation of the dot, the energy
spectrum of the quantum dot is independent of the capacitances and of the number of electrons
on the dot.
However, deviations from this model occur quite often. The transport through a quantum
dot is not necessarily ballistic anymore, since the electron scattering length might very well be
smaller than the size of the dot. Further, the physics might be dominated in some parts of the
spectrum by many-body effects, which goes beyond the standard constant interaction model,
where the chemical part is only described by single-particle energy levels and the only many-
body component is reflected in the electrostatic part by the Coulomb interaction. Therefore,
effects of the electrodes and further electron interactions on the dot have to be taken into account
separately to account for the true many-body spectrum.
Apart from ground states also excited states with the same number of particles, i.e., in the
same particle sectors, occur and contribute to electron transport. Therefore the electrochemical
potential describing the possible transitions have to be extended to account also for excited states:
µabN = E
a
N−EbN−1, (6.10)
where EaN is a many-body eigenenergy of the state a in particle sector N and E
b
N−1 is a many-body
eigenenergy of the state b in particle sector N−1.
It is important to mention that tunnel processes mediated by a certain state are only possible,
if this state has a finite possibility of being occupied [216, 103]. This is the reason why there is
no current in the Coulomb blockade regime: All chemical potentials lie either above or below
the transport window and therefore have a zero occupation probability.
Experimental transport measurements now offer the very useful potential of revealing the
many-body spectrum of a quantum dot system - the so called transport spectroscopy. However,
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the spectroscopy maps, typically in the form of differential conductances plotted in dependence
of the bias and gate voltage, can be very complicated such that it is a difficult task to address
certain measurements to physical effects or mechanisms. Therefore it is very helpful to calculate
the current through a quantum dot in order to predict complicated spectroscopy maps and relate
those to a physical model. The complexity arises from different tunnel couplings of different
states, complicated dot Hamiltonians, selection rules, temperature effects and dissipation to the
environment. These may result in effects such as negative differential conductance (NDC) or
current suppression [312, 107] and so called fake resonances [249].
6.2 Model Hamiltonian and master equations of single elec-
tron transport
The description of the model Hamiltonian and the master equation approach for the description
of single electron transport follows closely the presentation of the material in the book of Bruus
and Flensberg [36].
6.2.1 Model Hamiltonian
The Hamiltonian describing the whole quantum dot setup can be written as
H = HL+HR+HD+HT (6.11)
with the tunnel Hamiltonian
HT = HT L+HT R (6.12)
HT L = ∑
νLνD
(
tL,νL,νDc
†
νLcνD + t
∗
L,νL,νDc
†
νDcνL
)
(6.13)
HT R = ∑
νRνD
(
tR,νR,νDc
†
νRcνD + t
∗
R,νR,νDc
†
νDcνR
)
, (6.14)
where c(†)νL/R annihilates (creates) an electron in the left/right lead in state |νL/R〉. tr,νr,νD is the
corresponding tunnel matrix element from the dot to the lead and t∗r,νr,νD from the lead to the dot.
c(†)νD annihilates (creates) an electron on the dot in state |νD〉.
The left lead Hamiltonian is defined as
HL =∑
νL
εL c†νLcνL (6.15)
and HR is correspondingly defined.
The dot Hamiltonian HD is some many-body Hamiltonian describing the quantum dot system.
HD has to be diagonalized and then we can write it as
HD =∑
νD
ξD c†νDcνD . (6.16)
The eigenstates of HD are many-body states and can incorporate complicated many-body effects.
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6.2.2 Master equations of single electron transport
We assume that the coupling of the leads to the quantum dot is weak. Therefore the coherence
time of the electrons τcoh is much smaller than the time between two tunneling events τtunnel:
τcoh τtunnel. (6.17)
Hence we can treat the quantum dot as an isolated system between the tunneling processes.
We would like to know in which state |α〉 the system resides with which probability P(α). In
equilibrium the answer is simply given by the Boltzmann distribution P(α) = eEα/kBT/Z, where
Z is the partition function.2 In non-equilibrium the situation is different and we have to consider
the tunneling rates into all states. Since the tunneling rate is small, coherent processes, which
correspond to higher order tunneling processes will be suppressed and we can limit ourselves
to first order in the tunneling rates described by Fermi’s golden rule. The rate of a tunnel event
between the left lead and the dot in a state |α〉 into a state |β 〉 is then given by
ΓLβ←α = 2pi ∑
fβ iα
∣∣〈 fβ |HT L|iα〉∣∣2Wiαδ(E fβ −Eiα), (6.18)
where |iα〉 is an initial state and | fβ 〉 a final state. Wiα is the thermal distribution function of the
leads.
Since we have determined the rates by now, we can formulate the master equation:
d
dt
P(α) =−∑
β
Γβ←αP(α)+∑
β
Γα←βP(β ), (6.19)
where the first term on the right hand side describe tunneling out of state |α〉 and the second term
describes tunneling into state |α〉. This description is a semiclassical one, since the probabilities
we deal with are classical probabilities. Here we are only interested in the steady state of the
system, which is typically reached after all initial oscillatory processes have been damped out.
Equation (6.19) simplifies to
d
dt
P(α) = 0 =−∑
β
Γβ←αP(α)+∑
β
Γα←βP(β ). (6.20)
Under the constriction ∑α P(α) = 1 we can solve this complete linear equations system. The
complexity of the system depends on the number of states and electrons taken into account.
Rate equations for a quantum dot
We specify now Eq. (6.18) further with regard of an arbitrary quantum dot. As mentioned above
in a quantum dot single many-body states are resolved. The tunneling rate given by Fermi’s
2The dot can be assumed to be small compared to the environment, which allows for the use of the Boltzmann
distribution.
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golden rule can be written, e.g., for a tunneling event from the left lead on the dot, as
ΓLβN+1←αN = 2pi ∑
iLνL
∣∣∣〈βD,N+1|〈iL|c†νLHT L|αD,N〉|iL〉∣∣∣2WiLδ(EβN+1− ενL−EαN), (6.21)
where |αD,N〉|iL〉 is the initial state of the dot and the lead with N electrons on the dot and
cνL |βD,N+1〉|iL〉 is the final state with N + 1 electrons on the dot. Further, we have for the elec-
trochemical potential of the dot µβN+1,αN = EβN+1−EαN . The electron distribution in the leads is
described by the Fermi function nF(ε) = 1/
(
e(ε−µ)/kBT −1
)
. Using this and the explicit tunnel
Hamiltonian, we find
ΓLβN+1←αN = 2pi∑
νL
∣∣∣∣∣〈βD,N+1|∑νD t∗L,νL,νDc†νD |αD,N〉
∣∣∣∣∣
2
nF(ενL−µL)δ
(
µβN+1,αN − ενL
)
. (6.22)
The reverse tunnel event of an electron from the dot on the left lead is given by
ΓLβN+1←αN = 2pi∑
νL
∣∣∣∣∣〈βD,N−1|∑νD tL,νL,νDcνD|αD,N〉
∣∣∣∣∣
2
(1−nF(ενL−µL))δ
(
µβN−1,αN − ενL
)
.
(6.23)
After the computation of all rates, we can write down the master equations and solve them nu-
merically. Only the tunnel matrix elements have to be put in manually and desire for a reasonable
estimate.
6.3 Carbon nanotubes and carbon nanotube peapods
In this section we want to introduce the basic properties of single-wall carbon nanotubes (SWCNT).
The most comfortable way is to start with the explanation of graphene, which can be rolled up
to SWCNTs.
6.3.1 Graphene
Graphene [224, 40] is the mother of a whole class of carbon-based materials, see Fig. 6.7. It is
made out of carbon atoms arranged on a honeycomb lattice made out of hexagons. Fullerenes [8]
can be thought of as wrapped graphene sheets with additionally introduced pentagons causing
curvature defects. Carbon nanotubes (CNT) are rolled up graphene slices [256] such that tubes
are formed. The underlying electronic properties of graphene also determines the electronic
properties of the CNT. The daily use of graphite, which is made out of stacks of graphene,
is found in the pencil [229] invented in 1564. It is astonishing that isolated graphene has been
observed first only in 2004 by Novoselov and Geim3 [206], who produced single graphene sheets
by mechanical exfoliation of graphite.4
3Novoselov and Geim won the Nobelprize 2010 for their discovery.
4They used Scotch R© tape for this purpose.
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Figure 6.7: Mother graphene: On top a single graphene sheet is depicted. Cutting out a corresponding shape, a
fullerene can be wrapped (most left), a CNT can be rolled up (middle) or a piece of graphite can be stacked (right).
Figure is taken from [81].
The lattice structure of graphene is shown in Fig. 6.8. The lattice vectors are given by
a1 =
√
2a
2
(
1,
√
3
)
a2 =
√
2a
2
(
−1,
√
3
)
, (6.24)
where a= 2.49 A˚ is the lattice constant of graphene and the nearest neighbor distance is a/
√
3=
1.44 A˚. Each primitive unit cell consists of two atoms and therefore graphene can be decomposed
into two sublattices. The reciprocal lattice vectors are given by
b1 =
2pi
3a
(√
3,1
)
b2 =
2pi
3a
(
−
√
3,1
)
. (6.25)
The electronic structure of graphene is dominated by sp2 hybridization. In plane, from now
on referred to as the (x,y)-plane, the atoms are strongly bound by σ bonds formed due to the
hybridization of the s orbital with two of the p orbitals. The pz-orbitals are therefore unaffected
by the hybridization and form the so called pi bands pi and pi∗. The lower pi band is completely
filled with electrons, while the upper pi∗ band is empty.
Tight-binding dispersion relation
A simple tight-binding Ansatz [242, 308] leads to the dispersion relation of graphene. The fact
that we have two electrons per unit cell will necessarily lead to two bands. In a tight-binding
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Figure 6.8: Lattice structure of graphene. (a) Real space lattice: The shaded region corresponds to the primitive
unit cell and contains two atoms. (b) The first brillouin zone of the reciprocal lattice. The reciprocal lattice is again
a hexagonal one, but rotated by 30 degree. (c) The dispersion relation of graphene obtained from a tight-binding
calculation.
calculation using Bloch’s Theorem, treating the pz orbitals locally and incorporating only nearest
neighbor interaction we find
εk =±
√√√√1+4cos(3
2
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)
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(√
3
2
akx
)
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(√
3
2
akx
)
, (6.26)
which is depicted in Fig. 6.8. The two bands touch, where εk = 0, which is the case at six points.
But only 2 of these points are inequivalent and called Dirac points K and K′. Since the upper
band is completely empty and the lower band filled, graphene is a zero gap semiconductor. Close
to K or K′ the dispersion relation can be linearized around the Fermi surface with a corresponding
Fermi velocity of vF = 3ta/2 ≈ 1 · 106 m/s, where t is the intraband nearest neighbor hopping
constant.
Graphene as a quantum dot
The linear dispersion relation is one of the most striking properties of graphene. The electrons
close to the Fermi surface can be treated as relativistic Dirac electrons, which are massless and
have a constant velocity, which is the Fermi velocity vF for graphene [40, 134] instead of the
velocity of light in quantum electrodynamics [163]. However, this enables also the mechanism
of Klein tunneling [136, 134] in graphene, which means perfect transparency of potential barriers,
especially for normal incident electrons. The transparency condition is fulfilled for a potential
barrier height V exceeding the rest mass of the electron. Since this is zero in graphene a sufficient
large V is easily achieved and therefore electrostatic gating in order to define a quantum dot is
not straightforward.
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Figure 6.9: (a) Chiral vector C, chiral angle Θ and translation vector T in a carbon nanotube. (b) Sequential electron
tunneling micrograph taken from [219] showing an SWCNT. (c) Classification of zigzag (top right), chiral (bottom
left) and armchair (bottom right) CNTs. The picture is published under [83].
In order to circumvent this problem it is suggested in [275] to consider bound states of elec-
trons with a movement transversal to the boundaries of the quantum dot with respect to different
boundaries. Further, non-uniform charge doping of the different layers in bi-layer graphene [225]
provides a platform for assembling quantum dots in graphene structures, as well as introducing
a gap in graphene nanoribbons [145].
6.3.2 Single-wall carbon nanotubes
Carbon nanotubes (CNT) have first been synthesized by Iijima5 [121] using an arc discharging
evaporation method. These first nanotubes have been of the multi-wall carbon nanotube type
(MWCNT), where several nanotubes with different diameters each made from a mono-layer of
carbon are put into each other. The diameter of a typical MWCNT is 3-10 nanometers [121, 170,
256].
More sophisticated and developed techniques [170, 128] allow for the controlled production
of either MWCNTs or single-wall carbon nanotubes (SWCNT), which consist of a single tube.
The structure and circumference of an SWCNT is defined by a pair of indices (n,m), which
determines the so called chiral vector C = na1+ma2. The translation vector T times a positive
integer l fixes the length of the nanotube, see Fig. 6.9. The chiral angle θ , see Fig. 6.9(a)
determines whether a SWCNT is for example one of the well-know types of SWCNT like a
zigzag (θ = 0◦) or armchair (θ = 30◦) SWCNT.
SWCNT have a gapless band structure [42, 219, 194, 102, 51], if the Dirac points of graphene
K are allowed and therefore k = K, where k is an arbitrary permitted momentum and can be
expressed in terms of the reciprocal lattice vectors G and L, where L points into the directions of
the tube axis. Due to the length of the tube, L can be tackled as quasi continuous and therefore
the condition in the direction of L can always be fulfilled. Hence, only G is decisive and one
5Iijima called the nanotubes microtubulus of graphitic carbon.
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finds
n−m
3
∈ Z, (6.27)
as a condition for a gapless band structure. However, it turns out in practice that only armchair
SWCNT show true gapless behavior [42, 218], which is due to curvature effects [26] leading to
an admixture of sp3 hybridization.
In this thesis we are especially interested in metallic carbon nanotubes and will restrict our-
selves to these. The gap between different subbands in armchair nanotubes is approximately
1 eV ≈ 104 K, which makes SWCNTs true one dimensional systems. The decisive physics is
furthermore determined from the bands crossing the Fermi surface in the K points, which can
even be linearized for small temperatures and this results in the well known linear dispersion
relation of armchair SWCNTs with a discretization due to the finite length of the tube and with
respect to the open boundary conditions [144].
The one dimensionality makes carbon nanotubes ideal test candidates for the Luttinger liquid
theory [65] and in [28, 329, 122] a power-law scaling of the conductance in agreement with Lut-
tinger liquid theory has been found. Ballistic transport at low temperature in carbon nanotubes
could be observed in [125, 13] allowing for an efficient implementation of field-effect transistors.
Quantum dots from single wall carbon nanotubes
The first carbon nanotube quantum dot has been realized by contacting a bundle of SWCNTS
[29] and transport measurents revealed clear indications of Coulomb charging effects modified by
the discretized energy level structure of the tubes. A quantum dot with a single SWCNT has been
assembled in [291]. The length of the quantum dot and therefore the electronic level quantization
is determined by the position of the source and drain electrode (∝ 100 nm). Due to the two bands
of armchair SWCNTs and the discretization a typical four-fold repetition period of Coulomb
diamonds would be expected in the transport map: Three small and one large diamond should
alternate. However, this symmetry is often broken [257], which is captured in the extended
constant interaction model [257, 212] often used for the description of the energy level structure
of carbon nanotube systems. The model includes an intra-band energy splitting ∆, an inter-band
energy shift δ , a spin exchange constant J and a correction dU to the charging energy, when a
sub-band is doubly occupied. The parameters of the model can be extracted from measurements
[64].
Apart from weak coupling transport measurements also the Kondo effect [208], Kondo corre-
lations [124] and the non-equilibrium triplet Kondo effect [220] could be measured in SWCNTS.
Also superconducting leads in combination with SWCNTs have been examined [23, 94]. The ap-
plication of multi top gates to an SWCNT quantum dot leads to the formation of multi-quantum
dot systems in a single SWCNT [258].
Carbon nanotube peapods
Carbon nanotube peapods [150] are single-wall carbon nanotubes filled with C60 molecules, so
called fullerenes [151]. These peapods have been observed first in a high resolution transmission
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Figure 6.10: A single-wall carbon nanotube peapod. The scale bar is 2.0 nanometers. The picture is taken from
[282].
electron microscopy experiment (HRTEM) [282]. Due to curvature effects of the SWCNT the
binding energy of, e.g., a C60 inside the SWCNT is approximately 2 eV [150] and therefore
six times larger than the corresponding binding energy of a C60 coupled to the SWCNT on the
outside [88]. A review on peapod fabrication can be found in [196]. The filling can be either in-
situ, where the SWCNT is filled while it is formed, or ex-situ, where the SWCNT is filled after
it has formed. In the latter method, defects in the structure of the SWCNT play an important
role, because there the fullerenes can enter the tube [175]. The characterization of peapods can
be done via Raman scattering techniques [156], where basically an overlay of C60 and SWCNT
scattering properties is found. The electronic properties of peapods are reviewed in [150]. In
[210] a total-energy electronic structure calculation has been performed and it has been found that
two additional bands close to the Fermi surface appear. Further, a strong hybridization between
the lowest unoccupied molecular orbital of C60 and the SWCNT has been calculated [131]. By
endohedrally filling the fullerenes with a spin carrying atom, e.g., N or Sc, the possibility is
opened up for using such a sample as a quantum computational device, where the spin inside the
fullerenes carries the quantum information [18]. Experiments using peapods as single electron
transistors have been performed in [302, 235, 195].
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Chapter 7
Transport via coupled states in a C60
peapod quantum dot
In this chapter we review a sequential electron transport experiment performed on a carbon nan-
otube peapod device, see Sec. 6.3 and corresponding transport theory. Most of the material in
this chapter has been published in
A. Eliasen, J. Paaske, K. Flensberg, S. Smerat, M. Leijnse, M. R. Wegewijs, H. I. Jørgensen,
M. Monthioux, J. Nyga˚rd — ”Transport via coupled states in a C60 peapod quantum dot”
Phys. Rev. B 81, 155431 (2010).
Composite structures provide the possibility of tailored production of electronic devices on a
nanometer scale. Peapods are devices, where the electronic properties might be constructed by
the controlled placement of the fullerenes inside the SWCNT. In Chapter 8 we will give another
example of such a composite structure, namely carbon nanotube ropes.
In the following we will first briefly introduce why peapods are interesting. Then we review
the experiment and the modeling of the system. We close this chapter with a discussion about
the nature of the observed features.
7.1 Introduction
In general, the interaction between quantum dot systems of different nature and the correspond-
ing transport signatures are very interesting. A single-wall carbon nanotube peapod, which is an
SWCNT with equidistantly placed fullerene molecules inside, is the next more complex system
starting from a pure SWCNT. Since the advent of peapods [282] and the possibility of high-yield
production of peapods [281] many experiments have been done. The aim of many of these exper-
iments is to find a way to address the fullerenes inside the tube via the tube itself, e.g., by means
of spin-exchange. Band structure calculations [210, 131, 172, 330, 59, 146] have shown that hy-
bridization between an SWCNT and a metallic C60 can form an additional electronic band, which
crosses the Fermi-Energy depending on the chirality of the tube. But, there is no experimental
evidence for this so far.
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Scanning tunneling microscopy (STM) has been used in order to examine the electronic
level structure, which is different in comparison to the pure SWCNT level structure [119]. C60
molecules have a five times degenerate highest occupied molecular orbital (HOMO) hu sepa-
rated from the lowest three times degenerate unoccupied molecular orbital t1u by a gap of≈ 2eV.
While a negative STM sample bias voltage does not show any difference of the peapod compared
to a pure SWCNT, a positive bias voltage clearly reveals the fullerenes influence inside the tube.
Therefore only the unoccupied orbitals play a significant role. A semi-empirical model with
coupling between the SWCNT pi-orbitals and the t1u states of the C60 can explain the observed
features. The hybridization coupling constant is rather strong with 1.25 eV. Within the model in
[119] the direct overlap of wave functions between two neighboring C60 turned out to be neg-
ligible. From density-functional calculations [172] a hybridization of ≈ 0.1 eV has been found.
Photoemission experiments on peapod samples [272] even showed no evidence for hybridization
between C60 molecules and tube.
The electronic level structure of peapods has also been examined in three terminal transport
experiments [302, 235, 333, 195], but the results remain inconclusive. In [302, 235] the Coulomb
diamond structures of the differential conductance map show no clear difference compared to a
pure SWCNT conductance map. In [333, 195] irregular diamond patterns are measured and it is
suggested that this is due to modulations caused by the encapsulated fullerenes. Since it is not
possible to combine imaging techniques with transport measurements on the same sample, the
structures measured in [302, 235, 333, 195] might be different. Therefore, more experiments on
high-quality peapod devices are necessary in order to estimate the interaction between fullerenes
and the encapsulating SWCNT. The question, whether a SWCNT peapod can be used in tailored
nanoelectronic applications is still open.
In this chapter we report on a new set of detailed low-temperature measurements for a peapod
quantum dot in the weakly coupled Coulomb blockade regime. As also in [302, 235] we find a
very regular pattern of Coulomb diamonds resembling discretized charging effects. Furthermore,
we also observe avoided crossings between two different gate coupled states in more than 400
diamonds. We can attribute these to a weak hybridization between the C60 molecules and the
SWCNT. The different gate coupling is due to the electric screening of the fullerenes from the
gate via the tube. The experimental findings can be reproduced in a transport calculation using
transport theory in lowest order and a simple model incorporating the hybridization between the
tube and the fullerene orbitals. We tentatively propose these signatures to relate to a short chain
of C60-molecules inside the CNT, residing close to one electrode.
7.2 Experimental results
7.2.1 The device
The single walled C60 peapods of purity grade 90-95% (see Ref. [302] for synthesis details),
were suspended in dichloroethane by sonification and dispersed in the form of droplets onto
an isolating SiO2 layer of thickness 500 nm, thermally grown on top of a highly doped silicon
substrate. By use of atomic force microscopy imaging, individual tubes were identified and
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Figure 7.1: (a) and (b) Stability diagram, i.e., conductance (dI/dVsd) as a function of source-drain bias (Vsd) and
gate-voltage (Vg) at 300 mK, showing a regular Coulomb blockade diamond pattern with four-electron shell structure
throughout the measured gate-range. Diamonds are perturbed by a weakly gate-dependent feature superimposed on
the entire structure. (c) Observed avoided crossings over the entire gate-range (red rectangles). Black lines are
guides to the eye, outlining the edges of the ”impurity diamond”. (d) Sketch of the peapod quantum dot device.
then contacted by evaporated source and drain Ti/Au-electrodes (25 nm/25 nm) using e-beam
lithography. The device layout, including the electrodes separated by L ≈ 600 nm, is shown
schematically in Fig. 7.1d.
7.2.2 Transport measurements
We have performed electronic transport measurements down to 300 mK in a 3He cryostat, using
standard lock-in techniques (AC source drain voltage 50 µV RMS). Sweeping the gate-voltage Vg
and measuring the linear conductance, we observe Coulomb blockade peaks in metallic peapod
samples [302]. Here we concentrate on a single sample exhibiting highly regular Coulomb block-
ade peaks in the region -10 V<Vg <5 V, representative gate-ranges being shown in Fig. 7.1a, b.
We observe a clear four-electron shell structure similar to that of empty CNTs [37, 168, 257].
Unlike the device measured in Ref. [195], which also exhibited traces of a four-electron shell,
there is no reason to believe that the device studied here has been accidentally partitioned into
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Figure 7.2: (a) Zoom in on a representative range of gate-voltages in Fig. 7.1b. At positive bias we observe a series
of avoided crossings with a line of much lower gate-coupling than the main diamond edges. (b) The same device
after suspension. Avoided crossings are seen at both negative and positive bias in the displayed gate-range.
smaller sub-systems. In Ref. [195], the presence of distinct gate-voltage regions with rather
different, and surprisingly large diamond sizes (Eadd ' 10− 20 meV for a peapod of length
500 nm), was interpreted as the tube being separated into two or more smaller ’dots’.
Having established the salient quantum dot features of these transport data presented in
Fig. 7.1(a),(b) as essentially CNT-like, one notices a distinct perturbation of the entire stability-
diagram: a very weakly gate-dependent resonance line passes through the diamonds at positive
and/or negative bias, depending on the gate-voltage, and anti-crosses with the edges of the CNT
Coulomb diamonds. Fig. 7.1c shows the gate- and bias-positions of these avoided crossings over
the entire gate-range where such features were observed. The weakly gate-dependent resonance
and the associated avoided crossings are seen more clearly in Fig. 7.2a, which zooms in on a rep-
resentative gate-range in Fig. 7.1b. Due to the weak gate-dependence this line might have been
assigned to inelastic cotunneling [53]. This would, however, be inconsistent with the observed
avoided crossings with one side of the CNT diamond edges. Furthermore, the weakly gate-
dependent resonance does not occur symmetrically at the same energy at positive and negative
bias, as inelastic cotunneling resonances do, and for most gate-voltages it is only present either
at positive or negative bias-voltage and strongly perturbs the single-electron tunneling (SET)
region on the corresponding bias-side, showing broad regions of negative/positive differential
conductance (NDC/PDC).
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As will be further substantiated below, all of these observations are instead consistent with
SET through a state which:
1. is much weaker coupled to the back-gate than are the levels of the CNT;
2. hybridizes with the levels of the CNT;
3. has a significant capacitive and tunnel coupling only to the source lead. We refer to this
state as an ”impurity orbital” to emphasize the general nature of the transport effect in the
following analysis. After this we will argue that the impurity consists of a short chain of
C60 molecules inside the tube.
7.3 Peapod model and transport calculations
Independent of the precise nature of the impurity we can formulate a general model invoking a
SWCNT model and an impurity state and a connection between both. From transport calculations
we can extract valuable information and the coupling to the SWCNT.
7.3.1 Extended constant interaction model
A constant interaction (CI) model describing SWCNTs has been proposed in [212, 64, 180, 257].
The energy of a SWCNT state in this CI model is given by
Et = ∑
µ,σ ,l
εlµntlµσ +E
t
CN
2
t +δU∑
µ,l
nlµ↑nlµ↓+ J∑
µµ ′
Nµ↑Nµ ′↓, (7.1)
where l numbers the states on sub-band µ = A,B and σ =↑,↓ is the spin index. ntlµσ is the
number of electrons on the tube in state l on sub-band µ with spin σ . The orbital energy is
εlµ =
{
l ·∆ µ = A
l ·∆+δ µ = B , (7.2)
where ∆ is the intra sub-band splitting and δ is the inter sub-band shift. The Coulomb charging
energy EtC of the SWCNT is as defined in Chapter 6. Nt =∑µσ N
t
µσ is the total number of excess
electrons with Ntµσ =∑l nlµσ . Electrons on the same orbital cause an excess Coulomb energy δU
and from spin flip processes an energy of J is gained. To account for the energy of an impurity
inside the dot we assume that it has a charging energy E iC and that electrons on the SWCNT
and the impurity influence each other via the tube-impurity Coulomb interaction Et−iC . For the
impurity we find
E i = E iCN
2
i (7.3)
and in total
E = ∑
µ,σ ,l
εlµntlµσ +E
t
CN
2
t +δU∑
µ,l
nlµ↑nlµ↓+ J∑
µµ ′
Nµ↑Nµ ′↓+E iCN
2
i +E
t−i
C Ni ·Nt , (7.4)
where Ni is the number of electrons on the impurity. Equation 7.4 describes what we call the
extended constant interaction model (eCI).
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Figure 7.3: (a) Each box (left and right, respectively) contains a possible spin state configuration of the tube-
impurity system. If the energy of the two states adjusted by gate and bias voltage is close the two states hybridize.
A single electron hopping process will transform the right state into the left state and vice versa. (b) Hybridization
is disallowed in this case, since the total quantized spin of the two state configurations is different. A hopping event
cannot transform the states into each other.
Explicit model
The explicit model we use is shown in Fig. 7.4(b). We use two orbitals from the SWCNT, one
of each sub-band. These two orbitals are therefore split by the inter sub-band shift δ . Further
we employ one impurity orbital. The justification of using only one impurity level is given in
Fig. 7.1(c) from the extremely different size of the Coulomb diamonds of the impurity, which
suggests a very large level spacing of the impurity orbitals and therefore it suffices to take only
the lowest one into account.
Hybridization
As we will see below, the observed transport features can only be explained, if we allow that
electrons can tunnel from the tube to the impurity and vice versa. In molecular physics this phe-
nomenon is also well known under the name hybridization. This leads to non-zero off-diagonal
matrix elements in the Hamiltonian, if hybridization between two states is possible, see Fig. 7.3.
Assuming a system with at least two states, which hybridize, we would find in a matrix repre-
sentation
H =

. . .
Ei(Vb,Vg) t
. . .
t E j(Vb,Vg)
. . .
 , (7.5)
where the energies Ei(Vb,Vg) and E j(Vb,Vg) can depend differently on the gate and bias voltage.
Therefore the energies can be brought into resonance, which results in noticeable hybridization
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effects. In the differential conductance map hybridization leads to an avoided crossing of two
excitation lines at the point where they would cross without hybridization.
The eCI and the hopping of electrons form our many-body peapod model. The Hamiltonian
of the model has to be diagonalized exactly for every gate- and bias-voltage point.
Parameters
The parameters of the eCI can be extracted directly from the experimental measurements, see
Fig. 7.2. We find
• EtC = 2.9 meV (charging energy),
• δ = 1.2 meV (subband splitting),
• dU = 0 meV (excess Coulomb energy) and
• J = 0.
Extracting J is very difficult since it invokes excited states. Therefore we set J = 0 making sure
that no qualitative differences occur.
The charging energy of the impurity is
• E iC = 2.5 meV,
which can be read off from the smaller diamond in the middle of Fig. 7.1. The strength of the
hybridization can be read off from the avoided crossings and we find
• t ≈ 0.15 meV.
The tube-impurity charging energy is estimated as
• Et−iC ≈ 0.1 meV.
Gate- and bias coupling
In the experiment, see Figs. 7.1 and 7.2, the bias voltage is only applied to the source and the
drain lead is grounded:
Vsd =Vs ∝−|e|µs (7.6)
Vd = 0. (7.7)
The voltage dependence of the energy of the states fulfills the proportionality
εm ∝−|e|αmg Vg−|e|αms Vsd, (7.8)
with m= 1,2 for the two orbitals of the SWCNT, respectively, and m= i for the impurity orbital.
Furthermore, the coupling constants are defined as αmk =
Cmk
Cm and C
m = Cms +C
m
d +C
m
g . In Fig.
7.4c a schematic Coulomb diamond including avoided crossings is shown. From the slopes of
the respective excitation lines one can extract the coupling constants. Therefore reading off the
slopes of the respective excitation lines in the experimentally measured conductance map we
extract for the SWCNT coupling constants
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• α1,2g = 0.104
• α1,2s = 0.298.
Extracting the impurity coupling constants is much more difficult. The experiment reveals
only the excitation line which is due to the drain resonance. This is simply not enough to read
off the couplings. Furthermore, the very steep slopes, which one could divine in Fig. 7.1 are
not convenient for this purpose, since the error is too large. However, we have another line at
hand, the NDC/PDC feature, which is depicted in Fig. 7.4(c) as a grey broad band, which is not
necessarily parallel to the Coulomb diamond edges. Making use of this slope we can extract
• α ig = 0.0055
• α is = 0.99.
From this we can assume that the impurity chemical potential is pinned to the source chemical
potential. Further, the impurity has to be of a local nature and is situated very close to the source.
Tunnel couplings to the leads
The tunnel couplings to the leads can not be read off from the differential conductance map or any
other experimental transport measurement. Therefore, we have to employ extensive numerical
studies to estimate the tunnel couplings. For the SWCNT we find
• Γts = Γtd
to be suitable. We checked further that small deviations from this symmetry do not change the
qualitative findings of our calculations. For the impurity we find corresponding to the local nature
and its settling close to the source
• Γis = 4Γts,d
• Γid = 0.
7.3.2 Transport calculation results
We will show now, that standard master equations, i.e., lowest order perturbation theory in the
tunnel coupling to the leads, see also Sec. 6.2.2, suffice to explain the significant transport signa-
tures observed in the experiment.
The agreement between the experiment shown in Fig. 7.2(a) and the theory calculation shown
in Fig. 7.4(a) is striking. We will now explain significant transport signatures occuring in the
experiment as well as in the model calculation.
1. The nearly horizontal conduction line, which passes through the Coulomb diamonds at
positive bias voltage shows strengthened avoided crossings with the source SET reso-
nances (white arrows in Fig. 7.2(a)). These avoided crossing are due to hybridization,
which occurs if the impurity orbital and an SWCNT orbital share one electron and if the
two corresponding many-body states are in resonance with each other.
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Figure 7.4: (a) Calculated stability diagram showing dI/dVsd as a function of source-drain bias (Vsd) and gate-
voltage (Vg) for a gate-voltage range corresponding to the three central diamonds in Fig. 7.2a. In the calculation
we use the experimental temperature T = 300 mK, but neglect tunnel broadening. Therefore all resonances are
somewhat sharper than in the experiment. (b) Model system used in the calculation. The impurity level hybridizes
with both CNT subbands (amplitude t), but is only tunnel coupled to the source (rate Γsi ). Both CNT subbands
are coupled with the same rate to source and drain (Γst = Γdt ). (c) Sketch of avoided crossings. The capacitances
associated with the tube and impurity can be read off from the slope of the resonance lines far from the avoided
crossing.
2. Within the SET region we find a broad structure consisting of a positive differential con-
ductance (PDC) followed by a negative differential conductance (NDC), nearly parallel to
one of the Coulomb diamond edges. These features emerge from the avoided crossings
and along these broad lines, also indicated in Fig. 7.4(c) as a broad grey line, the energies
of the two states causing the avoided crossing are resonant. This leads to an interference
terms in the tunnel rates causing Fano resonance [67] shaped variations of the differential
conductance. It is important to note that this does not correspond to the usual resonance
of a dot chemical potential with one of the lead chemical potentials. It corresponds to a
resonance between the SWCNT and the encapsuled impurity.
3. The nearly horizontal impurity conduction line is not visible at negative bias, which is due
to the source coupling of the impurity chemical potential. Therefore a very high energy
would be needed to shift the impurity state into the transport window at negative bias.
4. There is an obvious even-odd effect of the avoided crossings going from one diamond to
the next: The magnitude of the gap is alternating in each subsequent diamond. In the
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large diamond in the middle of Fig. 7.4(a) the gap is smaller than in the two neighboring
diamonds on the left and on the right. This is due to a stronger hybridization of filled
SWCNT sub-bands with the impurity orbital.
5. The impurity conduction line is not running straight through all diamonds, but makes a
small jump at each drain resonance Coulomb diamond edge, because a finite capacitive
coupling between the SWCNT and the impurity exists, which we denoted above as the
tube-impurity charging energy and can be estimated from the jump at the Coulomb dia-
mond edge as 0.1 meV.
6. The magnitude of the impurity conduction line strongly depends on the applied voltages.
Especially, further away from the avoided crossings the line fades out. This is another
piece of evidence that the impurity is local and located close to the source and has no
coupling to the drain. A finite drain coupling would enable transport through the impurity
alone, but with a zero drain coupling transport channels along the impurity run dry away
from the avoided crossings, where hybridization allows transport though the impurity.
7. We also find higher lying excitation inside the Coulomb diamonds. These correspond to
δ = 1.2 meV and corresponds to tunneling with excited states of the SWCNT. This is
possible, since hybridization causes an effective coupling between the sub-bands.
7.4 Nature of the impurity state
Up to now we have considered a general impurity without specifying its concrete nature. The
simplest idea would be an accidental impurity residing outside the tube. This would be similar
to the explanation given in [120], without fullerenes.
However, after the transport measurements the device has been modified: It has been covered
with PMMA and the center of the CNT has been suspended with electron beam lithography
followed by wet etching in a buffered solution of hydrogenic acid. This has created a 5 nm deep
trench in the SiO2 layer, reducing effects from inhomogeneities. Performing low temperature
measurements for second time gives the result shown in Fig. 7.2(b), which is very similar to
the result in Fig. 7.2(b). Especially, we see the conduction line inside the Coulomb diamonds,
which we would not expect if an impurity outside the tube had been removed. Further, the
order of magnitude of the hybridization constant and all the other parameters have not changed.
Therefore it is highly unlikely that the impurity is outside the tube.
Another possibility would be a defect in the CNT causing a separation into two quantum
dots. This can be excluded by our numerical studies, where a symmetric coupling of the tube
to the leads has been necessary to obtain results similar to the experimental measurements. This
would not be expected if a defect would separate the CNT like dot from one of the leads.
Even if we have no final prove at hand we are confident of the scenario that a chain of C60 is
residing inside the tube close to the source lead. This explains best the screening from the gate
electrode and also the independence from exterior purification procedures.
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7.5 Conclusion
In this chapter we reviewed an experiment and the corresponding theory on low temperature
electron transport through a carbon nanotube peapod quantum dot. We observe conduction lines
inside the Coulomb diamonds showing a small dependence on the gate voltage and form avoided
crossings with the standard Coulomb diamond edges. We ascribe this additional conduction line
to an impurity orbital which is capacitively and tunnel coupled to the carbon nanotube orbitals.
Such impurity states appear in many nano-device systems. For example the measurements in
[216] and [235] show some features which are similar to the features observed here. In this
chapter the impurity is most probably formed by a chain of C60 molecules at one end of the
SWCNT. The results found are important for addressing certain states of coupled quantum dot
systems in a controlled way.
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Chapter 8
Spin-dependent electronic hybridization in
a rope of carbon nanotubes
The work presented in this chapter follows the paths of Chapter 7. Here, sequential electron
transport is performed in a carbon nanotube rope, which is a bundle of in this case less then 10
carbon nanotubes forming at least three quantum dots. Most of the material presented in this
chapter has been published in
K. Goß, S. Smerat, M. Leijnse, M. R. Wegewijs, C. M. Schneider, C. Meyer
”Spin-dependent electronic hybridization in a rope of carbon nanotubes”
submitted to Phys. Rev. Lett, arXiv:1011.4004.
In modern electronics and further in molecular spintronics it is an essential issue to obtain
nano-sized objects with tailored functionalities. While Chapter 7 focuses on general properties
of such devices we examine here the functionalization of nano-devices in nano-electronics, es-
pecially by means of a magnetic field which assists in addressing spin explicitly. We will first
briefly introduce the reader by means of recent literature into the field of molecular electronics.
Second, we describe the experiment performed and the corresponding model calculations. We
end this chapter with a short discussion of the results.
8.1 Introduction
The idea of molecular electronics and spintronics is to enable the manipulation of spin and
charges in electronic nano-devices containing one or more molecules [31]. These devices simply
exploit the fact that electron current is a composite of spin up and spin down particles differ-
ently acting with magnetic materials. However, assembling nano-devices is still a tricky task
and asks for sophisticated methods and new ideas. In [214] such devices have been constructed
based on an approach developed in [221, 84]. A nanowire made out of gold is exposed to a
large current, which causes a break of the wire forming a gap with two electrodes. Molecules
are deposited from a solution thus forming a three-terminal device with the two electrodes and a
back gate. The contact conditions of each sample will be different due to the randomness of the
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molecule deposition procedure, but constructing many devices results in many different contact
conditions and it has been found in [214] that devices appear with weak (incoherent tunneling),
intermediate (coherent tunneling, but Coulomb diamonds are found) and strong coupling to the
leads (Coulomb diamonds vanish for the benefit of higher order processes). It is also possible
to construct multi quantum dots out of a single carbon nanotubes as has been shown in [30],
where magnetic nanoparticles dispersed in a solution have been deposited on a carbon nanotube
thus forming a controlled number of quantum dots depending on the time the nanotube has been
plunged in the solution.
Carbon nanotubes turned out to be particularly suitable as nano-electric devices. Nuclear
spins can be completely eliminated, which cause spin relaxation and decoherence and a strong
spin-orbit interaction [152] allows all-electrical control over spin degrees of freedom, while long
spin relaxation and decoherence times are preserved [38, 207]. Furthermore, they can be pro-
duced ultraclean [287] and assembled to three terminal devices forming double quantum dots
with negligible distortion allowing for precise control over single electrons down to a single ex-
cess electron on the dot. Carbon nanotubes can also be used as electromechanical resonators of
high qualitiy [286, 120, 165], which have potential applications in sensing, cooling, and mechan-
ical signal processing. The resonator motion is typically coupled to the charges inside and this
can be resolved in electron transport measurements.
Carbon nanotubes also have remarkable spin properties. The phenomenon of spin-orbit cou-
pling, coupling of orbital motion and spin of electrons, leads to the well known fine structure in
atomic spectra. In [152] it has been shown in an electron transport measurement that electrons
in SWCNTs show a significant spin-orbit coupling. Due to this the circumferential quantization
of the momentum of electrons in a SWCNT quantum dot with spin parallel/antiparallel aligned
to a magnetic field aligned parallel to the tube axis is different. This leads to an energy splitting
between electrons with different spins, which can be observed in transport and is proportional
to the magnitude of the spin-orbit coupling. This provides a mechanism for all-electrical con-
trol of spins in SWCNTs [152]. For a sufficient strong coupling to the leads, the Kondo effect
can be observed in SWCNTs [124]. Using ferromagnetic leads makes it possible to observe the
tunneling magneto resistance (TMR) effect, which is important to build spin valves [255]. Also
separation of spin and charge transport channels has been found [292].
Furthermore, SWCNTs might also be applied in quantum information processing devices.
For this purpose spin relaxation times T1 and spin dephasing times T ∗2 have been measured in
a 13C-nanotube [44]. It could be confirmed that the dominating mechanism is the hyperfine
interaction with the finite spin on the carbon atoms.
In order to employ single molecules as nano-electronic devices it is necessary to understand
their interactions with the envrionment, e.g., the interaction with contacts and also with neigh-
boring molecules [215]. These interactions can be studied by scanning near-field optical mi-
croscopy [21], tip-enhanced Raman spectroscopy [106, 105] or scanning tunneling spectroscopy
(STS) [218]. However, in-situ characterization of actual devices, e.g., field-effect transistors, is
difficult to implement and only STS can detect spin dependent phenomena.
In the experiment described in this chapter, we used electron transport spectroscopy, simi-
lar to Chapter 7, where the device is capacatively coupled to a back gate. It is also interesting
to obsere bundled SWCNTs with this technique, since it is expected that the respective tubes
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Figure 8.1: AFM picture of the measured device, in whose vicinity one or more CNTs split off (arrow) from the
contacted rope. Due to stacking faults in the metal deposited on top, the CNT is also visible underneath the contacts.
Inset: AFM height profile running perpendicular to the CNT in the QD region.
couple differently to the gate electrode [130] due to electrostatic effects, like screening. Low-
temperature electron transport measurements are capable of resolving these gating effects, al-
lowing the study of interactions between coupled nanoscale conductors.
In this chapter we will first describe the performed experiment. Then we determine the
strength of the hybridization and the electrostatic interaction between different quantum dots
within the SWCNT rope. By means of transport calculation we can furthermore determine the
sign of the hybridization. In a final step we examine the influence of a magnetic field on the
rope. Furthermore, the SWCNT dominating the electron transport can be altered by applying
a magnetic field and the electronic hybridization is selectively suppressed due to spin effects
and this offers prospects for accessing individual charge and spin degrees of freedom in coupled
carbon-based molecular systems.
8.2 The sample and the experiment
The bundle of SWCNTs, an SWCNT rope, has been grown by means of chemical vapor deposi-
tion at 920◦ on a Si back-gate with an insulating SiO2 layer in between. As catalyst Fe/Mo has
been used and methane as a precursor [147]. In this process mainly SWCNTs arise and only a
few MWCNTs [285]. The electrodes consist of 5 nm Ti and 60 nm Au and have been patterned
using electron beam lithography forming a quantum dot of 360 nm with highly-doped silicon as
the back gate. An AFM imaging technique shows the device, see Fig. 8.1, and reveals the corre-
sponding height profile of the SWCNT rope. It turns out that the device has a diameter of 7 nm.
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Figure 8.2: (color online) The differential conductance plotted versus gate and bias voltage showing four complete
Coulomb diamonds. Secondary resonances, indicated by white arrows and dashed lines, cross the region of Coulomb
blockade. Circles indicate the anticrossings. To clearly display all features, the conductance at positive bias has been
multiplied by three.
Furthermore, we have found that a single carbon nanotube splits away from the rope, indicating
that we really deal with a rope of SWCNTs and not with a MWCNT.
At room temperature the device behaves as a metallic conductor with an ohmic resistance of
290 kΩ. At a base temperature of ≈ 30 mK in a dilution refrigerator the device shows highly
non-linear transport properties, see Fig. 8.2, i.e., single-electron charging effects. The electron
temperature has been determined as ≈ 600 mK.
We have found regular Coulomb diamonds on a large gate voltage range from −2.4 V up
to 1.3 V, which proves that a stable quantum dot has formed inside the rope. Furthermore, we
observe the following remarkable features in Fig. 8.2:
1. Additional conductance lines inside the Coulomb diamonds. Under Coulomb blockade
conditions conduction lines should not appear inside the Coulomb diamonds;
2. These lines have a small slope compared to the Coulomb diamond edges and therefore
suggest that the corresponding states have a small gate dependence;
3. They appear at positive and negative bias voltages with different slopes, intensities and
asymmetrically. The intensity of the lines is weaker far away from the Coulomb diamond
edges and increases on approaching. The additional conductance lines at positive bias
voltage lie at nearly 1 meV, while at negative bias voltage at approximately −0.5 meV;
4. At the crossing points with the Coulomb diamond edges of the same slope these additional
conductance lines form avoided crossings;
5. At each subsequent diamond the additional conductance lines jump abruptly. The height
of the jump is different for negative and positive bias voltage.
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From the asymmetry in bias voltage we can conclude that inelastic co-tunneling [53] can be
excluded as a possible explanation for the occurrence of the two conduction lines inside the
Coulomb diamonds. Therefore, we conclude from the measurement data that several, but at
least three, quantum dots are coupled in parallel to the leads. One of the dots causes the main
Coulomb diamond scheme in the conductance map and two additional dots are responsible for
the conductance lines inside the Coulomb diamonds. All dots feel differently the electric field
generated by the gate electrode. Furthermore, electrons may hop between the different quantum
dots.
For the transport calculations we employ standard master equations [36], which account for
electron tunneling processes to and from the leads in lowest order. The electrochemical potential
on the dot is given by
µ iνξ ∝−|e|α isVb−|e|α igVg (8.1)
with i = m,s denoting the dot, ν the target state and ξ the initial state. α is,d,g =C
i
s,d,g/C
i, where
Ci = Cis +C
i
d +C
i
g is the total capacitance of the system. Tuning the voltages one can exactly
adjust the number of electrons on the dot.
We assume in our model, shown in Fig. 8.3(a) that two quantum dots exist, one main quantum
dot, labelled with m, and a side quantum dot, labelled with s. The model is similar to the eCI
model in Chapter 7. Summarizing, both dots are coupled to both leads. Electrons can hop
from the main dot to the side dot and vice versa causing hybridization of states. If hybridization
would be negligible the thermal and tunnel broadening would be larger than the hopping constant
t and the conduction lines which form avoided crossings in our measurements would simply
cross each other [215]. If t is significant avoided crossings will occur between the conduction
lines, as already argued in Chapter 7. The rates from the leads on the dot can be different for
the two dots and for the two leads. Furthermore, the gate coupling is different and an inter-
dot Coulomb interaction Ums exists, causing an additional charging energy when both dots are
occupied. Proceeding from one diamond to the next with increasing Vg the main dot will be
charged with another electron. This increases the electrostatic field on the side dot causing an
energy offset Ums in the differential conductance map.
A typical calculated differential conduction map is shown in Fig. 8.3(b). We find Coulomb
diamonds caused by the main dot. The weakly gate electrode voltage dependent side dot is
responsible for the occurrence of the conduction line inside the Coulomb diamonds. These lines
form avoided crossings, where they would intersect the Coulomb diamond edges with the same
slope. Fano resonances can also be observed, which do not appear in the experimental data. A
jump of the conductance line inside a Coulomb diamond happens at each Coulomb diamond
edge due to Ums.
At the energetic resonance of two states, the hybridized bonding |−〉 and anti-bonding |+〉
states are generated, which are split in energy by 2|t| (see the inset of Fig. 8.3b). Figure 8.3b
shows that the calculations reproduce the experimentally observed features very well. The bond-
ing and anti-bonding states contribute very differently to the conductance, which is seen from
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Figure 8.3: (color online) (a) Sketch of the transport model: Two QDs are contacted in parallel with different gate
coupling strength. Electrons tunnel with rates Γ from the leads into and out of the QDs. The QDs are connected
due to hybridization with an amplitude t. (b) Calculated stability diagram accounting for one orbital on each QD.
Inset: The hybridization of two orbitals generates a bonding and an anti-bonding eigenstate.
the very different intensity of the conduction lines. This relates to the sign of t, as shown in the
following.
We consider a simplified case here: The hybridized eigenstates for a single electron in the
coupled quantum dot system are
|+〉=cosθ |m〉+ sinθ |s〉
|−〉=− sinθ |m〉+ cosθ |s〉, (8.2)
where |m〉 and |s〉 are the original states on the main dot and the side dot with the energies
±ε = ±ε(Vb,Vg) taken relative to their resonance energy. The hybridized states depend on the
applied voltages through θ , where tanθ =
√
ε2+t2−ε
t , and their corresponding eigenenergies are
±√ε2+ t2. This analysis can be extended to more electrons in the system. The rate for the
tunneling of an electron from the leads into the |±〉 state is proportional to the corresponding
tunnel matrix elements T±:
Γ± ∝ |T±|2 = T 2m/s cos2θ +T 2s/m sin2θ ±TmTs cosθ sinθ . (8.3)
Here Tm and Ts are the matrix elements for tunneling into |m〉 or |s〉, respectively, whose sign we
take to be the same since the single SWCNT from the rope form a single junction.
According to Eq. 8.3 the sign of the hybridization constant t determines whether the bonding
state or the anti-bonding state is enhanced. This can be confirmed in a model calculation, see
Fig. 8.4. In the left panel of Fig. 8.4(a) we chose t > 0 and find an enhanced anti-bonding
state, whereas in the right panel the bonding state is enhanced for t < 0. Comparing with the
experimental measurements, see Fig. 8.3 and Fig. 8.4, we find that the bonding state is enhanced
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Figure 8.4: (color online) (a) Calculated stability diagrams showing anticrossings for opposite signs of the hybridiza-
tion integral t. (b) High resolution measurement of the anticrossings marked by circles in Fig. 8.2. The dashed lines
indicate the resonance positions as extrapolated from Fig. 8.2. Inset: Sketch of the sign of the overlapping CNT QD
wavefunctions.
and therefore that the sign of t is negative. In conclusion, the overlap of the wave functions of
the two adjacent SWCNTs has to be positive as depicted in Fig. 8.4(b) in the inset.
For the additional conduction line at positive bias voltage we find a negative slope. From
this we can deduce a small gate voltage coupling. Since we do not find any signature of the
corresponding second diamond edge belonging to this conduction line, we can safely assume that
the absolute value of the slope of the second diamond edge is so large that it is not measurable.
This, together with the small negative slope, suggests a strong bias coupling of the corresponding
orbital. With the same line of arguments, we can conclude that the additional conduction line at
negative bias voltage is strongly drain coupled and weakly gate coupled.
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Parameters
For the inter-dot charging energy we find
• at positive bias voltage: Umspos = 0.4 meV;
• at negative bias voltage: Umsneg = 0.2 meV.
The magnitude of the hybridization constant is determined as
• at positive bias voltage: tpos =−0.1 meV;
• at negative bias voltage: tneg =−0.075 meV.
In an exhaustive numerical survey we estimate the coupling of the side dot orbital to the source
for the additional conduction line at positive bias voltage as αs = 0.7 - 1 and the drain coupling
at negative bias voltage as αd = 0.7 - 1.
From the difference in the strength of the hybridization, the inter-dot charging energy and the
asymmetry in the coupling to the leads we can justify the following assumptions:
1. The orbitals corresponding to the additional conduction lines at positive and negative bias
voltage belong to two different quantum dots, which differently couple to gate, source and
drain.
2. Both quantum dots, referred to as side dots, couple to the main dot via a hopping constant
tneg and tpos, respectively.
3. Probably, the side dots are located in different SWCNTs as part of the rope, because of the
significantly different gate coupling, which is a result of electrostatic screening.
4. Furthermore, due to the asymmetric coupling to source and drain electrode of the two side
dots, one can assume that the side dots are located at opposite ends of the rope.
We have to note further, that the values for the hybridization constants and the inter-dot
charging energies are upper bounds of the real values due to the source and drain coupling. Still,
the order of magnitude is correct.
8.4 Magnetic field measurements
By means of an applied magnetic field it is possible to determine its influence on the spin degrees
of freedom and especially on the hybridization.
At 10 T we find the experimental measurement result shown in Fig. 8.5(a) with several sig-
nificant signatures. Transport through the main dot is highly suppressed at positive and negative
bias voltages. Transport through the side dot at positive bias voltage is strongly enhanced, while
transport through the other side dot completely vanishes. From the hybridization strength, the
inter-dot charging energy and the gate, source and drain coupling we conclude that the side dot
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Figure 8.5: (color online) (a) Crossings and anticrossings at B = 10 T (same charge states of the main dot as in
zero field). The dashed lines indicate the extrapolated diamond edges. Inset: Guide to the measurements. The anti-
bonding states are included in the sketch for completeness. (b) Calculated stability diagram with N = 1 according to
the model sketched in the inset. Coupling parameters are taken from the experiment and tunneling rates are adjusted
accordingly. Inset: Schematic stability diagram for different states on the quantum dots. Arrows indicate spin split
states.
is the same as before. Furthermore, we find as in the 0 T that the bonding state is enhanced and
in addition we observe several excited states. At position 1 in Fig. 8.5(a) we see a clear crossing,
where we would expect a avoided crossing from the 0 T measurements.
A model calculation can reproduce the measurement very well, see Fig. 8.5(b). We observe at
position 1 again the crossing. This is due to different quantum numbers, most probably different
spin of the two resonating states. Therefore, the states can not hybridize and stay independent.
At position 2 and 3 we observe hybridizing states and again a crossing at position 6. Avoided
crossings with higher lying states can be found at positions 4 and 5.
Tuning gate and bias voltage enables the concrete addressing of certain spin states of the
quantum dot, which is a key issue of quantum information processing and spintronics.
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8.5 Discussion
In this chapter we examined a quantum dot system formed in different SWCNTs of a carbon
nanotube rope system. The system consists at least of three interacting quantum dots. The in-
teraction is due to hybridization of states and we could determine the magnitude and the sign of
the afore mentioned. Further, we could estimate the electrostatic interaction between the dots.
The transport has been found to be enhanced through the bonding states, while it is suppressed
in the anti-bonding states. Due to conserved quantum numbers, i.e., spin, the hybridization be-
tween states in a magnetic field is selectively suppressed. All measurements are confirmed with a
standard master equations transport calculation. Our findings might also be relevant for other sys-
tems, i.e., graphene quantum dots interacting with carbon nanotubes or other single molecules. It
has been shown that hybridization, in general, might enable addressing in a controlled way well
defined spin and charge states of quantum dot systems.
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