Abstract-In this paper, we propose a solution to the problem of adaptive control and parameter estimation in systems with unstable target dynamics. Models of uncertainties are allowed to be nonlinearly parameterized, and required to be smooth and monotonic functions of linear functionals of the parameters. The mere assumption of existence of nonlinear operator gains for the target dynamics is sufficient to guarantee that system solutions are bounded, reach a neighborhood of the target set, and the mismatches between the modeled uncertainties and their compensator converge to zero. With respect to parameter convergence, a standard persistent excitation condition suffices to ensure that it is exponential. When a weaker, nonlinear version of persistent excitation is satisfied, asymptotic convergence is guaranteed. The spectrum of possible applications ranges from tyre-road slip control to asynchronous message transmission in spiking neural oscillators.
viz. that 1) system uncertainties be linearly parametrized and 2) target dynamics be globally asymptotically stable, with a Lyapunov function available for the design [15] [16] [17] , therefore pose conspicuous limitations for expansion in these fields.
In direct adaptive control, solutions to the first problem have been subject to convexity constraints [18] . Therefore, dominance of the nonlinearly parameterized terms is generally used [19] , [20] . This method inevitably overcompensates the uncertainties and eliminates the nonlinearities inherent in the system's target behavior. More gentle control is needed: one that operates through modification of the system's intrinsic motions rather than through compensation. In identification-based approaches, solutions are restricted to Hammerstein (Wiener) models [21] , [22] , in which the dynamics is linear and the nonlinearities are static input (output) maps. Extensions involving local modelling techniques result in models that are not always adequate [23] . Altogether, a satisfactory solution to the first problem is yet to be obtained.
As for the second problem, the restriction to globally stable target dynamics has partially been lifted, for linear systems with linear parameterization and neutrally stable target dynamics [24] . For nonlinear systems with nonlinear parameterization and, possibly, unstable target dynamics these problems require further development.
The present paper provides a unified approach for adaptive control and parameter estimation in systems with nonlinearly parameterized uncertainties and potentially unstable target dynamics. When the target dynamics is stable knowledge of the Lyapunov function of the desired motions 1 is not required.
The proposed method applies to a class of nonlinear parameterizations satisfying a specific monotonicity constraint. This class covers a broad variety of models in physics, mechanics, biology and neural computation. It includes models of stiction, slip, and surface dependent friction, nonlinearities in dampers, smooth saturation, dead-zones in mechanical systems, and nonlinearities in models of bio-reactors [2] [3] [4] [5] [6] .
The method employs an operator formalism in functional spaces rather than conventional techniques. 2 We consider the desired dynamics in terms of input-output mappings in functional spaces that are required to be locally bounded. Their inputs are initial conditions, parameters, and mismatches between the uncertainty and a compensator. The outputs are the state and an error function , not necessarily definite in state. Adaptation thus becomes a problem of regulation of mismatches to specific functional spaces. This is followed, if possible, by minimization of their functional norm. Because continuity of the mappings of the target dynamics is not required, its stability, which in many cases is synonymous to continuity of the flow with respect to initial conditions and/or inputs [25] , is not required either. That may not be definite allows us to lift conventional restrictions on the goal functionals. 3 Under standard conditions of persistent excitation of the functional of state, the proposed algorithms solve the problem of parameter estimation for nonlinearly parameterized uncertainties. In this case convergence is exponential and its rate is estimated using the results of [26] . In case standard persistent excitation does not hold, a nonlinear persistent excitation condition [27] guarantees asymptotic convergence of the estimates to the actual values of unknown parameters.
The paper is organized as follows. Section II describes notations and conventions used. Section III formulates the problem. Section IV contains the main results. Section V provides practically relevant applications, and Section VI concludes the paper.
II. NOTATIONAL CONVENTIONS
• Symbol defines the field of real numbers, and symbol stands for the following set ; • Symbol defines the set of natural numbers.
• Symbol stands for an -dimensional linear space over the field of reals.
• denotes the space of functions that are at least times differentiable.
• Symbol denotes the class of all strictly increasing functions such that ; symbol denotes the class of all functions such that .
• 3 Which are usually defined as positive-definite and radially unbounded functions of state [17] .
• By symbol we denote the identity matrix.
• The solution of a system of differential equations  ,  ,  passing  through point  at  will be denoted For the sake of compactness we will also use the following description of (1): (2) where , .
Our objective is to derive the control input as a function of state variable , controller parameters , and time , e.g., such that for a class of nonlinearly parameterized , all and : 1) all trajectories of the system with are bounded; 2) state converges to a given bounded target set; 3) ensuring, if possible, that the estimate converges to unknown asymptotically. As required for many physical and biological systems, we envisage to allow desired (target) motions in the system to be globally unstable. When the target dynamics is stable we do not require knowledge of the corresponding Lyapunov function. Prior to providing the formal problem statement let us briefly review conventional assumptions on target sets and dynamics, and substitute alternatives.
Usually the target set is specified in terms of the zeroes of a goal, or error, function (3) where the function should additionally satisfy some (algebraic) metric restrictions. In particular, it is required that be (positive) definite with respect to the target set . For example, in problems of tracking a reference trajectory , , these restrictions lead to the following constraints: (4) Furthermore, function should be a Lyapunov candidate for the closed loop system at . Knowledge of is explicitly used in standard certainty-equivalence approaches [17] . Finding such a Lyapunov candidate is not a trivial task, even more so when the desired trajectories are underspecified or the target set is a nontrivial subset of . For systems with globally Lyapunov-unstable target dynamics no appropriate goal function could be given. We will deal with these issues by replacing standard algebraic restriction (4) 
where is a nonnegative, locally bounded, and nondecreasing in function. Assumption 1 can be interpreted as unbounded observability [28] of (1) with respect to the "output"
. Clearly, it includes conventional definiteness requirements on as a special case. A large class of systems obeys Assumption 1 without requiring the function to be definite. Consider, for instance, the equations of a spring-mass system: (6) where , is a nonlinear damping term, an unknown parameter. Let , , and suppose that , i.e., , . Rewriting (6) in accordance with this constraint results in the following description:
It follows immediately from (7) that and Therefore, the following estimate holds:
and, hence, Assumption 1 is satisfied. For a more general class of systems (8) and a class of nondefinite functions , , checking Assumption 1 amounts to establishing a bounded input -bounded state property for the following cascade: Assumption 1 is validated for (6), (8) and functions independently of knowledge of the domain . Even though such knowledge may generally be necessary for a still wider class of systems and nondefinite functions , Assumption 1 allows us to exploit a much broader spectrum of criteria for ensuring system state boundedness than standard conditions (4) .
Let us specify a class of control inputs which can ensure boundedness of solutions for every and . According to (5) , boundedness of is ensured if we find a control input such that . To this aim, consider the dynamics of (2) with respect to (9) According to (9) the dynamics of is affected by unknown through the following term: (10) We require a feedback that is capable of annihilating the influence of uncertainty on the dynamics of ; M) = 1g. On the other hand, the state x(t) belongs to the domain = fx 2 j x : j (x;t)j Mg. This ensures that the segments of trajectory x(t; x ; t ;
; u(t)), for t t will remain in the bounded domain \ (a shaded volume).
and, in addition, ensures boundedness of . Assuming that the inverse exists everywhere 4 and using notation (10), we define control input as follows: (11) where is a vector of known parameters of function , and function stands for disturbances due to measurement noise, unmodeled dynamics, etc. Unless stated otherwise, we assume that . Feedback (11) renders (9) into the error model form [16] : (12) or, when (13) Let us now specify the desired properties of function in (11) , (12) and (13) . Instead of global Lyapunov stability of (12) for , we propose that finite energy of the signal , defined for example by its norm with respect to the variable , results in boundedness of and, hence, by Assumption 1, of the state . Formally this requirement is introduced in Assumption 2: Assumption 2 (Target Dynamics Operator): Consider the following system: (14) where and is from (12) . For every (14) has gain with respect to input . In other words, there exists a locally bounded function such that (15) 4 This assumption limits our choice of functions (x;t) to ones that satisfy the following constraint: sign( g (x)@ (x;t)=@x ) = const.Even though invertibility of L (x;t) is not at all necessary for our approach and the specific choice of feedback u(x; ; t) is not the central topic of our present contribution, we sacrifice generality for the sake of constructive design and function is nondecreasing in . Assumption 2 does not require global asymptotic stability of the origin of unperturbed system (14), i.e., for . System (14) is allowed to have Lyapunov-unstable equilibria, multiple attractors, or no equilibria at all. For the latter case, see Example B in Section V. When the target dynamics is stable, a benefit of Assumption 2 is that there is no need to know the particular Lyapunov function of the unperturbed system. Fig. 1 illustrates the differences between Assumptions 1, 2 and conventional restrictions on the goal functionals as well as approaches based on geometric representations [29] . Results based on coordinate transformation around the target manifold (3) are applicable only in a subset of where does not depend explicitly on , and rank of is constant. In this respect, these results are local. Assumptions 1, 2 do not require constant rank conditions and allow time-varying and . They may, therefore, replace the conventional ones for systems with nonstationary target dynamics or ones that are far away from equilibrium or target manifolds.
Using Assumptions 1, 2 we are ready to provide the formal statement of the problem considered in the paper.
Problem 1: Consider (1), (12), and the goal function satisfying Assumptions 1, 2. Find a class of adaptation algorithms such that for all and a priori unknown 1) state and are bounded: , ; 2) signal has bounded -norm (16) 3) the influence of uncertainty on the target dynamics vanishes with time (17) 4) and, possibly, ensuring that (18) Instead of considering general nonlinear parametrization of we find that a broad range of physical, mechanical and biological phenomena can be described by a specific class of nonlinear functions, in particular: (19) where , , are continuous functions and is monotone in . Functions (19) naturally extend from linear to nonlinear parameterizations, covering a wide range of practically relevant models, as illustrated in Table I. These observations motivated us to consider functions satisfying the following assumption.
Assumption 3 (Monotonicity, Growth Rate in Parameters):
For the given function in (12) there exists a function and positive constant such that (20) (21) Inequality (20) in Assumption 3 holds, for instance, for all functions (19) ; t) which belong to class (19) . Thick lines stand for the function D (x; t)
, D = max jD (x;t)(x;t)j in each block, respectively.
In this case, (20) and (21) hold for the functions defined by (19) with . Fig. 2 illustrates possible choices of function . Examples of the relevant parameterizations in Table I also satisfy Assumption 3 . Their corresponding functions are listed in the right column.
In general, when , validation of Assumption 3, amounts according to Hadamard's lemma to finding and such that the following holds for all :
Assumption 3 bounds the growth rate of the difference by the functional . This will help us to find a parameter estimation algorithm such that the estimates converge to sufficiently fast for the solutions of (1), (12) to remain bounded with nondominating feedback (11) . On the other hand, parametric error can be inferred from the changes in the variable , according to (12) , only by means of the difference . Therefore, as long as convergence of the estimates to is expected, it is useful to have the estimate of from below, as specified in Assumption 4.
Assumption 4: For a given function in (12) and a function satisfying Assumption 3, there exists a positive constant such that (23) In problems of parameter estimation, effectiveness of the algorithms often depends on how "good" the nonlinearity is, and how predictable locally is the system's behavior. As a measure of goodness and predictability usually smoothness and boundedness are considered. Likewise, in our study, we distinguish several specific properties of functions and .
H1:
Function is locally bounded with respect to , uniformly in . H2: Function , and is locally bounded with respect to , uniformly in .
H3: Let and be bounded. There exists constant such that for every and Assumption 4 is satisfied with . H4: Function is locally bounded in , uniformly in .
The next section presents a solution to Problem 1 for functions satisfying Assumption 3. Depending on the specific properties of the system (e.g., H1-H4, Assumption 4) we provide alternative characterizations of its asymptotic behavior, including conditions which ensure convergence (18) .
IV. MAIN RESULTS
Standard approaches in parameter estimation and adaptation problems usually assume feedback and a parameter adjustment algorithm in the following form: (24) where is a function of the error function , state and time . The favorite strategy of finding these is a two-stage design prescription, known as the certainty-equivalence principle. First, construct uncertainty-dependent feedback , which ensures boundedness of the trajectories . Second, replace with in and, given the constraints (e.g., , cannot be measured explicitly while state is available), design function which guarantees (16)- (18), and/or . With this strategy, design of feedback is generally independent 5 of the specific design of the parameter estimation algorithm . This allows the full benefit of nonlinear 5 In particular, it is a standard requirement that function u(x; ; t) should guarantee Lyaponov stability of the system for = , while parameter adjustment algorithms use this property in order to ensure stability of the whole system. No other properties are required from the function u(x; ; t).
control theory in designing feedback . On the other hand, this strategy equally benefits from conventional parameter estimation and adaptation theories, which provide a list of ready-to-be-implemented algorithms under the assumption that feedback ensures stability of the system. Ironically, the power of the certainty-equivalence principle-simplicity and independence of the design stages-is also its Achilles heel. It ignores the possibility of advantageous interactions between control and parameter estimation procedures. There are numerous reports [29] [30] [31] [32] that an additional interaction term added to the parameters in function : introduces new properties to the system. Unfortunately, straightforward introduction of this term as a new variable of the design negatively affects its simplicity and so much favored independence of the design stages.
An alternative strategy is proposed in [33] and [34] . It introduces a new design paradigm, in which the adaptation algorithms in (24) are initially allowed to depend on unmeasurable variables (25) For this reason, such algorithms are called virtual algorithms. If the desired properties (16)- (18) are ensured with (25) then the unrealizable algorithm (25) is converted into integrodifferential, or finite, form [35] (26)
Under the following condition, finite form representation (26) is equivalent to (25) : (27) According to this strategy, design of the adaptation algorithms requires, first, finding appropriate virtual algorithms and, second, solving (27) for , . This approach preserves the convenience of the certainty-equivalence principle, as the feedback could, in principle, be built independently of the subsequent parameter adjustment procedure. At the same time, it provides in the systematic way the necessary interaction term , ensuring the required properties (16) (28) . The role of function in (29) is to compensate for the uncertainty-dependent term , and (30) is the condition for such a compensation to be possible. 7 With the function we eliminate the influence of the uncertainty-independent vector fields , and on the desired form of the time-derivative . In this sense, Assumption 5 specifies the condition for solvability of (27) for the class of virtual algorithms (28) .
The properties of (1), (12) with adaptation algorithm (29) and (31) are summarized in Theorem 1 and Theorem 2. 8 7 Technical relevance and issues related to validation of Assumption 5 are discussed after the formulation of Theorem 1. 8 In the statements of our results, we refer to the closed loop system as to (1), (12), (29), (31) instead of (1), (11) , (29), (31) , replacing explicit mentioning of the feedback u(x; ; t) defined by (11) with error models (12) or (13) . This is done in order to be able to extend the results of Theorems 1, 2 to a wider range of problems, including parameter identification and observation. In these problems, inclusion of the observers can render the resulting system into the form defined by (1), (12), (29), (31) , without the requirement that input u(t) satisfies (11).
Theorem 1 (Boundedness): Let (1), (12) , (29) , and (31) be given and Assumptions 3, 4, and 5 be satisfied. Then the following properties hold.
P1: Let for the given initial conditions , and parameter vector , interval , be the (maximal) time-interval of existence of solutions in the closed loop system (1), (12) , (29) , and (31). Then (32) In particular (33) where (34) In addition, if Assumptions 1 and 2 are satisfied then the following holds.
P2: , and
where . P3: If properties H1, H4 hold, and (14) has , gain with respect to input and output , then (36) If, in addition, property H2 holds, and functions , are locally bounded with respect to uniformly in , then the following holds.
P4: The following limiting relation holds:
Proofs of Theorem 1 and subsequent results are given in the Appendix.
Prior to discussing the results of Theorem 1, we wish to comment on Assumption 5. Because function specifies the desired target set and is determined by in (1) and function , uncertainty models and the choice of the goal function are interrelated through the conditions for existence of a function satisfying (30) . When , , and , these conditions follow from: (38) As a condition for existence of , this relation takes into account structural properties of (1) In all other cases, existence of the required function follows from (38) .
Notice that Assumption 5 holds in the relevant problem settings for arbitrary . Consider for instance [27] , where the class of systems is restricted to (41) (41) The system state in (41) has dimension . Hence, according to (40) , and in case functions , there will always exist a function satisfying (30) with . When , the problem of finding satisfying (30) can be avoided [or converted into one with an already known solution such as (38) and (40)] by the embedding technique proposed in [34] . The main idea of this method is to introduce an auxiliary (forward-complete) system (42) such that for all (43) and . Then (12) can be rewritten as 9 (44) 9 In general, the L [t ; 1]-norm of " (t) depends on . Therefore, given that bounds of may not be available a priori, proving that the L [t ; 1]-norm of " (t) is bounded is not always possible. In this case, a modified control (11) , where the term f (x; ; t) is replaced with f (x (t) 8 h (t) 8 x (t);
; t), could be used to render (12) into (44) with " (t) = " (t) + "(t) 2 L [t ; 1].
where , and . In principle, the dimension of could be reduced to 1 or 0. As soon as this is ensured, Assumption 5 will be satisfied, and the results of Theorem 1 follow. Sufficient conditions for embedding in general cases are provided in [34] . For systems in which the parametric uncertainty can be reduced to vector fields with low-triangular structure the embedding is given in [37] .
An alternative way to construct (42) with the desired properties is to use (possible, high-gain, discontinuous) robust observers. In order to illustrate this approach, consider the rather general case when function in (1) for the corresponding in (44). Let us now briefly comment on the results of Theorem 1. The theorem ensures a set of relevant properties for both control (P2, P3) and parameter estimation problems (P1, P4). These properties, as illustrated with (32)-(37), provide conditions for boundedness of the solutions , zeroing the goal function , and exact compensation of the uncertainty term even in the presence of unknown disturbances . All this follows from the fact that , which in turn is guaranteed by properties (20) , (21) is possible to show that P1-P4 hold without involving Assumption 4.
Corollary 1: Let (1), (12) , (29) , and (31) be given, , and Assumptions 3, 5 hold. Then, the following holds.
P5: is nonincreasing and properties P1-P4 11 of Theorem 1 hold with . In addition to the fact that is not required to be bounded from below as in (23), Corollary 1 ensures that is not growing with time when . Its practical relevance is: to guarantee desired convergence (18) with a much weaker, local, version of Assumption 4.
Let us formulate conditions ensuring convergence of the estimates to in the closed loop system (1), (12), (29), and (31). When the mathematical model of the uncertainties is linear in its parameters, i.e., , the usual requirement for convergence is that signal is persistently exciting [15] .
Definition 1 (Persistent Excitation): Let a function be given. Function is said to be persistently exciting iff there exist constants and such that for all the following holds:
Checking (49) often necessitates knowledge of signal as a function of time. In the closed loop system, however, relevant signals in the model of uncertainty can depend on state , initial conditions, uncertainties, parameters of the feedback, and initial time . In order to take such dependence into account the notion of uniform persistent excitation has been suggested [26] .
Definition 2 (Uniform Persistent Excitation): Let function be given, and be a solution of (1), where the vector stands for parameters of (1) and feedback (11), (29), (31) . Function is said to be uniformly persistently exciting iff there exist constants and such that for all , , the following holds:
In the linear case, persistent excitation of signal , i.e., inequality (49), implies that the following property holds:
In other words, the difference is proportional to the distance in parameter space for some . When dealing with nonlinear parameterization, it is useful to have a similar characterization which takes model nonlinearity into account. So it is natural to replace the linear term in (50) with its nonlinear substitute , as has been done, for 11 In this case, the bound for k (x(t); t)k will be different from the one given by (35) example, in [27] for systems with convex/concave parametrization. It is also natural to replace proportion in (50) with a nonlinear function. We, therefore, use the following modified notion of nonlinear persistent excitation.
Definition 3 (Nonlinear Persistent Excitation):
Function is said to be persistently excited with respect to parameters iff there exist constant and function such that for all , the following holds:
Properties (49) and (51) in Definitions 1 and 3 provide alternative characterizations of excitation in dynamical systems. While (49) accounts for properties of the signals in the uncertainty, (51) reflects the possibility to detect parametric mismatches from the difference . The following theorem presents corresponding alternatives for parameter convergence in (1), (13), (29), and (31).
Theorem 2 (Convergence):
Let (1), (13), (29), and (31) satisfy Assumptions 1-3. Let, in addition, Assumption 5 hold with . Then , . Moreover the limiting relation: is ensured if is locally bounded in uniformly in , and one of the following alternatives hold: 1) function is persistently exciting, and hypothesis H3 holds; 2) function is nonlinearly persistently exciting, i. e. it satisfies condition (51); it satisfies hypotheses H1, H2; function satisfies H4; function is locally bounded in uniformly in ; In case alternative 1) is satisfied, the estimates converge to exponentially fast. If, in addition, is uniformly persistently exciting and Assumption 4 holds, then convergence is uniform. The rate of convergence can be estimated as follows: (52) Theorem 2 considers error models (13) without a disturbance term but can straightforwardly be extended to ones with disturbance (12) . As follows from alternative 1), the parameter estimation subsystem is exponentially stable when is persistently exciting. This allows (sufficiently small) additive disturbances in the right-hand side of (13) . In case the excitation is uniform, convergence of the estimates to a neighborhood of is guaranteed for every by the inverse Lyapunov stability theorems [39] . In case of alternative 2), (51) guarantees convergence (18) without invoking Assumption 4 or H3. However, convergence may not be robust, which seems to be a natural tradeoff between generality of nonlinear parameterizations and robustness with respect to unknown disturbances .
V. EXAMPLES
We apply our method to two systems with nonlinearly parameterized uncertainties and unstable target dynamics. In example A, we consider the problem of optimal slip identification in brake control systems. Example B considers the problem of signal transmission between a pair of nonlinear oscillators without requiring stable synchrony. The emphasis on practical relevance in these examples means that we will not dwell on the issue of illustrating the validation of every technical assumption we made. Validation of Assumption 1 is trivial in both examples; other assumptions will be illustrated. The control function in the first example is identification-based, and there is no need for using control (11) in the second. Nevertheless, we will show that both systems can be transformed into the error-model form (12) , to which the results of Theorem 1 and Theorem 2 apply.
Example A: Adaptive Brake Control
Consider the problem of minimizing the braking distance for a wheel rolling along a surface. The surface properties can vary depending on the current position of the wheel. The wheel dynamics is given by the following equations [40] : (53) is the longitudinal velocity, is the angular velocity, 12 is the wheel slip, , is the mass of the wheel, is the moment of inertia, is the radius of the wheel, is the control input (brake torque), is a function specifying the tyre-road friction force depending on the surface-dependent parameter and the load force . This function can be derived from the steady-state behavior of the LuGre tyre-road friction model [3] (54) (55) where , are Coulomb and static friction coefficients, is the Stribeck velocity, is the normalized rubber longitudinal stiffness, is the length of the road contact patch. In order to avoid singularities in the solutions at we assume, as suggested in [40] , that control input no longer applies when velocity reaches a small neighborhood of zero (we stopped as soon as became less than 1 m/s). Moreover, given that functions (54), (55) are bounded for the relevant set of the system pa-rameters, it is always possible to design control function in (53) such that (56) for all , . In order to minimize the braking distance, we have to ensure that the tyre-road friction is always maximal. The corresponding control problem, hence, is to steer the wheel slip to optimal value (57)
If the value of would be known the feedback (58) could steer the variable into a small neighborhood of exponentially fast. The problem, however, is that the value of is not available. While the majority of the model parameters, including state variables , and load , can be estimated a priori or measured the tyre-road parameter depends on the road surface. Therefore, on-line identification of is necessary.
In order to estimate parameter by measuring the values of variables and , we invoke Theorem 2. This requires an error dynamics of type (13) . To satisfy this requirement we introduce the following auxiliary variable :
where is the estimate of . Denoting and taking into account (53), (59) we obtain (60)
The desired dynamics of (60), therefore, is (61) where is in . Let us check applicability of Theorem 2 to the extended system (53), (59). Notice first that state of (53) is always bounded according to the physical laws governing the dynamics of (53). In addition, boundedness of implies that is bounded. Hence Assumption 1 holds for the extended system. System (61), obviously, has gain. Therefore, Assumption 2 holds. Let us check Assumptions 3, 4. Taking into account property (56) and (22), (54), (55) we can conclude that function in (60) satisfies these assumptions with . Because , Assumption 5 is satisfied with . Finally, notice that is persistently exciting. Then according to (29) , (60), a parameter adjustment algorithm is defined as follows: (62) According to Theorem 2 the estimates (62) converge to exponentially fast in the domain specified by (56). Notice that algo- and known . The dashed line marks the braking distance in the system with on-line estimation of x , . rithm (62) is a parametric linear proportional-integral scheme. Hence, it can be implemented with standard PI controllers.
We simulated (53)-(62) with the following setup of parameters and initial conditions: , , , 
Example B: Asynchronous Message Transmission
The present example illustrates the applicability of our approach to problems where the target dynamics is not necessarily stable. We consider a pair of coupled nonlinear forced oscillators (master) and (slave). Their inputs depend on parameters in and in . Parameter can be understood as a "message" transmitted by the master. Parameter in the slave subsystem should track the message transmitted by . Traditionally, this problem is solved within observer-based approaches under the conditions that there is a stable synchrony between and at and the oscillators are linearly parameterized in .
As our present does not require stable synchrony at or linearity in , it enables secure asynchronous communication when the oscillators are chaotic. Nonlinear parametrization of the uncertainty extends the problem of message transmission into the realm of modelling biologically relevant circuits.
Let us consider a pair of coupled oscillators, for instance, well-known Hindmarsh-Rose model neurons [41] (64) where , ,
. Variable is the coupling time-varying coefficient, is the nonlinear transformation of the input signal , and are the thresholds or, "messages". The value of defines the upper bound for "stimulation"
. Function is a plausible model of the synaptic gates which open when the value of exceeds threshold . For the current choice of we set which allows chaotic bursting in (64).
A sufficient condition for synchronization between the and subsystems at is (see [42] for details). The problem, however, is how to design as a function of the state of (64), input and time such that tracks the values of for below . First, we notice that , are bounded if , are bounded: both and are semipassive with a quadratic storage function, which is positive definite and radially unbounded outside a bounded domain in the state space of (64) [42] . For the error function , we chose the difference . Because boundedness of the state for all , , is already ensured by strict semipassivity of (64), checking Assumption 1 is not necessary for application of our method. Let us consider the dynamics of (65) Fig. 4 . Trajectories of (64) and (67) as functions of time t. Input signal r(t) was set as follows: r(t) = sin(0:001t). White areas mark the time instances where the coupling variable c(t) exceeds the critical value c = 21:5: c(t) = 21:55 ensuring synchronization between the M and S subsystems at = . The shaded domains correspond to the time intervals in which conditions for synchronization are violated: c(t) = 0:05. Even though subsystems MandS fail to synchronize over these intervals, message sent by M is successfully tracked by S.
Given that , , , are bounded, Assumption 2 is satisfied for (65) Given that is strictly monotone in , the value of is positive. Furthermore, is ultimately bounded. Therefore, Assumption 3 is satisfied with . Because , Assumption 5 is satisfied with . Using (29) and (31) we write the adaptation algorithm for as (67) According to Theorem 1 and Corollary 1 the variable is bounded and nonincreasing. Hence, taking into account (66) and the fact that is separated from zero for all bounded , , Assumption 4 holds for the nonlinearity in (64) and (65) with bounded and algorithm (67). Moreover, is uniformly persistently exciting. Therefore, Theorem 2 applies and converges to in (64) exponentially fast. In other words, message as transmitted can be recovered exponentially fast using algorithm (67). This property is illustrated in Fig. 4 .
VI. CONCLUSION
We proposed an adaptive control method that does not rely on assumptions of Lyapunov stability of the target dynamics. Instead, the target dynamics is described by an input-output mapping which is not necessarily continuous. Hence, because continuity in this context is equivalent to stability, stability of the target dynamics is not necessary in our approach. An additional advantage is that knowledge of the Lyapunov function is not needed for the design of an adaptation algorithm in the case of stable dynamics.
The proposed method allows models of uncertainties to be nonlinearly parameterized. However, we required them to be smooth and monotonic functions of linear functionals of the parameters. Provided examples illustrate that this class has a broad spectrum of applications.
APPENDIX PROOFS OF THE THEOREMS AND AUXILIARY RESULTS

Proof of Theorem 1:
Let us first show that property P1 holds. Consider solutions of (1), (12) , (29) , and (31) passing through the point , for . 13 
Applying the Cauchy-Schwartz inequality to (93) and subsequently using the mean value theorem we can obtain the following estimate:
Given that limiting relation (91) holds, , and is locally bounded uniformly in we can conclude from (94) that limiting relation (92) holds.
Let us choose a sequence of points from : such that , . As follows from the nonlinear persistent excitation condition (51), for every , there exists a point such that the following inequality holds:
Let us consider the following differences: . It follows immediately from H1, H2, and (92) 
