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We study the coupling of the equations of steady-state magnetohydrodynamics (MHD) with
the heat equation when the buoyancy effects due to temperature differences in the ﬂow
as well as Joule effect and viscous heating are (all) taken into account. Two models for the
gravity force are considered: the ﬁrst one is the well-known Boussinesq approximation; in
the second one density is assumed to be constant except in the gravity force, where it is
assumed to be a non-increasing function of the temperature. The equations are posed in
a bounded three-dimensional domain. We give existence results of weak solutions to both
models under certain conditions on the data. We also give some uniqueness results.
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1. Introduction
This work deals with the analysis of the equations of stationary, incompressible magnetohydrodynamics (MHD), including
buoyancy forces due to temperature differences in the ﬂow, and both Joule heating and viscous heating. Two different
models are considered, which only differ in the treatment of the gravity forces. In the ﬁrst model we employ the well-
known Boussinesq approximation and, in the second one we assume that density is constant except in the gravity force
where it is assumed to be a non-increasing function of the temperature.
The analysis of the stationary, incompressible MHD equations, without including thermal effects, has been done in [14].
Existence and uniqueness of solution have been proved under conditions of smallness of the data. The same problem is
analyzed in [1] where the smallness conditions are relaxed assuming a tangential velocity boundary condition. The work
in [19] deals with the same system of equations under homogeneous boundary conditions, and the magnetic ﬁeld is sought
in an adequate space to the use of edge ﬁnite elements. The analysis of the problem including the thermal equation is done
in [15], but neglecting Joule and viscous heating. In [16] the authors suggest a formulation in terms of the current density
to consider realistic boundary conditions. This formulation is coupled with the heat equation in [17] neglecting again Joule
and viscous heating.
The present work summarizes some of the results presented in [22]. In the ﬁrst part of this paper we consider the same
system of equations as in [15], but including viscous heating and Joule effect, which is the main heat source in many real
applications. The main diﬃculty of the analysis is that, due to their quadratic nature, these heat sources merely belong
to L1(Ω). To deal with this diﬃculty we employ the concept of solution by transposition as given by Stampacchia in [21].
Moreover, for the magnetic part we use the same spaces as in [19].
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a Lipschitz polyhedron, not necessarily convex. The boundary conditions for the velocity and temperature are of Dirichlet
type. We also specify the normal component of the magnetic ﬁeld and the tangential component of the electric ﬁeld on the
boundary.
The outline of the paper is as follows: in Section 2 we introduce the ﬁrst model by using the Boussinesq approximation
and write its non-dimensionalized version. In Section 3 we introduce the notation for some function spaces and recall
the tangential trace theory for the space H(curl;Ω). The analysis of the coupled MHD model is done in three stages: in
Section 4 we analyze the MHD problem assuming that the temperature is known and by introducing a suitable linearization.
Then, in Section 5 we analyze the heat equation with sources in L1(Ω) and, in Section 6, we prove the existence of solution
for the coupled problem under some conditions of smallness of the data. In order to avoid these conditions of smallness,
in Section 7 we introduce and analyze a second model for which we assume that density is a non-increasing function of
temperature. For this model, we ﬁrst prove the existence of solution to the coupled problem assuming only the smallness
of the velocity at the boundary. Next, following the ideas of [1], we relax this smallness condition by assuming a tangential
velocity boundary condition. Finally, in Section 8 we give some results of uniqueness for the two models, that require more
severe conditions of smallness of the data.
2. Statement of the problem. Steady MHD using the Boussinesq approximation
The ﬁrst problem we analyze arises by considering that the model domain is occupied by a ﬂuid with constant homo-
geneous physical properties, except density in the gravity force which is treated using Boussinesq approximation. We take
into account two source terms in the heat equation corresponding to viscous and Joule heatings.
2.1. Equations and non-dimensionalization
Let Ω ⊂R3 be either a bounded simply connected domain of class C1,1 or a bounded Lipschitz polyhedron. Consider the
following system of equations which holds in Ω:
1
μ
curlB= J, J= σ(E+ u× B), divB= 0, curl E= 0, (1)
−ηu+ ρ(gradu)u+ grad p − J× B= f0 + ρg, divu= 0, (2)
−kT + ρcpu · grad T = 1
σ
|J|2 + η
2
∣∣gradu+ gradut∣∣2 + ψ. (3)
The unknown variables are the magnetic induction B, the electric ﬁeld E, the electric current density J, the velocity ﬁeld
u, the pressure p and the temperature T . The physical parameters are the magnetic permeability μ, the electrical con-
ductivity σ , the dynamic viscosity η, the mass density ρ , the thermal conductivity k and the speciﬁc heat at constant
pressure cp . Fields f0 and ψ are a given force and a given heat source, respectively. The term ρg represents gravity force,
with g being the gravity acceleration, whereas terms 1σ |J|2 and η2 |gradu + gradut |2 represent Joule heating and viscous
heating, respectively.
For the ﬁrst model we consider Boussinesq approximation. It consists in assuming that density variations are negligible
except in the gravity force term, where it is assumed to be of the form ρ = ρr(1− β(T − Tr)), with Tr a reference temper-
ature, ρr the density at this reference temperature and β the thermal expansion coeﬃcient at temperature Tr . To analyze
the system we eliminate the ﬁelds E and J from the equations, and write them in terms of the magnetic induction B. Thus
we arrive at the following system of equations:
1
μσ
curl(curlB) − curl(u× B) = 0, (4)
divB= 0, (5)
−ηu+ ρ(gradu)u+ grad p′ − 1
μ
(curlB) × B= f0 − ρβ(T − Tr)g, (6)
divu= 0, (7)
−kT + ρcpu · grad T = 1
σμ2
|curlB|2 + η
2
∣∣gradu+ gradut∣∣2 + ψ, (8)
where p′ denotes the corrected pressure, p′ = p − ρrg · x. Here and in the sequel, in order to alleviate the notation ρ will
denote the reference density instead of ρr .
Let us now introduce the following non-dimensional quantities: the Hartmann number Ha , the interaction parameter N ,
the Reynolds number Re , the magnetic Reynolds number Rm , the Prandtl number Pr , the Grashof number Gr and the Eckert
number Ec . They are given by the expressions
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(
σ
η
)1/2
, N = σB2 L
ρu
, Re = ρuL
η
, Rm = μσuL,
Pr = ηcp
k
, Gr = βgT L
3
ν2
, Ec = u
2
cpT
,
where B, u, L and T are typical values of magnetic induction, velocity, length and temperature difference, respectively.
Moreover, ν = ρ/η is the kinematic viscosity and g = |g| is the magnitude of gravity acceleration. See further details in
[18,15] and references therein.
We replace temperature T by the temperature difference with respect to reference temperature Tr . From now on this
difference will be also denoted by T . Then, we normalize equations as follows: magnetic induction B by B, velocity u
by u, (corrected) pressure p′ by σuB2L, body force f0 by σuB2, temperature difference T by T and heat source ψ
by ρcpuT /L (see [15] and references therein). After this normalization we arrive at the following non-dimensionalized
system of equations, which holds in Ω:
1
Rm
curl(curlB) − curl(u× B) = 0, (9)
divB= 0, (10)
− 1
H2a
u+ 1
N
(gradu)u+ grad p − 1
Rm
(curlB) × B= f0 − Gr
NR2e
g
g
T , (11)
divu= 0, (12)
− 1
Pr Re
T + u · grad T = Ec
Re
[
H2a
R2m
|curlB|2 + 1
2
∣∣gradu+ gradut∣∣2]+ ψ. (13)
2.2. Boundary conditions
We denote by ∂Ω the boundary of Ω , and by n the unit outward-pointing normal vector to ∂Ω . For the hydrodynamic
model we impose a Dirichlet boundary condition, namely,
u|∂Ω = ud, (14)
where ud is a given vector function on ∂Ω . For the electromagnetic model we impose the boundary conditions
(B · n)|∂Ω = l, (15)[(
1
Rm
(curlB) − (u× B)
)
× n
]
|∂Ω
= k, (16)
where the second equation arises from a condition of the form E× n= k, after an appropriate non-dimensionalization. We
notice that l and k must satisfy some compatibility conditions that will be detailed below. For the temperature, we also
impose a Dirichlet boundary condition:
T |∂Ω = Td. (17)
3. Function spaces
In this section we introduce several function spaces deﬁned on Ω which will be used in different parts of this work. For
any real number p  1, Lp(Ω) denotes the Lebesgue space of (real or complex) scalar functions the p-th power of which
are integrable; its vectorial counterpart is denoted by Lp(Ω). These spaces are equipped, respectively, with the norms
‖θ‖Lp :=
(∫
Ω
∣∣θ(x)∣∣p dx)1/p, ‖u‖Lp := (∫
Ω
∣∣u(x)∣∣p dx)1/p .
For any non-negative integer m, we denote by Hm(Ω) the usual m-th order Sobolev space. It is endowed with the usual
norm
‖θ‖m :=
( ∑
0|α|m
∥∥Dαθ∥∥2L2)1/2.
We denote by Hm(Ω) := (Hm(Ω))3 its vector-valued counterpart, and again by ‖  ‖m its norm. We use the convention
H0(Ω) = L2(Ω) and H0(Ω) = L2(Ω). Moreover, for the space L2(Ω) (respectively, L2(Ω)) we denote its scalar product by
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∫
Ω
θζ dx (respectively, (v,w)Ω :=
∫
Ω
v ·wdx). We also use this last notation when v ∈ Lp(Ω) and w ∈ Lp′(Ω)
with p ∈ [1,∞] and 1/p′ = 1− 1/p.
Let H10(Ω) := {θ ∈ H1(Ω): θ|∂Ω = 0}, H10(Ω) := {w ∈ H1(Ω): w|∂Ω = 0}, H1T (Ω) := {w ∈ H1(Ω): (w · n)|∂Ω = 0}.
In order to impose the divergence-free condition in the hydrodynamic problem, we shall make use of the subspaces
Z(Ω) := {w ∈ H1(Ω): divw = 0}, and Z0(Ω) := {w ∈ H10(Ω): divw = 0}. Moreover, the pressure will belong to L20(Ω) :=
{q ∈ L2(Ω): ∫
Ω
qdx= 0}.
We denote by D(Ω) the space of inﬁnitely differentiable compactly-supported functions in Ω and by D′(Ω) the space
of distributions on Ω .
Recall that, for any real number p  1, W 1,p(Ω) denotes the space of functions belonging to Lp(Ω) such that their
ﬁrst order distributional derivatives also belong to Lp(Ω). It is endowed with the norm ‖θ‖1,p := ‖θ‖Lp +∑3i=1 ‖ ∂θ∂xi ‖Lp . We
deﬁne W 1,p0 (Ω) := {θ ∈ W 1,p(Ω): θ|∂Ω = 0}.
For any linear space V endowed with the norm ‖  ‖V , we equip its dual space V ′ with the norm
‖ f ‖V ′ := sup
v∈V ,v =0
〈 f , v〉
‖v‖V ,
where 〈,〉 denotes the duality pairing between V and V ′ . In the following we will use the notations 〈,〉Ω and
〈,〉∂Ω depending on whether the spaces are deﬁned in Ω or on the boundary ∂Ω . In particular, we recall the dual
spaces H−1(Ω) = (H10(Ω))′ , H−1(Ω) = (H10(Ω))′ and denote both norms by ‖  ‖−1. We will also need the dual space
W−1,p′(Ω) = (W 1,p0 (Ω))′ , equipped with the norm ‖  ‖−1,p′ , where 1/p′ = 1− 1/p, for any p ∈ [1,∞).
We also need the well-known trace spaces H1/2(∂Ω) := {θ|∂Ω : θ ∈ H1(Ω)}, H1/2(∂Ω) := {w|∂Ω : w ∈ H1(Ω)}, endowed
with the norms
‖q‖1/2,∂Ω := inf
θ∈H1(Ω),θ|∂Ω=q
‖θ‖1, ‖q‖1/2,∂Ω := inf
w∈H1(Ω),w|∂Ω=q
‖w‖1,
and their respective dual spaces H−1/2(∂Ω) = (H1/2(∂Ω))′ , H−1/2(∂Ω) = (H1/2(∂Ω))′ equipped with the usual norms
‖  ‖−1/2,∂Ω .
As a consequence of Poincaré’s inequality, it is known that the seminorm |θ |1,p := ∑3i=1 ‖ ∂θ∂xi ‖Lp is in fact a norm in
W 1,p0 (Ω) equivalent to the norm ‖  ‖1,p . Moreover,
‖θ‖1,p  C(p)|θ |1,p, (18)
with C(p) a constant depending on the domain Ω and p. This result implies the equivalence, in the dual space W−1,p′ (Ω) =
(W 1,p0 (Ω))
′ , of the norm ‖  ‖−1,p′ and the dual norm of |  |1,p , which we denote by |  |−1,p′ . In the particular case of spaces
H10(Ω) and H
1
0(Ω), Poincaré’s inequality states the equivalence of the usual norms ‖  ‖1 and the seminorms |  |1 deﬁned as
|θ |1 := ‖grad θ‖0 =
(
3∑
i=1
∥∥∥∥ ∂θ∂xi
∥∥∥∥2
0
)1/2
, |w|1 := ‖gradw‖0 =
(
3∑
i=1
3∑
j=1
∥∥∥∥∂wi∂x j
∥∥∥∥2
0
)1/2
,
i.e., there exists a constant C0 such that
‖θ‖1  C0|θ |1 ∀θ ∈ H10(Ω), ‖w‖1  C0|w|1 ∀w ∈ H10(Ω). (19)
Moreover, spaces H10(Ω) and H
1
0(Ω) are continuously imbedded in L
6(Ω) and L6(Ω), respectively,
‖θ‖L6  S‖grad θ‖0 = |θ |1 ∀θ ∈ H10(Ω), ‖w‖L6  S‖gradw‖0 = |w|1 ∀w ∈ H10(Ω), (20)
with S a constant independent of the domain Ω . Using Hölder’s inequality we also obtain
‖θ‖L4  S4‖grad θ‖0 = |θ |1 ∀θ ∈ H10(Ω), ‖w‖L4  S4‖gradw‖0 = |w|1 ∀w ∈ H10(Ω), (21)
with S4 = meas(Ω)1/12S .
For the electromagnetic problem we shall make use of the following Hilbert spaces:
H(curl;Ω) := {v ∈ L2(Ω): curl v ∈ L2(Ω)}, H(div;Ω) := {w ∈ L2(Ω): divw ∈ L2(Ω)},
H0(div;Ω) :=
{
v ∈ H(div;Ω): v · n= 0 on ∂Ω}.
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X(Ω) := H(curl;Ω) ∩H(div;Ω), X0(Ω) := H(curl;Ω) ∩H0(div;Ω),
Y(Ω) := H(curl;Ω) ∩H(div;Ω) ∩ L3(Ω),
equipped with the norms
‖C‖X :=
(‖C‖20 + ‖curl C‖20 + ‖divC‖20)1/2, ‖D‖Y := (‖curlD‖20 + ‖divD‖20)1/2 + ‖D‖L3 .
For the coupled magnetohydrodynamic problem we need the product spaces
W(Ω) := H1(Ω) × X(Ω), W0(Ω) := H10(Ω) × X0(Ω), Z0(Ω) := Z0(Ω) × X0(Ω),
which are equipped with the usual product norm∥∥(w,D)∥∥W := (‖w‖21 + ‖D‖2X)1/2.
We also need the product space Z(Ω) := Z(Ω) × Y(Ω).
If the domain Ω is bounded and simply connected with Lipschitz boundary, then the mapping w → |w|X := (‖curlw‖20 +
‖divw‖20)1/2 deﬁnes a norm in X0(Ω) equivalent to the norm ‖  ‖X , through the inequality
‖w‖X  C1|w|X ∀w ∈ X0(Ω). (22)
This result is a consequence of Lemma 3.6 in Chapter 1 of [12]. This last inequality and (19) state that the expression∣∣(v,C)∣∣W := (|v|21 + |C|2X)1/2,
deﬁnes a norm in W0(Ω), equivalent to the product norm ‖  ‖W .
Lemma 1. Let δ ∈ (0,1/2), then the following imbeddings hold{
C ∈ X(Ω): C · n|∂Ω ∈ Hδ(∂Ω)
}⊂ H1/2+ε(Ω) H1/2(Ω) ⊂ L3(Ω),
where denotes a compact imbedding, and there exists a constant κ , depending on δ and Ω , such that
‖D‖L3  κ
(‖D‖X + ‖D · n‖δ,∂Ω) ∀D ∈ {C ∈ X(Ω): C · n|∂Ω ∈ Hδ(∂Ω)}, (23)
where ‖  ‖δ,∂Ω denotes the norm of Hδ(∂Ω).
Proof. The ﬁrst imbedding is proved in [3, Th. 4.4], the second one can be found, for instance, in [13, Th. 1.4.3.2], whereas
the third one is a consequence of [13, Th. 1.4.3.1]. 
Finally we remind two well-known Green’s formulas, that will be used throughout this work∫
Ω
u · grad v dx+
∫
Ω
(divu)v dx= 〈u · n, v〉∂Ω ∀u ∈ H(div;Ω), ∀v ∈ H1(Ω), (24)
∫
Ω
u · (curlw)dx−
∫
Ω
(curlu) ·wdx= 〈u× n,w〉∂Ω ∀u ∈ H(curl;Ω), ∀w ∈ H1(Ω). (25)
We notice that the second of the previous Green’s formulas is not valid when both functions belong to H(curl;Ω). In
order to extend the use of this formula to a more general situation, it is necessary to characterize the space of tangential
traces of H(curl;Ω). To this end we deﬁne the space H3/2(∂Ω) := {u|∂Ω : u ∈ H2(Ω)}, and denote its dual by H−3/2(∂Ω).
We also deﬁne the space
H1/2T (∂Ω) :=
{
w ∈ H1/2(∂Ω): (w · n)|∂Ω = 0
}
.
In the case of Ω being of class C1,1 we can introduce its dual space, denoted by H−1/2T (∂Ω), which can be identiﬁed to
{w ∈ H−1/2(∂Ω): (w · n)|∂Ω = 0}. Then we deﬁne the ‘tangential gradient operator’ gradΓ : H3/2(∂Ω) → H1/2T (∂Ω) given by
gradΓ ϕ := n× ((grad ϕ˜)|∂Ω × n) and this deﬁnition can be seen to be independent of the lifting ϕ˜ ∈ H2(Ω) of ϕ (see, for
instance, [1]). Following [2] (see also [4]), we deﬁne the ‘tangential divergence operator’ divΓ : H−1/2T (∂Ω) → H−3/2(∂Ω) as
the adjoint operator of −gradΓ . In the same paper it is proved that the tangential trace operator γτ deﬁned as γτ (u) :=
u× n, is linear, continuous and surjective from H(curl;Ω) into H−1/2T (divΓ , ∂Ω), this last space being deﬁned as
H−1/2T (divΓ , ∂Ω) :=
{
λ ∈ H−1/2T (∂Ω): divΓ λ ∈ H−1/2(∂Ω)
}
.
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not meaningful anymore. In order to deﬁne the space of tangential traces of H(curl;Ω), in [7,8] some of the previous
deﬁnitions and results are generalized, considering the deﬁnitions of some spaces and operators face by face and imposing
certain compatibility conditions at the edges of the polyhedron. In the following we summarize some of the main results of
these papers and refer the reader to the articles for the full rigorous proofs and details.
Let Ω be a Lipschitz polyhedron such that its boundary ∂Ω is split into M open faces Γ j , j = 1, . . . ,M , so that ∂Ω =⋃M
j=1 Γ j . When Γi and Γ j are two adjacent faces, we denote by ei j their ‘common’ edge. Moreover, for a given face Γi ,
Si will denote the set of indices j such that the faces Γ j have a ‘common’ edge with Γi . Finally, we denote by ui the trace
u|Γi (in particular ni = n|Γi ), by τ i j the unit vector in the direction of the edge ei j , and set τ i = τ i j × ni so that (τ i,τ i j,ni)
is an orthonormal basis of R3.
Let us introduce the spaces
L2t (∂Ω) :=
{
φ ∈ L2(∂Ω): φ · n|∂Ω = 0
}
, H1/2− (∂Ω) :=
{
λ ∈ L2t (∂Ω): λ j ∈ H1/2(Γ j), 1 j  M
}
.
For ψi ∈ H1/2(Γi), ψ j ∈ H1/2(Γ j) we denote
C(ψi,ψ j) :=
∫
Γi
∫
Γ j
|ψi(x) − ψ j(y)|2
‖x− y‖3 dσ(x)dσ(y).
Let us introduce the Hilbert spaces
H1/2‖ (∂Ω) :=
{
φ ∈ H1/2− (∂Ω): ‖φ‖‖,1/2,∂Ω :=
(
M∑
j=1
‖φ‖21/2,Γ j +
M∑
j=1
∑
i∈S j
C(φi · τ i j,φ j · τ i j)
)1/2
< +∞
}
,
H1/2⊥ (∂Ω) :=
{
φ ∈ H1/2− (∂Ω): ‖φ‖⊥,1/2,∂Ω :=
(
M∑
j=1
‖φ‖1/2,Γ j +
M∑
j=1
∑
i∈S j
C(φi · τ i,φ j · τ j)
)1/2
< +∞
}
.
The mappings πτ (u) := n× (u×n)|∂Ω and γτ (u) := u×n|∂Ω , constructed face by face, are linear, continuous and surjective
from H1(Ω) onto H1/2‖ (∂Ω) and H
1/2
⊥ (∂Ω), respectively. The dual spaces of H
1/2
‖ (∂Ω) and H
1/2
⊥ (∂Ω) will be denoted by
H−1/2‖ (∂Ω) and H
−1/2
⊥ (∂Ω), respectively.
For Lipschitz polyhedra, the tangential gradient operator gradΓ ∈ L(H2(Ω),H1/2‖ (∂Ω)) and the tangential curl operator
curlΓ ∈ L(H2(Ω),H1/2⊥ (∂Ω)) can be deﬁned face by face (see [7] and [8]). These operators satisfy, for all u ∈ H2(Ω)
gradΓ u = πτ (gradu), curlΓ u = γτ (gradu).
Next, for any ϕ ∈ H3/2(∂Ω) we deﬁne gradΓ ϕ := gradΓ ϕ˜ , where ϕ˜ ∈ H2(Ω) is such that ϕ˜|∂Ω = ϕ . The deﬁnition of
gradΓ ϕ can be seen to be independent of ϕ˜ , and gradΓ ∈ L(H3/2(∂Ω),H1/2‖ (∂Ω)). Analogously, we deﬁne curlΓ ϕ :=
curlΓ ϕ˜ , and curlΓ ∈ L(H3/2(∂Ω),H1/2⊥ (∂Ω)).
We also deﬁne the ‘tangential divergence operator’ divΓ : H−1/2‖ (∂Ω) → H−3/2(∂Ω) as the adjoint operator of −gradΓ ,
and the operator curlΓ : H−1/2⊥ (∂Ω) → H−3/2(∂Ω) as the adjoint of curlΓ . Now let us set
H−1/2‖ (divΓ , ∂Ω) :=
{
λ ∈ H−1/2‖ (∂Ω): divΓ (λ) ∈ H−1/2(∂Ω)
}
, (26)
H−1/2⊥ (curlΓ , ∂Ω) :=
{
λ ∈ H−1/2⊥ (∂Ω): curlΓ (λ) ∈ H−1/2(∂Ω)
}
. (27)
From Theorems 3.9 and 3.10 in [7] and Theorem 5.4 in [8] we know that the mappings γτ and πτ are linear, continuous
and surjective from H(curl;Ω) into H−1/2‖ (divΓ , ∂Ω) and H−1/2⊥ (curlΓ , ∂Ω), respectively. Moreover, in the same papers it
is proved that (H−1/2⊥ (curlΓ , ∂Ω))′ = H−1/2‖ (divΓ , ∂Ω), and denoting by 〈·,·〉∂Ω their duality pairing the following Green’s
formula holds:∫
Ω
(curlw) · u−w · (curlu)dx= 〈γτ (u),πτ (w)〉∂Ω ∀u,w ∈ H(curl;Ω). (28)
Remark 1. In order to avoid the use of new constants we shall consider H−1/2‖ (divΓ , ∂Ω) endowed with the norm, denoted
‖·‖
H−1/2(div ,∂Ω) , deﬁned as the dual norm of the graph norm of H
−1/2
⊥ (curlΓ , ∂Ω).‖ Γ
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Lemma 2. The space {πτ (u): u ∈ X0(Ω)} is dense in H−1/2⊥ (curlΓ , ∂Ω).
Proof. It is similar to the proof of Lemma 2.4 in [9]. Let us denote by Σ =⋃Mi, j=1 ei j the union of all edges of the polyhedron
and by H1S(Ω) the functions in H
1(Ω) compactly supported in Ω \ Σ . The ﬁrst step is to prove that the space of tangential
component traces for H1S(Ω) is contained in the one for H
1(Ω) ∩ X0(Ω). Let v ∈ H1S(Ω); its normal component (v · n)n
(= v − πτ v) belongs to H1/2(Γ j) on each face and, since v ∈ H1S(Ω), it also belongs to H1/2(∂Ω), the space of traces for
H1(Ω) (see [7, Th. 2.5]). Hence, there exists w ∈ H1(Ω) such that its trace is equal to the normal component of v and, if we
deﬁne z := v−w, it holds that z ∈ H1(Ω) ∩ X0(Ω) and πτ z= πτ v.
Now, we recall that H1S (Ω) is dense in H
1(Ω) and that H1(Ω) is dense in H(curl;Ω). Since πτ is continuous and
surjective from H(curl;Ω) into H−1/2⊥ (curlΓ , ∂Ω) the result follows. 
Remark 2. Some of the results of this article can be improved if the domain Ω is assumed to be bounded and of class C1,1
or a bounded convex polyhedron. In these cases, H1T (Ω) = H(curl;Ω)∩H0(div;Ω) = X0(Ω) and for any function w ∈ X0(Ω),
we have the inequality,
‖w‖1  C2
(‖curlw‖20 + ‖divw‖20)1/2, (29)
with C2 some constant dependent on Ω . Hence the norms ‖  ‖1 and ‖  ‖X are equivalent in H1T (Ω). This result is presented
in Chapter 1 of [12]. It is a consequence of Theorem 3.8 and Lemma 3.6 for the case of a bounded domain with C1,1
boundary, and of Theorem 3.9 and Lemma 3.6 for the case of a convex polyhedron. Since our test functions will belong to
the space X0(Ω), in the right-hand side of (28) we can use the equality〈
γτ (u),πτ (w)
〉
∂Ω
= 〈u× n,w〉∂Ω,
where the angles in the left-hand side denote the duality pairing between H−1/2‖ (divΓ , ∂Ω) and H
−1/2
⊥ (curlΓ , ∂Ω), and
the ones in the right-hand side denote the duality pairing between H−1/2(∂Ω) and H1/2(∂Ω). In fact, this is valid for any
u ∈ H(curl;Ω) and w ∈ H1(Ω).
3.1. Compatibility and regularity conditions for source and boundary data
In this subsection we specify the precise compatibility and regularity for the boundary conditions and the given sources,
in order to obtain a weak formulation of the problem. First, for the Navier–Stokes equations we assume
f0 ∈ H−1(Ω), (30)
ud ∈ H1/2(∂Ω) with
∫
∂Ω
ud · ndx= 0, (31)
the compatibility condition for the boundary data being needed because the velocity ﬁeld is divergence-free.
Next, for the electromagnetic data, we have the following conditions
l ∈ Hδ(∂Ω) with
∫
∂Ω
ldx= 0 and 0< δ < 1/2, (32)
k ∈ H−1/2‖ (divΓ , ∂Ω) and divΓ k= 0. (33)
The compatibility condition for l is a consequence of B being a divergence-free ﬁeld. Furthermore, we impose 0 < δ < 1/2
in order to obtain a magnetic induction ﬁeld B ∈ L3(Ω). The ﬁrst condition of (33) is a direct consequence of the boundary
condition (16): if we deﬁne the non-dimensionalized electric ﬁeld E := 1Rm curlB−u×B, since we shall require u ∈ H1(Ω) ⊂
L6(Ω) and B ∈ Y(Ω), we will have that E ∈ L2(Ω). Moreover, from (9) we also know that curl E = 0, so E ∈ H(curl;Ω) and
its tangential trace E×n= γτ (E) ∈ H−1/2‖ (divΓ , ∂Ω). The second condition in (33) is a consequence of E being an irrotational
ﬁeld: for any ϕ ∈ H3/2(∂Ω) we consider any extension ϕ˜ ∈ H2(Ω) such that ϕ˜|∂Ω = ϕ . From the deﬁnitions of the tangential
divergence and of the tangential gradient we have
〈divΓ k,ϕ〉∂Ω = −〈k,gradΓ ϕ˜〉∂Ω = −
〈
k,πτ (grad ϕ˜)
〉
∂Ω
= −〈γτ (E),πτ (grad ϕ˜)〉∂Ω,
and from Green’s formula (28) we conclude that divΓ k= 0, because curl E= 0.
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k,πτ (gradψ)
〉
∂Ω
= 0 ∀ψ ∈ H1(Ω).
In fact, this equality holds for any ψ ∈ H2(Ω) just by the deﬁnition of the surface divergence. Since H2(Ω) is dense in
H1(Ω), grad ∈ L(H1(Ω),H(curl;Ω)) and πτ ∈ L(H(curl;Ω),H−1/2⊥ (curlΓ , ∂Ω)), the equality is true for any ψ ∈ H1(Ω).
For the heat transfer equation, the heat source and the boundary data must satisfy
ψ ∈ L1(Ω), Td ∈ H1/2(∂Ω) ∩ L∞(∂Ω). (34)
In what follows we are going to consider the thermal-magnetohydrodynamic problem (9)–(17) along with the conditions
(30)–(34).
4. Magnetohydrodynamic problem
This section is devoted to the study of the pure magnetohydrodynamic problem, where the temperature is supposed to
be known. We begin by introducing a weak formulation of the problem and proving some properties of the forms involved.
Then we prove that this weak formulation is equivalent to the strong formulation (i.e. involving partial differential equations,
understood in the sense of distributions) and we ﬁnish by analyzing a linearized version of the problem that will help us
to study the coupled problem.
4.1. Weak formulation
Before presenting the weak formulation of problem (9)–(17), we introduce some forms that will allow us to simplify
the notation. Let a0 : H1(Ω) × H1(Ω) → R, a1 : X(Ω) × X(Ω) → R, c0 : H1(Ω) × H1(Ω) × H1(Ω) → R, c1 : X(Ω) × Y(Ω) ×
H1(Ω) →R, b : H1(Ω) × L2(Ω) →R, be deﬁned by
a0(u,v) := 1
H2a
∫
Ω
gradu : gradvdx,
a1(B,C) := 1
R2m
∫
Ω
[
(curl B) · (curl C) + (divB)(divC)]dx,
c0(u,v,w) := 1
N
∫
Ω
(gradv)u ·wdx,
c1(B,C,u) := 1
Rm
∫
Ω
(curlB) × C · udx,
b(u, p) := −
∫
Ω
p(divu)dx,
and let F : H10(Ω) × X0(Ω) →R be given by
F ((v,C)) := 〈f0,v〉Ω + 1
Rm
〈
k,πτ (C)
〉
∂Ω
.
We will also make use of the linear mapping G : L6/5(Ω) → H−1(Ω), deﬁned by〈
G(T ),v
〉
Ω
= Gr
NR2e
∫
Ω
T
g
g
· vdx ∀v ∈ H10(Ω).
The integral is meaningful because of the Sobolev imbedding H1(Ω) ⊂ L6(Ω).
Lemma 3. The linear form F (), the bilinear forms a0(,), a1(,) and the trilinear forms c0(,  ,) and c1(,  ,) are continuous in the
spaces where they have been deﬁned. Moreover, a0(,), a1(,) are coercive on H10(Ω) and X0(Ω), respectively.
Proof. Most of the inequalities can be proved in a standard way as it is done in [1] and [14], but we reproduce them here
in detail because the continuity constants will be important in the forthcoming results. The following inequalities are easily
obtained from the deﬁnitions of the forms:
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H2a
|u|1|v|1 ∀u,v ∈ H1(Ω),
∣∣a1(B,C)∣∣ 1
R2m
(‖curlB‖0‖curl C‖0 + ‖divB‖0‖divC‖0) 1
R2m
|B|X|C|X ∀B,C ∈ X(Ω),
∣∣c0(u,v,w)∣∣ 1
N
‖u‖L4 |v|1‖w‖L4 ∀u,v,w ∈ H1(Ω),∣∣c1(B,C,u)∣∣ 1
Rm
‖curlB‖0‖C‖L3‖u‖L6 
1
Rm
|B|X‖C‖L3‖u‖L6 ∀B ∈ X(Ω), ∀C ∈ Y(Ω), ∀u ∈ H1(Ω),∣∣F ((v,C))∣∣ λF ∣∣(v,C)∣∣W ∀(v,C) ∈ W0(Ω),
where λF := (C20‖f0‖2−1 + (C21/R2m)‖k‖2H−1/2‖ (divΓ ,∂Ω)‖πτ ‖
2
L(H(curl;Ω),H−1/2⊥ (curlΓ ,∂Ω))
)1/2, with C0 and C1 the constants appear-
ing in the inequalities (19) and (22), respectively. The coerciveness results read
a0(uˆ, uˆ) = 1
H2a
∫
Ω
|grad uˆ|2 dx= 1
H2a
‖grad uˆ‖20 =
1
H2a
|uˆ|21 ∀uˆ ∈ H10(Ω),
a1(Bˆ, Bˆ) = 1
R2m
∫
Ω
(|curl Bˆ|2 + |div Bˆ|2)dx= 1
R2m
(‖curl Bˆ‖20 + ‖div Bˆ‖20)= 1R2m |Bˆ|2X ∀Bˆ ∈ X0(Ω). 
Finally, the following result will also be helpful:∣∣(G(T ),v)
Ω
∣∣ Gr
NR2e
‖T‖L6/5‖v‖L6 
SGr
NR2e
‖T‖L6/5 |v|1 ∀T ∈ L6/5(Ω), ∀v ∈ H10(Ω).
For the sake of simplicity, in the sequel we will use the previous notation λF and also λG := SGr/(NR2e ).
Lemma 4. Let u ∈ Z(Ω), v,w ∈ H1(Ω) and assume that at least one of u,v,w belongs to H10(Ω). Then
c0(u,v,w) = −c0(u,w,v). (35)
Proof. The result is well known and a proof can be found in [14]. It relies on the fact that u is divergence-free and on the
use of a Green’s formula. 
We can now introduce the weak formulation of the magnetohydrodynamic problem.
Given f0 , ud, l and k satisfying (30)–(33), and T ∈ L6/5(Ω) ﬁnd
(u,B) ∈ Z(Ω), (36)
such that
a0(u,v) + a1(B,C) + c0(u,u,v) − c1(B,B,v) + c1(C,B,u) = F ((v,C)) −
(
G(T ),v
)
Ω
∀(v,C) ∈ Z0(Ω), (37)
u|∂Ω = ud, (B · n)|∂Ω = l. (38)
We now proceed to show that, for any given T ∈ L6/5(Ω), any pair (u,B) satisfying (36)–(38) is also a solution of
Eqs. (9)–(12) along with boundary conditions (14)–(16). To do that we shall make use of the following lemma, whose proof
essentially follows the ideas of the proof of Lemma 3.2 in [14].
Lemma 5. Let B ∈ H(div;Ω) with (B ·n)|∂Ω = l, l satisfying (32). Then there exists a unique scalar function χ ∈ H1(Ω)∩ L20(Ω) such
that {
χ = divB,
(gradχ · n)|∂Ω = 0. (39)
As a consequence, gradχ ∈ X0(Ω).
Proposition 6. Given T ∈ L6/5(Ω), if (u,B) is a pair satisfying (36)–(38) then there exists a unique p ∈ L20(Ω) such that ((u,B), p)
satisﬁes (9)–(12) and boundary conditions (14)–(16).
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〈l,v〉Ω := 1
H2a
∫
Ω
gradu : gradvdx+ 1
N
∫
Ω
(gradu)u · vdx− 1
Rm
∫
Ω
(curlB) × B · vdx
− 〈f0,v〉Ω + Gr
NR2e
∫
Ω
T
g
g
· vdx ∀v ∈ H10(Ω).
Taking C= 0 in (37) we get 〈l,v〉Ω = 0 ∀v ∈ Z0(Ω). Hence there exists a unique p ∈ L20(Ω) such that l= −grad p in H−1(Ω)
(see [12, Chapter I, Lemma 2.1]). Thus, Eq. (11) is satisﬁed in H−1(Ω).
As B ∈ Y(Ω) ⊂ H(div;Ω) and (B · n)|∂Ω = l we are in the hypotheses of Lemma 5, so we can take C = gradχ and v = 0
in (37) to obtain
1
R2m
∫
Ω
(divB)(divB)dx= 1
R2m
∫
Ω
(divB)(divgradχ)dx= 1
Rm
〈
k,πτ (gradχ)
〉
∂Ω
. (40)
Moreover, since k satisﬁes the hypotheses of Remark 3 we can aﬃrm that divB = 0 a.e. in Ω and Eq. (10) holds. Taking
v= 0 in (37), using (10) and the identity (curl C) × B · u= −(u× B) · (curl C) we get
1
R2m
∫
Ω
(curlB) · (curl C)dx− 1
Rm
∫
Ω
(u× B) · (curl C)dx= 1
Rm
〈
k,πτ (C)
〉
∂Ω
∀C ∈ X0(Ω), (41)
and since H10(Ω) ⊂ X0(Ω) we get that (9) is valid in H−1(Ω).
If we deﬁne the electric ﬁeld by E := 1Rm curlB− u× B we know that E ∈ L2(Ω) and, from Eq. (9), curl E= 0. Hence, E ∈
H(curl;Ω) and E× n|∂Ω = γτ (E) ∈ H−1/2‖ (divΓ , ∂Ω). From the previous equation, using Green’s formula (28) and Lemma 2
it follows that k= γτ (E) in H−1/2‖ (divΓ , ∂Ω). 
Remark 4. The inverse result can also be proved. Assume that we have T ∈ L6/5(Ω), (u,B) ∈ H1(Ω) × Y(Ω) and p ∈ L20(Ω)
satisfying (9)–(12), along with boundary conditions (14)–(16) and compatibility conditions (30)–(33). Then (u,B) is a solu-
tion of (36)–(38). This is obtained by: (i) multiplying (11) by a test function v ∈ Z0(Ω), (ii) multiplying (9) by C ∈ X0(Ω) and
using Green’s formula (28) and boundary condition (16), (iii) summing up the resulting equations and taking into account
Eq. (10).
4.2. Reduction to homogeneous boundary conditions
Now we split the unknowns into two parts: the ﬁrst one satisfying the inhomogeneous boundary conditions and the
second one satisfying homogeneous boundary conditions.
If the domain Ω is a Lipschitz polyhedron, supposing that boundary conditions ud and l satisfy Eqs. (31) and (32),
respectively, there exist extensions u0 ∈ H1(Ω) and B0 ∈ Y(Ω) satisfying
u0|∂Ω = ud with divu0 = 0 and ‖u0‖1 Λ1‖ud‖1/2,∂Ω, (42)
(B0 · n)|∂Ω = l with divB0 = 0, curlB0 = 0 and ‖B0‖L3 Λ2‖l‖δ,∂Ω, (43)
where Λ1 and Λ2 are two constants depending on Ω .
The construction of u0 is well known and can be found, for instance, in [14] or [12]. The construction of B0 is the same
as in [14] and is based on the solution of the Neumann problem{
−χ = 0,
(gradχ · n)|∂Ω = l.
Due to compatibility condition (32) this problem has a unique solution χ ∈ H1(Ω) ∩ L20(Ω). Taking B0 = gradχ it is clear
that divB0 = 0 and curlB0 = 0, hence B0 ∈ X(Ω). Moreover, (B0 · n)|∂Ω = l ∈ Hδ(Ω) and ‖B0‖X = ‖B0‖0  κ1‖l‖−1/2,∂Ω . As
a consequence of Lemma 1 we know that B0 ∈ Y(Ω) and taking into account that B0 is curl and divergence-free we have
‖B0‖Y = ‖B0‖L3  κ(‖B0‖X + ‖B0 · n‖δ,∂Ω)  κ(κ1‖l‖−1/2,∂Ω + ‖l‖δ,∂Ω)  κ(κ1κ2 + 1)‖l‖δ,∂Ω = Λ2‖l‖δ,∂Ω where κ is the
constant introduced in (23) and κ2 is the constant of the imbedding Hδ(∂Ω) ⊂ H−1/2(∂Ω). Both κ and κ2 depend on δ
and Ω , and κ1 depends on Ω .
Once we have constructed these ﬁelds we can split the unknowns as follows: u= uˆ+u0, with uˆ ∈ Z0(Ω) and B= Bˆ+B0
with Bˆ ∈ X0(Ω). Thus we can rewrite problem (36)–(38):
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(uˆ, Bˆ) ∈ Z0(Ω) (44)
such that
a0(uˆ,v) + a1(Bˆ,C) + c0(uˆ, uˆ,v) + c0(uˆ,u0,v) + c0(u0, uˆ,v)
− c1(Bˆ, Bˆ,v) − c1(Bˆ,B0,v) + c1(C, Bˆ, uˆ) + c1(C, Bˆ,u0) + c1(C,B0, uˆ)
= F ((v,C)) − (G(T ),v)
Ω
− a0(u0,v) − c0(u0,u0,v) − c1(C,B0,u0) ∀(v,C) ∈ Z0(Ω). (45)
Since X0(Ω) ⊂ Y(Ω) all the terms concerning the trilinear form c1(,  ,) make sense. It is easily seen that (uˆ, Bˆ) is a solution
of (44)–(45) if and only if (u,B) = (uˆ, Bˆ) + (u0,B0) is a solution of problem (36)–(38).
4.3. Linearized MHD problem
Now we introduce a linearized version of the MHD problem that will be helpful to prove the existence of solution to the
coupled problem via a ﬁxed point theorem. The linearized problem reads as follows.
Given (wˆ, Dˆ) ∈ Z0(Ω), T ∈ L6/5(Ω) and (u0,B0) ∈ Z(Ω) with curlB0 = 0, ﬁnd
(uˆ, Bˆ) ∈ Z0(Ω) (46)
such that
a0(uˆ,v) + a1(Bˆ,C) + c0(wˆ, uˆ,v) + c0(uˆ,u0,v) + c0(u0, uˆ,v)
− c1(Bˆ, Dˆ,v) − c1(Bˆ,B0,v) + c1(C, Dˆ, uˆ) + c1(C, Bˆ,u0) + c1(C,B0, uˆ)
= F ((v,C)) − (G(T ),v)
Ω
− a0(u0,v) − c0(u0,u0,v) − c1(C,B0,u0) ∀(v,C) ∈ Z0(Ω). (47)
Proposition 7.Whenever
α := min
{
1
H2a
− S4
N
‖u0‖L4 ,
1
R2m
− κC1
Rm
‖u0‖L6
}
> 0, (48)
there exists a unique solution (uˆ, Bˆ) to problem (46)–(47). Moreover,∣∣(uˆ, Bˆ)∣∣W  1α
(
λF + λG‖T‖L6/5 +
1
H2a
|u0|1 + 1
N
‖u0‖2L4 +
1
Rm
‖B0‖L3‖u0‖L6
)
,
where λF and λG are the constants introduced above.
Proof. Since (u0,B0), (wˆ, Dˆ) and T are given, we can deﬁne the bilinear form a˜ : Z0(Ω) × Z0(Ω) →R by
a˜
(
(u,B), (v,C)
) := a0(u,v) + a1(B,C) + c0(wˆ,u,v) + c0(u,u0,v) + c0(u0,u,v)
− c1(B, Dˆ,v) − c1(B,B0,v) + c1(C, Dˆ,u) + c1(C,B,u0) + c1(C,B0,u),
and the linear form F˜ : Z0(Ω) →R by setting F˜ ((v,C)) as the right-hand side of Eq. (47).
Due to the inequalities presented in (21) and in Lemma 3, and the antisymmetry property for c0(,  ,) stated in Lemma 4
we obtain
a0(u,u) + c0(u,u0,u) 1
H2a
|u|21 −
1
N
‖u0‖L4‖u‖L4 |u|1 
(
1
H2a
− S4
N
‖u0‖L4
)
|u|21 ∀u ∈ Z0(Ω),
a1(B,B) + c1(B,B,u0) 1
R2m
|B|2X −
1
Rm
|B|X‖B‖L3‖u0‖L6 
(
1
R2m
− κC1
Rm
‖u0‖L6
)
|B|2X ∀B ∈ X0(Ω).
From these minorations and the antisymmetry property for c0(,  ,) we infer that condition (48) guarantees the coerciveness
of the bilinear form a˜(,). Then the result follows from Lax–Milgram lemma. 
Assuming that (48) holds, we can deﬁne the mapping G1 : Z0(Ω) × L6/5(Ω) → Z0(Ω) which maps any given pair
(wˆ, Dˆ) ∈ Z0(Ω) and a given temperature T ∈ L6/5(Ω) into the solution (uˆ, Bˆ) of the MHD linearized problem (46)–(47). This
mapping satisﬁes the following property:
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G1((wˆn, Dˆn), Tn) → G1((wˆ, Dˆ), T ) strongly in Z0(Ω).
Proof. Let us denote (uˆn, Bˆn) = G1((wˆn, Dˆn), Tn) and (uˆ, Bˆ) = G1((wˆ, Dˆ), T ). Writing Eq. (47) of the MHD linearized problem
for both solutions, subtracting the resulting equations and adding and subtracting the terms c0(wˆn, uˆ,v), c1(Bˆ, Dˆn,v) and
c1(C, Dˆn, uˆ) we get
a0(uˆn − uˆ,v) + a1(Bˆn − Bˆ,C) + c0(wˆn, uˆn − uˆ,v) + c0(wˆn − wˆ, uˆ,v) + c0(uˆn − uˆ,u0,v)
+ c0(u0, uˆn − uˆ,v) − c1(Bˆn − Bˆ, Dˆn,v) − c1(Bˆ, Dˆn − Dˆ,v) − c1(Bˆn − Bˆ,B0,v)
+ c1(C, Dˆn, uˆn − uˆ) + c1(C, Dˆn − Dˆ, uˆ) + c1(C, Bˆn − Bˆ,u0) + c1(C,B0, uˆn − uˆ)
= −(G(Tn − T ),v)Ω ∀(v,C) ∈ Z0(Ω).
Let us choose (v,C) = (uˆn, Bˆn) − (uˆ, Bˆ) as test function. Taking into account the continuity and the antisymmetry results
stated in Lemmas 3 and 4, and using the coerciveness of a˜(,) we obtain
α
∣∣(uˆn, Bˆn) − (uˆ, Bˆ)∣∣W  λG‖Tn − T‖L6/5 + 1N ‖wˆn − wˆ‖L4‖uˆ‖L4 + SRm |Bˆ|X‖Dˆn − Dˆ‖L3 + 1Rm ‖Dˆn − Dˆ‖L3‖uˆ‖L6 .
Due to the compact imbeddings H1(Ω)  L4(Ω) and X0(Ω)  L3(Ω), the second one obtained as a consequence of
Lemma 1, and since (wˆn, Dˆn) ⇀ (wˆ, Dˆ) in Z0(Ω) = Z0(Ω) × X0(Ω), we know that wˆn → wˆ and Dˆn → Dˆ strongly in L4(Ω)
and L3(Ω), respectively. Thus, considering also the strong convergence Tn → T in L6/5(Ω), we obtain from the previous
inequality that |(uˆn, Bˆn) − (uˆ, Bˆ)|W → 0. Finally, due to the equivalence of this seminorm to the usual norm in W0(Ω) the
result follows. 
We have proved existence and uniqueness of solution to the linearized MHD problem. Moreover, we have proved, in the
preceding lemma, that mapping G1 is sequentially continuous from (Z0(Ω) − weak) × (L6/5(Ω) − strong) into (Z0(Ω) −
strong). This property will be necessary to prove the existence of solution to the coupled problem. In the next subsection
we analyze the thermal subproblem.
Remark 5. In the case of Ω being of class C1,1 we can require the compatibility condition l ∈ H1/2(∂Ω). The construction
of B0 is analogous to the one presented in Section 4.2 but, in this case, the ﬁeld χ is known to be in H2(Ω). Therefore,
B0 ∈ H1(Ω) and we can ﬁnd an estimate of the form ‖B0‖1  Λˆ2‖l‖1/2,∂Ω .
In the case of Ω being a bounded convex polyhedron we can require the compatibility condition ln ∈ H1/2(∂Ω).
A different construction of B0, also given in [14], guarantees that B0 ∈ H1(Ω) along with an estimate of the form
‖B0‖1  Λˆ2‖l‖1/2,∂Ω .
In both cases, since B0 ∈ H1(Ω) and X0(Ω) = H1T (Ω), the magnetic induction ﬁeld satisﬁes B ∈ H1(Ω).
Remark 6. In the case where Ω is C1,1 the boundary data k belongs to the space H−1/2T (∂Ω) and we can take as continuity
constant for the linear form F () the number
λF :=
(
C20‖f0‖2−1 +
(
C22/R
2
m
)‖k‖2
H−1/2T (∂Ω)
)1/2
,
where C2 is the constant appearing in (29).
5. Thermal problem: solution by transposition
The main diﬃculty in the analysis of the thermal problem are the quadratic source terms, which belong to L1(Ω). For
the treatment of this problem, we will make use of the concept of solution by transposition, as studied by Stampacchia
in [21]. Throughout this section we will seek a temperature T ∈ W 1,q(Ω), with 6/5  q < 3/2, even if for the coupled
problem we shall always work with T ∈ W 1,6/5(Ω).
The heat sources in Eq. (13) are the Joule effect, the viscous heating and the given volumetric source ψ . However, in this
section we consider the thermal problem with an arbitrary heat source f ∈ L1(Ω):
Given u ∈ Z(Ω), f ∈ L1(Ω) and Td ∈ H1/2(∂Ω) ∩ L∞(∂Ω), ﬁnd T satisfying{
LuT = f ,
T |∂Ω = Td, (49)
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LuT := − 1
Pr Re
T + u · grad T . (50)
We ﬁrst recall the results given in [21] for the analysis of the problem (49) with L1 source and homogeneous Dirichlet
boundary condition. Later on we shall give a proper meaning to the solution of such problem with L1 sources and non-
homogeneous boundary condition.
We deﬁne the bilinear form au : H10(Ω) × H10(Ω) →R as
au(T , z) := 1
Pr Re
∫
Ω
grad T · grad zdx+
∫
Ω
u · grad T zdx. (51)
The operator Lu ∈ L(H10(Ω), H−1(Ω)) is associated with the bilinear form au(,) according to the equality,
〈LuT , z〉H−1,H10 = au(T , z) ∀T , z ∈ H
1
0(Ω).
If we introduce the bilinear form a∗u(T , z) := au(z, T ) and denote by L∗u its associated operator, which is the formal adjoint
of Lu , since u ∈ Z(Ω) it is easily seen that
L∗uT = −
1
Pr Re
T − div(uT ) = − 1
Pr Re
T − u · grad T = L−uT . (52)
Let us deﬁne the Green’s operator Gu : H−1(Ω) → H10(Ω) which maps any f ∈ H−1(Ω) into the unique element Gu f ∈
H10(Ω) such that Lu(Gu f ) = f in H−1(Ω). Analogously, let us deﬁne the Green’s operator G∗u associated to L∗u . From [21,
Th. 4.2] we know that
G∗u ∈ L
(
W−1,p(Ω), L∞(Ω)
) ∀p > 3,
denoting by G∗ tu its adjoint operator and, since L1(Ω) ⊂ (L∞(Ω))′ , it can be considered as G∗ tu : L1(Ω) → W 1,q(Ω) with
q = p′ < 3/2.
Given f ∈ L1(Ω) the solution by transposition to the homogeneous Dirichlet problem{
LuT = f in Ω,
T = 0 on ∂Ω, (53)
is T = G∗ tu f . For any q ∈ (1,3/2), it is characterized by⎧⎪⎪⎨⎪⎪⎩
T ∈ W 1,q0 (Ω),∫
Ω
Tϕ dx=
∫
Ω
f
(
G∗uϕ
)
dx ∀ϕ ∈ D(Ω), (54)
which is equivalent to⎧⎪⎪⎨⎪⎪⎩
T ∈ W 1,q0 (Ω),∫
Ω
T
(
L∗uψ
)
dx=
∫
Ω
fψ dx ∀ψ ∈ H10(Ω) ∩ L∞(Ω) such that L∗uψ ∈ D(Ω). (55)
In fact, T ∈⋂1<q<3/2 W 1,q0 (Ω). Moreover, from (52) we know that G∗u = G−u .
In order to introduce the concept of solution by transposition with non-homogeneous boundary condition, let us ﬁrst
consider the homogeneous Dirichlet problem with right-hand side f ∈ L1(Ω) + H−1(Ω). We have two different kinds of
solution: the standard weak solution for f ∈ H−1(Ω) and the solution by transposition for f ∈ L1(Ω). These two solutions
coincide in the intersection, i.e., for f ∈ L1(Ω) ∩ H−1(Ω) it holds Gu f = G∗ tu f . Indeed, let us denote T = Gu f ∈ H10(Ω) the
standard weak solution. We must prove that T also satisﬁes (54). It is obvious that T ∈ H10(Ω) ⊂ W 1,q0 (Ω) for any q < 3/2.
Moreover, for any ϕ ∈ D(Ω) we have∫
Ω
Tϕ dx= au
(
T ,G∗uϕ
)= 〈 f ,G∗uϕ〉H−1,H10 =
∫
Ω
f
(
G∗uϕ
)
dx, (56)
because f ∈ L1(Ω)∩ H−1(Ω) and G∗uϕ ∈ H10(Ω)∩ L∞(Ω). Therefore, we have proved that Gu f = G∗ tu f for any f ∈ L1(Ω)∩
H−1(Ω).
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solution to the corresponding problem as Su f := G∗ tu f1 + Gu f2 ∈ W 1,q0 (Ω). Thanks to the above result this solution is
independent of the decomposition chosen for f .
Now we address the problem (49) with L1 sources and non-homogeneous boundary condition Td ∈ H1/2(∂Ω). Let T˜d ∈
H1(Ω) be a lifting of Td . By writing T = T˜d + Tˆ , problem (49) is transformed into a problem like (53) for Tˆ but with source
term f − Lu T˜d ∈ L1(Ω) + H−1(Ω). Thus we deﬁne the solution by transposition to problem (49) as
T = T˜d + Su( f − Lu T˜d),
which is easily seen to be independent of the choice of T˜d . Note that T ∈ W 1,q(Ω) ∀q ∈ (1,3/2).
In order to construct the solution to problem (49) by transposition, we choose the lifting T˜d as the unique function in
H1(Ω) such that{
Lu T˜d = 0 in Ω,
T˜d = Td on ∂Ω.
(57)
Using standard arguments, we obtain
‖T˜d‖1  C
(
1+ ‖u‖1
)‖Td‖1/2,∂Ω, (58)
with C a constant depending on Ω and the non-dimensional numbers Pr and Re .
Assuming Td ∈ L∞(∂Ω) and due to Theorems 3.6 and 3.7 in [21] we also have
‖T˜d‖L∞(Ω)  ‖Td‖L∞(∂Ω). (59)
Let us now introduce the mapping, GD : Z(Ω) → H1(Ω) deﬁned as GD(u) = T˜d . Using (58) it is easily proved that GD is
continuous.
Now we focus on the analysis of problem (53), whose solution is given by Tˆ = G∗ tu f .
Proposition 9. Given f ∈ L1(Ω), u ∈ Z(Ω) and Lu the operator deﬁned in (50), then the solution Tˆ to problem (53) satisﬁes
‖Tˆ‖1,q  K‖ f ‖L1 , (60)
with K ≡ K (q) a constant independent of the velocity u and of the right-hand side f .
Proof. It consists on checking the steps of the proof of Theorem 4.1 in [21] for the case N = 3. The constant K has the
expression
K = C(q)S Pr Re2
1/2−1/q′
1/3−1/q′ meas(Ω)1/3−1/q′
√
3, (61)
with C(q) and S the constants appearing in (18) and (20), respectively. 
Let the mapping G˜ : Z(Ω)× L1(Ω) → W 1,q0 (Ω) be deﬁned as G˜(u, f ) := G∗ tu f . The following lemma can be easily proved
Lemma 10. If un → u strongly in Z(Ω) and g ∈ L2(Ω), then G˜(un, g) → G˜(u, g) strongly in W 1,q(Ω).
Proposition 11. The mapping G˜ is continuous in Z(Ω) × L1(Ω).
Proof. Let un → u strongly in Z(Ω) and fn → f strongly in L1(Ω). First, we have
G˜(un, fn) − G˜(u, f ) = G˜(un, fn) − G˜(un, f ) + G˜(un, f ) − G˜(u, f ), (62)
and using Proposition 9 we know that G˜(un, fn) − G˜(un, f ) tends to zero in W 1,q0 (Ω). Next, for any k > 0 we consider the
truncated function τk( f ) where τk(x) = min(k,max(x,−k)). It is obvious that
G˜(un, f ) − G˜(u, f ) = G˜(un, f ) − G˜
(
un, τk( f )
)+ G˜(un, τk( f ))− G˜(u, τk( f ))+ G˜(u, τk( f ))− G˜(u, f ),
and from Proposition 9 we obtain∥∥G˜(un, f ) − G˜(u, f )∥∥1,q  2K‖ f − τk f ‖L1 + ∥∥G˜(un, τk( f ))− G˜(u, τk( f ))∥∥1,q.
The ﬁrst term in the right-hand side tends to zero as k → ∞ due to the Lebesgue dominated converge theorem, whereas,
for ﬁxed k > 0, the second term tends to zero as n → ∞ due to Lemma 10. 
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into account the continuity of the transposition solution with respect to the right-hand side (that is, the continuity of the
operator G∗ tu : L1(Ω) → W 1,q(Ω) with q < 3/2) and the usual procedure to prove the existence of a renormalized solution,
it is clear that the transposition solution G∗ tu f is a renormalized solution. Since this one is unique, both kinds of solution
coincide.
6. Coupled problem
In order to prove the existence of a solution to our coupled problem via a ﬁxed point theorem, a mapping from Z0(Ω)
into itself will be introduced, and then we will prove the existence of a ﬁxed point for that mapping. To do that, we
ﬁrst introduce the mapping G2 : Z0(Ω) × L1(Ω) → W 1,6/5(Ω) deﬁned as G2(wˆ, f ) := G˜(w, f ) + GD(w), with w = wˆ + u0,
and mappings GD and G˜ have been introduced above. We also introduce G3 : Z0(Ω) → L1(Ω) deﬁned as G3((wˆ, Dˆ)) :=
Ec
Re
[ H2a
R2m
|curl Dˆ|2 + 12 |gradw+ gradwt |2]+ψ , with w deﬁned as before. Thus, G3 maps any pair (wˆ, Dˆ) into its corresponding
heat source.
To ﬁnd a solution of our problem it suﬃces to ﬁnd a ﬁxed point of the mapping G : Z0(Ω) → Z0(Ω) deﬁned as
G((wˆ, Dˆ)) := G1((wˆ, Dˆ),G2(wˆ,G3((wˆ, Dˆ)))), with G1 the mapping introduced in Section 4.3.
Let Ee(u0,B0, Td,k, f0,ψ) be deﬁned, depending on the boundary and source data, by
Ee(u0,B0, Td,k, f0,ψ) = λF + λG
(
8Kk f 2|u0|21 + K‖ψ‖L1 +meas(Ω)5/6‖Td‖L∞(∂Ω)
)
+ 1
H2a
|u0|1 + 1
N
‖u0‖2L4 +
1
Rm
‖B0‖L3‖u0‖L6 ,
where k f = max{k f 1,8k f 2}, with k f 1 = EcH2a/(ReR2m), k f 2 = Ec/(2Re), and K is the constant appearing in Proposition 9 for
q = 6/5. Unless explicitly addressed, in the sequel we will always take K ≡ K (6/5).
We have the following lemma:
Lemma 12. If (u0,B0) ∈ Z0(Ω), with curlB0 = 0, Td ∈ H1/2(∂Ω) ∩ L∞(∂Ω) and ψ ∈ L1(Ω), assuming that u0 satisﬁes (48) and
Ee(u0,B0, Td,k, f0,ψ)
α2
4λG Kk f
, (63)
there exists a constant R > 0 such that if |(wˆ, Dˆ)|W  R then |G((wˆ, Dˆ))|W  R.
Proof. Let R > 0 be a real number and (wˆ, Dˆ) ∈ Z0(Ω) such that |(wˆ, Dˆ)|W  R . According to the deﬁnition of k f 1, k f 2
and k f , we easily get∥∥G3((wˆ, Dˆ))∥∥L1  k f ∣∣(wˆ, Dˆ)∣∣2W + 8k f 2|u0|21 + ‖ψ‖L1 . (64)
Let us introduce f := G3((wˆ, Dˆ)); then∥∥G2(wˆ, f )∥∥L6/5  ∥∥G˜(w, f )∥∥L6/5 + ∥∥GD(w)∥∥L6/5  K‖ f ‖L1 +meas(Ω)5/6‖Td‖L∞(∂Ω), (65)
with K ≡ K (6/5) = 4C(6/5)S Pr Re meas(Ω)1/6
√
3, as given in Proposition 9. The value meas(Ω)5/6 appears as a consequence
of (59).
For the third step, since we have assumed that (48) is valid, denoting T = G2(wˆ, f ) and recalling Proposition 7 we get
α
∣∣G1((wˆ, Dˆ), T )∣∣W  λF + λG‖T‖L6/5 + 1H2a |u0|1 + 1N ‖u0‖2L4 + 1Rm ‖B0‖L3‖u0‖L6 . (66)
Joining the three inequalities we obtain
α
∣∣G((wˆ, Dˆ))∣∣W  λF + λG‖T‖L6/5 + 1H2a |u0|1 + 1N ‖u0‖2L4 + 1Rm ‖B0‖L3‖u0‖L6
 λF + λG
(
K‖ f ‖L1 +meas(Ω)5/6‖Td‖L∞(∂Ω)
)+ 1
H2a
|u0|1 + 1
N
‖u0‖2L4 +
1
Rm
‖B0‖L3‖u0‖L6
 λF + λG
[
K
(
k f
∣∣(wˆ, Dˆ)∣∣2W + 8k f 2|u0|21 + ‖ψ‖L1)+meas(Ω)5/6‖Td‖L∞(∂Ω)]
+ 1
H2a
|u0|1 + 1
N
‖u0‖2L4 +
1
Rm
‖B0‖L3‖u0‖L6 = k0 + k2
∣∣(wˆ, Dˆ)∣∣2W , (67)
with k0 = Ee(u0,B0, Td,k, f0,ψ)  0, which depends on the source and boundary data, and k2 = λG Kk f > 0, which only
depends on the physical parameters and on the domain Ω .
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of the last inequality, it is enough to prove that there exists a constant R > 0 such that
k0 − αR + k2R2  0. (68)
The case k0 = 0 is trivial, thus we assume k0 > 0. The roots of the corresponding quadratic equation are given by
R± = α ±
√
α2 − 4k0k2
2k2
, (69)
and since R+R− = k0/k2 > 0, the two roots are either positive, or negative or complex. From the expression of k0 and k2 it
is clear that (63) is equivalent to
 = α2 − 4k0k2  0, (70)
and, since we have assumed (48), we know that α > 0. Hence the two conditions guarantee that the equation has two real
positive roots and therefore we are able to ﬁnd a real positive constant R such that G(B(0, R)) ⊂ B(0, R). 
Now we are in a position to prove the main result of this section, which gives the existence of a solution to the coupled
thermal-magnetohydrodynamic problem.
Theorem 13. Under the hypotheses of Lemma 12 the mapping G has at least one ﬁxed point.
Proof. The result is a consequence of applying Schauder ﬁxed point theorem to mapping G . Under the assumed hypotheses
we have already proved in Lemma 12 that there exists a constant R > 0 such that G maps the ball B(0, R) ⊂ Z0(Ω) into
itself. Moreover, mapping G is continuous because of the continuity of mappings G1, G2 and G3. In order to apply the
Schauder ﬁxed point theorem, we must prove the compactness of G .
Let B ⊂ Z0(Ω) be a bounded set. We must prove that for any sequence {(wˆn, Dˆn)} ⊂ B , {G((wˆn, Dˆn))} has a convergent
subsequence. Since Z0(Ω) is a reﬂexive Banach space, there exists a subsequence still denoted by {(wˆn, Dˆn)} such that
(wˆn, Dˆn) ⇀ (wˆ, Dˆ) weakly in Z0(Ω). Due to the deﬁnition of G3, the sequence fn = G3((wˆn, Dˆn)) is bounded in L1(Ω).
Moreover, due to Proposition 9 we also have that Tn = G2(wˆn, fn) is bounded in W 1,6/5(Ω). Hence, there is a subsequence
that we still denote by Tn such that Tn → T strongly in L6/5(Ω). Finally, due to the result proved in Lemma 8, it holds that
G1((wˆn, Dˆn), Tn) = (uˆn, Bˆn) → G1((wˆ, Dˆ), T ) = (uˆ, Bˆ) strongly in Z0(Ω). Thus G(B) is relatively compact, which completes
the proof. 
7. Steady MHD equations without using the Boussinesq approximation
In the previous section we have considered the stationary MHD equations using the Boussinesq approximation. Under
this approximation we were constrained to impose very strict conditions on the given data to ensure the existence of
a solution to our problem (see Lemma 12). As a ﬁrst step, in order to study a more complicated model and following
some of the ideas appearing in [10], we propose a different mathematical model for which, instead of using Boussinesq
approximation, we assume that the density appearing in the gravity force is a function of temperature satisfying certain
properties. For this density function we are able to obtain an a priori bound for the solution of the model, which will lead
to prove the existence of solution under less severe constraints on the data.
7.1. Mathematical model
We consider the steady MHD equations coupled with the heat transfer equation. Following some ideas appeared in [10],
instead of the Boussinesq approximation we consider that density is constant in the left-hand side terms and that it is a
function of temperature in the gravity force term: ρ = ρˆ(T ). Moreover, we assume that function ρˆ : (0,+∞) → (0,+∞)
is strictly positive, continuous and non-increasing. Notice that these assumptions do not hold for the Boussinesq approxi-
mation. The equations, before the non-dimensionalization, are the same that appeared in Section 2.1, except (6) which is
replaced by
−ηu+ ρ(gradu)u+ grad p − 1
μ
(curlB) × B= f0 + ρˆ(T )g. (71)
For the non-dimensionalization B, u and L are as in Section 2.1. All the ﬁelds are normalized as in that section, but
replacing T by T , which stands for the typical value of temperature. The density function ρˆ is normalized by σuB2.
After this normalization, the buoyancy term is expressed in the form ˆ(Tˆ ) = 1
σuB2 ρˆ(T ) = 1σuB2 ρˆ(T Tˆ ). Now, maintaining
the same notation for the normalized ﬁelds we arrive at the following non-dimensionalized system of equations, which
holds in Ω:
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Rm
curl(curlB) − curl(u× B) = 0, (72)
divB= 0, (73)
− 1
H2a
u+ 1
N
(gradu)u+ grad p − 1
Rm
(curlB) × B= f0 + ρˆ(T )g, (74)
divu= 0, (75)
− 1
Pr Re
T + u · grad T = 1
Re
u2
cpT
[
H2a
R2m
|curlB|2 + 1
2
∣∣gradu+ gradut∣∣2]+ ψ. (76)
This system of partial differential equations is completed with boundary conditions (14)–(17), but noticing that now both T
and Td represent normalized temperatures, and not the difference with respect to a reference temperature.
The compatibility and regularity conditions for the given data are the same as those previously introduced in Section 3.1,
but we also assume the heat source ψ to be non-negative and the temperature on the boundary to be strictly positive, i.e.
ψ ∈ L1(Ω), ψ(x) 0 a.e. in Ω, (77)
Td ∈ H1/2(∂Ω) ∩ L∞(∂Ω), Td(x) Tmin > 0 a.e. on ∂Ω. (78)
Moreover, the non-dimensionalized response function ρˆ satisﬁes the properties we have mentioned above.
7.2. An a priori bound for the solutions
In the equations considering the Boussinesq approximation it was not possible to obtain an a priori bound for the so-
lution, due to the buoyancy force term appearing in the right-hand side of the Navier–Stokes equations. Now, since Joule
effect and viscous heating are non-negative, due to condition (77) and as a consequence of Theorem 3.7 in [21], we know
that any temperature T solution to (76) with boundary condition (17) satisﬁes
ess inf
x∈Ω T (x) ess infx∈∂Ω Td(x) = Tmin > 0. (79)
Hence, since ρˆ is continuous and non-increasing, we have
0< ρˆ
(
T (x)
)
 ρˆ(Tmin) = ρˆmax, (80)
and the product ρˆ(T )g satisﬁes∥∥ρˆ(T )g∥∥−1  g∥∥ρˆ(T )∥∥L∞ meas(Ω)1/2  gρˆmaxmeas(Ω)1/2,
where g = |g| is the modulus of gravity acceleration.
Reasoning as in Proposition 6 it can be seen that (u,B) ∈ Z(Ω) is a solution to (72)–(75) along with boundary conditions
(14)–(16) if and only if it is a solution to the problem:
Given f0 , ud, l and k satisfying (30)–(33) and T : Ω →R a measurable function such that T (x) Tmin > 0 a.e. in Ω , ﬁnd
(u,B) ∈ Z(Ω), (81)
satisfying
a0(u,v) + a1(B,C) + c0(u,u,v) − c1(B,B,v) + c1(C,B,u)
= F ((v,C)) +
∫
Ω
ρˆ(T )g · vdx ∀(v,C) ∈ Z0(Ω), (82)
u|∂Ω = ud, (B · n)|∂Ω = l. (83)
We notice that this problem is the same as (36)–(38) except for the gravity force term.
Using the splittings u = uˆ + u0, B = Bˆ + B0 the problem can be reduced to another one with homogeneous boundary
conditions which, taking into account that B0 is irrotational, can be rewritten in the form:
Given u0 ∈ Z(Ω), B0 ∈ Y(Ω) satisfying (42)–(43), and T : Ω → R a measurable function such that T (x)  Tmin > 0 a.e. in Ω ,
ﬁnd
(uˆ, Bˆ) ∈ Z0(Ω) (84)
such that
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− c1(Bˆ,B0,v) + c1(C, Bˆ, uˆ) + c1(C, Bˆ,u0) + c1(C,B0, uˆ)
= F ((v,C)) +
∫
Ω
ρˆ(T )g · vdx− a0(u0,v) − c0(u0,u0,v) − c1(C,B0,u0) ∀(v,C) ∈ Z0(Ω). (85)
The next proposition gives us an a priori bound for any solution of the MHD problem. The proof is analogous to the one
of Proposition 7.
Proposition 14. If u0 ∈ Z(Ω) is a lifting of the boundary condition ud satisfying (48) then, for any solution (uˆ, Bˆ) to problem (84)–(85)
the following inequality holds:∣∣(uˆ, Bˆ)∣∣W  k0α , (86)
with k0 := (λF + λGˆ + 1H2a |u0|1 +
1
N ‖u0‖2L4 + 1Rm ‖B0‖L3‖u0‖L6 ) and λGˆ := Sgρˆmaxmeas(Ω)5/6 .
From this a priori bound for the term (uˆ, Bˆ), and using inequality (59) and Proposition 9, it is also possible to ﬁnd an a
priori estimate for the temperature T in W 1,q(Ω), with q < 3/2 and, in particular, for q = 6/5.
7.3. Linearized version of the MHD problem
First of all, and due to the lower bound given in (79), it is convenient to introduce the convex set
L6/5min(Ω) :=
{
θ ∈ L6/5(Ω): θ(x) Tmin a.e. in Ω
}
.
We can now introduce the linearized version of the MHD problem, which differs from the one presented in Section 4
only in the buoyancy term. This linearized version of the problem reads:
Given (wˆ, Dˆ) ∈ Z0(Ω), T ∈ L6/5min(Ω) and (u0,B0) ∈ Z(Ω) with curlB0 = 0, ﬁnd
(uˆ, Bˆ) ∈ Z0(Ω) (87)
such that
a0(uˆ,v) + a1(Bˆ,C) + c0(wˆ, uˆ,v) + c0(u0, uˆ,v) + c0(uˆ,u0,v) − c1(Bˆ, Dˆ,v)
− c1(Bˆ,B0,v) + c1(C, Dˆ, uˆ) + c1(C, Bˆ,u0) + c1(C,B0, uˆ)
= F ((v,C)) +
∫
Ω
ρˆ(T )g · vdx− a0(u0,v) − c0(u0,u0,v) − c1(C,B0,u0) ∀(v,C) ∈ Z0(Ω). (88)
In the following proposition we prove the existence of a unique solution to this problem, and give an estimate for this
solution independent of the temperature ﬁeld T . The proof is analogous to that of Proposition 7.
Proposition 15. Assuming (48), there exists a unique solution (uˆ, Bˆ) to problem (87)–(88). Moreover,∣∣(uˆ, Bˆ)∣∣W  k0α , (89)
where k0 is the constant appearing in Proposition 14.
We can now introduce the mapping Gˆ1 : Z0(Ω) × L6/5min(Ω) → Z0(Ω), which maps any pair ((wˆ, Dˆ), T ) into
Gˆ1((wˆ, Dˆ), T ) := (uˆ, Bˆ), the corresponding solution to problem (87)–(88).
Lemma 16. Assume that (48) is satisﬁed. Let (wˆn, Dˆn) ⇀ (wˆ, Dˆ) weakly in Z0(Ω) and {Tn} ⊂ L6/5min(Ω) such that Tn → T strongly in
L6/5(Ω). Then T ∈ L6/5min(Ω) and Gˆ1((wˆn, Dˆn), Tn) → Gˆ1((wˆ, Dˆ), T ) strongly in Z0(Ω).
Proof. The fact that T ∈ L6/5min(Ω) is clear, because L6/5min(Ω) is a closed subset of L6/5(Ω). The rest of the proof is analogous
to that of Lemma 8, but substituting the term (G(Tn − T ),v)Ω by
∫
Ω
(ρˆ(Tn) − ρˆ(T ))g · vdx and taking into account that
ρˆ(Tn) → ρˆ(T ) in Lp(Ω) for any 1< p < +∞. 
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The thermal subproblem is identical to the one analyzed in Section 5. Similar to what we did in Section 6 we introduce
the mappings Gˆ2 : Z0(Ω) × L1+(Ω) → W 1,6/5(Ω) ∩ L6/5min(Ω), with Gˆ2(wˆ, f ) := G˜(w, f ) + GD(w), and Gˆ3 : Z0(Ω) → L1+(Ω)
deﬁned as Gˆ3((wˆ, Dˆ)) := 1Re u
2
cpT [
H2a
R2m
|curl Dˆ|2 + 12 |gradw+ gradwt |2]+ψ , where w= wˆ+u0 and we have denoted L1+(Ω) =
{ f ∈ L1(Ω); f  0 a.e. in Ω}. The temperature Gˆ2(wˆ, f ) belongs to L6/5min(Ω) thanks to (77) and (78). As in the previous
case, in order to prove the existence of a solution to our problem it suﬃces to prove the existence of a ﬁxed point of the
mapping Gˆ : Z0(Ω) → Z0(Ω) deﬁned as Gˆ((wˆ, Dˆ)) := Gˆ1((wˆ, Dˆ), Gˆ2(wˆ, Gˆ3((wˆ, Dˆ)))).
Theorem 17. Under assumption (48), if (u0,B0) ∈ Z0(Ω), with curlB0 = 0, ψ satisﬁes (77) and Td satisﬁes (78), then the mapping
Gˆ has at least one ﬁxed point.
Proof. The proof is analogous to that of Theorem 13, just noticing that Proposition 15 yields |Gˆ((wˆ, Dˆ))|W  k0/α ∀(wˆ, Dˆ) ∈
Z0(Ω) and then using Lemma 16. 
Remark 8. We notice that, under assumption (48), we know that any solution to (81)–(83) belongs to the closed ball
B(0,k0/α) from Proposition 14. Thus, from the previous theorem we also know that there exists at least one solution in the
mentioned ball.
7.5. Existence of solution without assuming smallness of the data
The existence results of the two coupled problems analyzed above, given in Theorems 13 and 17, rely on some small-
ness of the given data. Now, following the ideas of [1] we can prove that, for a tangential boundary condition ud , it is
always possible to construct a lifting u0 satisfying (48), which leads to an existence result for the second coupled problem
independently of the size of the given data.
Lemma 18. Let Ω ⊂R3 be a bounded domain with Lipschitz boundary and ud ∈ H1/2T (∂Ω). Then, for every number ε > 0 there exists
a vector uε ∈ H1T (Ω) such that,
divuε = 0 in Ω, (90)
uε = ud on ∂Ω, (91)
‖uε‖L6  ε. (92)
Proof. The proof follows essentially the lines of the one of Lemma 2.2 in [1]. Let us denote by u0 the standard extension
of ud to Ω satisfying ‖u0‖1  Λˆ1‖ud‖1/2,∂Ω , with Λˆ1 independent of ud . For each real number ε0 > 0 we introduce the
truncation function θε0 ∈ C1(Ω) deﬁned as in [11, Lemma III.6.2] (see also [12, Lemma IV.2.4]), satisfying the following
conditions: |θε0(x)|  1 in Ω , θε0 (x) = 1 in a neighborhood of ∂Ω and θε0 (x) = 0 for dist(x, ∂Ω)  2δ(ε0), with δ(ε0) =
e−1/ε0 . Setting wε0 = θε0u0 it is obvious that wε0 ∈ H1T (Ω) and wε0 = ud on ∂Ω . Then, due to the properties of θε0 we know
that wε0(x) → 0 as ε0 → 0 a.e. in Ω , and |wε0(x)| |u0(x)| a.e. in Ω . As a consequence of Lebesgue dominated convergence
theorem, for any ε > 0 there exists ε1 > 0 such that ‖wε1‖L6  ε1+κ6 where κ6 = κ6(Ω) is a suitable constant to be precised
later. Since wε1 ∈ H1T (Ω), using the results of [11, Chapter III] there exists vε1 ∈ H10(Ω) such that divvε1 = divwε1 and‖vε1‖L6  κ6‖wε1‖L6 . The function uε =wε1 − vε1 fulﬁlls all the requirements. 
The previous lemma allows us to prove the existence of solution, for a tangential velocity boundary condition, without
assuming smallness of the data.
Theorem 19. Let f0 , l, k, ψ and Td satisfying (30), (32), (33), (77) and (78), respectively. Let ρˆ : (0,+∞) → (0,+∞) be continu-
ous and non-increasing and ud ∈ H1/2T (∂Ω). Then there exists at least one solution ((u,B), T ) to problem (72)–(76) with boundary
conditions (14)–(17).
Proof. It is well known that for any u ∈ L6(Ω) we have ‖u‖L4  meas(Ω)1/12‖u‖L6 . Since ud ∈ H1/2T (∂Ω) we can apply
Lemma 18 with ε < min{meas(Ω)−1/12N/(H2a S4),1/(RmκC1)} to construct a divergence-free ﬁeld u0 ∈ H1T (Ω) such that
u0|∂Ω = ud and satisfying (48). The result follows from Theorem 17 and the fact that any ﬁxed point of Gˆ is also a solution
to the mentioned problem. 
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In the previous sections we have proved existence results for the two models presented in this article. We are now going
to prove uniqueness results under more severe restrictions on the given data and on the domain. In particular, in the sequel
we will assume that Ω is a bounded domain of class C1.
8.1. Equivalence of the solution by transposition and the weak solution
The technique we will use to prove the uniqueness under smallness of the data will require some results of Lipschitz
continuity on bounded sets for the mappings appearing in the deﬁnition of mapping G . In particular we will make use of
the Lipschitz continuity on bounded sets of the mapping G˜ , deﬁned in Section 5, with respect to u and f . In order to prove
this result it is not convenient to write the thermal problem with L1 sources in the form of (55), because the test functions
depend on the velocity u. Instead, we will rewrite the problem in a weak formulation, using a theorem presented in [20]
to show that both formulations are equivalent. This theorem requires a smooth domain, therefore from now on we assume
that Ω is bounded and of class C1. The result is proved for a general temperature T ∈ W 1,q(Ω) with q < 3/2, but later on
we will only require T ∈ W 1,6/5(Ω).
For u ∈ H1(Ω) we have already introduced the bilinear form au : H10(Ω) × H10(Ω) → R in (51). Now, for 6/5 q < 3/2
we introduce the bilinear form aq,u : W 1,q0 (Ω) × W 1,q
′
0 (Ω) →R deﬁned as
aq,u(T , z) := 1
Pr Re
∫
Ω
grad T · grad zdx+
∫
Ω
u · grad T zdx.
We notice that the bilinear forms au(,) and aq,u(,) only differ in the spaces on which they are deﬁned. Moreover, it holds
that au(T , z) = aq,u(T , z) ∀T ∈ H10(Ω), ∀z ∈ W 1,q
′
0 (Ω).
Let f ∈ L1(Ω) and 6/5 q < 3/2, we say that T is a weak solution in W 1,q0 (Ω) to problem (53) if⎧⎪⎪⎨⎪⎪⎩
T ∈ W 1,q0 (Ω),
aq,u(T , z) =
∫
Ω
f zdx ∀z ∈ D(Ω). (93)
Notice that the space of test functions can be replaced by W 1,q
′
0 (Ω).
Proposition 20. The solution by transposition to problem (53) is also a weak solution in W 1,q0 (Ω) to the same problem.
Proof. Let f ∈ L1(Ω) and T = G∗ut f be the corresponding solution by transposition. Let { fn} ⊂ L2(Ω) such that fn → f
strongly in L1(Ω) and denote by Tn their corresponding weak solutions in H10(Ω). We have Tn = G∗ut fn , as we have estab-
lished in Section 5. Since G∗ut is continuous we have Tn → T strongly in W 1,q0 (Ω). Moreover, as Tn ∈ H10(Ω) we have
aq,u(Tn, z) = au(Tn, z) =
∫
Ω
fnzdx ∀z ∈ W 1,q
′
0 (Ω),
and due to the continuity of the bilinear form aq,u(,) we obtain that T is a solution to (93). 
Similar to the deﬁnition of Lu given in (50), we introduce the operator L0 : H10(Ω) → H−1(Ω) deﬁned as L0T :=
− 1Pr Re T . Assuming that Ω is a bounded domain of class C1, the operator L0 : W
1,p
0 (Ω) → W−1,p(Ω) is an isomorphism
for p ∈ (1,+∞) (see [20, Th. 4.6]).
Lemma 21. LetΩ ⊂R3 be a bounded domain of class C1 and u ∈ Z(Ω). Ifψ ∈ H10(Ω) is such that L−uψ ∈ D(Ω) thenψ ∈ W 1,p(Ω)
for any p < +∞.
Proof. Let us denote g = L−uψ ∈ D(Ω). Then, function ψ is the unique solution to the problem{
ψ ∈ H10(Ω),
L0ψ = g˜ in Ω,
(94)
with g˜ = g + u · gradψ . From the Sobolev injection, it is easy to see that Lq(Ω) ⊂ W−1,q∗ (Ω) with 1q∗ = 1q − 13 for any
q ∈ (1,3]. Since u ∈ H1(Ω) ⊂ L6(Ω) and gradψ ∈ L2(Ω), we know that g˜ ∈ L3/2(Ω) ⊂ W−1,3(Ω). From the above lemma,
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that g˜ ∈ L3(Ω) ⊂ W−1,p(Ω) and then ψ ∈ W 1,p0 (Ω) for all p < +∞. 
The following lemma proves that a weak solution in W 1,q0 (Ω) is in fact the solution by transposition.
Lemma 22. Let Ω ⊂R3 be a bounded domain of class C1 , u ∈ Z(Ω), f ∈ L1(Ω) and q a given real number such that 6/5 q < 3/2.
Then T is a solution to (55) if and only if it is a solution to (93).
Proof. The ﬁrst implication has been proved in Proposition 20. The other implication is a consequence of the previous
lemma. Indeed, let T be a solution of (93), and ψ ∈ H10(Ω) ∩ L∞(Ω) be such that L−uψ ∈ D(Ω). From the previous lemma
we know that ψ ∈ W 1,q′ (Ω) ∀q < 3/2. Then, for any q ∈ [6/5,3/2) we have∫
Ω
(L−uψ)ϕ dx= 〈L−uψ,ϕ〉D′(Ω),D(Ω) = au(ϕ,ψ) = aq,u(ϕ,ψ) ∀ϕ ∈ D(Ω). (95)
Now, since D(Ω) is dense in W 1,q0 (Ω), L−uψ ∈ D(Ω) ⊂ L∞(Ω), ψ ∈ W 1,q
′
(Ω) and aq,u(,) is a bilinear and continuous
form, the following Green’s formula holds:∫
Ω
ϕ(L−uψ)dx= aq,u(ϕ,ψ) ∀ϕ ∈ W 1,q0 (Ω).
In particular, taking ϕ = T we have∫
Ω
T (L−uψ)dx= aq,u(T ,ψ) =
∫
Ω
fψ dx,
because T is a solution to (93). As the result is valid for any arbitrary ψ , we have proved that T is solution to (55). 
Remark 9. In fact, it can be seen that T belongs to the intersection
⋂
1<q<3/2 W
1,q
0 (Ω).
Once we have proved the equivalence of both formulations, we can prove the Lipschitz continuity result using the weak
formulation.
Lemma 23. Let f ∈ L1(Ω) and u1,u2 ∈ Z(Ω). Let us consider the mapping G˜ deﬁned in Section 5. Then the following estimate holds∥∥G˜(u1, f ) − G˜(u2, f )∥∥1,q  K (q)‖uˆ1 − uˆ2‖L6∥∥G˜(u2, f )∥∥1,6/5, (96)
where K (q) is the constant appearing in Proposition 9. In particular, K (q) is independent of the velocities u1 , u2 and of the source
term f .
Proof. Let us denote T˜ i = G˜(ui, f ) for i = 1,2. Lemma 22 states that ﬁelds T˜ i ∈ W 1,q0 (Ω) satisfy
1
Pr Re
∫
Ω
grad T˜ i · gradϕ dx+
∫
Ω
ui · grad T˜ iϕ dx=
∫
Ω
f ϕ dx ∀ϕ ∈ D(Ω), i = 1,2, (97)
and subtracting the two equations we get that T˜1 − T˜2 ∈ W 1,q0 (Ω) and satisﬁes
1
Pr Re
∫
Ω
grad(T˜1 − T˜2) · gradϕ dx+
∫
Ω
u1 · grad(T˜1 − T˜2)ϕ dx= −
∫
Ω
(u1 − u2) · grad T˜2 ϕ dx ∀ϕ ∈ D(Ω).
Since u1,u2 ∈ Z(Ω) ⊂ L6(Ω) and grad T˜2 ∈ L6/5(Ω) we have (u1 − u2) · grad T˜2 ∈ L1(Ω). Moreover, u1 ∈ Z(Ω) and, as a
consequence of Lemma 22, we deduce
T˜1 − T˜2 = G˜
(
u1,−(u1 − u2) · grad T˜2
)
.
Hence, we can apply Proposition 9 to obtain
‖T˜1 − T˜2‖1,q  K (q)
∥∥(u1 − u2) · grad T˜2∥∥L1  K (q)‖u1 − u2‖L6‖T˜2‖1,6/5. 
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The result of uniqueness for the model using the Boussinesq approximation is given in the following theorem.
Let
Eu(u0,B0, Td,k, f0,ψ) = k˜1
√
k0
k2
+ k˜2
k2
k0 + k˜0,
with k0 and k2 the constants appearing in Lemma 12, and k˜0, k˜1, k˜2 having the following expressions:
k˜0 = λG
(
meas(Ω)S2Pr Re‖Td‖L∞(∂Ω) + 4K EcRe |u0|1 + SK
2(8k f 2|u0|21 + ‖ψ‖L1)), (98)
k˜1 = 2λG K Ec
Re
max
{
H2a
R2m
,2
}
+ √2max
{
1
N
S24,
1
Rm
SC1κ
}
, (99)
k˜2 = λG SK 2k f . (100)
Notice that, similar to Ee , Eu only depends on the boundary and source data.
Theorem 24. If (u0,B0) ∈ Z0(Ω), with curlB0 = 0, Td ∈ H1/2(∂Ω) ∩ L∞(∂Ω) and ψ ∈ L1(Ω), assuming (48) and the conditions
0< Ee(u0,B0, Td,k, f0,ψ)
α2
4λG Kk f
, (101)
Eu(u0,B0, Td,k, f0,ψ) < α, (102)
there exists a constant R > 0 such that there is only one ﬁxed point of mapping G in the ball B(0, R).
Proof. Let us assume that (uˆ1, Bˆ1), (uˆ2, Bˆ2) are two ﬁxed points of mapping G . We want to prove that there exists R > 0
and a constant L < 1 such that if (uˆ1, Bˆ1), (uˆ2, Bˆ2) ∈ B(0, R) then∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W = ∣∣G((uˆ1, Bˆ1))− G((uˆ2, Bˆ2))∣∣W  L∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W . (103)
In order to obtain the previous inequality, we must prove some results of Lipschitz continuity for the mappings appearing
in the deﬁnition of G .
First of all, for mapping G3 we have the following Lipschitz continuity result:∥∥G3((uˆ1, Bˆ1))− G3((uˆ2, Bˆ2))∥∥L1
 Ec
Re
(
max
{
H2a
R2m
,2
}(∣∣(uˆ1, Bˆ1)∣∣W + ∣∣(uˆ2, Bˆ2)∣∣W)∣∣(uˆ1 − uˆ2, Bˆ1 − Bˆ2)∣∣W + 4|u0|1|uˆ1 − uˆ2|1). (104)
Now we recall that mapping G2 was deﬁned as G2(uˆ, f ) := G˜(u, f ) + GD(u), with u= uˆ+ u0. Writing problem (57) for u1
and u2, subtracting the two equations and using (59), it is easily seen that∣∣GD(u1) − GD(u2)∣∣1  Pr Re meas(Ω)1/3‖Td‖L∞(∂Ω)‖u1 − u2‖L6 . (105)
Denoting f i = G3(uˆi, Bˆi) and T˜ i = G˜(ui, f i) for i = 1,2, from Proposition 9, Lemma 23 and inequality (20) we obtain∥∥G˜(u1, f1) − G˜(u2, f2)∥∥1,6/5

∥∥G˜(u1, f1 − f2)∥∥1,6/5 + ∥∥G˜(u1, f2) − G˜(u2, f2)∥∥1,6/5
 K‖ f1 − f2‖L1 + K‖u1 − u2‖L6‖T˜2‖1,6/5  K‖ f1 − f2‖L1 + SK |u1 − u2|1‖T˜2‖1,6/5. (106)
Now, since uˆ1 and uˆ2 are two ﬁxed points of mapping G , from the deﬁnition of G we have (uˆi, Bˆi) = G((uˆi, Bˆi)) =
G1((uˆi, Bˆi), Ti), for i = 1,2, where Ti = G2(uˆi, f i).
Since (uˆi, Bˆi) are the solutions to the corresponding linearized MHD problems, subtracting the equations of the two
problems and reasoning as in Lemma 8 we arrive at
a0(uˆ1 − uˆ2, uˆ1 − uˆ2) + a1(Bˆ1 − Bˆ2, Bˆ1 − Bˆ2) + c0(uˆ1 − uˆ2, uˆ2, uˆ1 − uˆ2) + c0(uˆ1 − uˆ2,u0, uˆ1 − uˆ2)
− c1(Bˆ2, Bˆ1 − Bˆ2, uˆ1 − uˆ2) + c1(Bˆ1 − Bˆ2, Bˆ1 − Bˆ2, uˆ2) + c1(Bˆ1 − Bˆ2, Bˆ1 − Bˆ2,u0)
= −(G(T1 − T2), uˆ1 − uˆ2) . (107)Ω
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N
‖uˆ‖L4‖vˆ‖L4 |wˆ|1 +
1
Rm
|Cˆ|X‖Bˆ‖L3‖wˆ‖L6 +
1
Rm
|Dˆ|X‖Bˆ‖L3‖vˆ‖L6
 1
N
S24|uˆ|1|vˆ|1|wˆ|1 +
1
Rm
SC1κ |Bˆ|X
∣∣(vˆ, Cˆ)∣∣W ∣∣(wˆ, Dˆ)∣∣W

√
2max
{
1
N
S24,
1
Rm
SC1κ
}∣∣(uˆ, Bˆ)∣∣W ∣∣(vˆ, Cˆ)∣∣W ∣∣(wˆ, Dˆ)∣∣W , (108)
and using in (107) this last inequality and condition (48) we obtain
α
∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W  λG‖T1 − T2‖L6/5 + √2max{ 1N S24, 1Rm SC1κ
}∣∣(uˆ2, Bˆ2)∣∣W ∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W .
Then, using inequalities (20), (21), (105) and (106) and estimates (59) and (60) we get
α
∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W  λG(meas(Ω)2/3S∣∣GD(u1) − GD(u2)∣∣1 + SK (6/5)|uˆ1 − uˆ2|1∥∥G˜(u2, f2)∥∥1,6/5
+ K (6/5)‖ f1 − f2‖L1
)+ √2max{ 1
N
S24,
1
Rm
SC1κ
}∣∣(uˆ2, Bˆ2)∣∣W ∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W
 λG
(
meas(Ω)S2Pr Re‖Td‖L∞(∂Ω)|uˆ1 − uˆ2|1 + SK 2|uˆ1 − uˆ2|1‖ f2‖L1 + K‖ f1 − f2‖L1
)
+ √2max
{
1
N
S24,
1
Rm
SC1κ
}∣∣(uˆ2, Bˆ2)∣∣W ∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W .
Finally, using the inequalities (64) and (104) we have
α
∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W  λG[meas(Ω)S2Pr Re‖Td‖L∞(∂Ω)|uˆ1 − uˆ2|1
+ SK 2(k f ∣∣(uˆ2, Bˆ2)∣∣2W + 8k f 2|u0|21 + ‖ψ‖L1)|uˆ1 − uˆ2|1
+ K Ec
Re
(
max
{
H2a
R2m
,2
}(∣∣(uˆ1, Bˆ1)∣∣W + ∣∣(uˆ2, Bˆ2)∣∣W)+ 4|u0|1)∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W]
+ √2max
{
1
N
S24,
1
Rm
SC1κ
}∣∣(uˆ2, Bˆ2)∣∣W ∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W .
As we have assumed that |(uˆi, Bˆi)|W  R for i = 1,2, it is possible to ﬁnd a constant L < 1 such that (103) is satisﬁed if
k˜2R
2 + k˜1R + (k˜0 − α) < 0, (109)
with k˜0, k˜1 and k˜2 the constants given in the statement.
Under assumptions (48) and (101) we have already proved in Theorem 13 that there exists at least one solution in the
closed ball B(0, R−), with
R− = α −
√
α2 − 4k0k2
2k2
= 2k0
α +
√
α2 − 4k0k2
 2k0
α
.
Moreover, since R−R+ = k0/k2 > 0 and 0 < R−  R+ , we have R− 
√
k0/k2. Replacing R with R− in (109) and using that
R2− = (−k0 + αR−)/k2 we get the following inequality:(
k˜1 + k˜2
k2
α
)
R− + k˜0 − α − k˜2
k2
k0 < 0.
This will be guaranteed whenever
k˜1
√
k0
k2
+ k˜2
k2
2k0 + k˜0 − α − k˜2
k2
k0 < 0.
This condition is equivalent to (102). Hence, in the closed ball B(0, R−) the ﬁxed points satisfy (103), and uniqueness in
that ball follows. 
Summarizing, the above theorem states that, under certain conditions of smallness on the boundary and source data,
there exists a solution of the problem in a certain closed ball B(0, R) contained in the space Z0(Ω), and the solution is
unique in the mentioned ball.
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In the previous section we have proved a uniqueness result for the MHD model under the Boussinesq approximation.
Now we are going to prove a uniqueness result for the model introduced in Section 7. The result requires further assump-
tions on the response function ρˆ .
Theorem 25. Let (u0,B0) ∈ Z0(Ω), with curlB0 = 0, and let ψ ∈ L1(Ω) and Td ∈ H1/2(∂Ω) ∩ L∞(∂Ω) satisfying (77) and (78),
respectively. Assuming that the response function ρˆ is Lipschitz continuous, namely∣∣ρˆ(θ1) − ρˆ(θ2)∣∣Λρ |θ1 − θ2| ∀θ1, θ2 ∈ [Tmin,+∞), (110)
then under the assumptions (48) and
k˜2k
2
0 + αk˜1k0 + (k˜0 − α)α2 < 0, (111)
there exists a unique ﬁxed point of themapping Gˆ : Z0(Ω) → Z0(Ω). Moreover, it belongs to the closed ball B(0, R0), with R0 = k0/α.
The constant k0 has been introduced in Proposition 14, and k˜2 , k˜1 , k˜0 are given by
k˜2 = S2gΛρK 2k f ,
k˜1 = 2SgΛρK 1
Re
u2
cpT
max
{
H2a
R2m
,2
}
+ √2max
{
1
N
S24,
1
Rm
SC1κ
}
,
k˜0 = SgΛρ
(
meas(Ω)S2Pr Re‖Td − Tmin‖L∞(∂Ω) + 4K 1Re
u2
cpT
|u0|1 + SK 2
(
8k f 2|u0|21 + ‖ψ‖L1
))
,
where now k f = max{u2H2a/(cpT ReR2m),8k f 2} and k f 2 = u2/(2cpT Re).
The assumption (48) clearly imposes a condition of smallness on the lifting u0. Concerning the assumption (111) and
recalling the deﬁnition of constants k0 and k˜0, this condition ﬁrst imposes smallness on the source data f, k, and ψ , and on
the lifting u0 and B0. It also requires a small difference between the minimum and maximum temperature on the boundary,
and a condition of smallness on the maximum density ρˆmax. If we assume that density function ρˆ tends to zero as the
temperature tends to inﬁnity, then these two conditions can be fulﬁlled at the same time and therefore condition (111) can
also be satisﬁed.
As we have already noticed in Remark 8, under condition (48) and setting R0 = k0/α, we know that every solution
(uˆ, Bˆ) ∈ Z0(Ω) belongs to the closed ball B(0, R0) and there exists at least one solution in that ball. The theorem states
that under condition (111) this solution is unique.
Proof of Theorem 25. The proof is similar to the one of Theorem 24. Firstly, concerning the mapping Gˆ3 we notice that
(104) is replaced by a similar inequality, substituting Eckert number Ec by u2/(cpT ). Secondly, the estimate (64) holds with
k f 2 = u2/(2cpT Re) and k f = max{u2H2a/(cpT ReR2m),8k f 2}.
The deﬁnition of mapping Gˆ2 is essentially identical to that of mapping G2, hence the same estimates proved in the
previous section for this mapping, or for mappings GD and G˜ , remain valid. However, the result given in (105) can be
improved in the sense that, instead of the norm ‖Td‖L∞(∂Ω) , it is the difference between the maximum and the minimum
temperatures on the boundary what is involved. To obtain the result, we ﬁrst observe that the solution GD(u) does depend
on the boundary condition Td . Therefore, introducing a slight abuse of notation, we will refer to GD(u) as GD(u, Td). Since
problem (57) is linear, we know that GD(u, Td) = GD(u, Td − c) + GD(u, c) = GD(u, Td − c) + c for every constant c ∈ R.
In particular, taking c = Tmin (the value deﬁned in (78)), the result obtained in (105) is transformed into∣∣GD(u1) − GD(u2)∣∣1  Pr Re meas(Ω)1/3‖Td − Tmin‖L∞(∂Ω)‖u1 − u2‖L6 . (112)
Finally, let us assume that (uˆ1, Bˆ1), (uˆ2, Bˆ2) ∈ Z0(Ω) are two ﬁxed points of mapping Gˆ and such that |(uˆi, Bˆi)|W  R ,
i = 1,2. Reasoning as in Theorem 24 and using the Lipschitz continuity of ρˆ we obtain
α
∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W
 SgΛρ
[
meas(Ω)S2Pr Re‖Td − Tmin‖L∞(∂Ω)|uˆ1 − uˆ2|1
+ K 1
Re
u2
cpT
(
max
{
H2a
R2m
,2
}(∣∣(uˆ1, Bˆ1)∣∣W + ∣∣(uˆ2, Bˆ2)∣∣W)+ 4|u0|1)∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W
+ SK 2(k f ∣∣(uˆ2, Bˆ2)∣∣2W + 8k f 2|u0|21 + ‖ψ‖L1)|uˆ1 − uˆ2|1]
+ √2max
{
1
S24,
1
SC1κ
}∣∣(uˆ2, Bˆ2)∣∣W ∣∣(uˆ1, Bˆ1) − (uˆ2, Bˆ2)∣∣W .N Rm
468 A. Bermúdez et al. / J. Math. Anal. Appl. 368 (2010) 444–468Therefore, a condition for Gˆ analogous to (103) is satisﬁed whenever k˜2R2 + k˜1R + (k˜0 − α) < 0, with the constants k˜ j
deﬁned in the statement. Clearly, taking R = R0 = k0/α this condition is equivalent to (111), which ends the proof. 
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