Abstract-A loss of heterozygosity (LOH) event occurs when, by the laws of Mendelian inheritance, an individual should be heterozygote at a given site but, due to a deletion polymorphism, is not. Deletions play an important role in human disease and their detection could provide fundamental insights for the development of new diagnostics and treatments. In this paper, we investigate the parsimonious loss of heterozygosity problem (PLOHP), i.e., the problem of partitioning suspected polymorphisms from a set of individuals into a minimum number of deletion areas. Specifically, we generalize Halldó rsson et al.'s work by providing a more general formulation of the PLOHP and by showing how one can incorporate different recombination rates and prior knowledge about the locations of deletions. Moreover, we show that the PLOHP can be formulated as a specific version of the clique partition problem in a particular class of graphs called undirected catch-point interval graphs and we prove its general N P-hardness. Finally, we provide a state-of-the-art integer programming (IP) formulation and strengthening valid inequalities to exactly solve real instances of the PLOHP containing up to 9,000 individuals and 3,000 SNPs. Our results give perspectives on the mathematics of the PLOHP and suggest new directions on the development of future efficient exact solution approaches.
INTRODUCTION
T HE recent completion of the Hap Map project [1] has shown that any two copies of the human genome differ from one another by approximately 0.1 percent of nucleotide sites, i.e., one variant per 1,000 nucleotides, on average, [2] , [3] , [4] , [5] . The most common variants, called single nucleotide polymorphisms (SNPs) (see Fig. 1 ), together with the recombination process, constitute the predominant form of human variation [6] , [7] , [8] . A large number of other types of variations exist in nature, including insertions, inversions, and translocations. One type of variation being deletions, which occur when a subsequence of the human genome is present in a reference genome but is not in the genome of an individual being analyzed.
When the genotypes of a child and its two parents are known a deletion polymorphism may be observed as a loss of heterozygosity (LOH) event on the child chromosome. Specifically, the laws of Mendelian inheritance dictate that each individual inherits one copy of a chromosome from the father and one from the mother. Hence, for a given SNP, an individual can be either homozygous, i.e., the nucleotides of the parental DNA strands are equal, or heterozygous, i.e., the nucleotides of the parental DNA strands are different. For example, the first individual in Fig. 1 is homozygous at the first SNP and heterozygous at the second SNP. When a deletion polymorphism occurs, an individual carries only a single copy of the chromosomal segment while the other is missing. As an example, the first individual in Fig. 1 carries a deletion at the third SNP of the considered chromosome region (denoted by the symbol "À"). If the deletion is de novo, the lack of information concerns only the individual and not the respective parents. Otherwise, the deletion is said to be inherited, i.e., passed from one of the two parents to the child. If the deletion event modifies the heterozygosity of an individual at a given site of a chromosomal region then we say that an LOH event occurred at that site.
Deletions may have a negative impact on the health of an individual and may give rise to several human diseases. For example, recent studies showed that schizophrenia [9] , multiple sclerosis [10] , Alzheimer [11] , type I diabetes [12] , obesity [13] , and some cardiovascular diseases [14] , [15] , [16] are associated with large recurrent deletion events occurred across the genomes of the affected individuals [17] . A shared hope in the scientific community is that detecting deletions across the genome of individuals could be of fundamental assistance for the diagnosis and the treatment of certain human diseases, hence considerable research efforts have been dedicated to this task in recent years [1] .
A natural approach to perform the task of finding deletions consists of comparing the genomes of a given population of affected individuals with the genomes from a population of unaffected ones. However, the genomes of the individuals are generally not readily available, and even if they were, the comparison process would be laborious, time-consuming, and cost-prohibitive due to the large amount of data to analyze. Hence, the use of predictive models is usually considered as an alternative to the experimental approach [18] . In this context, a number of methods for the detection of deletions have been suggested in the literature, including tiling arrays [19] and highthroughput sequencing [20] , [21] .
In this paper, we focus on detecting germline deletions from genotype data of an offspring and his parents. These data may be derived from SNP arrays, which have been used for genome-wide association studies at a number of laboratories, see, for example, [10] , [22] , [23] , and [24] . Somatic mutations might also be detected in a similar framework to the one presented here, given genotypes from multiple tissues of the individual being studied.
It is worth noting that detecting deletions from genotype data may not be straightforward due to the limit of current genotyping technology and the presence of uncertainty in the genotyping process. In fact, current SNP genotyping technology is not able to discern easily the difference between a homozygous site and a deletion; hence, the output will always be a homozygous SNP even if the true genotype of the individual may carry only a single copy of the genotype. Moreover, even if a deletion polymorphism were observed in molecular data, such an event could be due either to the presence of real deletions or to genotyping errors, i.e., misreadings caused by the genotyping technology [25] . In this paper, we address these major limitations. Specifically, our work is an extension of one of the problems presented in Halldó rsson et al. [10] , which dealt with the problem of detecting deletions as well as the problem of determining haplotypes from genotypes. Here, we extend their work on deletions and present a more general predictive model able to incorporate prior knowledge about the locations of deletions in the human genome and the probability of genotyping error. We show that the problem of detecting deletions from genotype data can be formulated as a specific version of the clique partition problem in a particular class of graphs called undirected catch-point interval graphs. We prove that this problem is N P-hard in general and we provide a methodology to solve it based on integer programming (IP). Specifically, we present an IP formulation and strengthening valid inequalities to reduce the solution space. We then demonstrate through a series of empirical tests on real and artificial data that this formulation is often characterized by a small gap between the optimal solution and its nonintegral linear programming bound relative to the prior art as well as often substantially faster processing of very large instances of the problem containing up to 9,000 individuals and 3,000 SNPs. The work, thus, gives a perspective on the mathematics of detecting deletions from genotype data, provides methodology suitable for provably optimal solution of hard real instances that resist all prior approaches, and suggests new directions on the development of future efficient exact solution approaches.
NOTATION AND PROBLEM FORMULATION
In this section, we state the problem of detecting deletions from genotype data in terms of an optimization problem. To this end, consider a trio t, i.e., a set of two parents and an offspring, and let s denote an SNP genotyped in t. Then, one of the following three situations may occur:
1. The SNP s can be inconsistent with a loss of heterozygosity (ILOH), a situation that occurs when the child is heterozygous. In this case, different alleles must have been inherited from each parent. For example, this is the case in the first highlighted column of the sequences of the trio shown in Fig. 2 . 2. The SNP s can be consistent with a loss of heterozygosity (CLOH), a situation that occurs when a deletion may (but needs not) be introduced to explain the trio's inheritance pattern. For example, by referring to the second highlighted column of the sequences of the trio shown in Fig. 2 , the SNP of the child could be explained by means of a deletion of the paternal pattern. 3. The SNP s can show evidence of a loss of heterozygosity (ELOH), a situation that occurs when a deletion or a genotyping error are the only possible explanations for the trio inheritance pattern. For example, by referring to the third highlighted column of the sequences of the trio shown in Fig. 2 , the SNP of the child can be explained only by means of a deletion of the maternal pattern. Using the definitions described above, a trio genotyped at m SNPs can be encoded as a string of length m over an alphabet AE ¼ f1; 0; Xg, where "1" codes for an SNP ILOH, "0" codes for an SNP CLOH, and "X" codes for an SNP showing evidence of LOH [10] . For example, the string t ¼ hX100X0X010i in Fig. 3 represents a trio genotyped at 10 SNPs, thereof five consistent with having an LOH, three showing ELOH, and two inconsistent with having an LOH.
Let SN P denote a set of m SNPs, and T ¼ ft p g a set of n trios genotyped at the m SNPs in SN P. Consider a subset Q of trio/SNP pairs in T X and their corresponding intervals. We define a region compatible with a deletion (RCD) as any subset S Q of mutually compatible intervals ½l RCDs play a central role in detecting deletions in the human genome. In fact, as genotyping errors are usually sporadic during the genotyping phase, high concentrations of CLOH or ELOH SNPs located in specific areas of T are likely to indicate the presence of true underlying deletions. As deletion events are rare in nature, the number of such areas can be expected to be small. Halldó rsson et al. [10] proposed to exploit these insights to detect deletions in T . Specifically, denote R and E as the set of RCDs and the set of genotyping errors in T , respectively, and hðÞ and gðÞ as the costs of detecting an RCD 2 R and a genotyping error 2 E, respectively, the authors proposed to solve the following optimization problem to accomplish the task:
Problem. The parsimonious loss of heterozygosity problem (PLOHP). Given a set T of n trios having m SNP each, minimize the overall cost
such that each entry in T X is either compatible with a deletion or is classified as a genotyping error.
Halldó rsson et al. [10] assumed that functions hðÞ and gðÞ always assign the same cost to each 2 R and 2 E, respectively. We relax this aspect and generalize the PLOHP to the case where we can have different costs depending on the SNP and deletion being considered. In fact, genotyping technologies are usually characterized by a high variability in the quality of the SNP genotypes produced [26] . A common method for dealing with these is to remove from analysis markers that show many ELOH events [22] , this method, however, may remove most of the signal from the data in the preprocessing step. Similarly, different regions in the genome may have different propensity for carrying deletions [20] . This fact justifies the need to weigh the different SNPs based on their probability of being a genotyping error. Hence, in what follows, we shall assume that functions h and g are generic functions.
The PLOHP is based on the parsimony principle [27] . This fact implies that the optimal solutions to the problem provide estimations of deletion events that, in the worst case, are lower bounds on the overall number of true deletion events occurred in the set of trios being considered [28] , [29] . Halldó rsson et al. [10] conjectured the general N P-hardness of the PLOHP but did not investigate the issue any further. In the next sections, we shall address this major issue and provide an algorithm able to exactly solve practical-use instances of the problem.
The LOH Graph
We revisit the graphs defined in [10] , which we shall term LOH graphs and turn out useful in transforming the PLOHP into a particular version of the minimum clique partition problem (MCPP) [30] .
To characterize such a class of graphs, consider a set of trios T and denote I k ¼ ð½l k ; r k ; x k Þ as the interval induced by the kth trio/SNP pair in T X , where x k denote the position of the SNP having value "X" in the interval and l k and r k denote the left and right margins of x k , respectively. Moreover, denote I as the set of intervals induced by T and set ¼ jIj. Consider a graph G having a vertex for each interval I k , k ¼ 1; . . . ; jT X j, and an edge between two vertices if a given intersection rule is satisfied. If concerns just the presence/absence of an intersection between two distinct intervals then G is a classical interval graph (see [31] ). If the intersection rule also involves the position x k of the SNP having value "X" in the interval then G is a catch-point interval graph (see [32] ). If concerns the presence/absence of mutual compatibility between two distinct intervals then G then becomes the symmetric restriction of a catch-point interval graph which is called undirected catch-point interval graphs or, more simply, an LOH graph (LOHG).
The class of the LOHGs can be seen as a generalization of the class of the interval graphs. In fact, the following proposition holds: Proposition 1. The class of the LOHGs strictly contains the class of the interval graphs.
Proof. A generic interval ½l k ; r k of an interval graph is completely characterized by the left and right margins l k and r k , respectively. In contrast, a generic interval of an LOHG G is completely characterized by the pair ð½l k ; r k ; x k Þ, i.e., by an interval and a point belonging to that interval. Now, denotel ¼ min k2f1;2;...;g l k and observe that we can transform any interval graph G I into a LOHG G by mapping each interval ½l k ; r k of G I into the interval ð½l; r k ; l k Þ of G (see, e.g., Fig. 4 ). Hence, any interval graph is also an LOHG. To complete the proof, it is sufficient to show that the converse is not true. In fact, the class of interval graphs belongs to the class of the perfect graphs [33] , which in turn implies that interval graphs do not contain odd cycles of length greater than or equal to 5 [34] . In contrast, the class of the LOHGs may also include such cycles, as shown, for example, in Fig. 5 . t u
Given an instance of the PLOHP and its corresponding LOHG, G, we observe that by definition, the RCDs in T correspond to cliques in G, i.e., to complete subgraphs of G. We also recall that a maximal clique of a graph is a clique that is not a subset of a larger clique and a maximum clique is a clique of maximum size. Then, the following result holds for LOHGs:
Proposition 2. Let G be an LOHG. Then G contains at most ð À 1Þ=2 maximal cliques. Proof. Take any set of vertices that forms a maximal clique C in G and consider the corresponding set of pointed intervals in I. Let v l and v r be the nodes whose corresponding "x" values x v l and x v r are the furthest to the left and to the right, respectively, in the set of pointed intervals induced by C. Each vertex v in the clique is connected to these two vertices and its corresponding pointed interval is such that x v 2 ½x v l ; x v r ½l v ; r v . Hence, a clique can be defined by the leftmost and rightmost vertices, respectively, and as a consequence G contains at most ð À 1Þ=2 maximal cliques. t u
We note that this implies that the maximum clique problem can be solved in polynomial time in an LOH Graph. Enumerating all cliques can be performed in polynomial time by choosing all possible distinct pairs of values x v l and x v r in I and, for each of them, by listing the pointed intervals such that x v 2 ½x v l ; x v r ½l v ; r v .
In Section 4, we shall exploit Proposition 2 to develop an exact approach to solution of the PLOHP based on IP.
THE COMPLEXITY OF THE PLOHP
Given an instance of the PLOHP and its corresponding LOHG, G, we note that in any optimal solution to the instance, a genotyping error will always be an SNP that does not belong to any RCD selected. Hence, in any optimal solution to the instance, a genotyping error will correspond to a clique of G having cardinality 1. This insight allows us to consider the PLOHP as an instance of the MCPP in a particular class of graphs [30] . The MCPP is known to be N P-hard in general [30] ; in this section, we will show that the MCPP 1) remains hard even when restricted to the class of the LOHGs and 2) can be solved in polynomial time if the LOHG and the cost functions h and g satisfy some specific
properties. Before proceeding, we shall introduce some notation that will prove useful throughout the section.
We say that a set function f is zero-cardinal if fð;Þ ¼ 0; nonnegative if f assumes only nonnegative values; and nondecreasing if fðT Þ fðSÞ for any T S V . We say that f is submodular if it satisfies the following property [35] :
We say that f is a polymatroid rank function if it is zerocardinal, nondecreasing, nonnegative, and submodular. Moreover, similarly to [36] , we define a value-polymatroid set function f as a zero-cardinal, nondecreasing, nonnegative set function that satisfies the following property:
Note that a value-polymatroid set function is also polymatroidal, but the converse is generally not true [36] . Finally, a set function f is size-defined submodular if there exists a function : ½0 . . . jV j ! IR þ 0 such that fðSÞ ¼ ðjSjÞ, for any S V . As shown in [36] , a size-defined submodular set function f is both value-polymatroidal and polymatroidal.
Proposition 1 together with the previous definitions turn out to be useful to investigate the complexity of the PLOHP. Specifically, denote CðGÞ the set of cliques of G and set
if C ¼ ;; gðCÞ; if jCj ¼ 1; hðCÞ; if jCj ! 2:
8C 2 CðGÞ
Then, the following proposition holds:
Proposition 3. The decision version of the PLOHP is N Pcomplete even when the cost function f is restricted to polymatroidal set functions.
Proof. The statement follows by observing that the class of the LOHGs strictly contains the class of interval graphs and that the MCPP on an interval graph is N P-complete when the cost function is polymatroidal [36] . t u
In general, it is easy to realize that the decision version of the PLOHP is N P-complete for any cost function fðCÞ ¼ ðjCjÞðCÞ such that : ½0 . . . jV j ! IR þ 0 and ðCÞ is a generic function on C. In fact, such a case also includes the rooted-TSP cost function on a tree (see [36] ) which is trivially polymatroidal.
Although Proposition 3 states that the decision version of the PLOHP is in general N P-complete, it is worth noting that in some special cases the problem can be still solved in polynomial time. For example, the following proposition holds. Proof. The statement follows from Proposition 1 and from the fact that the MCPP on an interval graph can be solved in polynomial time when the cost function is a value-polymatroidal set function [36] . t u Proposition 4 turns out to be useful to show that if G is an interval graph the PLOHP can be solved in polynomialtime when the following objective function, introduced in [10] , is used:
8 C 2 CðGÞ ð 1Þ
where c 1 and c 2 are two constants such that 0 < c 1 c 1 < c 2 ð þ 1Þc 1 , and is a positive integer such that 2 jV j À 1. In fact, in such a case it is easy to see that the set function f ðCÞ is size-defined submodular, hence value-polymatroidal; thus, if G is an interval graph, by Proposition 4 the PLOHP can be solved in polynomial time. Moreover, it is worth noting that the optimal solution to the problem can be characterized when considering function (1). In fact, the following proposition holds:
Proposition 5. Consider a graph G ¼ ðV ; EÞ and a cost function f defined as in (1). Then, there exists a minimum cost partition into cliques of G, say P ? , such that none of the cliques in P ? has cardinality greater than 1 and smaller than þ 1. Moreover, if P ? contains cliques of cardinality greater than or equal to þ 1 then at least one of them is a maximal clique of G.
Proof. By contradiction, suppose there exists a clique C 2 P ? such that 2 jCj . Then, due to the nature of f , it is possible to obtain a lower cost partition into cliques of G by just breaking C into jCj cliques of cardinality 1. In fact, in such a case, we would have that P v2C f ðfvgÞ ¼ jCjc 1 < c 2 ¼ f ðCÞ ð þ 1Þc 1 . However, this contradicts the hypothesis that P ? has minimum cost. Hence, P ? does not contain cliques having cardinality between 2 and . Now, assume that P ? contains a clique C 2 P ? such that jCj ! þ 1. Since f is nondecreasing, we have that f ðCÞ ! f ðT Þ, for any T 2 P ? . If C is not a maximal clique of G then there exists some t 2 V n C such that C [ ftg is a clique in G. Note that t belongs to some T 2 P ? n C and that since f is nondecreasing, it holds that f ðCÞ ! f ðT Þ ! f ðT n ftgÞ. Observe also that since f is -value-polymatroidal, it holds that f ðC [ ftgÞ þ f ðT n ftgÞ f ðCÞ þ f ðT Þ. Hence, it is possible to enlarge C until it becomes a maximal clique of G without increasing the cost of P ? . t u
AN IP MODEL FOR THE PLOHP
The N P-hardness of the PLOHP justifies the development of exact and approximate solution approaches for the problem. In this section, we present an IP model for the PLOHP. The algorithm is guaranteed to return an optimal solution and its time performance is significantly faster than the current state-of-the-art exact algorithm described in [10] . To this end, given a vertex v 2 V , we denote C v ¼ fC 2 CðGÞ : v 2 Cg. Moreover, we denote y C as a decision variable equal to 1 if the clique C 2 CðGÞ is selected in the optimal solution to the problem and 0 otherwise. Then, Formulation 1 is a valid formulation for the PLOHP 
Constraints (2b) impose that each vertex v 2 V belongs to the clique C 2 CðGÞ and constraints (2c) impose the integrality on variables y C . Formulation 1 is characterized by an exponential number of variables and constraints and its linear relaxation can be exactly solved using column generation techniques. Specifically, observe that a variable with negative reduced cost in the linear relaxation of Formulation 1 corresponds to a dual constraint violated by the current dual solution. Denote v as the dual variables associated with constraints (2b), the dual of the linear relaxation of Formulation 1, denoted by LP1, is characterized by the following constraints: X 
Formulation 2 has the benefit of being polynomial-sized, due to Proposition 2. Hence, in principle, its relaxation does not require the use of column generation techniques to be solved. Both Formulations 1 and 2 can be strengthened by adapting appropriately the inequalities described in [37] , [38] , and [39] . Moreover, additional valid inequalities can be considered. Specifically, given a pair of distinct vertices v; w 2 V , we say that v dominates w if 1) NðwÞ & NðvÞ and 2) for any C v 2Ĉ v ðGÞ and C w 2Ĉ w ðGÞ it holds that jC v j > jC w j. In such a case, we also say that v is dominating and w is dominated. Dominated vertices are irrelevant to the clique partitioning of G, since in any optimal solution to the problem, they will always be identified as cliques of cardinality one. Hence, both formulations can be strengthened by adding the following valid inequalities, whose proof trivially follows from Proposition 4 and the definition of domination. 
is valid for both Formulations 1 and 2.
LOHP Polyhedra
Remarkably, in the initial set of computational experiments we carried out on a set of real and random instances of the problem (see Section 5) we observed that when using function (1) the linear relaxation of Formulation 2 is always integral. This result could lead one to suspect that, due to the particular nature of function (1) and the structural properties of the class of the LOHGs, the polyhedron obtained by relaxing the integrality constraints (4c)-(4d) in Formulation 2 could coincide with the convex hull of all feasible solutions to the PLOHP. However, it is possible to provide at least two counter examples to this conjecture. Specifically, consider the LOHG shown in Fig. 6 and assume, for ease of exposition, that c 1 ¼ 1 and c 2 ¼ 2. Then, it is easy to see that the value of the optimal integral solution for such a graph is 5 (obtained by taking any triangle and leaving the other three vertices isolated) while the value of the linear relaxation of Formulation 2 is 9/2 (obtained by taking 1/2 of each triangle and 1/2 of each vertex having degree 2). Using a similar approach, a second case in which a fractional linear relaxation of Formulation 2 occurs is when considering the LOHG on nine vertices obtained by merging the following four cliques C 1 ¼ f1; 2; 3; 4g, C 2 ¼ f2; 5; 6; 7g, C 3 ¼ f1; 7; 8; 9g, and C 4 ¼ f3; 4; 5; 8g. In fact, by assuming again c 1 ¼ 1 and c 2 ¼ 2, the value of the optimal integral solution is 6, while the value of the linear relaxation is 5, leading to larger a integrality gap than the previous case. Although these two cases did not occur in our instances, there is no biological insight to exclude a-priori their existence in real instances of the problem. Hence, it may turn out useful to investigate possible valid inequalities to prevent the occurrence of at least both cases. To this end, it is worth noting that the following proposition holds.
Proposition 7. Let G be the LOHG shown in Fig. 6 and denote C as the clique formed by vertices 2, 3, and 5. Let v be a vertex in V such thatĈ v ðGÞ \ C 6 ¼ ;. Then, the inequality
Proof. In any feasible solution to the problem variables y and x can assume value either 0 or 1. If at least one variable in the right-hand-side of (6) is equal to 1 then the inequality is trivially valid. If all variables in the righthand-side of (6) are equal to 0 then the inequality is still valid. In fact, denote C 0 as the unique maximal clique containing vertex v, due to constraint (4b), we have that
It is easy to realize that Proposition 7 also holds for the second case considered above.
EXPERIMENTS
In this section, we analyze the performance of our model in solving instances of the PLOHP. Our experiments were motivated by three main goals: to measure the runtime performances of our model in tackling real instances of the PLOHP, compare the performances of our model versus Halldó rsson et al.'s exact algorithm, and to allow the exact analysis of data sets potentially larger than the ones analyzed in [10] . We emphasize that our experiments aim simply to evaluate the performance of our model; we neither attempt to study the efficiency of our model for LOH estimations nor compare the accuracy of our model to LOH estimation solvers that use an objective function that is different from the one used in [10] . The reader interested in these topics is referred to [22] , [23] , [24] . We tested our model on three data sets, namely a set of five real instances of the PLOHP from [10] , characterized by 3,000 trios having 3,575 SNP each, and two sets of simulated instances of the PLOHP. The first set of simulated instances were generated using the same procedure described in [10] , with the following list of tunable parameters: the site error probability, i.e., the Mendelian error added to a set of considered trios according to a given probability uniformly distributed in ½0; 1 and assumed independent for each site; the interval length, i.e., the exact length of the generated deletion; and the probability of an ELOH event within the generated deletion interval, uniformly distributed in ½0; 1.
In the first set of simulated data, we used five parameters sets (shown in Table 1 ). These instances were generated so as to have a similar structure as real data sets, but with a higher rate of ELOH sites, as higher rates of ELOH sites increase the time complexity of the algorithm. For each possible combination of parameter set, trios number, and SNP number we created 20 random instances of the problem using the Mersenne Twister library [40] as a pseudorandom number generator, for an overall number of 600 instances of the PLOHP per simulated set.
The second set of simulated instances was constructed with the sole purpose of determining which problem characteristics would cause the biggest difficulties for the algorithm presented. Here, we varied the number of SNPs as 100 and 200 and also varied the number of trios as 100 and 200. We then fixed the number of sites consistent with LOH sites to 50 percent and varied the number of evidence of LOH sites in the set 0:1; 1; 5; 25; 45; 49; and 49:9 percent, letting all other sites be sites being inconsistent with LOH.
To compare the performances of our model versus Halldó rsson et al.'s exact algorithm, we used function (1) to deal with the random instances of the PLOHP and used the same coefficients as described in [10] to set the constants c 1 and c 2 . Moreover, to simulate the high variability in the quality of the SNP genotypes produced by genotyping technologies and the different propensity of the regions in the genome to carry deletions, we also considered an alternative objective function to analyze Halldó rsson et al.'s instances. Specifically, we used the first 3,500 recombination rates between sexes, populations, and individuals [41] (appropriately rescaled in the interval ½0; 1) relative to chromosome 1 to associate a weight to each SNP of the considered real instances. Then, we computed the objective function as
where b is a random number uniformly distributed in ½0; 1, r equal to the average rate in the considered chromosomic region, and C is the average of the recombination rates associated to the SNPs involved in the clique C. Codes and data sets can be downloaded upon request.
Numerical Results
Fig . 7 shows the average runtime performances of the model when tackling the random instances of the PLOHP under different parameter settings. Similarly, Fig. 8 shows the average number of nodes by the integer program when tackling the random instances of the PLOHP under different parameter sets. We observe that in a very large fraction of the integer programs no nodes are expanded, Fig. 7 . The solution times on the first set of random instances under parameter sets 1, 2, 3, 4, and 5.
i.e., the problem is a solved at the root node, implying that a linear relaxation of the integer program provides optimal integer solutions.
As a general trend, we observed that our model constitutes a very tight formulation for the PLOHP, being characterized by gaps that are often very close to 0 percent and by an average number of branches that is largely very close to 1. This fact has a positive impact on the solution times and can be noted both in Figs. 7 and 8 . Specifically, Figs. 7 and 8 show that the random instances of the problem can be solved within 1 hour computing time, and in some cases even within a minute. In contrast, in no case was the exact algorithm described in [10] able to tackle such instances within the considered limit runtime.
In Table 2 , we vary the number of ELOH sites in our data set. We observe that the solution time of the instances increases as the number of sites showing evidence of LOH increases (and the number of sites inconsistent with LOH decreases), up to the point where there are very few sites being inconsistent with LOH, at which point the solution time decreases again.
A closer look to the runtime shows that, independent of the parameter set considered, the average solution times appear to grow exponentially with the size of the instance. The parameter sets influence the average solution times by determining their scale factor. In general, the time required to solve the instances increases when the length of the deletion is increased and when the probability of an ELOH decreases. In more detail, for a fixed generic instance of the PLOHP, we observed that the vast majority of compute time is taken by the function that lists all possible maximal cliques inĈðGÞ, while the solution time of the model tout court is usually comparatively very short. We observed that when the instances had a very large number of ELOH sites then the compute time became large. A large part of this compute time was spent on generating the problem instances as the number of cliques became quite large. Possibly, the use of column generation techniques, although not strictly necessary when dealing, for example, with Formulation 2, together with the use of graph decomposition methods and divide and conquer techniques could improve the solution time of the model and make it less computationally demanding.
A second interesting observation from the experiments is the low average number of branches performed by the model. Specifically, Fig. 8 shows that the number of branches is often quite close to 1; nevertheless exceptions do arise (see, e.g., Fig. 8 Parameter Sets 1 and 4: some instances are characterized by larger numbers of expanded nodes). This fact could appear in contrast with the trend of the gap, usually equal to 0 percent. However, it is worth noting that the number of branches performed by the solver does not include only the branches in the search tree but also the branches performed by the heuristic strategy to find a primal bound to the instance. While the former is usually zero (i.e., the instance is solved at the root node), the latter sometimes may not be, causing, therefore, some larger numbers of expanded nodes in some instances.
In Tables 3, 4 , and 5, we compare the runtimes in the Halldó rsson et al. under different parameter settings. In all of the instance in Tables 3, 4 , and 5 the optimal solution was found at the root node without any branching.
In Table 3 , we observe that the runtime does not appear to be affected by the choice of the parameters c1 and c2. We observed longer runtimes when considering the objective function (7). Specifically, in no case was the model able to We observed that in this case the longer runtimes were caused by longer solution times (i.e., longer Simplex iterations and heuristic strategy runtimes) rather than longer model generation times. This phenomenon is a further confirmation of the hardness of the PLOHP instances when rates are considered. To provide a better evidence of this phenomenon, we analyzed the leading principal submatrices 1;000 Â 1;500 and 2;000 Â 2;000 of each instance in Halldó rsson et al.'s data set, both in absence and in presence of rates (i.e., both when considering the objective functions (1) and (7), respectively; see Tables 4 and 5 ). The results showed that, when considering the rates, the solution times increased from 105 percent up to 317 percent, showing a similar trend in terms of gaps and nodes. It is possible that the use of column generation techniques and divide and conquer strategies (e.g., graph decomposition methods) could improve the solution time of the model and allow for quicker solution time of these instances. This, however, is outside of the scope of the present paper.
CONCLUSION
In this paper, we investigated the PLOHP, i.e., the problem of partitioning suspected polymorphisms of a set of individuals into the minimum number of deletion areas. Specifically, we showed that the PLOHP can be formulated as a particular instance of the clique partition problem in a rule-constrained interval graph G , i.e., an interval graph having an edge between two vertices when a secondary intersection rule is satisfied, and we proved the general N P-hardness of the problem. Moreover, we extended the results described in Halldó rsson et al. [10] by providing a state-of-the-art IP formulation and a possible strengthening valid inequalities able to exactly solve real instances of the PLOHP containing up to 9,000 individuals and 3,000 SNPs within 12 hour computing time. Our results give a perspective on the development of future approaches to solving the problem that may turn out to be useful in practical applications. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
