Introduction
Nucleation, a basic step in phase transition, plays a critical role in understanding the processes of atmospheric, environment and technological importance. Research on nucleation/condensation of water in the effect of the environmental and atmospheric process, such as the direct involvement in the generation of clathrate hydrates to cloud formation, brings unique insights into the investigation on the effect of the solvation of ions in water.
Wilson [25] developed the expansion chamber experiment to quantitatively study this phenomenon at more than 100 years ago. However, due to the difficulty in the statistical averaging to probe in bulk phases, more accurate measurements of nucleation pulse techniques need to be developed. Particularly, recent development from the experimental side on gas-phase cluster-based approaches provides the molecular-level details to monitor the behavior of the cluster-ion system upon gradual addition of the solvent molecules and make it possible to interrogate the solvent molecules which are the key to the observed changes due to solvation. More recent nucleation simulation methods allow us to change the size of the placed clusters size or structures so that the relative stabilities or probabilities of these clusters can be rigorously examined [1] . Due to its importance in determining the Earth's temperature, weather and climate, identifying the discrepancy between the observed and calculated atmospheric absorption of solar radiation remains a topic of considerable interest. Paper [2] investigated the homogeneous aggregation of water molecules in the atmosphere in order to assess more extensively the transferability of water force fields on nucleation properties. Experiments show that water complexes could serve as a potential absorber because their spectra are significantly widened and red-shifted compared to that of a water monomer [20] . In order to offer a better alternative for this problem, Chen [2] proposed a new AVUS-HR algorithm, which combined the method of histogram-reweighting [11] (HR) with the approach of aggregation-volume-bias Monte Carlo and self-adaptive umbrella sampling (AVUS), to further employ the complex force fields articulated multisite models with dispersive interaction. The AVUS-HR approach allows for an easy extension of the prediction of cluster abundances to large sizes, therefore makes it easier to evaluate the nucleation free energy (NFE) profile of the solvent molecules with the solute.
To further this theoretical research, a new technique was proposed in [13] , which enables an efficient and quantitatives evaluation of the solvation effects as well as the effective interactions or potentials of mean force (PMFs) between ions with respect to their seperation and the number of water molecules added. It allows the calculation of nucleation properties over a wide range of thermodynamic conditions but the simulation is computation expensive. Typical relatively short simulation runs of O(10 7 ) Monte Carlo moves are used for the iterations of the nucleation free energy (NFE) profile followed by a long production run of 8 × 10 9 Monte Carlo moves, which will take about 3 days using a Pentium 3.2 GHz machine. In order to reduce the execution time, we present a novel simulation approach which combines the Dynamic Assignment and Task Container (DA-TC) execution model in this paper. Since Monte Carlo nucleation simulation is a multistep process and each step needs large-scale computation power, parallel computing can be used to shorten the simualtion time. Normally computational chemist will examine the results of one step and adjust certain parameters and datasets before the program runs to next step. A common way to do this is to submit the jobs to the end of the queues. Since each time the submitted job waiting at the end of the queue, a lot of time is wasted. To further reduce the execution time, we take advantage of the DA-TC mechanism. Briefly speaking, TCs will hold the resources and Application execution agent (AEA) will pause issuing tasks until new datasets are ready. More details of this novel simulation approach are presented in section III. In section II, an introduction of experiment models is briefly described. Section IV gives the simulation results of various ion pairs and the like charged ions on the experimentally observed folding of a dianionic polymer. Comparison of turnaround time of DA-TC model and traditional way is also presented. Section V provides the concluding remarks.
Molecular Models and Simulation Details
Our original nucleation simulation method consists of a combination of the aggregation-volume-bias Monte Carlo (AVBMC) algorithm [3] , the configurational-bias Monte Carlo (CBMC) scheme [16] and the umbrella sampling technique [24] . The most critical part of this method is that AVBMC swaps enable efficient particle transfer between the cluster and the mother phase. The space arround a molecule is explicitly divided into associating and nonassociating regions for the AVBMC swap moves. Through this, other molecules can directly hop between these two regions, therefore, bypassing the time and spatial constrains which will otherwise limiting the sampling in molecular dynamics. Furthermore, the AVBMC algorithm can balance the different energetic and entropic factors acharacteristic for transitions between the microphase regions (cluster and monomer phases). By incorporating with the CBMC scheme, further improvement of the acceptance rates for the AVBMC swaps can be achieved, but most importantly, it allows the extension of this method to molecules with articulated structures. The umbrella sampling technique is used to let clusters of all sizes of interest to be sampled evenly in the simulation so that the probability of observing rare critical nuclei can be enhanced. We integrated the histogram-reweighting [22] technique into this approach to further improve the power/capability. Particularly, by sorting the simulation data in the forms of histograms of fluctuating observables, the histogram-reweighting method can extract information not only for the thermodynamic state under investigation but also for other nerghboring thermodynamic states without additional simulations. Thus, it makes the nucleation simulation method more robust.
Our new approach carried out multiple AVUS-HR simulations to evaluate the solvation of an ion pair in a cluster, each with an ion pair fixed at a certain separation. By using these multiple simulations, we can avoid the need for conformational samplings of the solute in the presence of the solvent molecules which otherwise can be extremely sluggish. The free energy difference between those solvated solute configurations can also be exactly determined. By comparing with some other simulation techniques, such as constrained molecular dynamics [6] and thermodynamic perturbation [7] which typically rely on a use of a direct and spatial path to link any given two solute configurations, our approach can extremely reduce the computation requirement, especially in the case of large dimensionality of the spatial path. This technique is developed to evaluate the nucleation free energy (NFE) profile of the solvent molecules with the solute.
In all calculations, we assume the water force fields are selected from the original nonpolarizable TIP4P model [12] and the polarizable TIP-4P-FQ [23] , TIP4P-pol2 [4] and TIP4P-pol3 [4] models. In the last three polarizable models, the instantaneous molecular change distribution is described by three partial changes which are allowed to fluctuate as a response to environment changes to capture the important polarization effects present in the water systems. Additional coupling between the LennardJones interaction parameters for a pair of oxygen sites and their partial changes is incorporated in the TIP4P-pol models, which has been proved by [4] that this coupling is able to improve the accuracy for reproducing the properties of small water clusters. All these four models are empirical force fields for which the parameters have been determined by fitting clasical simulation data directly to the experimental data, therefore, all quantum effects are included. Hence, it will be inconsistent to explicitly account for quantum effects in the calculation of nucleation free energy barriers and coexistence properties.
Nucleation Free Energy (NFE) Profiles
For computational efficiency, an energy-based simple Stillinger-type cluster criterion [5] was adopted for the water molecules, that is, a cluster is defined as a group of molecules of which every moledule has at least one neighbor in the group that satisties a certain threshold. The density of states were concatenated into the histogram, which was then utilized to interpret the nucleation free energy for-mation or the equivalent cluaster size distributions at other thermodynamic conditions. All pair interactions were included in the calculation of the total energy for the cluster. The type of Monte Carlo move was selected at random according to the water molecules which were equally divided among particle insertion and deletion, translation and rotation. Relatively short simulation runs of O(10 7 ) Monte Carlo moves will take about 3 days using a Pentium 3.2 GHz mahcine to execute. Typical production lengths of O(10 9 ) take more time to execute. In this paper, we employed the DA-TC mechanism to execute the application in multicluster grids environment. More details can be found in next section.
Coexistence Properties
Gibbs ensemble [19] were carried out to compute the equilibrium properties of the coexisting phases for each water force field. There are four different kinds of Monte Carlo moves used to sample phase space: translations of the center-of-mass, rotation around the center-of-mass, volume exchanges between the two boxes, and the CBMC particle swaps between the two boxes. Some additional Gibbs ensemble Monte Carlo simulations were carried out using the TIP4P force field to check the accuracy of the vaporphase densities obtained from the Clausius-Clapeyron integration procedure. These simulations were performed with a production length of 10 6 Monte Carlo cycles (each cycle consists of N attempted moves where N is the number of molecules). DA-TC mechanism can carry out parallel execution to make the algorithm calculate more efficient, therefore dramatically reduce the execution time.
Implementing Grid-Enabled Simulation

DA-TC Execution Model
The DA-TC execution model is based on Dynamic Assignment with Task Container. It is designed to improve application execution in a multicluster Grid environment. In the DA-TC circumstance, an application consists of a number of tasks, in which the parallelizable tasks are executed on remote clusters. DA-TC is very efficient in executing parallel program in multicluster grids environment. In this section, we will give the details about the DA-TC model and how our jobs can be executed by the DA-TC mechanism.
In DA-TC model, A task container waits for resources on a participating cluster, and after resource allocation it provides a lightweight host environment for task execution. A TC is viewed as a normal job to a local resource scheduling system. It is submitted into a queue, waiting for resource allocation. The local scheduler allocates resources to a TC under its own scheduling policies. Resources are released after a TC execution ends. From task execution perspective, a TC is a host environment. It provides a standardized method to manage the lifecycle of task execution on any participating cluster. Each task is associated with task metadata. A TC retrieves task execution requirements from metadata and takes actions to perform a task, including stagein, invocation, task termination, task execution monitoring, stageout, etc. A TC is a lightweight environment. It can be easily deployed and launch any existing "legacy" task executables on participating clusters.
Dynamic task assignment strategy is adopted and an application execution agent (AEA) is employed in the DA-TC execution model. AEA maintains a queue of tasks waiting for execution. A task container reports any status changes of itself and the running task(s) to AEA. According to the runtime status of task containers, AEA takes actions to assign tasks to different task containers. Certain task scheduling algorithms are adopted by AEA. Each task assigned on a TC (or say, a participating cluster) does not need to wait for resource allocation in the local scheduling system since the TC already holds the required resources. The tasks on a TC can be guaranteed quick execution.
The progress of application execution is achieved by the interactions between AEA and TCs. AEA is in charge of deploying and submitting task containers to participating clusters; monitoring container status; dynamically orchestrating workflow and assigning application tasks; steering application, task, and container executions; etc. An application execution typically employs multiple TCs. The number of TCs for application execution depends on user configuration. A submitted TC waits for resource allocation in the queue. Once a TC obtains resources, it is used to execute the tasks dynamically assigned by AEA. TCs take responsibilities of managing task execution lifecycle and holding resources until application execution accomplished. The termination of application execution can be decided at run time by AEA, which provides a way for users to interact with application execution at run time in batch systems.
To carry out an application execution, AEA firstly submit TCs to participating clusters. The submitted TCs are placed as normal jobs at the end of the scheduling queues on participating clusters, waiting for resource allocation by local resource managemant systems. One participating cluster may host multiple task containers, according to different load balancing strategies adopted by AEA. After a TC obtains the required computing resources from a local scheduling system, it communicates with AEA for task assignment. Figure 1 shows the interaction diagram between AEA and TC. First, the TC sends AEA a message to claim that it is ready to run a task. Second, AEA updates TC status table and then a task (or more) is selected, based on application workflow management strategies. Third, task stage in, execution, and stage out are performed, and the status tables associated with tasks and TCs on AEA are updated. After a task is completed successfully, AEA and TC are ready for the execution of next task. We can see that some TCs allocated computing resources can be assigned tasks, while the other TCs in the local queues are still waiting for resource allocation. The three TCs on Cluster 1 are running, accepting tasks from AEA, the three TCs on Cluster 2 are still waiting, and two of the four TCs on Cluster 3 are performing tasks while the other two in the waiting queue. Application execution is making progress, no matter how slow Cluster 2 is. It also does not matter that system failure happens on any participating cluster during application execution, which significantly increases execution reliability.
AEA TC
The dynamic task assignment strategy and the task container technology in the DA-TC model essentially improve QoS of our program execution in a multicluster Grid environment. Turnaround time is significantly reduced which results in reduced execution time for our approach. Turnaround time is the time interval between the submission time and the completion time, i.e., task waiting time in remote queues and execution time (wall time) in multiclusters. Execution time depends on different solver equations and optimization algorithms. While application researchers work on high performance algorithms to reduce execution time, we emphasize on efficiently utilizing computing resources to shorten waiting time. A TC is used to apply and hold resources for task execution, which provides quick execution for tasks that are dynamically assigned by AEA. By this dynamic load balancing method, the fast clusters will be assigned more tasks. The execution bottleneck caused by the slow clusters is eliminated. Any participating cluster, no matter how slow it is, becomes a beneficial factor, not a bottleneck, to speed up application execution. The overall waiting time of tasks are greatly shortened and resource utilization is enhanced.
The reliability of application execution is upgraded. A task will not be assigned on a participating cluster if a valid TC status can not be provided to AEA due to network disconnection, system maintenance, or system failure. Task completion status is monitored by AEA at run time. If a task execution error happens, AEA can intelligently make decisions, e.g., resubmission on the same or different TC, to try to fix the problem.
The capability of monitoring and steering is greatly improved. A user can retrieve the status on each task and each TC quickly by sending quests to AEA. The user also can change the workflow manually if needed, add new task(s), modify datasets, suspend execution, etc.
So by applying this dynamic task assignment strategy and task container technology enabled DA-TC model into our Monte-Carlo simulation, we can 1) signicantly reduce the application turnaround time; 2) improve the application execution reliability by monitoring and steering the execution status. More details can be found in [8] .
Adaptability to the Grid
Inhomogeneity and variability are characteristic of the grid environment. For example, the computational resources can be widely varied in the performance of both computation and communication. Moreover, the availability of all the resources will change over time. However, by taking advantages of the DA-TC execution model, we can handle this complicated situation much easier.
The first chanllenge is the inhomogeneity of the computational performance, which can be very harmful for our simulation. Since the performance of each worker is not uniform, the resulting imbalance will be very severe in our high precision calculations. In order to remove the imbalance, DA-TC provides the fine-grained parallel execution, where several low performance computation nodes are grouped into an averaged worker, therefore, to homogenize the performance of the workers.
The second chanllenge is that in the grid environment, the available computational resources always fluctuate over time. Furthermore, it is very difficult to predict when the resources will become available during the execution. These unprecidted parameters, such as sudden machine failures, system maintenance, make the execution more complicated. However, through the DA-TC model, we can monitor the real-time available resources, dynamically assign the jobs to the resources. Besides, such a flexible resource management system also facilitates fault tolerance.
The most important issue is how to deal with the waiting time on distributed resources for each iteration. Our simulation is a multi-step process and each step needs largescale computation power. At each step, we need to examine the results and adjust certain parameters, before it runs to next step. The common way to do this is by submitting the jobs to the end of the queue in each iteration. This will result in unbearably long waiting time during the execution. This case will be solved efficiently by DA-TC mechanism: once the required resources are alocated at the first iteration, the task container will hold the resources and the AEA will pause issuing tasks until new datasets are ready, therefore, the following iterations can be executed without waiting.
Results and Discussion
Comparison to the published bulk-phase data
on a commonly studied ion pair: Na + and Cl −
As an initial test of this approach, we applied it to the calculation of the PMF between Na + and Cl − , a commom system that has bee studied extensively by the previous theoretical research. In this investigation, both Na + and Cl − Figure 3 . Potential of mean forece between Na + and Cl − as function of their seperation. In panel (a), the results obtained using our approach for a cluster containing 60 water molecules (circle) were compared to those obtained by Masunov and Lazaridis on a bulk-phase system using a 31.1Å cubic box and Ewald summation for the electrostatic interactions (solid line). In panel (b), the results obtained for a cluster containing 10, 20, 30 and 40 water molecules were shown as dashed, dotted, dotted-dashed and solid lines, respectively. For comparison, the results for a cluster containing 60 water molecules were also shown (circles) as well as those for a cluster containing between 50 and 60 water molecules (drawn as thin lines, which mostly overlay onto each other).
were modeled by CHARMM 27 [15] and the TIP3P [12] . This combination of force field parameters was chosen to compare with some of the most recent work done by Masunov and Lazaridis [17] . Thirty five AVUS-HR calculations were carried out with the inter-ionic distance spanning from 2.2 to 6.0Å. As shown in figure 3 , the data obtained from this approach for a cluster containing 60 water molecules are very similar to those reported by Masunov and Lazaridis [17] . In particular, in the short range up to a seperation of 5Å, quantitative agreement was found between these two sets of data, with our results nearly spot on their PMF curve, which was ontained on a bulk-phase system using a 31.1Å cubic box and Ewald summation for the electrostatic interactions. The deviation in the longer range, i.e., after the solvent-seperated contact pair minimum (SSM), could be partly due to the finite size of the cluster systems employed by our approach. As shown in figure 3(b) , the PMF curve evolves as the number of water molecules contained by the cluster increases, especially at the initial addition of the water molucules. Clearly, the short-range PMF data converge more rapidly than the longer-range portion. For example, the direct contact pair minimum (CM) located at around 2.6Å is already converged at around 30 water molecules. a further addition of ten water molecules leads to a converged barrier at 3.55Å that seperates the CM from the SSM, while the rather wide SSM centered around 4.8Å appears to be well converged at about 60 water molecules. Following this trend, it is expected that more water molecules will be needed in order to examine other barriers ans minima beyond the SSM.
PMFs between like charged ions and implications on the experimentally observed folding of a dianionic polymer
The rest of the simulation work on like charged ions was partly inspired by the recent gas-phase cluster study done by Yang et al. [26] on a doubly charged anion, − O 2 C(CH 2 ) 6 CO 2 − . Using both photoelectron spectroscopy (PES) and molecular dynamics simualtions, it was found that this dianionic species underwent an intriguing folding from an initially linear conformation into a more compact structure with addition of water molecules. While this folding reveals important effects from the solvent molecules, the onterplay of the energetic benefits due to the formation of a single solvation center as well as those due to the exclusion of water from the hydrophobic chain upon folding remains unclear. A quantitative examination of the two types of forces, hydrophilic (between ions) versus hydrophobic (between nonpolar carbons), would be necessary for an ultimate explanation of this phenomenon. In that respect, the simulation aproach proposed above is ideal for such investigations.
Our main task here is to examine seperately the solventmediated forces between the like charged ions. It should also be realized that our approach can be directly applied to the original experimental system and is generally applicable to the study of such folding events. However, to focus on the physics nature of such problem, the model system was kept as simple as possible. For example, the two ions involved in the system weretreated indentically and both were modeled as a unit charge centered on a hard sphere with diameter initially set to 3Å, close to the σ size of the oxygen atom for the water model used (which is TIP4P [12] , a model that was shown to provide good geometrical and energetic parameters comparable to the ab initio results for ion/water cluster systems [9] ). Even with such a simple model, it was found from the simulation that an attractive interaction between two anions can be induced by the addition of an appropriate number of water molecules. As shown in figure 4(a) , the inter-ionic PMF charges rapidly with the addition of water molecules, from initially purely repulsive forces between naked ions to the appearance of a shoulder at around 5.0Å for a cluster containing only two water molecules. This shoulder quickly evolves into a minimum for a cluster containing four water molecules, which stays there from then on. In addition, this minimum occurs at a distance which is rather close to that between the two carboxylate groups if the original experimental suberate dianion is in a folded conformation [26] .
Snapshots of small water/ion clusters revealed that the SSM in this case arose from the formation of the waterbridged ion contact pair (see insert of figure 4). This SSM is already well developed at around ten water molecules with a decent barrier height of 2.2 kcal/mol to seperate it from the global minimum located at the infinite seperation. At 16 water molecules where the conformational change was spotted by the PES experiments, our calculations based on this simple model system also indicated that the folded conformation (located close to the SSM) should become more stable than the full stretched conformation with an inter-ionic separation of about 9Å. It appears that the hydrophilic forces alone would favor the formation of the folded conformer and an important role played by the hydrophobic chain is to pull the two ions together and thus prevent them from reaching the much deeped global minimum located at infinite separation. Based on this, it is tempting to suggest that a longer polymer chain would push this conformational transition to a larger water cluster. Indeed, the PES experiments [18] carried out by the same experimental group on the tetradecandioic,
− , missed the observation of this folding behavior up to a cluster containing 18 water molecules (the largest cluster studied therein) despite that the hydrophobic interactions between water and the aliphatic chain favor the folding more for longer chains. As should be expected, the exact quantities obtained from these simulations would be dependent upon the models employed. For example, a change of the water force field from TIP4P to TIP3P would move the conformational transition to slightly larger clusters [see the purple dotted line versus the purple circles in figure 4 , where the SSM appears to be lifted up relative to the long-ranged PMF data for a cluster containing 16 TIP3P water mulecules as compared to that obtained for a cluster containing 16 TIP4P water molecules]. However, both the barrier height that seperates the SSM from the global minimum and the long-range PMF data are very similar to each other for the same-size cluster. Simulation also revealed that many other factors may affect the location of this conformational transition. For example, a change of the charge sigh from negative to positive leads to a less stable minimum occuring at a much larger water/ion cluster [see figure 4 ], while a use of a lower temperature has the opposite effect. Nevertheless, all these simulations point to a general conclusion that an effective attraction between two like ions can be induced by the presence of water.
Pioneered by Pettitt and Rossky's work [21] , two decades of theoretical studies on like-ion pairs in bulk phases also indicate a possible solvent-mediated attractive interaction. Although these bulk-phase PMF results differ quantitatively from each other due to the use of different methods, boundary conditions, force fields, and explicit (or implicit) counterions, most of them indicated the formation of a contact minimum as a result of the balance between direct ion-ion Coulombic repulsion and effective solvent-mediated attraction between the ions. The same finding was yielded from our simulations based on these cluster systems. In fact, some of the results obtained here (especially for cluster containing a lot of water molecules) closely resemble those published bulk-phase data. It is remarkable that the bulk-phase solvation behavior can be reproduced well by these small cluster systems. Clearly as advantage of such cluster-based approaches is their ability to zoom in the molecular-level solvation effects (such as those from the bridging water motif) on the stabilization/formation of the SSM [9] , which would be otherwise more difficult to seperate in bulk phases due to the statistical averaging. Figure 5 demonstrates the experimental results to compare the turnaround time under two different submission strategies: DA-TC and traditional way. We observe that the turnaround time increases much faster under traditional way than under DA-TC when the number of iterations increases. The major reason is that task containers in DA-TC never release the resources until the whole automatic history matching process accomplished, but for traditional way, tasks in each iteration are submitted to the end of the local scheduling queues. In the DA-TC, all runs in a container has only one queue wait and dynamic load balancing also speeds up the execution.
Conclusions
In conclusion, by combining the AVUS-HR technique with a thermodynamic cycle, a "bottom-up" simulation approach was formulated that mimics the cluster approach used by the experiments. It was shown that this approach enables an efficient and quantitative evaluation of the solvation effects on a molucelar basis. Application of this approach to like-ion systems indicated that an attractive interaction between two like charged ions can be induced by the addition of an appropriate number of water molecules, lending support to a recent experimental finding of an intriguing folding of a dianionic polymer into a more compact structure with addition of water molecules in gas phase.
Furthermore, the DA-TC execution model provides a mechanism to incorporate computational resources with reduced turnaround time and improved application reliability. It dynamically assigns tasks to the participating clusters according to the runtime status of task containers. Our experiments show that the average percentages of turnaround time improvement are up to 46% and 67%, based on the experimental setting scale, whcih significantly reduced our execution time.
From these results we can draw the conclusion that our simulation approach is very efficient and robust. We can use this technique to further our inquiry into the intricacies of solvation effect at the molecular level which is very essential in understanding conformational changes of biopolymers in aqueous environment.
