Nonlinear non-Abelian Korteweg-de Vries (KdV) and modified Korteweg-de Vries (mKdV) equations and their links via Bäcklund transformations are considered. The focus is on the construction of soliton solutions admitted by matrix modified Korteweg-de Vries equations. Matrix equation can be viewed as a specialisation of operator equations in the finite dimensional case when operators are finite dimensional and, hence, admit a matrix representation. Bäcklund transformations allow to reveal structural properties [11] enjoyed by non-commutative KdVtype equations, such as the existence of a recursion operator. Operator methods are briefly recalled aiming to show how they can be applied to construct Soliton solutions. These methods, combined with Bäcklund transformations, allow to obtain solutions of matrix soliton equations. Explicit solution formulae previously constructed [32] , [12] are used to obtain 2 × 2 and 3 × 3 matrix mKdV solutions. Some of these matrix solutions are visualised to show the solitonic behaviour they exhibit.
introduction
So called soliton equations are widely investigated since the late 1960's when the first exact solution of the Korteweg-de Vries equation was obtained, as reported in the well known book by Calogero and Degasperis [2] . The name soliton equations is generally used to indicate those nonlinear evolution equations which admit exact solutions in the Schwartz space of smooth rapidly decreasing functions 6 .The relevance of Bäcklund transformations in studying nonlinear evolution equations is well known both under the viewpoint of finding solutions to given initial boundary value problems, see [28] , [29] and [26] , as well as in giving insight when the study of structural properties, see [10] and references therein, (e.g. symmetry properties, admitted conserved quantities, Hamiltonian structure) is well established. The important role played by Bäcklund transformations to investigate properties enjoyed by nonlinear evolution equations is based on the fact that most of the properties of interest are preserved under Bäcklund transformations [17] , [18] . Hence, the construction of a net of Bäcklund transformation to connect nonlinear evolution equations allows to prove new results both in the case of scalar equations [5] , [19] , [20] , [4] , [3] , [27] as well as in the generalised case of operator equations [11] , [12] , [8] , [10] , [13] , [9] . Furthermore, Bäcklund transformations indicate the way to construct solutions to nees [21] and also in the case of nonlinear ordinary differential equations such as [14] and [15] . Later, the operator appraoch [25] , [1] , [16] , [30] , [32] , combined with Bäcklund transformations. [12] and [6] , allows to construct solutions admitted by operator equations which, when the operator is finite dimensional, reduce to matrix equations. The attention is focussed on 2 × 2 or 3 × 3 matrix equations: solutions of the mKdV equation are provided. Matrix solution of soliton equations are of interest since a long time as testified by the Burgers matrix solutions [24] The material is organised as follows. Section 2 opens briefly reminding the needed notions on Bäcklund transformation, recalling also the links among KdVtype equations. In the subsequent Section 3, a short overview is provided on the method formulae to obtain matrix solutions when finite dimensional operator equations, which admit a matrix representation, are considered. Then, some solutions of the matrix mKdV equation are graphically represented and, finally, some remarks and perspectives are in the closing short Section 4.
Noncommutative potential KdV, KdV and modified KdV Equations
The well known potential Korteweg deVries (pKdV), Korteweg deVries (KdV) and modified Korteweg deVries (mKdV) equations, in turn
are nonlinear evolution equations in the unknown real functions, respectively w, u and v. All the equations (1) admit soliton solutions, see, among a wide literature, e.g. [2] , namely solutions which represent a nonlinear waves which propagate preserving energy and shape. The aim of the present investigation is to consider a generalisation of equations (1), on introduction of operator valued equations in a suitable Banach space, according to the approach proposed by
Aden and Carl [1] . Thus, the non-commutative equations, counterpart, respectively, of (1), are given by:
where the square and curly brackets denote, in turn, the commutator and the anti-commutator, that is
also denoted as C T (S) = [T, S], and A T (S) = {T, S}. According to the definition, [17] , [18] , two different evolution equation, e.g. (1), are termed connected via the Bäcklund transformation B(u, v) = 0 whenever given two solutions they admit, say, u(x, t) and v(
Well known examples of Bäcklund transformations are B 1 and the Miura transformation which, respectively, relate the pKV to the KdV and the latter to the mKdV equations. The noncommutative extensions are
Notably, [11] , the Bäcklund transformation connection combined with the knowledge of the recursion operator of the KdV equation, allows to construct the recursion operator admitted by the pKdV as well as by mKdV equation and to extend the link to the whole corresponding hierarchies (see [8] and references therein for details). That is, given the KdV recursion operator 7
then, the mKdV recursion operator
and the pKdV recursion operator
are obtained [11] . All the corresponding members in the three hierarchies of pKdV, KdV and mKdV equations follows to be linked via the transformations (3) according to the diagram
These connections allow to, given a solution of the noncommutative pKdV equation, construct the corresponding solutions of the noncommutative KdV and mKdV equations.
It is well defined since U belongs, see footnote in page 1, to the Schwartz space S.
Matrix soliton solutions
This Section aims to summarise the essential steps in the construction of solutions of the mKdV equation on application of the operator method devised in [1] , further developed in [32] , [12] . A very short outline on how this method can be adopted to construct matrix solutions is provided. Indeed, the study in [11] , [8] , [9] , is devoted to study nonlinear evolution equations in which the unknown is an operator on a Banach space. The special case when the operator is finite dimensional and, hence, can be represented via a n-dimensional matrix is here considered; in particular, the attention is focussed the cases n = 2 or n = 3. That is, the non-commutative equations under investigation are 2 × 2 or 3 × 3 matrix KdV and mKdV equations. Some explicit soliton solution admitted by mKdV equation are presented in the next section.
The idea of the method, whose quite involved technical details are omitted for sake of brevity are based on results in [12] , can be sketched as follows:
• Consider the Operator method to obtain pKdV solutions.
• Use the links, via Bäcklund transformations, between the pKdV, KdV and mKdV equations to construct solutions of the KdV and mKdV equations. • Construction of the explicit solutions via computer algebra routines. Accordingly, the following subsections, respectively, provide the schematic idea of the adopted method.
Operator method
The solution method, [1] [32] , can be sketched via the following diagram 
Soliton solutions of pKdV, KdV and mKdV matrix equations
The following theorems, in [12] where the proofs as well as the notation are referred to, provides the formulae to construct noncommutative soliton solutions of the pKdV, the first one, and of the KdV and mKdV matrix equations the second one. The first n terms in the hierarchies are
Notably, the symmetry structure [11] , [23] , enjoyed by the non-Abelian hierarchies imply that solutions satisfy the whole hierarchies.
The following Theorem (cfr. Thm. 9, [12] ) allows to construct solutions of the pKdV matrix equation. 
with linearly independent d (j) ∈ E and c (j) ∈ E, j = 1, . . . , d. Then
and I = I E denotes the identity operator on E, is a solution of the d × d-matrix system of pKdV equations {(E 2j−1 )} 1≤j≤n on every product domain (−∞, c)×G (c ∈ R, G a domain in R n−1 ) on which δ(I + L n ) = 0.
Then, according to Thm. 11 in [12] , solutions of the KdV and mKdV equations are obtained. Theorem 2. Let the assumptions of Theorem 1 be satisfied. Then, with the same notation a) on every product domain (−∞, c) × G (c ∈ R, G a domain in R n−1 ) on which δ(I + L n ) = 0, the matrix-function
solves the system of the first n KdV equations with values in the d × d-matrices.
b) on every product domain (−∞, c) × G (c ∈ R, G a domain in R n−1 ) on which δ(I ± iL n ) = 0, the matrix-function
solves of the system of the first n modified KdV equations with values in the d × d-matrices.
Some Explicit Solutions of the Matrix KdV Hierarchy
The final step consists in the implementation, via computer algebra, of suitable routines amenable to construct the matrix solutions of the mKdV equation. Indeed, solutions admitted by the matrix KdV equation are given by Goncharenko in [22] : these solutions, which are obtained via a generalisation of the Inverse Scattering Method, represent special cases of those ones provided by Theorem 1, as shown in [12] . Soliton solutions of the matrix mKdV are explicitly constructed and visualised using Mathematica. Ad hoc routines are designed in which one of the difficulties to overcome is the implementation of non-commutative multiplication rules since, by default , in computer algebra programming languages, they are commutative. As a consequence, the implementation of non-commutative operations is not trivial at all.
The examples of solutions of the mKdV equation, graphically represented in the Fig. 1 provides two different examples of 2 × 2 matrix solutions. The subsequent Fig. 2 -Fig. 4 represent different examples of 3 × 3 matrix solutions: the initial value of the matrix elements is indicated in the caption. The pictures shows the behaviour of a two soliton solution in the of a matrix mKdV equation. Note that the crucial features of interaction between two different solitons, well known on the scalar case, seems to characterise also matrix solutions. These pictures represents only an example of a study, currently in progress, [6] , where additional solutions as well as their interpretation are provided. In particular, Fig. 2 shows that the solution which correspond to initial zero value perovides a trivial zero solution in the case of non-zero initial data only on tthe principal diagonal. Conversely, Fig. 4 , shows that, even if the matrix element a 1,3 = 0 at the initial time t = 0, the corresponding solution is not identically zero, as it happens when the elements a 1,2 , a 1,3 , a 2,3 are concerned. The detailed study on these solutions is left to [6] . 
Concluding remarks
The aim of the present study is to emphasise some of the properties of matrix solutions admitted by KdV and mKdV equations. Notably, depending on the initial data, soliton solution may or may not be observed. In addition, sometimes, new interaction phenomena can be observed among the evolution of the different matrix entries even when homogeneous initial conditions are assigned and matrices with zero elements are considered. The obtained results motivate further investigations to provide a better understanding of the interesting phenomenology already observed.
