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Abstract
The fast growing of on-line multimedia content have created the need to investigate new paradigms and techniques allowing to
express how to index, retrieve and explore such contents. Indeed, nowadays, Movie becomes a predominant form of entertainment
in human life. Most video websites such as YouTube and a number of social networks allow users to freely assign a rate to watched
or bought videos or movies. In this paper, we introduce a movie rating recommendation approach based on the exploitation of the
Hidden Markov Model (HMM). Speciﬁcally, we extend the HMM to include user’s rating proﬁles, formally represented as triadic
concepts. Carried out experiments emphasize the relevance of our proposal and open many thriving issues.
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1. Context and Motivations
Recommender systems provide users with personalized suggestions for products or services. They are becoming
increasingly important in the success of electronic commerce, and being used in most video websites such as YouTube
and Hulu and a number of social networks allow users rate on videos or movies. In a general way, a recommendation
system constructs items’ proﬁles, and users’ proﬁles based on their previous recorded behaviour. Thereafter it makes
a prediction on the given rating by a certain user on a certain item which he/she has not yet evaluated. Based on
the prediction, the system makes recommendations. Various techniques for recommendation generation have been
proposed and widely deployed in commercial environments, among which collaborative ﬁltering (CF) methods are
the most successful proposed technologies4,6,1.
Actually, in the CF problem we typically have a database consisting of a set of users U, a set of items I, some
possible rating values V , and a number of triples {u, i, v} meaning that "user u assigned rating value v to item i". The
task of the collaborative ﬁltering algorithms is then to use the provided data to make recommendations for an active
user - the user served at the moment - on the items he has not yet rated. Dedicated literature witnessed an overwhelm-
ing number of publications on different aspects of rate prediction and recommendation. In this respect, GroupLens14
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introduced the ﬁrst automated collaborative ﬁltering system, they used a neighbourhood-based algorithm6, weighting
all users in the database according to their similarity to the active user. The Ringo music recommender used only the
users in the database that were more similar to the active user than a given threshold15. The Bellcore Video Recom-
mender used a random subsample of all the users to compute the most similar neighbours, to relieve the system from a
great number of computations7. However, there is a trade-off between choosing enough neighbours to give acceptable
coverage, and achieving higher accuracy by choosing few enough neighbours to keep the valuable high correlations
from being lost in noise from lower correlations. Thus, the size of the neighbourhood is very important for the quality
of the predictions.12 stated that the neighbour-based rating prediction algorithms are really just a specialization of
the well-known k-nearest neighbour classiﬁer. Later on, a large range of more advanced and sophisticated methods
have been applied to better exploit the given rating information and to improve the recommendation process in one
or the other dimension. Examples for such methods include matrix factorization, various probabilistic models, clus-
tering techniques, graph-based approaches as well as machine learning techniques, based on, e.g., association rule
mining17,10.
Regarding those aforementioned approaches, our approach is based on the use of the Hidden Markov Model
(HMM) and it is really quite different. Indeed, neither a given user nor the co-occurrences of movies or rates val-
ues are handled for rate recommendation. Actually, we only consider the movie, i.e., a movie to be rated, as input
and by matching the movie to its corresponding context according to HMM states13, we estimate a rate value candi-
date, that represent the most probable user’s rating proﬁle. In fact, HMMs have been successfully applied in many
prediction ﬁeld especially for users’ web search query prediction3,5.
Therefore, in this paper, we introduce a novel Hidden Markov Model (HMM) based approach, to address two major
challenges facing movie rate recommendation problem: (i) Exploiting the three-dimensional structure of the Internet
Movie Database for discovering and modeling users’ rating proﬁles; and (ii) Considering users’ rating proﬁles for
predicting users’ next rate value which could/should be applied by the users to a particular movie.
Since, the usage of rates values assigned by users sharing similar interests tends to converge to a shared behavior8,
then we ﬁrstly propose, to deﬁne a user rating proﬁle as an implicit shared conceptualization formally sketched by a
triadic concept. Indeed, triadic concepts allow grouping semantically related movies that take into account the users’
rating behavior . Therefore, instead of using matrix based models or co-occurrence techniques, we use a scalable
algorithm, called TRICONS16, to mine users’ rating proﬁles from a movie database. Moreover, on the contrary of the
previous approaches which consider a 2-dimensional pair relations, missing by the way a part of the total interaction
between the three dimensions, i.e., user, rate and resource, we introduce a uniﬁed framework to concurrently model the
three dimensions handled by a HMM13. Indeed, we propose to exploit the HMMs prediction capabilities3,5 to model
the whole rating process as a sequence of (auto)-transitions between states. Hence, each rating proﬁle, represented
as triadic concept, can be deﬁned as a state of the HMM, and the rate value and evaluated movies as observations
generated by the state.
The remainder of the paper is organized as follows. In Section 2, we introduce our approach for Movie Rating Rec-
ommendation consisting of two phases : the model-building phase (Section 2.1) and the exploitation phase (Section
2.2). The experimental study of our approach is illustrated in Section 3. Section 4 concludes this paper.
2. Proposed Movie Rating Recommendation Approach
In this section, we present our recommendation approach, called MRRA1, which aims to effectively assigning the
right rate value to a particular movie. The most salient features of our approach are as follows: (i) It can generate rec-
ommendations in constant time; (ii) It is a domain independent solution, since no domain assumptions are formulated
and no predeﬁned knowledge is needed; (iii) It performs a triadic concept analysis to mine users’ rating proﬁles. The
triadic concepts can be used as an access structure for providing important hidden correlations between rates, movies
and users. In order to achieve theses goals, the proposed approach performs two main phases: the model-building
phase and the exploitation phase.
1 MRRA is the acronym of Movie Rating Recommendation Approach.
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Table 1. An example of users’ posts
S 1 := {{m1,1,m1,2,m1,3}, r1,1}; {{m1,4}, r1,2}
S 2 := {{m2,3,m2,4}, r2,3}
S 3 := {{m3,2,m3,3}, r3,4}; {{m3,4,m3,5}, r3,6}
2.1. The model-building phase
MRRA starts by learning users’ rating behavior by identifying users’ rating proﬁles behind the assigned rates.
Considered as a tripartite graph of users, rates and movies, the users’ movies rates assignments can be, formally,
represented as a triadic context11. The model-building phase performs concurrently by retrieving user’s movies se-
quences from a given movie database, e.g., an example of a collection of users’ movies rates assignments S∇ withU
= {u1, u2, u3, u4},M = {m1, m2, m3, m4, m5} and R = {r1, r2, r3}. Each triple from S∇ represents a triadic relationship
between a user belonging to U, a rate from R and a movie belonging toM, and mining users’ rating proﬁles. The
results of these previously steps, are then used for the HMM training. Each step in the building phase is described
below.
Step 1: Movies sequences extraction: This step aims to discover movies sequences SRi of each user ui. It proceeds
by ﬁrstly collect user’s assignments S i. Lets us, at ﬁrst, give the deﬁnition of a user post.
Deﬁnition 1. (USER POST) A user post S i, related to a user ui, is deﬁned as:
S i:= {{User movies mS i,p}, rS i, j}.
with rS i, j:= The rate value j assigned by the user ui in the post S i, mS i,p:= The p ordered movie rated in S i.
Table 1 reports an example of users’ posts. For example, the user post S 2, highlights that the user u2 has assigned
the rate value r2,3 to the two movies m2,3 and m2,4. Once the users posts are collected, we generate user’s movies
sequences by keeping, for each user, the sequences of movies related to his post and discard useless information. An
example of user’s movies sequences associated to Table 1 is given in the following: S L1 : ((m1,1 =⇒ m1,2 =⇒ m1,3);
(m1,1 =⇒ m1,4)), S L2 : (m2,3 =⇒ m2,4), S L3 : ((m3,2 =⇒ m3,3); (m3,4 =⇒ m3,5)) where S Li, describes tag sequences of
the user ui.
Step 2: Users’ rating proﬁles mining: The second step of the model-building phase step is to mine the users’ rating
proﬁles, formally represented by triadic concepts. Let us ﬁrstly recall in the following the main deﬁnition related to a
triadic concept9 that will be used in the remainder.
Deﬁnition 2. (TRIADIC CONCEPT) A triadic concept (tri-concept for short) of a collection of users’ movies rates
assignments S := (U, R,M, G) is a triple (U1, R1,M1) withU1 ⊆ U, R1 ⊆ R, andM1 ⊆M withU × R × M ⊆ G
such that the triple (U1, R1, M1) is maximal.
Consequently, a rating proﬁle can be formally represented, in S = (U, R,M, G), as a triadic concept RP = (U′, R′,
M′) where U′ ⊆ U, R′ ⊆ R, and M′ ⊆ M with U′ × R′ × M′ ⊆ G. The users’ rating proﬁles are therefore obtained by
invoking the TRICONS algorithm16 on the collection S. TRICONS inputs S as well as three user-deﬁned thresholds:
u − minsupp, r − minsupp and m − minsupp and outputs the set of all frequent tri-concepts, i.e., rating proﬁles,
that fulﬁll these aforementioned thresholds. Roughly speaking, the rating proﬁle RP1 = {(u1, u2, u3),(m1, m2), (r4)}
highlights that the community of users (u1, u2, u3) share the same rating behaviour on the movies (m1, m2) assigned
by r4.
Given the users’ movies sequences and the users’ rating proﬁles, previously extracted, MRRA proceeds in the next
step with the HMM training.
Step 3: HMM training sequences extraction: During this last step of the model-building phase, MRRA trains the
HMM. Actually, in a HMM, there are two types of states: the observable states and the hidden ones13. Thereby, we
deﬁne users’ movies sequences as the observable states in the HMM, whereas the hidden states are modeled by the
users’ rating proﬁles.
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Hence, given the set of hidden states S t = {st1,. . . ,stns}, we denote the set of distinct rates values asR = {r1,. . . ,rnr},
the set of moviesM = {m1,. . . ,mnm} and the set of users U = {u1,. . . ,unu}, where ns is the number of states of the
model, nr is the total number of rates, nm is the total number of movies, nu is the number of users, and S Li is a state
sequence. Our HMM denoted λ = (A, B, B′, π), is a probabilistic model deﬁned as follows:
• π = [. . .πi. . . ], the initial state probability, where πi = P(sti) is the probability that a state sti occurs as the ﬁrst
element of a state sequence S Li.
• B = [. . .b j(r). . . ], the rate emission probability distribution, where b j(r) = P(r | st j), denotes the probability that
a user, currently at a state st j, assigned a rate r.
• B′ = [. . .bk(m). . . ], the movie emission probability distribution, where bk(m) = P(m | stk), denotes the probability
that a user, currently at a state st j, rates the movie m.
• A = [. . .ai j. . . ], the transition probability, where ai j = P(st j | sti) represents the transition probability from a state
sti to another one st j.
Once the HMM is formalized, we proceed with learning its parameters (A, B, B′, π). This is done by computing the
four sets of the HMM parameters: the initial state probabilities {P(sti)}, the rate emission probabilities {P(r | st j)},
the movie emission probabilities {P(m | stk)}, and the transition probabilities {P(st j | sti)}. Hence, inspired from3, we
compute these sets as follows:
1. πi = P(sti) =
|ϕ(st j)|
|S Lc | with:
• S Lc = ∪i∈1,...,t{Ei} = total set of candidate states sequences to which could be matched a sequence of movies,
where Ei denotes the set of candidate states that could match a movie from a given sequence of movies.
• ϕ(st j)= set of states sequences in S Lc starting from st j.
2. b j(r) = P(r | st j) =
∑
m∈M j Count(m,r)∑
r∈R j
∑
m∈M j Count(m,r)
.
3. bk(m) = P(m | stk) =
∑
r∈Rk Count(m,r)∑
r∈Rk
∑
m∈Mk Count(m,r)
, where
Count(m, r) = number of times the movie m is assigned the rate r in the collection.
4. ai, j = P(st j | si) = CS (sti,st j)NC with:
• NC = the number of occurrences of st j in S Lc.
• CS (sti, st j)= the number of times the state sti is followed by the state st j in S Lc.
2.2. The exploitation phase
Once the model-building phase is performed, MRRA proceeds with the exploitation phase. Actually, the exploita-
tion phase aims to identifying the movie’s context and then predict the next rate which would/could be used by an
active user according to the next HMM state. Indeed, during the rating process of a movie m, two consecutive stages
are considered : (i) Matching the current movie m to its related context according to HMM states; and then (ii)
Predicting the next HMM state which represents the most similar rating proﬁle.
The prediction process proceeds by identifying the most likely HMM state, i.e., rating proﬁle, stMS to which m
could better belong. This is done by computing, for each HMM state, the value of the quantity Mati = πi × bi(m),
where πi is the initial probability of the state sti and bi(m) is the emission probability of m at sti. Therefore, the state
with the highest value, i.e., stMS , of Mati will deﬁne the context of m. Once the context is found, the rate, with the
highest probability, belonging to the rating proﬁle represented by the state stMS is recommended. The prediction of
a similar user’s rating proﬁle is then performed, by looking for the next state sNextMS of stMS . This is obtained by
calculating the index value NextMS as follows : NextMS = argmax j{a{MS , j}}, where st j is a successor of stMS in
the HMM. Hence, the state sNextMS represents the most probably rating proﬁle that could match the user behaviour in
rating the movie m.
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Fig. 1. An example of the proposed approach on a sample of a real dataset
Example 1. Fig. 1 represents a HMM with ﬁve states, i.e., {st1, st2, st3, st4, st5}, where each state denotes a user
rating proﬁle, i.e., RP1, RP2, RP3, RP4 and RP5, extracted by the algorithm TRICONS from a sample taken from the
real test data collected.
Each rating proﬁle is represented by a triplet, i.e., the set of all movies similarly rated by a set of users. The
corresponding transition matrix A, and the distributions of the different probabilities of observation (of movies and
rates) are obtained by calculating probabilities as described in Section 2. The corresponding HMM with ﬁve states is
shown in Fig. 1. Suppose that the generated HMM with ﬁve states {st1, st2, st3, st4, st5} has a transition probability
matrix as follows:
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.4 0.6 0.0 0.0 0.0
0.2 0.5 0.3 0.0 0.0
0.0 0.0 0.3 0.2 0.5
0.0 0.0 0.0 0.3 0.7
0.0 0.0 0.0 0.6 0.4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
And let us assume that π =
(
0.2 0.2 0.2 0.2 0.2
)
. Hence, considering the rating represented by the state st1, For
example, to predict the rate of the movie m8, the prediction process starts with ﬁnding the context of the movie m8 by
looking for the most likely HMM state to which the movie m8 could better belong. This is obtained by computing for
each of the ﬁve states, the quantity Mati = πi × bi(m8) including :
Mat1 = π1 × b1(m8) = 0;
Mat2 = Mat3 = Mat4 = 0 and
Mat5 = π5 × b5(m8) = 0.2 × 0.4 = 0.08 .
Consequently, s5 is the state which has the highest probability to represent the users’ rating proﬁle for the resource
m8. Thus the candidate rate value r3 is recommended. Furthermore, possible states transitions from s5 are either s4
or s5. Thus, the corresponding candidate rate to be assigned to the potential next movie, after the m8’s movie, are
computed by the following formula, argmax j{a5, j × b j(m)} with j ∈ {4, 5}, i.e., possible state transition from s5 and m
is a movie belonging to the rating proﬁle represented by s4 or s5 states.
3. Experimental evaluation
In this section we discuss the task of recommending the rating given a user u and a movie m.
3.1. Baselines description
To conﬁrm the validity of our results, we compare them with the results obtained using two recommendation
approaches. We describe in the following the speciﬁc setting used to run them.
- The user-centred collaborative ﬁltering approach (UC-CF)6 : UC-CF is based on the assumption that users
with similar preferences will rate movies similarly. Thus, the implemented variants of UC-CF undergo the following
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Fig. 2. (Left): Averages of Recall on the MovieLens dataset; (Right): Averages of Precision on the MovieLens dataset.
stages :
- Compute USim(ua, ui) = USim(ra,ri), the similarities between the active user ua and all the other users ui based on
their common ratings ra and ri assigned to the same items.
- Select S ua, the set of the k most similar users to the active user ua.
- Estimate r¯ac using the Mean rating estimator on the set of ratings assigned by S ua to the movie mc. The Mean rating
estimator is implemented for the recommendation algorithms in order to estimate the rating rac that the active user ua
would assign to a candidate movie mc. Let N be the number of existing ratings ri, j such as ui ∈ S ua and mi ∈ Smc. The
mean estimator is as follows:
rˆac =
1
N
∑
ui∈S ua
∑
mi∈Smc
ri, j
- Item-centred Collaborative Filtering (IC-CF)4 IC-CF is based on the assumption that users prefer movies that
are correlated to the movies that they already know and like. Thus, the implemented IC-CF algorithms performs the
following generic pattern:
- Compute ISim(mc,mi) = USim(rc,ri), the similarities between the candidate movie mc and all the other movie mi
based on the ratings rc and ri they were assigned by the same users.
- Select Smc, the set of the k most similar movies to the candidate movie mc. Smc is also referred to as the neighbour-
hood of mc.
- Estimate r¯ac by aggregating the ratings assigned by ua to the movies in Smc using the Mean rating estimator.
3.2. Effectiveness evaluation
We used a supervised learning process to assess the performances of our approach vs. those of UC-CF and IC-CF
on MovieLens 100k Data Set1 as our training and testing set. Such set consists of 100, 000 ratings (rating score from
1-5) from 943 users on 1682 movies, in which each user has rated at least 20 movies. Speciﬁcally, we randomly split
the dataset into two parts, i.e., a training part and a test part. The training part is used to estimate the model while
the test part is used for the evaluation. Hence, the main task of our approach is to predict for each user’s movie,
picked from the test dataset, its related rate. In order to analyze the accuracy of our approach we adopted the common
Information Retrieval evaluation measures, namely Recall and Precision2. Therefore, if we suppose that for a user rate
value r, the set of movies actually assigned by the value r is Rm, i.e., as the ground truth, and the set of the predicted
rates values is Tr, then the measures of recall and precision are given as follows:
Recall = |{Rm}
⋂{Tr}|
|{Tr}| ,
Precision = |{Rm}
⋂{Tr}|
|{Rm}| .
We report in the following results averaged over all movies from the test set and 6 test runs.
Figure 2 (Left), depicts averages of recall for different values of K, i.e., the number of predicted rates values, rang-
ing from 1 to 5. Thus, according to the sketched histograms, we can point out that our approach sharply outperforms
those of UC-CF and IC-CF. In fact, the Recall values of the two baselines are much lower than those achieved by
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Table 2. The run time (s) of our approach online on the MovieLens dataset with different values of K vs. those of IC-CF and UC-CF
Top 1 Top 2 Top 3 Top 4 Top 5
Our approach 0.025 0.02 0.025 0.026 0.031
IC-CF 0.03 0.02 0.026 0.03 0.031
UC-CF 0.04 0.04 0.042 0.04 0.041
our approach. Furthermore, the average Recall achieves high percentage for higher value of K. Indeed, for K = 5,
the average Recall is equal to 0.81, showing an increase of 30.13% compared to the average Recall for K = 1. In this
case, for a higher value of K, i.e., K = 5, by matching the current movie with its corresponding context, our approach
can produce almost all of the rates that are likely to be assigned by the user on the current movie.
Besides, according to Figure 2 (Right), the percentage of Precision of our approach outperforms the two baselines
over the MovieLens dataset. Indeed, our approach achieves the best results when we choose the value of K around 5.
In fact, for K = 5, the mean precision, is equal to 31.9%. Whereas, for K = 1, it has an average of 19.5% showing
a drop of the tag prediction accuracy around 12% vs. an exceeding about 41.11% against the UC-CF baseline.
Interestingly enough, these results highlight that our approach can better improve rate prediction accuracy, and thus
rate recommendation, even for a high number of movies. Moreover, our approach achieves a good coverage, since
it produces predictions for 76% of rates assigned to movies contained in the test dataset. Our approach successfully
captures the relationship between users, movies and the rates values. From the result, we can see that our approach can
generate better performance than those of two well known methods. It can reach a highest Recall at certain K and this
is greatly due to the highly independence of our approach on the characteristic of the dataset. Since no pre-processing
stage is made on the data before performing the different phases.
3.3. Online evaluation
We present in table 2 the runtime of our system. Since it is hard to measure the exact runtime of the three ap-
proaches, we simulated their online execution among the MovieLens dataset with different values of K, i.e., the
number of recommended rates, ranging from 1 to 5. With respect to Table 2, the maximum value of run time of our
approach is about 0.031(s), whereas the minimum value is around 0.02(s) which is efﬁcient and satisﬁable compared
to the run times achieved by IC-CF and UC-CF methods.
4. Conclusion
In this paper, we have introduced a novel approach for movie rate recommendation. We have developed a powerful
coupling model, which is based on effective use of HMM and triadic concept analysis. We tackle the challenge of
learning a large HMM from hundreds of thousands of user’s assignments by summarizing individual rates, movies and
users into rate proﬁle, formally, represented as triadic concepts. Finally, we have evaluated our proposed approach on
a real dataset, carried out from a real world MovieLens dataset, through Information Retrieval common metrics. It re-
mains to be seen whether more movies descriptors, such as genre, language, etc., can further increase the performance
bar for movie rate recommendation.
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