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Coherently driven atomic gases inside optical cavities hold great promise for generating rich dy-
namics and exotic states of matter. It was shown recently that an exotic topological superradiant
state exists in a two-component degenerate Fermi gas coupled to a cavity, where local order pa-
rameters coexist with global topological invariants. In this work, we characterize in detail various
properties of this exotic state, focusing on the feedback interactions between the atoms and the
cavity field. In particular, we demonstrate that cavity-induced interband coupling plays a crucial
role in inducing the topological phase transition between the conventional and topological super-
radiant states. We analyze the interesting signatures in the cavity field left by the closing and
reopening of the atomic bulk gap across the topological phase boundary and discuss the robustness
of the topological superradiant state by investigating the steady-state phase diagram under various
conditions. Furthermore, we consider the interaction effect and discuss the interplay between the
pairing order in atomic ensembles and the superradiance of the cavity mode. Our work provides
many valuable insights into the unique cavity–atom hybrid system under study and is helpful for
future experimental exploration of the topological superradiant state.
PACS numbers: 67.85.Lm, 03.75.Ss, 05.30.Fk
I. INTRODUCTION
Quantum control over atom–light interaction is at the
core of many recent developments that have greatly ex-
tended the horizon of cold-atom physics. A prominent
example is the experimental realization of synthetic spin–
orbit coupling (SOC) in ultracold atomic gases [1–3].
When the atomic states are coupled with Raman lasers,
the internal and external degrees of freedom of the atoms
are also coupled. This effective SOC interaction mod-
ifies the single-particle dispersion spectra and can lead
to novel quantum states in both the few-body [4–6] and
many-body settings [7–14]. Of particular interest is the
possibility of preparing and probing topological states in
cold atomic gases under synthetic SOC. Although solid-
state materials with topologically nontrivial properties
have been extensively studied in recent years [15–17],
ultracold atomic gases may serve as ideal platforms for
quantum simulation of exotic topological matter [18–23].
For instance, the highly tunable parameters of cold atoms
should offer unprecedented control over interatomic in-
teractions in a topological material and thus would pro-
vide the intriguing opportunity of simulating topological
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states in a strongly interacting system.
Another exciting example of quantum control over
atom–light interaction is the combination of ultracold
atoms and cavity quantum electrodynamics in the strong-
coupling regime, where the quantum effects of both the
atoms and the cavity photons become dominant [24–26].
In these cavity–atom hybrid systems, an outstanding fea-
ture is the interplay between the atoms and the cavity
field: As the cavity field couples the internal states of
atoms and affects the collective properties of the ensem-
ble, the ensuing dynamics of the atomic gas feeds back
to the cavity photons. Hence, the cavity field not only
serves as a dynamical variable for the many-body system,
it also provides a means of nondestructively detecting key
properties of the hybrid system. A seminal experimental
achievement in these systems is the recent observation
of Dicke superradiance in a Bose–Einstein condensate
(BEC) coupled to cavity light fields [25, 27–29]. In the
experiment, as the system becomes superradiant (SR),
the back-action of the cavity photons on the atoms leads
to self-organization of the BEC. Furthermore, it was later
demonstrated that the dynamical structure factor of the
BEC can also be probed by monitoring the photons leak-
ing from the cavity [30]. It has been shown theoretically
that when the BEC is replaced by a spinless degenerate
Fermi gas, the SR cavity field opens a bulk gap at the
Fermi surface, whereas the back-action of the Fermi gas
gives rise to enhancement of the superradiance due to the
nesting effect [31–33].
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2In this work, we study a special cavity–atom hybrid
system in which the cavity field participates in Raman
processes generating synthetic SOC. Thus, this scenario
combines the two interesting developments mentioned
above. Similar schemes have attracted much research
interest recently [34–39]. For a two-component BEC in
a cavity, it has been shown that the cavity-assisted SOC
can lead to a rich phase diagram [34], whereas for a two-
component degenerate Fermi gas, an exotic topological
superradiant (TSR) state can be stabilized [36]. In the
TSR state, the bulk gap opened by the SR cavity pho-
tons also topologically protects the nontrivial properties
of the Fermi gas. As a result, local order parameters co-
exist with global topological invariants in the TSR state.
Here, we extend the studies in Ref. [36] by characterizing
in detail various properties of the TSR state and investi-
gating the interplay between the TSR and the superfluid
(SF) orders in the presence of interatomic interactions.
At the core of our discussion is the interplay of atoms
and the cavity field. We first demonstrate that cavity-
induced interband coupling plays a crucial role in induc-
ing the topological phase transition between the trivial
SR and TSR states. For this purpose, we compare the
phase diagrams of relevant tight-binding models involv-
ing different numbers of bands and show explicitly that
by taking only the lowest several bands into considera-
tion, one could recover, qualitatively, the phase diagram
from a full-band calculation. This enables us to derive
a minimum tight-binding Hamiltonian for our system,
which is helpful for generalizing the steady-state phase
diagram of the current system to other related systems.
Importantly, we notice that in general, the multiband ef-
fect is crucial in studying Raman-induced synthetic SOC
in lattice systems. This conclusion is consistent with a
recent study on laser-induced SOC in lattice models [40].
We then investigate the back-action of the topological
phase transition of the Fermi gas on the cavity photons.
Across the topological phase boundary between the triv-
ial SR state and the TSR state, the bulk gap closes and
opens again. We show that at this phase boundary, the
Fermi surface at half-filling lies exactly at the gap clos-
ing point. As a result, a spin-down state on the Fermi
surface would be scattered by a Raman process to the
spin-up state, which is also on the Fermi surface. This
is essentially the nesting effect discussed in Refs. [31–33]
for a spinless Fermi gas in a cavity. We show that the
nesting effect here leads to a peak structure in the vari-
ation of the cavity photon occupation at the topological
boundary, which can be used as a clear signature of the
topological phase transition.
We then discuss the robustness of the TSR state by in-
vestigating the steady-state phase diagram under various
conditions. We find that the TSR state as well as the gen-
eral appearance of the phase diagram are robust against
finite-temperature effects and that the TSR state should
persist even in the absence of a background lattice poten-
tial. We also show that when the cavity contains a larger
number of atoms, which is most likely the case in experi-
ments, the TSR state is actually more stable. Finally, we
consider the interaction between fermions and study the
interplay between the SF and TSR phases. By minimiz-
ing the free energy of the atomic ensembles, we conclude
that the two orders do not coexist in the ground-state
phase diagram with parameters in realistic experimental
conditions.
The paper is organized as follows: in Sec. II, we out-
line the system configurations and our derivation of the
model Hamiltonian of the quasi-one-dimensional Fermi
gas. Then, in Sec. III, we focus on the non-interacting
case to discuss the mutual feedback interactions between
atoms and the cavity field, as well as the robustness of
the TSR state against the effects of finite temperature,
the background lattice potential, and the atom number.
The interatomic interaction effect is studied in Sec. IV,
where zero-temperature phase diagrams are mapped out
for various interaction intensities. Finally, we summarize
the study in Sec. V.
II. MODEL
We consider a quasi-one-dimensional, two-component
Fermi gas strongly coupled to an optical cavity. While
the cavity is transversely pumped by a laser field, the
pumping laser and cavity field couple two hyperfine states
in the ground-state manifold of each atom in two-photon
Raman processes (see Fig. 1). The fermions are subject
to a background lattice potential whose parameters can
be controlled independently. This can be achieved, for
example, by using a two-mode cavity [41]. While the
atoms are coupled to one of the modes (pumped by A in
Fig. 1), the other mode is longitudinally pumped and pro-
vides the background potential (pumped by B in Fig. 1).
The effective Hamiltonian for a single atom in the Fermi
gas can be written as [36]
Hˆ0 =
∑
σ
∫
drΨˆ†σ
[
p2
2m
+ U (r) +
(
V0 + ξAaˆ
†aˆ
)
cos2 (k0x) + ξσmz
]
Ψˆσ
−∆Aaˆ†aˆ+ η
[∫
drΨˆ†↑
(
aˆeik0z + aˆ†e−ik0z
)
cos (k0x) Ψˆ↓ + H.C.
]
, (1)
3κ
?
? ?
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B
FIG. 1: Illustration of the system setup. A quasi-one-
dimensional Fermi gas is strongly coupled to an optical cavity.
The transverse pumping laser and relevant cavity mode (mode
A) form two separate Raman processes coupling the two hy-
perfine states in the ground-state manifold of the fermions.
See main text for definitions of the various parameters.
where Ψˆσ (σ =↑, ↓) are the fermionic field operators for
different hyperfine states, aˆ is the annihilation operator
for the cavity field, ξσ = ±1, m is the atomic mass, and
H.C. represents the Hermitian conjugate. Here, p2/2m
is the three-dimensional kinetic energy, and U (r) is the
radial trapping potential, where we consider the tight
radial confinement to be in the y–z plane. When an
effective Zeeman field mz = ω↑ = −ω↓ is applied along
the z axis, the background lattice potential is given as
V0 cos
2 (k0x), where k0 is the wave vector of the cavity
modes. The cavity detuning ∆A = ωc − ωA, where ωc is
the resonant frequency of cavity mode A, and ωA is the
frequency of the transverse pumping laser. We may then
define ξA = g
2
A/∆, and the effective Rabi frequency of the
cavity-assisted Raman processes η = ΩAgA/∆, where ∆
is the single-photon detuning of the Raman processes.
The interaction Hamiltonian between fermions takes the
form
Hˆint =
4pi~2as
m
∫
drΨˆ†↑Ψˆ
†
↓Ψˆ↓Ψˆ↑, (2)
where as is the three-dimensional s-wave scattering
length.
We assume that, under tight radial confinement, only
the ground state of the radial degrees of freedom is
occupied, as the Feshbach resonance is tuned within
the Bardeen–Cooper–Schrieffer (BCS) side [42–44]. The
fermionic field operator can then be written as
Ψˆσ (r) =
√
2
piρ2
exp
(
−y
2 + z2
ρ2
)
ψˆσ (x) , (3)
where ρ =
√
2~/mω⊥ is the characteristic width of the
radial harmonic confinement, with the transverse trap-
ping frequency ω⊥. ψˆσ (x) is the field operator in the
axial direction. If we integrate out the transverse degrees
of freedom, the effective one-dimensional Hamiltonian is
Hˆeff =
∑
σ
∫
dxψˆ†σ
[
p2x
2m
+ Vˆeff cos
2 (k0x) + ξσmz
]
ψˆσ
+ηA
(
aˆ+ aˆ†
) [∫
dxψˆ†↑ cos (k0x) ψˆ↓ + H.C.
]
−∆Aaˆ†aˆ− g1D
∫
dxψˆ†↑ψˆ
†
↓ψˆ↓ψˆ↑, (4)
where Vˆeff ≡
(
V0 + ξAaˆ
†aˆ
)
, and ηA = sη with s =
e−k
2
0ρ
2/8. The effective one-dimensional interaction
strength g1D can be connected to the scattering length
as via the confinement-induced resonance [45]
g1D = −4pi~
2as
m
1
2piρ2
(
1− C as√
2ρ
)−1
, (5)
where C = lims→∞(
∫∞
0
ds′/
√
s′ − ∑ss′=1 1/√s′) ≈
1.4603. Considering the cavity decay rate κ, we can write
the equation of motion for the cavity field as
i ˙ˆa = aˆ
[
ξA
∑
σ
∫
dxψˆ†σ cos
2 (k0x) ψˆσ −∆A − iκ
]
+ ηA
[∫
dxψˆ†↓ cos (k0x) ψˆ↑ + H.C.
]
. (6)
In the most general case, the effective Hamiltonian,
Eq. (4), needs to be solved with the master equation
for the cavity photons, Eq. (6), to obtain the dynamical
evolution of this cavity–atom hybrid system. In the limit
of large photon numbers, the fluctuation of the cavity-
photon operators can be neglected in a mean-field-type
approach with aˆ→ α = 〈aˆ〉. Furthermore, if the cavity–
atom coupling is in the strong-coupling regime, the cav-
ity field can reach a dynamical steady state within a
short period of time in comparison to 1/κ. Moreover,
the atoms typically respond to the photon variation on
an even longer time scale such that the photon dynamics
can be treated adiabatically [24, 25]. In this case, the
steady-state solution of the system can be approximated
by the stationary condition ∂α/∂t = 0 [31–33], which
leads to
α =
ηA
∫
dx cos (k0x)
[
〈ψˆ†↓ψˆ↑〉+ H.C.
]
∆A + iκ− ξA
∑
σ
∫
dx〈ψˆ†σψˆσ〉 cos2 (k0x)
. (7)
Apparently, when the system is in the steady state, the
cavity mean field α depends on the spin–spin correlation
〈ψˆ†↓ψˆ↑〉 of the Fermi gas, whereas the latter is affected
in turn by the cavity mean field and the interatomic
interaction through the effective Hamiltonian, Eq. (4).
These observations clearly demonstrate the feedback in-
teractions between the cavity field and the Fermi gas.
4III. NON-INTERACTING FERMI GAS AND
TOPOLOGICAL SUPERRADIANCE
We first discuss the non-interacting case, where the
steady state of the system can be solved self-consistently
from Eqs. (4) and (7) with g1D = 0. Starting from an
appropriate initial cavity field α0, we diagonalize the ef-
fective Hamiltonian, Eq. (4), for the energy spectrum.
We then solve for the chemical potential from the num-
ber equation N =
∑
σ
∫
dx〈ψˆ†σψˆσ〉. The cavity mean
field α is then updated via Eq. (7). We repeat the pro-
cess until α converges. Note that we consider only the
interesting case in which the fermions in the background
lattice potential are at half-filling.
A. Superradiant and topological phase transitions
As the transverse pumping strength ηA increases past
a critical value, the cavity–atom hybrid system under-
goes an SR phase transition. Upon the onset of super-
radiance, the relevant cavity mode (mode A) becomes
macroscopically occupied, and the spin–spin correlation,
which serves as an order parameter, is established in the
Fermi gas.
Under the adiabatic treatment of the cavity field, the
SR phase transition can be characterized by the conven-
tional Landau phase-transition theory. Starting from the
Hamiltonian (4), we replace the cavity field operators
with the mean-field value in Eq. (7). The expression for
the free energy, F = −kBT lnZ, can be derived by inte-
grating out the fermionic field operators. Here, the par-
tition function Z = Tr exp[−(Hˆ − µNˆ)/kBT ], where kB
is the Boltzmann constant, µ is the chemical potential,
Nˆ is the number operator, and T is the temperature.
Expanding the free energy near the critical point up to
the fourth-order term in α, we get
F ≈ −∆˜Aα∗α− χη (α∗ + α)2 − η4Aχ41 (α∗ + α)4
−ξ2χ42 (α∗α)2 + η2Aξ2Aχ43 (α∗α) (α∗ + α)2 , (8)
where
∆˜A = ∆A − V0
∑
j
VjjnF (j) , (9)
χη = η
2
Af = −
η2A
2
∑
j,j′
∣∣∣Mjj′ ∣∣∣2 nF (j)− nF (j′ )j − j′ , (10)
χ42 =
1
2ξ2A
∑
kσ
∑
m,n
|Vkmσ,knσ|2 nF (kmσ)− nF (knσ)
knσ − kmσ ,
(11)
χ41 =
1
η4A
∑
kσ
∑
m,n,o,p
nF (mkσ)
Mmkσ,nkσ¯Mnkσ¯,okσMokσ,pkσ¯Mpkσ¯,mkσ
(nkσ¯ − mkσ) (okσ − mkσ) (pkσ¯ − mkσ) , (12)
χ43 =
1
η2AξA
∑
kσ
∑
m,n,o
Vkmσ,knσMknσ,koσ¯M,koσ¯,kmσ
×
[
nF (kmσ)
(knσ − kmσ) (koσ¯ − kmσ) +
nF (koσ¯)
(kmσ − koσ¯) (knσ − koσ¯) +
nF (knσ)
(kmσ − knσ) (koσ¯ − knσ)
]
. (13)
Here, nF (x) = 1/
[
e(x−µ)/kBT + 1
]
is the Fermi distribu-
tion function. The matrix elements Vjj′ and Mjj′ are
Vjj′ =
∑
σ
∫
dxϕ∗jσ (x) cos
2 (k0x)ϕj′σ (x) , (14)
Mjj′ =
∑
σ 6=σ′
∫
dxϕ∗jσ cos(k0x)ϕj′σ′ , (15)
where the subscript j = (nk) is the shorthand notation
for the band index n and momentum k, and ϕj (x) =
{ϕj↑, ϕj↓}T is the eigenfunction of the Hamiltonian Hˆ0 =
p2x/2m+ V0 cos
2 (k0x) +mzσz with the eigenenergy j .
By defining the atomic spin–spin correlation as the or-
der parameter
Θ =
∫
dx cos (k0x)
[
〈ψˆ†↓ψˆ↑〉+ H.C.
]
, (16)
we can rewrite the free energy expansion as
F ≈ λ2 (ηAΘ)2 + λ4 (ηAΘ)4 , (17)
5where the second- and fourth-order coefficients are
λ2 = − ∆˜A
∆˜2A + κ
2
[
1 + η2Aχη
4∆˜c
∆˜2A + κ
2
]
,
λ4 = − 1(
∆˜2A + κ
2
)2
[
η4Aχ41
16∆˜4A(
∆˜2A + κ
2
)2
+ξ2Aχ42 − ξη2Aχ43
4∆˜2A
∆˜2A + κ
2
]
. (18)
According to the Ginzburg–Landau free-energy func-
tional of Eq. (17), the SR phase transition occurs when
λ2 vanishes, which gives the critical condition
ηcA =
1
2
√
∆˜2A + κ
2
−∆˜Af
, (19)
where f is defined in Eq. (10). When the system first
enters the SR state, the cavity field α is still small. Hence,
the steady-state cavity mean field can be obtained by
minimizing the expansion in Eq. (8) such that
αGL =
1
∆˜A + iκ
√−λ2
2λ4
. (20)
We confirmed numerically that the SR boundary deter-
mined by Eq. (19) coincides with that determined from
a self-consistent calculation outlined in the previous sec-
tion. Furthermore, we checked that whenever α is small,
Eq. (20) agrees well with the cavity mean field from a
self-consistent calculation. Although the SR phase tran-
sition can be well characterized by the Landau theory of
phase transitions, we will show below that, owing to the
interplay between the cavity field and the atoms, superra-
diance can induce a change in the topological properties
of the Fermi gas under appropriate conditions.
Whether the SR transition discussed above is topologi-
cal depends on the value of the effective Zeeman field mz.
When mz is smaller than a critical field mc, such that the
Fermi gas is in a gapless metallic (M) phase before the
SR transition, the system undergoes a TSR phase tran-
sition. A cavity-assisted SOC is turned on as soon as
superradiance occurs. At half-filling, this SOC opens a
bulk gap at the Fermi surface and mixes different spin
components of the Fermi gas. The combined effects give
rise to a nonzero winding number in the lowest band. The
system thus features all the properties of an SR state, as
well as those of a chiral topological insulator (see Fig. 2).
When the effective Zeeman field mz is larger than mc,
the Fermi gas can be in an insulating (I) state before the
SR transition. Here, as the transverse pumping strength
increases, an SR transition can also occur. However, as
the bulk gap does not close across the SR transition, the
Fermi gas remains a topologically trivial insulator. The
system is then in a conventional SR state. As the pump-
ing strength increases further, the bulk gap closes and
reopens, and the system undergoes an SR–TSR phase
TSR SR
M
I
0 0.1 0.2 0.3 0.4 0.5
2
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FIG. 2: (Color online) Steady-state phase diagram. The bulk
gap of different phases is indicated by color in the background.
In the absence of superradiance, the Fermi gas is in either in
a metallic (M) state or an insulating (I) state, depending on
the effective Zeeman field. The two phases are separated at
mc ∼ 0.132Er. As ηA increases, the system becomes SR, and
the steady state can be either a TSR state or that of a trivial
SR insulator. The TSR and SR states are further separated
by a topological phase boundary at mz > mc. A tetracritical
point exists at ηA ∼ 2.614Er, mc ∼ 0.132Er. We consider
a half-filled lattice of 80 sites with the parameters kBT =
Er/200, V0 = 5Er, κ = 100Er, ∆A = −10Er, and ξA = 5Er.
See the main text for the definitions of the parameters.
transition (see Fig. 2). In the following section, we will
focus on this SR–TSR phase transition, as it is an exem-
plary case in which the interplay between atoms and the
cavity plays a key role in shaping the properties of the
system.
B. Interplay between atoms and the cavity
In this subsection, we focus on the interplay between
atoms and the cavity near the SR–TSR phase boundary
at mz > mc. On the one hand, we show that the SR–
TSR topological phase transition is induced by cavity-
assisted interband coupling; on the other hand, the bulk
gap closing at the topological phase boundary leaves its
signature in the cavity field.
1. Effects of cavity-assisted interband coupling
An outstanding feature of our system is the spatial
dependence of the cavity-assisted SOC, which is of odd
parity with respect to the center of a lattice site. From a
parity analysis, it is easy to see that the cavity-assisted
SOC is capable of coupling the s band to the p band by a
spin flip. Naturally this raises the question of the impact
of higher bands. Indeed, the multiband effects play a
crucial role in shaping the topological phase boundary
between the SR and TSR phases.
To explicitly see the higher-band effects, we expand
the effective Hamiltonian, Eq. (4), onto the Wannier
6basis {φnj (x)} of the lattice Hamiltonian p2x/2m +
Veff cos
2(k0x), where Veff = V0 + ξA |α|2. Here, n and
j are the band and site indices, respectively. The result-
ing tight-binding Hamiltonian can be written as
HTI =
∑
n
∑
j,σ
[tn,ns (j, j) +mzξσ] ψˆ
(n)†
jσ ψˆ
(n)
jσ
+
∑
n
∑
〈i,j〉,σ
tn,ns (i, j) ψˆ
(n)†
iσ ψˆ
(n)
jσ
+
∑
n
∑
〈i,j〉
[
tn,nso (i, j) ψˆ
(n)†
i↑ ψˆ
(n)
j↓ + H.C.
]
+
∑
m,n
∑
j
[
tm,nso (j, j) ψˆ
(m)†
j↑ ψˆ
(n)
j↓ + H.C.
]
,(21)
where ψˆ
(n)
jσ is the atomic annihilation operator of spin
σ on site j in the n-th band, and 〈·, ·〉 denotes nearest-
neighbor hopping. The hopping coefficients from site i
on the m-th band to site j on the n-th band are defined
as
tm,ns (i, j) =
∫
dxφ∗mi (x)
[
p2x
2m
+ Veff cos
2 (k0x)
]
φnj (x) ,
tm,nso (i, j) = Mr
∫
dxφ∗mi (x) cos (k0x)φnj (x) , (22)
where Mr = ηA (α
∗ + α). Note that we have neglected
the next-nearest-neighbor intraband hopping terms and
the nearest-neighbor interband hopping terms, as we
have checked numerically that their effects are negligible.
Considering the symmetry of the Wannier functions, we
have the following relations:
tn,ns (j, j) = εn, t
n,n
s (j, j ± 1) = − (−1)n−1 t(n)s ,
tn,n±1so (j, j) = (−1)j tn,n±1so ,
tn,nso (j, j ± 1) = ± (−1)j t(n)so , (23)
where εn, t
(n)
s , tn,n±1so , and t
(n)
so are all nonnegative con-
stants.
For a single-band tight-binding model, Eq. (21) can be
simplified, as the summation over band index n contains
only the lowest band with n = 1. After employing the
gauge transformation ψˆ
(1)
j↓ → (−1)j ψˆ(1)j↓ , we can derive a
concise form in momentum space [22]:
h(1) (k) = ε1 +mzσz − 2t(1)s cos (ka)σz + 2t(1)so σy sin (ka) .
(24)
Apparently, this single-band tight-binding model is topo-
logically nontrivial when mz < 2t
(1)
s and is trivial oth-
erwise. Hence, for a single-band tight-binding model,
mc = 2t
(1)
s . Note that we have used the winding number
as the topological invariant; it is defined as
W =
∑
ν,ν′=y,z
∮
dk
4pi
ν,ν′ hˆ
−1
ν (k) ∂khˆν′ (k) . (25)
Here the integral is over the first Brillouin zone with k ∈
[−k0, k0], and ν,ν′ = ±1.
In Fig. 3(a), we plot the steady-state phase diagram
under the single-band tight-binding model, Eq. (24).
Whereas the SR transition boundary (red) is determined
self-consistently from Eq. (19), the SR–TSR topological
phase boundary (blue) is calculated using Eq. (25). Con-
sistent with our analysis, the SR–TSR topological phase
boundary is located in the region where mz < mc. Im-
portantly, this phase boundary is qualitatively different
from that under a full-band calculation, which lies at
mz > mc. Thus, the coupling to higher bands can signif-
icantly alter the topological phase boundary. Although
one may expect similar conclusions for Raman-assisted
SOC in lattice systems in general, in our system, such
higher-band effects can be seen as the back-action of
atomic scattering of cavity photons.
We then characterize the steady-state phase diagram
as we sequentially turn on the coupling to higher bands.
More specifically, we consider the cases of two- and three-
band tight-binding models. These correspond to tak-
ing n = 1, 2 and n = 1, 2, 3, respectively, in the band-
index summation in Eq. (21). Applying a similar gauge
transformation, ψˆ
(n)
j↓ → (−1)j ψˆ(n)j↓ , we can write the ef-
fective Hamiltonian in quasi-momentum space. Taking
the three-band tight-binding model as an example, the
Hamiltonian can be written as
H (k) =
 h(1) (k) t1,2so σx 0t1,2so σx h(2) (k) t2,3so σx
0 t2,3so σx h
(3) (k)
 , (26)
where h(n) (k) = εn+mzσz−2 (−1)n−1 t(n)s cos (ka)σz +
2t
(n)
so σy sin (ka).
In Figs. 3(b) and 3(c), we plot the steady-state phase
diagrams of the two- and three-band tight-binding mod-
els, respectively. Apparently, the SR–TSR phase bound-
ary lies in the region of mz > mc, i.e., it is qualitatively
consistent with a full-band calculation, only when the
lowest three bands are considered. This suggests that a
minimum tight-binding model in our system should in-
clude at least the intra- and interband coupling among
the lowest three bands.
To further understand how cavity-assisted interband
coupling induces the topological phase transition, we plot
in Fig. 4 the Bloch bands in the half-folded Brillouin
zone, k ∈ [−k0/2, k0/2]. Note that for the blue-detuned
optical lattice, the zero points of the Raman coupling po-
tential coincide with lattice sites, where the Raman po-
tential is antisymmetric with respect to each lattice site
[see Eq. (4)]. This symmetry leads to the following two
types of interband coupling between spin-up and spin-
down states at the I–SR phase boundary. First, if both
the spin-up and spin-down states have the same parity
(e.g., even parity for the s, d... bands or odd parity for the
p, f... bands), the Raman potential induces only spin-flip
hopping coupling but not on-site coupling. Conversely, if
the spin-up and spin-down states have opposite parities,
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FIG. 3: (Color online) Phase diagram of effective tight-
binding models involving (a) the lowest band, (b) the lowest
two bands, and (c) the lowest three bands. Other parameters
are the same as in Fig. 2.
the Raman coupling potential can induce on-site spin-flip
coupling as well as the hopping processes. For example,
in Fig. 4(a), the states labeled 1 and 2 at the center of
the Brillouin zone are coupled to the states labeled 3 and
4, respectively, via Raman processes. Importantly, this
band-selective coupling persists in both the SR and TSR
states, as indicated in Figs. 4(b) and 4(c).
This interband coupling pushes each pair of Bloch
bands apart. In the SR state, the band with state 2
is pushed downward faster than the band with state 1.
As a result, the bulk gap between these two bands is re-
duced as the pumping strength ηA increases from zero.
Notice that at half-filling, the Fermi surface lies between
these two bands. The bulk gap would keep decreasing
until the gap closes [see Figs. 4(a) and 4(b)]. At the gap
closing point, band inversion occurs, and upon further in-
creasing of ηA, the bulk gap is enlarged as the two bands
are pushed apart by similar interband coupling mecha-
nisms [see Fig. 4(c)]. Thus, for mz > mc, the SR–TSR
topological phase transition is driven by cavity-assisted
interband coupling. As a result, the stability region of
the TSR state is enlarged on the phase diagram.
To quantify the analysis above, we devise an incre-
mental first-order perturbative calculation. Across the
SR–TSR phase boundary, we divide the increment of the
transverse pumping ηA into N small steps, which we label
ηA,j (j = 1, 2 · · ·N). With the stepwise increase of ηA,j ,
the cavity mean-field α also increases, and we label it αj .
The cavity field then affects the Hamiltonian at the j-th
step as Hj , which yields the states mj [m = 1, 2, 3, 4,
as indicated in Figs. 4(a)–4(c)]. At the j-th step, we
take mj as the zeroth-order wave function and calculate
the first-order correction induced by the increase in ηA:
E(1) = 〈mj |Hj+1 −Hj |mj〉. When δηA = ηA,j+1 − ηA,j
is small, E(1) should indicate the variation in the bulk
gap at k = 0. As indicated in Fig. 4(d), for mz < mc,
state 2 is pushed downward, and state 1 is pushed up-
ward. For mz > mc, the downward shift in 2 is larger
than that in state 1. As discussed previously, these phe-
nomena contribute to the bulk gap closing and reopening
at the topological phase boundary. We emphasize again
that the bulk gap closing and reopening are driven by
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FIG. 4: (Color online) (a–c)Band structure and cavity-
induced interband coupling for mz = 0.2Er > mc and (a)
ηA ∼ 2.926Er, (b) ηA ∼ 3.134Er, (c) ηA ∼ 3.342Er. The
interband coupling among modes 1, 2, 3, and 4 at k = 0 (red
circles) is indicated by arrows. Note that in (c), owing to
the band inversion at the topological boundary, the positions
of labels 1 and 2 are exchanged. (d) Incremental first-order
correction E(1), where δηA,j = 0.026Er. 1-1 indicates the
first-order correction to state 1, and 2-2 indicates the correc-
tion to state 2.
cavity-assisted interband coupling, which should deter-
mine the state mj at the j-th step.
2. Back-action of the cavity field across the topological
phase transition
While the cavity field drives the system into the TSR
state, the back-action of the topological phase transition
also leaves signatures in the cavity field, which can serve
as a novel nondemolition detection scheme. To demon-
strate this, we define the variation of the cavity field with
respect to the effective transverse pumping strength ηA:
Γ = ∂|α|2/∂ηA. In Fig. 5(a), we show Γ as the back-
ground of the steady-state phase diagram. Although the
value of Γ is ostensibly higher in the SR regime than
in the TSR regime, it peaks along the topological phase
boundary between the two states.
Qualitatively, the peak structure in Γ is a direct re-
sult of the bulk gap closing along the topological phase
boundary. On the SR–TSR phase boundary at mz > mc,
the Fermi surface at half-filling shrinks to the Dirac point
at k = 0 [see Fig. 4(b)]. Therefore, a fermion close to
the “Fermi surface” (k = 0) interacting with photons
in the cavity and the pumping fields is scattered to an-
other state close to the Fermi surface with little energy
cost. This corresponds to the nesting condition discussed
in Refs. [31–33], under which a spinless Fermi gas cou-
pled to a cavity field can have enhanced superradiance.
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FIG. 5: (Color online) Steady-state phase diagram with the
cavity-field variation Γ as the background. The parameters
are the same as in Fig. 2.
Here, as the system is already in the SR state when the
SR–TSR phase boundary is crossed, satisfaction of the
nesting condition leads to a peak in the variation of the
cavity field instead. Alternatively, the formation of the
peak can be understood in terms of band inversion at
the topological phase boundary. As ηA increases past the
phase boundary, the band with state 2 becomes heavily
occupied owing to band inversion. As the energy differ-
ence between the band with state 2 and that with state 3
is much smaller than that between the bands with states
1 and 4, atom–photon scattering, which involves cavity-
assisted interband coupling, occurs more easily when the
system is in the TSR state. Thus, the abrupt change
in the atom–photon scattering ability at the gap closing
point gives rise to a peak in the rate of change of the
average cavity photon number.
C. Robustness of the topological superradiant state
In the previous discussions, we studied the TSR
state and the relevant phase transitions in a quasi-one-
dimensional Fermi gas in the presence of a background
lattice potential, with a small number of atoms, and at a
finite but very low temperature. An important question
is the stability of the TSR state against parameters such
as the temperature or background lattice potential. In
this section, we discuss the effects of these parameters on
the steady-state phase diagram. We also investigate the
phase diagram under typical experimental conditions.
1. Effects of temperature and background lattice potential
For a one-dimensional Fermi gas in a cavity, the Fermi
surface is just two points at zero temperature. The nest-
ing condition is naturally satisfied when the fermions are
at half-filling in the lattice potential formed by the cavity
field. It has been pointed out that at zero temperature,
superradiance of a one-dimensional Fermi gas can occur
mz
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M TSR FP
PPFP
FIG. 6: (Color online) Illustration of typical phase diagrams
with different background lattice potentials and tempera-
tures. (a) T = 0, with V0 6= 0 (blue) and V0 = 0 (red);
(b) T 6= 0, with V0 6= 0 (black) and V0 = 0 (green).
even with an infinitesimally small pumping field [31–33].
As the temperature increases, the Fermi surface becomes
less well-defined, which leads to a finite critical pumping
field for the emergence of superradiance.
In Fig. 6(a), we illustrate typical phase diagrams at
zero temperature with (blue) and without (red) the back-
ground lattice potential V0. In either case, when the
effective Zeeman field mz is smaller than mc, the criti-
cal pumping strength ηA for the onset of the TSR state
is indeed zero. This is consistent with previous results.
When the effective Zeeman field becomes larger than mc,
the possible phases and phase boundaries depend on the
background lattice potential. In the absence of a back-
ground lattice potential, there is no band gap before the
onset of superradiance. Hence, there will be no trivial
insulating state (the I or SR state), and the system en-
ters the TSR state directly from either a fully polarized
Fermi gas (mz > mc) or a partially polarized Fermi gas
(mz < mc). We note that as the critical Zeeman field
mc is proportional to the bandwidth, mc should increase
with decreasing V0. Similarly, we show in Fig. 6(b) typi-
cal phase diagrams at finite temperatures with (black)
and without (green) the background lattice potential.
The main difference from the zero-temperature case is
that the onset of superradiance requires a finite pumping
field. Importantly, we see that the TSR state is robust
against changes in the temperature and background lat-
tice potential.
2. Quasi-one-dimensional Fermi gases
Quasi-one-dimensional atomic gases are typically pre-
pared experimentally by applying a two-dimensional op-
tical lattice potential [46]. This configuration should give
rise to an array of quasi-one-dimensional atomic gases
tightly confined in the transverse direction. As each
quasi-one-dimensional tube in the array typically con-
tains tens of atoms, it is worthwhile to explore the case
where a large number of atoms are present in the cavity.
In this case, the effective Hamiltonian should be modified
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FIG. 7: (Color online) Phase diagram under typical experi-
mental conditions. See discussions in the main text for details.
as
Hˆeff =
∑
ν,σ
∫
dxψˆ†ν,σ
[
p2x
2m
+ Veff cos
2 (k0x) + ξσmz
]
ψˆν,σ
+ηA (α+ α
∗)
[∑
ν
∫
dxψˆ†ν,↑ cos (k0x) ψˆν,↓ + H.C.
]
,(27)
where ψˆν,σ is the atomic annihilation operator in the ν-th
tube. The stationary condition then gives
α =
ηA
∑
ν
∫
dx cos (k0x)
[
〈ψˆ†ν,↓ψˆν,↑〉+ H.C.
]
∆A + iκ− ξA
∑
ν,σ
∫
dx〈ψˆ†ν,σψˆν,σ〉 cos2 (k0x)
. (28)
It is then possible to follow the procedure outlined pre-
viously to self-consistently determine the steady state of
the system and map out the phase diagram.
As an example, we show in Fig. 7 a typical phase dia-
gram with a total number of 1.6× 104 6Li atoms loaded
into a two-dimensional optical lattice potential. We con-
sider the lattice potential to have 200 sites, which is also
the number of quasi-one-dimensional tubes in the system.
Compared to the previous phase diagram (see Fig. 2), the
tetracritical point and phase boundaries are considerably
lower. More importantly, the requirements on the cav-
ity parameters are also relaxed. For example, Fig. 7 is
calculated at a temperature of kBT = Er/30 (T ∼ 118
nK for 6Li atoms), and with a weaker cavity–atom cou-
pling gA ∼ 4.3 MHz, a larger single-photon detuning
∆ = 10 GHz, and a larger cavity decay rate κ ∼ 14.8
MHz. Hence, the TSR phase should persist under typi-
cal experimental conditions.
IV. INTERACTING FERMI GAS AND THE
SUPERFLUID–SUPERRADIANCE TRANSITION
In this section, we take into account the interaction ef-
fect in the Hamiltonian in Eq. (4) by considering an effec-
tive attractive interaction in one dimension with g1D > 0.
Notice that here we consider the strong-coupling regime
where the response of cavity photons to the atomic fields
can be treated adiabatically [24, 25, 31–33]. By perform-
ing the gauge transformation ψˆ↓(x)→ −i exp(ik0x)ψˆ↓(x)
and adopting the mean-field formalism, we obtain the ef-
fective Hamiltonian
HˆMF = K0 +
∫
dx
∑
σ1,σ2
ψˆ†σ1(x)K¯σ1,σ2(x)ψˆσ2(x)−∆A|α|2 +
∫
dx
[
∆(x)ψ†↑(x)ψ
†
↓(x) + ∆
∗(x)ψ↓(x)ψ↑(x)
]
, (29)
where the matrix takes the form
K¯(x) =
[
p2x
2m + V (x) +mz − g1Dn↓(x)− µ −iM(x) exp(ik0x) + g1DR(x)
iM(x) exp(−ik0x) + g1DR∗(x) (px+~k0)
2
2m + V (x)−mz − g1Dn↑(x)− µ
]
. (30)
Here, V (x) = (V0 + ξA|α|2) cos2(k0x) is the optical lat-
tice, M(x) = ηA(α
∗ + α) cos(k0x) is the Raman lattice
potential, and
K0 =
∫
dx
[
g1D
(
n↑(x)n↓(x)− |R(x)|2
)
+
|∆(x)|2
g1D
]
(31)
denotes the Hartree shift due to the interaction. In
the expressions above, the density of each spin species
nσ(x) = 〈ψˆ†σ(x)ψˆσ(x)〉, the SF order parameter ∆(x) =
−g1D〈ψˆ↓(x)ψˆ↑(x)〉, and the spin–spin correlation R(x) =
〈ψˆ†↓(x)ψˆ↑(x)〉.
The mean-field Hamiltonian (29) can be diagonalized
by the generalized Bogoliubov transformation,
ψˆσ(x) =
∑
η
uη(xσ)Cˆη + v
∗
η(xσ)Cˆ
†
η, (32)
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leading to the Bogoliubov–de Gennes (BdG) equations,[
K¯(x) ∆¯(x)
−∆¯∗(x) −K¯∗(x)
] [
u¯η(x)
v¯η(x)
]
= Eη
[
u¯η(x)
v¯η(x)
]
(33)
with
∆¯(x) = ∆(x)
[
0 1
−1 0
]
,
u¯η(x) =
[
uη(x ↑)
uη(x ↓)
]
, v¯η(x) =
[
vη(x ↑)
vη(x ↓)
]
. (34)
Here, Cˆη (Cˆ
†
η) is the annihilation (creation) operator of
the quasiparticle with energy Eη, and u¯η(x) (v¯η(x)) is
the corresponding quasiparticle wave function. Thus, the
mean-field Hamiltonian for the atomic ensemble reads
HˆMF = −
∑
η
Eη
∫
dx
∑
σ
v∗η(xσ)vη(xσ) +K0
+
∑
η
EηCˆ
†
ηCˆη. (35)
Owing to particle–hole symmetry, the density for each
spin component nσ(x), the order parameter ∆(x), and
the spin–spin correlation field R(x) can be expressed as
nσ(x) =
∑
η
|uη(xσ)|2nF (Eη),
∆(x) = g1D
∑
η
v∗η(x ↑)uη(x ↓)nF (Eη),
R(x) =
∑
η
uη(x ↑)u∗η(x ↓)nF (Eη), (36)
where nF (E) = 1/(e
E/kBT + 1) is the Fermi–Dirac dis-
tribution at temperature T , and the summation over η
includes both the particle and hole spectra.
In the following discussion, we focus on the half-filling
case, f = 1/2, and the filling factor is defined as
f =
N
2N0
=
1
2N0
∫
dx
∑
σ
nσ(x), (37)
where N is the total particle number, and N0 the num-
ber of sites. By solving the BdG equation (33) for the SF
order parameter ∆(x) and Eq. (7) for the cavity field α
self-consistently, we can evaluate the energy per particle,
Epp = 〈HˆMF〉/N , for different ordered states and deter-
mine the ground state with the lowest energy. Numeri-
cally, we cut off the calculation at the lowest Nc bands
and employ a plane-wave approximation for high energy
levels to facilitate fast convergence [49]. For all the pa-
rameter regimes discussed below, convergence is obtained
for Nc ≥ 13 in a system with N0 = 80 sites.
In Fig. 8, we show a typical phase diagram at zero tem-
perature for the interaction strength g1Dn
avg
↑ /EF = 0.8,
where navg↑ is the mean density of the spin-up compo-
nent, and EF denotes the Fermi energy. The attractive
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FIG. 8: (Color online) Typical phase diagram at zero temper-
ature with the interaction strength g1Dn
avg
↑ /EF = 0.8. The
SF phase is separated from the SR phases (either topologi-
cally trivial SR or TSR) and the fully polarized normal phase
[N(FP)] by first-order phase transitions (solid lines). The SR–
TSR and SR–N phase transitions are of the second order.
Parameters used here are the same as those in Fig. 2.
interaction between fermions favors an SF phase under
small Zeeman fields and weak pumping powers, such that
the metallic phase on the non-interacting phase diagram
(Fig. 2) is replaced by an SF state. The SF state can
give way to the SR phase (either topologically trivial or
nontrivial) as the external pumping increases. Alterna-
tively, it gives way to a normal phase with a fully polar-
ized Fermi surface as the Zeeman field increases. Both of
these phase transitions are of the first order. The typical
spatial distributions of the SF order parameter and the
particle number density within a lattice site are shown
in Fig. 9. We emphasize that although there exist so-
lutions for coexisting SF and SR order parameters near
the first-order phase boundary between the TSR and SF
states, these solutions are only metastable in energy when
compared with either the SF or SR state. This result
suggests that the SF and SR orders are mutually exclu-
sive, as they couple to fermionic degrees of freedom in
the particle–particle and particle–hole channels, respec-
tively. Consequently, the topological nature of the TSR
state and the topological phase transition between the
TSR and SR phases are still characterized by the single-
particle states of the fermions and remain the same as in
Fig. 2.
When the interaction strength becomes weaker, the SF
state tends to be less favorable with a smaller condensa-
tion energy gain. Consequently, the SF–N phase transi-
tion moves toward smaller values of the Zeeman field mz,
extending the normal phase region. In Fig. 10, we show
the zero-temperature phase diagrams for g1Dn
avg
↑ /EF =
0.25 and 0.28. Notice that for a weak enough inter-
action strength, as illustrated in Fig. 10(a), the SF–N
transition line occurs at a critical mz even smaller than
mc ∼ 0.132Er, where the single-particle spectrum opens
a spin gap. Further, because the combined effect of
terms associated with the spin–spin correlation R(x) in
Eqs. (30) and (31) leads to a mean-field energy increase
of ∼ g1D|R(x)|2 to the energy of the SR phase, a partially
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FIG. 9: (Color online) Spatial distributions of the number
density of spin-up atoms n↑(x) and the SF order parameter
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FIG. 10: (Color online) Zero-temperature phase diagrams for
(a) g1Dn
avg
↑ /EF = 0.25 and (b) g1Dn
avg
↑ /EF = 0.28. In the
weak interaction limit, a normal phase with partially polar-
ized (PP) Fermi surfaces is present for intermediate Zeeman
field. Other parameters are the same as those in Fig. 2.
polarized normal phase can be stabilized in the window
between the two values of mz for a small pumping power
ηA.
V. SUMMARY
We discussed in detail various phases of a quasi-one-
dimensional Fermi gas under cavity-assisted SOC. We ex-
amined an outstanding feature of the cavity–atom hybrid
system, the feedback interactions between the Fermi gas
and the cavity field. We explicitly demonstrated that the
topological phase transition between the TSR state and
the topologically trivial SR state is induced by cavity-
assisted coupling to higher bands. By sequentially in-
troducing high-lying bands into the tight-binding model,
we showed that to qualitatively reproduce the topologi-
cal phase boundary, a tight-binding model should include
at least the lowest three bands. We also investigated the
way that cavity-assisted interband coupling closes and re-
opens the bulk gap across the topological phase bound-
ary. As lattice models with Raman-assisted SOC have
attracted much attention recently, we expect that the ef-
fects of interband coupling on the topological phase tran-
sition are relevant to a wide class of systems. Regarding
the feedback action of the topological phase transition
on the cavity field, we then showed that a peak structure
emerges along the topological phase boundary in the rate
of change of the cavity field with respect to the pump-
ing strength. We demonstrated that the formation of the
peak structure can be understood from the perspective
of either satisfaction of the nesting condition or band in-
version at the bulk gap closing point. Apparently, the
peak structure should be useful for nondemolition mea-
surement of the topological phase transition. We also
studied the effects of the temperature, background lattice
potential, and atom number on the phase boundaries and
demonstrated that the TSR state is robust under typical
experimental conditions.
Finally, we studied the interplay between the SF and
superradiance orders in this setup using the mean-field
BdG approach. By mapping out the zero-temperature
phase diagrams for various interaction strengths, we con-
cluded that although a solution for coexisting SF and SR
phases can be obtained, it is only metastable in energy
in comparison to that of an SF phase without superradi-
ance or an SR phase without pairing order. This result
arises from the observation that the SF and superradi-
ance order parameters couple to fermionic operators in
the particle–particle and particle–hole channels, respec-
tively. Consequently, the SR phase, whether topologi-
cally trivial or nontrivial, is separated from the SF phase
by a first-order phase transition.
For an experimental realization, we considered a typi-
cal example of 6Li atoms, in which case the pseudo-spins
can be chosen as |F = 1/2,mF = ±1/2 > states in the
ground-state manifold. For 40K atoms, because more
than two hyperfine states exist in the ground-state mani-
fold, a large magnetic field is required to isolate the level
structure shown in Fig. 1. The resulting large Zeeman
splitting between the pseudo-spin states would allow the
realization of only the large-mz side of the phase dia-
gram. Another possible choice of atom species is 171Yb,
whose 1S0 manifold has only two states, which have nu-
clear spins mI = ±1/2.
Acknowledgement
This work is supported by the National Key Basic
Research Program (2013CB922000), the National Key
R&D Program (2016YFA0301700), the National Natu-
ral Science Foundation of China (60921091, 11274009,
11374283, 11434011, 11522436, 11522545, 11574008),
and the Research Funds of Renmin University of China
(10XNL016, 16XNLQ03). W.Y. acknowledges support
from the Strategic Priority Research Program (B) of the
Chinese Academy of Sciences (XDB01030200). X.J.L.
is supported by the Ministry of Science & Technol-
ogy (2016YFA0301604) and the Thousand-Young-Talent
12
Program of China.
[1] Y.J. Lin, K. Jime´nez-Garc´ıa, I.B. Spielman Nature 471,
83 (2011).
[2] P. Wang, Z.Q. Yu, Z. Fu, J. Miao, L. Huang, S. Chai, H.
Zhai, J. Zhang, Phys. Rev. Lett. 109, 095301 (2012).
[3] L.W. Cheuk, A.T. Sommer, Z. Hadzibabic, T. Yef-
sah, W.S. Bakr, M.W. Zwierlein, Phys. Rev. Lett. 109,
095302 (2012).
[4] Z.Y. Shi, X.-L. Cui, H. Zhai, Phys. Rev. Lett. 112,
013201 (2014).
[5] X.-L. Cui, W. Yi, Phys. Rev. X 4, 031026 (2014).
[6] L. Zhou, X.-L. Cui, W. Yi, Phys. Rev. Lett. 112, 195301
(2014).
[7] V. Galitski, I.B. Spielman, Nature 494, 49 (2013).
[8] N. Goldman, G. Juzeliu¯nas, P. O¨hberg, I.B. Spielman,
Rep. Prog. Phys. 77, 126401 (2014).
[9] X. Zhou, Y. Li, Z. Cai, C. Wu, J. Phys. B: At. Mol. Opt.
Phys. 46, 134001 (2013).
[10] H. Zhai, Rep. Prog. Phys. 78, 026001 (2015).
[11] W. Yi, W. Zhang, X.-L. Cui, Sci. China: Phys. Mech.
Astron. 58, 1 (2015).
[12] J. Zhang, J. Hu, X.J. Liu, H. Pu, Ann. Rev. Cold At.
Mol. 2, 81 (2014).
[13] Y. Xu, C. Zhang, Int. J. Mod. Phys. B 29, 1530001
(2015).
[14] Y. Zhang, M. E. Mossman, T. Busch, P. Engels, C.
Zhang, Front. Phys. 11, 118103 (2016).
[15] M.Z. Hasan, C.L. Kane, Rev. Mod. Phys. 82, 3045
(2010).
[16] X.-L. Qi, S.C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[17] J. Alicea, Rep. Prog. Phys. 75, 076501 (2012).
[18] C. Zhang, S. Tewari, R. M. Lutchyn, S. Das Sarma,Phys.
Rev. Lett. 101, 160401 (2008).
[19] M. Sato, Y. Takahashi, S. Fujimoto, Phys. Rev. Lett.
103, 020401 (2009).
[20] C. Qu, Z. Zheng, M. Gong, Y. Xu, L. Mao, X. Zou, G.
Guo, C. Zhang, Nat. Commun. 4, 2710 (2013).
[21] W. Zhang, W. Yi, Nat. Commun. 4, 2711 (2013).
[22] X.-J. Liu, Z.X. Liu, M. Cheng, Phys. Rev. Lett. 110,
076401 (2013).
[23] X.-J. Liu, K.T. Law, T.K. Ng, Phys. Rev. Lett. 112,
086401; Phys. Rev. Lett. 113, 059901(E) (2014).
[24] F. Brennecke, T. Conner, St. Ritter, T. Bourdel, M.
Ko¨hl, and T. Esslinger, Nature 450, 268 (2007).
[25] K. Baumann, C. Guerlin, F. Brennecke, T. Esslinger, Na-
ture 464, 1302 (2010).
[26] H. Ritsch, P. Domokos, F. Brennecke, T. Esslinger, Rev.
Mod. Phys. 85, 553 (2013).
[27] P. Domokos, H. Ritsch, Phys. Rev. Lett. 89, 253003
(2002).
[28] F. Dimer, B. Estienne, A.S. Parkins, H.J. Carmichael,
Phys. Rev. A 75, 013804 (2007).
[29] D. Nagy, G. Konya, G. Szirmai, P. Domokos, Phys. Rev.
Lett. 104, 130401 (2010).
[30] R. Landig, F. Brennecke, R. Mottl, T. Donner, T.
Esslinger, Nat. Commun. 6, 7046 (2015).
[31] J. Keeling, M.J. Bhaseen, B.D. Simons, Phys. Rev. Lett.
112, 143002 (2014).
[32] F. Piazza, P. Strack, Phys. Rev. Lett. 112, 143003
(2014).
[33] Y. Chen, Z. Yu, H. Zhai, Phys. Rev. Lett. 112 143004
(2014).
[34] Y. Deng, J. Cheng, H. Jing, S. Yi, Phys. Rev. Lett. 112,
143007 (2014).
[35] L. Dong, L. Zhou, B. Wu, B. Ramachandhran, H. Pu,
Phys. Rev. A 89, 011602(R) (2014).
[36] J.S. Pan, X.-J. Liu, W. Zhang, W. Yi, G.-C. Guo, Phys.
Rev. Lett. 115, 045303 (2015).
[37] L. Dong, C. Zhu, H. Pu, Atoms 3, 182 (2015).
[38] C. Kollath, A. Sheikhan, S. Wolff, and F. Brennecke,
Phys. Rev. Lett. 116, 060401 (2016).
[39] M. Wang, P. Meystre, W. Zhang, and Q. He, Phys. Rev.
A. 93, 042311 (2016).
[40] L. Zhou, X.-L. Cui, Phys. Rev. B 92, 140502 (2015).
[41] R. Gehr, J. Volz, G. Dubois, T. Steinmetz, Y. Colombe,
B.L. Lev, R. Long, J. Este`ve, J. Reichel, Phys. Rev. Lett.
104, 203602 (2010).
[42] W. Zhang, G.-D. Lin, and L.-M. Duan, Phys. Rev. A 77,
063613 (2008).
[43] W. Zhang, G.-D. Lin, and L.-M. Duan, Phys. Rev. A 78,
043617 (2008).
[44] J.-K. Wang, W. Yi, and W. Zhang, Front. Phys. 11,
118101 (2016).
[45] M. Olshanii,(1998) Phys. Rev. Lett. 81, 938.
[46] H. Moritz, T. Sto¨ferle, M. Ko¨hl, T. Esslinger, Phys. Rev.
Lett. 91, 250402 (2003).
[47] T. Kinoshita, T. Wenger, D.S. Weiss, Science 305, 1125
(2004).
[48] B. Paredes, A. Widera, V. Murg, O. Mandel, S. Fo¨lling, I.
Cirac, G.V. Shylyapnikov, T.W. Ha¨nsch, I. Bloch, Nature
429, 277 (2004).
[49] X.-J. Liu, H. Hu, and P. D. Drummond, Phys. Rev. A
76, 043605 (2007).
