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MORSE INDEX AND UNIQUENESS
OF POSITIVE SOLUTIONS OF THE
LANE-EMDEN PROBLEM IN PLANAR DOMAINS
F. DE MARCHIS, M. GROSSI, I. IANNI, F. PACELLA
Abstract. We compute the Morse index of 1-spike solutions of the semilinear elliptic
problem 

−∆u = up in Ω
u = 0 on ∂Ω
u > 0 in Ω
(Pp)
where Ω ⊂ R2 is a smooth bounded domain and p > 1 is sufficiently large.
When Ω is convex, our result, combined with the characterization in [22], a result in [41]
and with recent uniform estimates in [39], gives the uniqueness of the solution to (Pp),
for p large. This proves, in dimension two and for p large, a conjecture by Gidas-Ni-
Nirenberg [29].
1. Introduction
We consider the Lane-Emden Dirichlet problem −∆u = u
p in Ω
u = 0 on ∂Ω
u > 0 in Ω
(1.1)
where p > 1 and Ω ⊂ R2 is a smooth bounded domain.
This work focuses on the following issues: the problem of computing the Morse index and
studying the nondegeneracy of solutions of (1.1) in any general domain Ω and the question
of the uniqueness of the solution of (1.1) when the domain Ω is convex. As we will see
the two topics are strictly related.
We recall that in any smooth bounded domain Ω ⊂ RN , N ≥ 2, problem (1.1) admits at
least one solution for any p > 1 (and p < N+2N−2 , when N ≥ 3), which can be obtained by
standard variational methods, for example minimizing the associated energy functional on
the Nehari manifold. Such a solution is usually called least energy solution.
Uniqueness or multiplicity results are known, depending on the domain Ω and on the
value of p.
When p is close enough to 1 it is known that the solution is unique and nondegener-
ate, in any domain Ω ⊂ RN (see [14, 16, 41]).
When the domain is a ball, as a consequence of the famous symmetry result by Gidas, Ni
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and Nirenberg [29] it follows that any solution of (1.1) is radial, and then one immediately
gets the uniqueness of the solution by ODE techniques.
In [29] it has been conjectured that (1.1) admits a unique solution in any convex do-
main, in any dimension N ≥ 2, as long as p is such that a solution exists. A complete
answer to this conjecture has not been given so far, while partial results are available as
we describe below.
Notice that there are non-convex domains for which multiple solutions to (1.1) exist. The
typical case is the annulus or more general annular domains (see for example [12, 32, 40]
and [6] where a new type of positive solution is constructed). We also quote [27] for not
simply connected planar domains and [15] for dumb-bell shaped domains.
On the other side convexity is not necessary for uniqueness, for example for p close to
1 as we have already recalled. Another case is considered in [54] where uniqueness has
been proved (in dimension N ≥ 3) when the domain Ω is a suitable perturbation of the
ball, not necessarily convex. Moreover uniqueness and nondegeneracy of the solution to
(1.1) hold in any domain Ω ⊂ RN which is symmetric and convex with respect to N
orthogonal directions, for every p > 1 if N = 2 ([14, 15]) and for p slightly subcritical if
N ≥ 3 ([34]). Note that these domains do not need to be convex.
We also recall that in dimension N = 2, when the domain is Ω = (0, 1)2 and p = 2, 3
the uniqueness and nondegeneracy are obtained in [42, 43] via a computer assisted proof,
even in the case when a linear term is added, giving a precise description of the solution.
Observe that nondegeneracy is a sufficient condition for uniqueness in any dimension
N ≥ 2. Indeed, as pointed out in [14, 41], uniqueness easily follows by extending each
possible branch of nondegenerate solutions up to p close to 1 and then exploiting the
uniqueness result already known for p in that range.
This approach was pursued by Lin ([41]), who proved the uniqueness of the least en-
ergy solution to (1.1) for any p > 1 in any convex domain when the dimension is N = 2.
The proof consists in observing that any least energy solution has Morse index equal to 1
(this is always true in any Ω ⊂ RN , N ≥ 2) and then in showing that, when the domain is
convex and N = 2, any Morse index 1-solution to (1.1) is nondegenerate. This gives the
uniqueness of the branch of Morse index 1-solutions.
Let us recall that the Morse index of a solution up to (1.1) can be defined as
m(up) := #{k ∈ N : λk,p < 1},
where λ1,p < λ2,p ≤ λ3,p ≤ . . . is the sequence of eigenvalues for the problem{
−∆v = λpup−1p v in Ω
v = 0 on ∂Ω
. (1.2)
When λ = 1 the space of solutions v to (1.2) is the kernel of the linearized operator at up,
hence a solution up is degenerate iff λk,p = 1 for some k; in this case it is useful to define
also the augmented Morse index of up:
m0(up) := #{k ∈ N : λk,p ≤ 1},
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clearly m(up) = m0(up) for a nondegenerate solution up.
We point out that the Morse index gives a strong qualitative information on the solu-
tions. It enters in detecting symmetries, singularities, nodal sets as well as classifying
solutions (see e.g. [2, 3, 17, 18, 28, 44, 46, 53]).
Let us observe that, since p > 1, the first eigenvalue of (1.2), which for any solution
up to (1.1) is λ1,p =
1
p , is always less than 1, hence m(up) ≥ 1. In general to get an exact
computation of the Morse index is not an easy task since it involves precise information
on the spectrum of a linear Schro¨dinger type operator.
In dimension N ≥ 3 some results are available when p is slightly subcritical, namely
p = pε =
N+2
N−2 − ε, with ε > 0 a small parameter. In this case it is well known
([4, 38, 49, 50, 52]) that any bounded sequence in H10 (Ω) of solutions to (1.1) (up to
a subsequence) either converges as ε → 0 to a positive solution of the critical problem
(if any), or it blows-up at k points x1,∞, x2,∞, . . . , xk,∞ ∈ Ω. In this second case the se-
quences of solutions which blow-up are usually called multi-bubbles solutions since they can
be approximated in H10 (Ω) as the
∑k
j=1 Pδj,ε, where Pδj,ε is the projections onto H
1
0 (Ω)
of the function δj,ε(x) := η
N+2
N−2
j,ε
(
1 + η2j,ε|x− xj,∞|2
)−N+2
N−2
, for certain positive parameters
ηj,ε → +∞ as ε → 0. The points xj,∞ are critical points of an explicit function which
involves Green and Robin function of the Dirichlet Laplacian in Ω and the total energy
converges to the number k · S, where S is the best Sobolev constant.
In [4] and [49] Bahri-Li-Rey for N ≥ 4 and Rey for N = 3 (see also [13]) proved that
the Morse index of a k-bubble solution upε is determined, for ε small, by the number ℓ of
the negative eigenvalues (or the number ℓ0 of the non-positive eigenvalues) of a certain
symmetric matrix whose entries are a combination of Green function, Robin function, and
their first and second derivatives at the blow-up points xj,∞, according to the following
chain of inequalities:
k + ℓ ≤ m(upε) ≤ m0(upε) ≤ k + ℓ0 ≤ k(1 +N).
Hence when ℓ = ℓ0 the solution upε is nondegenerate and
m(upε) = k + ℓ
for ε sufficiently small.
In dimension N = 2 there are not many results about the computation of the Morse
index for the solutions to (1.1), the main reason being the lack of a complete understand-
ing of the properties of the solutions to (1.1), in dependence on the exponent p.
The 2-dimensional case is indeed different, in particular there is no Sobolev critical expo-
nent and the study of the asymptotic behavior of solutions as p → +∞, which could be
seen as the counterpart of the asymptotic analysis for N ≥ 3, was not carried out until
recently with the exception of the special case of least energy solutions (see [1, 47] and
[48]).
In [20, 22, 25] a fairly complete characterization of the asymptotic behavior as p → +∞
of the solutions to (1.1), even in the case of sign-changing solutions, has been obtained.
The authors consider families of solutions up to (1.1) in a general smooth bounded domain
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Ω ⊂ R2 which satisfy the uniform bound
sup
p
p‖∇up‖22 ≤ C (1.3)
and show that in the limit as p → +∞ these up are necessarily multi-spike solutions.
More precisely, differently from the higher dimensional case, they do not blow-up and
there exists a finite number k of distinct points xj,∞ ∈ Ω, j = 1, . . . , k and a sequence
pn → +∞ as n→ +∞ such that upn concentrate at the set
S := {x1,∞, . . . , xk,∞}.
Moreover
lim
n→+∞ maxBδ(xj,∞)
upn =
√
e for small δ > 0
and
lim
n→+∞ pnupn = 8π
√
e
k∑
j=1
G(·, xj,∞) in C2loc(Ω \ S),
where G is the Green function of −∆ in Ω under Dirichlet boundary conditions. Fur-
thermore the location of the concentration points depends on G and its regular part H
according to the following system
−∇xH(xj,∞, xj,∞) +
∑
j 6=h
∇xG(xj,∞, xh,∞) = 0. (1.4)
In [25] it is also proved that the total energy is quantized to integer multiple of 8πe:
lim
n→+∞ pn‖∇upn‖
2
2 = k · 8πe,
and for the whole family up it holds:
lim
p→+∞‖up‖L∞(Ω) =
√
e. (1.5)
We refer to Section 2 for all the details about the asymptotic results, in particular see
Theorem 2.4. When upn is a sequence of solutions satisfying all the properties in Theorem
2.4 with k = 1, we will call it simply a 1-spike sequence of solutions.
In this paper, by exploiting this asymptotic analysis, we compute the Morse index of
the 1-spike solutions to (1.1) for large values pn, getting so a result analogous to that
obtained by Bahri-Li-Rey [4] and Rey [49] for the case of 1-bubble solutions in dimension
N ≥ 3.
Observe that in this case the system (1.4) reduces to the single equation
∇xH(x∞, x∞) = 0,
where x∞ := x1,∞, namely x∞ ∈ Ω is a critical point of the Robin function x 7→ R(x) :=
H(x, x).
The function R is C2 and we denote by m(x∞) and m0(x∞) the Morse and augmented
Morse index of x∞, as a critical point of R, that is:{
m(x∞) := #{k ∈ {1, 2} : µk < 0}
m0(x∞) := #{k ∈ {1, 2} : µk ≤ 0}
where µ1 ≤ µ2 are the eigenvalues of the hessian matrix D2R(x∞) of the Robin function
R at the point x∞.
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Our first result is the following:
Theorem 1.1. Let (upn)n be a 1-spike sequence of solutions to (1.1). Then there exists
n∗ ∈ N such that
1 +m(x∞) ≤ m(upn) ≤ m0(upn) ≤ 1 +m0(x∞) ≤ 2, ∀n ≥ n∗. (1.6)
Moreover if x∞ is nondegenerate then upn is nondegenerate for n ≥ n∗ and
m(upn) = 1 +m(x∞), ∀n ≥ n∗.
Observe that by (1.6)m(upn) can be either 1 or 2. This is due to the estimate m0(x∞) ≤
1, which is a consequence of the properties of the Robin function in planar domains (see
Section 2). In higher dimension N one has instead the weaker estimate m0(x∞) ≤ N .
The proof of Theorem 1.1 is quite long and consists in analyzing the asymptotic behavior
of the eigenvalues and eigenfunctions of the linearized operator at the 1-spike solutions
upn by exploiting all the information collected in Theorem 2.4. A similar approach can be
found in [35] for the almost critical problem in dimension N ≥ 3 (see also [31] where the
Gelfand problem is studied). However the analysis of the planar Lane-Emden problem for
large exponent is more delicate and several additional estimates are required.
In the case of sign-changing radial solutions in the ball the Morse index has been computed
in [23, 24] following a different approach which combines the information on the asymptotic
behavior of the solutions with a spectral decomposition. This methods cannot be used for
general non-symmetric solutions.
The precise asymptotic behavior, as n→ +∞, of the eigenvalues λi,pn and eigenfunctions
vi,pn for i = 2, 3, 4, of the linearized operator Lpn = −∆− pnupn−1pn at the 1-spike sequence
of solution upn is described in the following theorem
Theorem 1.2. Under the same assumptions of Theorem 1.1 one has, as n→ +∞,
vi,pn
εn
= 2π
2∑
j=1
aij
∂G
∂xj
(·, x∞) + o(1) in C1loc(Ω \ {x∞}) i = 2, 3 (1.7)
λi,pn = 1 + 24πε
2
nµi−1 + o(ε
2
n) i = 2, 3 (1.8)
pnv4,pn = 4πbG(·, x∞) + o(1) in C1loc(Ω \ {x∞}) (1.9)
λ4,pn = 1 +
6
pn
+ o(
1
pn
) (1.10)
where εn := [pn‖upn‖pn−1L∞(Ω)]−1/2 → 0 as n→ +∞ by (1.5), µ1 ≤ µ2 are the eigenvalues of
the hessian matrix D2R(x∞), (ai1, a
i
2) ∈ R2 \ {(0, 0)} and b ∈ R \ {0}.
Theorem 1.2 is the counterpart in dimension N = 2 of the results in [35].
As clear from the proof of Theorem 1.1, to get (1.6) it is sufficient to know the precise
asymptotic behavior of λi,n for i = 2, 3. However we believe that it is interesting to see
that also the eigenvalue λ4,n converges to 1 and know exactly its rate of convergence, as
well as the asymptotic limit of the corresponding eigenfunction which is essentially the
Green function.
Finally we focus on the case when the domain Ω is convex.
In this situation using Theorem 2.4 and a result of [36, Theorem 2.4] we have that the
solutions to (1.1) cannot concentrate at more than one point, essentially because the
Robin function has only one critical point, hence necessarily k = 1 in Theorem 2.4 and so
6 MORSE INDEX AND UNIQUENESS
Theorem 1.1 applies. In particular, combining Theorem 1.1 with the results in [9] about
the critical points of the Robin function in convex planar domains, we get:
Corollary 1.3. Let Ω ⊂ R2 be a smooth bounded and convex domain. Let (up) be a family
of solutions which satisfies (1.3). Then there exists p⋆ = p⋆(Ω, C) > 1 (where C is the
constant in (1.3)) such that
m(up) = 1 and up is nondegenerate, if p ≥ p⋆. (1.11)
Observe that once m(up) = 1 is proved, then the nondegeneracy follows by the results
in [41] for Ω ⊂ R2 convex. Anyway here we get the nondegeneracy independently.
Note also that this result holds for any family of solutions up, without passing to a subse-
quence, differently from Theorem 1.1.
In view of the uniqueness result of [41] for solutions of Morse index 1, from Corollary
1.3 it immediately derives that, in any convex domain, (1.1) admits only one solution
for p large, as long as (1.3) holds. In order to get rid of the condition (1.3) and get the
full uniqueness result for large p, we observe that in star-shaped domains it is possible to
see (applying Pohozaev identity) that the energy bound (1.3) is equivalent to an uniform
L∞-bound:
sup
p
‖up‖L∞(Ω) ≤ C˜, for some constant C˜ > 0. (1.12)
The important bound (1.12) has been indeed proved very recently in [39], therefore the
result (1.11) holds without assuming (1.3). This together with the results in [41] shows
that the Gidas-Ni-Nirenberg uniqueness conjecture in planar convex domains is true for
large values of the exponent p.
Theorem 1.4. Let Ω ⊂ R2 be a smooth bounded convex domain. Then there exists
p⋆ = p⋆(Ω) > 1 such that (1.1) admits a unique solution for any p ≥ p⋆.
Note that we do not make any assumption on the solution (as in [41]) or on the geometry
of the convex domain Ω (as in [14, 15, 34, 42, 43, 54]). On the other side our result applies
only in dimension N = 2 and for large values of the exponent p.
The paper is organized as follows: in Section 2 we collect some notations and prelimi-
nary results. Sections 3 and 4 are devoted to the asymptotic analysis of the eigenvalues
and eigenfunctions of the linearized operator which leads to the proof of Theorem 1.2. At
the end of Section 4 we then deduce Theorem 1.1. Section 5 focuses on the case Ω convex
and contains the proof of Corollary 1.3.
(*) The results of Theorem 1.1, Theorem 1.2 and Corollary 1.3 were announced dur-
ing two conferences in Brasilia ([45], September 2017) and Roma ([19], January 2018),
where the question of obtaining the uniform estimate (1.12) was posed and its validity
was conjectured.
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2. Preliminary results
2.1. Green and Robin functions. Let G(x, y) be the Green function of −∆ in Ω with
Dirichlet boundary conditions. Then
G(x, y) = − 1
2π
log |x− y| −H(x, y), (2.1)
where H(x, y) is the regular part of the Green function. Let R(x) = H(x, x) be the Robin
function of Ω.
Lemma 2.1. Let Ω ⊂ R2 be a bounded domain, then the Robin function satisfies
∆R > 0 in Ω. (2.2)
Proof. If Ω is a simply connected domain one has (see e.g. [37])
∆R = 8πe2πR in Ω,
so (2.2) immediately follows. More in general in [5] it is proved that in any bounded
domain
∆R = 2K(x, x) in Ω,
where K(x, y) is the Bergman kernel function. Then (2.2) follows immediately from the
following characterization (see [8]):
K(x, x) = sup{|f(x)|2 : f ∈ L2(Ω), ‖f‖L2(Ω) ≤ 1, f is holomorfic in Ω}.

Lemma 2.2 ([9]). If Ω is any bounded convex domain, then R is strictly convex and so it
has a unique critical point which is a strict minimum. Moreover the corresponding Hessian
matrix D2R in the point is positive definite.
Furthermore we list some computations derived in [30] and [31], see in particular [31,
Lemma 3.4].
Lemma 2.3. For any y ∈ Ω:∫
∂Ω
(x− y) · ν(x)
(
∂G
∂ν
(x, y)
)2
dσx =
1
2π
; (2.3)
2
∫
∂Ω
(x− y) · ν(x)∂G
∂ν
(x, y)dσx =
∂R
∂yj
(y); (2.4)
∫
∂Ω
νj(x)
(
∂G
∂ν
(x, y)
)2
dσx =
∂R
∂yj
(y); (2.5)
∫
∂Ω
∂G
∂xj
(x, y)
∂
∂yk
(
∂G
∂ν
(x, y)
)
dσx =
1
2
∂2R
∂yj∂yk
(y). (2.6)
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2.2. Asymptotic behavior of multi-spike solutions. The complete analysis of the
asymptotic behavior as p→ +∞ of the solutions to (1.1) has been done in [22] and refined
in [25]. The results can be summarized in the following:
Theorem 2.4 ([22, 25]). Let (up) be a family of solutions to (1.1) and assume that (1.3)
holds. Then there exist a finite number k of distinct points xj,∞ ∈ Ω, j = 1, . . . , k and a
sequence pn → +∞ as n→ +∞ such that setting
S := {x1,∞, . . . , xk,∞}
one has
lim
n→+∞
√
pnupn = 0 in C
2
loc(Ω \ S); (2.7)
lim
n→+∞ pnupn(x) = 8π
√
e
k∑
j=1
G(x, xj,∞) in C2loc(Ω \ S), (2.8)
the energy satisfies
lim
n→+∞ pn
∫
Ω
|∇upn(x)|2 dx = 8πe · k (2.9)
and the concentration points xj,∞, j = 1, . . . , k fulfill the system
−∇xH(xj,∞, xj,∞) +
∑
j 6=h
∇xG(xj,∞, xh,∞) = 0. (2.10)
Furthermore, for r > 0 such that B3r(xj,∞) ⊂ Ω, B2r(xj,∞) ∩ B2r(xh,∞) = ∅, for any
j, h = 1, . . . , k, h 6= j. Let xj,n ∈ B2r(xj,∞) be the sequence defined as
upn(xj,n) = max
B2r(xj,∞)
upn (2.11)
then, for any j = 1, . . . , k,
lim
n→+∞xj,n = xj,∞, (2.12)
lim
n→+∞upn(xj,n) =
√
e, (2.13)
lim
n→+∞ εj,n :=
[
pnupn(xj,n)
pn−1]−1/2 = 0 (2.14)
and setting
wj,n(y) :=
pn
upn(xj,n)
(upn(xj,n + εj,ny)− upn(xj,n)), y ∈ Ωj,n :=
Ω− xj,n
εj,n
, (2.15)
one has
lim
n→+∞wj,n = U in C
2
loc(R
2) (2.16)
where
U(x) = −2 log
(
1 +
|x|2
8
)
(2.17)
is a solution of the Liouville equation{ −∆U = eU in R2∫
R2
eUdx = 8π.
(2.18)
Moreover there exists C > 0 such that:
pn min
j=1,...,k
|x− xj,n|2|upn(x)|pn−1 ≤ C for any x ∈ Ω and for any n (2.19)
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and
pn min
j=1,...,k
|x− xj,n||∇upn(x)| ≤ C for any x ∈ Ω and for any n. (2.20)
Remark 2.5. It is easy to see that (1.3) implies
‖up‖L∞(Ω) ≤ C˜, (2.21)
for some uniform constant C˜ > 0. Besides from (2.7) and (2.13) we have that for the
whole family up
lim
p→+∞‖up‖L∞(Ω) =
√
e. (2.22)
Next we collect other useful properties from [22]. Throughout the section (up) is a family
of solutions to (1.1) which satisfies the uniform bound (1.3) and we keep the notations of
Theorem 2.4.
Lemma 2.6. For any α ∈ R and any compact set ω ⊂ Ω \ S
lim
n→+∞ p
α
n‖upn‖pn−1L∞(ω) = 0. (2.23)
Moreover there exists C > 0 such that
p
∫
Ω
up−1p dx ≤ C. (2.24)
Proof. (2.23) follows immediately from (2.7) in Theorem 2.4.
Moreover
p
∫
Ω
up−1p dx
Ho¨lder≤ p|Ω| 2p+1
(∫
Ω
up+1p dx
) p−1
p+1 (1.1)
≤ p
(∫
Ω
|∇up|2dx
) p−1
p+1
(1 + o(1))
≤ p
(∫
Ω
|∇up|2dx
)
(1 + o(1))
(1.3)
≤ C. (2.25)

Finally we give pointwise decay estimates for wj,n which will be crucial to pass to the
limit in various integral identities (see Remark 2.8 below).
Lemma 2.7. For any γ > 0 there exist Rγ > 0, C˜γ, Cγ > 0 and nγ ∈ N such that for
any n ≥ nγ
wj,n(z) ≤
(
4− γ
2
)
log
1
|z| + C˜γ for Rγ ≤ |z| ≤
r
εj,p
(2.26)
and
0 ≤
(
1 +
wj,n(z)
pn
)pn−1
≤ Cγ
1 + |z|4−γ for |z| ≤
r
εj,n
. (2.27)
Proof. (2.26) follows directly from [22, Lemma 4.4 and Proposition 4.3].
Next we derive (2.27). Observe that by (2.12) Br(xj,n) ⊂ B2r(xj,∞) for n sufficiently large.
As a consequence, by (2.11), wj,n ≤ 0 in B r
εj,n
(0) ⊂ Ωj,n for n large, which implies(
1 +
wj,n(z)
pn
)pn−1
≤ 1 for any z ∈ B r
εj,n
(0). (2.28)
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Moreover, since for n sufficiently large pn−1pn ≥
4−γ
4− γ
2
, by (2.26) we get(
1 +
wj,n(z)
pn
)pn−1
= e
(pn−1) log
(
1+
wj,n(z)
pn
)
≤ e pn−1pn wj,n(z)
wj,n≤0≤ e
4−γ
4−
γ
2
wj,n(z) (2.26)≤ Ĉγ|z|4−γ ,
(2.29)
for Rγ ≤ |z| ≤ rεj,n and for some Ĉγ > 0. Combining (2.29) with (2.28) we get the
thesis. 
Remark 2.8. By (2.16) and Lemma 2.7 we can use the dominated convergence theorem
and pass to limit proving that
lim
n→+∞
∫
Dn∩B r
εj,n
(0)
(
1 +
wj,n(z)
pn
)pn−1
gn(z) dz =
∫
R2
eU(z)g(z) dz,
for any sequence of sets Dn ⊂ R2, Dn → R2 and any sequence of functions gn such that
gn → g pointwise in R2 as n → +∞ and |gn(z)| ≤ h(z) for |z| ≤ rεj,n , where the function
h is such that h(z)
1+|z|4−γ ∈ L1(R2), for some γ > 0.
Notation in the case k = 1. In this paper we focus on solutions to (1.1) for which
k = 1. In order to simplify the notation let us set:
• x∞ := x1,∞, which, by (2.10), is a critical point of the Robin function R(x) :=
H(x, x);
• xn := x1,n the local maximum point in (2.11), which coincides now with the global
maximum, namely
upn(xn) = ‖upn‖L∞(Ω); (2.30)
• εn := ε1,n the parameter in (2.14), namely
εn :=
[
pn‖upn‖pn−1L∞(Ω)
]−1/2
(→ 0 as n→ +∞); (2.31)
• wn := w1,n the rescaled function in (2.15);
• Ωn := Ω1,n the rescaled domain in (2.15).
We will also use the following notation for this rescaling of upn :
u˜pn(y) = upn(xn + εny), for y ∈ Ωn. (2.32)
Observe that
‖u˜p‖L∞(Ω) = ‖up‖L∞(Ω)
(2.21)
≤ C˜, (2.33)
moreover, by (2.16) and (2.22)
u˜pn = ‖upn‖L∞(Ω)
(
1 +
wn
pn
)
−→ √e in C0loc(R2), as n→ +∞, (2.34)
pn∇u˜pn = ‖upn‖L∞(Ω)∇wn −→
√
e∇U in C0loc(R2), as n→ +∞, (2.35)
Moreover (2.20) becomes
pn|y||∇u˜pn(y)| ≤ C for any y ∈ Ωn and for any n. (2.36)
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2.3. Linearized equation at 1-spike solutions: preliminary asymptotic results.
Let (up) be a family of solutions to (1.1), satisfying the uniform bound (1.3), let pn be the
sequence in Theorem 2.4 and assume that Theorem 2.4 holds with k = 1.
Let us denote respectively by λi,n and vi,n, i ∈ N, the eigenvalues (counted with multiplic-
ity) and the associated eigenfunctions of the linearized problem −∆v = λpnu
pn−1
pn v in Ω
v = 0 on ∂Ω
‖v‖L∞(Ω) = 1.
(2.37)
We may assume that the eigenfunctions are orthogonal in the space H10 (Ω), i.e.∫
Ω
∇vi,n∇vj,n = 0 ∀j 6= i. (2.38)
Taking λ = 1pn in (2.37) we have that v1,n = upn/‖upn‖L∞(Ω) is a corresponding eigenfunc-
tion and hence 1pn = λ1,n is the first eigenvalue.
The following result holds:
Lemma 2.9. For any eigenfunction vi,n, i ∈ N and for any y ∈ R2 we have the following
integral identities:∫
∂Ω
(x− y) · ∇upn
∂vi,n
∂ν
dσx = (1− λi,n)pn
∫
Ω
upn−1pn vi,n
(
(x− y) · ∇upn +
2
pn − 1upn
)
dx.
(2.39)∫
∂Ω
∂upn
∂xj
∂vi,n
∂ν
dσx = (1− λi,n)pn
∫
Ω
upn−1pn
∂upn
∂xj
vi,ndx. (2.40)
Proof. (2.39) follows arguing exactly as in [35, Lemma 4.3], (2.40) can be proved as in [35,
Lemma 5.1]. 
Our aim is to study the asymptotic behavior of the eigenfunctions and eigenvalues vi,n
and λi,n, i ∈ N, as n→ +∞. It is convenient to rescale the eigenfunctions vi,n as follows:
v˜i,n(x) := vi,n(xn + εnx), x ∈ Ωn, (2.41)
where xn and εn are as in (2.30) and (2.31) respectively. Then, it is easy to see that
(λi,n, v˜i,n) are the eigenpairs for the following eigenvalue problem
−∆v = λVn(x)v in Ωn
v = 0 on ∂Ωn
‖v‖L∞(Ωn) = 1
(2.42)
where
Vn(x) :=
(
upn(xn + εnx)
upn(xn)
)pn−1
=
(
1 +
wn(x)
pn
)pn−1
, (2.43)
and wn = w1,n is the rescaled function defined in (2.15).
In the rest of the section we prove some crucial intermediate asymptotic results for
eigenvalues and eigenfunctions which will be used throughout the paper.
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Lemma 2.10. Let v˜i,n, i ∈ N, be the rescaled eigenfunction defined in (2.41). If v˜i,n → v˜
in C0loc(R
2) and λi,n → Λ ∈ [0,+∞) as n→ +∞, then v˜ 6≡ 0.
Proof. Let us first consider the eigenfunction vi,n, which solves (2.37) with λ = λi,n.
Observe that, by (2.23), λi,npnu
pn−1
pn vi,n → 0 locally uniformly in Ω \ {x∞} as n → +∞.
Hence from (2.37), by standard elliptic regularity estimates, we deduce that
vi,n −→ 0 locally uniformly in Ω \ {x∞}, as n→ +∞. (2.44)
Let now v˜i,n be the rescaled eigenfunction. Let us assume without loss of generality that
maxΩn v˜i,n = 1 and let us denote by sn ∈ Ωn a point such that
v˜i,n(sn) = 1. (2.45)
Observe that B r
εn
(0) ⊂ Ωn (by the choice of r in Theorem 2.4) and that
|sn| < r
εn
for n large, (2.46)
indeed vi,n(xn+ εnsn) = 1 by (2.41) and (2.45), so that by (2.44) and (2.12) we can easily
deduce that xn + εnsn ∈ Br(xn) for n large, namely (2.46).
Assume by contradiction that v˜ ≡ 0, namely that
v˜i,n −→ 0 locally uniformly in R2, as n→ +∞. (2.47)
Then necessarily sn → +∞ and so in particular
|sn| > 1 for n large. (2.48)
Let zn be the Kelvin transform of v˜i,n, namely
zn(x) := v˜i,n
(
x
|x|2
)
.
Observe that zn is well defined in R
2 \ B εn
r
(0) (since B r
εn
(0) ⊂ Ωn and v˜i,n is defined in
Ωn) and by (2.42), it satisfies
−∆zn = λi,n|x|4Vn(
x
|x|2 )zn in R
2 \B εn
r
(0). (2.49)
Moreover, by (2.47),
zn(x)→ 0 as n→ +∞, pointwise for any x 6= 0. (2.50)
Let us define
fn(x) :=

λi,n
|x|4Vn(
x
|x|2 )zn(x) for x ∈ B1(0) \B εnr (0)
0 for x ∈ B εn
r
(0).
By (2.50), the definition of Vn in (2.43) and using (2.16) we have that fn → 0 pointwise
in B1(0), as n→ +∞. Moreover by the estimate (2.27) one has
f2n(x) ≤ h(x) :=
(Λ + 1)2C2γ
|x|2γ(1 + |x|4−γ)2 ∈ L
1(B1(0)), choosing γ <
1
2 .
Thus by the dominated convergence theorem
lim
n→+∞ ‖fn‖L2(B1(0) = 0. (2.51)
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As a consequence, considering gn ∈ H10 (B1(0)) such that{ −∆gn = fn in B1(0)
gn = 0 on ∂B1(0),
(2.52)
by (2.51) and the elliptic regularity we have that
gn → 0 uniformly in B1(0) as n→ +∞. (2.53)
Now we consider the difference zn−gn. This function is harmonic on B1(0)\B εn
r
(0) by the
equations (2.49) and (2.52) and the maximum principle for harmonic functions guarantees
‖zn − gn‖L∞(B1(0))\B εn
r
(0)) ≤ ‖zn − gn‖L∞(∂B1(0)) + ‖zn − gn‖L∞(∂B εn
r
(0))
≤ ‖zn‖L∞(∂B1(0)) + ‖zn‖L∞(∂B εn
r
(0)) + ‖gn‖L∞(∂B εn
r
(0))
(2.53)
= ‖v˜i,n‖L∞(∂B1(0)) + ‖v˜i,n‖L∞(∂B r
εn
(0)) + o(1)
(2.47)
= ‖vi,n‖L∞(∂Br(xn)) + o(1)
(2.12)
= ‖vi,n‖L∞(∂Br(x∞)) + o(1)
(2.44)
= o(1).
In conclusion, recalling again (2.53), we get
‖zn‖L∞(B1(0)\B εn
r
(0)) ≤ ‖gn‖L∞(B1(0)) + ‖zn − gn‖L∞(B1(0)\B εn
r
(0)) = o(1),
which contradicts the fact that by (2.46) and (2.48)
sn
|sn|2 ∈ B1(0) \B
εn
r
(0)
and
zn
(
sn
|sn|2
)
= v˜i,n(sn)
(2.45)
= 1.

Next, let us recall a well known characterization of the kernel of the linearized operator
at U of the Liouville equation obtained in [26].
Lemma 2.11. Let v ∈ C2(R2) be a solution of the following problem{ −∆v = eUv in R2
v ∈ L∞(R2), (2.54)
where U is defined in (2.17). Then
v(y) =
2∑
k=1
akyk
8 + |y|2 + b
8− |y|2
8 + |y|2
for some ak, b ∈ R.
Lemma 2.12. Let i ∈ N. If λi,n → 1, as n → +∞, then there exists R3 ∋ (ai1, ai2, bi) 6=
(0, 0, 0) such that
v˜i,n(y) −→
2∑
j=1
aijyj
8 + |y|2 + b
i 8− |y|2
8 + |y|2 as n→ +∞ in C
1
loc(R
2), (2.55)
where v˜i,n is the rescaled eigenfunction defined in (2.41).
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Proof. The rescaled eigenfunction v˜i,n satisfies the eigenvalue problem (2.42). By the
assumption λi,n → 1, (2.16) and standard elliptic estimates we have that v˜i,n converges in
C1loc(R
2) to a solution v˜i of (2.54). By Lemma 2.11 we have that
v˜i(y) =
2∑
k=1
aikyk
8 + |y|2 + b
i 8− |y|2
8 + |y|2 ,
for some (ai1, a
i
2, b
i) ∈ R3. At last (ai1, ai2, bi) 6= (0, 0, 0) by Lemma 2.10 (applied with
Λ = 1). 
Proposition 2.13. Let i ∈ N. Suppose that λi,n → 1 as n→ +∞ and that bi 6= 0, where
bi is the constant in (2.55). Then:
pnvi,n → −8πbiG(x, x∞) in C1loc(Ω \ {x∞}) (2.56)
and
λi,n = 1 +
6
pn
(1 + o(1)) as n→ +∞. (2.57)
Proof. Step 1. We prove (2.56).
Multiplying equations (1.1) (with p = pn) and (2.37) (with p = pn and v = vi,n) by vi,n
and upn respectively, integrating by parts and subtracting, we get∫
Ω
upnpnvi,ndx = 0.
Then
0 =
∫
Ω
upnpnvi,ndx =
∫
Ω
upn−1pn (upn − ‖upn‖L∞(Ω) + ‖upn‖L∞(Ω))vi,ndx
= ‖upn‖L∞(Ω)
∫
Ω
upn−1pn vi,ndx+
∫
Ω
upn−1pn (upn − ‖upn‖L∞(Ω))vi,ndx.(2.58)
Moreover∫
Ω\Br(xn)
upn−1pn (‖upn‖L∞(Ω) − upn)|vi,n|dx ≤ 2|Ω|‖upn‖pn−1L∞(Ω\Br(xn))‖upn‖L∞(Ω)
(⋆)
≤ 2|Ω|‖upn‖pn−1L∞(Ω\B r
2
(x∞))
‖upn‖L∞(Ω)
(2.23)+(2.21)
= o(1), (2.59)
where in (⋆) we have used that B r
2
(x∞) ⊆ Br(xn) for n large, which is a consequence of
(2.12). So by (2.58) and (2.59) we have
− ‖upn‖L∞(Ω)
∫
Ω
upn−1pn vi,ndx =
∫
Br(xn)
upn−1pn (upn − ‖upn‖L∞(Ω))vi,ndx+ o(1). (2.60)
Next, rescaling and recalling the definitions of v˜i,n (see (2.41)) and wn (see (2.15)), we
have ∫
Br(xn)
upn−1pn (upn − ‖upn‖L∞(Ω))vi,ndx =
(2.41)
= ε2n
∫
B r
εn
(0)
upn−1pn (xn + εny)(upn(xn + εny)− ‖upn‖L∞(Ω))v˜i,n(y)dy
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(2.31)+(2.15)
=
‖upn‖L∞(Ω)
pn2
∫
B r
εn
(0)
(
1 +
wn(y)
pn
)pn−1
wn(y)v˜i,n(y)dy
(2.16)+(2.55)
=
‖upn‖L∞(Ω)
pn2
∫
R2
eU(y)U(y)
 2∑
j=1
aijyj
8 + |y|2 + b
i 8− |y|2
8 + |y|2
 dy + o(1)
 ,(2.61)
where the passage to the limit in the last equality can be done arguing as in Remark 2.8. In-
deed, setting gn := wnv˜i,n, by (2.16) and (2.55) one has g(y) := U(y)
(∑2
j=1
aijyj
8+|y|2 + b
i 8−|y|2
8+|y|2
)
.
Moreover, by the local uniform convergence (2.16) of wn and its estimate (2.26), one can
take
h(y) :=
{
C for |y| ≤ Rγ(
4− γ2
) | log |y||+ C˜γ for Rγ < |y| ≤ rεn
and finally choosing γ = 2, Remark 2.8 applies.
Substituting (2.61) into (2.60), we get
p2n
∫
Ω
upn−1pn vi,ndx =
∫
R2
eU(y)U(y)
 2∑
j=1
aijyj
8 + |y|2 + b
i 8− |y|2
8 + |y|2
 dy + o(1)
(2.17)
= −8πbi + o(1). (2.62)
As a consequence, using the Green’s representation formula, for x 6= x∞, we can write
pnvi,n(x) = pnλi,n
∫
Ω
G(x, y)pnu
pn−1
pn (y)vi,n(y)dy
= λi,nG(x, xn)p
2
n
∫
Ω
upn−1pn (y)vi,n(y)dy +
+ p2nλi,n
∫
Ω
(G(x, y) −G(x, xn))upn−1pn (y)vi,n(y)dy︸ ︷︷ ︸
=:Ii,n(x)
(2.62)
= −8πbiG(x, xn)(1 + o(1)) + Ii,n(x)
(2.12)
= −8πbiG(x, x∞)(1 + o(1)) + Ii,n(x).
To get (2.56) it is enough to show that Ii,n(x) = o(1) in C
1
loc(Ω \ {x∞}).
For any x ∈ Ω \ {x∞} we can chose δ ∈ (0, r) (where r is as in the statement of Theorem
2.4) such that x /∈ B2δ(x∞) ⊂ Ω and we can split Ω in three pieces: Ω \Bδ(xn), Bδ(xn) \
Bp−2n (xn), Bp−2n (xn). Integrating separately in the three regions we obtain:
p2nλi,n
∫
Ω\Bδ(xn)
|G(x, y) −G(x, xn)|upn−1pn (y)|vi,n(y)|dy
|y−xn|≥δ≤ p2nC‖upn‖pn−1L∞(Ω\Bδ
2
(x∞))
(2.23)
= o(1). (2.63)
Next, by scaling and applying (2.27) with γ = 1, we get:
p2nλi,n
∫
Bδ(xn)\B 1
p2n
(xn)
|G(x, y) −G(x, xn)|upn−1pn (y)|vi,n(y)|dy =
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≤ pnC
∫
B δ
εn
(0)\B 1
p2nεn
(0)
(|G(x, xn + εnz)|+ |G(x, xn)|)
(
1 +
wn(z)
pn
)pn−1
dz
(2.27)
≤ pn
∫
B δ
εn
(0)\B 1
p2nεn
(0)
(|G(x, xn + εnz)|+ |G(x, xn)|) C
1 + |z|3 dz
≤ pn
∫
B δ
εn
(0)\B 1
p2nεn
(0)
(|G(x, xn + εnz)|+ |G(x, xn)|) C|z|3 dz
≤ p7nε3nC
∫
B δ
εn
(0)\B 1
p2nεn
(0)
(|G(x, xn + εnz)|+ |G(x, xn)|)dz
≤ p7nεnC
∫
Bδ(xn)
(|G(x, y)| + |G(x, xn)|)dy
(2.31)
=
Cp
13
2
n
‖upn‖
1
2
(pn−1)
L∞(Ω)
∫
Bδ(xn)
(|G(x, y)| + |G(x, xn)|)dy
G(x, · )∈L1
≤ Cp
13
2
n
‖upn‖
1
2
(pn−1)
L∞(Ω)
−→
n→+∞ 0, (2.64)
where the last convergence is due to (2.22). At last, recalling that x 6∈ B2δ(x∞):
p2nλi,n
∫
B 1
p2n
(xn)
|G(x, y) −G(x, xn)|upn−1pn (y)|vi,n(y)|dy
≤ p2nC sup
ξ∈B 1
p2n
(xn)
|∇G(x, ξ)|
∫
B 1
p2n
(xn)
|y − xn|upn−1pn (y)dy
≤ C sup
ξ∈B 1
p2n
(xn)
|∇G(x, ξ)|
∫
Ω
upn−1pn (y)dy
(2.24)
≤ C
pn
sup
ξ∈B 1
p2n
(xn)
|∇G(x, ξ)| −→ 0
n→+∞ .
(2.65)
Combining (2.63), (2.64) and (2.65) we get that Ii,n(x) = o(1). It is not difficult to see
that the convergence is C0loc(Ω \ {x∞}), the uniform convergence of the derivatives pn ∂vi,n∂xj
may be done in a similar way, so we omit it.
Step 2. We derive (2.57).
By the integral identity (2.39) with y = xn, we have
pn
∫
∂Ω
(x−xn)·∇upn
∂vi,n
∂ν
dσx = (1−λi,n)p2n
∫
Ω
upn−1pn vi,n
(
(x− xn) · ∇upn +
2
pn − 1upn
)
dx.
(2.66)
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By (2.12), Proposition 2.13 and (2.8) we can determine the rate of decay of the l.h.s. of
(2.66):
pn
∫
∂Ω
(x− xn) · ∇upn
∂vi,n
∂ν
dσx = −64π
2√ebi
pn
(1 + o(1))
∫
∂Ω
(x− x∞) · ν(x)
(
∂G
∂ν
(x, x∞)
)2
dσx
(2.3)
= −32π
√
ebi
pn
(1 + o(1)) (2.67)
On the other hand recalling the definition of the rescaled functions wn := w1,n (see (2.15))
and u˜pn (see (2.32)) we have
p2n
∫
Ω
upn−1pn (x)vi,n(x)
(
(x− xn) · ∇upn +
2
pn − 1upn
)
dx =
(⋆)
= p2n
∫
Br(xn)
upn−1pn (x)vi,n(x)
(
(x− xn) · ∇upn +
2
pn − 1upn
)
dx+ o(1)
=
∫
B r
εn
(0)
(
1 +
wn(y)
pn
)pn−1
pnv˜i,n(y)
(
y · ∇u˜pn(y) +
2
pn − 1 u˜pn(y)
)
dy + o(1),
(2.68)
where r is as in the statement of Theorem 2.4 and in (⋆) we have used that B r
2
(x∞) ⊆
Br(xn) for n large by (2.12), so that∣∣∣∣∣p2n
∫
Ω\Br(xn)
upn−1pn (x)vi,n(x)
(
(x− xn) · ∇upn +
2
pn − 1upn
)
dx
∣∣∣∣∣ ≤
≤ p2n
∫
Ω\B r
2
(x∞)
upn−1pn (x)
∣∣∣∣(x− xn) · ∇upn + 2pn − 1upn
∣∣∣∣ dx
(2.20)+(2.21)
≤ |Ω|pn‖upn‖pn−1L∞(Ω\Br
2
(x∞))
C
(2.23)
= o(1).
Arguing as in Remark 2.8, we can pass to the limit into (2.68). Indeed, setting now
gn(y) := pnv˜i,n(y)
(
y · ∇u˜pn(y) + 2pn−1 u˜pn(y)
)
, by (2.34), (2.35) and (2.55) one has g(y) :=
√
e(y · ∇U(y) + 2)
(∑2
j=1
aijyj
8+|y|2 + b
i 8−|y|2
8+|y|2
)
and by (2.36) and (2.33), one can take h to
be a constant function. Hence we get∫
B r
εn
(0)
(
1 +
wn(y)
pn
)pn−1
pnv˜i,n
(
y · ∇u˜pn(y) +
2
pn − 1 u˜pn(y)
)
dy
=
√
e
∫
R2
(y · ∇U(y) + 2)
 2∑
j=1
aijyj
8 + |y|2 + b
i 8− |y|2
8 + |y|2
 dy + o(1)
(2.17)
= 128
√
e
∫
R2
8− |y|2
(8 + |y|2)3
 2∑
j=1
aijyj
8 + |y|2 + b
i 8− |y|2
8 + |y|2
 dy + o(1)
=
16
3
π
√
ebi + o(1).
(2.69)
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Inserting (2.67), (2.68) and (2.69) into (2.66) we derive that
−32π
√
ebi
pn
(1 + o(1)) = (1− λi,n)16
3
π
√
ebi(1 + o(1)).
Since by assumption bi 6= 0, we find (2.57). 
3. Proof of (1.7) and (1.8) of Theorem 1.2
This section is devoted to the proof of (1.7) and (1.8) of Theorem 1.2.
First we show that both the eigenvalues λ2,n and λ3,n of (2.37) converge to 1, as n →
+∞, and we also obtain a first estimate on their asymptotic behavior (Proposition 3.1
below). Then we prove a convergence result for the corresponding rescaled eigenfunctions
v˜2,n and v˜3,n (Proposition 3.2). Finally at the end of the section we prove (1.7) and (1.8)
of Theorem 1.2.
Proposition 3.1. We have
λi,n ≤ 1 +Cε2n (3.1)
λi,n −→ 1 as n→ +∞ (3.2)
for i = 2, 3.
Proof. By the variational characterization of the eigenvalues we have
λi,n = inf
W⊂H10 (Ω)
dimW=i
max
v∈W
v 6=0
∫
Ω |∇v|2dx
pn
∫
Ω u
pn−1
pn v
2dx
(3.3)
Observe that the functions
∂up
∂x1
,
∂up
∂x2
solve the equation in (2.37) when λ = 1, but not the
boundary conditions, hence they are almost in the Ker(Lp). We cut-off and use them as
test functions in order to estimate the eigenvalues λi,n. Let r > 0 be as in Theorem 2.4
and let φ˜ ∈ C∞0 (Br(0)) be such that φ˜ ≡ 1 in B r2 (0), 0 ≤ φ˜ ≤ 1 in Br(0). Let us define
the functions of H10 (Ω)
ψi,n :=
∂upn
∂xi
φn i = 1, 2
where φn(x) := φ˜(x− xn) and xn is as in (2.30), and let us denote by
Wi := span{upn , ψj,n, j = 1, . . . , i− 1}, i = 2, 3.
It is easy to see (similarly as in [35, Lemma 3.1]) that the functions upn , ψ1,n, ψ2,n are
linearly independent for n sufficiently large, then dimWi = i. As a consequence, by (3.3),
it follows that
λi,n ≤ max
v∈Wi
v 6=0
∫
Ω |∇v|2dx
pn
∫
Ω u
pn−1
pn v
2dx
. (3.4)
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Let us evaluate separately
∫
Ω |∇v|2dx and pn
∫
Ω u
pn−1
pn v
2dx for a function v ∈Wi, i.e. for
v = a0upn +
i−1∑
j=1
ajψj,n = a0upn + φnzn
where
zn :=
i−1∑
j=1
aj
∂upn
∂xj
(3.5)
and a0, a1, . . . ai−1 ∈ R. We have
pn
∫
Ω
upn−1pn v
2dx = pna
2
0
∫
Ω
upn+1pn dx+ 2pna0
∫
Ω
upnpnφnzn dx+ pn
∫
Ω
upn−1pn φ
2
nz
2
n dx
= pna
2
0
∫
Ω
upn+1pn dx+ 2pnaoAn,i + Cn,i (3.6)
Moreover∫
Ω
|∇v|2 dx =
∫
Ω
|∇a0upn + φnzn|2 dx
= a20
∫
Ω
|∇upn |2dx+ 2a0
∫
Ω
∇upn∇(φnzn)dx+
∫
Ω
|∇(φnzn)|2dx
(1.1)
= a20
∫
Ω
upn+1pn dx+ 2a0
∫
Ω
∇upn∇(φnzn)dx︸ ︷︷ ︸
=:In
+
∫
Ω
|∇(φnzn)|2dx︸ ︷︷ ︸
=:IIn
. (3.7)
Multiplying (1.1) by φnzn and integrating we have
In =
∫
Ω
∇upn∇(φnzn)dx =
∫
Ω
upnpnφnzndx. (3.8)
Moreover zn satisfies the equation
−∆zn = pnupn−1pn zn in Ω,
multiplying it by φ2nzn and integrating we have∫
Ω
φ2n|∇zn|2dx+ 2
∫
Ω
φnzn∇φn · ∇zndx = pn
∫
Ω
upn−1pn φ
2
nz
2
ndx (3.9)
and then
IIn =
∫
Ω
|∇(φnzn)|2dx =
∫
Ω
|∇φn|2z2ndx+
∫
Ω
φ2n|∇zn|2dx+ 2
∫
Ω
φnzn∇φn · ∇zndx
(3.9)
=
∫
Ω
|∇φn|2z2ndx+ pn
∫
Ω
upn−1pn φ
2
nz
2
ndx. (3.10)
Substituting (3.10) and (3.8) into (3.7) we then have∫
Ω
|∇v|2dx = a20
∫
Ω
upn+1pn dx+ 2a0
∫
Ω
upnpnφnzndx+
∫
Ω
|∇φn|2z2ndx+ pn
∫
Ω
upn−1pn φ
2
nz
2
ndx.
(3.11)
By (3.11) and (3.6) we get
max
v∈Wi
v 6=0
∫
Ω |∇v|2dx
pn
∫
Ω u
pn−1
pn v
2dx
=
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= max
a0,...,ai−1∈R
1 +
(1− pn)a20
∫
Ω u
pn+1
pn dx+ 2(1− pn)a0An,i +Bn,i
pna20
∫
Ω u
pn+1
pn dx+ 2pna0An,i +Cn,i
, (3.12)
where
An,i :=
∫
Ω
upnpnφn
i−1∑
j=1
aj
∂upn
∂xj
dx, (3.13)
Bn,i :=
∫
Ω
|∇φn|2
 i−1∑
j=1
aj
∂upn
∂xj
2 dx, (3.14)
Cn,i := pn
∫
Ω
upn−1pn φ
2
n
 i−1∑
j=1
aj
∂upn
∂xj
2 dx. (3.15)
Step 1. We estimate the terms An,i, Bn,i and Cn,i.
Integrating by part, since ∇φn vanishes in B r
2
(xn)
An,i =
1
pn + 1
∫
Ω
φn
 i−1∑
j=1
∂(upn+1pn )
∂xj
 dx = − 1
pn + 1
∫
Ω
 i−1∑
j=1
∂φn
∂xj
upn+1pn dx
= − 1
pn + 1
∫
Ω∩{|x−xn|≥ r2}
 i−1∑
j=1
∂φn
∂xj
upn+1pn dx,
so, since xn → x∞ and using the convergence in (2.8)
|An,i| ≤ 1
pn + 1
∫
Ω∩{|x−xn|≥ r2}
 i−1∑
j=1
∣∣∣∣∂φn∂xj
∣∣∣∣
upn+1pn dx
xn→x∞≤ C
pn(pn + 1)
pn
∫
Ω∩{|x−x∞|≥ r4}
upn+1pn dx
(2.19)
≤ Cr
p3n(pn + 1)
∫
Ω∩{|x−x∞|≥ r4}
(pnupn)
2dx
(2.8)
= O
(
1
p4n
)
. (3.16)
Similarly, using again that xn → x∞ and the convergence in (2.8)
Bn,i =
1
p2n
∫
Ω∩{|x−xn|≥ r2}
|∇φ˜(x− xn)|2
 i−1∑
j=1
ajpn
∂upn
∂xj
2 dx
(2.8)
=
1
p2n
(C˜ + o(1)) (3.17)
where
C˜ := 64π2e
∫
Ω
|∇φ˜(x− x∞)|2
 i−1∑
j=1
aj
∂G(x, x∞)
∂xj
2 dx > 0.
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Finally, by changing variable and recalling the definition of wn
Cn,i = pn
∫
Ω
upn−1pn φ
2
n
 i−1∑
j=1
aj
∂upn
∂xj
2 dx
=
‖upn‖pn−1L∞(Ω)
pn
∫
B r
εn
(0)
(
1 +
wn
pn
)pn−1
‖upn‖2L∞(Ω)φ˜(εny)2
 i−1∑
j=1
aj
∂wn
∂yj
2 dy
(⋆)
= Ĉ
‖upn‖pn−1L∞(Ω)
pn
(1 + on(1)) (3.18)
with
Ĉ := e
∫
R2
eU
 i−1∑
j=1
aj
∂U
∂yj
2 > 0,
where the passage to the limit in (⋆) can be justified arguing as in Remark 2.8. In-
deed, setting gn := ‖upn‖2L∞(Ω)φ˜(εny)2
(∑i−1
j=1 aj
∂wn
∂yj
)2
, by (2.22) and (2.16) one has
g := e
(∑i−1
j=1 aj
∂U
∂yj
)2
. Moreover, recalling the definition of u˜pn (see (2.32)), one has
∂wn
∂yj
= ‖upn‖−1L∞(Ω)pn
∂u˜pn
∂yj
, hence∣∣∣∣∂wn(y)∂yj
∣∣∣∣ (2.36)≤ C‖upn‖L∞(Ω) 1|y|
(2.22)
≤ C 1|y| for y ∈ Ωn,
moreover, for R > 0 fixed, by (2.16)∥∥∥∥∂wn∂yj
∥∥∥∥
L∞(BR(0))
≤ C,
as a consequence we can take
h(y) := C
{
1 for |y| ≤ R
1
|y|2 for R < |y| ≤ rεn ,
for a suitable constant C > 0, and apply Remark 2.8.
Step 2. We prove that there exists C0 > 0 such that
max
v∈Wi
v 6=0
∫
Ω |∇v|2dx
pn
∫
Ω u
pn−1
pn v
2dx
≥ 1 +C0ε2n. (3.19)
Choosing (a0, . . . , ai−1) = (0, 1, . . . , 1) we deduce by (3.12)
max
v∈Wi
v 6=0
∫
Ω |∇v|2dx
pn
∫
Ω u
pn−1
pn v
2dx
≥ 1 + Bn,i
Cn,i
,
where Bn,i and Cn,i are defined in (3.14) and (3.15) respectively. Hence using the estimates
(3.17) and (3.18) we get
max
v∈Wi
v 6=0
∫
Ω |∇v|2dx
pn
∫
Ω u
pn−1
pn v
2dx
≥ 1 + C˜(1 + on(1))
Ĉpn‖upn‖pn−1L∞(Ω)(1 + on(1))
≥ 1 + ε2nC0,
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where C0 :=
1
2
C˜
Ĉ
.
Step 3. Proof of (3.1).
Let us denote by a0,n, a1,n, . . . , ai−1,n the point of Ri where the quotient in (3.12) achieves
its maximum. By (3.12), the limit of the energy in (2.9) and the estimates in (3.16), (3.17)
and (3.18) we derive
max
v∈Wi
v 6=0
∫
Ω |∇v|2dx
pn
∫
Ω u
pn−1
pn v
2dx
= 1 +
−a20,n(8πe+ on(1)) − 2a0,nO
(
1
p3n
)
+ C˜
p2n
(1 + o(1))
a20,n(8πe+ on(1)) + 2a0,nO
(
1
p3n
)
+ Ĉ
‖upn‖pn−1L∞(Ω)
pn
(1 + on(1))
= 1 + ε2n
−a20,np2n(8πe + on(1)) − 2a0,npnO
(
1
p2n
)
+ C˜(1 + o(1))
ε2na
2
0,np
2
n(8πe + on(1)) + 2a0,npnε
2
nO
(
1
p2n
)
+ Ĉ(1 + on(1))
.(3.20)
As a consequence
|a0,npn| ≤ C (3.21)
otherwise from (3.20) one gets a contradiction with (3.19). From (3.4), (3.20) with (3.21)
we get the conclusion
λi,n ≤ 1 + ε2nC.
Step 4. Proof of (3.2).
By (3.1) it is enough to prove
λ2,n → 1 as n→ +∞.
Observe that
1
pn
= λ1,n ≤ λ2,n
(3.1)
≤ 1 + εnC
Hence, up to a subsequence, λ2,n → Λ ∈ [0, 1]. Assume by contradiction that
Λ < 1. (3.22)
Let us consider an eigenfunction v2,n related to λ2,n, which solves (2.37), and let v˜2,n be
its rescaling defined as in (2.41) and which solves (2.42).
It is easy to show that ∇v˜2,n is uniformly bounded in L2(R2), indeed:∫
R2
|∇v˜2,n|2dy =
∫
Ωn
|∇v˜2,n|2dy (2.42)= λ2,n
∫
Ωn
(
1 +
wn
pn
)pn−1
v˜22,ndy ≤
∫
Ωn
(
1 +
wn
pn
)pn−1
dy
= pn
∫
Ω
upn−1pn dx
(2.24)
≤ C.
So by the standard elliptic regularity theory v˜2,n → v˜ in C1loc(R2) where v˜ 6= 0 by Lemma
2.10 and it is a solution of the limit eigenvalue problem{ −∆v˜ = ΛeU v˜ in R2
‖v˜‖L∞(R2) ≤ 1. (3.23)
Taking the stereographic projection on the S1 sphere, problem (3.23) is reduced to the
eigenvalue problem for the Laplace-Beltrami operator −∆S1 with the same eigenvalue Λ,
by (3.22) it then follows, that Λ = 0 and so
v˜ = const 6= 0. (3.24)
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Observe also that∫
Ω\Br(xn)
upnpn |v2,n|dx ≤ |Ω|‖upn‖pn−1L∞(Ω\Br(xn))‖upn‖L∞(Ω)
(⋆)
≤ 2|Ω|‖upn‖pn−1L∞(Ω\B r
2
(x∞))
‖upn‖L∞(Ω)
(2.23)+(2.21)
= o(1), (3.25)
where in (⋆) we have used that B r
2
(x∞) ⊆ Br(xn) for n large, which is a consequence of
(2.12). By (3.24), using (3.25) and the dominated convergence theorem (similarly as in
Remark 2.8, being ‖v˜2,n‖L∞(Ωn) = 1), one has:
pn
∫
Ω
∇ upn‖upn‖L∞(Ω)
∇v2,ndx (1.1)= pn‖upn‖L∞(Ω)
∫
Ω
upnpnv2,ndx
(3.25)
=
pn
‖upn‖L∞(Ω)
∫
Br(xn)
upnpnv2,ndx+ o(1)
=
∫
B r
εn
(0)
(
1 +
wn
pn
)pn
v˜2,ndy + o(1)
(2.16)
= v˜
∫
R2
eUdy + o(1) 6= 0,
but this is in contradiction with the orthogonality in H10 (Ω) of the eigenfunctions v1,n =
upn
‖upn‖L∞(Ω) and v2,n (see (2.38)). 
Proposition 3.2. Let v˜i,n be the rescaled eigenfunction defined in (2.41), we have:
v˜i,n(y) −→
2∑
j=1
aijyj
8 + |y|2 as n→ +∞ in C
1
loc(R
2) (3.26)
for i = 2, 3, for some vectors ai = (ai1, a
i
2) 6= 0 in R2, a2 and a3 orthogonal in R2.
Proof. Applying Proposition 3.1 and Lemma 2.12 we get the existence of ai1, a
i
2, b
i ∈ R,
(ai1, a
i
2, b
i) 6= (0, 0, 0) such that
v˜i,n(y) −→
2∑
j=1
aijyj
8 + |y|2 + b
i 8− |y|2
8 + |y|2 as n→ +∞ in C
1
loc(R
2).
Assume by contradiction that bi 6= 0, then by (2.57) in Proposition 2.13 we have that for
n sufficiently large
λi,n ≥ 1 + 3
pn
,
but this is in contradiction with the estimate (3.1) in Proposition 3.1, hence necessarily
bi = 0 and (3.26) holds.
Next we show the orthogonality of the vectors a2 and a3.
By assumption
∫
Ω∇v2,n∇v3,ndx = 0. Using equation (2.37) we get∫
Ω
pnu
pn−1
pn v2,nv3,ndx = 0,
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so by (2.23) ∫
Br(xn)
pnu
pn−1
pn v2,nv3,ndx+ o(1) = 0,
where r is as in the statement of Theorem 2.4. Rescaling and recalling the definition of
wn := w1,n (see (2.15)) and of v˜i,n (see (2.41)) we obtain∫
B r
εn
(
1 +
wn
pn
)pn−1
v˜2,nv˜3,ndz + o(1) = 0.
Using (2.16) and the convergence in (3.26), arguing as in Remark 2.8 with gn := v˜2,nv˜3,n,
g :=
(a21z1+a
2
2z2)(a
3
1z1+a
3
2z2)
(8+|z|2)2 and h = 1 (since ‖v˜i,n‖L∞(Ωn) = 1), we can pass to the limit and
get ∫
R2
eU(z)
(a21z1 + a
2
2z2)(a
3
1z1 + a
3
2z2)
(8 + |z|2)2 dz = 0,
hence, by (2.17),
2∑
h,k=1
a2ha
3
k
∫
R2
zhzk
(8 + |z|2)4 dz = 0,
which implies
2∑
h=1
a2ha
3
h = 0,
namely that the vectors a2 and a3 are orthogonal in R2. 
3.1. Proof of (1.7) in Theorem 1.2.
Proof. Let us chose
τn = o(1) such that
εn
τ7n
→ 0. (3.27)
Observe that
r
εn
≥ τn
εn
→ +∞. (3.28)
Step.1 We show that
vi,n = En + Fn + o(εn) in C
1
loc(Ω \ {x∞}), (3.29)
where
En(x) := λi,nG(x, xn)
∫
Bτn (xn)
pnu
pn−1
pn (y)vi,n(y)dy (3.30)
and
Fn(x) := λi,n
2∑
j=1
∂G
∂yj
(x, xn)
∫
Bτn(xn)
pnu
pn−1
pn (y)vi,n(y)(y − xn)jdy. (3.31)
For any x 6= x∞ there exists δ ∈ (0, r) (where r is as in the statement of Theorem 2.4)
such that x 6∈ B2δ(x∞) ⊂ Ω.
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Using the Green’s representation formula we have
vi,n(x) = λi,n
∫
Ω
G(x, y)pnu
pn−1
pn (y)vi,n(y)dy
= λi,n
∫
Ω\Bδ(xn)
G(x, y)pnu
pn−1
pn (y)vi,n(y)dy
+λi,n
∫
Bδ(xn)\Bτn (xn)
G(x, y)pnu
pn−1
pn (y)vi,n(y)dy
+λi,n
∫
Bτn (xn)
G(x, y)pnu
pn−1
pn (y)vi,n(y)dy
= An(x) +Bn(x) + Cn(x). (3.32)
Let us estimate the three terms separately.
|An(x)| := |λi,n
∫
Ω\Bδ(xn)
G(x, y)pnu
pn−1
pn (y)vi,n(y)dy|
≤ C
∫
Ω\Bδ(xn)
|G(x, y)|pnupn−1pn (y)dy
≤ pn‖upn‖pn−1L∞(Ω\B δ
2
(x∞))
∫
Ω
|G(x, y)|dy
≤ pn( 1√
pn
)pn−1C = o(εn), (3.33)
where in the second inequality we have used that for p sufficiently large ‖upn‖pn−1L∞(Ω\B δ
2
(x∞))
≤
1√
pn
by (2.7) and that G(x, · ) ∈ L1y(Ω).
For the term Bn we rescale, use the definition of wn := w1,n (see (2.15)), the estimate
(2.27) in Lemma 2.7 and get (choosing γ = 12):
|Bn(x)| := |λi,n
∫
Bδ(xn)\Bτn (xn)
G(x, y)pnu
pn−1
pn (y)vi,n(y)dy|
≤
∫
B δ
εn
(0)\Bτn
εn
(0)
|G(x, xn + εnz)|
(
1 +
wn(z)
pn
)pn−1
dz
(2.27)
≤
∫
B δ
εn
(0)\Bτn
εn
(0)
|G(x, xn + εnz)| C
1 + |z|7/2 dz
≤
∫
B δ
εn
(0)\Bτn
εn
(0)
|G(x, xn + εnz)| C|z|7/2 dz
≤ C ε
7/2
n
τ
7/2
n
∫
B δ
εn
(0)\Bτn
εn
(0)
|G(x, xn + εnz)|dz
≤ C ε
3/2
n
τ
7/2
n
∫
Ω
|G(x, y)|dy
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G∈L1y≤ εn
√
εn
τ7n
C
(3.27)
= o(εn). (3.34)
For any y ∈ Bτn(xn) and x /∈ B2δ(x∞) the function G is regular and we can expand it in
Taylor series:
G(x, y) = G(x, xn) +
2∑
j=1
∂G
∂yj
(x, xn)(y − xn)j + 1
2
2∑
j,k=1
∂2G
∂yj∂yk
(x, ηn)(y − xn)j(y − xn)k,
(3.35)
where ηn is a point on the line between y and xn, so ηn ∈ Bτn(xn). As a consequence
Cn(x) := λi,n
∫
Bτn (xn)
G(x, y)pnu
pn−1
pn (y)vi,n(y)dy
(3.35)
= Dn(x) + En(x) + Fn(x), (3.36)
where En and Fn are defined in (3.30) and (3.31) respectively and
Dn(x) :=
λi,n
2
∫
Bτn (xn)
2∑
j,k=1
∂2G
∂yj∂yk
(x, ηn)(y − xn)j(y − xn)kpnupn−1pn (y)vi,n(y)dy.
We now prove that Dn = o(εn). Notice that, since x /∈ B2δ(x∞) and ηn ∈ Bτn(xn) ⊂
Bδ(x∞), we have ∣∣∣∣ ∂2G∂yj∂yk (x, ηn)
∣∣∣∣ ≤ sup
y∈Bδ(x∞), j,k=1,2
∣∣∣∣ ∂2G∂yj∂yk (x, y)
∣∣∣∣ = C,
so we get
|Dn(x)| ≤ Cτn
∫
Bτn(xn)
pnu
pn−1
pn (y)|y − xn|dy
= Cτnεn
∫
B τn
εn
(0)
(
1 +
wn(z)
pn
)pn−1
|z|dz
(⋆)
= Cτnεn
(∫
R2
eU(z)|z|dz = Cτnεn + o(1)
)
(3.27)
= o(εn), (3.37)
where the convergence in (⋆) is due to (2.16) and the passage to the limit is possible by
virtue of Remark 2.8, observing that (3.28) holds.
The proof of (3.29) follows substituting (3.37), (3.36), (3.34) and (3.33) into (3.32).
Observe that we have proved the C0loc(Ω \ {x∞}) convergence, the uniform convergence of
the derivatives
∂vi,n
∂xj
, j = 1, 2 may be done in a similar way, so we omit it.
Step 2. We show that
Fn = εn2π
2∑
j=1
aij
∂G
∂xj
( · , x∞) + o(εn) as n→ +∞ in C1loc(Ω \ {x∞}). (3.38)
Fn(x)
εn
=
λi,n
εn
2∑
j=1
∂G
∂yj
(x, xn)
∫
Bτn (xn)
pnu
pn−1
pn (y)vi,n(y)(y − xn)jdy
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= (1 + o(1))
 2∑
j=1
∂G
∂yj
(x, x∞) + o(1)
∫
B τn
εn
(0)
(
1 +
wn(z)
pn
)pn−1
v˜i,nzjdz
(⋆)
=
2∑
j=1
∂G
∂yj
(x, x∞)
∫
R2
eU
ai1z1 + a
i
2z2
8 + |z|2 zjdz + o(1)
(⋆⋆)
= 2π
2∑
j=1
aij
∂G
∂yj
(x, x∞) + o(1)
where the convergence in (⋆) is due to (2.16), (3.26) and (3.28) and the passage to the
limit is allowed by Remark 2.8, taking gn(z) := v˜i,nzj , g(z) :=
ai1z1+a
i
2z2
8+|z|2 zj (by (3.26))
and h(z) = |z| (since ‖v˜i,n‖L∞(Ωn) = 1). While the equality in (⋆⋆) is a consequence of
the definition of U (see (2.17)), computing explicitely the integral. It is not difficult to
see that the convergence is C0loc(Ω \ {x∞}), moreover in a similar way one can prove the
C1loc(Ω \ {x∞}) convergence.
Step 3. We prove that
En = o(εn) in C
1
loc(Ω \ {x∞}). (3.39)
By a change of variable and using (2.12) we get
En(x) = λi,nG(x, xn)
∫
Bτn (xn)
pnu
pn−1
pn (y)vi,n(y)dy
= (1 + o(1))G(x, x∞)
∫
B τn
εn
(0)
(
1 +
wn(z)
pn
)pn−1
v˜i,n(z)dz
(⋆)
= (1 + o(1))G(x, x∞)
(∫
R2
eU
ai1z1 + a
i
2z2
8 + |z|2 dz + o(1)
)
= o(1) (3.40)
where the passage to the limit in (⋆) is due to (2.16), (3.26) and (3.28) and follows by
Remark 2.8, taking gn(z) := v˜i,n, g(z) :=
ai1z1+a
i
2z2
8+|z|2 and h(z) = 1. Let us define
γi,n =
∫
B τn
εn
(0)
(
1 +
wn(z)
pn
)pn−1
v˜i,n(z)dz,
We prove that
γi,n = o(εn). (3.41)
Finally (3.41), combined with (3.40), implies that En(x) = o(εn), moreover it is not
difficult to see that this convergence is C0loc(Ω\{x∞}); then, in a similar way, one can also
prove the C1loc(Ω \ {x∞}) convergence, getting (3.39), we omit the details.
Proof of (3.41): let us suppose by contradiction that limn→+∞ εnγi,n = c < +∞. Then by
(3.29) and (3.38)
vi,n(x)
γi,n
=
En(x)
γi,n
+ 2πc
2∑
j=1
aij
∂G
∂yj
(x, x∞) + o(1), (3.42)
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Observe that by (2.40) we have∫
∂Ω
pn
∂upn
∂xj
∂vi,n
∂ν
dσx = (1− λi,n)
∫
Ω
p2nu
pn−1
pn
∂upn
∂xj
vi,ndx. (3.43)
We can evaluate the l.h.s. of (3.43) combining (2.8) with (3.42), indeed∫
∂Ω
pn
∂upn
∂xj
∂vi,n
∂ν
dσx = 8π
√
eγi,n
[∫
∂Ω
∂G
∂xj
(x, x∞)
∂G
∂ν
(x, x∞)dσx+
+
∫
∂Ω
∂G
∂xj
(x, x∞)
∂
∂ν
(2πc
2∑
k=1
aik
∂G
∂yk
)dσx + o(1)
]
= 8π
√
eγi,n
[ ∫
∂Ω
νj(x)
(
∂G
∂ν
(x, x∞)
)2
dσx
+ 2πc
2∑
k=1
aik
∫
∂Ω
∂G
∂xj
(x, x∞)
∂
∂yk
∂G
∂ν
(x, x∞)dσx + o(1)
]
(2.5)+(2.6)
= 8π
√
eγi,n
(
∂R
∂yj
(x∞) + πc
2∑
k=1
aik
∂2R
∂xk∂xj
(x∞) + o(1)
)
∇R(x∞)=0
= 8π2
√
ecγi,n
(
2∑
k=1
aik
∂2R
∂xk∂xj
(x∞) + o(1)
)
.
In order to estimate the r.h.s. of (3.43) we first observe that∣∣∣∣∣
∫
Ω\Br(xn)
p2nu
pn−1
pn
∂upn
∂xj
vi,ndx
∣∣∣∣ ≤ pn‖upn‖pn−1L∞(Ω\Br(xn)) ∫
Ω\Br(xn)
pn
∣∣∣∣∂upn∂xj
∣∣∣∣ dx
(2.23)+(2.8)
≤ o(1)
(
8π
√
e‖ ∂G
∂xj
‖L∞(Ω\B r
2
(x∞))|Ω|+ o(1)
)
= o(1).
Hence ∫
Ω
p2nu
pn−1
pn
∂upn
∂xj
vi,ndx =
∫
Br(xn)
p2nu
pn−1
pn
∂upn
∂xj
vi,ndx+ o(1)
=
1
εn
∫
B r
εn
(0)
(
1 +
wn
pn
)pn−1
pn
∂u˜pn
∂zj
v˜i,ndz + o(1)
(⋆)
=
1
εn
(∫
R2
eU
√
e
∂U
∂zj
ai1z1 + a
i
2z2
8 + |z|2 dz + o(1)
)
=
1
εn
(
−
√
eπ
3
aij + o(1)
)
,
(3.44)
by explicit computation, while the passage to the limit in (⋆) follows by (2.16) and Remark
2.8. Indeed defining gn(z) := pn
∂u˜pn
∂zj
v˜i,n, one can take g(z) :=
√
e ∂U∂zj
ai1z1+a
i
2z2
8+|z|2 thanks to
(2.35) and (3.26), and h(z) := C|z| by (2.36).
Putting together (3.43), (3.44) and (3.44) we get
8π2
√
ecγi,n
(
2∑
k=1
aik
∂2R
∂xj∂xk
(x∞) + o(1)
)
= (1− λi,n) 1
εn
(−
√
eπ
3
aij + o(1)) (3.45)
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and finally
(λi,n − 1) = 24πcγi,nεn
aij
2∑
k=1
aik
∂2R
∂xj∂xk
(x∞) (1 + o(1)), (3.46)
for j such that aij 6= 0.
Now we consider the Pohozaev identity (2.39) computed at the point xn:∫
∂Ω
(x−xn) ·∇upn
∂vi,n
∂ν
dσx = (1−λi,n)pn
∫
Ω
upn−1pn vi,n
(
(x− xn) · ∇upn +
2
pn − 1upn
)
dx.
(3.47)
Passing into the limit in the l.h.s. of (3.47) and using (3.42) and (2.8), we find∫
∂Ω
(x− xn) · ∇upn
∂vi,n
∂ν
dx =
=
γi,n
pn
∫
∂Ω
8π
√
e(x− x∞) · ∇G(x, x∞)∂G
∂ν
(x, x∞)dσx
+
γi,n
pn
2πc 2∑
j=1
aij
∫
∂Ω
8π
√
e(x− x∞) · ∇G(x, x∞) ∂
2G
∂ν∂yj
(x, x∞)dσx + o(1)

(2.3)+(2.4)
=
γi,n
pn
(4
√
e) + 8π2
√
ec
2∑
j=1
aij
∂R
∂yj
(x∞) + o(1))
∇R(x∞)=0
=
γi,n
pn
(4
√
e+ o(1)). (3.48)
Concerning the r.h.s. of (3.47), the same computations performed in (2.68) and (2.69),
with bi = 0, give
(1− λi,n)
∫
Ω
pnu
pn−1
pn vi,n
(
(x− y) · ∇up + 2
pn − 1upn
)
dx = (1− λi,n)o(1). (3.49)
By (3.48) and (3.49) we deduce
γi,n
pn
(4
√
e+ o(1)) = (1− λi,n)o(1),
and in turn by (3.46)
−γi,n
pn
(4
√
e+ o(1)) =
24πcγi,nεn
aij
2∑
k=1
aik
∂2R
∂xj∂xk
(x∞) o(1)
which is impossible. This proves that γi,n = o(εn).
Step 4. Conclusion of the proof of (1.7) in Theorem 1.2
From (3.29), (3.38) and (3.39) we get (1.7). 
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3.2. Proof of (1.8) in Theorem 1.2.
Proof. We estimate the behavior of (λi,n − 1) using (3.43).
Arguing as in the proof of (1.7) in Theorem 1.2, where the l.h.s. of (3.43) is estimated,
but using (1.7) itself instead of (3.42), we obtain
λi,n − 1 = 24πε
2
n
aij
2∑
k=1
aik
∂2R
∂xj∂xk
(x∞) (1 + o(1))
so
1− λi,n
εn
→ 24πηi
where ηi =
(∑2
k=1 a
i
k
∂2R
∂xj∂xk
(x∞)
)
/aij for j such that a
i
j 6= 0.
Moreover we have
2∑
k=1
aik
∂2R
∂xj∂xk
(x∞) = ηiaij (3.50)
both if aij 6= 0 and if aij = 0 by the analogous of (3.45) once (3.42) is substituted by (3.43).
From (3.50) we have that ηi is an eigenvalue of D
2R(x∞), the hessian matrix of the Robin
function R at the point x∞ with ai as corresponding eigenvector.
By Proposition 3.2 the eigenvectors ai are orthogonal, thus the numbers ηi are the eigenval-
ues µ1 ≤ µ2 of D2R(x∞). In particular, since λ2,n ≤ λ3,n, then η2 = µ1 and η3 = µ2. 
4. Proof of (1.9) and (1.10) of Theorem 1.2 and proof of Theorem 1.1
In this section we study the asymptotic behavior as n → +∞ of the fourth eigenvalue
λ4,n and fourth eigenfunction v4,n of the linearized problem (2.37), proving (1.9) and (1.10)
of Theorem 1.2. A the end of the section, using the results in Theorem 1.2, we then prove
Theorem 1.1.
4.1. Proof of (1.9) and (1.10) of Theorem 1.2.
Proof. By the variational characterization of the eigenvalues
λ4,n = inf
v∈H10 (Ω), v 6≡0
v⊥{v1,n,v2,n,v3,n}
∫
Ω |∇v|2dx
pn
∫
Ω u
pn−1
pn v
2dx
. (4.1)
Let
ψ4,n(x) := (x− xn) · ∇upn(x) +
2
pn − 1upn(x)
and let us define the function
v := φ̂nψ4,n + a1,nv1,n + a2,nv2,n + a3,nv3,n,
with
φ̂n(x) :=

1 if |x− xn| ≤ εn
1
log εn
r
log |x−xn|r if εn < |x− xn| ≤ r
0 if |x− xn| > r
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(for r > 0 as in the statement of Theorem 2.4) and
ai,n := −
∫
Ω pnu
pn−1
pn φ̂nψ4,nvi,ndx
pn
∫
Ω u
pn−1
pn v
2
i,ndx
= −Ni,n
Di,n
i = 1, 2, 3.
Observe that by definition v ⊥ {v1,n, v2,n, v3,n} in H10 (Ω).
Step 1. For any i = 1, 2, 3 we show that ai,n = o(1), by proving that Ni,n = o(1) and
that there exist di > 0 such that Di,n ≥ di > 0.
Recalling that ‖vi,n‖∞ = 1 and observing that ‖ψ4,n‖L∞(Ω) = o(1) by (2.20) and (2.21),
we can easily estimate Ni,n:
|Ni,n| = pn
∣∣∣∣∫
Ω
upn−1pn vi,nφ̂nψ4,n dx
∣∣∣∣ ≤ o(1) pn ∫
Ω
upn−1pn dx
(2.24)
= o(1).
Next we estimate Di,n, for i = 1, 2, 3.
Being v1,n = upn , which by assumption is a 1-spike-sequence of solutions:
D1,n = pn
∫
Ω
upn+1pn dx
(1.1)
= pn
∫
Ω
|∇upn |2dx
(2.9)−→ 8πe =: 2d1.
While for i = 2, 3, by (2.23) and ‖vi,n‖∞ = 1, (taking r > 0 as in the statement of Theorem
2.4) we get
Di,n = pn
∫
Br(xn)
upn−1pn v
2
i,n dx+ o(1)
=
∫
B r
εn
(0)
(
1 +
wn(y)
pn
)pn−1
v˜2i,n(y) dy + o(1)
(⋆)−→
∫
R2
eU(y)
 2∑
j=1
aijyj
8 + |y|2
2 dy =: 2di > 0,
where in order to pass to the limit into (⋆) we have used Proposition 3.2 and Remark 2.8
(with gn = v˜
2
i,n, |gn| ≤ 1).
Step 2. Using that vi,n satisfies the eigenvalue problem (2.37) and that vi,n and vj,n are
orthogonal in H10 (Ω) if i 6= j, we have∫
Ω
|∇v|2dx =
∫
Ω
|∇(φ̂nψ4,n)|2dx+ 2
3∑
i=1
λi,nai,nNi,n +
3∑
i=1
λi,na
2
i,nDi,n
Step 1
=
∫
Ω
|∇(φ̂nψ4,n)|2dx+ o(1).
Finally, since ψ4,n solves the linearized equation (2.37), we have∫
Ω
|∇v|2dx =
∫
Ω
ψ24,n|∇φ̂n|2dx+ pn
∫
Ω
upn−1pn ψ
2
4,nφ̂
2
ndx+ o(1). (4.2)
In a similar way we get
pn
∫
Ω
upn−1pn v
2dx = pn
∫
Ω
upn−1pn ψ
2
4,nφ̂
2
ndx+ o(1), (4.3)
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therefore inserting (4.2) and (4.3) into (4.1) we get
λ4,n ≤ 1 +
∫
Ω ψ
2
4,n|∇φ̂n|2dx+ pn
∫
Ω u
pn−1
pn ψ
2
4,nφ̂
2
ndx+ o(1)
pn
∫
Ω u
pn−1
pn ψ
2
4,nφ̂
2
ndx+ o(1)
.
Let us estimate the last two integrals∫
Ω
ψ24,n|∇φ̂n|2dx =
1
log2(εnr )
∫
{εn≤|x−xn|≤r}
(
(x− xn) · ∇upn +
2
pn − 1upn
)2 dx
|x− xn|2
=
1
log2(εnr )
∫
{1≤|y|≤ r
εn
}
(
y · ∇u˜pn +
2
pn − 1 u˜pn
)2 dy
|y|2
(2.36)+(2.33)
≤ C
p2 log2(εnr )
∫ εn
r
1
ds
s
=
C
p2 log(εnr )
=
o(1)
p2
.
pn
∫
Ω
upn−1pn ψ
2
4,nφ̂
2
ndx = pn
∫
Br(xn)
upn−1pn ψ
2
4,nφ̂
2
ndx
=
1
p2n
∫
B r
εn
(0)
(
1 +
wn
pn
)pn−1
p2n
(
y · ∇u˜pn +
2
pn − 1 u˜pn
)2
φ̂2n(xn + εny)dy
(⋆)
=
1
p2n
(∫
R2
eU(y)e(y · ∇U(y) + 2)2dy + o(1)
)
(2.17)
=
1
p2n
(∫
R2
eU(y)4e
(
8− |y|2
8 + |y|2
)2
dy + o(1)
)
=
1
p2n
(
32
3
πe+ o(1)
)
,
where in order to pass to the limit into (⋆) we have used Remark 2.8, setting gn(y) :=
p2n
(
y · ∇u˜pn(y) + 2pn−1 u˜pn(y)
)2
φ̂2n(xn+εny). Indeed, by (2.34) and (2.35) one has g(y) :=
e(y · ∇U(y) + 2)2 and, by (2.36) and (2.33), one can take h to be a constant function.
We have shown so far that λ4,n ≤ 1+ o(1) and hence λ4,n → 1 as n→ +∞. By Lemma
2.12:
v˜4,n(y) −→
2∑
j=1
a4jyj
8 + |y|2 + b
4 8− |y|2
8 + |y|2 as n→ +∞ in C
1
loc(R
2)
with (a41, a
4
2, b
4) 6= (0, 0, 0). Let, for i = 2, 3, ai = (ai1, ai2) be as in (3.26). The eigenfunc-
tions v4,n and vi,n are orthogonal in H
1
0 (Ω) for i = 2, 3, then by using Proposition 3.2 we
have that the vector (a41, a
4
2) is orthogonal to (a
2
1, a
2
2) and (a
3
1, a
3
2), which are both different
from zero and orthogonal. This implies (a41, a
4
2) = (0, 0) and so b
4 6= 0. We are then in
position to apply Proposition 2.13 getting (1.10) and (1.9), where b := −b4. 
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4.2. Proof of Theorem 1.1.
Proof. By (1.8) in Theorem 1.2 it follows that, for i = 2, 3: if µi−1 < 0 then λi,n < 1 for
n large, and conversely if λi,n < 1 for n large then µi−1 ≤ 0. As a consequence, recalling
also that λi,n =
1
pn
< 1, we get:
1 +m(x∞) ≤ m(upn) ≤ m0(upn) ≤ 1 +m0(x∞), for n large,
where m(upn) ≤ m0(upn) by definition. The thesis follows observing that µ1 + µ2 =
∆R(x∞) and using the strict subharmonicity of the Robin function (see (2.2) in Lemma
2.1), which implies that m0(x∞) ≤ 1. 
5. The case Ω convex
Along this section we assume that Ω is convex and prove Corollary 1.3.
Proof of Corollary 1.3.
We argue by contradiction assuming that there exist C > 0 and a sequence upn , pn → +∞,
of solutions to (1.1) such that supn pn‖∇upn‖22 ≤ C and
m(upn) 6= 1 or upn is degenerate ∀ n. (5.1)
Applying Theorem 2.4, we have that there exist k ∈ N, a set S ⊂ Ω of k points and a
subsequence upnj satisfying all conditions (2.7)—(2.20).
Since Ω is convex, we can apply Theorem 2.4 in [36] to deduce that upnj is a 1-spike-
sequence of solutions, i.e. k = 1, so that the concentration set S reduces to a single point
that we denote by x∞. By (2.10), x∞ ∈ Ω is a critical point of the Robin function R.
Since Ω is a convex bounded domain, by Lemma 2.2 it follows that x∞ is nondegenerate
and that m(x∞) = 0.
So, by Theorem 1.1, there exists j∗ ∈ N such that
m(upnj ) = 1 and upnj is nondegenerate, ∀j ≥ j∗.
This clearly contradicts (5.1). 
We conclude the section pointing out once more that, since in convex domains (1.3) is
equivalent to the uniform bound (1.12) proved recently in [39], then the Morse index of
any solution of (1.1) in any convex domain is one if the exponent p is large. This gives
Theorem 1.4 as described in the Introduction.
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