Globally, the rate of preterm births is increasing and this is resulting in significant health, development and economic problems. Current methods for the early detection of such births are inadequate. However, there has been some evidence to suggest that the analysis of uterine electrical signals, collected from the abdominal surface, could provide an independent and easier way to diagnose true labour and detect when preterm delivery is about to occur. Using advanced machine learning algorithms, in conjunction with electrohysterography signal processing, numerous studies have focused on detecting true labour several days prior to the event. In this paper however, the electrohysterography signals have been used to detect preterm births. This has been achieved using an open dataset that contains 262 records for women who delivered at term and 38 who delivered prematurely. Several new features from Electromyography studies have been utilized, as well as feature-ranking techniques to determine their discriminative capabilities in detecting term and preterm records. Seven artificial neural network algorithms are considered with the results showing that the Radial Basis Function Neural Network classifier performs the best, with 85% sensitivity, 80% specificity, 90% area under the curve and a 17% mean error rate.
Introduction
The World Health Organisation (WHO) defines preterm birth as the delivery of any baby born alive before 37 weeks of gestation. In other words, births that occur before 259 days of pregnancy are defined as preterm and births that occur between 259 and 294 days, as term. Preterm births have a significant adverse impact on the newborn, including an increased risk of death and other health related defects. In 2009, preterm births accounted for approximately 7% of live births, in England and Wales [3] . During pregnancy, the monitoring of uterine contractions is vital in order to differentiate between those that are normal and those that may lead to premature birth. The early onset of such contractions can be caused by a number of conditions, including abnormalities in the cervix and uterus, recurrent antepartum hemorrhage and infection [8] . In the USA, the cost of treatment is reportedly $25.6 billion, whilst in England and Wales, it is estimated to be £2.95 billion, annually [3] . Consequently, in the last twenty years, a great deal of research has been undertaken to detect and prevent the threat of preterm birth.
One promising technique, which has gained recognition in monitoring uterine activity, is the use of advanced machine learning algorithms and Electrohysterography (EHG). This method records signals from the abdominal surface of pregnant women. These readings are then used to study the electrical activity produced by the uterus. The results are convincing and suggest that it is an interesting line of enquiry to pursue.
In conjunction with EHG signal processing, the research carried out by Lucovnik et al. [8] and Hassan et al. [5] illustrates that extracting features from EHG signals is key to finding particular spectral information specific to term and preterm deliveries. The aim of this paper is to evaluate features and their use with several advanced artificial neural network classification algorithms and their ability to distinguish between term and preterm births. An open dataset has been used, which contains 300 records of pregnant subjects (262 term and 38 preterm). The results indicate that the selected classifiers, in conjunction with selected features, outperform a number of previous approaches.
The remainder of the paper is structured as follows. Section 2 discusses related studies. Section 3 describes the experimental methodology and the selected extracted feature sets, including the design of the experiment. The results are presented in section 4 before the paper is concluded in Section 5.
Related Studies
Over the past 20 years, research has focused on the use of pattern recognition techniques to extract features from EHG signals. These include linear and nonlinear methods, in both the time and frequency domains, to improve the results obtained from classification algorithms. The extraction of features often forms part of the data preprocessing stage. In our previous work [4], features such as peak frequency, median frequency, root mean square and sample entropy, performed particularly well when discriminating between term and preterm records. However, it is in the Electromyography (EMG) field that we find some new and interesting works. In one study, Lucovnik et al. [8] investigated whether uterine EMG could be used to evaluate propagation velocity (PV). In this study, the electrical signals of the uterus were measured both in labour and non-labour patients who delivered at term and prematurely. The results indicate that, the combination of power spectrum (PS) and PV peak frequency parameters yielded the best predictive results in identifying true preterm labour. However, only one dimension of propagation is considered at a time, which is based on the estimation of time delays between spikes. In comparison, Lange et al. [6] estimate the PV of the entire EHG bursts that occur during a contraction by calculating the bursts corresponding to a full contraction event.
The results illustrate that the estimated average propagation velocity is 2.18 (60.68) cm/s. No single preferred direction of propagation was found.
Meanwhile, Alamedine et al. [2] presented three techniques to identify the most useful features relevant for contraction classification. These included linear features, such as peak frequency, mean frequency and root mean square, and nonlinear
