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Abstract
Previously we constructed operations in the mod 2 homology spectral sequence
associated to a cosimplicial E∞-space X . The correct target for this spectral
sequence is the homology of TotX . Noting that in this setting TotX is an E∞-
space, we show that our operations agree with the usual Araki-Kudo operations
in the target. We also prove that the multiplication in the spectral sequence
agrees with the multiplication in H∗(TotX).
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1. Introduction
Let C be a fixed E∞ operad. In [7], we gave a new construction of operations
in the mod 2 homology spectral sequence of a cosimplicial C-space X . They are
formally similar to (and probably equal to) those given by Turner in [12], and
take the form of ‘vertical’ and ‘horizontal’ operations:
Qm : Er−s,t → E
r
−s,m+t m ≥ t
Qm : Er−s,t → E
w
m−s−t,2t m ∈ [t− s, t]
where w ∈ [r, 2r − 2]. The precise value of w is not relevant for the current
paper, since we are concerned with what happens in the limit r = ∞, and, in
this setting, the operations may be given a unified form
Qm : E∞−s,t → E
∞
−v,v−s+m+t
where
v(t, s,m) =
{
s m ≥ t
t+ s−m t− s ≤ m ≤ t.
(1)
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In this context, Tot(X) is a C-space, which implies that the mod 2 homology
H∗(TotX) has Araki-Kudo operations. We can compare the operations on
page E∞ of the spectral sequence with the usual Araki-Kudo operations using
Bousfield’s identification ofH∗(TotX) as the abutment of the homology spectral
sequence (see [3]).
Theorem 1.1. Suppose that X is a cosimplicial C-space. Then the Araki-Kudo
operation Qm has the following effect on the filtration:
Qm[F−sHt−s(TotX)] ⊂ F
−vHt−s+m(TotX),
where v is as in (1). Furthermore, for each m the following diagram commutes:
(
F−s/F−s−1
)
Ht−s(TotX)
ι
//
Qm

E∞−s,t(X)
Qm
(
F−v/F−v−1
)
Ht−s+m(TotX)
ι
// E∞−v,v−s+m+t(X),
where the map on the right is the one developed in [7].
The first statement along these lines appeared in [12]. We also prove a similar
statement relating the multiplication in the spectral sequence to the multiplica-
tion onH∗(TotX) (Corollary 4.9). The results of this paper are actually slightly
more general: they apply to external operations and external multiplication for
arbitrary cosimplicial spaces. In particular, Theorem 1.1 follows directly from
our main theorem, 2.1, which is the external analog of [12, 5.11]. The reason
for the present paper is not that the external version of this theorem is much
harder to prove than the internal version, but rather that the sketch of a proof
given in [12] turns out to need a lot more work (see section 2.1). This article is
devoted to providing a complete proof.
Only minor changes are necessary to extend the results of this paper to the
case when X is a cosimplicial En+1 space. This is discussed in [6].
1.1. Notation and Background
We work over the field k = Z/2, and all modules should be interpreted
as being k-vector spaces unless otherwise mentioned. Let π := {e, σ} be the
group with two elements. For a set Z with basepoint ∗, the notation kZ will
always mean the free k-module with basis Z \ {∗}, so that k defines a functor
Set∗ → kMod. If Z is just a set, then kZ will be denote the free k-module with
basis Z.
In this paper, we take “space” to mean “simplicial set.” Important examples
of simplicial sets are the simplices ∆p = hom∆(−, [p]), the classifying space Bπ,
and the contractible space Eπ. The models we use for the latter two spaces
are those from [5, V.4], with Bπq = π
×q and Eπq = π
×(q+1), although this
specificity plays a role only beginning in section 5.
2
1.2. Normalization, conormalization, and the spectral sequence
If A is an abelian category, we write N : A∆
op
→ Ch≥0(A) for the normal-
ization functor. Specifically, if A ∈ A∆
op
, we set
Np(A) = coker
(
p−1⊕
k=0
sk :
⊕
Ap−1 → Ap
)
∂(ap) =
p∑
k=0
(−1)kdk(a).
We also write
S∗ : Spaces = Set
∆op k→ (kMod)∆
op N
→ Ch
for the mod 2 normalized chains functor, where Ch = Ch≥0(kMod) is the
category of nonnegatively graded chain complexes over k. A recurring example
is S∗(Eπ), which, using the model for Eπ from the previous paragraph, is
isomorphic to the complex W with
Wi =
{
ei · kπ i ≥ 0
0 i < 0
d(ei) = (1 + σ)ei−1
where kπ is the group algebra.
Definition 1.2. Suppose that A and B are simplicial k-modules. The tensor
product is the simplicial k-module with (A⊗B)n = An⊗Bn, where ⊗ = ⊗k. We
will regularly use the following two natural transformations (see [9, Corollaries
VIII.8.6 and VIII.8.9]). The first is the Alexander-Whitney map
AW : N(A⊗B)→ N(A)⊗N(B)
AW (an ⊗ bn) =
∑
p+q=n
dp+1 · · · dnan ⊗ d0 · · · dp−1bn
and the second is the shuffle map
∇ : N(A)⊗N(B)→ N(A⊗B)
∇(ap ⊗ bq) =
∑
(p,q)−shuffles
τ
sτ(p+q−1) · · · sτ(p)ap ⊗ sτ(p−1) · · · sτ(0)bq,
where we consider (p, q)-shuffles as permutations of the set
{0, 1, . . . , p+ q − 1}.
A consequence of the Eilenberg-Zilber theorem and the Ku¨nneth theorem is
that AW and ∇ are inverse chain homotopy equivalences.
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Again assuming thatA is an abelian category, we write C : A∆ → coCh≥0(A)
for conormalization, with the convention that
CY p = coker
(
p⊕
k=1
dk :
⊕
Y p−1 → Y p
)
. (2)
If A happens to be the category Ch of chain complexes over k, then we inter-
pret C as landing in the category of (second-quadrant) bicomplexes. If Y is a
cosimplicial chain complex, the indexing is given by
C(Y )−p,q = C(Yq)
p.
We will also need the cosimplicial versions of the Alexander-Whitney and
shuffle maps. When we define them for cosimplicial chain complexes Y and Z,
we interpret them as maps of bicomplexes between C(Y )⊗C(Z) and C(Y ⊗Z)
by [7, Lemma 4.1].
Definition 1.3 ([1, Appendix]). The Alexander-Whitney map AW is defined
on C(Y )p ⊗ C(Z)q by
AW (yp ⊗ zq) = dp+q · · · dp+1yp ⊗ dp−1 · · · d0zq.
The shuffle map ∇ is defined on C(Y ⊗ Z)n by
∇(yn ⊗ zn) =
∑
p+q=n
∑
(p,q)−shuffles
τ
sτ(p) · · · sτ(p+q−1)yn ⊗ sτ(0) · · · sτ(p−1)zn.
Given a bicomplex B, we will let TB denote the product total complex
TBm =
∏
j
Bj,m−j (3)
together with the filtration by columns:
F km =
∏
j≤k
Bj,m−j.
We will write
TℓB := TB/F
−(ℓ+1) (4)
for the canonical quotients. The spectral sequences used in this paper are de-
rived from this filtration. In particular, the spectral sequence associated to a
cosimplicial chain complex Y is, by definition, the spectral sequence associated
to the above filtration for the bicomplex B = CY . Furthermore, the spectral
sequence associated to a cosimplicial space X is defined as the spectral sequence
associated to the cosimplicial chain complex S∗(X).
Notation. If C is a filtered chain complex with F−s−1 ⊂ F−s, we will write
Zr−s,t = { x ∈ F
−sCt−s | ∂x ∈ F
−s−rC }
Br−s,t = ∂Z
r−1
−s+r−1,t−r+2 + Z
r−1
−s−1,t+1
for the r-cycles and r-boundaries, and Er−s,t = Z
r
−s,t/B
r
−s,t for the (−s, t) posi-
tion of the rth page of the spectral sequence .
4
1.3. Totalization and the abutment of the spectral sequence
We now give an indication as to why this spectral sequence approaches
H∗(TotX), following [3]. For a cosimplicial space X and ℓ ≤ ∞ we have
TotℓX := map(skℓ∆, X) ⊂
∏
p
map(skℓ∆
p, Xp). (5)
Here, for spaces Z and Z ′, map(Z,Z ′) is the mapping space with map(Z,Z ′)q =
hom(Z × ∆q, Z ′). A q-simplex of TotℓX should thus be taken as a sequence
(f•) = f with
fp : skℓ∆
p ×∆q → Xp
a map of spaces so that the diagram
skℓ∆
p ×∆q
fp
//
skℓ∆
α×∆q

Xp
Xα

skℓ∆
p¯ ×∆q
f p¯
// X p¯
commutes for each α : [p]→ [p¯].
We remark that if V is a cosimplicial simplicial k-module, then (Totℓ V )q
may be identified with hom(k skℓ∆ ⊗ k∆
q, V ) using adjointness. Considering
the case V = kX for a cosimplicial space X , there is a map
TotℓX → Totℓ kX
f 7→ kf
(6)
where
kfp : k skℓ∆
p ⊗ k∆q = k(skℓ∆
p ×∆q)→ kXp
is the induced map. This defines a natural transformation
ν : kTotX → TotkX (7)
which will appear frequently in later sections. If f ∈ (Totℓ V )q, we will write
f = TℓCNf : TℓCN(k skℓ∆
• ⊗ k∆q)→ TℓCNV. (8)
We now recall, for ℓ ≤ ∞, the quasi-isomorphism
φℓ : N Totℓ V → TℓCNV
from [3, Lemma 2.2]. Let
0 6= ık ∈ Nk(k∆
k) ∼= k
be the class representing the top dimensional simplex of ∆k, and let ık ∧ ıq be
the image of
ık ⊗ ıq ∈ Nk(k∆
k)⊗Nq(k∆
q) = Nk(k skℓ∆
k)⊗Nq(k∆
q)
5
under the shuffle map
N(k skℓ∆
k)⊗N(k∆q)
∇
→ N [k skℓ∆
k ⊗ k∆q] →֒ TℓCN [k skℓ∆
• ⊗ k∆q].
The map φℓ is defined by
φℓ(f) = f
[
ℓ∏
k=0
ık ∧ ıq
]
, (9)
and observe that
φℓ(f) =
ℓ∏
k=0
f(ık ∧ ıq)
for ℓ ≤ ∞.
The composite
S∗ TotX = NkTotX → N Tot(kX)
φ∞
→ TCNkX
is used to define the filtration on H∗(TotX). The filtration is given by
F−s = ker(H TotX → HTCNkX → HTs−1CNkX),
so F−(s+1) ⊂ F−s. This gives the abutment map
ι : (F−s/F−s−1)H(TotX) →֒ E∞−s(X ; k) (10)
from [3, p. 364].
1.4. Totalization, products, and operad actions
In this section we mention how the totalization of a cosimplicial C-space
should be regarded as a C-space. Note that this section generalizes to other
operads.
Suppose that X and X ′ are cosimplicial spaces and ℓ ≤ ∞. Using the
diagonal
skℓ∆
• ×∆q → (skℓ∆
• ×∆q)× (skℓ∆
• ×∆q),
we have a function
Totℓ(X)q × Totℓ(X
′)q → Totℓ(X ×X
′)q.
Since Totℓ(−)q is a mapping space map(skℓ∆
• ×∆q,−), this actually gives an
isomorphism
Totℓ(X)× Totℓ(X
′) ∼= Totℓ(X ×X
′).
If Z is a space, we may consider the constant cosimplicial space cZ with
cZp = Z for all p and notice that Tot(cZ) = Z. For a cosimplicial space X , we
then have a composite of Σn-equivariant isomorphisms
C(n)× Tot(X)×n → Tot(c C(n))× Tot(X)×n → Tot(c C(n)×X×n)
= Tot(C(n)×X×n).
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Now suppose that X is a cosimplicial C-space. To define the C structure on
Tot(X), combine the above isomorphism with the totalization of the map of
cosimplicial spaces C(n)×X×n → X to obtain the map
C(n)× Tot(X)×n → Tot(C(n)×X×n)→ Tot(X).
One can check that these structure maps make Tot(X) into an algebra over C.
1.5. Araki-Kudo operations
There are two steps needed to define, in the style of [10], the usual Araki-
Kudo operations for a C-space Z. For any chain complex C, we have graded
(non-additive) functions of degree m
qm : C →W ⊗π (C ⊗ C),
defined the formula
c 7→ em−|c| ⊗ c⊗ c+ em−|c|+1 ⊗ c⊗ ∂c,
which we call external operations. Notice that qm∂ = ∂qm and that qm induces
a homomorphism in homology. When C = S∗(Z), we have the chains of the
C(2)-structure map
S∗(C(2)×π (Z × Z))→ S∗(Z),
which we connect to the external operations via
W ⊗π (S∗(Z)⊗S∗(Z))→ S∗(C(2))⊗π (S∗(Z)⊗S∗(Z))
∇
→ S∗(C(2)×π (Z ×Z)).
This composite is a quasi-isomorphism since S∗(C(2)) ≃π W and the shuffle
map ∇ is a π-equivariant quasi-isomorphism. The composite
H∗(Z)
qm
−→ H∗+m(C(2)×π (Z × Z))→ H∗+m(Z)
is then an Araki-Kudo operation. The original paper [8] does not mention that
the operations factor through the homology of the homotopy orbits of Z × Z,
but this is how they are constructed in [10].
1.6. Bousfield-Kan universal examples
We will need certain small cosimplicial spaces later in the paper. The
Bousfield-Kan universal examples (introduced in [4]) are cosimplicial simplicial
pointed sets defined, for t ≥ s, by
D(∞,s,t) := Σ
t−s cof
(
sks−1∆
•
+ → ∆
•
+
)
,
where Σ is the Kan suspension and ∆•+ is obtained by adding a disjoint basepoint
to the standard cosimplicial simplicial set ∆•. The E1 page of the spectral
sequence associated to D(∞,s,t) consists of a single non-zero class in bidegree
(−s, t). If V is a cosimplicial simplicial k-module (the main class of examples
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are given by V = kX , where X is a cosimplicial space) and x is an infinite
cycle with [x] ∈ E∞−s,t(V ), then x determines a map of cosimplicial simplicial
modules kD(∞,s,t) → V so that on E
∞ the unique nonzero class ı maps to [x].
This universal property is given in [4] for Z instead of k, or one may use [7,
Proposition 2.5] and the fact that normalization is an equivalence of categories
by the Dold-Kan correspondence. See also figure 2.
1.7. Spectral sequence operations
We briefly recall, from [7], how to define external operations in the spectral
sequence of a cosimplicial space X at E∞. We actually show how to do it
for a cosimplicial simplicial module V . The spectral sequence associated to
kEπ⊗π (kD(∞,s,t))
⊗2 has E2 = E∞, and takes the form of figure 1, where each
lattice point on a solid line is a copy of k and each other lattice point is zero [7,
Theorem 7.1]. Write up,q for the nonzero element in bidegree (p, q) when there
−s−2s
2t
Figure 1: E2(kEpi ⊗pi (kD(∞,s,t) ⊗ kD(∞,s,t)))
is one. We consider these nonzero elements up,q of E
∞(kEπ ⊗π (kD(∞,s,t))
⊗2)
as the images of the external operations applied the element ı in the spectral
sequence for kD(∞,s,t). Now, if V is another cosimplicial simplicial module and
we are given an infinite cycle v ∈ Z∞−s,t(V ), let Rv : kD(∞,s,t) → V be the
representing map so that E∞(Rv)(ı) = [v]. By naturality, we should define the
images of the operations on [v] as the elements
E∞(1 ⊗R⊗2v )(up,q) ∈ E
∞(kEπ ⊗π V
⊗2).
This is, in fact, how we define the operations in [7].
2. Main Theorem and Outline of Proof
For the remainder of the paper we will work externally (see section 1.5) and
usually do not assume that any spaces are C-spaces. For a space Z and each m,
there is an external operation
qm : H∗(Z)→ H∗+m(Eπ ×π Z
×2)
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given on the chain level by
S∗(Z)
qm
→ W∗ ⊗π (S∗(Z)⊗ S∗(Z))→ S∗(Eπ ×π (Z × Z)).
In particular, if we have a cosimplicial space X we can take Z = TotX and so
we have
qm : H∗(TotX)→ H∗+m(Eπ ×π (TotX)
×2).
Furthermore, there is an interchange map (11)
ζ : Eπ ×π (TotX)
×2 → Tot(Eπ ×π X
×2)
which is often a homology isomorphism (for instance when X is Reedy-fibrant
– a fact we shall not need and hence shall not prove here). Thus we consider
the composite operations
Qm : H∗(TotX)→ H∗+m(Tot(Eπ ×π X
×2))
to be the classic external Araki-Kudo operations. Since ζ often induces an
isomorphism in homology, this is a minor variant of the constructions in [10].
The comparison will be written in terms of the abutment map (10), which
is a monomorphism
ι : (F−s/F−s−1)Ht−s(TotX) →֒ E
∞
−s,t(X ; k) = E
∞
−s,t(S∗(X)).
Theorem 2.1. Suppose that X is a cosimplicial space. Then
Qm[F−sHt−s(Tot(X))] ⊂ F
−vHt−s+m(Tot(Eπ ×π X
×2))
where
v(t, s,m) =
{
s m ≥ t
t+ s−m t− s ≤ m ≤ t.
Furthermore, for each m the following diagram commutes:(
F−s/F−s−1
)
Ht−s(TotX)
ι
//
Qm

E∞−s,t(S∗(X))
Qm

E∞−v,v−s+m+t(W ⊗π S∗(X)
⊗2)
∼=E1−iso
(
F−v/F−v−1
)
Ht−s+m(Tot(Eπ ×π X
×2))
ι
// E∞−v,v−s+m+t(S∗(Eπ ×π X
×2)).
The main theorem is then a corollary of this theorem.
Proof of Theorem 1.1. This follows from the definition of the C-structure on
TotX given in section 1.4, naturality, and Theorem 2.1.
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The remainder of the paper will be dedicated to the proof of Theorem 2.1.
Let us describe the strategy. We will first define ‘algebraic’ operations for a
cosimplicial simplicial k-module V , which are maps
H Tot(V )→ H Tot(kEπ ⊗π V
⊗2),
and show that the map
ν : kTot(X)→ Tot(kX)
takes the usual ‘geometric’ operations to these algebraic operations. This pas-
sage from geometric to algebraic operations is fairly straightforward and consti-
tutes section 3. Notice that the main result from this section, Proposition 3.2,
does not mention filtration quotients. We will deduce the behavior of Qm with
respect to filtrations much later, in section 6.
More difficult is the passage from these algebraic operations to operations we
have previously defined on the spectral sequence (see section 1.7 and [7]). Part
of the difficulty is that we do not, in most cases, have formulas for the Qm in
the spectral sequence. Luckily, since we are working with cosimplicial simplicial
k-modules instead of just cosimplicial spaces, we can use the universal property
of kD(∞,s,t).
That said, we will not use these universal examples when showing conver-
gence for Qt−s. This bottom operation is the squaring operation by [7, Proposi-
tion 10.5], so convergence of the bottom operation is a special case of convergence
of multiplication. This is the topic of section 4; our main multiplication theo-
rems are Theorem 4.8 and Corollary 4.9, while Theorem 4.7 is specifically about
the bottom operation and is an essential component in the proof of Theorem 2.1.
We prove algebraic convergence for the higher external operations first in
the case of the cosimplicial simplicial modules kD(∞,s,t). This implies the gen-
eral case since kD(∞,s,t) is universal for elements in E
∞
−s,t. For any cosim-
plicial simplicial module V , we will see that both N(kEπ ⊗π (TotV )
⊗2) and
TCN
(
kEπ ⊗π V
⊗2
)
are comodules over S∗(Bπ) (see Propositions 5.2 and 5.3).
It follows thatH(kEπ⊗π(TotV )
⊗2) andH(Tot(kEπ⊗πV
⊗2)) ∼= HTCN
(
kEπ ⊗π V
⊗2
)
are comodules over H(Bπ). We will show (Theorem 5.4) that the interchange
map kEπ⊗π(TotV )
⊗2 → Tot(kEπ⊗πV
⊗2) induces a map ofH(Bπ)-comodules
in homology.
We use this fact in the special case of the cosimplicial simplicial module
kD(∞,s,t). In this case, it turns out that H
(
kEπ ⊗π Tot(kD(∞,s,t))
⊗2
)
is cofree
over H(Bπ), which allows us to show that the interchange map
H(ζalg) : H
(
kEπ ⊗π Tot(kD(∞,s,t))
⊗2
)
→ H
(
Tot
(
kEπ ⊗π (kD(∞,s,t))
⊗2
))
from (12) is an injection. Other calculations tell us that these modules are
isomorphic (Lemma 6.2), but not that this map is an isomorphism. Everything
is finite dimensional, so this establishes Proposition 6.3, which states that the
above injection is an isomorphism.
Finally, we have a complete description of the filtration quotients forHt−s(TotkD(∞,s,t))
and Ht−s+m(Tot(kEπ⊗π (kD(∞,s,t))
⊗2)) (see Proposition 6.4). As remarked in
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section 1.7, all spectral sequence operations on ı ∈ E∞−s,t(D(∞,s,t)) are nontriv-
ial, from which we deduce Theorem 2.1 in this special case. The general result
then follows from universality and naturality.
2.1. A note on the proof sketch of [12, 5.11]
We briefly mention several places where complications arise when one tries
to fill out this proof sketch, which was attributed to McClure. It is implied that
one may (up to homology) interchange the functors Tot and X 7→ Eπ ×π X
×2.
It seems that one may need to restrict to cosimplicial spaces which are both
cofibrant and fibrant (in either the Reedy or the projective model structures),
a restriction which would exclude the Bousfield-Kan examples D(∞,s,t). In that
special case we prove an algebraic version in Proposition 6.3.
Care should be taken in distinguishing the homotopy and homology spectral
sequences; for instance, the spaces D(∞,s,t) are not universal for elements in
the homotopy spectral sequence as asserted (see [4, §8.4] for a note on the
complications). Rather, this is only true if one is working with cosimplicial
simplicial groups and applies the free group functor to D(∞,s,t) (or the free
abelian group functor, if working in the abelian setting). See [4, §6.1].
Finally, the author found (5.4) somewhat difficult to compute; the interested
reader may find this calculation in [7].
3. Geometric to Algebraic
Let X be a cosimplicial space. We now pass from geometric operations on
TotX to algebraic operations on TotkX .
We first describe two interchange maps. The first is a geometric interchange
map
ζ : Eπ ×π (TotX)
×2 → Tot(Eπ ×π X
×2), (11)
whereX is a cosimplicial space. Consider (e, f, g) a q-simplex ofEπ×π(TotX)
×2,
so that
e :∆q → Eπ
f :∆• ×∆q → X
g :∆• ×∆q → X.
We form ζ(e, f, g) by using the iterated diagonal on ∆•×∆q and regarding Eπ
as a constant cosimplicial space. Formulaically it is given as
ζ(e, f, g) : ∆• ×∆q → Eπ ×π X
×2
(a1, a2) 7→ (e(a2), f(a1, a2), g(a1, a2)).
Similarly, if V is a cosimplicial simplicial k-module, we have an algebraic inter-
change map
ζalg : kEπ ⊗π (TotV )
⊗2 → Tot(kEπ ⊗π V
⊗2) (12)
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which is given on an elementary tensor e ⊗ f ⊗ g by
(a1, a2) 7→ e(a2)⊗ f(a1, a2)⊗ g(a1, a2),
where e is an element of Eπ.
Lemma 3.1. The following diagram commutes:
S∗(Eπ ×π (TotX)
×2) //
S∗ζ

N(kEπ ⊗π (TotkX)
⊗2)
Nζalg

S∗(Tot(Eπ ×π X
×2)) // N(Tot(kEπ ⊗π (kX)
⊗2)).
Proof. Both composites in the diagram
Eπ ×π (TotX)
×2 //
ζ

kEπ ⊗π (TotkX)
⊗2
ζalg

Tot(Eπ ×π X
×2) // Tot(kEπ ⊗π (kX)
⊗2)
take (e, f, g) in simplicial degree q to the function with domain ∆•×∆q sending
(a1, a2) to (e(a2))⊗ (f(a1, a2))⊗ (g(a1, a2)).
Proposition 3.2. Let X be a cosimplicial space. For each m, the diagram
H(TotX) //
Qm

H(TotkX)
Qmalg

H(Tot(Eπ ×π X
×2)) // H(Tot(kEπ ⊗π (kX)
⊗2))
commutes, where Qmalg = H(ζalg∇q
m) and the horizontal maps come from ν :
kTot→ Totk.
Notice that the horizontal maps induce injections on the filtration quotients
F−s/F−s−1. The situation is necessarily more complicated for the vertical maps
– we will see that they often reduce the filtration degree.
Proof of proposition 3.2. For each chain level operation qm, consider the dia-
gram
S∗ TotX //
qm

N TotkX
qm

W ⊗π (S∗ TotX)
⊗2 //
∇

W ⊗π (N TotkX)
⊗2
∇

S∗(Eπ ×π (TotX)
×2) // N(kEπ ⊗π (TotkX)
⊗2)
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where S∗ = Nk and the horizontal maps arise from the normalization of ν :
kTotX → TotkX from (7). Naturality of qm and ∇, along with the fact that
k(Eπ×πX
×2) ∼= kEπ⊗π (kX)
⊗2 imply that this diagram commutes. The result
now follows from the preceding lemma.
4. Tensor Product of Cosimplicial Simplicial Modules
If X and X ′ are cosimplicial spaces, then Tot(X)×Tot(X ′) = Tot(X×X ′).
When dealing with cosimplicial simplicial k-modules V and V ′, it is more natural
to ask how Tot behaves with respect to tensor products. The purpose of the
first part of this section is to give the statement of Theorem 4.2, which implies
that in some cases the map Tot(V )⊗Tot(V ′)→ Tot(V ⊗V ′) is an isomorphism
in homology.
Let U and V be cosimplicial simplicial k-modules. We now show that the
diagonal gives an interchange map
χ : Totℓ U ⊗ Totℓ V → Totℓ(U ⊗ V ) (13)
which is analogous to that of ζalg. To be precise, suppose that we have an
elementary tensor (f) ⊗ (g) in the set of q-simplices on the left hand side. We
have that (f) and (g) are cosimplicial maps
f : skℓ∆
• ×∆q → U
g : skℓ∆
• ×∆q → V,
which we regard as linear maps from k skℓ∆
•⊗k∆q. The diagonal on skℓ∆
•×∆q
then gives the composite
k skℓ∆
• ⊗ k∆q → (k skℓ∆
• ⊗ k∆q)⊗ (k skℓ∆
• ⊗ k∆q)
f⊗g
−→ U ⊗ V
which is the image of (f)⊗ (g) under χ.
We thus have a map
N Totℓ U ⊗N Totℓ V
∇
→ N(Totℓ U ⊗ Totℓ V )
Nχ
−→ N Totℓ(U ⊗ V )
which produces
H(Totℓ U)⊗H(Totℓ V )→ H(Totℓ(U ⊗ V )).
The definition of χ mirrors, for cosimplicial spaces X and X ′, the usual isomor-
phism TotℓX × TotℓX
′
∼=
→ Totℓ(X ×X
′). In fact, using the natural transfor-
mation ν : kTotℓ → Totℓ k, we have the following:
Proposition 4.1. If X and X ′ are cosimplicial spaces, then the diagram
H(TotℓX)⊗H(TotℓX
′) //
∼=

H(Totℓ kX)⊗H(Totℓ kX
′)
H(χ∇)

H(Totℓ(X ×X
′)) // H(Totℓ(kX ⊗ kX
′))
commutes.
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We next consider the composite
TℓCNU ⊗ TℓCNV → Tℓ(CNU ⊗ CNV )
AW
→ TℓC(NU ⊗NV )
∇
→ TℓCN(U ⊗ V ),
which on homology induces H(TℓCNU)⊗H(TℓCNV )→ H(TℓCN(U ⊗ V )).
Theorem 4.2. In homology, the map φℓ from (9) is compatible with tensor
products, in the sense that the diagram
H(Totℓ U)⊗H(Totℓ V )
φℓ⊗φℓ
//
H(χ∇)

H(TℓCNU)⊗H(TℓCNV )
H(∇AW )

H(Totℓ(U ⊗ V ))
φℓ
// H(TℓCN(U ⊗ V ))
commutes.
Section 7 is devoted to the proof of this theorem.
We wish the external squaring operation to be a homomorphism, so we must
use the homotopy orbits of the tensor product rather than the tensor product
itself. For a chain complex C, the standard passage from C⊗C to the homotopy
orbits W ⊗π (C ⊗ C) is given by c ⊗ c
′ 7→ e0 ⊗ c ⊗ c
′. We now extend this to
the simplicial setting.
Definition 4.3. Let Z be a simplicial k-module. Define a map of simplicial
k-modules ξ by
ξ : Z ⊗ Z → kEπ ⊗π (Z ⊗ Z)
z ⊗ z′ 7→ ∗ ⊗ z ⊗ z′.
By ‘∗ ∈ Eπ’, we mean the image of e under the inclusion of the fiber π → Eπ;
if we use a standard bar construction for Eπ (see [13, p. 257 and p. 269–270],
[5, V.4], or [11, p. 87–88]), we may write
∗ = (e, · · · , e︸ ︷︷ ︸
q+1
) if z, z′ ∈ Zq.
The reason for this definition is the following lemma:
Lemma 4.4. Let Z be a simplicial k-module. Then the diagram
N(Z ⊗ Z)
Nξ
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
e0⊗−
vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
W ⊗π N(Z ⊗ Z)
∇
// N(kEπ ⊗π (Z ⊗ Z))
commutes.
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Proposition 4.5. If V is a cosimplicial simplicial k-module, then the diagram
Hn(Totℓ V )
φℓ
//
Qn

HnTℓCNV
Qn

H2n(kEπ ⊗π (Totℓ V )
⊗2)
H(ζalg)

H2n(Totℓ(kEπ ⊗π V
⊗2))
φℓ
// H2nTℓCN(kEπ ⊗π V
⊗2)
commutes.
Proof. If Z is a simplicial module, then the bottom external operation is defined
at the chain level by the composite of maps in the commutative diagram
N(Z)
diag
// N(Z)⊗N(Z)
∇

e0⊗−
// W ⊗π N(Z)⊗N(Z)
1⊗∇≃

N(Z ⊗ Z)
e0⊗−
//
ξ
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
W ⊗π N(Z ⊗ Z)
∇≃

N(kEπ ⊗π Z ⊗ Z)
which becomes a homomorphism in homology. By
Qn : Hn(Totℓ V )→ H2n(kEπ ⊗π (Totℓ V )
⊗2)
we mean this operation with Z = Totℓ V .
Let V be a cosimplicial simplicial module and let f, g ∈ (Totℓ V )q. Consid-
ering f and g as maps skℓ∆
• ×∆q → V , we can evaluate that both composites
in the diagram
Totℓ V ⊗ Totℓ V
χ
//
ξ

Totℓ(V ⊗ V )
Totℓ(ξ)

kEπ ⊗π (Totℓ V )
⊗2
ζalg
// Totℓ(kEπ ⊗π V
⊗2)
take f ⊗ g to the map
skℓ∆
• ×∆q → kEπ ⊗π V
⊗2
a 7→ ∗ ⊗ f(a)⊗ g(a),
so this diagram commutes. Since φℓ is a natural transformation, the diagram
H Totℓ(V ⊗ V )
φℓ
//
H Totℓ(ξ)

HTℓCN(V ⊗ V )
Hξ

H Totℓ(kEπ ⊗π V
⊗2)
φℓ
// HTℓCN(kEπ ⊗π V
⊗2)
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commutes. The result follows by combining this diagram with the homology of
the previous one.
4.1. Bottom Operation
We now show that Theorem 2.1 holds in the special case when m = t − s.
We must examine the way the operation behaves with respect to filtrations. To
simplify notation, we begin with the bicomplex case.
Let B be a second-quadrant bicomplex. The filtration on the homology of
the totalization of B is given by
F−sH(TB) = ker(HTB → HTs−1B),
where Ts−1B = TB/F
−sTB as in (4).
Lemma 4.6. Let B and B′ be second-quadrant bicomplexes. Then the map
HTB ⊗HTB′ → H(TB ⊗ TB′)→ HT (B ⊗B′)
takes F−s ⊗ F−s
′
into F−s−s
′
.
Proof. We will let B and B′ be (second-quadrant) bicomplexes, and
[x] ∈ F−sH(TB) = ker(HTB → HTs−1B)
[y] ∈ F−s
′
H(TB′).
One consequence is that there is an element a so that x + ∂a ∈ F−sTB, thus
we can and will assume that the representatives are already in the appropriate
filtration:
x ∈ F−sTB
y ∈ F−s
′
TB′.
We then have x⊗ y ∈ F−s−s
′
T (B ⊗B′).
We now return to the setting where we have a cosimplicial simplicial k-
module V , and prove Theorem 2.1 for for the special case when m = t− s. The
map ι in the theorem statement is the abutment map from (10).
Theorem 4.7. Suppose that X is a cosimplicial space. Then
Qt−s[F−sHt−s(Tot(X))] ⊂ F
−2sH2(t−s)(Tot(Eπ ×π X
×2))
and the following diagram commutes:(
F−s/F−s−1
)
Ht−s(TotX)
ι
//
Qt−s

E∞−s,t(S∗(X))
Qt−s

E∞−2s,2t(W ⊗π S∗(X)
⊗2)
∼=E1−iso
(
F−2s/F−2s−1
)
H2(t−s)(Tot(Eπ ×π X
×2))
ι
// E∞−2s,2t(S∗(Eπ ×π X
×2)).
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Proof. In light of Lemma 3.1, we consider V = S∗X . The filtration on H TotV
is given by
F−sH TotV = ker(H TotV
φ
→ HTCNV → HTs−1CNV ).
The ℓ = ∞ case of Theorem 4.2 asserts the commutativity of the following
diagram:
H TotV ⊗H TotV
φ∞⊗φ∞
//
χ

HTCNV ⊗HTCNV

HT [CNV ⊗ CNV ]
∇AW

H Tot(V ⊗ V )
φ∞
// HTCN(V ⊗ V ).
Since the diagram
HT [CNV ⊗ CNV ]
∇AW

// HTs+s′−1[CNV ⊗ CNV ]
∇AW

H Tot(V ⊗ V )
φ∞
// HTCN(V ⊗ V ) // HTs+s′−1CN(V ⊗ V )
also commutes, we see that we have an induced map
(F−s/F−s−1)H TotV⊗(F−s
′
/F−s
′−1)H TotV → (F−s−s
′
/F−s−s
′−1)H Tot(V ⊗V )
and an induced diagram
(F−s/F−s−1)H TotV ⊗ (F−s
′
/F−s
′−1)H TotV //

(F−s/F−s−1)HTCNV ⊗ (F−s
′
/F−s
′−1)HTCNV

(F−s−s
′
/F−s−s
′−1)H Tot(V ⊗ V ) // (F−s−s
′
/F−s−s
′−1)HTCN(V ⊗ V ).
Setting s = s′ and combining this with Propositions 3.2 and 4.5 completes the
proof.
The more general statement is that the abutment is compatible with external
multiplication:
Theorem 4.8. The following diagram commutes.
(F−s/F−s−1)H TotX ⊗ (F−s
′
/F−s
′−1)H TotX
ι⊗ι
//

E∞−s(S∗(X))⊗ E
∞
−s′(S∗(X))

(F−s−s
′
/F−s−s
′−1)H Tot(X ×X)
ι
//

E∞−s−s′ (S∗(X ×X))

(F−s−s
′
/F−s−s
′−1)H Tot(Eπ ×π X
×2)
ι
// E∞−s−s′(S∗(Eπ ×π X
×2))
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Proof. The bottom square commutes by naturality. Using the ℓ = ∞ case of
Proposition 4.1 and the definition of the filtrations, we see that the square
(F−s/F−s−1)H TotX ⊗ (F−s
′
/F−s
′−1)H TotX //

(F−s/F−s−1)H TotkX ⊗ (F−s
′
/F−s
′−1)H TotkX

(F−s−s
′
/F−s−s
′−1)H Tot(X ×X) // (F−s−s
′
/F−s−s
′−1)H Tot(kX ⊗ kX)
commutes. Combining this with the last commutative diagram from the proof
of Theorem 4.7 and the fact that kX ⊗ kX = k(X ×X), we see that the top
square commutes.
When X is a cosimplicial C-space, we can use the previous theorem and
apply the structure map
Eπ ×π X
×2 → X
to relate the two internal multiplications.
Corollary 4.9. If X is a cosimplicial C-space, then the multiplication µ on
H TotX is compatible with the filtration in the sense that
µ(F−s ⊗ F−s
′
) ⊂ F−s−s
′
.
Furthermore, µ descends to the quotient and the diagram
(F−s/F−s−1)H TotX ⊗ (F−s
′
/F−s
′−1)H TotX
ι⊗ι
//
µ

E∞−s(S∗(X))⊗ E
∞
−s′(S∗(X))
µ

(F−s−s
′
/F−s−s
′−1)H TotX
ι
// E∞−s−s′(S∗(X))
commutes.
5. Comodules over H(Bpi)
Let V be a cosimplicial simplicial k-module. In this section we show that
both
N(kEπ ⊗π (Tot(V ))
⊗2) and TCN(kEπ ⊗π V
⊗2)
are comodules over the coalgebra H(Bπ). Using the fact that φ∞ is a quasi-
isomorphism, this gives that H(Tot(kEπ ⊗π V
⊗2)) is also a comodule over
H(Bπ). We also will state Theorem 5.4, which implies that the homology of
the interchange map
H(ζalg) : H(kEπ ⊗π (Tot(V ))
⊗2)→ H(Tot(kEπ ⊗π V
⊗2))
is a map of H(Bπ)-comodules. This fact will be important in the next section
when we specialize to a case where the left hand side is cofree over H(Bπ).
We will write ψ for coproducts, for example
ψEπ : kEπ → k[Eπ × Eπ] ∼= kEπ ⊗ kEπ
is the map induced from the diagonal of Eπ.
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Lemma 5.1. Let Z be a simplicial kπ-module. The homotopy orbits
Zhπ := kEπ ⊗π Z
has a natural coassociative coaction by kBπ induced from the diagonal on Eπ.
Proof. The coaction is defined by
̺1 : Zhπ = kEπ ⊗π Z ∼= kEπ ⊗π (k ∗ ⊗Z)
→ (kEπ ⊗ kEπ)⊗π (k ∗ ⊗Z)
→ (kEπ ⊗ kEπ)⊗π×π (k ∗ ⊗Z)
∼= (kEπ ⊗π k∗)⊗ (kEπ ⊗π Z) = kBπ ⊗ Zhπ.
The comultiplication on kBπ is also induced from ψEπ, which shows that ̺1 is
coassociative:
Zhπ
̺1
//
̺1

kBπ ⊗ Zhπ
1⊗̺1

kBπ ⊗ Zhπ
ψBπ⊗1
// kBπ ⊗ kBπ ⊗ Zhπ.
(14)
Remark. Suppose a ∈ Eπq and z ∈ Zq. Then the formula for ̺1 is
̺1(a⊗ z) = a¯⊗ (a⊗ z).
For simplicity, we use the model for Eπ from section 1.1, so thatNkEπ = W .
Notice that the map
ψW :W = NkEπ
NψEπ
−→ N(kEπ ⊗ kEπ)
AW
−→W ⊗W
is coassociative (by associativity of the Alexander-Whitney map) and sends em
to
∑
i+j=m ei ⊗ σ
iej. Write
W = W ⊗π k = NkBπ = H(Bπ),
which has comultiplication induced from ψW . Namely, ψW (e¯m) =
∑
e¯i ⊗ e¯j.
Proposition 5.2. Let Z be a simplicial k-module. Then NZhπ is naturally a
comodule over W .
Proof. We write ̺2 for the composite
NZhπ
N̺1
−→ N(kBπ ⊗ Zhπ)
AW
−→W ⊗NZhπ. (15)
Associativity of the Alexander-Whitney map and the commutativity of (14)
gives commutativity of the following diagram.
NZhπ
̺2
//
̺2

W ⊗NZhπ
1⊗̺2

W ⊗NZhπ
ψW⊗1
// W ⊗W ⊗NZhπ
Thus the coaction is coassociative.
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We now consider a cosimplicial simplicial k-module V and the interchange
map
ζalg : kEπ ⊗π (Tot(V ))
⊗2 → Tot(kEπ ⊗π (V
⊗2))
from (12). Normalizing, we have
N(kEπ ⊗π (Tot(V ))
⊗2)
N(ζalg)
−→ N Tot(kEπ ⊗π V
⊗2))
≃
→ TCN(kEπ ⊗π V
⊗2)),
where the quasi-isomorphism on the right is the map φ∞. Proposition 5.2 tells
us that N(kEπ ⊗π (Tot(V ))
⊗2) is a comodule over W . We also have
Proposition 5.3. Let V be a cosimplicial simplicial k-module. Then
TCN(kEπ ⊗π V
⊗2)
is naturally a comodule over W .
Proof. We let Z = V ⊗2 and consider the coaction on the cosimplicial chain
complex NZhπ by applying ̺2 from Proposition 5.2 in each cosimplicial degree.
We have the following diagram,
CNZhπ
C(̺2)
//
C(̺2)

C(W ⊗NZhπ)
∇
//
C(1⊗̺2)

C(W )⊗ CNZhπ
1⊗C(̺2)

C(W ⊗NZhπ)
C(ψ
W
⊗1)
//
∇

C(W ⊗W ⊗NZhπ)
∇
//
∇

C(W )⊗ C(W ⊗NZhπ)
∇

C(W )⊗ CNZhπ
C(ψW )⊗1
// C(W ⊗W )⊗ CNZhπ
∇
// C(W )⊗ C(W )⊗ CNZhπ
which commutes by Proposition 5.2 (upper-left), associativity of the shuffle map
∇ (bottom-right), and the fact that ∇ is a natural transformation. Here we are
considering W as a constant cosimplicial complex. Furthermore, C(W ) = W
v
where W
v
is the bicomplex which is zero outside of bidegrees (0, ∗) and W
v
0,q =
W q. Finally, we have that T (W
v
⊗B) ∼=W ⊗TB when B is a second-quadrant
bicomplex using the natural transformation T (−) ⊗ T (−) → T (− ⊗ −). We
define the coaction
̺3 : TCNZhπ →W ⊗ TCNZhπ (16)
as the map induced from ∇̺2, which we see is coassociative by the above com-
mutative diagram and naturality of the isomorphism T (W
v
⊗B) ∼= W⊗TB.
Remark. Let Z be a cosimplicial simplicial kπ-module. It is unclear how to
make TotZhπ into a kBπ-comodule, although we can easily make H(TotZhπ)
into anH(Bπ)-comodule by declaring that Hφ∞ is an isomorphism of homology
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comodules. The coaction is given by the diagram
N TotZhπ
N Tot ̺1
//
φ∞ ≃

N Tot(kBπ ⊗ Zhπ)
φ∞ ≃

TCNZhπ
TCN̺1
// TCN(kBπ ⊗ Zhπ)

W ⊗ TCNZhπ
W ⊗N TotZhπ
1⊗φ∞≃
OO
The key result in the proof of Proposition 6.3 is the following theorem, whose
proof will be deferred until Section 8.
Theorem 5.4. Let V be a cosimplicial simplicial k-module. Then
φ∞N(ζalg) : N(kEπ ⊗π (Tot(V ))
⊗2)→ TCN(kEπ ⊗π V
⊗2)
is a map of W -comodules.
6. Completion of the Proof of Theorem 2.1
We now have all of the building blocks in place to prove our main theorem:
Theorem 2.1. Suppose that X is a cosimplicial space. Then
Qm[F−sHt−s(Tot(X))] ⊂ F
−vHt−s+m(Tot(Eπ ×π X
×2))
where
v(t, s,m) =
{
s m ≥ t
t+ s−m t− s ≤ m ≤ t.
Furthermore, for each m the following diagram commutes:(
F−s/F−s−1
)
Ht−s(TotX)
ι
//
Qm

E∞−s,t(S∗(X))
Qm

E∞−v,v−s+m+t(W ⊗π S∗(X)
⊗2)
∼=E1−iso
(
F−v/F−v−1
)
Ht−s+m(Tot(Eπ ×π X
×2))
ι
// E∞−v,v−s+m+t(S∗(Eπ ×π X
×2)).
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By Theorem 3.2 we need only to prove the algebraic version. Namely, for
a cosimplicial simplicial module V , we must show that the external operations
Qm on H(TotV ) land in the correct filtration degree and that the diagram
(F−s/F−s−1)Ht−s(TotV ) //
Qm

E∞−s,t(NV )
Qm

E∞−v,v−s+m+t(W ⊗π NV
⊗2)
∼=E1−iso

(F−v/F−v−1)Ht−s+m(Tot(kEπ ⊗π V
⊗2)) // E∞−v,v−s+m+t(N(kEπ ⊗π V
⊗2))
commutes. But notice that each element of
(F−s/F−s−1)Ht−s TotV →֒ E
∞
−s,t(V )
is represented by a map kD(∞,s,t) → V , so by universality (see section 1.6) we
may prove convergence for the special case of kD(∞,s,t).
For the rest of the section we restrict to this special case and abbreviate
U = kD(∞,s,t).
Lemma 6.1. Let U = kD(∞,s,t). Then
Hk(TotU) =
{
k k = t− s
0 k 6= t− s.
Furthermore, the filtration on H(TotU) is given by
k = F−s = F−s+1 = · · · = H(TotU)
and F−s−1 = 0.
Proof. Note that, using the notation of [7, Section 2.2], NU = D∞st. By [3,
Lemma 2.2], we have H(TotU) = H(TCNU) = H(TCD∞st), so the first state-
ment is a consequence of [7, Proposition 2.4]. In the proof of that proposition we
explicitly wrote down the bicomplex C(D∞st), which we reproduce as figure 2.
The product of all generators in total degree t− s is then the only cycle which
is not also a boundary, and this product lies in F−s but not in F−s−1.
Lemma 6.2. Let U = kD(∞,s,t). Then
H(Tot(kEπ ⊗π U
⊗2)) ∼= HTCN(kEπ ⊗π U
⊗2) ∼= H(kEπ ⊗π (TotU)
⊗2).
In particular, the kth graded piece of each is k for k ≥ 2(t − s) and 0 for
k < 2(t− s). Furthermore, for m ≥ t− s, the filtration is given by
k = F−vHt−s+m(Tot(kEπ ⊗π U
⊗2)) = · · · = Ht−s+m(Tot(kEπ ⊗π U
⊗2))
0 = F−v−1Ht−s+m(Tot(kEπ ⊗π U
⊗2))
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t
t+ 1
Figure 2: The Bicomplex C(D∞st)
where
v =
{
s m ≥ t
t+ s−m t− s ≤ m ≤ t.
Proof. We first compute H(kEπ ⊗π (TotU)
⊗2). Notice that the shuffle map
gives an isomorphism
HN(kEπ⊗π(TotU)
⊗2) ∼= H((NkEπ)⊗π(N TotU)
⊗2) = H(W⊗π(N TotU)
⊗2).
We computed the homology of TotU in Lemma 6.1. We thus have
Hk(W ⊗π (N TotU)
⊗2) = Hk(W ⊗π (HN TotU)
⊗2) =
{
k k ≥ 2(t− s)
0 k < 2(t− s)
by [10, Lemmas 1.1 and 1.3] using the same arguments from [7, Section 3.1].
The first isomorphism in the statement of the lemma comes from the quasi-
isomorphism φ∞ from (9). The shuffle map
∇ : CN(kEπ ⊗π U
⊗2)→ C(W ⊗π (NU)
⊗2) = C(W ⊗π D
⊗2
∞st)
is an isomorphism on E1 of the associated spectral sequences, hence is an iso-
morphism at E∞. We saw in [7, Theorem 8.3] that the spectral sequence for the
latter bicomplex converged strongly, and the same argument (using [2, Theorems
7.1 and 10.1]) gives that the spectral sequence associated to CN(kEπ ⊗π U
⊗2)
converges strongly. We know what the spectral sequence for W ⊗π D
⊗2
∞st looks
like at E2 by [7, Theorem 7.1], and all higher differentials δ2, δ3, . . . are zero for
structural reasons. Thus we have computed that
HkTCN(kEπ ⊗π U
⊗2) = HkTC(W ⊗π D
⊗2
∞st) =
{
k k ≥ 2(t− s)
0 k < 2(t− s).
To prove the statement about the filtration on H(Tot(kEπ⊗πU
⊗2)), we just
prove the corresponding statement for the filtration on HTCN(kEπ ⊗π U
⊗2)
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since these are isomorphic as filtered modules via the quasi-isomorphism φ∞.
But we just saw that we have strong convergence for the spectral sequence
associated to CN(kEπ ⊗π U
⊗2), so, using the same maps as in the previous
paragraph,
(F p/F p−1)Hq+pTCN(kEπ ⊗π U
⊗2) ∼= E∞p,q(W ⊗π D
⊗2
∞st)
=


k (p, q) ∈ {−s} × [2t,∞)
k (p, q) ∈ [−2s,−s− 1]× {2t}
0 otherwise
by [7, Theorem 7.1].
Most of the work of the past few sections was done to prove
Proposition 6.3. Let U = kD(∞,s,t). Then
H(ζalg) : H(kEπ ⊗π (TotU)
⊗2)→ H(Tot(kEπ ⊗π U
⊗2))
is an isomorphism.
Proof. We showed in Lemma 6.2 that
H(Tot(kEπ ⊗π U
⊗2)) ∼= HTCN(kEπ ⊗π U
⊗2)
and that these are of finite type, but mentioned nothing about any chain maps.
In this proof we will show that H(ζalg) is an injection, which implies that it is
an isomorphism.
We now use the fact that TotU has the homology of a sphere (Lemma 6.1).
Write v for the generator of Ht−s(TotU). We then have, as in the previous
lemma, that
Hk(kEπ ⊗π (H TotU)
⊗2) = Hk(kEπ ⊗π (TotU)
⊗2)
=
{
k = k(ek−2t+2s ⊗ v ⊗ v) k ≥ 2(t− s)
0 k < 2(t− s).
This implies that H(kEπ⊗π (TotU)
⊗2) is a cofree H(Bπ)-comodule, with coac-
tion given by
̺(en ⊗ v ⊗ v) =
∑
i+j=n
e¯i ⊗ (ej ⊗ v ⊗ v)
as in Proposition 5.2. The cofreeness, combined with the fact that the cogener-
ator e0 ⊗ v ⊗ v maps to a nonzero element under H(ζalg), will imply that the
comodule map H(ζalg) is an injection. We give details in the next paragraph.
By Proposition 4.5 and the fact that φ∞ is a quasi-isomorphism, the map
H(kEπ ⊗π (H TotU)
⊗2) = H(kEπ ⊗π (TotU)
⊗2)→ H(Tot(kEπ ⊗π U
⊗2))
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takes e0⊗ v⊗ v to a nonzero element h, so is an isomorphism in degree 2(t− s).
Theorem 5.4 gives commutativity of the top square of the following diagram:
H(kEπ ⊗π (TotU)
⊗2)
Hζalg
//
̺1

H(TotkEπ ⊗π U
⊗2)
̺3

HBπ ⊗H(kEπ ⊗π (TotU)
⊗2)
1⊗Hζalg
//

HBπ ⊗H(TotkEπ ⊗π U
⊗2)

HBπ ⊗H2(t−s)(kEπ ⊗π (TotU)
⊗2)
1⊗Hζalg
// HBπ ⊗H2(t−s)(TotkEπ ⊗π U
⊗2).
The unlabeled vertical arrows are just projection onto the appropriate graded
piece, so the bottom square commutes as well. Remember that we wish to
show that the top map is an injection. Since Hn+2(t−s)(kEπ ⊗π (TotU)
⊗2) is
1-dimensional for n ≥ 0, we must only check that en ⊗ v ⊗ v does not map to
zero. To do this we compute its image in H(Bπ) ⊗H2(t−s)(TotkEπ ⊗π U
⊗2)
by the bottom left composite. We have
en ⊗ v ⊗ v 7→
∑
i+j=n
e¯i ⊗ (ej ⊗ v ⊗ v) 7→ e¯n ⊗ (e0 ⊗ v ⊗ v) 7→ e¯n ⊗ h 6= 0.
Thus the comodule map H(ζalg) is an injection.
Proposition 6.4. Let U = kD(∞,s,t). Then, for m ≥ t− s,
Ht−s(TotU) = (F
−s/F−s−1)Ht−s(TotU) and
Ht−s+m(Tot(kEπ ⊗π U
⊗2)) = (F−v/F−v−1)Ht−s+m(Tot(kEπ ⊗π U
⊗2))
where
v =
{
s m ≥ t
t+ s−m t− s ≤ m ≤ t.
Furthermore, the modules listed above are one-dimensional vector spaces and
Qm(F−s(H TotU)) ⊂ F−vH(Tot(kEπ ⊗π U
⊗2)).
Proof. The first statements follow directly from Lemmas 6.1 and 6.2. The defi-
nition given for Qm : H(TotU)→ H(Tot(kEπ⊗πU
⊗2) in Proposition 3.2 shows
that it factors as
H(TotU)
H(∇qm)
−→ H(kEπ ⊗π (TotU)
⊗2)
∼=
→ H(Tot(kEπ ⊗π U
⊗2))
where the first map is nontrivial and the second map is an isomorphism by
Proposition 6.3. Thus Qm is nontrivial. We know everything about the filtra-
tions from Lemmas 6.1 and 6.2, so we see that Qm(F−s) ⊂ F−v, as desired.
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Proof of Theorem 2.1. Let V be a cosimplicial simplicial module and let v be
as in the statement of the theorem. When V = U = kD(∞,s,t), we know that
the top left term and the bottom right term in the diagram
(F−s/F−s−1)Ht−s(TotV ) //
Qm

E∞−s,t(NV )
Qm

E∞−v,v−s+m+t(W ⊗π NV
⊗2)
∼=E1−iso

(F−v/F−v−1)Ht−s+m(Tot(kEπ ⊗π V
⊗2)) // E∞−v,v−s+m+t(N(kEπ ⊗π V
⊗2))
are both k by Proposition 6.4 and [7, Theorem 7.1]. Of course the horizontal
maps are injections, and the right hand composite is an injection by the defi-
nition of Qm on the spectral sequence level from [7, Section 10]. Finally, the
external operation
Qm : Ht−s(TotU)→ Ht−s+m(kEπ ⊗π (TotU)
⊗2)
is nontrivial, so the Qm on the left is an injection by Propositions 6.3 and 6.4.
Thus this diagram commutes.
All maps in this diagram are natural in V . We now show that this diagram
commutes for an arbitrary cosimplicial simplicial module V . Let x be an element
of
(F−s/F−s−1)Ht−s(TotV ) ⊂ E
∞
−s,t(NV ),
which is then represented by a map kD(∞,s,t) → V . By naturality the two
composites in the diagram evaluate to the same thing on the element x. But x
was arbitrary, so the diagram commutes.
Now let X be a cosimplicial space. By Proposition 3.2 the diagram
H(TotX) //
Qm

H(TotkX)
Qm

H(Tot(Eπ ×π X
×2)) // H(Tot(kEπ ⊗π (kX)
⊗2))
commutes. Then
(F−s/F−s−1)Ht−s(TotX) //
Qm

(F−s/F−s−1)Ht−s(TotkX)
Qm

(F−v/F−v−1)Ht−s+m(Tot(Eπ ×π X
×2)) // (F−v/F−v−1)Ht−s+m(Tot(kEπ ⊗π (kX)
⊗2))
commutes as well. Combining this diagram with the one from the beginning of
the proof, we see that the diagram in the theorem statement commutes.
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Finally, we have
Qm(F−s(H TotV )) ⊂ F−vH(Tot(kEπ ⊗π V
⊗2))
for an arbitrary cosimplicial simplicial module V by Proposition 6.4, the fact
that elements of H(TotV ) are representable, and naturality. By definition of
the filtration and Proposition 3.2 we thus have that
Qm[F−sHt−s(Tot(X))] ⊂ F
−vHt−s+m(Tot(Eπ ×π X
×2))
for any cosimplicial space X .
7. Proof of Theorem 4.2
In this section, we prove the following theorem, which states that in homol-
ogy the map φℓ is compatible with tensor products.
Theorem 4.2. The diagram
H(Totℓ U)⊗H(Totℓ V )
φℓ⊗φℓ
//
H(χ∇)

H(TℓCNU)⊗H(TℓCNV )
H(∇AW )

H(Totℓ(U ⊗ V ))
φℓ
// H(TℓCN(U ⊗ V ))
commutes.
We prove this on the chain level by showing that the diagram
N Totℓ U ⊗N Totℓ V
φℓ⊗φℓ
// TℓCNU ⊗ TℓCNV

N [Totℓ U ⊗ Totℓ V ]
AW
OO
N(χ)

Tℓ[CNU ⊗ CNV ]
TℓAW

TℓC[NU ⊗NV ]
N [Totℓ(U ⊗ V )]
φℓ
// TℓCN(U ⊗ V )
TℓC(AW )
OO
commutes. We will do this by calculating each composite explicitly and using
an elementary fact about shuffles. The result will then follow from the Ku¨nneth
theorem and the Eilenberg-Zilber theorem.
The reader may wish to review the definitions of f from (8) and φℓ from (9).
We let Sp,q be the set of (p, q)-shuffles, considered as permutations of the set
{0, 1, . . . , p+ q − 1}.
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Calculation 7.1. Let (f) ⊗ (g) ∈ N [Totℓ(U) ⊗ Totℓ(V )]q, and consider the
image of (f)⊗ (g) under the composite
N Totℓ U ⊗N Totℓ V
φℓ⊗φℓ
// TℓCNU ⊗ TℓCNV

N [Totℓ U ⊗ Totℓ V ]
AW
OO
Tℓ[CNU ⊗ CNV ]
Tℓ(AW )

TℓC[NU ⊗NV ].
The restriction of the image to the component in cosimplicial degree p with the
first component of degree z (i.e. the part in TℓC
p[NzU ⊗NV ]) is
∑
j+j¯=q
∑
α,β∈Sk,j×Sk¯,j¯
(
f(dk+k¯ · · · dk+1sα(k) · · · sα(k+j−1), dq · · · dj+1sα(0) · · · sα(k−1))
⊗g(dk−1 · · · d0sβ(k¯) · · · sβ(k¯+j¯−1), dj−1 · · · d0sβ(0) · · · sβ(k¯−1))
)
.
Proof. Let
(F ) ∈ (Totℓ U)j
(G) ∈ (Totℓ V )j¯
and consider the elementary tensor (F )⊗ (G) ∈ (N Totℓ U)j ⊗ (N Totℓ V )j¯ . We
have, on the top,
(F )⊗ (G) 7→
[
F
ℓ∑
k=0
ık ∧ ıj
]
⊗
[
G
ℓ∑
k¯=0
ık¯ ∧ ıj¯
]
.
In cosimplicial degree p ≤ ℓ, the image of this element under the Alexander-
Whitney map is
ℓ∑
k=0
k−p∑
k¯=0
[
dk+k¯ · · · dk+1F k(ık ∧ ıj)
]
⊗
[
dk−1 · · · d0Gk¯(ık¯ ∧ ıj¯)
]
=
∑
k+k¯=p
[
F p((dk+k¯ · · · dk+1ık) ∧ ıj)
]
⊗
[
Gp((dk−1 · · · d0ık¯) ∧ ıj¯)
]
.
Focusing only on the elements for which the first component is in homological
degree z, we have k = z − j and k¯ = p + j − z. Recall from section 1.3 that
ık ∧ ıq is ∇(ık ⊗ ıq). Thus the previous expression becomes
∑
α∈Sk,j
∑
β∈Sk¯,j¯
(
F p(sα(k+j−1) · · · sα(k)d
k+k¯ · · · dk+1ık, sα(k−1) · · · sα(0)ıj)
⊗Gp(sβ(k¯+j¯−1) · · · sβ(k¯)d
k−1 · · · d0ık¯, sβ(k¯−1) · · · sβ(0)ıj¯)
)
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where Sa,b is the set of (a, b)-shuffles, thought of as permutations of the set
{0, . . . , a+ b− 1}. Of course ık is just the identity map [k]→ [k], so this is
∑
α,β∈Sk,j×Sk¯,j¯
(
F (dk+k¯ · · · dk+1sα(k) · · · sα(k+j−1), sα(0) · · · sα(k−1))
⊗G(dk−1 · · · d0sβ(k¯) · · · sβ(k¯+j¯−1), sβ(0) · · · sβ(k¯−1))
)
.
The domains for F and G are ∆pz ×∆
j
z.
Now if we consider (f) ∈ Totℓ(U)q and (g) ∈ Totℓ(V )q, we can apply the
Alexander-Whitney map to ((f), (g)) and get∑
j+j¯=q
(
(f ◦ (idsk×d
q · · · dj+1)), (g ◦ (idsk×d
j−1 · · · d0))
)
where we are precomposing f with the map skℓ∆ × ∆
q → skℓ∆ × ∆
j and
similarly for g. Precomposing with AW , equation (7) becomes
∑
j+j¯=q
∑
α,β∈Sk,j×Sk¯,j¯
(
f(dk+k¯ · · · dk+1sα(k) · · · sα(k+j−1), dq · · · dj+1sα(0) · · · sα(k−1))
⊗g(dk−1 · · · d0sβ(k¯) · · · sβ(k¯+j¯−1), dj−1 · · · d0sβ(0) · · · sβ(k¯−1))
)
.
Calculation 7.2. Let (f) ⊗ (g) ∈ N [Totℓ(U) ⊗ Totℓ(V )]q, and consider the
image of (f)⊗ (g) under the composite
N [Totℓ U ⊗ Totℓ V ]
N(χ)

TℓC[NU ⊗NV ]
N [Totℓ(U ⊗ V )]
φℓ
// TℓCN(U ⊗ V ).
TℓC(AW )
OO
The restriction of the image to the component in cosimplicial degree p with the
first component of degree z (i.e. the part in TℓC
p[NzU ⊗NV ]) is
∑
γ∈Sp,q
(
f(sγ(p) · · · sγ(p+q−1)dp+q · · · dz+1, sγ(0) · · · sγ(p−1)dp+q · · · dz+1)
⊗g(sγ(p) · · · sγ(p+q−1)dz−1 · · · d0, sγ(0) · · · sγ(p−1)dz−1 · · · d0)
)
.
Proof. Let ((f), (g)) be as in the statement. Applying φℓ and the interchange
map χ from (13), we obtain
ℓ∑
l=0
χ(f, g)(ıl ∧ ıq).
The part in cosimplicial degree p is
χ(f, g)(ıp ∧ ıq) =
∑
γ∈Sp,q
(
f(sγ(p+q−1) · · · sγ(p)ıp, sγ(p−1) · · · sγ(0)ıq)
⊗g(sγ(p+q−1) · · · sγ(p)ıp, sγ(p−1) · · · sγ(0)ıq)
)
.
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Applying dz+1dz+2 · · · dp+q ⊗ d0 · · · dz−1 amounts to applying the Alexander-
Whitney map and then projecting onto the component where the first term is
in homological degree z. The result is then
dz+1 · · · dp+q ⊗ d0 · · · dz−1
∑
γ∈Sp,q
(
f(sγ(p) · · · sγ(p+q−1), sγ(0) · · · sγ(p−1))
⊗g(sγ(p) · · · sγ(p+q−1), sγ(0) · · · sγ(p−1))
)
=
∑
γ∈Sp,q
(
f(sγ(p) · · · sγ(p+q−1)dp+q · · · dz+1, sγ(0) · · · sγ(p−1)dp+q · · · dz+1)
⊗g(sγ(p) · · · sγ(p+q−1)dz−1 · · · d0, sγ(0) · · · sγ(p−1)dz−1 · · · d0)
)
.
We must show that the two calculations give the same result. To do so, we
use the following version of Vandermonde’s identity.
Proposition 7.3 (Shuffle Splitting). Fix p, q ≥ 0 and z ∈ (0, p + q) integers.
There is a bijection of sets
η :
min(p,z)∐
k=max(0,z−q)
Sk,z−k × Sp−k,q+k−z → Sp,q
given, for (α, β) ∈ Sk,z−k × Sp−k,q+k−z , by
η(α, β)(c) =


α(c) c ∈ [0, k − 1]
β(c− k) + z c ∈ [k, p− 1]
α(c− p+ k) c ∈ [p, p+ z − k − 1]
β(c− z) + z c ∈ [p+ z − k, p+ q − 1].
Proof. One checks that γ = η(α, β) is a (p, q)-shuffle and that
ηk : Sk,z−k × Sp−k,q+k−z → Sp,q
is injective for all k. Furthermore, if γ = ηk(α, β) then we can recover k as
min γ−1[z, p + q − 1], so η =
∐
ηk is an injection as well. Now we can see
that η is a bijection by comparing sizes of sets. This follows from the fact that
|Sp,q| =
(
p+q
p
)
and Vandermonde’s identity
min(p,z)∑
k=max(0,z−q)
(
z
k
)(
p+ q − z
p− k
)
=
z∑
k=0
(
z
k
)(
p+ q − z
p− k
)
=
(
p+ q
p
)
.
Proof of Theorem 4.2. Isolate (α, β) ∈ Sk,j × Sk¯,j¯ and let γ = η(α, β). When
applying other results from this section, we set z = j+k, p = k+k¯, and q = j+j¯.
In light of Proposition 7.3, to show that the results from calculations 7.1 and
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7.2 are equal, we must show the following equalities of ordered maps originating
from [z]:
sγ(p) · · · sγ(p+q−1)dp+q · · · dz+1 = dk+k¯ · · · dk+1sα(k) · · · sα(k+j−1)
sγ(0) · · · sγ(p−1)dp+q · · · dz+1 = dq · · · dj+1sα(0) · · · sα(k−1)
sγ(p) · · · sγ(p+q−1)dz−1 · · · d0 = dk−1 · · · d0sβ(k¯) · · · sβ(k¯+j¯−1)
sγ(0) · · · sγ(p−1)dz−1 · · · d0 = dj−1 · · · d0sβ(0) · · · sβ(k¯−1).
The sequence γ(p), · · · , γ(p+ q − 1) is, by definition of η,
α(k), . . . , α(k + j − 1), β(k¯) + z, . . . , β(k¯ + j¯ − 1) + z.
This establishes the first and third equalities. The sequence γ(0), . . . , γ(p − 1)
is
α(0), . . . , α(k − 1), β(0) + z, . . . , β(k¯ − 1) + z,
which establishes the second and fourth equalities.
Hence calculations 7.1 and 7.2 give the same result, which completes the
proof.
8. Proof of Theorem 5.4
We now return to the proof of
Theorem 5.4. Let V be a cosimplicial simplicial k-module. Then
φ∞N(ζalg) : N(kEπ ⊗π (Tot(V ))
⊗2)→ TCN(kEπ ⊗π V
⊗2))
is a map of W -comodules.
Take an elementary tensor e ⊗ f ⊗ g ∈ kEπ ⊗π (TotV )
⊗2, where e, f , and
g are maps
e :∆p → kEπ
f :∆• ×∆p → V
g :∆• ×∆p → V.
Recall that
Np(ζalg) : Np(kEπ ⊗π (Tot(V ))
⊗2)→ NpTot(kEπ ⊗π V
⊗2))
comes from
∆• ×∆p
diag
−→ (∆• ×∆p)×3 ։ ∆p × (∆• ×∆p)×2,
so that ζalg(e⊗ f ⊗ g) is a map ∆
• ×∆p → kEπ ⊗π V
⊗2 which sends
(a1, a2) 7→ e(a2)⊗ f(a1, a2)⊗ g(a1, a2).
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We wish to show that the diagram
N(kEπ ⊗π (Tot(V ))
⊗2)
̺2

Nζalg
// N Tot(kEπ ⊗π V
⊗2))
φ∞
// TCN(kEπ ⊗π V
⊗2))
̺3

W ⊗N(kEπ ⊗π (Tot(V ))
⊗2)
1⊗Nζalg
// W ⊗N Tot(kEπ ⊗π V
⊗2))
1⊗φ∞
// W ⊗ TCN(kEπ ⊗π V
⊗2))
commutes. Write e¯ for the composite ∆p → kEπ → kBπ and begin with the
bottom left.
Calculation 8.1. Let e, f, g be p-simplices as above, and consider the image
of e ⊗ f ⊗ g under (1 ⊗ φ∞) ◦ (1 ⊗ N(ζalg)) ◦ ̺2 in W ⊗ TCN(kEπ ⊗π V
⊗2).
Restricting to the piece in
W r ⊗ C
kNp+k−r(kEπ ⊗π V
⊗2) ∼= CkNp+k−r(kEπ ⊗π V
⊗2)
for some r ≤ p, we have that this is equal to
∑
α∈Sk,p−r


e(dr−1 · · · d0sα(k−1) · · · sα(0)ıp−r)
⊗fk(sα(p+k−r−1) · · · sα(k)ık, d
r−1 · · · d0sα(k−1) · · · sα(0)ıp−r)
⊗gk(sα(p+k−r−1) · · · sα(k)ık, d
r−1 · · · d0sα(k−1) · · · sα(0)ıp−r)

 .
Proof. Applying ̺2 from (15), we get
e⊗ f ⊗ g 7→
∑
r+s=p
dr+1 · · · dpe¯⊗ d0 · · · dr−1(e⊗ f ⊗ g).
The bottom composite is the identity on the W component, so at this point we
restrict to the part in W r for a fixed r ≤ p. We are thus only looking at
dr+1 · · · dpe¯⊗ d0 · · · dr−1(e ⊗ f ⊗ g),
and we write down
φ∞ζalg [d0 · · · dr−1(e⊗ f ⊗ g)] = φ∞[ζalg(e⊗ f ⊗ g) ◦ (1× d
r−1 · · · d0)].
Recall from (8) that if f ∈ (TotV )p, then f is the induced map
f : TCN(k∆• ⊗∆p)→ TCN(V ).
By definition of φ∞, we have
φ∞[ζalg(e⊗f⊗g)◦(1×d
r−1 · · · d0)] =
∑
k
ζalg(e ⊗ f ⊗ g) ◦ (1× d
r−1 · · · d0)ık∧ıp−r.
We now restrict to a fixed cosimplicial degree k. The element
ζalg(e ⊗ f ⊗ g) ◦ (1× d
r−1 · · · d0)ık ∧ ıp−r
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is
ζalg(e⊗ f ⊗ g) ◦ (1× d
r−1 · · · d0)∇(ık ⊗ ıp−r)
= ζalg(e⊗ f ⊗ g) ◦ (1 × d
r−1 · · · d0)
∑
α
sα(p+k−r−1) · · · sα(k)ık⊗sα(k−1) · · · sα(0)ıp−r
=
∑
α


e(dr−1 · · · d0sα(k−1) · · · sα(0)ıp−r)
⊗fk(sα(p+k−r−1) · · · sα(k)ık, d
r−1 · · · d0sα(k−1) · · · sα(0)ıp−r)
⊗gk(sα(p+k−r−1) · · · sα(k)ık, d
r−1 · · · d0sα(k−1) · · · sα(0)ıp−r)

 ,
where α runs among the set of (k, p− r)-shuffles.
Remark. For a fixed α, the important data are the arguments to e, f , and g.
We know e only takes one argument, which we could write as
dr−1 · · · d0sα(k−1) · · · sα(0)(ıp−r) = d
r−1 · · · d0sα(0) · · · sα(k−1) ∈ ∆pp−r+k (17)
while f and g have an additional argument
sα(p+k−r−1) · · · sα(k)ık = s
α(k) · · · sα(p+k−r−1) ∈ ∆kp−r+k. (18)
We will return to these later.
Proof of Theorem 5.4. We begin with a calculation of the composite ̺3 ◦ φ∞ ◦
ζalg. Applying φ∞ζalg to e⊗f⊗g and examining the part in cosimplicial degree
k yields
ζalg(e ⊗ f ⊗ g)ık ∧ ıp =
∑
µ


e(sµ(k−1) · · · sµ(0)ıp)
⊗fk(sµ(p+k−1) · · · sµ(k)ık, sµ(k−1) · · · sµ(0)ıp)
⊗gk(sµ(p+k−1) · · · sµ(k)ık, sµ(k−1) · · · sµ(0)ıp)

 ,
where µ runs over the set of (k, p) shuffles. Noting that
e(sµ(k−1) · · · sµ(0)ıp) = e ◦ s
µ(0) · · · sµ(k−1)
when thought of as a map
∆p+k → kEπ,
we apply ̺3 from (16) and the result is∑
µ
∑
r
dr+1 · · · dp+kesµ(0) · · · sµ(k−1)⊗d0 · · · dr−1
(
esµ(0) · · · sµ(k−1) ⊗ fk(−)⊗ gk(−)
)
.
For a fixed (k, p)-shuffle µ, we can examine the arguments to e, f , and g, noting
that the action of d0 · · · dr−1 is as follows
k(∆k ×∆p)k+p
d0···dr−1

fk or gk
// V kk+p
d0···dr−1

k(∆k ×∆p)k+p−r // V
k
k+p−r
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and similarly for e. The argument to e is then
d0 · · · dr−1s
µ(0) · · · sµ(k−1) = sµ(0) · · · sµ(k−1)dr−1 · · · d0 ∈ ∆pp−r+k (19)
while f and g have an additional argument
d0 · · · dr−1sµ(p+k−1) · · · sµ(k)(ık) = s
µ(k) · · · sµ(p+k−1)dr−1 · · · d0 ∈ ∆kp−r+k.
(20)
To compare this calculation to calculation 8.1, we can cut down the set of
shuffles from Sk,p to Sk,p−r . Notice that
dr+1 · · · dp+kesµ(0) · · · sµ(k−1) = es
µ(0) · · · sµ(k−1)dp+k · · · dr+1
will often be degenerate. We have
sµ(0) · · · sµ(k−1)dp+k · · · dr+1(i) =


i i ≤ µ(0)
i− t i ∈ (µ(t− 1), µ(t)]
i− k i > µ(k − 1),
so the function
sµ(0) · · · sµ(k−1)dp+k · · · dr+1 : [r]→ [p+ k]→ [p]
is injective precisely when r ≤ µ(0). If this is not injective then
esµ(0) · · · sµ(k−1)dp+k · · · dr+1
is degenerate, hence zero in W .
We thus only need to consider (k, p)-shuffles with r ≤ µ(0), so that r ≤ p
and
µ(k) = 0, µ(k + 1) = 1, . . . , µ(k + r − 1) = r − 1.
The set of (k, p) shuffles having this property is in bijection with Sk,p−r. The
bijection
ǫ : {µ ∈ Sk,p | r ≤ µ(0) } → Sk,p−r
is given by
ǫ(µ)(t) =
{
µ(t)− r t ∈ [0, k − 1]
µ(t+ r) − r t ∈ [k, k + p− r − 1]
and
ǫ−1(α)(t) =


α(t) + r t ∈ [0, k − 1]
t− k t ∈ [k, k + r − 1]
α(t− r) + r t ∈ [k + r, k + p− 1].
But then, if α = ǫ(µ), the sequence α(0), . . . , α(k − 1) is equal to
µ(0)− r, . . . , µ(k − 1)− r
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and the sequence α(k), . . . , α(p+ k − r − 1) is equal to
µ(k + r)− r, . . . , µ(p+ k − 1)− r,
both from the definition of ǫ. This implies the following identities:
sµ(0) · · · sµ(k−1)dr−1 · · · d0 = dr−1 · · · d0sα(0) · · · sα(k−1) (21)
sµ(k) · · · sµ(p+k−1)dr−1 · · · d0 = sα(k) · · · sα(p+k−r−1). (22)
Using these for a fixed α and µ = ǫ−1(α), (21) shows that (19) = (17) while
(22) shows that (20) = (18). The arguments for the W part, e, are the same in
each, so we have shown, as desired, that
̺3φ∞N(ζalg) = (1⊗ φ∞)(1 ⊗N(ζalg))̺2.
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