On the derandomization of the graph test for homomorphism over groups  by Tang, Linqing
Theoretical Computer Science 412 (2011) 1718–1728
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
On the derandomization of the graph test for homomorphism over
groups
Linqing Tang ∗
Institute of Software, Chinese Academy of Sciences, P.O. Box 8718, Beijing, 100080, PR China
Graduate University of Chinese Academy of Sciences, Beijing, PR China
a r t i c l e i n f o
Keywords:
Graph test
Homomorphism over groups
λ-biased set
Random walk
Expanding Cayley graph
a b s t r a c t
In this article, we study the randomness-efficient graph tests for homomorphism
over arbitrary groups (which can be used in locally testing the Hadamard code and
PCP construction). We try to optimize both the amortized query complexity and the
randomness complexity of the homomorphism test simultaneously.
For abelian groupsG = Zmp ,Γ = Zp and function f : G → Γ , by using aλ-biased set S of
size poly(log |G|), we show that, on any given bipartite graphH = (V1, V2; E), there exists a
graph test for linearity over Gwith randomness complexity |V1| log |G|+|V2|O(log log |G|),
query complexity |V1| + |V2| + |E| and if the test accepts f : G → Γ with probability at
least p−|E|+ (1− p−|E|)δ, then f has agreement≥ p−1(1+
√
δ2−λ
2 )with some affine linear
function. It is a derandomized version of the graph test for linearity of Samorodnitsky and
Trevisan (2000) [13].
For general groups G, Γ and function f : G → Γ , we introduce k randomwalks of some
length, ℓ say, on expander graphs to design a probabilistic homomorphism test, which
could be thought as a graph test on a graph which is the union of k paths. This gives
a homomorphism test over general groups with randomness complexity k log |G| +
ℓO(log log |G|), query complexity k + ℓ + kℓ and if the test accepts f with probability at
least 1 − kµℓ2kℓ(1+µℓ−µ)+2ψ(λ,ℓ) , then f is 2µ/(1 − λ)-far from being affine homomorphism,
here ψ(λ, ℓ) = ∑ℓ−1t=1 tλℓ−1−t . It is a graph test version of the derandomized test for
homomorphism of Shpilka and Wigderson (2004) [14].
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
For any two finite groups G and Γ , a homomorphism is a function f : G → Γ such that for every g1, g2 ∈ G we have
f (g1 · g2) = f (g1) · f (g2). If G and Γ are abelian groups (with operator + instead of ·), we may also refer to f as a linear
function. An affine homomorphism is a function f such that f (0)−1 · f is a homomorphism, here 0 is the unit element of group
G. For two functions f and g , we define the distance d(f , g) = Prx∈G[f (x) ≠ g(x)]. We say f : G → Γ is ϵ-far from being
(affine) homomorphism (resp. linear) if there exists some (affine) homomorphism (resp. linear) function g : G → Γ such
that d(f , g) ≤ ϵ.
A homomorphism test, which tests the proximity of a function to the family of homomorphism functions, was first raised
by Blum et al. [6]. In the last decade, some interesting results about the test focused on two different objects have been
achieved: one is the graph test of Samorodnitsky and Trevisan [13] which tries to optimize the amortized-tradeoff between
the number of queries and the error probability of the test. Another work is the randomness-efficient version of linearity
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test of Ben-Sasson et al. [7], which tries to save the randomness used by the test since the randomness is closely related to
the oracle’s proof length in PCP construction.
1.1. The affine homomorphism testing
A (δ, ϵ, q, r)-test for (affine) homomorphisms from G to Γ is a test which queries q values of f , uses r random bits, has
perfect completeness and soundness δ with respect to ϵ, i.e., if it always accepts the (affine) homomorphism f and and if it
accepts f with probability at least 1− δ then f is at most ϵ-far from being an (affine) homomorphism. The definition of test
for an (affine) linear function is similar.
Blum et al. [6] first gave a (δ, 9δ/2, 3, 2 log |G|)-test (conditioned on δ < 2/9) for functions over abelian groups, so
we always call the basic linearity test BLR-test. It just picks two random elements x, y from group G and checks whether
f (x)f (y) = f (xy). Their analysis was improved later by Bellare et al. [4]. Ben-Or et al. [5] extended the result and showed
that the test works for functions over general groups.
Theorem 1.1 ([5]). For any δ < 2/9, there is a (δ, τ , 3, 2 log |G|)-test for homomorphism over any finite group G, where τ is
the smaller root of 3x− 6x2 = δ.
Note that τ = δ/3+ O(δ2) and the analysis is nearly optimal since the best possible τ is at least δ/3.
1.2. The graph test for linearity
In order to reuse the queried bits and get better amortized query complexity (the ratio between number of queries and
logarithm of inverse error probability of the test), Samorodnitsky and Trevisan [13] introduced a notion of graph test for
linearity over abelian groups G = Zmp and Γ = Zp where p is a prime and obtained very strong results for the linearity test
(and for PCP construction). Given a graph H = (V , E), the graph test for linearity chooses a random element from the group
G for each v ∈ V , implements a basic BLR-test on each edge (x, y) = e ∈ E using the values of f at x, y and xy.
It is easy to see that the graph test always accepts a linear function. Samorodnitsky and Trevisan [13] used Fourier analysis
techniques and proved (the analysis was simplified by Hastad and Wigderson [10] later):
Theorem 1.2. For a graph H = (V , E), if the graph test on H for linearity over abelian groups G = Zmp and Γ = Zp accepts
function f : G → Γ with probability p−|E| + ϵ, then |fˆα| ≥ ϵ for some α. In particular, f has agreement ≥ p−1(1 + ϵ/2) with
some affine linear function. Moreover, the test queries |V | + |E| values from f and uses |V | log |G| random bits.
1.3. The randomness-efficient homomorphism test
Reducing the number of random bits required by the homomorphism test is also a very intriguing problem. Several
authors have supplied methods for this purpose. Ben-Sasson et al. [7] used λ-biased sets (a formal definition will be given
in Section 2) to derandomize the BLR-test for linearity over abelian groups G = Zmp and Γ = Zp, which uses only
(1 + o(1)) log |G| random bits whereas the original test uses 2 log |G| random bits, while just losing a quite small quantity
in soundness. They showed that:
Theorem 1.3 ([7]). For groups G = Zmp , Γ = Zp and function f : G → Γ , let λ > 0 and S be a λ-biased set in G, the test
randomly chooses x ∈ G, y ∈ S and tests whether f (x)f (y) = f (xy). If Pr( test accepts f ) ≥ 1p + (1− 1p )δ, then f has agreement
≥ 1p (1+
√
δ2−λ
2 ) with some affine function. Moreover, the test queries 3 values of f and uses log |G| + log |S| random bits.
For any abelian group G = Zmp , a λ-biased set of size poly(log |G|/λ) can be efficiently constructed, see [15,11]. So for any
constant λ > 0, the above test uses log |G| + O(log log |G|) random bits only.
Themain techniqueused in [7] is Fourier analysis,which seemshard to generalize to non-abelian groups. Recently Shpilka
and Wigderson [14] extended the result of Ben-Sasson et al. [7] to general groups by using combinatorial arguments and
properties of expanding Cayley graphs (a formal definition will be given in Section 2).
Theorem 1.4 ([14]). For any groups G, Γ and any λ > 0, let S ⊆ G be an expanding generators set with λ(Cay(G; S) < λ, there
is a

µ, 4µ/(1− λ), 3, log |G| + log |S|-test for affine homomorphism from G to Γ , given that 12µ/(1− λ) < 1.
Shpilka and Wigderson [14] gave a construction of expanding generator set of size |G|ϵ for every group G, which has
been recently improved by Wigderson and Xiao [15], giving an efficient construction of expanding generators set of size
O(log |G|). Consequently, there exists a µ, 4µ/(1− λ), 3, log |G| +O(log log |G|)-test for affine homomorphism from G to
Γ , given that 12µ/(1− λ) < 1.
1.4. Our results
For the linearity test for function from abelian groups G = Zmp to Γ = Zp, Samorodnitsky and Trevisan [13] and Ben-
Sasson et al. [7] tried to optimize a different parameter but failed to consider the other one. A natural question asks how
about trying to optimize both the amortized query complexity (between number of queries and error probability) and the
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randomness simultaneously. In this paper we study this problem, we extend the result of [13] to a derandomized version.
The main tool we used is the λ-biased set similar to that in [7]. We show the following
Theorem 1.5. Let H = (V1, V2; E) be a bipartite graph and δ > 0, for groups G = Zmp , Γ = Zp and a λ-biased set S ⊆ G, there
is a derandomized graph test on H for linear functions from G to Γ such that if the test accepts f : G → Γ with probability at
least p−|E| + (1− p−|E|)δ, then f has agreement≥ p−1(1+
√
δ2−λ
2 ) with some affine linear function. Moreover, the test queries|V1| + |V2| + |E| values from f and uses |V1| log |G| + |V2| log |S| random bits.
Specifically, when graphH is a star graphwith k leaves, we only use log |G|+k log log |G| random bits comparedwith the
original graph test using (k+ 1) log |G| random bits. In fact we can prove this result for the graph H which is the union of a
bipartite graphH1 = (V1, V2; E ′) and the clique graphH2 over V1. Since the techniques used are the same, we only prove the
bipartite case (i.e.,H = H1). However, we failed in derandomazing the graph test on a complete graph (which has better
amortized queried complexity), it seems quite hard (maybe impossible) to apply Fourier analysis techniques to bound the
error probability if both the queried position x and y of the basic BLR-test are elements from λ-biased set S.
We also tried to extend the derandomized graph test for homomorphism to general groups. We partially realized this
goal. The main technique we use is the randomwalk over an expanding Cayley graph. We choose k randomwalks of length
ℓ (in some way which is not totally independent), and for each edge appears on the walks, we do a basic homomorphism
test. k ≥ 1 and ℓ ≥ 1 are parameters. It can be thought that the test is a graph test for homomorphism on a graph which is
the union of k paths. We show:
Theorem 1.6. For any µ > 0 and general groups G and Γ , let S be an expanding generator set of G with λ(Cay(G; S) < λ. Let
x1, . . . , xk be chosen independently and uniformly at random from G and s1, . . . , sℓ be chosen independently and uniformly at
random from S. For function f : G → Γ , the test checks whether f (xi∏jk=1 sk)f (sj+1) = f (xi∏j+1k=1 sk) for each i = 1, . . . , k and
j = 1, . . . , ℓ. If
Pr[test accepts f] ≥ 1− kµℓ
2
kℓ(1+ µℓ− µ)+ 2ψ(λ, ℓ)
then f is 2µ/(1− λ)-far to some affine homomorphism, given that 6µ/(1− λ) < 1 andψ(λ, ℓ) =∑ℓ−1t=0 t · λℓ−1−t . Moreover,
the test queries k+ ℓ+ kℓ values of f and uses k log |G| + ℓ log |S| random bits.
Since for every group G, expanding generator set of size O(log |G|) can be efficiently constructed, the random bits used
by the above test could be k log |G| + ℓO(log log |G|). We remark that the k random walks in our test are not totally
independent, since we choose s1, . . . , sℓ only once which works for all k paths other than for each path choose different
sequence s1, . . . , sℓ. The benefit is that we can save random bits in the test (k log |G| + ℓ log |S| in the former case compare
with k log |G| + kℓ log |S| in the later case). Note the test of Shpilka and Wigderson [14] is just the case of k = 1 and ℓ = 1
in our setting.
We remark that the derandomized homomorphism test over general groups of Shpilka and Wigderson [14] can be
improved slightly. We have (compared to Theorem 1.4):
Theorem 1.7. For any groups G, H,µ > 0 and let S ⊆ G be an expanding generator set with λ(Cay(G; S) < λ. The test that picks
an edge e = (x, y) in Cay(G; S) uniformly and checks whether f (x)f (x−1y) = f (y) is a µ, 2µ/(1−λ), 3, log |G| +O(log |S|)-
test for homomorphism given 6µ/(1− λ) < 1.
It is easy to see that if λ is large, the conditions in Theorem 1.4 (12µ/(1− λ) < 1) and in Theorem 1.7 (6µ/(1− λ) < 1)
may be very strict. By using a few more random bits (but can still be log |G| + O(log |S|)), we can decrease the part
corresponding to λ in the error probability exponentially.
Theorem 1.8. For any groups G, H, µ > 0 and let S ⊆ G be an expanding generators set with λ(Cay(G; S) < λ. The test that
picks a randomwalk of length ℓ uniformly on Cay(G; S) (with starting and ending points x and y respectively) and checks whether
f (x)f (x−1y) = f (y) is a µ, 2µ/(1− λℓ), 3, log |G| + ℓO(log |S|)-test for homomorphism given 6µ/(1− λℓ) < 1.
1.5. Organization of the paper
Wegive some basic definitions and lemmas that will used in Section 2. In Section 3, wewill give the proof of Theorem 1.5.
In Section 4 we prove Theorems 1.7 and 1.8. We delay the proof of Theorem 1.6 to Section 5.
2. Preliminaries
In this section,we give some necessary notations and background. For a natural number k, we denote [k] = {0, 1, . . . , k−
1} and [k]∗ = {1, . . . , k− 1}. C is the complex number field and C∗ is the multiplicative group of C.
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2.1. Fourier transformation over abelian groups, λ-biased sets
Let G be an abelian group. Define
F = f : G → C∗.
Then F is a |G|-dimension linear space over C. We define the standard inner product over F :
⟨f , g⟩ = |G|−1
−
x∈G
f (x)g(x)
where a is the conjugation of a in C∗.
A character of G is a homomorphism
χ : G → C∗.
Then for any character χ , we have
1. χ(x+ y) = χ(x)χ(y) for any x, y ∈ G
2. −
x∈G
χ(x) =
|G| if χ = 1
0 otherwise.
3.
⟨χα, χβ⟩ =

1 if α = β
0 otherwise.
The set of characters forms an orthonormal basis for the vector space F , so for any f ∈ F , we can represent it as:
f =
−
χ
fˆχχ
where fˆχ = ⟨f , χ⟩ is the Fourier coefficient of f corresponding to χ .
Let G be an abelian group, a subset S ⊆ G is called symmetric if it is closed under inversion, i.e., s ∈ S iff−s ∈ S.
Definition 2.1. For G a finite abelian group, let S ⊆ G be a symmetric multiset. We call S λ-biased if for all nontrivial
characters χ , we have
|S|−1
−
x∈S
χ(x)
 ≤ λ.
We note that G itself is a 0-biased set. We can define inner product
⟨f , g⟩S = |S|−1
−
x∈S
f (x)g(x)
and ℓ2-norm ‖f ‖S = √⟨f , f ⟩S on vector space CS similarly to that in G.
Naor and Naor [11] first defined and gave a construction of λ-biased sets for groups Zmp , since then many other
constructions appeared for various groups [3,9,12].
2.2. Random walk on expanding Cayley graphs
LetH = (V , E) be a graph on n vertices. Let AH be its adjacencymatrix. For two sets A, B ⊆ V denote E(A, B) = {(u, v)|u ∈
A, v ∈ B}. Let e(A, B) = |E(A, B)|. Denote with λ1 ≥ · · · ≥ λn the normalized eigenvalues of AH . If H is a d-regular graph,
then λ1 = 1 . Let
λ(H) = max(λ2, |λn|).
We denote λ = λ(H) sometimes when H is obviously known.
Definition 2.2. An (n, d, α)-expanding graph H is an n-vertex, d-regular graph with λ(H) ≤ α.
Definition 2.3. Let G be a finite group and S ⊆ G be a symmetric generator set for G. Define the expanding Cayley graph
Cay(G; S) = (V , E) as follows: let the vertices set V be the elements of G and the edges set E be the pairs (g, gs) for any
g ∈ G and s ∈ S.
It is easy to see that if (g1, g2) ∈ E, then (xg1, xg2) ∈ E for any x ∈ G.
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Lemma 2.4 (Theorem 5.1 [15]). For anyα < 1, given a group G of size n, there exists an poly(n)-time algorithmwhich constructs
a symmetric generators set S ⊆ G of size O(log n) such that λ(Cayley(G; S)) ≤ α.
For the relation between the expansion of H and λ(H), Alon and Chung [1] proved the following:
Lemma 2.5 (Expander Mixing Lemma). Given an (n, d, α)-expanding graph H = (V , E), for any two sets A, B ⊆ V we havee(A, B)− d(|A| · |B|)
n
 ≤ α · d ·|A| · |B|.
Specifically, Shpilka and Wigderson showed that (as Corollary 2 in [14])
Lemma 2.6. Let H = (V , E) be an (n, d, α)-expanding graph, then there exists a connected component of size at least (1− 4µ1−α )·n
in G after deleting any set of size 2µdn < 1−α6 · dn edges from it (here conditioned on 12µ1−α < 1).
If we regard the expanding Cayley graph Cay(G; S) = (V , E) as a directed graph, i.e., there is a directed edge (y, ys) from
y to ys for any y ∈ G and s ∈ S, then each vertex in Cay(G; S), since S is symmetric, has both out-degree and in-degree
d. As usual, we say a directed graph is weakly connected if it is possible to reach any node starting from any other node by
traversing edges in some direction (i.e., not necessarily in the direction they point).
We remark that there is a similar result as Lemma 2.6 for the size of a weakly connected component in directed graph
Cay(G; S). The proof of the following lemma is nothing new but a direct use of Lemma 2.6.
Lemma 2.7. There exists a weakly connected component of size at least (1− 2µ1−α ) ·n in the directed graph Cay(G; S) if removing
only 2µdn directed edges from it (here conditioned on 6µ1−α < 1).
Proof of Lemma 2.7. We take Cay(G; S) as a directed graph and denote the underlying (undirected) graph asH ′ = (V , E ′). It
is easy to see thatH ′ is an (n, 2d, α)-expanding graph. If removing only 2µdn = µ·2d·n edges fromH ′, by the Lemma2.6, we
know that there is a connected component of size at least

1− 2µ1−α
 ·n inH ′, i.e., there exists a weakly connected component
of size at least

1− 2µ1−α
 ·n in the directed graph Cay(G; S) if removing only 2µdn directed edges from it. Note that the proof
of Lemma 2.6 is conditioned on 12µ1−α < 1 which is derived from
4µ
1−α · n < n3 , in our setting it becomes 2µ1−α · n < n3 , So the
condition we need is 6µ1−α < 1. 
A random walk on an expanding Cayley graph H = (V , E) is a stochastic process (X0, X1, . . .): choose a vertex X0 from
some initial distribution on V and Xi+1 uniformly from the neighbors of Xi. Denote the normalized adjacency matrix of H as
A, it is easy to verify that:
1. Aℓ is the normalized transition matrix of the Markov Chain defined by a random walk of length ℓ.
2. Aℓij is the probability that a random walk of length ℓwhich starts at i ends at j.
Let B ⊂ V be of size |B| = βn. Denote by (B, ℓ) the event that a uniformly started randomwalk of length ℓ is confined in
B, then Ajtai et al. [2] proved:
Lemma 2.8. Let G be a (n, d, α)-expanding graph and B ⊂ V be of size |B| = βn, then
Pr[(B, ℓ) occurs] ≤ (β + α)ℓ.
Moreover, Dinur [8] proved:
Proposition 2.9 (Proposition 2.6 [8]). Let H = (V , E) be a d-regular graph with λ(H) = λ and F ⊆ E. Let K be the distribution
on vertices induced by first selecting a random edge e in F , then a random endpoint of e. The probability that a random walk that
starts with distribution K takes the i+ 1st step in F , is bounded by |F ||E| + λi.
Corollary 2.10. Let H = (V , E) be a (n, d, λ)-expanding graph and F ⊂ E be of size µ|E|. If X0, . . . Xℓ is a random walk on G
with X0 chosen from V uniformly, then
Pr[edge (Xi, Xi+1) is in F | edge (X0, X1) is in F ] ≤ µ+ λi−1.
3. Derandomized graph test for linearity in Abelian groups
In this section, we prove Theorem 1.5.
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Proof of Theorem 1.5. Let G = Zmp , Γ = Zp and S be a λ-biased subset of G. f : G → Γ is the function needs to be tested,
here we think Γ = Zp (additive) as µp (multiplicative) which is the group of p’th roots of unity.
Given a bipartite graph H = (V1, V2; E), the graph test (Test 1) on H works as follows:
1. For each vertex u ∈ V1, choose a random element xu from G uniformly at random.
2. For each vertex v ∈ V2, choose a random element yv from S uniformly at random.
3. For each edge e = (u, v) ∈ V1×V2, check whether f (xu)f (yv) = f (xuyv). The test accepts iff this is true for all edges in E.
It is easy to see that Test 1 queries |V1|+ |V2|+ |E| values from f , uses |V1| log |G|+ |V2| log |S| random bits, and it always
accepts a linear function. Now we analyze the soundness of the above test. Precisely, we have the following lemma.
Lemma 3.1. If Test 1 accepts f with probability at least p−|E| + δ, then there exists some character χ and some 1 ≤ a ≤ p− 1
such that fˆ aχ ≥
√
δ2 − λ, where fˆ aχ = ⟨f a, χ⟩ and f a(x) = (f (x))a.
Proof of Lemma 3.1. For each edge (u, v) = e ∈ E, we define
F(xu, yv) = f (xu)f (xuyv)f (yv)
with f (x) being the conjugate of f (x), define
Pe = p−1
p−1
ae=0
[F(xu, yv)]ae
then
Pe =

1 if basic test on e = (u, v) accepts f
0 otherwise.
Let
P =
∏
(u,v)=e∈E
Pe =
∏
(u,v)∈E

p−1
p−1
ae=0
F(xu, yv)ae

= p−|E|
∏
(u,v)∈E
 p−1
ae=0
F(xu, yv)ae

.
Then
Pr[Test 1 accepts f ] = Ex,y[P]
where the expectation is over all random x = (xu)u∈U and y = (yv)v∈V chosen by Test 1.
Ex,y[P] = p−|E|Ex,y
 ∏
(u,v)∈E
 p−1
ae=0
F(xu, yv)ae

= p−|E|
−
a
Ex,y
 ∏
(u,v)=e∈E

F(xu, yv))ae

where a = (ae)e∈E ∈ [p]|E|.
So if Pr[Test 1 accepts f ] ≥ p−|E| + δ for any δ > 0, there exists at least one term a in the sum with the property that
there is at least one ae > 0 and
Ex,y
 ∏
(u,v)=e∈E

F(xu, yv))ae

≥ δ.
For such a term, we may assume w.l.o.g. that the edge e = (u1, v1) with ae > 0, denoting a = a(u1,v1), x = x1, y = y1 for
convenience. Fix x2, . . . , xk1 , y2, . . . , yk2 to values x˜2, . . . , x˜k1 , y˜2, . . . , y˜k2 such that
Ex,y,x2=x˜2,...,yk2=y˜k2
 ∏
(u,v)=e∈E

F(xu, yv))ae

≥ Ex,y
 ∏
(u,v)=e∈E

F(xu, yv))ae

.
Now we consider the term
Ex,y,x2=x˜2,...,yk2=y˜k2
 ∏
(u,v)=e∈E

F(xu, yv))ae

= Ex,y

(f (xy))a · g(x) · h(y)
where g and h are two functions from G to µp, more precisely,
g(x) = (f (x))a
∏
(1,v)=e∈E,v≠1

F(x, y˜v))ae
h(y) = (f (y))a
∏
(u,1)=e∈E,u≠1

F(x˜u, y))ae
∏
(u,v)=e∈E,u≠1,v≠1

F(x˜u, y˜v))ae .
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Now we replace each function by its Fourier expansion,
Ex∈G,y∈S

(f (xy))a · g(x) · h(y) = Ex∈G,y∈S −
α,β,γ
fˆ aαχα(xy)gˆβχβ(x)hˆγχγ (y)

= Ey∈S
−
α,γ
fˆ aα gˆαχα(y)hˆγχγ (y)

=
−
α
fˆ aα gˆαEy∈S

χα(y)
−
γ
hˆγχγ (y)

=
−
α
fˆ aα gˆα⟨χα, h⟩S =
−
α
fˆ aα gˆαχα, h

S
where h is a function that h(x) = h(x). That is to sayEx∈G,y∈S(f (xy))a · g(x) · h(y) = −
α
fˆ aα gˆαχα, h

S
 ≤ −
α
fˆ aα gˆαχα

S
· ‖h‖S
≤
−
α
fˆ aα gˆαχα

S
=
−
α
fˆ aα gˆαχα,
−
β
fˆ aβ gˆβχβ

S
=
−
α
(fˆ aα gˆα)2⟨χα, χα⟩S +
−
α≠β
fˆ aα gˆα fˆ
a
β gˆβ⟨χα, χβ⟩S
≤
−
α
(fˆ aα gˆα)2 + λ
−
α≠β
|fˆ aα gˆα fˆ aβ gˆβ |
≤

max
α
(|fˆ aα |)2 + λ

1−
−
α
(|fˆ aα ||gˆα|)2

≤

max
α
(|fˆ aα |)2 + λ
where the first inequality is from a Cauchy–Schwarz inequality and the third inequality is from the properties of λ-biased
sets.
So we have
max
α
(|fˆ aα |) ≥

δ2 − λ. 
Note that Ben-Sasson et al. [7] have shown that (Lemma 3.3 in [7])
Lemma 3.2. If |fˆ aχ | ≥ δ for some 1 ≤ a ≤ p− 1, then f has agreement≥ p−1(1+ δ2 ) with some affine function.
Now use Lemma 3.2, we can see that f has agreement ≥ p−1(1 +
√
δ2−λ
2 ) with some affine function, which complete the
proof of Theorem 1.5. 
4. Derandomized homomorphism test by random walk on expander graphs
4.1. Prove Theorem 1.7
The key observation for the tiny improvement from Theorem 1.4 to Theorem 1.7 is that a large size weakly connected
component of Cay(G; S) after deleting 2µdn edges is enough to prove the following Claim 4.1, while Shpilka andWigderson
in [14] used a large size strongly connected component of Cay(G; S) after deleting 2µdn edges.
Proof of Theorem 1.7. Define function
φ(x) = Pluralityy∈Gf (xy)f (y)−1
and
µ = Pr[The Test rejects f ] = Pry∈G,s∈S[f (y)f (s) ≠ f (ys)].
We divide the proof into three claims as [14].
Claim 4.1. For any x ∈ G, Pry∈G[f (xy)f (y)−1 = φ(x)] ≥ 1− 2µ/(1− λ).
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Proof of Claim 4.1. For a fixed x ∈ G,
Pry∈G,s∈S[f (y)f (s) ≠ f (ys)] = µ
Pry∈G,s∈S[f (xy)f (s) ≠ f (xys)] = µ.
Construct a subgraph of Cay(G; S) as follows: delete edge y → ys from the Cay(G; S) (take it as a directed graph) if either
f (y)f (s) ≠ f (ys) or f (xy)f (s) ≠ f (xys). By the above two equations, we delete at most 2µdn directed edges, by Lemma 2.7
we know that the remaining graph Hx contains a weakly connected component Cx of size at least

1 − 2µ/(1 − λ)n. We
show that for every two elements u, v ∈ Cx, we have f (xu)f (u)−1 = f (xv)f (v)−1, then since |Cx| > |G|/2, Claim 4.1 follows.
For u, v ∈ Cx, we may assume v = v1, . . . , vt = u be a path (do not consider the direction of edges) between v and u in
Cx, since Cx is weakly connected, such a path always exists. W.l.o.g., we may assume the direction is vi → vi+1 for edge
⟨vi, vi+1⟩, i.e., vi+1 = vi · si for some si ∈ S. Since the edge ⟨vi, vi+1⟩ is in Cx, we have f (vi)f (si) = f (visi) = f (vi+1) and
f (xvi)f (si) = f (xvisi) = f (xvi+1), which means f (xvi)f (vi)−1 = f (xvi+1)f (vi+1)−1. So
f (xv)f (v)−1 = f (xv1)f (v1)−1 = · · ·
= f (xvi)f (vi)−1 = f (xvi+1)f (vi+1)−1
= · · · = f (xvt)f (vt)−1 = f (xu)f (u)−1. 
Claim 4.2. φ is a homomorphism.
Proof of Claim 4.2. For any x, y ∈ G, consider Prh∈G[φ(x)φ(y) = φ(xy)], since the event is independent of h ∈ G, so it is
either 0 or 1. And
Prh∈G[φ(x)φ(y) = φ(xy)] ≥ Pr[φ(x) = f (xh)f (h)−1 ∧ φ(y) = f (h)f (y−1h)−1 ∧ φ(xy) = f (xyh)f (y−1h)−1]
≥ 1− 3× 2µ
1− λ > 0.
So we have Prh∈G[φ(x)φ(y) = φ(xy)] = 1, which means that φ is a homomorphism. 
Claim 4.3. There exists γ ∈ Γ such that
Prx∈G[f (x) = φ(x)γ ] ≥ 1− 2µ/(1− λ).
Proof of Claim 4.3. For each x ∈ G, Denote Gx = {y ∈ G : f (xy)f (y)−1 = φ(x)}, then |Gx| ≥ 1− 2µ/(1− λ) by Claim 4.1. It
means that there exists y0 ∈ G such that
|{x : y0 ∈ Gx}| ≥

1− 2µ/(1− λ)|G|.
For this y0, we have
Prx∈G[φ(x) = f (xy0)f (y0)−1] ≥ 1− 2µ/(1− λ).
Define γ = φ(y0)−1f (y0), since φ is a homomorphism, we have
Prx∈G[f (x) = φ(x)γ ] ≥ 1− 2µ/(1− λ). 
We remark that the proof of Claims 4.2 and 4.3 is same as that in [14]. We present it here for completeness.
Note that f · γ is a homomorphism if and only if γ · f is a homomorphism. This is because if f · γ is a homomorphism,
then for any x, y ∈ G, we have f (xy)γ = f (x)γ · f (y)γ , that is f (xy) = f (x)γ · f (y), so γ · f (xy) = γ f (x) · γ f (y), then γ · f
is a homomorphism and vice versa.
We finish our proof of Theorem 1.7 by combining Claims 4.2 and 4.3. 
4.2. Prove Theorem 1.8
Proof of Theorem 1.8. When the spectral λ = λ(Cay(G; S)) of the expanding Cayley graph Cay(G; S) is relatively large, the
error probability in Theorem 1.4 may be large. However, we are able to decrease it by using a random walk of constant
length instead of choosing a random edge from Cay(G; S). We do the following test: Choose a random vertex x in G, then
independently choose ℓ elements s1, . . . , sℓ from S, check whether f (x)f (s1 · . . . · sℓ) = f (x · s1 · . . . · sℓ), the test accepts
if and only if it is true. The benefit is that we can decrease exponentially the part corresponding to λ in error probability of
the test while using log |G| + O(ℓ log |S|) random bits. The above test may be thought as taking a random walk of length ℓ
on the expanding Cayley graph Cay(G; S), then use the values of f at the starting point and the endpoint of the randomwalk
to check whether the homomorphism condition is satisfied. As a special case, if the randomwalk has length 1, then it is the
test of Shpilka and Wigderson [14]. We construct a new graph H ′ = (V ′, E ′) as follows:
The vertex set V ′ is still all the group elements.
For each path of length ℓ from u to v in GS , construct a corresponding edge (u, v) in E ′) (multiple edges are permitted).
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Since graph Cay(G; S) is |S|-regular graph (each vertex has in-degree and out-degree |S|) with λ(Cay(G; S)) = λ, it is
easy to see that the graph has the following properties:
1. There is an edge from u to v iff there is an edge from v to u (since S is symmetric).
2. It is a |S|ℓ-regular graph (each vertex has both in-degree and out-degree |S|ℓ).
3. λ(H ′) = λℓ.
The new test we defined is just taking a random edge from H ′, and test whether it satisfies the homomorphism property.
So we just need a similar analysis to that in proving Theorem 1.7, to prove that the test is a (µ, 2µ/(1 − λℓ), 3, log |G| +
ℓO(log |S|)-test for affine homomorphism, conditioned on 6µ/(1− λℓ) < 1, which proves Theorem 1.8. 
5. Derandomized graph test for homomorphism in general groups
5.1. Proof of Theorem 1.6
Ben-or et al. [5] proved that the BLR-test works over non-abelian groups too. Later Shpilka andWigderson [14] used the
expanding Cayley graphs to derandomize the homomorphism test over general groups. However, derandomized graph test
for homomorphism over general groups seems untouched until now. We will try to go further in this area.
Proof of Theorem 1.6. Given general groups G, Γ and an expanding generators set S of G, we define a homomorphism test
(Test 2) as follows: choose x1, . . . , xk independently and uniformly at random from G and s1, . . . , sℓ independently and
uniformly at random from S, for each i ∈ [k + 1]∗ and j ∈ [ℓ + 1]∗, checks whether f (xi∏j−1t=1 st)f (sj) = f (xi∏jt=1 st). The
test accepts if and only if all the tested equalities are true.
It easy to see that for each i ∈ [k + 1]∗, Wi , (xi, xis1, . . . , xi∏ℓk=1 sk) is a random walk of length ℓ on the expanding
Cayley graph Cay(G; S) starting at xi. So the test may be viewed as a graph test for homomorphism on a graph which is the
union of k paths of length ℓ.
Now we bound the soundness of Test 2.
Lemma 5.1. If Pr(Test 2 accepts f ) ≥ 1− A(µ, λ), then f is 2µ/(1− λ)-far to some affine homomorphism, where
A(µ, λ) = kµℓ
2
kℓ(1+ µℓ− µ)+ 2ψ(λ, ℓ)
and ψ(λ, ℓ) =∑ℓ−1t=0 t · λℓ−1−t .
Proof of Lemma 5.1. Define the random variable X ij for i ∈ [k+ 1]∗ and j ∈ [ℓ+ 1]∗ such that:
X ij =
1 if f

xi
j−1∏
t=1
st

f (sj) ≠ f

xi
j∏
t=1
st

0 otherwise
and define X i ,
∑ℓ
j=1 X
i
j and Z ,
∑k
i=1 X i. Define the set
F = (x, xs) ∈ Cay[G : S]|f (x)f (s) ≠ f (xs)
and for s ∈ S
Fs = {x ∈ G : (x, xs) ∈ F}.
Let µ = |F ||E(Cay(G;S))| and µs = |Fs||G| for s ∈ S. Then
E[X ij ] = Pr(X ij = 1) = µ E[X i] =
ℓ−
j=1
E[X ij ] = µℓ
E[Z] =
k−
i=1
E[X i] = µkℓ E[Z]2 = (µkℓ)2
and
Pr[test rejects f ] = Pr[Z > 0] ≥ E[Z]
2
E[Z2] .
Now we only need to bound E[Z2]. We have
E[Z2] = E
 k−
i=1
X i
2 = k−
i=1
E[(X i)2] +
−
i≠j
E[X iX j].
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Since X i =∑ℓj=1 X ij and E[X ij ] = µ, we have
E[(X i)2] =
ℓ−
m,n=1
E[X imX in] =
ℓ−
m=1
E[(X im)2] + 2
−
1≤m<n≤ℓ
E[X imX in].
Each X im is 0–1 variable, so
E[(X im)2] = E[X im] = µ
and form < n
E[X imX in] = Pr(X im = 1) · Pr(X in = 1|X im = 1) ≤ µ(µ+ λn−m−1)
where the last inequality is from Corollary 2.10. It implies
E[(X i)2] ≤ µℓ+ 2
−
1≤m<n≤ℓ
µ(µ+ λn−m−1) = (µℓ+ µ2ℓ2 − µ2ℓ)+ 2µ
−
1≤m<n≤ℓ
λn−m−1.
Define ψ(λ, ℓ) =∑1≤m<n≤ℓ λn−m−1 =∑ℓ−1t=1 t · λℓ−1−t , then
E[(X i)2] ≤ (µℓ+ µ2ℓ2 − µ2ℓ)+ 2µψ(λ, ℓ).
For i ≠ j,
E[X iX j] =
−
m,n∈[ℓ+1]∗
E[X imX jn]
=
−
m∈[ℓ+1]∗
E[X imX jm] +
−
m≠n∈[ℓ+1]∗
E[X imX jn].
Moreover
E[X imX jm] = Prxi,xj,sm [xi ∈ Fsm ∧ xj ∈ Fsm ]
= Es[µ2s ] ≤ Es[µs] ≤ µ
and form ≠ n,
E[X imX jn] = Prxi,xj,sm,sn [xi ∈ Fsm ∧ xj ∈ Fsn ]
= Prxi,sm [xi ∈ Fsm ] · Prxj,sn [xj ∈ Fsn ]
= Es[µs]2 = µ2.
So for i ≠ j
E[X iX j] ≤ ℓµ+ (ℓ2 − ℓ)µ2
and
E[Z2] ≤ k(µℓ+ µ2ℓ2 − µ2ℓ)+ 2kµψ(λ, ℓ)+ (k2 − k)(ℓµ+ (ℓ2 − ℓ)µ2)
= k2µℓ(1+ µℓ− µ)+ 2kµψ(λ, ℓ).
Then
Pr[Test 2 rejects f ] ≥ E[Z]
2
E[Z2] ≥
kµℓ2
kℓ(1+ µℓ− µ)+ 2ψ(λ, ℓ) = A(µ, λ).
So if
Pr[Test 2 accepts f ] ≥ 1− A(µ, λ)
then
Pr[Test 2 rejects f ] ≤ A(µ, λ)
which implies |F ||E(Cay(G;S))| ≤ µ, that is
Pr[Test of SW [14] rejects f ] = Pry∈G,s∈S[(y, ys) ∈ F ] ≤ µ.
By the analysis of Theorem 1.7, we know that in this case f is 2µ/(1 − λ)-far to some affine homomorphism, conditioned
on 6µ/(1− λ) < 1. 
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Moreover, it is easy to see that Test 2 queries k+ℓ+kℓ values of f , uses k log |G|+ℓ log |S| random bits to choose {xi}i∈[k+1]∗
and {yj}j∈[ℓ+1]∗ . 
6. Discussion
In this work we consider the derandomized graph test for homomorphism over groups. The motivation was trying to
optimize both the amortized query complexity and randomness of the test simultaneously. For function f : G = Zmp → Zp,
we combine the graph test techniques of [13] and λ-biased set techniques of [7] to design a derandomized graph test
for (affine) linearity, we use Fourier analysis techniques to bound the soundness of the test. However, different from the
situation of the graph test over the abelian groupG = Zmp , similar Fourier analysis techniques do notmake sense anymore for
functions over general groups G and Γ . In this case, for function f : G → Γ , we use the expanding Cayley graph techniques
of [14] instead to to design a derandomized graph test for (affine) homomorphism, we use combinatorial techniques to
bound the soundness of the test.
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