The facets of the matroid polytope and the independent set polytope of a
  positroid by Oh, Suho & Xiang, David
The facets of the matroid polytope and the independent set
polytope of a positroid
Suho Oh and David Xiang
January 18, 2018
Abstract
A positroid is a special case of a realizable matroid, that arose from the study of totally non-
negative part of the Grassmannian by Postnikov [10]. Postnikov demonstrated that positroids
are in bijection with certain interesting classes of combinatorial objects, such as Grassmann
necklaces and decorated permutations. The bases of a positroid can be described directly in
terms of the Grassmann necklace and decorated permutation [8]. In this paper, we show how
to describe the bases and independent sets directly from the decorated permutation, bypassing
the use of the Grassmann necklace.
1 Introduction
Studying full-rank k × n matrix with all maximal minors nonnegative arose from the study of the
totally nonnegative part of the Grassmannian by Postnikov [10]. The set of nonzero maximal minors
of such matrices forms a positroid, which is a matroid used to encode the topological cells inside the
nonnegative part of the Grassmannian. Positroids have a number of nice combinatorial properties.
In particular, Postnikov demonstrated that positroids are in bijection with certain interesting classes
of combinatorial objects, such as Grassmann necklaces and decorated permutations. Recently,
positroids have seen increased applications in physics, with use in the study of scattering amplitudes
[2] and the study of shallow water waves [5].
A matroid can be described in multiple ways, using bases, independent sets, circuits, rank
function, flats, etc. There have been multiple results on the bases of a positroid: the set of bases
can be described nicely from the Grassmann necklace [8], and the polytope coming from the bases
can be described using the cyclic intervals [6],[1]. In this paper, we will describe all the facets of
this polytope using the decorated permutation. This gives a way to describe the bases without
relying on the Grassmann necklace. We also describe the facets of the independent set polytope of
the positroid, using the decorated permutation. This gives a way to describe all the independents
sets, again without relying on the Grassmann necklace.
The structure of the paper is as follows. In Section 2, we go over the background materials
needed for this paper, including the basics of matroids, positroids and decorated permutations. In
section 3, we go over the rank function of a positroid. In section 4 we describe the interval flats
and inseparable flats of a positroid. In section 5, we state our main result.
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2 Background materials
2.1 Matroids
In this section we review the basics of matroids that we will need. We refer the reader to [9] for a
more in-depth introduction to matroid theory.
Definition 1. A matroid is a pair (E,B) consisting of a finite set E, called the ground set of
the matroid, and a nonempty collection of subsets B = B(M) of E, called the bases of M, which
satisfy the basis exchange axiom:
If B1, B2 ∈ B and b1 ∈ B1 \B2, then there exists b2 ∈ B2 \B1 such that B1 \ {b1} ∪ {b2} ∈ B.
A subset F ⊂ E is called independent if it is contained in some basis. All maximal independent
sets contained in a given set A ⊂ E have the same size, called the rank rk(A) of A. The rank of
the matroid M, denoted as rk(M), is given by rk(E). The closure of a set A is denoted as A¯,
and stands for the biggest set that contains A and has the same rank. A set is a flat if its closure
is same as itself. A set E is called separable in a matroid if one can partition E into E1 and E2
such that rk(E) = rk(E1) + rk(E2). An element e ∈ E is a loop if it is not contained in any basis.
An element e ∈ E is a coloop if it is contained in all bases. A matroid M is loopless if it does
not contain any loops. The dual ofM is a matroidM∗ = (E,B′) where B′ = {E \B|B ∈ B(M)}.
We now go over polytopes related to matroids.
Definition 2. Given a matroid M = ([n],B), the (basis) matroid polytope ΓM of M is the convex
hull of the indicator vectors of the bases of M:
ΓM = convex{eB|B ∈ B} ⊂ Rn,
where eB :=
∑
i∈B ei and {e1, . . . , en} is the standard basis of Rn.
Definition 3. Given a matroid M = ([n],B), the independent set polytope PM of M is the convex
hull of the indicator vectors of the independent sets of M:
PM = convex{eI |I ⊂ B ∈ B} ⊂ Rn,
where eI :=
∑
i∈I ei and {e1, . . . , en} is the standard basis of Rn.
There is a nice description for the facets of these polytopes.
Theorem 1 (Proposition 2.6. of [3]). The following is a minimal system for the matroid polytope
of M:
• xe ≥ 0, e ∈ E,
• xF :=
∑
e∈F xe ≤ rk(F ), F is a flacet : F is a flat of M where F is inseparable in M and
F c is inseparable in the dual of M.
Theorem 2 (Theorem 40.5. of [11]). If M is loopless, the following is a minimal system for the
independent set polytope of M:
• xe ≥ 0, e ∈ E,
• xF :=
∑
e∈F xe ≤ rk(F ), F is a nonempty inseparable flat of M,
In this paper, we will show a method to read off F ’s and their ranks for both of those polytopes
for positroids, directly from the associated decorated permutation.
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Figure 1: A decorated permutation.
2.2 Positroids
In this section we go over the basics of positroids. Positroids were originally defined in [10] as the
column sets coming from nonzero maximal minors in a totally nonnegative matrix (a matrix such
that all maximal minors are nonnegative). For example, consider the following matrix:
A =
(
1 0 −3 −1
0 1 4 0
)
The nonzero maximal minors come from column sets {1, 2}, {1, 3}, {2, 3}, {2, 4}, {3, 4}. This
collection forms a positroid. Positroids are in bijection with decorated permutations.
Definition 4. A decorated permutation of the set [n] is a bijection pi of [n] whose fixed points
are colored either white or black.
For example, take a look at the decorated permutation (since it has no fixed points, it is the
usual permutation) in Figure 1. It is the permutation [2, 8, 6, 7, 9, 4, 5, 14, 13, 3, 10, 11, 1, 12] under
the usual bracket notation.
Given a, b ∈ [n], we define the (cyclic) interval [a, b] to be the set {x|x ≤a b}, where the
cyclically shifted order <i on the set [n] is the total order:
i <i i+ 1 <i · · · <i n <i 1 <i · · · <i i− 1.
We say that elements a1, a2, . . . , at are cyclically ordered if there exists some i such that
a1 <i · · · <i at. These cyclic intervals plays an important role in the structure of a positroid [4].
Theorem 3 ([6],[1]). A matroidM of rank d on [n] is a positroid if and only if its matroid polytope
ΓM can be described by the equality x1 + · · ·+ xn = d and inequalities of form∑
l∈[a,b]
xl ≤ rk([a, b]), with i, j ∈ [n].
3
A lot of inequalities in the above theorem are redundant. Later in the paper, we will show how
to obtain the cyclic intervals that are flats, directly from the decorated permutation.
Remark 1. If a positroidM has loops or coloops, it is enough to study the positroidM′ obtained by
deleting the loops and the coloops to study the structual properties of M. So throughout this paper,
we will assume that our positroid has neither loops nor coloops. This means that the associated
decorated permutation has no fixed points.
3 Rank function of a positroid and non-crossing partitions
In this section we review the result of [7]. The rank of a cyclic interval of a positroid is very
simple to obtain : it can be obtained by counting the number of counter-clockwise arrows of the
permutation contained outside the interval. Rank of set that consists of unions of cyclic intervals
can be obtained in a similar manner, with the help of non-crossing partitions.
Definition 5. Let Π be a partition T1 unionsq · · · unionsq Tp of [s] into pairwise disjoint non-empty subsets.
We say that Π is a non-crossing partition if there are no cyclically ordered a, b, c, d such that
a, c ∈ Ti and b, d ∈ Tj for some i 6= j. We will call the Ti’s as the blocks of the partition.
Given a permutation pi, a counter-clockwise arrow is a cyclic interval of form [pi(x), x]. Let E
be any subset of the ground set. Then the natural bound of E, written as nbd(E), is given by
the rank of M minus the number of counter-clockwise arrows contained in the complement of E.
Any set E ⊆ [n] can be written as a disjoint union of cyclic intervals, E = [a1, b1]∪ · · · ∪ [as, bs]
where a1, b1, . . . , as, bs are cyclically ordered. Let Π be an arbitrary non-crossing partition of [s]
with T1, . . . , Tp as its parts. We define E|Ti as the subset of E obtained by taking only the intervals
indexed by elements of Ti. For example, E|{1,3} would stand for E1 ∪ E3. We define nbd(E,Π) to
be nbd(E|T1) + · · · + nbd
(
E|Tp
)
. So for each non-crossing partition of [s], we get a number from
the permutation.
Theorem 4 ([7]). Let E = [a1, b1] ∪ · · · ∪ [as, bs] be a disjoint union of s cyclic intervals, where
a1, b1, a2, b2, . . . , as, bs are cyclically ordered. The rank is given by the minimum among nbd(E,Π)
where Π runs over all non-crossing partitions of [s].
For example, take a look at Figure 2 (the positroid is the one associated to Figure 1). In order
to compute the rank of E = [1, 3]∪ [8, 10] we need to find nbd(E, {{1}, {2}}) and nbd(E, {{1, 2}}).
we get nbd(E, {{1}, {2}}) = (7− 5) + (7− 4) = 5 and nbd(E, {{1, 2}}) = 7− 2− 2 = 3. Hence the
above theorem tells us that rk(E) = 3.
4 Interval flats and Inseparable flats
In this section, we show how to obtain the interval flats and inseparable flats directly from the
decorated permutation.
Using Theorem 4, we get the followig result:
Theorem 5. LetM be a loopless positroid with associated decorated permutation pi and let E ⊆ [n]
be an inseparable set. Then E is a flat of M if and only if each element of Ec is contained in some
counter-clockwise arrow of pi contained in Ec. If this happens, we say that Ec is covered by
CCW-arrows.
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Figure 2: Information needed to compute the rank of [1, 3] ∪ [8, 10].
Proof. Let E be the disjoint union of s cyclic intervals. From the fact that E is inseparable, we
have rk(E) = nbd(E) < nbd(E,Π) where Π is any nontrivial non-crossing partition of [s]. Let x
be an arbitrary element of [n] \ E and set E′ to denote E ∪ {x}. We can think of E′ having s+ 1
cyclic intervals (the interval consisting of the lone element x might be adjacent to another cyclic
interval, but it does not matter. Index that lone interval as the s + 1-th interval). Let Π′ be an
arbitrary non-crossing partition of [s + 1] and let Π be obtained from Π′ by deleting the element
s + 1. Then we have nbd(E) < nbd(E,Π) ≤ nbd(E′,Π′) for every Π′ that you don’t get a trivial
partition of [s] after deleting s+ 1.
Recall that E is a flat if and only if rk(E) < rk(E′ = E ∪ {x}) for any x ∈ [n] \ E. Since
M is loopless, that automatically implies nbd(E) < nbd(E′, {{1, . . . , s}, {s+ 1}}). Hence we have
rk(E) < rk(E′) if and only if we have nbd(E) < nbd(E′, {{1, . . . , s+ 1}}) = nbd(E′). This leads
to nbd(E) < nbd(E′) if and only if there is a CCW-arrow [pi−1(z), z] contained in Ec such that
x ∈ [pi−1(z), z]. In order words, E is a flat if and only if Ec is covered by CCW-arrows.
In the case E is a cyclic interval, we have rk(E) = nbd(E) even when E is separable. So as a
corollary, we get:
Theorem 6. Let M be a loopless positroid and let E ⊆ [n] be a cyclic interval. Then E is a flat
of M if and only if Ec is covered by CCW-arrows.
Remark 2. Beware that we only care about integers of an interval when we discuss the covering
of an interval. For example, if there are two CCW-arrows [7, 9] and [10, 11], we say that [7, 11] is
covered by CCW-arrows even if there is no CCW-arrow covering the region between 9 and 10.
For example, take a look at Figure 3. The complement of the interval [1, 10] is covered by
CCW-arrows disjoint from [1, 10]. So this is a flat. On the other hand, the complement of the
interval [1, 3], the elements 8 and 9 in particular, are not covered by CCW-arrows outside [1, 3]. So
[1, 3] is not a flat (its closure is [1, 3] ∪ [8, 9]).
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Figure 3: The interval [1, 10] is a flat. The interval [1, 3] is not.
Remark 3. The study of cyclic intervals that are flats was motivated from the essential intervals
studied in [4]. We would like to point out that the set of essential intervals and the set of interval
flats are incomparable: there are essential intervals that are not flats and there are interval flats
that are not essential.
Although not used for our main result, it is worth noting that arbitrary intersection of interval
flats can be described using a similar criterion.
Corollary 1. Let E be an arbitrary subset of [n]. Then E is the intersection of interval flats if
and only if Ec is covered by CCW-arrows.
Proof. Let E be an intersection of interval flats. Since the intersection of flats is again a flat
[9], we may assume that E = [a1, b1] ∪ · · · ∪ [as, bs] where the [ai, bi]’s are pairwise disjoint cyclic
intervals, the endpoints a1, b1, a2, b2, . . . , as, bs are cyclically ordered. Then E is the intersection
of [a1, bs], [a2, b1], · · · , [as, bs−1] where each one of them are interval flats. By Theorem 6, each
component of Ec is covered by CCW-arrows in them.
For the other direction, write E = [a1, b1]∪· · ·∪ [as, bs] where [ai, bi]’s are pairwise disjoint cyclic
intervals and the endpoints a1, b1, a2, b2, . . . , as, bs are cyclically ordered. Again using Theorem 6,
the cyclic intervals [a1, bs], [a2, b1], · · · , [as, bs−1] are all flats.
For example, take a look at Figure 4. The complement of [1, 3]∪ [8, 10] consists of the intervals
(3, 8) and (10, 1). And each of those intervals is covered by CCW-arrows that does not intersect
[1, 3]∪ [8, 10]. So [1, 3]∪ [8, 10] is the intersection of interval flats. In particular, it is the intersection
of [1, 10] and [8, 3], both of which are flats.
5 Main result
In this section, we state our main result.
Theorem 7. Let M be a positroid of rank d on [n] and pi be its associated decorated permutation.
Its matroid polytope ΓM can be described by the inequalities xi ≥ 0 for all i ∈ [n], the equality
6
 
 


  
  


  
  
  
  


  
1
89
4
2
3
5
6
7
14
13
12
11
10
Figure 4: The set [1, 3] ∪ [8, 10] is the intersection of flats [1, 10] and [8, 3].
x1 + · · ·+ xn = d and inequalities of form∑
l∈E
xl ≤ d− ccw(Ec)
where E is a cyclic interval whose complement is covered by CCW-arrows of pi and ccw(Ec) counts
the number of CCW-arrows in Ec.
Proof. From combining Theorem 1 and Theorem 6, it is enough to show that the flacets of a
positroid are all interval flats. An inseparable set E satisfies rk(E) = nbd(E) from Theorem 4.
In that case for E = [a1, b1] ∪ · · · [as, bs] where a1, b1, . . . , as, bs are cyclically ordered, we have
rk(E) = rk(M)−minelts(bs, a1)−minelts(b1, a2)− · · · −minelts(bs−1, as), where minelts() stands
for the number of minimal elements a base can have in that interval. This number is the rank of
that interval in the dual matroid M∗. Hence if E is not an interval and we have rk(E) = nbd(E),
then Ec is separable in M∗ and is not a flacet.
For example, take a look at the positroid coming from the decorated permutation of Figure 1.
Recall that [1, 10] is a flat and [1, 3] is not. Hence x1+ · · ·x10 = 7−2 (there are 2 counter-clockwise
arrows contained outside [1, 10]) is one of the facets of the positroid polytope. And x1+ · · ·+x3 = t
for some number t is not one of the facets of this polytope.
We also get an analogous result for independent sets:
Theorem 8. LetM be a positroid of rank d on [n] and pi be its associated decorated permutation. Its
independent set polytope ΓM can be described by inequalities xi ≥ 0 for each i ∈ [n] and inequalities
of form ∑
l∈E
xl ≤ d− ccw(Ec)
7
where E is a subset of [n] whose complement is covered by CCW-arrows of pi and ccw(Ec) counts
the number of CCW-arrows in Ec.
Proof. This follows from Theorem 2 with Theorem 5.
Again take a look at the positroid coming from the decorated permutation of Figure 1. For the
independent set polytope, aside from the interval flats, we also have to consider ones that are not
intervals. One of the inseparable flats was given by [1, 3]∪[8, 10] from Figure 4, so the corresponding
facet of the independent set polytope of the positroid is given by x1 + x2 + x3 + x8 + x9 + x10 = 3,
since rk([1, 3] ∪ [8, 10]) = 3.
References
[1] F. Ardila, F. Rincon, and L. Williams. Positroids and non-crossing partitions. Transactions
of the American Mathematical Society, 368(1):337–363, (2016).
[2] N. Arkani-Hamed, J. L. Bourjaily, F. Cachazo, A. B. Goncharov, A. Postnikov, and J. Trnka.
Scattering Amplitudes and the Positive Grassmannian. ArXiv Mathematics e-prints, (2012).
[3] E. Feichtner and B. Sturmfels. Matroid polytopes, nested sets and bergman fans. Portugaliae
Mathematica. Nova Srie, 62(4):437–468, 2005.
[4] A. Knutson. Schubert Calculus and Shifting of Interval Positroid Varieties. ArXiv Mathematics
e-prints, (2014).
[5] Y. Kodama and L. Williams. Kp solitons and total positivity for the grassmannian. Inventiones
mathematicae, 198(3):637–699, (2014).
[6] T. Lam and A. Postnikov. Polypositroids. in preparation.
[7] R. McAlmon and S. Oh. The rank function of a positroid and non-crossing partitions. ArXiv
Mathematics e-prints, 2017.
[8] S. Oh. Positroids and schubert matroids. Journal of Combinatorial Theory, Series A,
118(8):2426–2435, (2011).
[9] J. Oxley. Matroid Theory. Oxford University Press, 2011.
[10] A. Postnikov. Total positivity, Grassmannians, and Networks. ArXiv Mathematics e-prints,
(2006).
[11] A. Schrijver. Combinatorial Optimization - Polyhedra and Efficiency. Springer, 2003.
8
