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On Pade´ approximations and global relations of some
Euler-type series
Keijo Va¨a¨na¨nen
Abstract
We shall consider some special generalizations of Euler’s factorial series. First we construct Pade´
approximations of the second kind for these series. Then these approximations are applied to study
global relations of certain p-adic values of the series.
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1 Introduction
In a recent work [7] Matala-aho and Zudilin study global relations of the famous Euler’s factorial series
(1) E(z) =
∞∑
n=0
n!(−z)n,
converging p-adically in the disc |z|p ≤ 1 for all primes p. They introduce Pade´ approximations of the
hypergeometric series
(2) 2F0(α, 1 | z) =
∞∑
n=0
(α)nz
n,
where the Pochhammer notation (α)n is defined by (α)0 = 1, (α)n = α(α+1) · · · (α+n− 1), n ≥ 1, and
use these approximations with α = 1 to prove the following result, where Ep(z) denotes the series E(z)
considered as a function in Qp, the p-adic completion of Q.
Theorem (Matala-aho, Zudilin). Given a ∈ Z \ {0}, let P1 be a subset of prime numbers such that
lim sup
n→∞
cnn!
∏
p∈P1
|n!|2p = 0, c = 4 |a|
∏
p∈P1
|a|2p .
Then either there exists a prime p ∈ P1 for which Ep(a) is irrational, or there are two distinct primes
p, q ∈ P1 such that Ep(a) 6= Eq(a) (while Ep(a), Eq(a) ∈ Q).
For more information on the results and open questions concerning Euler’s factorial series we refer
to [4] and [7].
In the present work we shall consider several series
(3) ϕj(z) =2 F0(αj , 1 | z) =
∞∑
n=0
(αj)nz
n, j = 1, . . . ,m,
where α1, . . . , αm 6= 0,−1,−2, . . . are rational numbers such that αi − αj /∈ Z, if i 6= j. If αj = rj/sj,
where rj and sj ≥ 1 are coprime integers, then the series ϕj(z) converges in Qp for all |z|p ≤ 1, if p ∤ sj ,
and for all |z|p < p−ordp(sj), if p | sj . Therefore a linear form
L = ℓ0 + ℓ1ϕ1(a) + · · ·+ ℓmϕm(a)
1
is defined in Qp for all a ∈ Z \ {0}, (ℓ0, ℓ1, . . . , ℓm) ∈ Zm+1 \ {0} and p ∈ P1, if P1 is a subset of prime
numbers such that it does not contain any of the prime factors of s := lcm{s1, . . . , sm}. We shall use
the notation Lp to denote L as an element of Qp and call a relation L = 0 P1-global, if Lp = 0 for all
p ∈ P1. Our main purpose here is to construct explicitly Pade´ approximations of the second kind for
the series ϕj(z) and use these to prove the following result on P1-global relations.
Theorem 1. Let P1 denote a subset of primes such that p /∈ P1, if p | s, and let a ∈ Z \ {0}. There
exists a positive constant c (given explicitly in (17)) depending on α1, . . . , αm and m such that there are
no P1-global relations if
(4) lim sup
n→∞
cn |a|mn+1 (mn)!
∏
p∈P1
∣∣amn+n+1(mn)!(n+ 1)!∣∣
p
= 0.
Clearly the above condition (4) holds if the complement of P1 in the set of all primes is fini-
te. It is also possible to study the number of primes p with Lp 6= 0 or to give bounds in terms of
h := max{|ℓ0| , |ℓ1| , . . . , |ℓm|} for a prime p with Lp 6= 0 along the lines of the papers [1] and [4] con-
sidering more general classes of Euler-type series. Our series ϕj(z) belong to the class studied in [1].
Concerning the effectivity of the bounds the main difficulty in [1] comes from the constant in Shidlovs-
kii’s lemma needed for the proof of the non-vanishing of the crucial determinant corresponding somehow
our Ω in Lemma 1 below. Because of explicit construction we avoid here such difficulties. As an example
of results obtained by our approximations we give the following theorem.
Theorem 2. There are infinitely many primes p satisfying Lp 6= 0. Moreover, we have Lp 6= 0 for some
p,
e
√
log H˜ < p ≤ mH˜, H˜ =
[
logH
log logH
(1 +
5
4 (m+ 1) + 6√
log logH
)
]
,
where H = max{h,H0} with h = max{|ℓ0| , |ℓ1| , . . . , |ℓm|} and a positive constant H0 (given explicitly
in (20)) depending on α1, . . . , αm,m and a.
In section 2 below we shall give explicit constructions of Pade´ approximations of the second kind for
the series ϕj(z). More precisely, for given positive integers n1, . . . , nm, n ≥ max{n1, . . . , nm}, this is a
system of polynomials Q(z) 6= 0, P1(z), . . . , Pm(z) such that
(5) degQ(z) ≤ N := n1 + · · ·+ nm, degPj(z) ≤ N + n− nj , ordz=0(Q(z)ϕj(z)− Pj(z)) ≥ N + n+ 1.
Here we shall obtain such polynomials by using a simple method from [5] and [8]. After that the
denominators of the coefficients of these polynomials are studied in section 3 and upper bounds for
|Q(z)| , |P1(z)| , . . . , |Pm(z)| and also for |Rj(z)|p , p ∈ P1, where Rj(z) = Q(z)ϕj(z)−Pj(z), are obtained
in section 4. Theorems 1 and 2 are then proved in the final section.
2 Pade´ approximations
In this section we consider ϕj(z) as formal power series in Q[[z]]. For the construction of polynomials
satisfying (5) we denote
Q(z) =
N∑
k=0
akz
k.
Then
Q(z)ϕj(z) =
∞∑
µ=0
cjµz
µ, cjµ =
min{µ,N}∑
k=0
ak(αj)µ−k, j = 1, . . . ,m.
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If we now choose the coefficients ak in such a way that at least one ak 6= 0 and cjµ = 0 (µ = N + n −
nj + 1, . . . , N + n; j = 1, . . . ,m), then the polynomials Q(z) and
Pj(z) =
N+n−nj∑
µ=0
cjµz
µ, j = 1, . . . ,m,
give the desired approximations. Thus we need to find a non-trivial solution to the system
a0(αj)µ + a1(αj)µ−1 + · · ·+ aN (αj)µ−N = 0, µ = N + n− nj + 1, . . . , N + n; j = 1, . . . ,m,
of linear homogeneous equations.
By denoting aN−k = bk (k = 0, 1, . . . , N) and
γ1 = n− n1 + 1 + α1, . . . , γn1 = n+ α1,
γn1+1 = n− n2 + 1 + α2, . . . , γn1+n2 = n+ α2, . . .
γn1+···+nm−1+1 = n− nm + 1 + αm, . . . , γN = n+ αm,
the above system can be given in the form
(6) b0 + b1γi + b2γi(γi + 1) + · · ·+ bN−1γi(γi + 1) · · · (γi +N − 2) =
−bNγi(γi + 1) · · · (γi +N − 1), i = 1, . . . , N.
The coefficient determinant ∆ of this system is
∆ = ∆(γ1, . . . , γm) = det(1 γi γi(γi + 1) . . . γi · · · (γi +N − 2))i=1,...,N =
∏
1≤i<j≤N
(γj − γi) 6= 0.
By choosing bN = a0 6= 0 we then obtain a unique solution, which we next construct explicitly as in [8].
For σ = 1, . . . , N , let ∆σ(z) denote the determinant obtained from ∆ after replacing γσ by z. So
∆σ(z) = ∆σ0 +∆σ1z +∆σ2z(z + 1) + · · ·+∆σ,N−1z(z + 1) · · · (z +N − 2),
where ∆σk is the cofactor of ∆ corresponding to the σ, k-entry (σ = 1, . . . , N ; k = 0, 1, . . . , N − 1).
Clearly ∆σ(γs) = 0 for all s 6= σ, and therefore
∆σ(z) = c
N∏
s=1,s6=σ
(z − γs),
where
c = ∆
N∏
s=1,s6=σ
(γσ − γs)−1,
since ∆σ(γσ) = ∆. This means that
(7) ∆σ0 +∆σ1z +∆σ2z(z + 1) + · · ·+∆σ,N−1z(z + 1) · · · (z +N − 2) = ∆
N∏
s=1,s6=σ
z − γs
γσ − γs .
We now choose z = −κ in (7) for each κ = 0, 1, . . . , N − 1 to obtain
∆σ0 − κ∆σ1 + κ(κ− 1)∆σ2 + · · ·+ (−1)κκ!∆σ,κ = ∆
N∏
s=1,s6=σ
γs + κ
γs − γσ .
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This gives
(8) A(
∆σ0
∆
,
∆σ1
∆
, . . . ,
∆σ,N−1
∆
)T =
(
(−1)0
0!
N∏
s=1,s6=σ
γs
γs − γσ ,
(−1)1
1!
N∏
s=1,s6=σ
γs + 1
γs − γσ , . . . ,
(−1)N−1
(N − 1)!
N∏
s=1,s6=σ
γs +N − 1
γs − γσ )
T ,
where A is the N ×N -matrix with rows
(
(−1)κ
κ!
,
(−1)κ−1
(κ− 1)! , · · · ,
(−1)1
1!
,
(−1)0
0!
, 0, . . . , 0), κ = 0, 1, . . . , N − 1.
Since A−1 is the matrix with rows
(
1
k!
,
1
(k − 1)! , · · · ,
1
1!
,
1
0!
, 0, . . . , 0), k = 0, 1, . . . , N − 1,
we immediately get
(9)
k!∆σk
∆
=
k∑
τ=0
(−1)τ
(
k
τ
) N∏
s=1,s6=σ
γs + τ
γs − γσ , k = 0, 1, . . . , N − 1.
By Cramer’s rule (6) has a solution
bk = −bN
N∑
σ=1
∆σk
∆
N−1∏
µ=0
(γσ + µ), k = 0, 1, . . . , N − 1.
The choice bN = a0 = −1/N ! and (9) then give
(10) k!bk = k!aN−k =
N∑
σ=1
k∑
τ=0
(−1)τ
(
k
τ
)N−1∏
µ=0
γσ + µ
1 + µ
N∏
s=1,s6=σ
γs + τ
γs − γσ , k = 0, 1, . . . , N − 1.
Thus we have explicitly constructed Pade´ approximations of the second kind Q(z), P1(z), . . . , Pm(z) and
the remainders
Rj(z) =
∞∑
µ=N+n+1
cjµz
µ, j = 1, . . . ,m.
Note that here deg Q(z) = N , since if aN = b0 = 0, then b1, . . . , bN satisfy by (6) a system of
linear homogeneous equations with coefficient determinant ∆(γ1 + 1, . . . , γN + 1) 6= 0, and this implies
b1 = · · · = bN = 0, which contradicts our choice bN = 1/N !.
This construction is not enough, since we shall need m+1 linearly independent approximations. To
find further m we fix i, 1 ≤ i ≤ m, and construct approximations Qi(z), Pi1(z), . . . , Pim(z), where the
gap in Qi(z)ϕi(z) is moved one step from the above construction and in Qi(z)ϕj(z), i 6= j, it is in the
same place as above. Thus we choose the coefficients aik in
Qi(z) =
N∑
k=0
aikz
k
in such a way that in
Qi(z)ϕj(z) =
∞∑
µ=0
cijµz
µ
4
cijµ = 0 (µ = N+n−nj+1+δij, . . . , N+n+δij; j = 1, . . . ,m), here δij is Kronecker’s delta. Moreover,
we assume an extra condition cii,N+1 = αi 6= 0. By using the notations ai,N−k = bk (k = 0, 1, . . . , N)
and
γ0 = n− ni + 1 + αi,
γ1 = n− n1 + 1 + α1 + δ1i, . . . , γn1 = n+ α1 + δ1i,
γn1+1 = n− n2 + 1 + α2 + δ2i, . . . , γn1+n2 = n+ α2 + δ2i, . . .
γn1+···+nm−1+1 = n− nm + 1 + αm + δmi, . . . , γN = n+ αm + δmi,
we see that bk should satisfy the system of equations
b0 + b1γ0 + b2γ0(γ0 + 1) + · · ·+ bNγ0(γ0 + 1) · · · (γ0 +N − 1) = 1,
b0 + b1γσ + b2γσ(γσ + 1) + · · ·+ bNγσ(γσ + 1) · · · (γσ +N − 1) = 0, σ = 1, . . . , N.
The coefficient determinant ∆i of this system is
∆i =
∏
0≤ℓ<j≤N
(γj − γℓ) 6= 0.
Thus there exists a unique solution b0, b1, . . . , bN , which is obtained analogously to the above conside-
ration leading to (9).
Let ∆i(z) be the determinant obtained from ∆i after replacing γ0 by z. Then
∆i(z) = ∆i00 +∆i01z +∆i02z(z + 1) + · · ·+∆i0Nz(z + 1) · · · (z +N − 1),
where ∆i0k is the cofactor corresponding to the 0, k-entry (k = 0, 1, . . . , N). Analogously to (7) we now
have
∆i00 +∆i01z +∆i02z(z + 1) + · · ·+∆i0Nz(z + 1) · · · (z +N − 1) = ∆i
N∏
s=1
z − γs
γ0 − γs .
As above, this gives
k!∆i0k
∆i
=
k∑
τ=0
(−1)τ
(
k
τ
) N∏
s=1
γs + τ
γs − γ0 , k = 0, 1, . . . , N,
and then, by Cramer’s rule,
(11) k!bk = k!ai,N−k =
k∑
τ=0
(−1)τ
(
k
τ
) N∏
s=1
γs + τ
γs − γ0 , k = 0, 1, . . . , N.
So we have constructed m systems of polynomials
Qi(z) =
N∑
k=0
aikz
k 6= 0, Pij(z) =
N+n−nj+δij∑
µ=0
cijµz
µ, j = 1, . . . ,m; i = 1, . . . ,m,
such that deg Pii(z) = N + n− ni + 1, degPij(z) ≤ N + n− nj , if i 6= j, and
Rij(z) := Qi(z)ϕj(z)− Pij(z) =
∞∑
µ=N+n+1+δij
cijµz
µ.
These systems with the first construction
Q(z) =: Q0(z), Pj(z) =: P0j(z), Rj(z) =: R0j(z), j = 1, . . . ,m,
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satisfy the following independence lemma.
Lemma 1. The determinant
Ω(z) = det(Qi(z) Pi1(z) . . . Pim(z))i=0,1,...,m = aNα1 · · ·αmzm(N+n)+m,
where aN 6= 0 is given in (10).
Proof. Since degQ0(z) = N, degP0j ≤ N +n−nj, degQi(z) ≤ N, degPii(z) = N +n+ni+1, degPij ≤
N + n − nj , if i 6= j (i, j = 1, . . . ,m), and the leading coefficients of Q0(z) and Pii(z) are aN and
cii,N+n−ni+1 = αi, respectively, it follows that the leading term of Ω(z) is aNα1 · · ·αmzm(N+n)+m 6= 0.
On the other hand, Ω(z) can be given in Q[[z]] in the form
Ω(z) = (−1)m det(Qi(z) Ri1(z) . . . Rim(z))i=0,1,...,m.
Since ord Rij(z) ≥ N + n+ 1, we have ord Ω(z) ≥ m(N + n) +m, which proves Lemma 1.
3 Denominators
In the proof of Theorems 1 and 2 we use the approximations of section 2, where n1 = · · · = nm = n,
and so we consider in the following only this special case. For the study of the denominators of the
coefficients of Qi(z) and Pij(z) we first recall a lemma from [6, pp. 145-147] considering the quotients
(α+ 1)n
n!
=:
un
vn
, (un, vn) = 1, vn ≥ 1, n = 0, 1, . . . ,
where α = r/s 6= −1,−2, . . . with integers r and s ≥ 1, (r, s) = 1.
Lemma 2. Let
Un =
∏
p∤s
p[log(|r|+sn)/ log p], Vn = s2n.
Then the least common multiples of u0, u1, . . . , un and of v0, v1, . . . , vn are divisors of Un and Vn, re-
spectively.
For the following considerations we denote
αj =
rj
sj
, (rj , sj) = 1, sj ≥ 1, αk − αj = rkj
skj
, (rkj , skj) = 1, skj ≥ 2.
Further, let
R = max{|rj |}, S = max{sj}, Rˆ = max{|rkj |}, Sˆ = max{skj}.
Clearly Rˆ ≤ 2RS and Sˆ ≤ S2.
Let us start by considering the coefficients of Q0(z) given in (10). If γσ = κ+ αt, 1 ≤ κ ≤ n, then
(12) Πστ :=
N∏
s=1,s6=σ
γs + τ
γs − γσ =
m∏
j=1,j 6=t
n∏
ν=1
αj + τ + ν
αj − αt + ν − κ ·
n∏
ν=1,ν 6=κ
αt + τ + ν
ν − κ =
m∏
j=1,j 6=t
(αj + τ + 1)n
(αj − αt − κ+ 1)n · (−1)
κ−1 κ
αt + τ + κ
(
n
κ
)
(αt + τ + 1)n
n!
.
Since all the numbers rt + st(τ + κ) are factors of∏
p
p[log(R+S(N+n))/ log p],
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it follows by Lemma 2 and (10), that
k!D1aN−k ∈ Z, k = 0, 1, . . . , N,
where
(13) D1 = s
2N (s1 · · · sm)2n
∏
p
p(m−1)[log(Rˆ+Sˆn)/ log p]+[log(R+S(N+n))/ log p],
remember that s = lcm{s1, . . . , sm}. Thus
N !D1Q0(z), N !D1s
NP0j(z) ∈ Z, j = 1, . . . ,m.
For 1 ≤ i ≤ m the coefficients of Qi(z) are given in (11), where
(14)
N∏
s=1
γs + τ
γs − γ0 =
m∏
j=1,j 6=i
n∏
ν=1
αj + τ + ν
αj − αi + ν − 1 ·
n+1∏
ν=2
αi + τ + ν
ν − 1 =
m∏
j=1,j 6=i
(αj + τ + 1)n
(αj − αi)n ·
αi + τ + 2)n
n!
.
The above consideration together with (11) and our choice cii,N+1 = αi (i = 1, . . . ,m) then imply the
following lemma.
Lemma 3. We have
k!D1ai,N−k ∈ Z, k = 0, 1, . . . , N ; i = 0, 1, . . . ,m.
Further, if D2 := D1s
N , then
N !D2Qi(z), N !D2Pij(z) ∈ Z[z], i = 0, 1, . . . ,m; j = 1, . . . ,m.
4 Upper bounds
We shall first obtain upper bounds for |Qi(z)| and |Pij(z)|. By Lemma 2 and (12),
|Πστ | ≤
m∏
j=1,j 6=t
(
s2njt
snj
∏
p
p[log(R+S(N+n))/ log p]) · n2
n
snt
∏
p
p[log(R+S(N+n))/ log p] ≤
(s1 · · · sm)ns2(m−2)nt n2n
∏
p
pm[log(R+S(N+n))/ log p].
Therefore (10) and one further application of Lemma 2 imply
(N − k)! |ak| ≤ nN22N+nS(2m−4)n
∏
p
p(m+1)[log(R+S(N+n))/ log p], k = 0, 1, . . . , N.
Further,
|cjµ| =
∣∣∣∣∣
µ∑
k=0
(µ− k)!ak (αj)µ−k
(µ− k)!
∣∣∣∣∣ ≤ n(1 +N)N22N+nS(2m−4)n·
∏
p
p(m+1)[log(R+S(N+n))/ log p]+[log(R+SN)/ log p], µ = 0, 1, . . . , N ; j = 1, . . . ,m.
In the case 1 ≤ i ≤ m a similar consideration using (11) and (14) gives
|(N − k)!aik| ≤ (1+N)2NS(2m−4)n
∏
p
p(m−1)[log(R+S(N+n))/ log p]+[log(R+S(N+n+1)/ log p], k = 0, 1, . . . , N,
7
and
|cijµ| ≤ (1 +N)22NS(2m−4)n·∏
p
p(m−1)[log(R+S(N+n))/ log p]+[log(R+S(N+n+1)/ log p]+[log(R+SN)/ log p], µ = 0, 1, . . . , N+δij ; j = 1, . . . ,m.
By the weak form of the prime number theorem, see for example [2, p. 296], the number of primes
p ≤ x
π(x) ≤ 8 log 2 x
log x
< 6
x
log x
for all x > 1, and therefore the above estimates imply immediately the following lemma.
Lemma 4. We have, for all i = 0, 1, . . . ,m; j = 1, . . . ,m,
|Qi(z)| , |Pij(z)| ≤ c1n5cn2 max{1, |z|mn+1},
where
c1 = m(1 +m)
2(2 +m)e6(m+2)R+6S , c2 = 2
m+1S2m−4e6(m
2+3m+1)S .
To consider |Rij(z)|p we note that, for all µ ≥ N + n+ 1,
cijµ =
N∑
k=0
aik(αj)µ−k = (µ−N)!
N∑
k=0
(N − k)!aik (µ−N + 1) · · · (µ− k)
(N − k)!
(αj)µ−k
(µ− k)! .
Therefore, by Lemma 3, |D1cijµ|p ≤ |(µ−N)!|p, if p ∤ s. Thus, for p ∤ s, |z|p ≤ 1,
|D1Rij(z)|p ≤ max{|(µ−N)!zµ|p | µ ≥ N + n+ 1} =
∣∣(n+ 1)!zN+n+1∣∣
p
giving the following result.
Lemma 5. If p ∤ s and |z|p ≤ 1, then
|D1Rij(z)|p ≤ |(n+ 1)!|p |z|mn+n+1p .
5 Proof of Theorems 1 and 2
Let a ∈ Z \ {0} and denote
Qi = N !D2Qi(a), Pij = N !D2Pij(a), Rij = N !D2Rij(a), i = 0, 1, . . . ,m; j = 1, . . . ,m.
By Lemmas 1 and 3 the numbers Qi and Pij are integers satisfying
(15) det(Qi Pi1 . . . Pim)i=0,1,...,m 6= 0,
and Rij are defined for all p ∤ s, by Lemma 5.
We now assume that the assumptions of Theorem 1 are valid and a linear form
L = ℓ0 + ℓ1ϕ1(a) + · · ·+ ℓmϕm(a)
with (ℓ0, ℓ1, . . . , ℓm) ∈ Zm+1 \ {0} satisfies Lp = 0 for all p ∈ P1. Since
QiLp = Qiℓ0 +
m∑
j=1
Pijℓj +
m∑
j=1
Rijℓj =: Λ +
m∑
j=1
Rijℓj ,
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the above assumption means that Λ is an integer and
Λ = −
m∑
j=1
Rijℓj, p ∈ P1.
By (15) there exists an i, 0 ≤ i ≤ m, such that Λ 6= 0. Thus, by Lemmas 4 and 5,
1 = |Λ|
∏
p
|Λ|p ≤ |Λ|
∏
p∈P1
|Λ|p ≤ (1 +m)c1hn5cn2 |a|mn+1 (mn)!D2
∏
p∈P1
∣∣amn+n+1(mn)!(n+ 1)!∣∣
p
,
where h = max{|ℓ0| , |ℓ1| , . . . , |ℓm|}. Here
D2 = D1s
N ≤ s3NS2mne6((m−1)Rˆ+R+(m−1)Sˆn+S(N+n))
by (13). Therefore we have
(16) 1 ≤ c3hcn |a|mn+1 (mn)!
∏
p∈P1
∣∣amn+n+1(mn)!(n+ 1)!∣∣
p
for all n ≥ 5, where c3 = c1(1 +m)e12(m−1)RS+6R and
(17) c = c2s
3mS2me2+6S((m−1)S+m+1) = 2m+1s3mS4m−4e2+6S(m
2+2m+2+(m−1)S).
The above inequality and (4) give a contradiction for large n proving Theorem 1.
To prove Theorem 2 we fix n1 to be an integer satisfying
(18) c4hc
n1
5 e
5
4
(m+1)n1
√
log n1−(n1+1) log(n1+1) < 1, c4 = 6e10c3 |a| , c5 = 2ce9(m+1)+1sm |a|m ,
and repeat the above consideration with n = n1 and P1 = {p | e
√
logn < p ≤ mn, p ∤ s}. Then we get
again (16) with this P1. Now
∏
p|s
|(mn)!(n+ 1)!|−1p ≤
∏
p|s
p(mn+n+1)/(p−1) ≤ 2n+13smn
and
∏
p≤e√log n
|(mn)!(n+ 1)!|−1p ≤
∏
p≤e√log n
e(mn+n+1)
log p
p−1 ≤ e(mn+n+1)
∑
p≤e
√
log n
log p
p−1 ≤ e(mn+n+1)(1+ 54
∑
p≤e
√
log n
log p
p
)
.
Since, for a positive integer X ,
logX ! =
∑
p≤X
log p
∑
j≥1
[
X
pj
]
≥
∑
p≤X
[
X
p
]
log p ≥ X
∑
p≤X
log p
p
− π(X) logX,
the use of the above mentioned weak form of the prime number theorem together with Stirling’s formula
implies
X
∑
p≤X
log p
p
≤ X logX −X + log
√
2πX +
1
12X
+ 6X ≤ X logX + 6X
for all X ≥ 2. Thus, if x ≥ 2, then
∑
p≤x
log p
p
=
∑
p≤[x]
log p
p
≤ log x+ 6,
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and so it follows, by (16), that
1 ≤ 6e9c3 |a|h(2ce9(m+1)sm |a|m)ne 54 (m+1)n
√
log n 1
(n+ 1)!
.
A further application of Stirling’s formula then gives
(19) 1 ≤ c4hcn5 e
5
4
(m+1)n
√
logn−(n+1) log(n+1),
which is a contradiction with our choice of n = n1 above. Therefore Lp 6= 0 for some p, e
√
logn1 < p ≤
mn1.
Let now n2 be an integer such that mn1 < e
√
logn2 and (18) holds if n1 is replaced by n2 . As above
we see that at least one p, e
√
logn2 < p < mn2, satisfies Lp 6= 0. Continuing in this way we obtain an
infinite sequence of primes p1 < p2 < · · · with Lpi 6= 0.
To prove the second claim of Theorem 2 we take
n =
[
logH
log logH
(1 + ǫ(H))
]
, H = max{h,H0},
where H0 and the function ǫ(H) > 0 satisfying limH→∞ ǫ(H) = 0 are specified later in such a way that
n satisfies the conditions of n1 above. Let now P1 = {p | e
√
logn < p ≤ mn, p ∤ s}. Similarly as above
the inequality (19) holds.
Assuming that 0 < ǫ(H) ≤ 1 we now have
log c4 + log h+ n log c5 +
5
4
(m+1)n
√
logn− (n+1) log(n+1) ≤ log c4 + log h+2 log c5
(
logH
log logH
)
+
5
2
(m+ 1)
logH
log logH
√
log logH − logH
log logH
(1 + ǫ(H))(log logH − log log logH + log(1 + ǫ(H))) ≤
log c4 + 2 log c5
logH
log logH
+
5
2
(m+ 1)
logH√
log logH
+ 2
logH log log logH
log logH
− ǫ(H) logH < 0,
if we choose
ǫ(H) =
5
2 (m+ 1) + 6√
log logH
and
(20) logH0 = max{(log c4)2, e(log c5)
2
, e(
5
2
(m+1)+6)2}.
This gives a contradiction with (19), and so there must be a prime p ∈ P1 with Lp 6= 0. This proves
Theorem 2.
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