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Abstract
Human dynamics and sociophysics build on statistical models that can shed light on and add
to our understanding of social phenomena. We propose a generative model based on a stochastic
differential equation that enables us to model the opinion polls leading up to the UK 2017 and
2019 general elections, and to make predictions relating to the actual result of the elections.
After a brief analysis of the time series of the poll results, we provide empirical evidence that the
gamma distribution, which is often used in financial modelling, fits the marginal distribution of
this time series. We demonstrate that the proposed poll-based forecasting model may improve
upon predictions based solely on polls. The method uses the Euler-Maruyama method to
simulate the time series, measuring the prediction error with the mean absolute error and the
root mean square error, and as such could be used as part of a toolkit for forecasting elections.
Keywords: election polls; forecasting elections; time series; stochastic differential equations; CIR
process; gamma distribution; Euler-Maruyama method.
1 Introduction
We propose to model election polls as a time series [Chatfield and Xing, 2019], motivated by
[Wlezien and Erikson, 2002], who considered modelling the sequence of polls as an autoregressive
process. Poll-based election forecasting methods [Fisher, 2018], building on vote-intention polls, play
an important role in the endeavour to predict the outcome of an election; see Section 2 for a brief
review on the methods of forecasting elections. We demonstrate that the model we propose, based on
stochastic differential equations (SDEs) [Mackevicius, 2011, Evans, 2013], has the potential to give
better predictions of the actual election result than simply using the results of the polls themselves.
In particular, we present a companion paper to [Fenner et al., 2018] using the same methodology,
which is based on SDEs applied to opinion polls leading up to an election rather than to a referendum.
We deploy a novel stochastic process based on the Cox-Ingersoll-Ross (CIR) process [Cox et al., 1985,
Chou and Lin, 2006], used to model the term structure of interest rates [Berk and DeMarzo, 2017].
CIR processes are ‘mean-reverting’ diffusion processes [Hirsa and Neftci, 2014], and have marginal
distributions which are gamma distributed. Moreover, processes that are sums of such diffu-



























of the exponentially decaying autocorrelation functions of the constituent diffusion processes
[Bibby et al., 2005, Forman and Sørensen, 2008], allowing the approximation of heavy tailed dis-
tributions [Feldman and Whitt, 1998].
We refer the reader to [Fenner et al., 2018] for the background in human dynamics and
sociophysics [Sen and Chakrabarti, 2014] (also known as social physics), noting that statistical
physics [Castellano et al., 2009] has played a central role in its formulation; humans are viewed
as “social atoms”, each exhibiting simple individual behaviour having limited complexity, but
nevertheless collectively they yield complex social patterns [Levene et al., 2019]. In the con-
text of human dynamics, the SDE model we propose is a generative model in the form of
a stochastic process the evolution of which gives rise to distributions such as power law and
Weibull distributions [Fenner et al., 2015]. Generative models also arise from agent-based models
[Conte and Paolucci, 2014] and have played an important role in the sociophysics literature in the
context of opinion dynamics [Castellano et al., 2009, Ŝırbu et al., 2017]. In particular, the voter
model and its extensions [Castellano et al., 2009, Ŝırbu et al., 2017], whereby at each time step
an agent decides whether to hold on to or change its opinion depending on the opinions of its
neighbours, have applications in explaining and understanding voting behaviour during elections.
Opinion polls, which provide the data source for our SDE model, relay important information
to the public in the lead-up to an election and provide an important ingredient of forecasting
methods; see [Traugott and Lavrakas, 2016] for a high-level overview of election polls. In a given
election cycle, polls can be naturally viewed as a time series, and thus be expected to follow
a stochastic process, such as an autoregressive model of order 1 (or more succinctly an AR(1)
model) [Chatfield and Xing, 2019]. In [Wlezien and Erikson, 2002] the authors had some reser-
vations about using such a time series model, due to sampling error and lack of sufficient time
series data, and thus proposed to analyse the data in terms of a time series cross-sectional model
[Beck and Katz, 2011], treating data as cross sections for each time unit in the election cycle.
Furthermore, in [Wlezien et al., 2017] it was mentioned that, given a sufficient number of poll
results, these could be readily treated as a statistical time series. The availability of a sufficient
number of polls, in our case leading up to the 2017 and 2019 UK general elections, and a more
general stochastic model, such as the one we propose, allow for the resurrection of poll-based
forecasting using time series.
In [Fenner et al., 2018] we took a fresh look at the time series approach, going beyond the
model suggested in [Wlezien and Erikson, 2002], and made use of the availability of a large number
of polls conducted at regular intervals. In particular, we proposed a novel model based on SDEs,
which are widely used in physics and mathematical finance to model diffusion processes, that can be
viewed as continuous approximations to discrete processes modelling how the polls vary over time.
Therein we provided empirical evidence that the beta distribution, which is a natural choice when
modelling proportions, fits the marginal distribution of the time series and we provided evidence of
the predictive power of the model (cf. [Kononovicius, 2017, Mori et al., 2019]). One disadvantage
of this model is that its autocorrelation function is decreases exponentially [Bibby et al., 2005],
while in reality the tails of the autocorrelation function may be heavier. We address this problem
in Section 4 by extending the model of [Fenner et al., 2018] to allow processes that are sums
of diffusions [Bibby et al., 2005, Forman and Sørensen, 2008], in which case the autocorrelation
function is a sum of exponentials.
In order to evaluate the predictive power of the model, we make use of the Euler-Maruyama
(EM) method [Sauer, 2013], which is a computational method for approximating numerical solutions
to SDEs. In particular, the EM method allows us to simulate the time series in order to predict the
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result of the election from the SDEs. We utilise the well-known mean absolute error (MAE) and
root mean square error (RMSE) metrics [Chai and Draxler, 2014] to assess the accuracy of the EM
method in predicting the actual election result, and we compare these to the predictions obtained
by simply taking the results of the opinion polls; see [Jennings et al., 2020] for a discussion on the
use MAE and RMSE for assessing the forecasting performance of polls.
The rest of the paper is organised as follows. In Section 2, we review related research on election
forecasting. In Section 3, we provide a brief analysis of the UK election poll results for 2017 and
2019. In Section 4, we propose a generative model for analysing the polling data based on a sum
of ‘mean-reverting’ stochastic differential equations. In Section 5, we apply the model to the polls
leading up to the UK 2017 and 2019 general elections, utilising the EM method to evaluate the
predictive power of the model. Finally, in Section 6, we give our concluding remarks.
2 A brief review of forecasting elections and previous research
Forecasting election results focuses the mind on what is important in influencing election outcomes
[Fisher, 2018]. Its goal is clear, to predict which party will win the elections. Here will only consider
two-party systems and, in particular, we examine the contest between the Conservative and Labour
parties in the UK; however, the model we present is also relevant to other two-party systems such
as in the USA, where the contest is between the Republicans and Democrats. Although in election
forecasting, the task at hand is to predict the winner, it is also about understanding how elections
work and how effective the proposed models really are.
We now briefly outline the prominent election forecasting methods. Structural models are based
on fitting a regression model [Gelman et al., 2020] to historical election data and using the results
for prediction, assuming a causal relationship exists between the past and present. The independent
variables, or predictors, are referred to as fundamentals, and most often include economic indicators
(i.e. how did the economy perform) and leadership evaluations (i.e. how did the leaders perform).
As opposed to structural models, poll-based forecasting is based on voter intention. Two main
challenges of poll-based forecasting are: how to aggregate polls and what model to use for the
actual forecasting [Pasek, 2015, Jackson, 2016]. Early approaches using time series to model polls
for the purpose of building predictive models, were proposed by [Erikson and Wlezien, 1999] and
[Green et al., 1999]. Both of these models were especially concerned with reducing the sampling
error of polls, and thereby with methods for smoothing the time series data.
Our focus is on the forecasting model itself rather than in aggregation, and to this end modelling
the polls as a time series like in those early approaches mentioned above. However, we view
the time series of polls as a diffusion process, which is a continuous approximation to discrete
processes modelling the changes to polls over time. In particular, we propose to use ‘mean-reverting’
diffusion processes arising from a particular class of SDEs [Bibby et al., 2005], which describe CIR
processes [Cox et al., 1985]. Using the Euler-Maruyama method, mentioned in the introduction,
the continuous SDEs of the CIR process are approximated by discrete processes analogous to
the AR(1) process [Chatfield and Xing, 2019], as suggested in [Wlezien and Erikson, 2002]. The
model we propose, is however ‘mean reverting’ and thus possesses a stationary solution. Moreover,
the marginal distribution of the solution is a gamma distribution [Cobb, 1981, Bibby et al., 2005],
an aspect which is further discussed in Section 4.
It is important to note that polls are not a panacea for forecasting election outcomes, and they
may fail to provide accurate predictions, as in the 2015 UK elections where the polling samples
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were unrepresentative of the target population’s voting intentions [Sturgis et al., 2018]. We also
mention that the model presented in [Ford et al., 2016], which includes the aggregation of polls from
various sources, taking into account historical polling data used to calibrate the prediction, and also
provides, through simulation, UK constituency-level forecasts. Furthermore, it was demonstrated
in [Wlezien and Erikson, 2002, Wlezien et al., 2017] that, as one would expect, polls are generally
more accurate the closer they are in the election cycle to the actual election. Synthetic models
[Lewis-Beck et al., 2016], and, more generally hybrid models [Pasek, 2015] combine poll-based and
structural models to obtain the advantages of both. One such example is the model of [Linzer, 2013],
which proposes a synthetic dynamic Bayesian model that provides both national-level and state-level
forecasts.
Prediction markets provide another data source for forecasters, with the argument that in
this case, since people are betting on the result, they will take all available information into
account. However, it is not clear whether prediction markets perform better than polls. In
[Reade and Vaughan Williams, 2019] the authors concluded that opinion polls are favourable in
terms of their bias (the mean error of all forecasts), while prediction markets are better in terms
of their precision (the reciprocal of the variance of all forecasts).
Citizen forecasting is the process of aggregating forecasts made by individuals, which can
be viewed as a form of ‘wisdom of crowds’. While polls are based on voters intentions, citizen
forecasting is based on voter expectations. In [Murr et al., 2021], empirical evidence is provided
that election forecasts based on voter expectation outperform those based on voter intention. In
general, it would advisable to augment poll-based prediction with voter expectation surveys, should
they become readily available. In principle, the techniques used for polls, as the one suggested
herein, could be easily adapted to expectation surveys. Furthermore, combining any number of
the forecasting methods discussed, and weighting them according to their perceived accuracy, may
lead to more accurate forecasts [Graefe et al., 2014].
Another way to distinguish between forecasts, proposed by [Lewis-Beck and Tien, 2016] is to
contrast the long view with the short view. Taking the long view, performance is examined over
several election contests and forecasts are made well before election day, while in the short view
performance is measured iteratively and depends increasingly on polls as election day gets closer.
Here we take the short view based solely on polls, however we note that synthetic models, which
combine both views, can mitigate against inaccurate polling.
Another method, which has become popular due to the availability of social media data is
nowcasting [Ceron et al., 2017], a method whose aim is to predict the present or the very near present,
rather than the future. So, suppose that social media data are available, such as textual content from
Twitter. Then, using this data, sentiment analysis [Liu, 2015] of the text can be computed, and, if
it indicates a positive intention to vote for a particular party, this information can, in principle, be
used in lieu of polling information. Moreover, since past Twitter data are available, they may also be
combined into a time series and employed for forecasting, using, for example, the model we propose.
3 Preliminary analysis of the time series of poll results
The analysis for the 2017 election was carried out using the results of 254 opinion polls, which
were collected prior to the election that took place on 8th June 2017. The data set was obtained
online from [Financial Times, 2017], the first poll being taken on 9th May 2015 and the last on the
day before the election. Detailed results of the election can be obtained online from [BBC, 2017].
Similarly, the analysis for the 2019 election was carried out using the results of 568 opinion polls,
4
which were collected prior to the election that took place on 12th December 2019. The data set
was obtained online from [Financial Times, 2019], the first poll being taken on 4th January 2017
and the last on the day before the election. Detailed results of the election can be obtained online
from [BBC, 2019]. For each party and for each election, the data set used was a time series of the
proportion of respondents who said they would vote for that party. These are shown graphically in
Figures 1 and 2; the minimum and maximum values of the intended vote share, for the Conservative
and Labour parties, over all the 2017 and 2019 polls are shown in Tables 1 and 2, respectively.
2017 elections Min Max
Conservative 30% 50%
Labour 23% 40%
Table 1: Minimum and maximum percentages of the intended vote share from the 2017 polls.
2019 elections Min Max
Conservative 17% 50%
Labour 18% 46%
Table 2: Minimum and maximum percentages of the intended vote share from the 2019 polls.
When analysing the data, in order to detect any clear trends, it is interesting to inspect the
moving averages [Chatfield and Xing, 2019] of the polls, which are shown in Figures 1 and 2. For
the 2017 election, it is clear that, although there was a dip in the support for Labour as the election
was approaching, as it got closer to the election date the gap between Conservative and Labour
narrowed, until the last day before the election when the Conservative lead in the polls was only 1%.
In the election itself, where the actual result was that the Conservatives received 42.4% of the vote
and Labour 40.0%, the Conservative lead was slightly higher at 2.4%. In 2019, the election date of
12th December was decided in parliament on the 29th October, and the Conservative lead in the polls
from that date until the election was on average 10.8%, with a standard deviation of 3.37%. The
Conservative lead on the last day before the elections was 11% and in the election itself, in which the
actual result was that the Conservatives received 43.6% of the vote and Labour 32.2%, the lead was
even higher at 11.4%. This does not tell the whole story of this election as the UK “first-pass-the-post”
electoral system resulted in the Conservatives ending up with a majority of 80 seats in parliament.
In our model and analysis given below we treat the two parties and two elections independently,
with the realisation that in practice the time series for the Conservatives and Labour parties are
not actually independent and that there may be dependencies between consecutive elections; we
view our model and analysis as a first approximation to the poll-based forecasting problem. We
note that although the two main parties in the UK receive most of the votes, there is at least
a third party, the Liberal Democrats, which we have not considered in this analysis, but could
be considered in future research. In this context, it is worth noting that there have been times
when one of the two main parties receives more votes, possibly at the expense of the other (see
Figure 1), and there are other times when both of the parties have received more votes, possibly
at the expense of a third party (see Figure 2).
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Figure 1: Raw time series and moving averages of the 2017 polls with a centred sliding window
of 25 time steps for the Conservative and Labour parties.
Figure 2: Raw time series and moving averages of the 2019 polls with a centred sliding window
of 25 time steps for the Conservative and Labour parties.
4 A generative model for time series with application to polls
Stochastic differential equations can provide effective generative models for time series. In
particular, when the SDEs are ‘mean-reverting’ [Hirsa and Neftci, 2014], as will be the case
here, they often possess stationary solutions that fit a number of well-studied distributions
[Cobb, 1981, Bibby et al., 2005]. In our application, analysing the poll results, the gamma distri-
bution [Johnson et al., 1994, Dagpunar, 2019] appears to be a natural choice, since it is flexible
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and allows the construction of a sum of diffusion processes having an autocorrelation function that
is a sum of exponentials [Bibby et al., 2005, Forman and Sørensen, 2008].
A typical stochastic differential equation (SDE) takes the form
dXt=µ(Xt)dt+σ(Xt)dWt, (1)
where Xt is a random variable with t≥0 a real number denoting time; µ and σ are known as the
drift and diffusion functions, respectively, and Wt is a Wiener process (also known as Brownian
motion). Moreover, when
µ(x)=θ(m−x), (2)
where θ, the rate parameter, is a positive constant and m is a constant representing the mean of the
underlying stochastic process, the SDE has a stationary solution [Cobb, 1981, Bibby et al., 2005].
In addition, its autocorrelation function is exponentially decreasing [Bibby et al., 2005] and takes
the form
exp(−θt). (3)
Such a stochastic process is known as a ‘mean-reverting’ process. It was shown in [Cobb, 1981,










the marginal distribution of the stationary solution of the SDE is a gamma distribution [Johnson et al., 1994]




where Γ is the gamma function [Abramowitz and Stegun, 1972, 6.1]; α > 0 is the shape of the
distribution and λ>0 is a scale parameter. We note that several other forms for m and σ2(Xt)
also lead to well-known distributions [Cobb, 1981, Bibby et al., 2005].












which describes a process called the Cox-Ingersoll-Ross process (CIR process) [Cox et al., 1985].
From the results in [Feller, 1951] (cf. [Cox et al., 1985]), we can conclude that the solution to (7)
is positive when α≥1.
The autocorrelation function of the CIR process is exponential as in (3), and therefore, in
order to model a process having an autocorrelation function with a heavier tail (such as a
power law), we introduce a diffusion process that is a sum of CIR processes [Bibby et al., 2005,
Forman and Sørensen, 2008], for which the autocorrelation function is a sum of exponentials. This
relies on the result that a power law can be approximated by a finite sum of exponentials, since
it is a completely monotone function [Feldman and Whitt, 1998] (cf. [Fenner et al., 2016]).
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t and exp(−θit), (10)
where
φ1+φ2+···+φn=1. (11)
It follows that the marginal distribution of each X
(i)
t is a gamma distribution with shape φiα
and scale parameter λ. The marginal distribution of the sum Xt is a gamma distribution with
shape α and the same scale parameter λ. Moreover, Xt has autocorrelation function
φ1exp(−θ1t)+φ2exp(−θ2t)+···+φnexp(−θnt). (12)
5 Analysis of the poll results for the general elections
The approach we have taken to validate the model is similar to that taken in [Taufer, 2007], building
on the stationary diffusion-type models developed in [Bibby et al., 2005] for constructing diffusion
processes with a given marginal distribution and autocorrelation function.
We can simulate the sum of the diffusion processes defined by (8) and (9) using the Euler-
Maruyama (EM) method [Sauer, 2013] (cf. [Dereich et al., 2012]), which is a general computa-
tional method for obtaining approximate numerical solutions to SDEs. We also make use of
the Jensen-Shannon divergence (JSD) [Endres and Schindelin, 2003] as a goodness-of-fit measure
[Levene and Kononovicius, 2019]. All computations were carried out using the Matlab software
package.
In Tables 3 and 4 we show the parameters of the gamma distributions fitted to the data sets using
the maximum likelihood method, and the JSD between the empirical marginal distribution of the
time series of the poll results and the fitted gamma distribution; we note that its mean µ is given by
µ=α/λ, and its standard deviation σ by σ2=α/λ2. The low JSD values indicate good fits for both
political parties. We note that the JSD for the Conservative party in the 2019 elections is much
higher than that for 2017, which could indicate that another distribution may better fit the data.
In fact, we found that the Gumbel distribution [Johnson et al., 1995, Kotz and Nadarajah, 2000]
(also known as a type I extreme value distribution) is a better fit for the Conservatives in 2019, with
JSD of 0.0595, although a worse fit for Labour in 2019 with a JSD of 0.0801. We also note that,
on inspection of Tables 1 and 2, it would seem that employing a truncated gamma distribution
[Zaninetti, 2013] would lead to a more accurate, albeit more complex, model. We leave these lines
of investigation for future work as, for the purpose of prediction, the gamma distribution seems
to be sufficient.
We fit the autocorrelation function in (12), for n=2, using least squares nonlinear regression
in order to obtain estimates φi and θi, for i=1,2. The results for the 2017 and 2019 poll results
are shown in Tables 5 and 6, respectively, where we first smoothed the autocorrelations using a
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2017 elections α λ µ σ JSD
Conservative 105.8670 258.5847 0.4094 0.0398 0.0370
Labour 72.0295 236.1929 0.3050 0.0359 0.0478
Table 3: Maximum likelihood fitting of the gamma distribution to the 2017 election polls.
2019 elections α λ µ σ JSD
Conservative 32.0520 83.0583 0.3859 0.0682 0.1117
Labour 25.2832 75.8911 0.3332 0.0663 0.0470
Table 4: Maximum likelihood fitting of the gamma distribution to the 2019 election polls.
moving average with a window of length two. For comparison purposes we also show in Tables 7
and 8, fits for a single exponential, i.e. when n=1, for 2017 and 2019, respectively, which are worse
than the fits for a mixture of two exponentials, i.e. when n=2.
2017 elections φ1 θ1 φ2 θ2 JSD
Conservative 0.8092 0.0146 0.1908 0.9896 0.0074
Labour 0.7509 0.0237 0.2491 1.1890 0.0179
Table 5: Parameters of the exponential sum autocorrelation for the 2017 election polls.
2019 elections φ1 θ1 φ2 θ2 JSD
Conservative 0.9717 0.0089 0.0283 2.3243 0.0035
Labour 0.9439 0.0066 0.0561 1.1521 0.0025
Table 6: Parameters of the exponential sum autocorrelation for the 2019 election polls.
2017 elections φ1 θ1 JSD
Conservative 0.8702 0.0202 0.0206
Labour 0.8298 0.0317 0.0324
Table 7: Parameters of the single exponential autocorrelation for the 2017 election polls.
We now turn our attention to the widely used mean absolute error (MAE) and root mean
square error (RMSE) evaluation metrics [Chai and Draxler, 2014], in order to directly estimate the






where pj is the proportion favouring a political party in the jth poll, f is the corresponding
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2019 elections φ1 θ1 JSD
Conservative 0.9775 0.0094 0.0043
Labour 0.9592 0.0078 0.0056
Table 8: Parameters of the single exponential autocorrelation for the 2019 election polls.









noting that it is at least as large as the MAE.
We use the first third of the polls for computing the initial model parameter values, α and
λ, of the gamma distribution, and also the φi and rate parameters θi in (12), with n= 2. For
each of the remaining two thirds of the polls, we adjust the parameters and use the EM method
to predict the next step in the time series. We repeat this twenty times and take the average
of the twenty predictions at each time step to get the average prediction, and also compute the
prediction when we set dW
(i)
t to zero in (9), which is what we would expect the average to converge
to when increasing the number of EM computations, effectively eliminating the random component
of the SDE represented by the diffusion function. We then compare the average prediction to
the actual result of the election. We evaluate the accuracy of the predictions over the complete
range using the MAE and RMSE. For comparison purposes, we also computed the MAE and
RMSE using the current poll (the most recent poll inspected by the prediction algorithm) as the
predictor of the actual result; these are shown in Tables 9 and 10 in the columns labelled MAE-polls
and RMSE-polls. The columns labelled MAE-EM and RMSE-EM show the error values of the
predictions made using the EM method. It can be seen from these that for the two parties in both
2017 and 2019 the EM method was a better predictor than the polls themselves, and that the results
in both tables are comparable; the margin of improvement is greatest for the Conservatives in 2019.
Party-Year/Metric MAE-polls RMSE-polls MAE-EM RMSE-EM
Con 2017 0.0278 0.0348 0.0245 0.0294
Lab 2017 0.0988 0.1072 0.0951 0.0981
Con 2019 0.0719 0.0949 0.0644 0.0853
Lab 2019 0.0532 0.0618 0.0491 0.0568
Table 9: MAE and RMSE prediction errors for the 2017 and 2019 UK election results when aver-
aging the predictions over twenty runs of the EM method. (The smaller error values are italicised.)
We also counted the number of times the prediction using EM method was closer to the actual
election result than was the prediction based on the current poll, and vice versa (cf. average ranks
method [Brazdil and Soares, 2000]); the numbers are shown in Tables 11 and 12 in the columns
labelled Polls and EM. The column labelled Total shows the total number of polls used, recalling
that a third of the polls were used for computing the initial model parameters, while the column
labelled Improvement shows the improvement percentage of the EM method prediction over using
the polls themselves as predictors of the final result. These show a similar pattern to the prediction
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Party-Year/Metric MAE-polls RMSE-polls MAE-EM RMSE-EM
Con 2017 0.0278 0.0348 0.0250 0.0296
Lab 2017 0.0988 0.1072 0.0951 0.0977
Con 2019 0.0719 0.0949 0.0641 0.0850
Lab 2019 0.0532 0.0618 0.0486 0.0563
Table 10: MAE and RMSE prediction errors for the 2017 and 2019 UK election results, when
we set dW
(i)
t =0. (The smaller error values are italicised.)
errors in Tables 9 and 10, i.e. in all cases the EM method is more accurate than using the polls
themselves. The improvement is most notable for the Conservatives in 2019, and that for Labour
in 2017 also stands out. We note that, apart from the improvement for the Conservatives in 2017,
the results in Table 11 are dominated by those in Table 12.
Party-Year Polls EM Total Improvement
Con 2017 79 90 169 6.51%
Lab 2017 72 97 169 14.79%
Con 2019 149 230 379 21.37%
Lab 2019 173 206 379 8.71%
Table 11: Comparison of the number of times the closer prediction was based on either the current
poll or using the EM method, when averaging the EM method predictions over twenty runs.
Party-Year Polls EM Total Improvement
Con 2017 80 89 169 5.33%
Lab 2017 70 99 169 17.16%
Con 2019 143 236 379 24.54%
Lab 2019 165 214 379 12.93%
Table 12: Comparison of the number of times the closer prediction was based on either the




We have proposed a generative SDE model to analyse the time series of opinion poll results leading
up to an election. We have utilised a stochastic process that is the sum of CIR processes and has
a stationary solution, where the marginal distribution of the time series is a gamma distribution.
We provided empirical evidence that the model is a good fit to the polls leading up to the UK
2017 and 2019 elections. We also examined the predictive power of the model. We compared the
errors in the predictions obtained using the EM method with those of the poll results themselves.
We demonstrated that a model such as the one presented here may give better predictions of the
actual election result than simply using the results of the polls.
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One avenue for future work is to model the aggregation of distinct polls in terms of multiple
time series models [Brandt and Williams, 2007], and another is to generalise the model to deal
multi-party systems may have more than two competing parties [Walther, 2015]. It is also pos-
sible that the method we have presented using ‘mean-reverting’ SDEs could augment an existing
structural forecasting method, or more generally be used as part of a toolkit for election prediction,
resulting in a synthetic [Lewis-Beck et al., 2016] or hybrid [Pasek, 2015] model that takes into
account demographic data (cf. [Hanretty et al., 2018]).
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