Archiving the Internet: What does it mean in practice? by Boyle, Anya
   
ARCHIVING THE INTERNET 
What does it mean in practice? 
Anya Boyle 
S1583506 
May 2016 
Anya Boyle s1583506 
 
1 
 
Table of Contents 
1. Introduction ............................................................................................................................... 3 
1.1 A short history of the Internet ................................................................................ 3 
  1.2 The Problem……………………………………………………………………………………………………….5 
1.3 Why is archiving the Internet important? .............................................................. 6 
1.4 The Theoretical Approach ....................................................................................... 6 
1.5 The Practical Approach ........................................................................................... 7 
2. Literature Review ...................................................................................................................... 9 
2.1 Introduction ............................................................................................................ 9 
2.2 Snapshot Strategy ................................................................................................. 12 
2.3 Selective Strategy .................................................................................................. 14 
2.4 Event Strategy ....................................................................................................... 15 
3. Research Methodology ........................................................................................................... 16 
4. The Internet Archive ............................................................................................................... 17 
4.1 Introduction .......................................................................................................... 17 
4.2 Background ........................................................................................................... 17 
4.3 The Basics—How does the Internet Archive work? .............................................. 17 
4.4 The Wayback Machine .......................................................................................... 19 
4.5 The Internet Archive in practice ........................................................................... 20 
4.6 An unexpected use—The Wayback Machine in the legal community ................. 21 
4.7 Conclusions ........................................................................................................... 22 
5. PANDORA ................................................................................................................................ 24 
5.1 Introduction .......................................................................................................... 24 
5.2 Background ........................................................................................................... 24 
5.3 Digital Preservation Standards .............................................................................. 26 
5.4 The Basics—How does PANDORA work? .............................................................. 27 
5.5 Selection guidelines .............................................................................................. 28 
5.6 PANDAS—A digital archiving system .................................................................... 29 
5.7 Trove ..................................................................................................................... 29 
5.8 PANDORA in practice ............................................................................................ 30 
5.9 Conclusions ........................................................................................................... 31 
6. The September 11 Digital Archive .......................................................................................... 31 
6.1 Introduction .......................................................................................................... 31 
6.2 Background ........................................................................................................... 31 
6.3 The Basics—How does the 9/11 Digital Archive work? ........................................ 32 
Anya Boyle s1583506 
 
2 
 
6.4 The 9/11 Digital Archive in practice ...................................................................... 33 
6.5 Website archiving: “FAQs about 9/11” ................................................................. 35 
6.6 Conclusions ........................................................................................................... 35 
7. Final Conclusions ..................................................................................................................... 36 
8. Tables & Plates ........................................................................................................................ 38 
9. Bibliography ............................................................................................................................ 42 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Anya Boyle s1583506 
 
3 
 
 
1. Introduction 
1.1 A short history of the Internet 
What is the first thing that comes to mind when you think of the Internet? For me, things like 
email, Google search, a news website or Netflix are the most common. Other people probably think 
of things like online shopping, social media or even their jobs. The Internet has a relatively short 
history, but has become so ubiquitous that it is difficult to imagine life without it. Before I delve into 
the heart of this thesis, archiving the Internet, I will provide a short history of the Internet and how it 
came to be the cultural behemoth it is today. 
 John Naughton wrote an extensive history of the Internet in 1999, detailing its early days as 
a tool commissioned by the U.S. military during World War II through its many intervening iterations 
and up to its role in daily life during the turn of the century. I used this book as well as a history of 
the World Wide Web written by its creator Tim Berners-Lee as the main sources for this condensed 
history. 
 First, it must be noted that the Internet and the World Wide Web (WWW or simply, the 
Web) are two distinct entities. Today, people use the word “Internet” to mean the Web and vice 
versa, even though there are about twenty years separating the two. Development of the Internet 
began during World War II in the United States with engineers, programmers and mathematicians 
working to find a way to connect computers to each other over a network. It started out as a 
government-funded project under the Advanced Research Projects Association (ARPA). In the 1960s 
“computers were…very expensive items—typically costing anything from $500,000 to several million 
dollars. Yet they were all incompatible—they could not even exchange information with one 
another.”1 It was one of ARPA’s goals to create a way in which these giant, costly machines could, 
essentially, talk to each other. The earliest form of what we now call the Internet, developed in 1967 
by teams at ARPA, was first termed “ARPANET.” It was a simple network based on telephone line 
connections that linked computers (even those on opposite coasts of the U.S.) so they could 
communicate.2 ARPANET was developed so researchers could access information on geographically 
distant machines without physically traveling to their locations.  It was not until the 1st of October 
1969, however, that the first Internet connection was successfully made.3 The connection was 
between two of ARPA’s computers in California, one in Stanford and the other in Los Angeles, and 
although the connection failed almost immediately, this was an important step in the right direction.  
Once connections became stable and more trustworthy, ARPANET functioned primarily as a 
way for researchers and scientists to send and receive important data and calculations. It was a sort 
of exclusive club populated by academics and people who worked for the military. One of the most 
important things developed by ARPA engineers, and one that we still use today, is email. It began, 
like ARPANET, as a way for researchers to quickly pass along information to each other, but soon 
developed into something larger, and according to Naughton, “the metamorphosis of the ARPANET 
into the Internet, with its proliferating structure of global conferencing and news groups, was all 
based on e-mail.”4 The Internet continued to expand as other research institutions and universities 
                                                          
1 John Naughton, A Brief History of the Future: The origins of the Internet (London: Weidenfeld & Nicolson, 
1999), 84. 
2 Ibid., 91-92. 
3 Ibid., 139. 
4 Ibid., 150. 
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adopted email and connected to the network of computers all across the United States. This 
expansion reached the homes of the average consumer when personal computers became more 
common in the 1980s. 
However, there was still something missing. Software engineer Ted Nelson had developed 
something called “hypertext” in 1965 in an effort to connect information on computers. Hypertext is 
a non-linear form of writing that contains links to documents, images or other digital information. 
Users follow a link from one document to another, and that document contains still more links. 
Hyperlinks, or simply ‘links’ as most internet users know them, are a direct result of the 
development of hypertext. Ideally, one could follow an infinite amount of links to new information. 
Nelson’s goal “was to create a unified literary environment on a global scale, a repository for 
everything that anybody has ever written.”5 If you think this sounds something like the Web today, 
you would be right, because a researcher at CERN, Tim Berners-Lee, combined the concept of 
hypertext and the Internet to create the World Wide Web.6 The Web is accessed through browsers 
like Google Chrome and Internet Explorer, or historically, Mosaic and Netscape, and they are literally 
the windows through which we see what is on the Web. 
The terms “Internet” and “World Wide Web” have become conflated, and in everyday 
conversation people tend to use them interchangeably. For most non-tech geeks, there has been no 
Internet without the Web, so the confusion is understandable. By definition, the Internet is “a global 
system of interconnected computer networks that interchange data by packet switching using the 
standardized Internet Protocol Suite.”7 The Web, on the other hand, “is an information space in 
which the items of interest, referred to as resources, are identified by global identifiers called 
Uniform Resource Identifiers (URI)."8 While those definitions may not mean much to the average 
person, essentially the Web is what contains the information, and the Internet is what connects 
computer to allow them to share that information. In other words, the Internet can exist without the 
Web, but the Web cannot exist without the Internet. The history of the Web is one of little more 
than twenty years, but since it is such an ever-changing entity, it is not surprising that efforts already 
exist to preserve its contents. Unlike physical documents, however, the Web needs to be actively 
preserved. Web pages, which make up the Web itself, will not exist in their current form forever 
since they are dependent on so many different factors, including changes in technology, up-to-date 
hardware, and the active work on the part of the website creator to keep the site updated. The 
existence of various internet archiving organizations and the work they do suggest many people 
believe that the internet needs to be archived. These organizations, some of which I will examine in 
this thesis, exist solely for the purpose of preserving the internet for future use. 
Why, though, should we bother archiving the Web? There are large parts of the internet that 
arguably contain nothing of significance and there are parts of the Web that have already been lost 
to the digital ether. But in an increasingly digital world, the Web is becoming ever more important 
and far-reaching. For example, in the past few years lagging sales of physical newspapers have 
caused some news organizations to focus more of their efforts on the online versions of their 
                                                          
5 Ibid., 221. 
6 Tim Berners-Lee with Mark Fischetti, Weaving the Web: the Past, Present and Future of the World Wide Web 
by its Inventor (London: Orion Business Books, 1999), 7. 
7 “Help and FAQ,” W3C, accessed 14 April 2016, https://www.w3.org/Help/#webinternet. 
8 “Architecture of the World Wide Web, Volume One,” eds. Ian Jacobs and Norman Walsh, W3C 
Recommendation (15 December 2004), accessed 14 April 2016, https://www.w3.org/TR/webarch/#URI-
registration.  
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newspapers. According to a study done by the Pew Research Center9, a decrease in the circulation of 
physical newspapers is not the only effect the Web has had on news organizations. Digital versions 
of print newspapers have also had an effect on everything from the increase in revenue earned by 
these newspapers from digital ads versus print ads, to the decrease in staff among newspapers 
around the world. One example of an online-only news source is the website Mic.com. This website 
is geared towards a younger audience than those to which physical newspapers cater. Mic.com 
provides news on current events, style, politics and many other topics and is only found on the Web. 
There is no print version of Mic News. So if this website, and many others like it are not preserved, 
what happens? If we do not actively make the choice to preserve the Web, it will disappear.  
But what does it mean, theoretically and practically, to archive the internet? Webpages are 
not static documents. They cannot be archived in the same sense that books and letters and papers 
are archived. Once something is written down or typed out on paper, it is very difficult to change 
without some indication of that change. This is not the case with the Web. Webpages and websites 
change all the time. They are updated by the creators, elements are added and deleted, sometimes 
with no indication that anything has changed, and sometimes websites are deleted altogether, with 
no trace that they had ever existed. In order to avoid a “digital dark age”10, archiving websites is 
essential. If we let websites disappear into the ether, we lose an essential part of human cultural 
history. What was life like at the beginning of the internet? How did people use the internet when it 
first became popular? These questions can be answered only through the archiving of websites. 
1.2 The Problem 
 Defining what exactly archiving the internet means can be difficult. In the first place, there is 
no consensus of what archiving the internet actually means, and the very nature of the web, as a 
constantly changing entity, makes it difficult to contain into a hypothetical, neat archival box like 
conventional archival material. 
In 2003, international organizations from over 45 countries came together to form the 
International Internet Preservation Consortium (IIPC) in an effort to define internet archiving and to 
begin archiving what they deemed important to save for the future.11 According to the IIPC, internet 
archiving is the “process of collecting portions of the World Wide Web, preserving the collection in an 
archival format, and then serving the archives for access and use.” 12  This provides a general 
description of archiving the Internet, and the definition created by this one specific organization, but 
nothing more concrete. While it is almost impossible to come up with one definition of internet 
archiving that satisfies the needs of every archival organization, it is not impossible to explore internet 
archiving more deeply in an attempt to answer the question: What does it mean to archive the 
internet? 
In this thesis I will attempt to find an answer to this question by looking more closely at the 
three most common methods of internet archiving. The three strategies that I will examine are 
                                                          
9 Michael Barthel, “Newspapers: Fact Sheet,” Pew Research Center: Journalism & Media (29 April 2015), 
accessed 2 February 2015, http://www.journalism.org/2015/04/29/newspapers-fact-sheet/. 
10 https://en.wikipedia.org/wiki/Digital_dark_age  
11 “About IIPC,” International Internet Preservation Consortium, accessed 9 February 2016, 
http://www.netpreserve.org/about-us.   
12 “Web Archiving,” International Internet Preservation Consortium, accessed 9 February 2016. 
http://www.netpreserve.org/web-archiving/overview. 
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generally defined as the snapshot strategy, the selective strategy and the event strategy.13 For each 
strategy, I have chosen one internet archiving initiative that falls under that category. I will analyze 
each initiative closely and explain what, according to the initiative themselves, it means to archive the 
internet. 
1.3 Why is internet archiving important? 
 Preserving the internet is becoming an increasingly important task. Much of our daily lives 
revolve around the Internet, but people do not often think of it as something that actively needs 
preserving. It is important to consider the vast cultural implications that would occur with the loss of 
information on the internet. So much of daily life takes place on the internet that it would be a mistake 
to think that at least parts of it are not worth preserving. People use websites on the internet as 
journals or diaries, newspapers post stories online sometimes only in digital formats, and important 
research is published on the web. For many, the internet has replaced traditional, physical forms of 
recordkeeping, so in order to have a more complete historical record, preserving the internet, with 
some discretion regarding quality and importance, is necessary. Selection of what to preserve, as I 
shall explore later in this thesis, is one of the major problems facing internet archivists. 
Thus, before delving into the details of each initiative, I will discuss both the theoretical and 
practical approaches to archiving the internet and why these approaches have become the standard 
practice of internet archivists. These approaches shed light on what internet archivists believe to be 
important in the preservation of the internet and perhaps suggest why the internet is preserved the 
way it is. 
1.4 The Theoretical Approach 
From a theoretical perspective, archiving the internet constitutes the preservation of material 
on the web at different levels. Niels Brügger divides the web into five distinct levels: the web element, 
the web page, the website, the web sphere and the Web itself.14 Each of these levels encompasses 
the levels previous to it. These conceptual divisions help archivists distinguish what is to be preserved 
in internet archiving and determine on which areas to focus when preserving the internet. Brügger’s 
levels help narrow down the scope of internet archiving and allow internet archivists to focus primarily 
on the three lower levels of the website, the web page and the web elements. The example of a 
newspaper can be used to compare Brügger’s conceptual levels to a physical entity: the entire 
newspaper itself is the equivalent of the website. One page of the newspaper is the equivalent of the 
web page; and each individual article, photograph or advertisement is the equivalent of a web element. 
The concept of web elements places importance on the details of websites, such as images, 
videos, and advertisements. While also adding to the level of detail in an archived website, web 
elements also add context to a snapshot of a web page and help in creating an ideally complete picture 
of what a web page looked like at a certain point in time. 
A web page, the next level up in Brügger’s definition, is what you see on the screen when you 
go to a certain URL. For example, the login screen on facebook.com is considered one webpage, and 
when a user logs in with their information, they are brought to another web page. Both of these web 
pages are part of the overall Facebook website. Furthermore, a website is anything that falls under 
                                                          
13 These specific strategy definitions come from Niels Brügger. They can be defined in a more technical manner 
as remote harvesting, database archiving, and transactional archiving, respectively, but Brügger’s terms are 
generally agreed upon by the internet archiving community and are referenced in much of the literature 
regarding internet archiving.  
14 Niels Brügger, “Web History and the Web as a Historical Source,” Contemporary History 9 (2012): 317. 
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one URL or any variations of that URL. Only archiving the initial web page that appears when one types 
in a URL provides an incomplete picture of what the website looks like.  
The web sphere, however, is where the theory when applied to archiving becomes less clear; 
there is no physical document that is easily comparable to the concept of the web sphere. Brügger 
takes his definition of a web sphere from that of scholars Steven M. Schneider and Kristen A. Foot who 
define it as “‘not simply a collection of websites, but as a set of dynamically defined digital resources 
spanning multiple websites deemed relevant or related to a central event, concept, or theme.”15 The 
web sphere includes any links that may lead away from the original URL but are still generally related 
to the topic. A web sphere could, for example, contain numerous different news websites or online 
shopping website or something similar. If the websites are thematically similar, they could potentially 
all be part of the same web sphere. Generally, however, web archiving cuts off on the site level 
because, theoretically, links can be followed ad infinitum which means there could potentially be no 
end to what needs to be archived. The website level creates a natural limit to the scope of web 
archiving and provides a basic method of organization, which is comfortable and familiar to archivists. 
One question we must ask though, is why are these levels considered to be the most 
important? Why stop after reaching the level of the website, and why not save as much as possible? 
The levels of web element, web page and website are ones that are most easily comparable to analog 
documents, as I mentioned before, thereby making them the simplest choices for archiving. Through 
my research I have come to the conclusion that internet archivists desire, whether consciously or not, 
to preserve what is already familiar to them. Those aspects of the web happen to be the levels which 
can be easily represented in both physical and digital forms. It is difficult to conceptualize how one 
would go about preserving a web sphere in a form that would fit into existing archival methodology. 
Instead of inventing an entirely new method of archiving to apply to the internet, archivists have 
applied traditional archival methods to the archiving of the internet. 
1.5 The Practical Approach 
So, what does it mean to archive the internet on a practical level? Ideally, archiving a webpage 
or a website creates an accurate representation of it at a certain point in time. To achieve this, internet 
archivists can take a snapshot of the desired website to preserve what it looked like at that specific 
moment. In this section I will provide a brief overview of the practical side of internet archiving as it is 
commonly done, as well as some of the possible challenges that can be encountered following these 
techniques. 
 The most popular method is the use of pre-programmed digital robots, or crawlers, to crawl 
websites and take snapshots of those websites. Crawlers are programmed to imitate the actions of 
browsing a website, to essentially act as a person would when using the website themselves. The 
snapshot is then stored by the crawler and can be accessed by a user through an interface such as, for 
example, the Internet Archive’s Wayback Machine. The snapshot ideally creates a working version of 
the webpage or website at the specific time that it was archived. In some archiving projects, people 
manually choose the websites to be archived, and then take and store snapshots of them. This is 
generally the process used for an archive with a more specific theme. Snapshots are taken multiple 
times, usually in regular intervals, so as to capture any changes over time to the websites. 
However, archiving the internet is not an exact science, in theory or in practice. The internet 
is a dynamic object which changes constantly, and usually those changes go by undetected. In his 
                                                          
15 Schneider and Foot in Niels Brügger, “Website History and the Website as an Object of Study,” new media & 
society 11 (2009): 122-123. 
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guide to archiving websites, Brügger says that ideally “to ensure that the object we have in our archive 
is identical to the object as it really was in the past, we must be able to control the updates of the 
sender [or creator of the website], both as regards space and time. If this is not possible, we risk 
studying an object that in some way or another is not identical to the object as it really was.”16 In 
reality though, unless the person archiving the website (or object) is the same person who controls its 
content (the creator), there is no way to guarantee that the website remains static during the archiving 
period. And it is rarely the case that the archivist and the creator are the same person. Brügger further 
explains this problem with an illustrative example: 
We cannot be sure that the website we began downloading is 
identical to the website as it appears only one minute later—akin to 
the beginning of a TV programme changing when we are halfway 
through it, which would force us to start over and over again with our 
archiving. And we never know where the changes will occur—or when. 
The result is clear: what is archived is not always identical to 
everything that has been published.17 
This, Brügger continues, creates a paradox: we end up either with archival material that is incomplete 
and therefore inaccurate; or we have an entirely new archival record made up of web pages and web 
elements that never existed at the same time on the internet.18 
 Another problem is the way internet archiving is approached from a more basic perspective. 
Analog documents present themselves in a linear manner. It is easy to follow the trail from the 
beginning to the end of the document because a paper document is static and does not change once 
created. Or, at least, changes are visibly noticeable. This idea of static entities sometimes crosses over 
into the world of internet archiving, just by virtue of the fact that born-digital materials are a relatively 
new phenomenon and for the majority of our collective history, archival material referred exclusively 
to physical documents. Internet users have a tendency to treat webpages as static documents, even 
though internet archivists know that they are technically dynamic, unstable objects with no physical 
form. Because of this, most internet archiving comes from a perspective of attempting to save what 
we see on the screen, otherwise known as screen essentialism.19 But what do we miss if we take this 
approach? If a website is snapshotted from one location, there is a significant chance that it will differ 
from the same website captured from another location. For example, advertisements change 
depending on the physical location of the internet user and they often are influenced by the user’s 
internet history and browsing habits. Another increasingly prevalent factor is mobile versions of 
websites. They generally contain the same content as their desktop counterparts, but with 
considerably different formats. And again, they also have different advertisements than webpages 
accessed through desktop computers: mobile advertisements tend to focus on apps and games for 
mobile phones. 
If we go another level deeper, more questions arise, mostly of a technical nature. Behind what 
we see on the screen is information about IP addresses, HTML text that makes the web page look like 
                                                          
16 Niels Brügger, Archiving Websites: General Considerations and Strategies (Aarhus: The Centre for Internet 
Research, 2005), 22. 
17 Ibid., 23.  
18 Ibid. 
19 Matthew Kirschenbaum, Mechanisms: New Media and the Forensic Imagination (Cambridge Mass: MIT 
Press, 2008) cited in “Criminal Code: The Procedural Logic of Crime in Videogames,” 
http://www.samplereality.com/2011/01/14/criminal-code-the-procedural-logic-of-crime-in-videogames/, 
accessed 25 April 2016. 
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it does, data about the creator and the server that hosts the website, as well as countless other pieces 
of information that is invisible to the average internet user. Does this information also need to be 
archived, and if so, does it belong with the snapshot of the webpage, or does it belong somewhere 
else, perhaps with the metadata of the snapshot? Is it even relevant for archival material? There are 
layers of information beneath the surface of the visible webpage, and if those are not taken into 
account, we run the risk of archiving an incomplete record. However, with the sheer amount of 
information on the web, an incomplete record may be the most for which we can hope. 
The practical approach to archiving the internet is a reflection of our society’s long history of 
paper-based archives. The desire to save what we see on the screen is akin to the desire to save a 
paper document and to preserve it in its exact format. What we see is what we want to save, and 
everything else becomes surplus information. 
Now that I have examined both the theoretical and practical aspects of internet archiving, let 
us step back and look at internet archiving from a broader perspective. On a theoretical level, does it 
even make sense to apply the term “archiving” to the process of internet preservation? Is it logical to 
apply practices developed for static documents to something as versatile and dynamic as the internet? 
Capturing an original webpage is not possible because once the snapshot is created, it ceases to be 
the equivalent of the webpage that is still live on the internet; the snapshot is static while the live 
webpage remains dynamic. Similarly, there is no way to accurately pinpoint an “original” when 
discussing a webpage. Changes are difficult, if not impossible, to detect, and any snapshot potentially 
creates an entirely new version of a webpage, opposing the idea that we archive copies of webpages. 
Does it make sense to call what these institutions are doing “archiving”? For now, since we lack a 
better term, “archiving” is the agreed-upon practice. I believe that in the future there is the potential 
for this to change. Internet archiving has the possibility of separating itself from traditional archiving, 
especially when approached by people who did not know life before the internet. Everyone active in 
internet archiving currently has also experienced life without the internet; a life that was dominated 
by static, physical documents. A purely digital perspective may be what is needed to apply a different 
method to the immense project of internet preservation. 
2. Literature Review 
2.1 Introduction 
There is a widespread idea that once something is put on the internet, it will be there forever. 
Indeed, as technology has become more capable, the very act of forgetting has become more difficult. 
In his book Delete: The Virtue of Forgetting in the Digital Age Viktor Mayer-Schönberger states that 
“as economic constraints have disappeared, humans have begun to massively increase the amount of 
information they commit to their digital external memories.”20 The need for humans to remember is 
decreasing because machines do it for us. This is an idea that directly affects the act of archiving the 
internet. Simply because we have the capability to save so much digital information, there is a 
pervasive idea that everything created on the internet is worth saving. 
However, the act of digital remembering, as Mayer-Schönberger calls it, is a choice. And that 
choice is one that can undoubtedly have benefits in the future, but it also comes with the risk of 
unforeseen consequences. Digital remembering, Mayer-Schönberger says, 
                                                          
20 Viktor Mayer-Schönberger, Delete: The Virtue of Forgetting in the Digital Age (Princeton and Oxford: 
Princeton University Press, 2009), 52.  
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is so omnipresent, costless, and seemingly “valuable”…that we are 
tempted to employ it constantly. Utilized in such indiscriminating 
fashion, digital memory not only dulls the judgment of the ones who 
remember but also denies those who are remembered the temporal 
space to evolve.21 
People today can be affected by something in “real life,” for lack of a better phrase, because of 
something they posted on the internet in the past, not realizing their actions had consequences. There 
are many stories of people losing their jobs because of inappropriate photos posted on social media. 
In fact, there is a whole blog called Racists Getting Fired22 dedicated to documenting racist comments 
posted on social media. The moderators of the blog post screen shots of the racist comments along 
with contact information (usually from Facebook) of the commenter’s place of employment or school. 
They encourage followers of the blog to contact the employers or school administration to report the 
behavior, often resulting in significant consequences. Without placing a value judgment on these 
people, one must consider that these consequences faced now may have influence on the future as 
well. There is a significant chance these actions will affect the commenters in the future which denies 
that person the chance to evolve and learn from their mistakes. It seems that, once a condemned 
racist on the internet, always a condemned racist. 
 Mayer-Schönberger warns that this perpetual remembering may also have an ill effect on the 
way people behave online. Even the possibility of a long-forgotten action coming back to haunt us in 
the future may “create not just a spatial but a temporal version of Bentham’s panopticon, constraining 
our willingness to say what we mean, and engage in our society.”23 But it can safely be said that society 
as a whole has chosen the path of remembering as much as is physically possible. And so, with that 
decision in mind, and with Mayer-Schönberger’s warnings heeded, let us look more closely at archiving 
the internet. 
Historical archives are full of written books, letters, photos and other physical documents. The 
internet, as I have mentioned, is not a static entity and so cannot be preserved in the same manner as 
physical documents. That is not to say, however, that preservation is not possible. The Web is a non-
physical entity made up of vast stores of data, which can be difficult to envision in a physical sense. In 
his article “Archiving the Internet,” Byron Anderson states, “Archiving the Internet is about 
understanding how to store massive amounts of data and preserve the data for posterity.”24 The idea 
of preserving the data for posterity is a very important one, especially considering how quickly 
technology changes. Because of this, hardware and software must constantly be updated in order to 
keep the archival material accessible for future generations.25 
Since the mid-1990’s, methods of archiving the World Wide Web have sprung up around the 
world once people realized that the internet was not a stable object and it would have to be manually 
archived if any record was to be kept. It is not often a problem that typical internet users, even today, 
think about. As Megan Sapnar Ankerson says, something which puts internet archiving into harsh 
                                                          
21 Ibid., 126. 
22 www.racistsgettingfired.tumblr.com  
23 Mayer-Schönberger, 197. 
24 Byron Anderson, “Archiving the Internet,” Behavioral & Social Sciences Librarian 23:2 (2008): 114, DOI: 
10.1300/J103v23n02_07.   
25 Peter Lyman, “Archiving the World Wide Web,” Building a National Strategy for Digital Preservation, a 
report for the National Digital Information Infrastructure and Preservation Program, Library of Congress 
(2002), 39. 
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perspective, “It is far easier to find an example of a film from 1924 than a website from 1994.”26 
Perhaps the lack of interest in archiving the early web came from the idea that it would never be as 
widespread as it is today. After all, it began as nothing more than a way for researchers to share 
information with each other from remote locations. It was impossible to know in the beginning how 
important and pervasive the internet would become in our daily lives, or even how it would be used, 
so it is significant that someone realized as early as 1996 that somehow saving the internet would be 
necessary as a record of human history. 
 Brewster Kahle became one of those early archivists when he created the Internet Archive in 
1996. He recognized the need for a permanent record of the internet and set about creating that. 
Kahle was inspired by the fact that he wanted to create a library of information accessible to everyone 
all over the world, and felt that the way to do that was to attempt to preserve the entirety of the 
World Wide Web.27 The National Library of Australia (NLA) had a similar idea, also in the same year, 
when it created PANDORA, a web archive dedicated to preserving information relating to Australian 
culture and heritage. The NLA felt that if the Australian government did not have an active role in 
preserving uniquely Australian content on the Internet, it was in danger of being overlooked. 
Considering the rather U.S.-centric nature of the Internet in general, this was probably an accurate 
assumption. 
 One must note, however, that their methods vary considerably. Internet archiving is far from 
standardized, and even twenty years after the initial move towards preserving the internet, there is 
no set method employed by every archiving initiative. As Anderson states, “Regulation and oversight 
of Internet archiving [in the United States] is nonexistent. Preservation guidelines have been 
suggested, but are still under development.”28 Ainsworth, et al. recognize the same problem in their 
paper, stating that “Although the need for Web archiving has been understood since nearly the dawn 
of the Web, these efforts are for the most part independent in motivation, requirements, and 
scope.”29 A lack of unity and harmonization regarding internet archiving, especially across countries, 
can be a hindrance to the practice and results in drastically different methods, with each archiving 
initiative adapting to suit its own needs. This is, in fact, similar to physical archiving methods in that 
each country has its own system method of archiving, but the fact that the Web is not constrained by 
physical boundaries makes the situation of internet archiving slightly more difficult to manage.  
Those varying archival methods will be the basis of this thesis. In his article “Historical Network 
Analysis of the Web,” Niels Brügger defines three distinct strategies of internet archiving: those are 
the snapshot strategy, the selective strategy, and the event strategy.30 This paper will examine those 
three strategies in depth and analyze three different internet archives which employ these strategies. 
This analysis will provide a comparison of the three methods and an examination of the quality of the 
archives’ material in an effort to determine what it means to archive the internet. 
 
                                                          
26 Megan Sapnar Ankerson, “Writing web histories with an eye on the analog past,” new media & society 14:3 
(2011): 384, DOI: 10.1177/1461444811414834. 
27 Judy Tong, “Responsible Party—Brewster Kahle; A Library of the Web, on the Web,” New York Times, 8 
September 2002, accessed 25 January 2016, http://www.nytimes.com/2002/09/08/business/responsible-
party-brewster-kahle-a-library-of-the-web-on-the-web.html  
28 Anderson, 114. 
29 Scott G. Ainsworth, et al., “How Much of the Web is Archived?” (paper presented at the Joint Conference on 
Digital Library, Ottawa, Canada, 13-17 June, 2011). 
30 Niels Brügger, “Historical Network Analysis of the Web,” Social Science Computer Review (2012): 310, 
accessed 29 October 2015, DOI: 10.1177/0894439312454267.  
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2.2 Snapshot Strategy 
Brügger’s definition of the snapshot strategy includes a large number of websites harvested, 
at the domain level (e.g. .dk, .au, .com) with no limitations set, and with the goal to capture as many 
websites as possible.31 For the snapshot strategy, I will analyze arguably the most popular and well-
known initiative, the Internet Archive (IA), based in the United States. As stated before, the IA was 
established in 1996 by Brewster Kahle. The IA houses digitized collections of material including audio, 
television, films, academic journals, books, and much more. Its most popular feature is undoubtedly 
the Wayback Machine (WM), which lets users access and browse web pages that have been archived 
by the initiative. Also, since the IA is so prevalent among internet archiving initiatives, a significant 
amount of literature has been written on it. 
The IA employs the snapshot method by periodically “crawling” websites with bots. These 
bots are programmed to take snapshots of any websites they come across, essentially creating a copy 
of what a website looks like at a certain instance in time. The snapshots are then deposited into the 
IA and accessed through the site’s Wayback Machine. If a user types in a URL, they will be directed to 
a calendar which shows how many times the website has been snapshotted on each day. A user can 
then choose a date and time from those available and, theoretically, be brought to a working version 
of the website at that specific instance. Since the IA has been active since 1996, some websites have 
snapshots from as far back as then. However, in almost all cases, snapshots have become more 
frequent in the past few years. 
Some of the problems that have plagued archivists since the beginning of internet archiving, 
and persist even today, are a matter of content: Peter Lyman asserts, “The hard questions are how 
much to save, what to save, and how to save it.”32 The IA tackles this problem by attempting to save 
everything: “The [Internet] archive’s goal is to index the whole Web without making any judgments 
about which pages are worth saving.” 33  If this seems like a lofty goal, it certainly is, especially 
considering the number of websites in existence.  
According to the IA’s own website, there are today over 445 billion34 web pages saved in the 
Internet Archive. However, thousands of new websites are created daily—according to one source, 
over 500 each minute35—so the realistic possibility of the IA snapshotting all of those websites seems 
rather slim. It seems to be inefficient on a practical level as well. As Myriam Ben Saad and Stéphane 
Gançarski state, “Owing to the limitation of resources such as storage space, bandwidth, site 
politeness rules, etc., Web archive systems must avoid wasting time and space for storing/indexing 
some versions [of websites] with unimportant changes.” 36  A case can certainly be made for the 
                                                          
31 Ibid. 
32 Lyman, 39. 
33 Mike Thelwall and Liwen Vaughn, “A fair history of the Web? Examining country balance in the Internet 
Archive,” Library & Information Science Research 26 (2004): 162. 
34 As of 9 November 2015. I did, however, notice an inconsistency with this number. In a research project I 
completed earlier in the year I took a screenshot of the Wayback Machine’s homepage [see Plates 1 and 2] and 
the number of websites archived was 456 billion. There is no explanation as to why several billion webpages 
are no longer archived. 
35 “Ever wondered how many websites are created every minute?” Co-Net, accessed 16 November 2015, 
http://www.designbyconet.com/2014/06/ever-wondered-how-many-websites-are-created-every-
minute/?utm_content=10692906&utm_medium=social&utm_source=googleplus. 
36 Myriam Ben Saad and Stéphane Gançarski, “Archiving the web using page changes patterns: a case study,” 
International Journal on Digital Libraries 13 (2012): 38, DOI: 10.1007/s00799-012-0094-z. 
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inefficiency of snapshotting the Facebook login page 69,278 times37, considering it has changed maybe 
a handful of times since the website’s inception in 2004. 
Another drawback of the method employed by the IA is its search functionality: currently, 
websites are only accessible by their URLs, which users need to know in order to see the relevant web 
page.38 There is no way to perform a text- or keyword-based search on the entire database of websites. 
However, in a study on the users of the Portuguese web archive, Costa and Silva found that users most 
commonly desired one thing in their use of internet archives: “The most commonly sought [feature] 
was seeing and exploring the evolution of a web page or site.”39 The Internet Archive appears to meet 
these needs as it is. But it raises the question, is this method useful for academic research? For the 
average, nostalgic internet archive user, browsing by the URL is enough, but for academic research, a 
more thorough, detailed search method would undoubtedly be more beneficial. Ian Morrison is highly 
critical of the method employed by the Internet Archive: 
[I]n effect…contributions to the internet Archive are voluntary. The archivist 
has relinquished control of the contents of the archive [since publishers can 
opt out of bot crawlers], what comes in and what is left out. This ‘let it be’ 
approach, while superficially attractive, ignores one of the basic principles of 
information management. To put it crudely, if your aim is to get something 
out of a system, it helps a lot to have some kind of rough idea what sorts of 
things are in there.40 
In addition to the hundreds of websites created every minute, websites are also constantly 
deleted from the internet without any notice to users unless they try to access the site.41 In this case, 
the IA becomes a valuable resource, especially if the website is being used for research purposes. 
However, there still remains the problem of potentially broken links, even in snapshots, that lead to 
more inactive websites. Peter Lyman wrote in 2000 that “the average Web pages contains 15 links to 
other pages or objects and five sourced objects, such as sounds or images.”42 If this was true fifteen 
years ago, that number has undoubtedly increased exponentially. For example, news websites contain 
links to numerous articles, related websites, and advertising web pages; and, in some comments 
sections, readers can increasingly find links to personal Facebook profiles of those who have 
commented on specific articles. 
Thelwall and Vaughan, however, note a serious bias in the contents of the Internet Archive. 
The majority of its material seems to come from the United States, and an even larger portion of the 
material is only available in English.43 This is not surprising since the IA is based in the United States, 
and that many countries have their own archiving initiative to preserve their own material, but this 
calls into question the IA’s goal of archiving the entire internet. Perhaps they should amend the 
statement and attempt to archive the entire English language internet. Still a lofty goal, but one that 
may be somewhat more attainable. This also makes sense since the IA has become the de facto 
                                                          
37 As of 9 November 2015 
38 Miguel Costa and Mário J. Silva, “Understanding the Information Needs of Web Archive Users”(paper 
presented at the 10th International Web Archiving Workshop, Vienna, Austria, 22-23 September, 2010). 
39 Ibid. It must be noted, however, that Costa and Silva only had a sample size of 21 participants, and their data 
may not be entirely representative. 
40 Ian Morrison, “www.nla.gov.au/pandora: Australia’s internet archive,” The Australian Library Journal, 48:3 
(1999): 277, DOI 10.1080/00049670.1999.10755889 
41 Lyman, 38. 
42 Ibid., 41. 
43 Thelwall and Vaughan, 168 
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national web archive for the United States, and it often works together with the Library of Congress 
and the U.S. National Archives during its preservation efforts. 
The internet becomes ever more interconnected as time goes on which raises another 
question: where does one web page or website end and another begin? Could the IA’s bots 
theoretically be snapshotting websites without any end? Thelwall and Vaughan assert that, to avoid 
this problem, “…search engine crawlers must either have human intervention or a heuristic to stop 
crawling sites that appear to be dynamically serving pages without limits.” 44  One cannot argue, 
however, that the IA is lacking in content. With its billions of web pages, it certainly provides a 
considerable addition to internet archiving initiatives, even with its drawbacks. 
2.3 Selective Strategy 
An archive employing the selective strategy usually includes a limited number of websites, 
usually selected individually in advance, and which meet some sort of criteria.45 In the technical aspect, 
the selective strategy is the same as the snapshot strategy. Both employ crawlers to take snapshots 
of webpages and websites; however the main difference is that the selective strategy involves 
archivists actively choosing which websites are archived. A worthy example of the selective strategy 
that Brügger suggests is the National Library of Australia’s PANDORA project. Unlike the United States 
government, Australia’s government funded National Library recognized the importance of 
documents published only on the Web early on: “In 1995, the National Library identified the issue of 
the growing amount of Australian information published in online format only as a matter needing 
attention. It accepted that it had a responsibility to collect and preserve Australian online publications, 
despite the challenges of this new format.”46 This already provides a contrast to the methods of the 
IA, namely that the PANDORA initiative is concerned specifically with Australian publications. Because 
of this, the PANDORA initiative falls firmly under the category of the selective strategy.  
PANDORA has precisely defined guidelines for what is to be included in the digital archive, 
which can vary slightly between participating agencies47: “Each agency contributing to the Archive 
publishes its selection guidelines on the PANDORA Web site and together these define the scope of 
the Archive.”48 In general, PANDORA is concerned with all websites produced under the “.au” domain, 
i.e., websites that are produced in Australia and have something to do with Australia. However, the 
archive does not select all the websites in this domain for archiving. In contrast to the IA, “high priority 
is given to government publications, academic e-journals and conference proceedings.”49 Phillips and 
Koerbin provide this succinct description of the type of material considered by the NLA: 
To be selected for archiving, a significant proportion of a work should be about 
Australia, be on a subject of social, political, cultural, religious, scientific, or economic 
significance and relevance to Australia and be written by an Australian author, or be 
written by an Australian author of recognised authority and constitute a contribution 
to international knowledge. It may be located on either an Australian or an overseas 
                                                          
44 Ibid., 165. 
45 Brügger, “Historical Network Analysis of the Web,” 310. 
46 Margaret E. Phillips and Paul Koerbin, “PANDORA, Australia’s Web Archive”, Journal of Internet Cataloging, 
7:2 (2004), 20, DOI 10.1300/J141v07n02_04.  
47 For a list of all participating agencies, see the pamphlet titled “PANDORA: Australia’s Web Archive” available 
on the NLA website: http://pandora.nla.gov.au  
48 Phillips and Koerbin, 20-21. 
49 Pamphlet produced by the National Library of Australia and Partners, PANDORA: Australia’s Web Archive (12 
June 2013). 
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server. Australian authorship or editorship alone is insufficient grounds for selection 
and archiving.50 
The goal of PANDORA is to preserve digital documents that represent Australian culture, history and 
events, so the archive is naturally much more selective, especially compared to the IA. This method of 
internet archiving necessarily requires more effort on the part of archivists as well. Whereas the IA 
crawls websites based on popularity and traffic, websites considered for PANDORA must be 
individually perused by archivists to see if they are of use to the archive. This become especially true 
when archivists venture outside the range of the “.au” domain. As noted in the above quotation, 
relevant websites “may be located on either an Australian or an overseas server,” meaning they may 
not necessarily fall under the “.au” domain. 
 Ian Morrison asserts that “[selectivity] is our normal practice. No library (or archive for that 
matter) acquires and retains everything.”51 This is indeed the model that physical libraries and archives 
follow, as well as the all-digital PANDORA initiative. And again, comparisons would suggest that this 
method is much more logical and research-oriented than the catchall method employed by the 
ambitious Internet Archive. Another fact that supports PANDORA’s more research-based nature is that 
the website allows for full-text searching, meaning that users can search by topic instead of only by 
URL.52 
2.4 Event Strategy 
 Brügger’s definition of an even strategy archive includes websites and activity related to a 
specific event, usually only collected over a certain period of time.53 One example of an event-based 
archive is the September 11 Digital Archive54, made up of documents, photos, audio, art, video and 
other digitized items regarding the terrorist attacks of September 11, 2001 in the United States. This 
archive started out as a private project in early 2002 sponsored by the Alfred P. Sloan Foundation, “a 
major funder of a number of digital and media and digital preservation initiatives.”55 Its contents have 
since been acquired by the United States Library of Congress. There is considerably less literature on 
the 9/11 Digital Archive, which is not unusual considering its relatively small scope, especially 
compared with the IA and PANDORA. The 9/11 Digital Archive is almost entirely dependent on 
contributions from people who donate material related to the events of September 11, 2001, and the 
archive is composed of both born-digital material as well as digitally converted copies of physical 
material.   
 The topic covered in this archive is made clear by its title, as would be expected from an event-
based archive. A user will have a general idea of what to expect and, theoretically, would come to this 
archive specifically with the intent to research September 11, 2001. 
 This archive, while clearly falling in the category of an ‘event’ archive, also employs methods 
used in the selective strategy. The creators realized early on that because of access to digital media at 
the time, “the initial spate of digital submissions tended to be skewed toward particular groups and 
individuals who were largely white and middle class.” 56  They then made an effort to include 
                                                          
50 Phillips and Koerbin, 21. 
51 Morrison, 275.   
52 PANDORA pamphlet. 
53 Brügger, “Historical Network Analysis of the Web,” 310. 
54 http://911digitalarchive.org  
55 Stephen Brier and Joshua Brown, “The September 11 Digital Archive,” Radical History Review 111 (2011): 
102, DOI: 10.1215/01636545-1268731. 
56 Ibid., 105. 
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submissions by groups who, previously, may not have known about the project or may not have had 
access to it. The creators wanted to have as broad a spectrum of accounts of the event as possible, 
which necessarily required some work on their part. Even with this effort, however, there are some 
harsh critics of the archive’s methods. 
Claudio Fogu, writing from a historical perspective, is quite critical of the 9/11 Digital Archive 
and its apparent disregard for archival practices in general. The archive operates in a democratic 
manner since, as mentioned above, the submissions come from people affected, in some way or 
another, by the events of September 11. This, according to Fogu, is not an ideal way to run an archive 
since “the uploaded files are organized according to their medium (e-mails, audio-video, stories, 
images, and so on) and no ‘subject’ catalogue directs the visitor toward any particular interpretive 
framework.”57 He further claims that this archive is not “history” in the sense that the emphasis is on 
“experience rather than action, and…witnessing rather than making.”58 A lack of narratives in the 
archive prevent the contextualization of the event and the fact that the founders of the archive are 
not interested in creating narratives “could not be more explicitly counter-historic.”59  
Similarly, in his article analyzing the 9/11 Digital archive and similar event archives, Timothy 
Recuber repeatedly refers to the archive as a “digital memory bank” instead of an archive.60 He claims 
that this and other event-based archives are rather a form of self-help for the people who produce 
and consume (hence his use of the term “prosumption” in the title of his article) the contents of the 
archive and actually less useful as functioning archives. He further states that unlike traditional 
archives, the 9/11 Digital Archive’s “model is the database rather than the narrative,”61 similar to 
Fogu’s opinion. 
 It is important to note that the contents of an event archive can differ somewhat compared 
to that of a snapshot or selective archive. While the first two are concerned primarily with the 
preservation of websites and similar material native to the internet, the event archive is not limited 
to only content originating from the internet. The 9/11 Digital Archive specifically contains webpages 
related to the event, but also collects digitized or converted material that was not originally located 
on the web such as photographs, documents and personal accounts. This difference makes the event 
archive no less important, but in order to complete a thorough analysis on this type of archive, it is 
essential to note that it differs in this way from both the selective and snapshot type archives. 
 The rest of this thesis will be concerned with a more in-depth analysis of the three previously 
mentioned internet archives as well as my conclusions on the question of what it means to archive 
the internet in reference to these archives. 
3. Research Methodology 
 To assess each of the three archives I studied in my research, my goal was to answer a series 
of questions to determine the accessibility and the user-friendliness of each archive. To determine 
these two factors, I sought answers to the following questions: 
1. Is the archive easy to use, not requiring a tutorial or explanation from an outside source? 
2. Is there an easily visible search function on the archive’s website? 
                                                          
57 Claudio Fogu, “Digitalizing Historical Consciousness,” History and Theory 47 (2009): 108. 
58 Ibid. 
59 Ibid., 109. 
60 Timothy Recuber, “The Prosumption of Commemoration: Disasters, Digital Memory Banks and Online 
Collective Memory.” American Behavioral Scientist 56.4 (2012): 533. 
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3. Does the search function offer customizing options to widen or narrow searches (e.g. date, 
URL)? 
4. Does the archive offer keyword search? 
5. Does the archive offer full-text search? 
6. Is there a logical sorting of results (e.g. by relevance, subject, etc.)? 
7. Does the archive offer context for its results? 
While not exhaustive, these seven questions will give a better idea of the accessibility and user-
friendliness of the archives as well as the overall quality of the material stored in these archives. 
4. The Internet Archive 
4.1 Introduction 
 In this section I will look more closely at how the Internet Archive employs the snapshot 
strategy of internet archiving: how does it work in practice? What are the results of snapshotting the 
internet? How well does this strategy work? I will conduct sample searches to answer these questions. 
I will also look at the user-friendliness of the Internet Archive, accessibility to the information stored 
in the IA, as well as some of the benefits and drawbacks of the snapshot method. Finally, I will provide 
an answer to what it means, for the IA, to archive the internet. 
4.2 Background 
The Internet Archive (IA) is arguably the most well-known web archiving initiative. It was 
founded in 1996 by Brewster Kahle, an American computer engineer and “advocate of universal access 
to all knowledge.”62 In recent years, the IA has become synonymous with its Wayback Machine (WM), 
the interface that allows users to access websites archived by the IA. The IA does contain multitudes 
of other digitized information including audio recordings, television programs, scanned books and 
scholarly journals, but this analysis will focus purely on the website archiving aspect of the Internet 
Archive.  
The goal of the IA is to archive the entire internet. As I mentioned previously, the IA follows 
the snapshot method of web archiving, which puts very few limitations on what is included in the 
archive. Theoretically, the only sites that the IA cannot access are those protected by passwords and 
sites that include a text line in their coding to block web crawlers. Currently, the IA’s hardware stores 
about 50 Petabytes of information, which includes the whole of the Wayback Machine, all the books, 
audio, and video and other collections, as well as the unique data created by the IA.63 One Petabyte 
contains 1000 Terabytes, and each Terabyte contains 1000 Gigabytes which gives an idea of just how 
much information is actually stored by the Internet Archive. According to the IA’s FAQ page, the 
Wayback Machine alone holds over 23 Petabytes of information, which is more than any of the world’s 
libraries, including the Library of Congress. 
4.3 The Basics—How does the Internet Archive work? 
The IA uses a web crawler called Heritrix64, which was developed by the IA itself. It is an open 
source program, so the software is available for use by anyone, and it is indeed the most popular 
crawler among web archiving initiatives. The web crawlers are programmed to capture any and all 
                                                          
62 “Brewster Kahle,” Wikipedia, accessed 24 November 2015, https://en.wikipedia.org/wiki/Brewster_Kahle. 
63 “Petabox,” The Internet Archive, accessed 27 November 2015, https://archive.org/web/petabox.php. 
64 I will not go into great detail about the technical aspect of the web crawler, but the IA published a paper 
detailing the development of Heritrix and its methods about a year after it was released. The paper is titled 
“An Introduction to Heritrix” and is cited in the Bibliography. 
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websites they come across, unless met with a blocking command. Creators of websites must take the 
initiative themselves to place these commands in the design of the websites if they wish the 
information to be kept out of the IA. The IA’s FAQ also includes specific instructions on how to block 
the crawlers from harvesting a website, which puts the onus on the creator of the website instead of 
the IA operating on an opt-in policy.  
The Internet Archive’s FAQ provides basic information on the history of the Wayback Machine, 
the technical aspects of the hardware used to store the archival data, as well as numerous disclaimers 
about the possible inaccuracies of snapshots. According to the FAQ, dynamic sites with JavaScript are 
especially difficult to harvest and archive65, which often leads to missing images in the archived 
website. There is currently no method for people to request a crawl of their own websites, but the IA 
suggests installing the Alexa Internet toolbar so it becomes aware of that particular site’s existence. 
According to the FAQ, this increases the likelihood of the website being crawled and included in the 
archive. 
The Heritrix crawlers take thousands of snapshots a day of websites all over the internet. The 
number of snapshots taken depends on the popularity of the website, with the most popular sites 
being snapshotted more times than less popular sites.66 Once the user searches for a URL, a timeline 
and a calendar are generated for that specific website. The timeline shows how far back that specific 
website has been archived with a section for each year, and the calendar shows each day in the 
selected year, and how many times the website was snapshotted each particular day. At the bottom 
of each calendar page is an important disclaimer from the IA: “This calendar view maps the number 
of times [this website] was crawled by the Wayback Machine, not how many times the site was 
actually updated.” This is stated explicitly to avoid confusion on the part of the user who may be 
expecting a record of each update of the website itself, which the IA cannot guarantee. 
Because the number of snapshots of a website depends on its popularity in Alexa’s ranking 
system, this results in thousands of snapshots of websites like Facebook, Google and Twitter. A 
snapshot of any of these three sites consists only of the main login screen in the case of Facebook and 
Twitter, or the search bar in the case of Google. Since Facebook and Twitter are not publicly accessible 
and require a password to get any further than the login screens, the crawlers are not allowed past 
those main screens. Similarly, since Google is used as an interface to access other information, 
specifically other websites, there is little information on Google’s website itself that is able to be 
archived. So what ends up being archived are thousands of copies of essentially useless login screens 
and search bars. This reveals a flaw in the IA’s methods of crawling volume depending on website 
popularity. Facebook, Google and Twitter are undoubtedly some of the most popular websites on the 
internet, but that does not mean that snapshotting their login screens and search bars is useful in an 
archival sense. These are all interfaces to get to the actual information behind the main pages. And it 
is usually this actual information that users are interested in, not the interfaces that protect them. 
However, this is not to say that all information gathered by the IA is without value. Indeed, for 
many websites, the opposite is true. For example, news websites change constantly, often several 
times in one day. Snapshotting news websites is much more useful in an archival sense because a user 
                                                          
65 “Frequently Asked Questions,” The Internet Archive, accessed 27 November 2015, 
https://archive.org/about/faqs.php#The_Wayback_Machine.  
66 The site rankings are taken from Alexa Internet, another company founded by Kahle, which provides 
information on website traffic and global popularity rankings based on that traffic. The websites included in 
Alexa’s rankings are of websites that are publicly available, so it does not include those protected by a paywall, 
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can then access the site through the Wayback Machine and see what news was being reported on a 
certain date and time. This has proved especially true for researchers of political campaigns and 
elections. News websites are an ideal place to find information on developments in elections, and the 
IA stores a large number of snapshots of these websites. Since the websites stored in the IA are 
searchable by URL, it becomes simple to see the evolution of a political campaign as reported by a 
single news site. However, news websites fall victim to the same inaccuracies mentioned previously, 
which I will explore more thoroughly in section 4.5, titled “The Internet Archive in practice.” 
4.4 The Wayback Machine 
To delve more deeply into the setup of the Internet Archive, a closer look at the Wayback 
Machine is needed. For the first five years of the Internet Archive’s existence, the information 
gathered was stored at the IA headquarters in San Francisco and available to researchers at the 
discretion of Kahle.67 The Wayback Machine was introduced to the public in 2001 and, while at the 
time it was an innovative addition to the Internet Archive, it has arguably changed very little in the 
way of functionality since then. Unless a researcher has the ability to travel to the Internet Archive 
headquarters in California, the only way to access archived websites is through a URL.68 A user must 
know the exact URL of the website they wish to access, and use the search bar on the WM’s interface 
to access that website. This works well in the case that the user wants to see what a website looked 
like on a certain date in the past.  
However, this limiting method encounters a downfall when the user wants to search by 
subject instead of URL. There is no way to search the WM for a specific subject from a specific time. 
For example, if a user wanted to find information published online about the 2008 Olympics in Beijing, 
the user would have to search first for a website they know (or rather hope) would have information 
on the Olympics. The first kind of site that comes to mind is, of course, a news website. So the user 
can search for, for example, cnn.com through the WM interface. The user would then have to find the 
specific dates they require for the research (i.e. the dates that the Olympics occurred) and hope that 
cnn.com had been snapshotted on those dates in 2008. If there are indeed snapshots for the desired 
days, the user then has to check each snapshot for information on the Beijing Olympics. Snapshots of 
websites stored in the WM contain no metadata about the information contained in the snapshot 
except the date and time it was taken,69 so without manually checking each snapshot, there is no way 
for the user to know if the snapshot contains relevant information. This becomes a time consuming 
task if the user requires information from multiple sources about the Beijing Olympics because he or 
she would have to go through the same process for each snapshot of each different website. Although 
searching in this method may seem foreign to users accustomed to using Google and similar search 
engines to find information, it is actually reminiscent of how archives are traditionally accessed via 
institutions. 
The IA is, however, aware of this limiting feature in their software and is attempting to rectify 
the problem. The organization has received a grant and is hoping to make the contents of the Wayback 
Machine searchable by 201770, which would vastly improve its usefulness from a research perspective. 
                                                          
67 “Wayback Machine,” Wikipedia, accessed 25 November 2015, 
https://en.wikipedia.org/wiki/Wayback_Machine. 
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There is one relatively recent addition to the WM that already improves its functionality from 
the perspective of a researcher, and that is the “Save a Page” feature which was introduced in October 
of 2013.71 This allows a user to save a snapshot of a webpage that has not previously been stored in 
the IA. This is especially useful when using websites as sources for academic research, because so 
often links become unusable after a period of a few years, or URL changes cause the page to not exist 
at the same address as it did during the time of the citation. By using the “Save a Page” feature, the 
user can provide a link to an archived version of the webpage (stored on the IA) which will appear, 
theoretically forever, the same way it did when the user first accessed the site. 
4.5 The Internet Archive in practice 
 To get a better understanding of the archival material collected by the Internet Archive, I 
previously completed a project to analyze its functionality when dealing with one specific website. I 
chose the BBC News website, a site that I personally have been visiting for over ten years. Having had 
little experience with the IA at first, I was optimistic when I began my research. However, this quickly 
diminished when I saw the numerous mistakes and inconsistencies in the archived webpages. 
As mentioned above, the only way to search through a URL is by date. I began my research by 
choosing a random year to analyze: 2001.72 I used the current URL of bbc.com/news. There were only 
three dates with snapshots for the entire year73, so I looked closely at each one of them. In two cases, 
the date of the snapshot on the calendar did not match the actual date of the snapshot of the website. 
The snapshot for the page from 17 April was met with an “Error 404” message meaning the URL was 
incorrect, which is exactly one of the problems the IA tries to solve with its snapshot method. 
Another date I analyzed, 10 April 2006, was completely inaccurate. The calendar showed one 
snapshot taken on that date at around 12:30 am. When I clicked the link a message appeared saying I 
was being taken, at first, to the snapshot of the correct date. The page then refreshed, without any 
action on my part, and said I was being taken to the 8th of April instead. When I finally arrived at the 
snapshot, it was of the 9th of April. There is no obvious explanation for these inconsistencies but one 
can venture to guess that once the websites are crawled by the Heritrix bot, they are stored in the 
archive without any further human intervention. The IA itself does not mention the level of employee 
interaction with the crawled websites, so it is difficult to pinpoint why exactly mistakes like this occur. 
The sheer amount of websites crawled by the IA also add to the likelihood of mistakes since it is 
impossible for IA employees to spend enough time looking through all snapshotted websites for 
mistakes. Considering there are currently over 400 billion websites in the archive, by the time those 
were checked for mistakes, there would probably be several billion more to assess.  
One of the other inconsistencies I noticed is the changing of URLs. Since its inception 199174, 
the BBC News website has operated under three different domains: bbc.co.uk/news, news.bbc.co.uk 
and the current domain, bbc.com/news. Currently, when typed into a web browser the first two URLs 
redirect to bbc.com/news. However, in the Internet Archive, the three URLs all have different numbers 
of snapshots.75 The URLs often do not overlap, so if a date is missing in one of them it will likely be 
available in one of the other URLs. I found that this was indeed the case for the 2001 snapshots. The 
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74 Einar Thorsen, “BBC News Online: A Brief History of Past and Present,” in Web History, ed. Niels Brügger 
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initial search that yielded the three results for 2001 was for the URL bbc.com/news. If I search the 
same year for the URL bbc.co.uk/news, only one of those dates, 17 April, is available for both, and 
both URLs show a similar error message making the snapshot essentially useless. Searching for the 
URL news.bbc.co.uk yields none of the three dates I initially found, but has more dates snapshotted 
overall for the year 2001. These inconsistencies not only create inaccuracies if a user does not know 
to look for multiple URLs, but also add yet another step in the research process if a website has 
changed its URL over the course of its existence. 
It is important to note that with news websites, especially, it is considerably easier to notice 
mistakes like this. Most websites that do not update on a daily basis also do not usually have a date 
on their homepage. One example (although there are of course many where this is true) of a website 
where it is more difficult to track these inaccuracies is Project Gutenberg (gutenberg.org), a website 
dedicated to offering free digitized versions of books whose copyrights have expired. This is not a 
website that updates daily, or at least not in a noticeable way. The changes to this site seem to be 
mostly of an aesthetic nature or to improve design and functionality of the site. On snapshots of the 
main page, a “last updated on” note can be found at the bottom of each page. As this is the only date 
visible on the site, it is difficult to know, unlike on a news website, if the snapshot is actually from the 
purported date, or if it is off by a few days, as is common with the BBC News snapshots. 
While there are many inconsistencies in the actual archiving process used by the IA, it is 
important to note that this does not diminish the fact that the WM has been very useful in real-world 
situations. One significant instance was during the immediate aftermath of the shooting down of flight 
MH17 over Ukrainian airspace. After the plane was shot down, Russian military officer and supporter 
of Ukraine’s pro-Russian separatist movement Igor Girkin posted videos and wrote a blog post 
claiming responsibility for the attack.76 While the blog post suggested that he initially believed the 
plane to be Ukrainian military, once it was revealed that it was indeed a Malaysia Airlines passenger 
plane, Girkin deleted the post. However, because his blog had been selected for archiving by the IA as 
part of a group of relevant Ukrainian and Russian websites, this blog post was archived, and now 
remains the only evidence that Girkin made a post at all.77 He has since denied having any involvement 
in the shooting down of the plane, but his now-deleted post suggests otherwise. Without the snapshot 
of his blog stored in the WM, today there would be no trace of his claims and nothing directly 
connecting him to the tragedy. 
4.6 An unexpected use—The Wayback Machine in the legal community 
 Something not anticipated by the Internet Archive was how useful the Wayback Machine 
would be in legal cases. An article written for the Journal of Internet Law mentions the usefulness of 
internet archives in cases of copyright infringement, privacy laws and contract disputes, among 
others.78 The Wayback Machine can also be useful in cases of arbitration. Snapshots were used in a 
case between Echostar Satellite Corp. and Telewija Polska USA to prove that “Polska had maintained 
Echostar’s trademarks on Polska’s web site after their right to use the trademark had expired.”79 In 
another case, snapshots from the WM of comments on a website were used to discredit a key witness 
in a Canadian murder case. Without the help of the WM, “the trial would have progressed, as the 
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defense attorneys were unaware of the existence of the archives and had only researched the witness 
with Yahoo!’s primary search engine.”80 
Of using the Wayback Machine in court cases, patent lawyer Matthew Fagan says, “The 
practice has become so common that many attorneys, when presented with a web site, ask their 
assistants to ‘do a Wayback on that.’”81 He also goes on to state that cached websites, such as those 
snapshots stored in the WM “are more reliable than other kinds of evidence because they are not 
under the control of the plaintiff or defendant, but are usually controlled by a third, disinterested 
party.”82 In this case, that disinterested party is the Internet Archive. 
The Internet Archive itself states that the Wayback Machine and its contents were never 
intended for legal use and they do not provide any legal services to legitimize website snapshots. Since 
the IA has no specialized legal staff, this statement is designed to discourage users from seeking 
verification from IA staff. They do provide information for lawyers on how to obtain verification from 
the IA, but the language is this FAQ section heavily implies that the IA would rather not be involved in 
legal proceedings.83 However, since everything contained in the archive is free and open for public use, 
it is not surprising that lawyers and arbitrators have taken advantage of this tool. The IA takes no 
responsibility for the content of the archived web pages either, as the rights to the information still 
belong to the owner or creator of the site. 
 This is not to say, however, that evidence presented via the Wayback Machine is always 
allowed in court. Judges have discredited evidence obtained through the Internet Archive in the past. 
In the US, pieces submitted into evidence must comply with the Federal Rules of Evidence. Under 
these rules, objectors can claim that snapshotted websites fall under the category of hearsay. 84 
However, it is often left up to the judge or jury to decide if something can be admissible as evidence 
and then if it should be trusted or not. As stated in the Echostar/Polska case, “the Internet Archive 
does not fit neatly into any of the non-exhaustive examples” of what constitutes admissible 
evidence.85 It could be the case that this technology is still too new and considered untrustworthy by 
those who discredit it. Using snapshots of websites as evidence is still fairly new terrain in the legal 
world and it is unsurprising that many doubt its legality and that judges are left to interpret existing 
laws to apply to electronic evidence. I believe, however, in the future that this practice will become 
more commonplace and more accepted as a viable resource for evidence. 
4.7 Conclusions 
 The Internet Archive and its Wayback Machine are quintessential examples of Brügger’s 
snapshot method of internet archiving. The goal of the Internet Archive is to archive, simply put, 
everything. This may be an oversimplification and an impractical goal, but it is the IA’s goal nonetheless. 
However, this goal does not seem to have arisen out of some well thought out plan from the IA. This 
goal is in no way systematic and seems, actually, to be almost accidental. Because the IA set no limit 
on what was to be archived, it eventually became convenient to say that its goal was to archive 
everything. And because this goal is so all-encompassing, it also includes a lot of useless information. 
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As seen through the case studies I completed, there seems to be very little human intervention 
in the accrual of archival material. The number of mistakes, especially in the records of news websites, 
suggests that once the crawlers have finished their job, the snapshots are stored in the Wayback 
Machine without any further action on the part of IA employees. However, given the sheer amount of 
data that the Internet Archive acquires every day, this is hardly surprising. With a goal this lofty, it is 
nearly impossible to create a perfect archival record, if such a thing exists in any archive. Brügger 
personally encountered the difficulty of archiving a news website in his attempt to archive a Danish 
site during an Olympic badminton match: When he began archiving the website, the main page was 
announcing an upcoming match, and by the time the website had finished archiving, over an hour 
later, the front page had already changed announcing the winner of the match.86 Since, as I mentioned 
before, the creator and the archivist of a website are rarely the same person, this phenomenon occurs 
rather frequently. 
For all the inaccuracies in the contents of the WM, the archive itself is very user-friendly. It 
does not require a lengthy tutorial prior to use, and the simple layout of the website lends itself to 
quick searching by users. At the time, there are no search customization options, keyword search or 
full-text search, but as mentioned before the IA is working to improve that. Search options are clearly 
and logically sorted, if only by date, and similarly, time and date are the only contextual details 
provided in search results. Anyone with a computer and an internet connection can access the 
contents of the Internet Archive by way of the Wayback Machine, which brings us one step closer to 
Brewster Kahle’s goal of universal knowledge for everyone. If you are looking for a one hundred 
percent accurate record of the internet (which does not exist), the IA is not for you, but it is arguably 
the only archive that even comes close to that virtually unreachable goal. 
So what are the benefits and drawbacks of the snapshot method of internet archiving? One 
obvious benefit is the sheer amount of websites that are archived, specifically in the Internet Archive. 
A researcher or a casual browser can find websites from as far back as 1996 and see how drastically 
the internet has changed since then. In some cases, the snapshots may be useful for researchers, 
although in my opinion the inability to guarantee the dates on many of the snapshots may be 
detrimental to legitimate scholarly research. The snapshot method has already proven to be of use to 
lawyers and their assistants during cases of copyright law and similar crimes, but even then the 
snapshots are not always accepted as legal evidence in cases.87 While the Internet Archive claims to 
be a source of information for researchers, scientists and other academic professionals, I see its value 
more as one for nostalgia. In an age where everything, especially the internet, changes so quickly, 
people often want to look to the past to see what life was like, even a few years ago. I do believe, 
however, that the contents of the Wayback Machine may have an as yet unforeseen use in the future. 
Since we are still in the early days of the internet, historically speaking, it may not always be clear how 
something like this will be useful in the future. The Internet Archive will certainly help paint a picture 
of what life online was like in the twentieth and twenty-first centuries.  
Finally, I will answer my initial question of what it means to archive the internet. For the 
Internet Archive, archiving the web means trying to capture as much information as possible and to 
keep it accessible for as long as possible. There is very little discretion with regards to the content of 
the IA and the goal seems to be to create as large a quantity as possible of information without making 
any judgment of quality or usefulness to future users of the IA. In short, for the IA archiving the 
internet means trying to save everything, period. 
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5. PANDORA 
5.1 Introduction 
In this section I will examine more closely the National Library of Australia’s PANDORA internet 
archiving initiative as an example of the selective method. There are places where the methods of the 
National Library of Australia cross over with those of the Internet Archive, but its strict selection 
method places it clearly under the umbrella of Brügger’s selective strategy. As with the IA, I will answer 
the following questions: how does it work in practice? What are the results of employing the selective 
strategy? How well does this strategy work for the NLA? I will also analyze the user-friendliness and 
accessibility of the information archived by the NLA and provide an answer for what it means to 
archive the internet from the perspective of the NLA. 
5.2 Background 
 At the same time that the Internet Archive was being developed in California, an ocean away 
the National Library of Australia was also considering the problem of preserving the Australian portion 
of the web. Out of these considerations came the initiative called “Preserving and Accessing Network 
Documentary Resources of Australia,” or PANDORA. The name, according to PANDORA’s website, 
encapsulates the NLA’s mission succinctly.88 Introduced in 1996, PANDORA was Australia’s answer to 
the ever more urgent problem of protecting online publications for posterity.  
 PANDORA is the only one of the three archives in my review that has been associated with a 
national government since its inception. While the Internet Archive works closely with the U.S. 
government and the 9/11 Digital Archive’s contents have been acquired by the Library of Congress, 
PANDORA is the only archiving initiative that started out as a government project. This fact alone 
suggests that the contents of the archive would be more strictly monitored than either of the other 
two projects. It also suggests a more thorough policy towards internet archiving and a level of 
transparency that is not found in either of the other two archives. 
 According to the overview of PANDORA on its website, “the Library extended its collecting 
activity [to the web] to preserve for future generations of Australia content published online” starting 
in the mid-1990s when more “unique” Australian content was beginning to be published online.89 
Since the NLA was already responsible for collecting and archiving physical copies of Australian 
publications, to them it made sense to also expand this process to digital publications. 
The process was not as easy as simply making that decision. Digital publications at the time 
were a new commodity and there existed very little information or legislation on how best to go about 
archiving material published on the internet.  Australia’s Copyright Act of 196890 requires that one 
copy of each edition of a published work be deposited in the National Library, but this law did not, and 
still does not, apply to works published online.91 To this day, only one Australian library, the Northern 
Territory Library, has legislation in place that includes online publications. In order to tackle this 
problem, the NLA developed the Australian Electronic Unit (later renamed the Digital Archiving 
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Section) to negotiate with publishers the right to archive their publications with PANDORA.92 The NLA 
places the responsibility solely on its employees of ensuring that permission is obtained for inclusion 
into the archive. They state explicitly in the Policy and Practice section of the website that “all 
PANDORA staff are responsible for ensuring that only resources for which permission has been 
received are added to the Archive, and that gathering filters and quality checking processes are used 
effectively to this end.” 93  This guarantees that any publications deposited in the archive will be 
presented without legal complications and is freely available to all users of the PANDORA system. This 
also guarantees a larger amount of work on the part of PANDORA employees since they are very active 
in both selecting and harvesting the contents of the archive from the web.  
Beginning in 1998, the NLA invited other state and territorial libraries to join the PANDORA 
initiative and as of today there are a total of ten contributing agencies, including cultural heritage 
organizations like the Australian War Memorial and the Australian Institute of Aboriginal and Torres 
Strait Islander Studies as well as the libraries from each of Australia’s six states.94 The inclusion of these 
agencies allows PANDORA to provide an even more thorough record of Australian internet history. To 
create a coherent archival record, the NLA developed their own policies, procedures and selection 
guidelines for their internet archives, and each of the participating agencies were also required to 
submit their own selection guidelines. Each of the ten did so, and the NLA provides links on its website 
to find the specific guidelines for each contributing agency. 95  These selection guidelines will be 
discussed more thoroughly in section 5.5 of this paper in order to establish a framework of how the 
NLA employs selective strategy archiving. 
That PANDORA follows the selective strategy of internet archiving is not a question, because 
as the NLA states on its own website, the “National Library of Australia has placed a strong emphasis 
on the selective approach” of internet archiving. 96  Below this statement are listed numerous 
advantages to the selective approach such as the fact that each item is assessed individually, each 
item is fully catalogued and placed into the national bibliography, and collection managers have an 
intimate knowledge of the contents of the Archive since they work so closely with the material. Unlike 
the other two archives in this review, however, PANDORA is aware of the downfalls of this method of 
internet archiving and iterates that clearly on their website: 
[M]indful that the selective approach inevitably misses important resources 
and takes them out of context of the web pages to which they are linked, the 
National Library has undertaken large scale harvests of the .au domain 
commencing in June and July 2005. The Library is investigating the legal and 
technical obstacles to providing access to the content of whole domain 
harvests.97 
The mention of context is significant because the NLA takes great care to provide as much metadata 
for each archived website as possible. This is in stark contrast to the IA which provides, at most, the 
date of the snapshot and which is minimally concerned with providing any other metadata. Website 
snapshots inevitably lose some of their context when they cannot be explored like the live web. Losing 
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links to other related websites means that information is lost and that the archival record is 
incomplete.  
 Similarly, the National Library also acknowledges the downfalls of a selective approach of 
archiving with regard to overlooked content. In a paper written to review Australia’s collecting 
objectives, Margaret E. Phillips states that the NLA recognizes the possibility that websites important 
to Australia’s internet history may be overlooked in the process of selection and that it would be 
impossible to notice what had been missed.98 She also mentions the labor-intensive aspect of selective 
strategy archiving, but argues that the benefits of this outweigh the costs, especially when compared 
to the snapshot strategy of the Internet Archive. The Internet Archive might far outpace the NLA in 
terms of volume, but the numerous mistakes present in the website archives and the amount of 
hardware required to store the collected data are not acceptable tradeoffs for the NLA. 
 PANDORA has very high standards when it comes to preserving and cataloguing material. 
Australia’s National Bibliographic Database houses “the full text of archived content in indexed and 
selected titles” and archived material is meticulously catalogued to provide the easiest access for users 
of the archive. The NLA even created a manual with guidelines for its cataloguing procedures, which 
is available on PANDORA’s website. 99  The manual provides detailed instructions for cataloguing 
electronic materials in different formats as well as what to do in cases of loss, damage or change to 
any of the electronic items. 
5.3 Digital preservation standards 
 The National Library of Australia works diligently to preserve digitized material and provide 
permanent access to that material, and is candid about its methods and the challenges faced with 
digital preservation. In the NLA’s Digital Preservation Policy, it is stated that “The Library’s preservation 
role is guided by our key statutory responsibilities to develop and maintain a national collection of 
Australian published and unpublished information resources to ensure they remain available for 
current and future use.”100 Arguably one of the most difficult aspects of that claim to guarantee is that 
of future use. This is true not only of website archiving, but all digital archiving projects. Because of 
changes in technology, hardware obsolescence and the almost exponential growth of digital materials, 
changes in digital preservation can be quick. It is the task of the NLA and other similar institutions to 
try to keep up with these changes to ensure that digital materials will be available in later years. The 
NLA recognizes this and even admits that digital preservation is crucial to its future relevance.101 If the 
NLA and other national libraries and archives do not keep up with technology and the changes in 
information systems, they will cease to be relevant. 
 The NLA’s digital preservation standards are detailed and well thought out with a clear goal in 
mind for preserving Australia’s digital heritage. This includes a claim that they are committed to 
maintaining and ensuring the provenance and authenticity of digital materials in their collections. 
While this should be standard practice for any archiving initiative, the NLA explicitly states their 
commitment to that effort so users will not be left doubting its dedication to the project. This is not 
unexpected for a government organization, but it is a reassuring statement nonetheless. Context in 
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archiving, especially web archiving, is a difficult thing to ensure, so the fact that the NLA recognizes its 
importance is significant. 
5.4 The Basics—How does PANDORA work? 
 The process of archiving with PANDORA begins at the selection stage. Websites are selected 
for harvesting if they meet certain criteria. As mentioned in the literature review section of this paper, 
most of the websites chosen for harvesting have to do with Australian culture and history, discuss its 
political climate, have notable Australian authors or other similar qualifications. 
Once approved for selection, each of the items in the archive are assessed individually before 
they are permanently allowed into the collection. This assessment is done by employees of the NLA. 
They also employ the use of web crawlers similar to the Heritrix crawler developed by the Internet 
Archive. The NLA, in fact, developed their own web archiving program called PANDAS (PANDORA 
Digital Archiving System) “to support the acquisition and management of increasing volumes of data, 
as well as to support more efficient archive building for participants at remote work stations.”102 Each 
of the ten agencies associated with the PANDORA project are required to harvest specific websites 
that fall under their scope. For example, the State Library of Victoria is responsible for harvesting 
websites that have to do with the state of Victoria. This ensures that the NLA is not responsible for the 
entirety of the Australian web which would undoubtedly make its use of the selective strategy more 
difficult. 
Websites are crawled on an individually created schedule depending on the type of content 
published on the website. Websites with few updates can be crawled, for example, as little as once a 
year. News websites can be crawled more often, as can be seen in the case of the Sing Tao Newspaper. 
This Australian Chinese-language newspaper was archived once a day almost every day from July to 
December 2012.103 
After the websites are crawled, they are stored and made available to search through the 
NLA’s Trove search engine. This search engine “enables full text searching of the entire PANDORA 
Archive.”104 The availability of full text searching is a huge benefit to PANDORA and the NLA. One of 
the main drawbacks of the Internet Archive is that a user needs to know the exact URL of a website to 
find any information on it. Because of full text searching, a user of PANDORA can search by subject, 
keyword, topic or URL and most likely find results. It takes time and effort to make an entire archive 
searchable by full text, as evidenced by the lack of the ability to do so on the Wayback Machine. 
However, being that PANDORA is indeed a selective archive, its scope is much smaller and enabling 
full text searching is less of a daunting task than it would be for the Internet Archive. 
PANDORA also provides suggested places to search if something is not available in its own 
archives. The suggestions include Australia’s Government Web Archive, an archive of Tasmanian 
websites, as well as the Internet Archive’s Wayback Machine. Since not every single Australian website 
is captured, PANDORA provides possible solutions in case a user cannot find what they need in the 
archive, which shows that the NLA is committed to helping its users access information in any way 
possible, even if its own archives are unable to do so. 
Ninety-eight percent of PANDORA’s holdings are available to anyone with an internet 
connection. The remaining two percent, restricted for commercial reasons, are only accessible 
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through a single PC in the NLA’s main reading room. 105 All of the information in the archive is available 
free of charge. The Policy and Practice section of the PANDORA website also mentions that Google 
and Yahoo search the contents of the archive to the title level, but do not search the entire text as 
Trove does. 
5.5 Selection guidelines 
 Each of the ten agencies working with the NLA on PANDORA have their own specific set of 
selection guidelines for website archiving. These are available for download on the “Selection 
Guidelines” page of the PANDORA website. Each set of guidelines provide information on the 
collaborative relationship with the NLA and also specify what type of web content each agency 
harvests. The Australian War Memorial, for example, is only concerned with websites that have to do 
with Australian military history while the State Library of Queensland only harvests websites that are 
about Queensland or have a significant amount of information regarding Queensland. 
 Being a selective archive necessarily requires a significant amount of work on the part of the 
employees of each of these agencies, so it makes sense to divide the work among the ten agencies. 
This prevents duplicate archiving and allows for each agency to spend the necessary amount of time 
cataloguing and assessing each item before it is archived. This also ensures the high quality nature of 
the material housed in the PANDORA archive. Similarly, the fact that “each title can be checked for 
completeness and functionality before being added to the Archive” is one of the advantages of the 
selective method of archiving, according to the NLA.106 
 The selection guidelines for each agency also provide the parameters for inclusion into the 
archive. These include the potential research value of the website, specifics on format, and how to 
handle sensitive materials, among other rules. It is important for each agency to narrow down the 
selection criteria because even websites that have to do, for example, with Queensland may not 
necessarily be of any value in an archival sense.  
The research value of a website, current and/or potential, is one fairly difficult matter to assess. 
Since there is so much human involvement in the selective strategy, there is inevitably room for bias 
in that selection. One person may not think a certain website is worth harvesting while another person 
may disagree. The inclusion or exclusion of a website may be left up to the decision of one person. But 
even in general it is difficult to determine what will be useful to researchers in the future. Technology 
changes so quickly that it is almost impossible to know what future researchers will require from 
website archives. The NLA hopes to counteract this by being one of the more “adventurous and 
inclusive” national organizations with regards to website archiving.107 They claim to be less restrictive 
than most national libraries in their requirements for website archiving and thus hope to have a wider 
range of materials available to current and future researchers.  
The overall selection strategy for the NLA is a well thought out collection of requirements, 
disclaimers and goals. As a government organization, dependent on government funding, it makes 
sense that the PANDORA initiative is so organized. They provide a clear description of their selection 
strategy along with those of all ten participating agencies that also provide website archives to 
PANDORA. The overall theme of the selection guidelines focuses on permission to archive the websites 
and the goal to provide a functioning copy of the archival material, both extremely important aspects 
of website archiving. This is especially notable when compared to the Internet Archive’s policy of 
                                                          
105 “Policy and Practice Statement.” 
106 Ibid. 
107 Phillips, 9. 
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archiving everything unless the creator or publisher of the website opts out of the process. Using the 
IA’s strategy would not work well for a government funded archive, and it is important that the NLA 
has developed its own methods to ensure a suitable web archiving practice. 
5.6 PANDAS—A digital archiving system 
 When the PANDORA archiving system was first developed, the National Library attempted to 
find an existing digital archiving system to meet their specific needs. When they were unsuccessful, 
they decided the best solution was to create a system in-house that fulfilled their requirements for a 
digital archiving system. The result of this decision was the PANDORA Digital Archiving System, or 
PANDAS.108 This system was specifically “designed to support the workflows defined by the staff of 
the National Library’s Web Archiving Section, and also adopted by other PANDORA participants.”109 
Some of those workflows include the selection of material, harvesting files, assessing the quality of 
those files, and the eventual archiving of the harvested material.  
 Because the other PANDORA participants are spread all around Australia, one of the main 
requirements of the system was that it allow contributions to be sent to PANDORA from various 
geographic locations. This ability ensures that PANDORA can harvest all their desired websites in the 
same format and with the same level of quality control as is practiced at the NLA itself. This also aids 
in the selection method because it allows each individual agency to focus on its own set of websites 
to be archived and to do so from their own locations as well as relieving the NLA from having to be 
concerned with the entirety of the Australian web sphere.  
 Another benefit of the PANDAS system is that it creates a persistent URL for each archived 
object. The URL is derived from the program’s own numbering system, and the URL appears at the 
bottom of each archived web page, ensuring that it can always be found. Each element of an archived 
object, for example images on a web page, is also given its own persistent URL.110 The level of detail 
present in the PANDAS system is one that is fairly unique among internet archiving initiatives.  
 PANDAS is an innovative example of an organization creating its own software when the need 
arises, and this is especially important for a selective method of archiving. The fact that the NLA 
developed its own archiving system when one could not be found to meet its needs reveals the level 
of importance that the Australian government places on archiving the internet and the seriousness 
with which it approaches the subject. 
5.7 Trove 
 Trove is PANDORA’s full text search engine and the gateway through which users can access 
archived materials. It is in essence PANDORA’s Wayback Machine. Trove also houses the NLA’s vast 
stores of digitized materials such as books, audio and newspapers. These can also be accessed through 
the search feature. 
 The front page of the archived websites section of the Trove search engine promotes the fact 
that the NLA has archived the official websites that covered the 2000 Sydney Olympics, which are no 
longer available on the live web. The Trove search engine also provides a list of featured items that 
users can browse through. A useful addition would have been a “browse” button so a user can get a 
general idea of the contents of the archive. I found something similar by clicking on the search button 
                                                          
108 “PANDORA Digital Archiving System (PANDAS),” last modified 19 May 2014, 
www.pandora.nla.gov.au/pandas.html.  
109 Ibid. 
110 Ibid. 
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at the end of the toolbar without filling in any information, although this was by pure chance. This 
revealed a page which contained a summary of all the archived content, including the number of 
archived objects in each format. Websites make up the smallest portion of this material, with only 300 
selected for archiving by the NLA.111 
5.8 PANDORA in practice 
To get a better idea of how Trove works, and the capabilities of the search engine, I did some 
sample searches through the archives.  
I first did a simple search for “Tony Abbot,” Australia’s current prime minister. Among the 
some 700 hits for website snapshots, there were also results shown for every other type of media 
archived by the NLA. This includes books, photos, journal articles and more. The website results 
included specifications about the number of websites in the archive that contain the search query as 
well as the number of total page versions of those websites that have been captured. The results are 
displayed by URL and each entry also includes the specific pages from the URL that are available in the 
archive.112 For example, the first result for “Tony Abbot” is a Wordpress blog which contains 240 
archived pages that contain that specific search query. The user can then follow the link to those 240 
pages and find a list of persistent URLs, which are developed by the PANDAS program as mentioned 
before, for each archived page and the archived version of the website.  
Users can also limit the search by keywords, which are available on the left side of the screen. 
Each keyword suggestion has a number after it to designate how many results are available. Decade 
and site type113  are two other limiting features available to narrow down a search. I completed 
another search, this time by a specific URL, and discovered some pitfalls of this search method.  
A search for Australia’s government health website by URL led me to some comparatively 
disappointing, or at least slightly more confusing results. There was no listing for the main URL of 
www.health.gov.au. Instead, the results only showed sections of the government health website 
which were offshoots of the main webpage. For example, one of the results listed was the National 
Alcohol Campaign, which is part of the main umbrella health.gov.au URL. The URL for this part of the 
website is www.nationalalcoholcampaign.health.gov.au. This search provided all websites that 
contain “health.gov.au” in their specific URL, but I found it difficult to find an archived record of just 
the health website’s main URL.  In the case of a basic URL search, the Trove program is less useful than 
it would be during a subject search. If a user wanted a snapshot of the main URL, in this case it might 
be more useful to employ the services of the Wayback Machine.114 
One thing that is not clear, however, is how the results are ordered. There is no simple way to 
order the results by relevance or date or anything like that, which would be a beneficial addition to 
the search engine’s features. Overall, though, the Trove search engine is easy to navigate and seems 
to provide very detailed results. The benefit of the full text search capability is tremendous, especially 
when compared with the limited search functions of the Internet Archive. In a way, the full text search 
methods of Trove can be compared to a Google search which seeks out not only relevant titles 
containing the search query, but also searches the text itself to a certain extent.  
                                                          
111 I initially found the 300 website results in November 2015. I repeated the test later to see if there had been 
a change in the number of websites and as of April 2016 there are over 1,900 websites stored in Trove.  
112 See Plate 5 
113 Site type refers to the domain, for example .com and .gov 
114 The health.gov.au URL has been snapshotted 1,256 times by the Internet Archive since 1998. 
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5.9 Conclusions 
 The PANDORA initiative seems to be a very thoroughly developed example of a selective 
archive. It provides detailed goals and strategies for its archiving system, a thorough cataloguing 
system, and a comprehensive search engine to access the holdings of the archive. The NLA addresses 
many of the problems with archiving digital material, and acknowledges its shortcomings, but also 
promises to do its best with regards to preserving and developing its digital archive. 
 In practice, PANDORA is very simple to use and user-friendly as well. The search limitations 
are very helpful in narrowing down the results and the full-text and keyword searches give PANDORA 
a huge advantage since these are something that even most traditional archives lack. PANDORA also 
scores well in the context category since NLA employees work hard to maintain as much context as 
possible. The one downfall is the lack of clear systematic sorting for search results. However, this is a 
minor detail considering the high quality of the archive’s holdings. The result of using the selective 
strategy makes PANDORA a well cultivated source of Australian web history and I believe a very good 
fit for the type of archive that the NLA envisioned. 
 Employees of PANDORA carefully analyze potential submissions to the archive to ensure what 
they believe is the highest quality of archival material in preserving Australia’s culture and history. 
They are committed to providing carefully selected material to users which falls under the relevant 
scope of the NLA’s selection criteria. It is also very important to note that the Australian government 
recognized early on the importance of archiving the web and began their efforts around the same 
time as those of the Internet Archive. Because PANDORA has existed for nearly twenty years, they 
have had ample time to precisely define their goals and their selection methods and they now have 
standards in place to ensure that their selections are useful to current and future users of the archive. 
For PANDORA, archiving the internet is based on the principle of choice and the recognition 
that not everything is worth preserving. Choosing what to allow into the archive is the most important 
aspect of the internet archiving process for the NLA. Of the three archiving methods defined by Niels 
Brügger, the selection method comes out on top as the most labor-intensive and also the most 
detailed in the way of archival description. While there are numerous drawbacks to the selection 
method of archive, such as its previously mentioned time-consuming nature, I believe that this 
method is the most similar to traditional archiving methods: selection is a large part of archiving, in 
both physical and digital archives, and I believe it is key in creating an archive that has significance to 
current and future researchers.   
6. The September 11 Digital Archive 
6.1 Introduction 
 In this final chapter I will discuss in detail the September 11, or 9/11, Digital Archive as an 
example of event strategy archiving. Selection plays a role in event strategy archiving as well, but as 
we will see, the outcome is quite different than that of PANDORA’s archive. I will answer the same 
questions for this strategy as I did for the two previous, namely: how does the event strategy work in 
practice? What are the results of employing the event strategy, and how well does this strategy work 
for the 9/11 Digital Archive? User-friendliness and accessibility will also be taken into account, as well 
as my answer to what it means, for the 9/11 Digital Archive, to archive the internet. 
6.2 Background 
According to a statement on the main page of the website, “The September 11 Digital Archive 
uses electronic media to collect, preserve, and present the history of September 11, 2001 and its 
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aftermath. The Archive contains more than 150,000 digital items” including images, texts and 
photographs.115 The Archive set out to collect material from early January 2002 when the first edition 
of the site was developed116, and actively sought and posted additional material until June 2004.117 
The limited period of time in which the archive was actively seeking out material contributions places 
it definitively in the category of an event archive, according to Brügger’s definition. 
The Archive was organized with help from the American Social History Project and the Roy 
Rosenzweig Center for History and New Media, as well as a donation from the Alfred P. Sloan 
Foundation.118 These organizations are still involved with the project today. The goal of the project, as 
stated on the “About” page is to “present the history of the September 11, 2001 attacks in New York, 
Virginia, and Pennsylvania and the public responses to them.”119 
A copy of the 9/11 Digital Archive was acquired by the Library of Congress in 2003 in an effort 
to permanently preserve the collection.120 Users can still contribute stories, videos or images to the 
Archive today, but it is unclear whether the Library of Congress has copies of any material contributed 
after 2003. I contacted the Library of Congress to find out more information about the addition of the 
9/11 Digital Archive to their collection but I have yet to receive any response.121 
6.3 The Basics—How does the 9/11 Digital Archive work? 
 Although the Archive is still accepting submissions for preservation, it stopped actively seeking 
out contributions of new material in 2004. The Archive is dependent entirely on voluntary submissions 
from people who were somehow affected on the day of the attacks or had something to say on the 
topic. At the beginning, the creators of the Archive sought out submissions from people, initially, in 
New York, Washington, D.C., and Pennsylvania who had directly experienced the events of September 
11, 2001.  
 After the initial seeking-out of materials, the Archive’s creators relied on media exposure, 
word of mouth and other methods of promotion for people to submit material to the collections. In 
some cases, the archive acquired large amounts of material at once, specifically with the Michael 
Ragsdale Flyer Collection, one of the four current Featured Collections on the main page of the website. 
Ragsdale collected flyers, pamphlets, press releases and other types of announcements for over a year 
from the streets of New York City.122  Not all the materials are directly related to the events of 
September 11, but they give a good picture of what life was like in the city in the year following the 
attacks. 
 The process of contributing to the archive is, at first glance, unrestricted and users of the 
archive are still today able to submit something to the archive. There is a link on the main page of the 
website labeled “Contribute” where people can submit their stories, photographs, videos or any other 
materials to the archive. Just by looking at the site, it is unclear if there is a vetting system or any sort 
of verification that goes alone with this process, or if anyone can submit anything for publishing. I 
submitted a sample story under the “Contribute” section to test this and received a notification that 
                                                          
115 http://911digitalarchive.org/ (accessed 20 November 2015) 
116 Brier and Brown, 103. 
117 Recuber, 538. 
118 “About,” 9/11 Digital Archive, http://911digitalarchive.org/about (accessed 1 December 2015). 
119 Ibid. 
120 Ibid. 
121 First email sent 1 December 2015. I sent another one in January, but I have had a similar experience in the 
past with not receiving an answer from the LOC. 
122 http://911digitalarchive.org/collections/show/12 (accessed 30 November 2015). 
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stated “Your contribution will show up in the archive once an administrator approves it.”123 Although 
the period of active collection is over for the Archive, users can, and do, still submit their stories to the 
archive, adding to the multitudes of reactions already housed in the collection. 
 The method for contributing material is also rather limited, but this makes sense since the 
Archive is no longer actively seeking out material. If a user wants to submit a story, there is one form 
question for them to answer: How has your life changed because of what happened on September 11, 
2001? The user can then provide their answer in the space below. One feature that may improve the 
process is the requirement of a title. At the moment, the title section of the form is not required which, 
as will be demonstrated below, results in scores of untitled items in the archive.  
There is also an option to submit a photo (or other image), video or audio, but again the title 
is not required. The only piece of required information for a contribution is the contributor’s email 
address. Adding metadata requirements to the contribution process would simplify the organizing 
process for the website administrators as well as providing valuable information for the archive and 
researchers. 
6.4 The 9/11 Digital Archive in practice 
 The website is divided into sections where users can find and browse items, read more about 
the Archive, view the collections in the Archive and contribute material. Navigating by the “Browse” 
link is probably most useful for the casual user, since there is no discernible system to how the 
materials are organized, and there are over 69,000 items in the Archive. The user does have the option 
to sort by title, creator and date added, but it would be useful to have additional options such as topic 
or format. 
 After clicking on an item (many of which are quite unhelpfully called “Untitled”) the user can 
see spaces to fill out metadata for the item, such as the title, subject, description, creator and to which 
collection the item belongs. However, for many items, especially those without titles, these spaces are 
often left blank. It is unclear whether this is the responsibility of the creator or the Archive 
administrators, but the lack of metadata does not make for easy searching. 
 One item I came across while browsing the site was titled “Please Remove Your Shoes.” Once 
I clicked the link to see more about this item, I saw that this was actually a film. Since there is no 
metadata attached to the item except its title, it was impossible to know that this particular item was 
a film until I clicked on the title. This is true for all other items in the collection as well, which makes 
efficient research slightly more difficult. The item contained information about the film including its 
creator, a release year, as well as a short description. What was not contained in the item, however, 
was the film itself. There were no links to outside sources that hosted the film, no way to download 
the film, basically nothing except the information about it. This adds very little relevant information 
to the archive besides alerting users to the fact that this film exists, somewhere. 
 Similarly, regarding the lack of metadata, there is no way to see on the item’s page when the 
item was actually added to the Archive. Although the user has the option to search by “Date Accepted” 
under the “Research” section, nowhere on an item page does it mention this date. 
                                                          
123 My contribution was eventually published. It can be found at this URL: 
http://911digitalarchive.org/items/show/97098. However, I was not notified that my submission was 
published, nor did a search of my name bring up any results. I only found it because it happened to be the first 
entry under the “Items” tab. This leads me to believe that the contributions are ordered by submission date.  
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 One particularly frustrating element I encountered was the requirement to download image 
files before being able to view them. Some images, usually scanned documents, were viewable on 
their pages in a document viewer, but photographs or digital art had to be downloaded in order to be 
viewed. An example of this is in the Digital Media Projects section under the “Collections” tab. I chose 
to look at Beth Machado’s collection, situated near the top of the alphabetized list. Her collection 
contained two items, labelled “tribute.pps” and “NYC.pps.” I clicked on the first one and was brought 
to a new page with the option to down load the item, but with no preview available.124  
Once downloaded, the item opened a PowerPoint presentation with a series of images of the 
events of 9/11, which could potentially be very useful for someone’s research. However, without any 
metadata, it would be difficult to find these images in a search of the Archive’s material. I happened 
to click on it while browsing the site, but even a simply keyword search of “Beth Machado” did not 
bring up either of her two contributions. I did not find her contributions through searching until I 
selected her name from the “Search Collections” dropdown menu under the “Research” section. Even 
in the PowerPoint presentation itself there was no additional information or context for the pictures. 
Furthermore, a search, in quotation marks, of “tribute.pps” brought up fourteen pages of results, none 
of which contained Beth Machado’s PowerPoint. 
 This is by far not the only downfall of this part of the Archive. The “Research” section is where, 
one would assume, a user could find the most useful information for doing research on 9/11. It 
became almost immediately clear that this was not the case when I began my search with some fairly 
general examples. The keyword search seems to work fairly well for basic results. However, once I 
tried to narrow down my search with specific fields, I encountered numerous problems. Since the 
images hosted in the Archive are one of the main attractions promoted by the site, I tried to search 
“format is exactly image” from the dropdown menus and got zero results. I modified the search a bit 
to read “format contains image” hoping that casting a wider net would get me at least some results; 
however, again the number was zero.  
 I tried searching similarly for materials I knew existed in the archive from previous browsing, 
but had equally dismal results. I searched for “creator contains Michaella O’Brien” because I had read 
an account by her previously but received, again, zero results. The same when I searched “date 
contains September 2014.” I searched this specifically because one of the highlighted collections in 
the Archive is the “Thirteenth Anniversary Collection.” The one search I tried which did yield results 
was “Media Type contains image” which had over 9000 results. Consequently, I realized that 
narrowing down my search with specific fields created more problems than solutions, and I cannot 
imagine it would be very useful in a scenario where someone wanted to use the Archive for serious 
academic research. 
 It is unclear how the 9/11 Digital Archive developed their search functions, but they do not 
seem to work in any useful manner. All the items I found were the result of trial and error and general 
browsing of the website. Had I had a specific topic in mind, the search would no doubt have been 
more difficult and frustrating. The format for searching is not conducive to serious research and the 
researcher can and probably will waste a lot of time trying to find search terms that yield any results 
at all. The “specific fields” option causes more problems than solutions, most probably since many of 
the results contain so little metadata. A more thorough tagging system would be helpful for 
organizational purposes for the Archive itself, as well as provide assistance to researchers making use 
of the Archive’s material. 
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 However, among all the negatives I found while analysing the 9/11 Digital Archive, there are 
most certainly positive aspects. The collections curated and initiated by the Archive itself contain some 
very useful information and are, in general, more organized. One collection in particular that stands 
out is the Middle East and Middle Eastern American Center Interviews. This is a collection of seventy-
one transcribed interviews with people of Middle Eastern descent (or other immigrants) and how their 
lives have changed since 9/11.125 This collection stands out among the sea of “Untitled” contributions 
and provides useful information in a more organized format. However, I must mention that the 
“Collections” section of the Archive does not mention this specific collection and I only stumbled upon 
it under the first article in the “News” section. In general, the material curated by the creators for 
these specific collections is of much higher quality both in information and organization than much of 
what was donated by users. If the archivists had spent the same amount of time and care sorting the 
user-donated content, the overall quality of the information in the archive might be better. This would 
suggest that the traditional institutional approach, as opposed to the community-created archive 
approach is better in terms of quality, or at the very least more easily accessible, material. 
6.5 Website archiving: “FAQs about 9/11” 
 The Frequently Asked Questions section of the 9/11 Digital Archive is where users can find 
facts about the events of the day and its immediate aftermath. This section provides links to news 
websites with information about the 9/11 attacks from outside sources, mostly from the New York 
Times website. These sites contain timelines of the day, statistics about the events, graphics and audio 
clips about the construction of the World Trade Center towers, websites of memorials and much more. 
It is here that a researcher would find the narrative structure lacking in the rest of the 9/11 Digital 
Archive. 
However, instead of creating snapshots of the websites like the IA and PANDORA do, the 9/11 
Digital Archive simply provides links to the actual websites that host these articles. All but one of the 
links are still live, and I was able to find the one inactive link in the Internet Archive.126 The FAQ section 
is useful in that it collects all the links to factual information into one place, but there seems to be little 
active archiving of websites on the part of the Archive. Once the links to the original websites are 
corrupted, there will be no way to access them from the 9/11 Digital Archive itself. However, since 
these sites are regularly crawled by the Internet Archive, they will most likely exist in some form even 
after they have disappeared from the live web. 
6.6 Conclusions 
If someone were to stumble upon the 9/11 Digital Archive with no knowledge of what actually 
happened on that day (improbable though that situation may seem), this archive would do little in the 
way of providing a linear narrative of the events of that day. The Archive is made up almost entirely 
of reactions and commentary and very little in the way of information about the events that transpired 
on that day and beyond. There are links in the FAQ section that provide links to numbers and facts 
about the events, but no narrative summary is present on the website. 
In practice, the 9/11 Digital Archive is a bit of a mess. Hundreds of unlabeled entries, 
ineffective search methods and a lack of clear structure make the information stored in the archive 
quite inaccessible. The results of the event strategy, at least in this case, are admirable in theory, but 
in practice, the archive lacks a cohesiveness and even basic navigability that is present in both the IA 
                                                          
125 http://911digitalarchive.org/collections/show/14  
126 World Trade Center Building Performance Study snapshot, 
https://web.archive.org/web/20020802021425/http://www.fema.gov/library/wtcstudy.shtm. 
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and PANDORA. I believe that more selection and scrutiny of the material on the part of the archive 
creators would make this collection more useful. The search functions are barely usable, there is no 
systematic sorting of results and very little context, if any, is offered for any of the material stored in 
the Archive. Information accessibility and user-friendliness seem to be mere afterthoughts in this 
archive, if they were considered at all. 
However, it must be noted that this archive probably never set out to be a source for 
researchers. It began as a place where people could memorialize friends and family and a place for 
survivors and other people to after the events of September 11th. This archive was built by the 
community, for the community and in that sense, serves its purpose. 
While the 9/11 Digital Archive fulfills Brügger’s requirements for an event archive, the 
functionality of the Archive as a tool for research leaves much to be desired.  For this particular 
initiative, it is more difficult to answer what it means to archive the internet. The website archives are 
but a small part of the 9/11 Digital Archive, and the focus of the project is on the contributions created 
by users. In the case of this archive, archiving the internet means providing links to web pages in one 
section of its site, which as previously mentioned is the FAQ section. Alternatively, for this archive, 
archiving the internet means coming to terms with the effects of a terrible disaster, which is gives this 
archive a distinctly human purpose for existing, as compared with the other two. 
One major benefit for the event-based archive is that much information about a single topic 
is available in the same place. This is contrary to traditional archives in that information about a single 
topic could possibly be spread across several archives. The fact that all the information collected by 
the creators is consolidated in one single location is extremely beneficial. However, this is not a 
comment on the overall quality of the material housed in the archive because, as I showed with my 
research, simply finding information in this archive comes with many difficulties. 
7. Final Conclusions 
 At less than twenty years old, the practice of internet archiving is still in its infancy. Methods 
are far from perfect, and there are still situations where trial and error prevails as the standard 
process, as can be seen from the previous examples I discussed. Even after delving more deeply into 
the methods and practices of the different types of archives, it is still difficult to provide one all-
encompassing definition of what it means to archive the internet. As we saw from the comparison of 
the three archives, each institution varies slightly or drastically in certain practices, and it all depends 
on their specific needs. However, each method is not created equally. Of the three archives I 
reviewed for this thesis, one clearly stands out in terms of overall quality, and that is the National 
Library of Australia’s PANDORA initiative. Indeed PANDORA is the only one of the three archives that 
answers ‘Yes’ to the majority of my seven posed questions.127 
 PANDORA and the Internet Archive offer similar experiences since both use snapshots in 
their archiving processes, but the main difference is scope. PANDORA employs what are considered 
standard archiving practices in its collection methods, derived from the archiving methods of the 
NLA, which include description of archival material, selection of material to avoid collecting useless 
websites, and providing as much context as possible to the user. This is in stark contrast to the IA 
which swallows up as much information as is technologically possible and does so with comparably 
little organization or description. Since websites are handpicked by employees of PANDORA, there is 
an assurance that the archive will contain relevant material, whereas the IA’s only method of 
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selection is internet traffic rankings, making no promises as to the relevance or the usefulness of the 
archived material. 
 Another feature that makes PANDORA stand out is its search engine, Trove, which allows 
full-text searching. This is something that is not even available in most traditional archives, so this 
gives PANDORA a definite advantage. Once the IA adds this feature to its Wayback Machine, this will 
drastically increase the utility of the IA as a source for archived material. 
In terms of user-friendliness, both the IA and PANDORA finish ahead of the 9/11 Digital 
Archive. They both have functioning search engines, and while the IA requires that a user know the 
specific URL for searching, it does provide results. What the IA lacks in searchability, it makes up for 
in the sheer quantity of websites that it has archived. 
 For both the IA and the 9/11 Digital Archive to be more useful to their users, they need to 
make changes in the way of organization of material. Both of these institutions severely lack in 
providing useful descriptions of their holdings, and the 9/11 Digital Archive is barely searchable in its 
current form. Yes, the do fall under the definition of the strategies discussed in this thesis, but that 
does not say anything about the quality of their archival holdings. One major hindrance that both of 
these initiatives have is their funding. Both rely on a mix of private donations and some public 
funding. PANDORA, on the other hand, was initiated by the government and continues to be funded 
by it, meaning that it has a comparatively stable source of funds and doesn’t have to worry about 
petitioning private individuals for money. 
 To fully understand the 9/11 Digital Archive it is necessary to keep in mind Timothy 
Recuber’s observation that this archive was produced both by and for people affected by the events 
of 9/11. It never set out to be an archive to be used for serious scholarly research, and indeed once 
investigated more thoroughly, this is exactly what I found. This archive is meant as a place where 
people can share their stories and heal with a community that went through something similar. So 
while the quality of its holdings may be somewhat questionable, I cannot deny that it has a distinct 
purpose and an important place in internet history. 
 So, what does it actually mean to archive the internet? For the Internet Archive, it means to 
save as much of the internet as possible in order to avoid a possible digital dark age. In the words of 
the IA itself, its goal is to save “everything” without any judgment on quality or potential usefulness. 
For the National Library of Australia, however, choice is one of the driving factors of their PANDORA 
archive. Without choice, according to the NLA, one sacrifices quality, so deciding which websites are 
worthy of preservation is a large part of its philosophy. And finally, for the creators of the 9/11 
Digital Archive, archiving the internet is, mainly, a form of healing and the creation of a monument 
to a devastating event. While each initiative has its own goals and reasons for archiving the internet, 
their one overarching theme is that of preservation which, no matter their reasons, is an admirable 
and, in the wake of an ever more digital world, utterly important task. 
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8. Tables & Plates 
Table 1 
Archive Internet Archive PANDORA 9/11 Digital Archive 
    
Easily visible search 
function? 
YES YES YES 
Easy to use? YES YES YES 
Customizable search? NO YES YES-theoretically, NO 
in practice 
Keyword search? NO YES NO 
Full-text search? NO YES NO 
Results systematically 
sorted? 
YES UNCLEAR NO 
Context offered? SOME YES NO 
 
Plate 1 
The Wayback Machine homepage, 8 April 2015. (456 billion webpages saved) 
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Plate 2 
The Wayback Machine homepage, 26 November 2015. (452 billion webpages saved) 
Plate 3 
The BBC News snapshot calendar for 2001 on the Wayback Machine 
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Plate 4 
BBC News snapshot for 10 April 2006 
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Plate 5 
Sample Trove search  
 
 
Plate 6 
Beth Machado’s “tribute.pps” on the 9/11 Digital Archive 
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http://911digitalarchive.org/items/show/80588  
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