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Abstract
This paper presents the modelling, control and sensorless speed estimation of two micro-wind tur-
bines deployed by the British Antarctic Survey (BAS) in Antarctica. Mathematical models for the
generators attached to an Ampair 100 and Rutland 913 wind turbines and their experimental vali-
dation are given. Also, a model for the wind turbines, particularly taking into account the power
coefficient Cp versus tip speed ratio λ relationship was proposed and successfully evaluated on
a wind turbine emulator test rig. This paper describes an analogue speed estimator board and a
Kalman filter for estimating the shaft speed. These estimators use only DC side measurements
to match the characteristics of the current version of the turbine control board. The wind turbine
control and speed estimators were tested on the emulator test rig using real wind data from BAS
research bases in Antarctica. Using only DC side measurements leads to low computation re-
quirements to execute the algorithms in comparison to commonly used schemes that rely on AC
measurements. In addition, the estimation algorithms are based on the model of a PM generator
connected to a diode rectifier, as they can be used in a wider range of applications, including DC
to DC converters with MPPT algorithms based on speed measurements.
1. Introduction
The Natural Environment Research Council (NERC) funds the British Antarctic Survey (BAS)
to undertake or enable the majority of the UK’s research in Antarctica. BAS relies heavily on
micro-wind turbines to provide power to remote autonomous instruments in middle Antarctica
where permanent human presence is impossible. The demands on these off-grid turbines are con-
siderable: surviving high winds and low temperatures, relying on ice foundations, deployment
by small aircraft and long periods between servicing opportunities (often greater than one year)
[1, 2]. These demands have led BAS to develop its own controller electronics and algorithms for
micro-wind turbines which are intended to optimise turbine survivability. BAS has tested different
micro-wind turbine models in Antarctica, where devices from British manufacturers have proven
to be well suited for this environment. At the same time, there have been larger scale wind energy
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projects to power permanent manned research stations in Antarctica. For example, turbines at the
Belgium Princess Elisabeth station produce about 10 kW on average, and the Australian Mawson
station has about 300 kW installed capacity [3]. These large installations are located in the shores
of Antarctica where the wind conditions are more moderate than in the middle of the continent.
Micro-wind turbines up to 0.3 kW, the type of device used to power remote data acquisition sys-
tems in Antarctica, are normally designed for battery charging, where low efficiency (especially
at high wind speed) is tolerated in order to have a smooth output power versus wind speed curve.
These turbines can be directly wired to a lead acid battery (not recommended by some manufactur-
ers) but usually a charge regulator (boost/buck converter) is included to manage the charging cycle
of the battery and prevent issues such as overcharging.
This present paper reports work on the modelling and control of micro-wind turbines for de-
ployment in Antarctica, with its challenging wind conditions, thereby providing a valuable case
study. In addition, there is a need for more effective energy harvesting and better condition moni-
toring in this application. Two micro-wind turbines currently used by BAS and rated at 100 W were
considered: the Ampair 100 and the Rutland 913. Both models are designed for battery charging,
with permanent magnet generators and built-in diode rectifiers. The research was divided into two
main parts. The first part of this present study covers the modelling of the two micro-wind turbines,
including details about their power coefficient and tip speed ratio curve and the PM generator at-
tached to the wind turbine, with the aim of introducing a system level description of the devices
and to confirm/complement data available from manufacturers. The second stage of this research
was focused on control characterisation and sensorless speed estimation algorithms for micro-wind
turbines using real wind data from Antarctica. However, the algorithms and conclusions drawn,
are applicable to any other working environment.
A detailed model of the wind turbine and its generator is valuable to explain faults (failure
analysis), prevent future damage (scheduled maintenance - a key action due to limited access to
the stations) and to develop a more robust controller (predictive or advanced control) [4]. Micro-
wind turbine modelling has been presented in several papers, particularly looking at mechanical
aspects such as the effects of the blade design on the turbine aerodynamics [5, 6]. There are also
papers reporting on power coefficient versus tip speed ratio curve measurements in wind tunnels
[7, 8]. Those studies concentrated on the aerodynamics of the turbine and no significant details
were given about the electrical generator itself.
The equipment already installed in Antarctica records variables such as wind speed and direc-
tion, temperature, input/output DC voltage and current; but there is also an interest in measuring
the shaft speed of the turbine. An encoder could be included but it is bulky, expensive and likely to
be unreliable in this harsh environment. A practical solution is adding a sensorless speed estima-
tion algorithm based on electrical measurements. However, most schemes of sensorless estimation
for motor drives or generators rely on AC current and voltage measurements [9, 10, 11]. This is
not possible in the micro-wind turbines currently used by BAS since they have built-in diode recti-
fiers. The turbine is allowed to rotate around its hub and the DC power is transmitted to the battery
charger via two brushes and slip rings. In this context, an analogue speed estimator or a sensorless
estimation based only on DC side measurements would be ideal, although it will be less accurate
compared to estimations using AC measurements.
The literature that refers to sensorless speed estimation based on DC variables is limited. In
[12], DC voltage and current sensors are used to estimate the rotor position and speed to con-
trol a PM motor drive. In this paper, a simplified Kalman filter is proposed to estimate the shaft
speed. This algorithm compensates for the uncertainty in machine parameters, non ideal power
2
electronics, and the fact that the BAS controller updates at about 23 Hz. The last condition is
particularly challenging for the technique since the estimation cannot be updated frequently. This
digital estimation technique is perfectly suitable for passive diode rectifiers and DC to DC con-
trollers with MPPT algorithms based on speed tracking. The speed estimation is key for this last
arrangement since the speed sensor is replaced by an estimation based on DC side measurements
already available, leading to fewer moving components, more reliability and lower costs without
significant hardware changes to the current electronic system. Additionally, an analogue approach
to estimate the rotor speed from the frequency of DC voltage ripple is presented as an alternative
solution. Both sensorless techniques, the Kalman filter and the analogue board, were trialled on
the emulator test rig by using real wind data from Antarctica.
2. Emulator test rig
A wind turbine emulator test rig has been built to replicate the behaviour of a real wind turbine
and also to characterize the electrical generators used in different micro-wind turbines [13, 14].
The prime mover is a servomotor rated at 3000 RPM, 19.2 Nm and 4.5 kW. It is controlled by
an industrial drive and a target machine manufactured by Speedgoat that executes in real time a
micro-wind turbine model in MATLAB/Simulink. A torque & speed transducer and an encoder
were also included. Fig 1 shows the physical test rig.
Fig. 1. Test rig set up - Ampair turbine (left) and Rutland turbine (right)
3. Generator modelling
The Ampair generator is a permanent magnet, two phase, radial flux generator while the Rutland
is an axial flux, permanent magnet, three phase, star connected machine.
The generator modelling was done as follows: first at all, the phase resistancesRs, theLd andLq
inductances, the emf constant and pole pairs were measured and are summarised in Table 1. Then,
both generators were exercised by driving them at different speeds and AC loads. The model of
the Ampair turbine is given in detail since this machine is unusually a two phase generator. The
currents and voltages in the Ampair turbine were recorded and then compared with simulations in
MATLAB/Simulink to validate the model.
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Table 1 Machine parameters
Parameter Ampair Rutland
Phase resistance [Ω] 1.45 0.8
Ld inductance [mH] 23.7 1.31
Lq inductance [mH] 28.7 0.87
Pole pairs 3 4
Back emf constant [mVp/RPM] 51.5 45.2
Back emf constant (3rd harmonic) [mVp/RPM] 2.82 0
Back emf constant (5th harmonic) [mVp/RPM] 0.30 0
3.1. Ampair 100
Initial measurements showed that the emf voltage of this generator has noticeable harmonics to be
considered in the modelling. The machine model can be directly written in the αβ reference frame
since both windings are physically 90 degrees shifted.
d
dt
(
iα
iβ
)
= Z−1
(
uα
uβ
)
− φPωmZ−1
( − sin θ
cos θ
)
−RsZ−1
(
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(
sin 2θ − cos 2θ
− cos 2θ − sin 2θ
)(
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(
(−1)n+1 sin (2n+ 1) θ
cos (2n+ 1) θ
)
(1)
where ωm is the shaft speed, P is the pole pairs, φ is the rotor flux, iαβ and uαβ are the current
and voltage in the stator reference frame respectively, γn is the amplitude of the nth harmonic and
Z is defined in (2).
Z =
(
L1 − L2 cos 2θ −L2 sin 2θ
−L2 sin 2θ L1 + L2 cos 2θ
)
(2)
where L1 = 12 (Lq + Ld) and L2 =
1
2
(Lq − Ld). Ldq are the direct and quadrature inductances.
The Park transformation (3) was used to obtain the machine model in the dq reference frame in
(4).
T =
(
cos θ sin θ
− sin θ cos θ
)
(3)
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uq
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did
dt
Lq
diq
dt
)
+Rs
(
id
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)
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0
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)
+
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)
+ Pωm
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Γn (4)
where Γn is defined in (5).
Γn =

(2n+ 1) γn
(
sin (2n+ 2) θ
cos (2n+ 2) θ
)
if n is odd
(2n+ 1) γn
(
− sin (2n) θ
cos (2n) θ
)
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(5)
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Equation (6) describes the electromagnetic torque.
Tem = P (λdiq − λqid) (6)
where
[
λd λq
]T is defined as(
λd
λq
)
=
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Ld 0
0 Lq
)(
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iq
)
+ φ
(
1
0
)
+
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Λn (7)
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(
− cos (2n+ 2) θ
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γn
(
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(8)
Table 3 in the Appendix gives the voltage and current measurements and simulations for the
Ampair generator at different speeds and AC loads. Light, medium and full load tests at various
speeds were used to consider the entire operating range of the turbine. The errors are due to the
fact that the generator phases were unbalanced and the values listed in Table 3 correspond to the
average measurements of both phases, while the simulated model assumes the machine is balanced.
The maximum error (9%) occurs for the simulated current at low speed and light load.
Measured and simulated voltage and current waveforms at 1.75 A and 500 RPM are plotted in
Fig 2. The significant harmonic content in the waveforms was replicated by the model.
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Fig. 2. Measured and simulated voltage (left) and current (right) waveforms - Ampair turbine
3.2. Rutland 913
The generator is an axial flux permanent magnet machine described by (9) and (10) in the dq
reference frame [11]
ud = Rsid + Ld
did
dt
− LqiqPω (9)
uq = Rsiq + Lq
diq
dt
+ LdidPω + Pωφ (10)
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The electromagnetic torque is presented in (11).
Tem =
3
2
P (φ+ (Ld − Lq) id) iq (11)
4. Wind turbine modelling
Micro-wind turbines can achieve relatively high rotational speeds (up to 1500 RPM) so that a PM
generator with direct drive is the preferred configuration. Also, micro-wind turbines are designed
to be as simple as possible without any active pitch or yaw control. They usually have a built-in
diode bridge rectifier for connection to a battery or charge unit via brushes and slip rings.
The wind turbine model developed in this paper is based on the work done in [13, 14] for small-
wind turbines with different mechanical parameters (blade radius, turbine inertia), and performance
parameters (tip speed ratio, power coefficient). The tip speed ratio and power coefficient are two
key values to model a wind turbine due to its performance and dynamics are strongly tied to both
parameters. The tip speed ratio (λ) is defined in (12)
λ =
ωmRb
v
(12)
where ωm is the rotational speed of the turbine, Rb is the blade radius and v is the wind speed.
The power output Pout of a wind turbine can be written as follows:
Pout =
1
2
CpρpiR
2
bv
3 (13)
where ρ is the air density, Rb is the blade radius, v is the wind speed and Cp is the power
coefficient of the turbine [13].
In the literature [15, 16, 17, 18], the relationship between the tip speed ratio (λ), wind direction
(β) and the power coefficient (Cp) is usually given as:
Cp = α1
(
α2
λi
− α3 − α5β
)
e−α4/λi (14)
where αn is a parameter to be estimated and
1
λi
=
1
λ+ 0.08β
− 0.035
β3 + 1
(15)
Micro-wind turbines are free to align themselves with the wind direction, therefore it is reason-
able to assume β = 0. The power coefficient waveform has a maximum at the optimal tip speed
ratio so that the following equation can be written
Cpmax = α1
(
α2
λopt
− α3
)
e−α4/λopt (16)
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Also, at the maximum point dCp
dλ
= 0 and
−α2 + α2α4
λi
− α3α4 = 0 (17)
Equations (16) and (17) were solved in MATLAB (fsolve routine) for different Cpmax and λopt
to get αn for each turbine. After various trials, the parameters were estimated as Cpmax = 0.30,
λopt = 2.5 and Cpmax = 0.25, λopt = 3.75 for the Ampair and Rutland turbine respectively.
Table 4 in the Appendix summarises the power output, power coefficient and tip speed ratio at
different wind speeds from the datasheet, simulation and experimental implementation for the
Ampair turbine. A buck converter was used to maintain the output voltage at 15 V. Similarly,
Table 5 in the Appendix presents the corresponding results for the Rutland turbine. It can be seen
that there is a good agreement between simulation and experimental results, but there is a more
significant difference with the datasheet values, particularly at low wind speeds. Unfortunately,
no details are given by the manufacturers about their testing conditions to obtain the power versus
wind speed curve. Also, the wind turbine model used in this paper assumes that the optimal tip
speed ratio and optimal power coefficient are constant throughout the different wind speeds. This is
a good assumption for system level simulations but detailed wind tunnel measurements highlighted
that the optimal tip speed ratio and optimal power coefficient change with the wind speed [19, 20].
This is the main reason for the different between simulation and measurement results, even though
the difference is smaller compared to the datasheet values.
5. BAS Turbine Controller
The turbine controller developed by BAS is used for both turbines and has the following structure:
1. The input power to the board comes from the built-in passive diode rectifier in the wind
turbine.
2. A PWM controlled MOSFET across the DC line limits the DC voltage and current [21]. The
maximum values at the final output are 18 V and 5 A with 0.5 V and 0.5 A hysteresis bands
respectively. The input current is limited to 12 A (average) and 15 A (peak). In case the
output current and/or voltage exceed their maximum values the PWM controlled MOSFET
short-circuits the diode rectifier output to slow down the generator and limit the power output.
The PWM switching frequency is 18 kHz and the duty cycle is updated at 23 Hz. When the
variables are within range the switching MOSFET is off (bypass operation).
3. A last resort MOSFET is included as a clamp in case the output voltage exceeds 20 V. This
second MOSFET connects a dump resistor across the diode bridge terminals. Input/output
currents and voltages are measured in this board [2].
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Fig. 3. BAS controller scheme
6. Sensorless speed estimation
A simplified Kalman filter is proposed to estimate the shaft speed without any physical change in
the controller described in the previous section. The Kalman algorithm compensates for uncer-
tainty in parameters, modelling approximations and noise. The estimation is based only on DC
measurements, with reduced computation requirements and is executed at 23 Hz.
The Kalman filter algorithm is detailed in Algorithm 1. Notation Γ [n |m ] in Algorithm 1 means
the value of the matrix Γ at instant n taking into account m previous updates. In this particular
application, the function f(x(k), u(k), k) is a vector which describes the relationship between the
shaft speed and the DC current and voltage.
Algorithm 1 Extended Kalman Filter [11, 22]
X [k|k − 1] = f(x(k), u(k), k)
P [k|k − 1] = Φ[k − 1]P [k − 1|k − 1]ΦT [k − 1] +Q [k − 1]
K [k] = P [k|k − 1]HT [k] · (H[k]P [k|k − 1]HT [k] +R[k])−1
X [k|k] = X [k|k − 1] +K[k] (Y [k]−H[k]X[k|k − 1])
P [k|k] = P [k|k − 1]−K[k]H[k]P [k|k − 1]
where Φ is defined as:
Φ ≈ ∂f (x(k), u(k), k)
∂x
∣∣∣∣
X(k|k)
The estimation scheme is shown in Fig 4.
8
Fig. 4. Speed estimation scheme
The two generators with different configurations (two and three phase) were used to demon-
strate the applicability of this technique to a wide range of electrical machines. The core algorithm
is the same, the only difference is the mathematical relationship between the shaft speed and the
DC voltage and current described by the function f(x(k), u(k), k). The proposed speed estima-
tion is well suited for passive diode rectifiers, but essential for DC to DC converters performing
maximum power point tracking (MPPT) algorithms based on speed, as the techniques described in
[23].
The following describes the mathematical derivation of the function f(x(k), u(k), k) for two
and three phase PM generators and the corresponding experimental results.
6.1. Ampair 100 (two phase)
The emf of this turbine can be written as
Va =
√
2Vs sinωt+
∞∑
k=1
γk sin (2k + 1)ωt (18)
where Vs is the rms value of the main harmonic, γk is the amplitude of the k-th harmonic and ω
is the electrical angular frequency.
The voltage after the diode rectifier is given by
Vdo =
4
pi
Vs +
4
pi
∞∑
k=1
γk
1
2n+ 1
sin
(
(2n+ 1)
pi
4
)
(19)
Using the approximate method in [24] to estimate the effect of the phase inductance and resis-
tance on the DC voltage it is possible to write (20). It is assumed that each diode bridge rectifier
provides half of the total DC current Idc.
Vdc =
4
pi
Vs +
4
pi
∞∑
k=1
γk
1
2n+ 1
sin
(
(2n+ 1)
pi
4
)
− Pωm
pi
LsIdc − 1
2
RsIdc (20)
where Vdc is the DC voltage, Idc is the DC current, Vs is the back emf rms value of the fun-
damental, γn is the amplitude of the nth harmonic, P is the pole pairs, ωm is the rotor speed, Rs
and Ls are the phase resistance and inductance respectively. The phase inductance is defined as
follows:
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Ls = L1 ± L2 cos 2θ (21)
where L1 = 12 (Lq + Ld)and L2 =
1
2
(Lq − Ld).
However, Ld and Lq are almost the same and L1  L2 so that it is possible to approximate and
simplify the calculations by taking Ls ≈ L1 = 12 (Ld + Lq)
Finally, in a PM generator the emf for each harmonic is proportional to the speed
Vs = kvωm γn = (2n+ 1) kvnωm (22)
Equation (23) is solved from (20) and (22) and estimates the rotational speed. Only DC mea-
surements are required.
ωm =
pi
4
(
Vdc +
1
2
RsIdc
kv +
∑∞
n=1 kvn sin
(
(2n+ 1) pi
4
)− 1
4
PLsIdc
)
(23)
Whilst equation (23) can be used to estimate the rotor speed, a more robust algorithm is needed
to compensate for uncertainty in parameters and the low updating frequency (23 Hz).
Equation (23) can be rewritten as
Vdc = ψ1ωm − ψ2ωmIdc − ψ3Idc (24)
where ψ1 = 4pi
(
kv +
∑∞
n=1 kvn sin
(
(2n+ 1) pi
4
))
, ψ2 = PpiLs and ψ3 = 0.5Rs
However, when the controller is active, the input voltage is chopped and its mean value behaves
as the voltage in a boost converter. The controller calculates a variable PWM duty cycleD depend-
ing on the working conditions. To account for this switching operation mode, the input voltage Vdc
and current Idc measurements are scaled by 11−D and 1 − D respectively. 11−D is the conversion
ratio of an ideal boost converter. The Kalman algorithm compensates for approximations made in
the model. If D = 0 the scaling factors are 1.
V ∗dc =
1
1−DVdc I
∗
dc = (1−D) Idc (25)
A state space system ((26) to (29)) was defined to use the Kalman filter algorithm to estimate
the shaft speed. The system is simple and involves mostly scalar operations.
f (x (k) , u (k)) =
(
ψ1ωm [k]− ψ2ωm [k] I∗dc [k]− ψ3I∗dc [k]
ωm [k]
)
(26)
x [k] =
[
V ∗dc [k] ωm [k]
]T (27)
u [k] = I∗dc H [k] =
[
1 0
]
(28)
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Φ =
[
0 ψ1 − ψ2I∗dc
0 1
]
(29)
The algorithm was evaluated using the real wind speed profile (from the Halley VI station in
Antarctica) plotted in Fig 5 (left). This profile rapidly rises from 4 m/s to 12 m/s. The controller
described in Section 5 was used with the emulator test rig for sensorless speed estimation. Fig 5
(right) shows the estimated and measured speed for the Ampair turbine. Both signals match well.
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Fig. 5. Wind speed profile (left) and sensorless estimation - Ampair turbine (right)
6.2. Rutland 913 (three phase)
The same estimation algorithm used for the Ampair turbine was applied to the Rutland turbine, but
different expressions for the DC voltage and shaft speed were required. Equations (20) and (23)
were replaced by (30) and (32) respectively.
Vdc =
3
√
2Eab
pi
− 3Pωm
pi
LsId − 2RsIdc (30)
where Vdc is the DC voltage, Idc is the DC current, Eab is the emf rms value, P is pole pairs,
ωm is the rotor speed, Rs and Ls are the phase resistance and inductance respectively. To simplify
Ls was again taken as Ld+Lq2 .
In a PM generator the emf rms value is proportional to the speed
Eab = kvωm (31)
Equation (32) estimates the rotational speed and it was obtained from (30) and (31). Again, it
should be observed that only DC measurements are required.
ωm =
pi
3
(
Vdc + 2RsIdc√
2kv − PLsIdc
)
(32)
Equation (32) can be rewritten as
Vdc = ψ1ωm − ψ2ωmIdc − ψ3Idc (33)
where ψ1 = 3pi
√
2kv, ψ2 = 3Ppi Ls and ψ3 = 2Rs
As in the previous sub-section, the input voltage and current were compensated by the factors
1
1−D and 1−D respectively. Also, equations (26) - (29) were used in the estimation algorithm for
the Rutland turbine, but with the definitions in (32) and (33).
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The wind speed profile in Fig 5 (left) was used again to test the sensorless speed estimation
algorithm for the Rutland turbine. Fig 6 shows the estimated and measured speed for the Rutland
turbine. The estimated signal tracks the measured speed properly.
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Fig. 6. Sensorless estimation - Rutland
6.3. Observability of the estimator
The Observability establishes if the system variables can be estimated from measurements, but
does not imply anything about the quality or accuracy of the estimations. This system characteristic
is useful for identifying working conditions where an estimator could fail. The observability matrix
for this estimator is defined in (34) according to the guidelines given in [25, 26].
O =
( ∇ (H [k]x [k])
∇ (∇H [k]x [k]) · f (x (k) , u (k))
)
(34)
withH [k] =
[
1 0
]
, x [k] =
[
V ∗dc [k] ωm [k]
]T and f (x (k) , u (k)) as defined in (26). The
system is observable if rank (O) = n, where n is the number of state space variables.
Using the definitions already stated for this system:
O =
(
1 0
0 ψ1 − ψ2I∗dc
)
(35)
and n = 2. It is obvious that the system is observable except for I∗dcCRITICAL =
ψ1
ψ2
. The critical
current was calculated with the parameters in Table 1 and definitions in (24) and (33). I∗dcCRITICAL
was 18.56 A and 98.97 A in the Ampair and Rutland turbine respectively. The critical current in
the Rutland turbine is significantly out of its practical operation range since the power rating of the
device is 100 W and 12 V. For the Ampair turbine, the critical current is almost double the rated
current at 12 V and 100 W.
6.4. Analogue board for speed estimation
An analogue approach to estimate the rotor speed from the frequency of the DC voltage ripple
was also developed. This approach was originally proposed in the BAS control board but never
implemented successfully. The board uses a frequency to voltage conversion chip by Texas Instru-
ments (LM2917-8) followed by an active band pass filter to eliminate the DC component from the
input voltage, some of the medium range frequencies associated with the unbalanced phases in the
12
generator, and also higher frequencies related to the switching controller, and electrical noise. The
frequency to voltage conversion chip is essentially a zero crossing detector, therefore attenuation
of unwanted frequencies is key to prevent false detections. Fig 7 shows the block diagram of the
board and its physical realisation.
Fig. 7. Analog speed estimation scheme (top), filter board (left bottom) and frequency to voltage
board (right bottom)
In an ideal three phase generator all the phases are balanced and the first frequency component
of the DC voltage ripple is six times the fundamental frequency. However, initial measurements
highlighted that the Rutland generator was not properly balanced as shown in Fig 8 (left). It can
be observed that the actual voltage ripple is twice the fundamental frequency. The Rutland turbine
is expected to operate between 200 and 1500 RPM which translates to an electrical frequency of
15 to 100 Hz. Considering that the main frequency component of the voltage ripple is twice the
electrical frequency, then the frequency of the voltage ripple would be between 30 and 200 Hz.
Consequently, the band pass filter was designed to filter out frequencies less than 7 Hz and greater
than 220 Hz. The Sallen-Key topology was used to implement the filters (2nd order high pass filter
and 4th order low pass filter).
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Fig. 8. Voltage ripple waveform (left) and Speed estimation with analog board - Rutland (right)
The board was tested with the Rutland turbine, but the same hardware can be used with the
Ampair turbine as well. The only difference is the later signal processing.
Fig 8 (right) shows the speed estimation for the Rutland turbine using the frequency to voltage
board and the wind speed profile in Fig 5. There estimation was accurate and reliable at medium
and high speeds, but it can be seen that the board was not able to track speeds under 300 RPM.
Below this speed the low pass filter was not able to filter out unwanted frequencies associated
with the unbalanced generator and the board overestimated the actual frequency by detecting too
many zero crossing points. According to the turbine manufacturer, the cut-in speed of the Rutland
turbine is 2.5 m/s (minimum speed of about 240 RPM) [27]. Therefore, this analogue board still
works well over most of the expected operating range.
The mean absolute error (MAE) and the maximum estimation error have been calculated for
both estimation techniques, Kalman filter and analogue board using the following equation.
MAE =
1
n
n∑
i=1
|yi − yˆi|
where n is the number of samples, yi is the measured variable and yˆi is the estimated variable
Table 2 Error in estimations (in RPM)
Ampair (Kalman) Rutland (Kalman) Rutland (Analogue)
MAE 9.45 8.46 12.88
Max error 126 63 149
Table 2 shows the MAE and the maximum estimation error in all the cases. It can be seen that
the Kalman filter has better performance. The maximum error occurs immediately after the turbine
start-up and it is due to the convergence time of the filter. Similarly, the MAE is largely influenced
by the difference between the measured and estimated signals at the start-up and low speed. Once
the Kalman filter converges, the difference between the estimated and measure signal is minimal.
According to the manufacturers’ data, the cut-in speed for both turbines is around 240 RPM, in
which case the estimators can cover most of the operating range.
7. Conclusions
This paper has presented a system level study of micro-wind turbines, looking at their modelling,
control and instrumentation. Two micro-wind turbines were studied in detail: the Ampair 100
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and the Rutland 913. Models for the electrical generator itself and the power coefficient versus
tip speed ratio curve were proposed and validated with simulations in MATLAB/Simulink and
experiments on an emulator test rig. Afterwards, a digital speed estimation technique based on a
Kalman filter was developed and successfully tested in two and three phase generators by using real
wind data from Antarctica and the turbine controller designed by BAS. The novelty of this digital
estimation technique is that only DC side measurements are required leading to low computation
requirements to execute the algorithms in comparison to commonly used schemes that rely on
AC measurements. This digital technique does not depend on the DC to DC converter used in
the controller or the ripple of the DC measurements and works properly over a wide range of
operating conditions. Later on, a frequency to voltage conversion board was designed to estimate
the shaft speed from the frequency of the DC voltage ripple. All the estimation algorithms, digital
and analogue, were successfully tested and can be implemented in similar turbines working in
any other environment. The digital technique is the preferred solution because it does not require
extra hardware and worked properly over the entire range of operating speeds. Applications in
Antarctica were particularly interesting because of their harsh working conditions that challenge
the control characterisation and estimation algorithms, and the availability of detailed data about
the wind conditions. However, the controller and estimation routines proposed in this present
paper can be implemented in a wider range of wind energy applications. The core algorithm and
equations in the Kalman filter are based on the model of a PM generator (two or three phase)
connected to passive diode rectifier and this arrangement is indeed one of the most commonly used
configuration in micro and small-scale wind turbines up to 5 kW.
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10. Appendices
Table 3 Measured and simulated rms values - Ampair turbine
Speed 250 RPM
Load 7.4Ω 21Ω 43Ω Max Error
Va measured (Vrms) 7.78 9.10 9.46 1.41%
Va simulated (Vrms) 7.67 9.04 9.37
Ia measured (Arms) 1.06 0.42 0.22 9.09%
Ia simulated (Arms) 1.01 0.41 0.20
Speed 500 RPM
Load 7.4Ω 21Ω 43Ω Max Error
Va measured (Vrms) 14.10 17.77 18.77 1.23%
Va simulated (Vrms) 14.13 17.99 18.81
Ia measured (Arms) 1.92 0.82 0.42 4.76%
Ia simulated (Arms) 1.91 0.81 0.40
Speed 1000 RPM
Load 7.4Ω 21Ω 43Ω Max Error
Va measured (Vrms) 21.97 33.40 36.71 2.18%
Va simulated (Vrms) 22.44 32.67 36.27
Ia measured (Arms) 2.98 1.48 0.78 6.37%
Ia simulated (Arms) 3.17 1.56 0.80
Table 4 Ampair wind turbine modelling - Datasheet (∗), simulation (†) and experimental values (ψ)
Wind speed [m/s] 5 8.26 10 12.09 14 20 Max error
Power (∗) [W] 16.3 45.9 65.3 79.4 89.0 102.0 54%
Power (†) [W] 8.8 41.3 63.3 78.3 88.1 102.2 17%
Power (ψ) [W] 7.5 43.5 64.4 82.5 91.0 104.3
Cp (∗) 0.315 0.197 0.159 0.109 0.076 0.031 55%
Cp (†) 0.170 0.177 0.153 0.107 0.077 0.031 22%
Cp (ψ) 0.139 0.186 0.151 0.112 0.080 0.031
λ (∗) 2.82 2.93 3.32 3.49 3.63 3.63 14%
λ (†) 3.29 3.26 3.34 3.49 3.60 3.74 2.1%
λ (ψ) 3.22 3.31 3.39 3.50 3.60 3.72
I2R losses (†) [W] 2.1 6.9 10.2 12.3 13.8 15.6 7.2%
I2R losses (ψ) [W] 2.0 7.4 10.5 12.7 14.0 15.9
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Table 5 Rutland wind turbine modelling - Datasheet (∗), simulation (†) and experimental values (ψ)
Wind speed [m/s] 5.85 7.45 8.37 9.3 11.64 12.96 Max error
Power (∗) [W] 21.42 32.4 42.84 45.66 89.1 109.5 22%
Power (†) [W] 19.2 32.8 40.85 50.12 98.0 116.8 10%
Power (ψ) [W] 18.95 33.39 45.95 55.8 96.1 115.67
Cp (∗) 0.267 0.196 0.182 0.142 0.14 0.126 11%
Cp (†) 0.241 0.199 0.179 0.156 0.156 0.134 8.6%
Cp (ψ) 0.237 0.202 0.196 0.174 0.152 0.133
λ (∗) 3.29 2.78 2.71 2.45 2.45 2.20 18%
λ (†) 3.13 2.77 2.61 2.45 2.72 2.61 6.4%
λ (ψ) 3.21 2.78 2.79 2.69 2.70 2.51
I2R losses (†) [W] 3.74 10.91 16.92 25.47 62.32 88.53 11%
I2R losses (ψ) [W] 3.33 11.69 19.45 31.57 79.06 85.13
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