Recently, some researchers propose the concept of orthogonal wavelet frames, which are useful for multiple access communication systems. In this article, we first give two explicit algorithms for constructing paraunitary symmetric matrices (p.s.m. for short), whose entries are symmetric or antisymmetric Laurent polynomials. We also give two algorithms for constructing orthogonal wavelet frames from existing tight or dual wavelet frames in L 2 (R s ). The constructed orthogonal wavelet frames are also tight or dual ones. Furthermore, based on the constructed p.s.m. and the existing symmetric tight (dual) wavelet frames, we can obtain symmetric orthogonal (s.o. for short) tight (dual) wavelet frames in L 2 (R s ). From the constructed s.o. wavelet frames in L 2 (R s ), we can obtain s.o. wavelet frames in L 2 (R m ) by the projection method, where m ≤ s. To illustrate our results, we construct s.o. wavelet frames in L 2 (R) and L 2 (R 2 ) from the quadratic B-spline B 3 (x). Especially, in Example 2, we obtain nonseparable tight 2I 2 -wavelet frames in L 2 (R 2 ) from a separable tight 2I 2 -wavelet frame constructed by tensor product.
Introduction
As a redundant wavelet system, a wavelet frame may have many desirable properties and is of interest in application such as signal processing and numerical analysis [2, 8, 17, 18, 4, 10, 11, 6, 5] . Recently, researchers are very interested in some types of frames, such as tight wavelet frames, dual wavelet frames and so on [2, 8, 4, 10, 6, 5] . In [20] , Weber proposed orthogonal wavelet frames, which are useful in multiple access communication systems and characterizations of superframes. Later in [1] , Weber et al. constructed orthogonal wavelet frames in L 2 (R) and L 2 (R 2 ) based on the existing orthogonal wavelets, where the paraunitary matrices play an important role. On the other hand, wavelets and wavelet frames with symmetry are very much desirable in various applications, since they preserve linear phase properties and also allow symmetric boundary conditions in wavelet and wavelet frame algorithms which normally perform better [7] . Therefore, the symmetric wavelet frames are attractive for many researchers [7, 15, 19, 16, 12] . In this article, motivated by [16] , we give two explicit and easily implemented algorithms for constructing paraunitary symmetric matrices (in short p.s.m.). Inspired by [1, Theorem 2.1.2] and [1, Theorem 3.1.2], we give algorithms for constructing orthogonal wavelet frames from tight or dual wavelet frames in L 2 (R s ). Furthermore, based on p.s.m. constructed by the algorithm above and the existing symmetric tight (dual) wavelet frames, we construct symmetric orthogonal (in short s.o.) tight (dual) wavelet frames. On the other hand, Han in [11] constructed wavelets and framelets by the projection method. Motivated by [11] , we use the projection method to construct orthogonal wavelet frames in the space of lower dimension from those in the space of higher dimension. To illustrate our results, we construct s.o. wavelet frames in L 2 (R) and L 2 (R 2 ) from the quadratic B-spline B 3 (x). Especially, in Example 2, we obtain nonseparable tight 2I 2 -wavelet frames of L 2 (R 2 ) from a separable tight 2I 2 -wavelet frame constructed by tensor product.
Explicit construction of paraunitary symmetric matrices
From now on, let z = (z 1 , z 2 , . . . , z s ), where z 1 = e −iw 1 /2 , z 2 = e −iw 2 /2 , . . . , z s = e −iw s /2 with w 1 , w 2 , . . . , w s being s variables on R. Let Z s denote the set of all integer lattice points of the Euclidean space R s . For k = (k 1 , k 2 , . . . , k s ) T ∈ Z s , define z k := z with M being a certain orthogonal matrix and v j,k is an unit vector in R r , i.e., v j,k = 1 where · denotes the Euclidean norm in R r , then G(z) is a paraunitary matrix. That is, G(z)G (z) = I r , where G (z) stands for the transpose conjugate of G(z). In [1, Section 3] , the authors constructed pairs of orthogonal frames in L 2 (R 2 ) by applying the paraunitary matrix G(z), which is constructed through the factorized form mentioned above. However, when the problem is involved with symmetric frames, it is necessary to construct p.s.m.. If we use the factorized form mentioned above to construct p.s.m., it is inevitable to solve a set of nonlinear equations, whose precise roots are difficult to get. In this sense, based on [16] , we will give algorithms for constructing a special family of p.s.m. with multi-variables.
Firstly, let us introduce some concepts about symmetric and antisymmetric polynomials. Let P be the linear space of Laurent polynomials of the form p(z) = n∈Ω p n z n with real coefficients and Ω is any finite subset of Z s .
We introduce the subsets of Laurent polynomials with coefficients either symmetric or antisymmetric up to translation
Hence, as for the symmetric and antisymmetric cases, we classify S as S = S e ∪ S o , where S e stands for the set of symmetric polynomials while S o for that of antisymmetric ones. To fix the center of symmetry, we will use an additional superscript k. Precisely,
with Ω denoting all the finite sets of Z s . Next, we will give two theorems for constructing a special family of p.s.m., which has the following block structure
where the blocks satisfy
with 0 being the zero element of Z s , and the dimension of
we denote the set of p.s.m., which has the structure of (2) . By the way, from the symmetry center k, we can discern the number of variables. Allowing for convenient narration, we go on with the perspective of monoid.
Theorem 1. For a fixed k ∈ Z s , the set G (k, r 1 , r 2 , r 3 , r 4 ) is a monoid with regard to the multiplication of matrices.
Proof. For two arbitrary elements
, it is easy to check that G 1 (z)G 2 (z) also belongs to G (k, r 1 , r 2 , r 3 , r 4 ). On the other hand, the identity matrix E r is in G (k, r 1 , r 2 , r 3 , r 4 ), where r = r 1 + r 2 + r 3 + r 4 . Therefore, G (k, r 1 , r 2 , r 3 , r 4 ) is a monoid with regard to the multiplicity of matrices.
Next, we will give Theorem 2 for constructing the monoid G (k, r 1 , r 2 , r 3 , r 4 ), where (r 1 + r 4 )(r 2 + r 3 ) = 0. 
. Denote s := r 1 + r 2 + r 3 + r 4 and define an s × s matrix G(z) := (G i, j (z)) i, j , where
Proof. It is easy to verify that G(z) has the same structure of symmetry as those elements of G (k, r 1 , r 2 , r 3 , r 4 ). So, we just need to prove it is a paraunitary matrix. Consider
It is easy to check that G 1 (z) and G 2 (z) are two paraunitary matrices and G(z) = G 1 (z)G 2 (z). That is, G(z) is also a paraunitary matrix. Therefore, G(z) ∈ G (k, r 1 , r 2 , r 3 , r 4 ).
where
We have pointed out that Theorem 2 is invalid for the case of (r 1 + r 4 )(r 2 + r 3 ) = 0. Next, we will give Theorem 3 for constructing p.s.m. possessing the structure (2) with r 1 + r 4 = 0. The theorem can be verified easily.
Theorem 3. Let u 1 , u 2 be r 2 × 1, r 3 × 1 unit vectors of numbers, respectively. Extend u 1 and u 2 to two orthogonal matrices
Proposition 2. In case of k = 1, r 1 = 0, r 2 = r 3 = 1 and r 4 = 0, according to Theorem 2, we obtain
In [14] , we use the p.s.m. to give parametrization of s.o. multiwavelets in L 2 (R). In this section, based on p.s.m. and projection method, we shall construct s.o. wavelet frames. We begin with introducing some notations. Let N + 0 be the set of nonnegative integers. For a matrix A, as in Section 2, we denote by A its transpose conjugate. An r × r integer matrix M is called a dilation matrix if lim n→∞ M −n = 0. That is, all the eigenvalues of M are greater than one in modulus. Throughout this article, denote a := | det(M)| and let γ h , with γ 0 = 0 and 0 ≤ h < a, be the distinctive representatives of
where x · w denotes the inner product of x, w ∈ R s . We say that
If only the right-handed inequality holds, we say that
We say that {ψ 1 , ψ 2 , . . . , ψ r } and
On tight and dual M-wavelet frames, many researchers give necessary or sufficient conditions (see [2, 8, 17, 18, 4] ). Next, we use the necessary and sufficient conditions to characterize the tight M-wavelet frames or dual M-wavelet frames.
{ψ k (x)} r k=1 and { ψ k (x)} r k=1 generate a pair of dual M-wavelet frames in L 2 (R s ) if and only if they each generate a Bessel M-wavelet sequence in L 2 (R s ), and
Now, we introduce the concepts about orthogonal Bessel sequences. More details can be seen in [20, 1] .
Assume {ψ k (x)} r k=1 and {ψ k (x)} r k=1 each can generate a Bessel M-wavelet sequence in L 2 (R). Furthermore, for a.e. w ∈ R s , we have
then, {ψ k (x)} r k=1 and {ψ k (x)} r k=1 are called two orthogonal Bessel M-wavelet sequences. In the words of time domain, the two Bessel M-wavelet sequences {ψ k (x)} r k=1 and {ψ k (x)} r k=1 are orthogonal if and only if
. . , ψ r } and {ψ 1 , ψ 2 , . . . , ψ r } each can generate an M-wavelet frame in L 2 (R s ), then we say they are orthogonal M-wavelet frames. There are many applications of orthogonal wavelet frames, including multiple access communication systems and characterizations of superframes [20] . For example, suppose {ψ 1 1 , . . . , ψ 1 r } and {ψ 2 1 , . . . , ψ 2 r } each can generate a tight M-wavelet frame in L 2 (R s ). Furthermore, as two Bessel sequences, they are orthogonal. That is, for any f ∈ L 2 (R s ),
This idea can be used in multiple access communication systems. Moreover, the sequence {(
In [13] , Kim et al. constructed a pair of orthogonal wavelet frames. We briefly introduce the construction algorithm. Suppose {ψ 1 , ψ 2 , . . . , ψ r } generates an M-wavelet frame in L 2 (R s ). Furthermore, suppose U (w) := [U 1 (w) U 2 (w)] is a 2r ×2r matrix with L 2 (T s ) entries satisfying U (w)U (w) = I 2r , where U 1 (w) is the submatrix of the first r columns and U 2 (w) the remaining r columns.
. . , ψ 1 2r } and {ψ 2 1 , . . . , ψ 2 2r } are orthogonal wavelet frames. Moreover, the sequence {(
Motivation. Note that it is difficult for ψ i j mentioned above to have symmetry even though ψ k has symmetry, i = 1, 2; j = 1, . . . , 2r ; k = 1, . . . , r . Moreover, when we study the space We will give Theorems 4 and 5 for constructing orthogonal wavelet frames from existing tight and dual wavelet frames, respectively. Then based on Theorems 4 and 5, we construct s.o. wavelet frames in Theorems 6 and 7.
Then, for any integer i ∈ {1, 2, . . . , d}, {ψ i k, j : k = 1, . . . , r ; j = 1, . . . , q} can generate a tight M-wavelet frame of L 2 (R s ). Furthermore, for any two different integers i 1 , i 2 ∈ {1, 2, . . . , d},
. . , r ; j = 1, . . . , q} and {ψ i 2 k, j : k = 1, . . . , r ; j = 1, . . . , q} are orthogonal. That is, the set
Proof. Firstly, we prove that, for any integer i ∈ {1, 2, . . . , d}, {ψ i k, j : k = 1, . . . , r ; j = 1, . . . , q} can generate a tight M-wavelet frame of L 2 (R s ). As a matter of fact, for a.e. w ∈ R s , compute
where in the last equality we use the condition G(e −iw )G (e −iw ) = I d . On the other hand, for a.e. w ∈ R s and ∀γ ∈ Z s \ [M T Z s ], also compute
where in the last equality we use the condition G(e −iw )G (e −iw ) = I d and the periods of the components of G(e −iw ). According to Lemma 1, we know that {ψ i k, j : k = 1, . . . , r ; j = 1, . . . , q} can generate a tight M-wavelet frame of L 2 (R s ).
Next, for any two different integers i 1 , i 2 ∈ {1, 2, . . . , d}, we prove that {ψ 
where in the last equality we also use the condition G(e −iw )G (e −iw ) = I d and the periods of the components of G(e −iw ). Similarly, we can prove that
Therefore, for any two different integers i 1 , i 2 ∈ {1, 2, . . . , d}, {ψ
. . , r ; j = 1, . . . , q} and {ψ i 2 k, j : k = 1, . . . , r ; j = 1, . . . , q} are orthogonal. In other words,
On orthogonal pairs of dual M-wavelet frames, we similarly have the following construction theorem which can be proved as Theorem 4.
Theorem
where k = 1, . . . , r ; j = 1, . . . , q; i = 1, . . . , d. Then, for any integer i ∈ {1, 2, . . . , d},
. . , r ; j = 1, . . . , q}) are orthogonal, i.e., for ∀γ ∈ Z s \ M T Z s and a.e. w ∈ R s ,
That is,
can generate a pair of dual M-wavelet frames of the space
Proof. Since ({ψ 1 , ψ 2 , . . . , ψ r }, { ψ 1 , ψ 2 , . . . , ψ r }) can generate a pair of dual M-wavelet frames in L 2 (R s ), we have, for ∀ f ∈ L 2 (R s ),
where C is a positive constant. From the Parsevel identity, it is easy to get
That is, for i = 1, . . . , d, {ψ i k, j : k = 1, . . . r ; j = 1, . . . , q} and { ψ i k, j : k = 1, . . . r ; j = 1, . . . , q} each can generate a Bessel M-wavelet sequence in L 2 (R s ). Now, the rest of the proof is the same as that of Theorem 4. Note 2. Unlike [13] , the orthogonal wavelet frames constructed in Theorems 4 and 5 are directly related to the elements of paraunitary matrices but not to the submatrices. As such, we can construct s.o. wavelet frames in Theorems 6 and 7, which can be proved easily. In [11] , Han applied the projection method to constructing tight and dual frames of L 2 (R m ) from those of L 2 (R s ), where m ≤ s. To know more details about the method, readers are referred to [11, 9] . Here, we just introduce some results that will be used in this article. That is, Lemma 2 ([11, Theorem 2.2]). Let M be an s × s dilation matrix and N be an m × m one. Suppose, P is an m × s integer matrix with rank m such that
If {ψ 1 , ψ 2 , . . . , ψ L } can generate a tight M-wavelet frame in L 2 (R s ) and satisfies the following conditions (i) the functions ψ are continuous on R s and the projected functions Pψ ∈ L 2 (R m ) for all = 1, . . . , L, where
with ψ being understood to be continuous, (ii) the following condition holds: Lemma 2 , whose explanation can be seen in Proposition 4.2 of [11] . (III) The condition (ii) of Lemma 2 can be reduced to that (7) holds for w ∈ P T R m , about which the explanation can be referred in Page 9 of [11] . Theorem 8. Let {ψ i k, j : k = 1, . . . , r ; j = 1, . . . , q} be the orthogonal tight M-wavelet frames constructed through (9) . Suppose ψ i k, j (w) is continuous, i = 1, . . . , d; k = 1, . . . , r ; j = 1, . . . , q. N is an m × m dilation matrix, while P is an m × s integer matrix with rank m.
They satisfy (11) . Construct {Pψ i k, j } through (12) , that is, Pψ i k, j (ξ ) = ψ i k, j (P T ξ ), ξ ∈ R m . Then, for any i ∈ {1, 2, . . . , d}, {Pψ i k, j : k = 1, . . . , r ; j = 1, . . . , q} can generate a tight Nwavelet frame of L 2 (R m ). Furthermore, for any two different integers i 1 , i 2 ∈ {1, 2, . . . , d}, Proof. According to Lemma 2, it is easy to see that, for any i ∈ {1, 2, . . . , d}, {Pψ i k, j : k = 1, . . . , r ; j = 1, . . . , q} can generate a tight N -wavelet frame of L 2 (R m ). Thus, we just need to prove the orthogonality. In fact, for a.e. ξ ∈ R m and any γ ∈ Z m \ N T Z m ,
where in the second equality, we use P T (N T ) = (M T ) P T for all ∈ Z, which can be obtained from P T N T = M T P T . Similarly, we can prove that
Therefore, for any two different integers i 1 , i 2 ∈ {1, 2, . . . , d}, {Pψ
. . , r ; j = 1, . . . , q} and {Pψ i 2 k, j : k = 1, . . . , r ; j = 1, . . . , q} are also orthogonal. On construction of dual wavelet frames by the projection method, Han gave a theorem in [11] . That is, Lemma 3 (see [11, Theorem 2.3] ). Let M and N be an s × s dilation matrix and an m × m one, respectively. P is an m × s integer matrix with rank m such that (11) holds. Suppose 
with ψ and ψ being understood to be continuous, (ii) the following condition holds:
. . , r ; j = 1, . . . , q}) be the orthogonal pairs of dual M-wavelet frames defined in (10) where i = 1, 2, . . . , d. Suppose N is an m × m dilation matrix, and P is an m × s integer matrix with rank m such that
. . , r ; j = 1, . . . , q}) through (13) . Assume all ψ i k, j (w) and ψ i k, j (w) satisfy all the conditions in Lemma 3. Then, for any i ∈ {1, 2, . . . , d}, ({Pψ i k, j : k = 1, . . . , r ; j = 1, . . . , q}, {P ψ i k, j : k = 1, . . . , r ; j = 1, . . . , q}) can generate a pair of dual N -wavelet frame of L 2 (R m ). Furthermore, for any two different integers i 1 , i 2 ∈ {1, 2, . . . , d}, ({Pψ
Proof. The proof is the same as that of Theorem 8.
Next, we will study the symmetry of the orthogonal wavelet frames constructed in Theorems 8 and 9. Proof. We just need to prove that the projection method can preserve the symmetry of the projected functions. Suppose, f (x) ∈ L 2 (R s ) is symmetric (antisymmetric) about C ∈ Z s . Then f (w) = ±e −iC·w f (w), w ∈ R s , where + stands for being symmetric while − for being antisymmetric. Therefore,
Note 4. In Theorems 4 and 5, based on the given tight (dual) wavelet frames in L 2 (R s ), we construct orthogonal wavelet frames. It is easy to see that the vanishing moment and smoothness of the constructed orthogonal wavelet frames are the same as those of the given tight (dual) wavelet frames. According to [11] , ν 2 (Pψ ) ≥ ν 2 (ψ ), where ν 2 is Sobolev smoothness and Pψ is as in Lemma 2.
Examples of symmetric orthogonal wavelet frames
In this section, we shall give several examples to illustrate the main results in this article on construction of s.o. wavelet frames. Here, we should point out that, from now on, in the case of s = 1, z defined in Section 2 is taken place by z. Example 1. In [3] , Chui and He constructed a symmetric tight wavelet frame associated with quadratic B-spline B 3 (x). The symmetric tight wavelet frame {ψ 1 (x), ψ 2 (x)} is given through
According to Proposition 1, we select a 3 × 3 p.s.m. 
and
According to Theorem 4, we know for any i ∈ {1, 2, 3}, {ψ i k, j (x) : j = 1, 2, 3; k = 1, 2} can generate a symmetric tight wavelet frame of L 2 (R). Furthermore, for i 1 = i 2 , {ψ Example 2. Based on the tight frame {ψ 1 (x), ψ 2 (x)} mentioned in Example 1 with α 1 = π 3 , we construct a tight frame of L 2 (R 2 ) through tensor product. Concretely, where x, y ∈ R. It is easy to check that {ψ i j (x, y)} can generate a symmetric tight frame of L 2 (R 2 ). From Proposition 2, construct a p.s.m. in 2 variables
where z = e −i(w 1 +w 2 )/2 . Define two sets of functions {ψ
where w := (w 1 , w 2 ) T ∈ R 2 . Then according to Theorem 4, for a fixed integer k ∈ {1, 2}, {ψ k, i, j (x, y) : i, j, = 1, 2} can generate a symmetric tight 2I 2 -wavelet frame of L 2 (R 2 ). Furthermore, {ψ That is, (ψ
. Here, we should point out that, the function G i, j (z) := G i, j (e −i(w 1 +w 2 )/2 ) is nonseparable with respect to the two variables w 1 ∈ R, w 2 ∈ R. Therefore, ψ 
