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Most of time series analysis methods are based on an assumption of linear 
models. However, most observed time series are very complicated or non-linear. In 
the past, higher-order spectral methods have been developed to distinguish the 
non-linear time series from linear time series. The objective of this study is to use the 
time series decomposition method to examine the difference between the linear and 
non-linear time series. According to the results of synthetic data of linear and 
non-linear models generated in this study, the autocorrelation function is more 
attenuated as the time series is more skewed.




















   過去對非線性時間序列模式之探討，較











































音 項 之 產 生 利 用 近 似 分 布 予 平均








組邊際分布 A(0,1,Cs)，其中 Cs= -3, 
-2, -1, 0, 1, 2, 3 之合成資料。






4. 求得此 10000 組合成資料之自相關
函數(ACF)平均值，稽延 k 取至資料
樣本數之 1/3，藉以觀察合成資料之
ACF 與其邊際分布 Cs 值之變化關
係。









    本研究主要目的在於利用序列分離理
論以探討線性模式與非線性模式合成資料
邊際分布 Cs 與 ACF 的關係。以下就合成
資料 ACF 特性之歸納結果加以說明。
線性與非線性模式於 ACF 特性之歸納
    根據本研究所選取出之線性模式與非
線性模式，經由本研究方法進行分析，可
得線性模式與非線性模式於不同 Cs 值下
ACF 之關係。附表 1~附表 2 為各模式合成
資料於不同 Cs 值下之 ACF 平方和數值大
小，分別說明線性模式結果(列於附表 1)；
非線性模式結果(列於附表 2)。且線性及非
線性模式於不同 Cs 值下 ACF 平方和數值
順序趨勢，可見附圖 1~附圖 3，其圖中之
ACF 平方和值皆減去邊際分布 Cs=0 之
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附表 1  線性模式之合成資料於不同邊際分布A(0,1,Cs=-3,-2,-1,0,1,2,3)之ACF平
方和
Cs=-3 Cs=-2 Cs=-1 Cs=0 Cs=1 Cs=2 Cs=3
AR(1) 1.2638 1.2948 1.3203 1.3304 1.3185 1.2992 1.2689
AR(2) 2.2042 2.3099 2.3829 2.4093 2.3790 2.3216 2.2233
MA(1) 1.1482 1.1826 1.2215 1.2451 1.2296 1.2065 1.1766





ARMA(1,1) 1.5596 1.6136 1.6534 1.6681 1.6518 1.6214 1.5694
AR(1) 1.3018 1.3339 1.3565 1.3587 1.3308 1.2949 1.2496
AR(2) 2.2277 2.3289 2.3980 2.4219 2.3906 2.3313 2.2307
MA(1) 1.1495 1.1842 1.2231 1.2450 1.2284 1.2054 1.1767





ARMA(1,1) 1.5758 1.6285 1.6665 1.6800 1.6614 1.6280 1.5744
AR(1) 1.2464 1.2947 1.3430 1.3767 1.3763 1.3584 1.3246
AR(2) 2.2099 2.3190 2.3979 2.4320 2.4081 2.3548 2.2585
MA(1) 1.1434 1.1772 1.2173 1.2434 1.2297 1.2087 1.1813





ARMA(1,1) 1.5669 1.6257 1.6709 1.6903 1.6780 1.6501 1.5973







Cs=-3 Cs=-2 Cs=-1 Cs=0 Cs=1 Cs=2 Cs=3
BL(1,0,1,1)_1 1.1523 1.1941 1.2558 1.3496 1.4134 1.4334 1.4328
BL(1,0,1,1)_2 1.0783 1.1141 1.1780 1.2957 1.4048 1.4535 1.4707
BL(1,0,1,1)_3 1.0592 1.0835 1.1254 1.2002 1.2824 1.3264 1.3468
RCA(1)_1 1.0160 1.0156 1.0143 1.0131 1.0133 1.0136 1.0140





RCA(1)_3 1.0462 1.0450 1.0415 1.0382 1.0391 1.0406 1.0419
BL(1,0,1,1)_1 1.1436 1.1826 1.2393 1.3217 1.3689 1.3754 1.3661
BL(1,0,1,1)_2 1.0338 1.0568 1.1028 1.1920 1.2757 1.3135 1.3241
BL(1,0,1,1)_3 1.0110 1.0183 1.0365 1.0806 1.1391 1.1711 1.1792
RCA(1)_1 1.0115 1.0113 1.0107 1.0104 1.0104 1.0108 1.0111





RCA(1)_3 1.0305 1.0303 1.0288 1.0279 1.0280 1.0287 1.0291
BL(1,0,1,1)_1 1.1025 1.1449 1.2124 1.3173 1.3953 1.4236 1.4252
BL(1,0,1,1)_2 1.0715 1.1086 1.1775 1.3136 1.4437 1.5025 1.5307
BL(1,0,1,1)_3 1.1983 1.2293 1.2746 1.3501 1.4464 1.5072 1.5456
RCA(1)_1 1.0194 1.0208 1.0204 1.0185 1.0208 1.0225 1.0231




















































附圖 1 線性模式之合成資料於不同邊際分布 A(0,1,Cs=-3,-2,-1,0,1,2,3)下之平均






































附圖 2 非線性模式— Bilinear Model 之合成資料於不同邊際分布
A(0,1,Cs=-3,-2,-1,0,1,2,3)下之平均 ACF 平方和之關係圖，以邊際分布


































附圖 3 非線性模式— RCA Model 之合成資料於不同邊際分布
A(0,1,Cs=-3,-2,-1,0,1,2,3)下之平 均 ACF 平方和之關係圖，以邊際分布
Cs=0 之平均 ACF 平方和為 0
at ~ N(0,1)
at ~ A(0,1,Cs=2)
at ~ A(0,1,Cs=-2)
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