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ABSTRACT
PHYSICAL CONTROL OF BIOLOGICAL PROCESSES
IN THE CENTRAL EQUATORIAL PACIFIC:
A DATA ASSIMILATIVE MODELING STUDY
Maijorie Anne MacWhorter Friedrichs
Old Dominion University, 1999
Director Dr. Eileen E. Hofmann

A Five-component data assimilative ecosystem model is developed in order to
investigate the effects of physical processes encompassing a wide range of space and
time scales, on the lower trophic levels of the highly dynamic central equatorial Pacific
(140°W). Many o f the biological processes included in the ecosystem model respond to
environmental fluctuations with time scales between one and ten days, which are not
typically resolved by basin to global scale circulation models. Therefore, the ecosystem
model is forced using daily observations from the TAO mooring array.

Model

simulations successfully reproduce data collected both during and after the 1991-92 El
Nino, suggesting that species composition changes are not of first order importance when
examining the effects of this El Nino on the equatorial Pacific ecosystem. Simulations
also highlight the importance of higher frequency mesoscale events, such as tropical
instability waves and equatorially-trapped internal gravity waves.
The feasibility of improving simulation skill by assimilating biogeochemical
observations, is also examined. The adjoint method, which minimizes model/data misfits
by adjusting model parameters, provides a viable option for assimilating data into marine
ecosystem models. When assimilating synthetic data subsampled using the resolution of
the JGOFS EqPac cruises, parameters governing processes such as grazing, growth,
mortality and recycling can be recovered exactly. The assimilation of phytoplankton
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time-series data, as are currently available from SeaWiFS, additionally requires a small
amount of supplemental in situ nutrient data. As expected, deterioration in simulation
skill is more severe when assimilating biased data, as compared to data containing
random noise.
When actual EqPac cruise data and SeaWiFS ocean color data are assimilated,
one can objectively determine whether or not a given model structure is consistent with
specific sets of observations. For instance, a brief period of macro-nutrient limitation
during the 1997-98 El Nino, as well as changes in species composition observed during
the passage of a tropical instability wave, are found to violate key model assumptions.
Thus, although the assimilation of biological data into a marine ecosystem model cannot
necessarily overcome inappropriate model dynamics, data assimilation can often serve to
guide model reformulation.
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CHAPTER I

INTRODUCTION

With recent technological advances in biological instrumentation, it is now
possible to obtain biological data at the same temporal and spatial resolution as physical
data. For instance, ocean color satellites provide global data sets, while moored and
towed fluorometers provide continuous estimates of chlorophyll concentration. Partially
as a result of these new high resolution data sets, it is becoming increasingly clear that
biological processes cannot be completely understood without considering the specific
physical forcing mechanisms acting on the biological community. In essence, in the
highly dynamical oceanographic environment, the biology cannot be fully understood in
isolation; one must consider the full range of physical processes which may be acting on
time scales from hours to decades, and on space scales from millimeters to ocean basins.
In nature, these many physical processes occur simultaneously, making it difficult or even
impossible to decipher particular biological responses to specific environmental forcing
events. Because all these physical processes are superimposed with a cascade of energy
from larger scales to smaller scales, it is not clear a priori how the ecosystem will respond
to changes in these various environmental forcing mechanisms.
Simple ecosystem models provide a useful tool for identifying and quantifying this

The journal model for this dissertation is the Journal o f Geophysical Research
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wide range of biological-physical interactions. In a modeling experiment biological
responses to discrete physical processes can be isolated, and perhaps even more
importantly, the respective contributions from these various environmental forcing
mechanisms can be quantified. However, models used for these types of analyses
typically include large numbers of poorly known parameters that are difficult, or even
impossible to measure with current oceanographic instrumentation. One solution to this
problem is to invoke data assimilation techniques which have been quite successful in
other fields such as meteorology and physical oceanography. Under certain conditions
such techniques provide a means for recovering the best-fit set of parameters for a given
model, and therefore may be a crucial part of an ecosystem modeling analysis. The
research contained in this dissertation represents one of the first attempts to assimilate
both ocean color data and in situ biological data into a marine ecosystem model, and thus
provides a framework for future studies of biological data assimilation and predictive
biogeochemical modeling which will inevitably play a major role in the next generation
of large interdisciplinary observational programs.
The analysis presented in this dissertation is focused on a region in the equatorial
Pacific Ocean in which the marine pelagic ecosystem is known to undergo strong
responses to a wide range of physical forcing events. The primary objective of this study
is to better understand and to quantify these physical-biological interactions.
The dissertation is organized as follows. In Chapter H, a simple five-component
ecosystem model is developed for the central equatorial Pacific, the results of which are
compared with data in order to ascertain the physical control of biological processes
within this region. This chapter is focused on the ways in which physical environmental
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forcing processes, and corresponding biological responses, differ on different time scales,
ranging from interannual to mesoscale, to even higher frequency variability. Emphasis
is placed on how these physical processes specifically affect primary production,
chlorophyll concentration and changes in phytoplankton species composition.
In the third chapter, data assimilative capabilities are added to the model described
in Chapter EL Numerical experiments are conducted in order to examine the feasibility
of using different assimilation schemes, and to assess the data resolution and precision
required for successful simulations. Building on the knowledge gained from the identical
twin experiments discussed in Chapter Iff Chapter IV describes the implementation and
results of an analysis in which real biological and chemical oceanographic cruise data, as
well as remotely-sensed ocean color data, are assimilated using the adjoint method. This
analysis reveals when the model is and is not consistent with the available data sets;
suggestions for model improvement are also discussed. Finally, the conclusions of this
analysis are summarized in Chapter V.
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CHAPTER n

BIOLOGICAL-PHYSICAL MODEL OF THE CENTRAL
EQUATORIAL PACIFIC

1. Introduction
Large areas of the open ocean are characterized by relatively low and stable
phytoplankton biomass, which is typically dominated by small, rapidly growing pico- and
nano-phytoplankton.

Diatoms, which are larger and are often the dominant taxa

associated with spring blooms in nutrient-rich coastal ecosystems, are generally absent.
Within the subtropical gyres the phytoplankton community composition can be explained
by the low levels of macronutrients (nitrate, phosphate); however, this explanation cannot
hold for regions such as the equatorial Pacific where nitrate and phosphate concentrations
routinely exceed those required by phytoplankton [Barber, 1992].
Iron limitation and strong microzooplankton grazing were initially suggested as
likely, but opposing causes of such high-nutrient, low chlorophyll (HNLC) conditions
[Martin and Fitzwater, 1988; Martin et al., 1989; Banse, 1990; Martin et a i, 1990].
However, it is becoming increasingly clear that both factors are simultaneously required
to explain many recent observations of plankton community dynamics in the equatorial
Pacific [Cullen et al., 1992; Frost and Franzen, 1992; Price et al., 1994; Landry et al.,
1997]. Iron is now known to enter this region primarily via upweiling from the Equatorial
Undercurrent [Coale et al., 1996a], and is present at concentrations low enough such that
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all local phytoplankton species are held below their physiological potential; however,
half-saturation coefficients for iron uptake vary amongst species, with larger diatoms
being held below their growth potential to a greater degree than the more dominant
picoplankton [Price etal., 1994; Fitzwater et al., 1996; Zettler et al., 1996; Behrenfeld
et al., 1996; Coale et al., 1996b]. Microzooplankton rapidly graze the dominant small
phytoplankton and can quickly respond to changes in phytoplankton abundance due to
their high growth rates which may match or exceed those of their prey [Chavez et al.,
1991; Landry et al., 1995; Coale et al., 1996b]. Thus microzooplankton may also play
a major role in controlling phytoplankton biomass.
One goal of the U.S. Joint Global Ocean Flux Study (JGOFS) Equatorial Pacific
process study (EqPac) was to examine why phytoplankton biomass and production
remains low in the HNLC region of the central equatorial Pacific [Murray etal., 1992].
As part of this study, four cruises were conducted during 1992: two survey cruises along
140°W (Figure 1) (February/March (SI) and August/September (S2)) and two 20-day
time-series cruises atO°N, 140°W (March/April (TSl) and October (TS2)). Although
EqPac was designed to examine seasonal time scales, the deeper thermocline and warmer
surface water conditions present in early 1992 (characteristic of a typical El Nino),
unexpectedly allowed the study of interannual effects [Murray, 1992]. Much analysis has
therefore been concentrated on comparing results from SI and TS 1, coinciding with the
El Nino warm event, to those of S2 and TS2 which occurred during relatively cool surface
water conditions. However, it is difficult to isolate the effect of an El Nino on an
equatorial Pacific ecosystem since these events have interannual periodicities, whereas
plankton doubling rates on the order of days cause traditional biological observations,
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7
such as those made during EqPac, to be taken on time scales of hours to days or weeks.
Thus, many of the biogeochemical differences observed between these cruises may not
be attributable to the presence or absence of El Nino conditions, but rather may be due to
higher frequency mesoscale events such as tropical instability waves or equatorially
trapped internal gravity waves, which are known to be present in this region [Yoder et al.,
1994; Flament et al., 1996; Wunsch and Gill. 1976].
An ecosystem model provides a framework for examining biological-physical
interactions over a wide range of time scales by allowing individual biological responses
to discrete physical processes to be isolated and quantified. The model developed for this
analysis is directly forced with data from the Tropical Atmosphere Ocean (TAO) mooring
array, rather than with circulation, light and temperature fields obtained from theoretical
models. Consequently, the model inherently includes physical processes and their
associated temporal variability on multiple scales.
In the following sections, relevant data sets will be discussed and physical and
biological components o f the model will be described. Model results, including those
from a sensitivity analysis, will then be examined and compared to data from the JGOFS
EqPac cruises and bio-optical mooring.

These results will then be discussed in the

context of varying time scales, from interannual to mesoscale, to even higher frequency
variability. A number of idealized modeling experiments are performed in order to
determine specific ecological consequences resulting from environmental forcing
mechanisms that occur over a wide range of time scales.
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2. Data
2.1. U.S. JGOFS EqPac Process Study
The purpose of EqPac was to determine the fluxes of carbon and related elements,
and the processes controlling those fluxes, between the euphotic zone and the atmosphere
and deep ocean. Three issues of Deep-Sea Research Part II (Vol. 42, No. 2-3,1995; Vol.
43, No. 4-6, 1996; Vol. 44, 9-10, 1997) have already been devoted to discussing the
plethora of data and results obtained from this experiment, and synthesis papers will
undoubtedly continue to appear in the literature for many years to come.
Although the 1992 EqPac experiment consisted of thirteen separate cruises, the
data used for this analysis are primarily from two process-oriented survey cruises along
140°W between 12°N and 12°S, S 1 and S2, and two 20-day time-series cruises at 0°N,
140°W, TS1 and TS2 (Figure I). Details of these cruises are given in Murray et al.
[1994; 1995]. Nutrient, primary production, chlorophyll and zooplankton data were
collected

according

to

U.S.

JGOFS

data

protocols

(http://usjgofs.whoi.

edu/protocols.html), and were obtained for this study via the U.S. JGOFS Data
Management System, which is accessible through http://wwwl.whoi.edu/jgofs.html.
Descriptions of these data can also be found in Barber et a i 1996 (primary production
and phytoplankton chlorophyll), Landry et a i, 1995, Roman et al., 1995, White et a i,
1995 (zooplankton), McCarthy et a i, 1996 (ammonium and nitrate), and Walsh et a i,
1995 (euphotic zone depth).
Bio-optical sensors measuring light and fluorescence were also deployed on the
0°N, 140°W TAO mooring at 10 m, 25 m, 45 m, and 80 m [Foley et a i, 1997]. The
surface instrument operated intermittently for about 400 days, whereas the deeper three
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sensors collected reliable data only during May-July, 1992 [Foley et a i, 1997]. These
data are also archived and available through the U.S. JGOFS Data Management System
(http://www.whoi.edu/jgofs.html).
2.2. Tropical Atmosphere Ocean Moorings
In addition to the multi-disciplinary data collected during the EqPac Process study,
the TAO mooring array provides a suite of concurrent physical data [McPhaden et a i.
1993; 1998], including subsurface temperature time series (at ten levels to 500 m depth)
from ATLAS thermistor chain moorings [Hayes et al., 1991] located along the equator
at 155°W, 140°W and 125°W, and along I40°W at 2°N and 2°S (Figure I). A PROTEUS
mooring located at 0°N 140°W provides not only subsurface temperature time series, but
also incoming solar radiation and subsurface velocity measurements [McPhaden et al.,
1998]. Data from these moorings are nearly continuous from September 1991 through
the present, and are available via the TAO Home Page (http://www.pmel.noaa.gov/togatao).
Data from the 0°N 140°W TAO mooring (Figure 2) are crucial for placing the four
EqPac cruises in a physical context. The temperature time series (Figure 2a) shows that
during S 1 the upper water column was unusually warm, with the thermocline extending
to at least 100 m. These characteristics were typical of those observed throughout the
1991-92 El Nino.

The following cruise (TS1) occurred during somewhat similar

conditions, although by this time the temperature at 100 m had begun to drop: an
indication of the waning o f the El Nino. Conditions more typical of non-El Nino periods
prevailed during the S2 and TS2 cruises, which were characterized by 25°C sea-surface
temperatures and shallower thermocline depths.
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Physical variability in the central equatorial Pacific is also present at much higher
frequencies, as indicated by temperature oscillations of 2°-4°C at 100 m, with periods of
6-8 days (Figure 2a).

These temperature oscillations result from high-frequency

variability in the vertical velocity field, and are consistent with the period and latitudinal
structure of equatorially trapped internal gravity waves (IGWs) of the first baroclinic
vertical mode [Wunsch and Gill, 1976].
The meridional velocity time series (Figure 2b) show variability in amplitude and
direction that go from large (> 0.2 m s'1) positive (north) to large negative (south) with a
period o f 20 days. These features are tropical instability waves (TIWs). Since particle
motions of these waves are described by eccentric ellipses oriented toward the north [Qiao
and Weisberg, 1995], these waves are best observed via time series of meridional
velocity. Zonal wavelengths range from 800-2000 km, and westward propagation occurs
with phase velocities of roughly 0.6 m s'1[Halpem et al., 1988; Perigaad, 1990; Qiao and
Weisberg, 1995; Yu et a i, 1995]. These waves are also associated with regions of intense
horizontal convergence, where dramatic concentrations of marine life have been observed
[Yoder etal., 1994; Flament et al., 1996].
With the exception of the TIW on Julian Day 25 of 1992 (YD25), these features
did not appear in the meridional velocity time series until after YD 170 (Figure 2b), in
accordance with previous observations that TIW activity is often suppressed under El
Nino conditions [Legeckis, 1977]. Six TIWs passed the 0°N 140°W mooring after this
time, the first o f which occurred while the bio-optical mooring was in place. The TIW
that coincided with S2 (YD240) was the largest in the time series, while that occurring
during TS2 (YD285) was particularly small in amplitude.
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3. Biological-Physical Model
The intent of this study is to examine first-order biological-physical interactions,
and not to simulate all biological and physical processes of the equatorial Pacific.
Therefore, a relatively simple five-component (phytoplankton (P), zooplankton (Z),
ammonium (A), nitrate (AO and detritus (£))) ecosystem model is used (Figure 3).
Each ecosystem component (C, expressed in terms of mmol N m'3) satisfies a
general conservation equation of the form:

* F^zS) + B&S).

( 1)

where Fc and Bc denote the physical and biological processes, respectively, which affect
the concentration o f component C. In the equatorial Pacific many components of the
ecosystem have vertical profiles that are nearly constant over time. Therefore, the model
can be substantially simplified by averaging over this vertical structure. Integrating over
depth, (1) becomes:

♦ s j o - a o i (;,.a

(2)

where z is positive upwards, and Eft) is the depth of the base of the euphotic zone
(defined as the depth of the 0.1% light level). The overbar notation is reserved for
quantities that are vertically averaged from the surface to -Eft). (Unless otherwise
specified, all vertical averages and integrations reported in this analysis are computed
from the ocean surface to the base o f the euphotic zone.) The last term on the right hand
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growth

grazing

recycling
death
excretion

Figure 3. Schematic of the five-component ecosystem model: phytoplankton (P),
zooplankton (Z), ammonium (A), nitrate (AO and detritus (D). Large arrows represent the
advection of model components into and out of the system; small arrows represent
biological processes and transfers described in text.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

14
side of Equation (2) arises via Liebniz’s rule, since the lower integral limit is a function
of time.
3.1. Physical Processes
Before time-series of the various physical terms are rigorously computed, a scaling
analysis is used a priori to identify key dynamical processes which may have first-order
effects on the various biological and chemical constituents of the model.
3.1.1.

Scale analyses. In the equatorial Pacific region of interest for this study,

vertical velocities are on the order of IO'4-1 O'5 m s'1 [Bryden and Brady, 1985; see
Appendix A] and vertical eddy diffusivities range between IO'3 m2 s 1and lO-5 nr s 1 [Carr
et al., 1992], making vertical diffusion negligible compared to vertical advective
processes. Similarly, horizontal diffusivities are on the order of 103-104 m2 s'1[Hansen
and Swenson, 1996; Chai et al., 1996], while subsurface meridional and zonal velocities
can reach 0.5 m s’1and 1 m s'1respectively [McPhaden, 1993; Kessler and McPhaden,
1995], making horizontal diffusion negligible as compared to horizontal advection. These
assumptions are consistent with the modeling work of Chai etal. [1996] at 140°W, which
indicates that horizontal and vertical diffusion of nitrate are typically one to two orders
of magnitude smaller than vertical nitrate advection. Thus Fc can be approximated as:

1
- EM I

(• .

dC

dC
'

.

. dC. ,
Wc ) * ) Z

<3>

where u, v, and w are the three components of velocity in the x (positive eastward), y
(positive northward), and z (positive upward) dimensions respectively, and wc is the
vertical sinking rate o f component C. At 140° W, Eft) averages 120 m [Walsh et al.,
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1995]. Zooplankton and detritus are assumed to sink with rates of vvz = 0.5 m d'1and wD
= 12 m d '1 respectively; since the phytoplankton in this region are predominantly
picoplankton, wp is assumed to be negligible.
Scaling arguments can also be used to determine which terms in Equation (3) are
dominant for each of the five model components. Average estimates for the vertical and
meridional advection o f phytoplankton, zooplankton, nitrate, and ammonium are
computed as a function of latitude by combining the S 1 and S2 cruise data with average
vertical profiles of meridional velocity (v) (from TAO data; mean from 9/1/91-9/1/95) and
vertical velocity (w) [Bryden and Brady, 1985]. The results demonstrate that, at the
equator and within one to two degrees north and south of the equator, vertical advection
dominates meridional advection by a factor of three to six for both phytoplankton and
zooplankton (Figures 4a and 4b). Although the same is true for ammonium during SI,
during S2 vertical and meridional advection were nearly the same magnitude (Figure 4c).
Vertical and zonal advection of nitrate are of similar magnitudes during both SI and S2.
Zonal advection o f the model components can be scaled using preliminary data
from the Zonal Flux cruise [Le Borgne et a i , 1999], carried out along the equator, from
165°E to 150°W in April-May 1996 (Table 1). Estimates of dP/dx m ddZ/dx [Le Borgne
et al., 1999, their Figures 4b and 4d] and profiles of dAJdx and dN/dx (M. Rodier,
personal communication) between 150°W and 170°W, were combined with a mean u
profile computed from TAO data (9/1/91-9/1/95) at 140° W, in order to obtain estimates
of zonal advection of each model component. Vertical advection is found to dominate
zonal advection for both phytoplankton and zooplankton by factors of 3 and 16,
respectively. However, zonal advection may be an important component in the nutrient
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balances: the ratio of vertical to zonal advection is between one and two for both nitrate
and ammonium (Table 1).

Table 1. Comparison of the Depth-Averaged Zonal
Advective Terms and Vertical Advective Terms for Four
Model Components_______________________________
zonal
vertical
advection1* advection (SI)"

vertical
advection (S2)b

P [mg chi m'3 d 1]

0.0011

0.0024

0.0044

Z [mmol C m 3 d 1]

0.01

0.12

0.19

A [mmol N m 3d ' ]

0.008

0.016

0.014

(V[mmol N m‘3d ']

0.07

0.10

0.16

JZonal advective terms are computed from Zonal Flux cruise data
(mean from 150°W-I70°W.)
"Vertical advective terms are computed from SI and S2 cruise data
(mean from 3°N -3°S, 140°W.)

This scale analysis thus shows that horizontal advection must remain as a firstorder process in the nitrate balance, but can be neglected in the phytoplankton and
zooplankton balances.

Although negligible during the El Nino conditions of SI,

horizontal advection may at times be an important component in the ammonium balance.
Neglecting second-order terms, (3) becomes:
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3.1.2.

=

(4)

*

Vertical advection. Estimates of vertical velocity (w) are required in order

to compute vertical advection. A diagnostically computed w profile (constant in time) for
the central equatorial Pacific [e.g. Bryden and Brady, 1985], or, alternatively, output from
an ocean global circulation model (OGCM) [Harrison, 1996] could be used for this
purpose. However, because a portion of this analysis is focused on biological responses
to physical processes with time scales of days to weeks, a preferable approach is to
estimate vv directly from TAO data (a, v, T) at 140° W. The method used to estimate daily
varying vertical velocity as a function of depth is described in Appendix A. Although the
results of these calculations indicate that daily values of w may exceed 20 m d 1, when
averaged over four years (9/1/91-9/1/95) values are typically only on the order of a few
meters per day, with a maximum located near 70 m depth (Figure 5). These mean values
agree well with the diagnostic model results of Bryden and Brady [1985]; this close
correspondence is particularly remarkable, given the large standard deviations associated
with the computed mean values.
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Figure 5. Four-year mean (9/1/91 - 9/1/95) vertical velocity profile
(heavy line) and standard deviation (dashed line) obtained using the
method described in Appendix A. For comparison, the average vertical
velocity profile (thin line) of Bryden and Brady [ 1985] is shown.
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In order to estimate vertical advection, vertical gradients of each model component
are also required. In this study, the vertical structure for phytoplankton, zooplankton,
ammonium and detritus is fixed. Since it does not evolve with time, it is important that
this vertical structure be specified as accurately as possible. Data from the four JGOFS
EqPac cruises show that the mean vertical structure of phytoplankton [Barber et a i, 1996]
and ammonium [McCarthy et a i, 1996] can be described by a parabolic function with a
concentration maximum (dc) located at 45 m, as:

In accordance with EqPac data [Roman et al., 1995], the model zooplankton decrease
linearly with depth to a concentration of zero at z = -E:

Z(z) = 2 Z (l + - |) .

(6)

Applying Equations (5) and (6) to estimates of P, A , and Z from TS2 yields the
vertical profiles shown in Figures 6a-6c. On average, these functions fit the TS2 data (and
data from the other EqPac cruises, not shown) quite well. The vertical distribution of the
TS2 chlorophyll data is fit reasonably well by Equation (5), but the parabolic relationship
slightly underestimates chlorophyll at the surface and at the deep chlorophyll maximum
(Figure 6a). The TS2 ammonium observations are variable in the upper 75 m of the water
column, but Equation (5) provides a depth profile that is a reasonable fit to these data as
well. The TS2 zooplankton data decrease linearly with depth; however, Equation (6)
overestimates biomass in the upper 20 m, and underestimates biomass in the lowest 20
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Figure 6. Average vertical profiles (solid lines) computed for the TS2 time period of (a)
phytoplankton chlorophyll, (b) ammonium, (c) zooplankton, and (d) nitrate. Functional
fits are described in text, and are based on the observed average euphotic zone depth (120
m), and average concentrations of phytoplankton (0.28 mg chi m'3), ammonium (0.07
mmol N m'3), and zooplankton (0.11 mmol N m'3). Corresponding data (□) averaged over
the TS2 cruise are indicated.
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m of the euphotic zone. Vertical profiles of nitrate are obtained by applying the Barber
and Chavez [1991] N:T regression to daily temperature values from the 140° W TAO
mooring. Applying this regression to temperature data averaged over the TS2 time period
yields a close fit between in situ nitrate measurements, and the modeled nitrate vertical
structure (Figure 6d). Comparisons between vertical structures obtained from Equations
(5) and (6) and observations from the other EqPac cruises (not shown) are similar.
It is difficult to quantitatively estimate the vertical distribution of the detrital pool.
However, because the sinking rate of detritus is an order of magnitude greater than local
upwelling velocities, its concentration would be expected to increase with depth. For the
purposes of this model, it is sufficient to assume that the detrital pool increases from a
concentration o f zero at the surface to a concentration of ID at " = -£:

m

-

E

.

(?)

Vertical advection is thus computed as the product of the daily-varying vertical
gradient of each model component, and the daily-varying vertical velocities of Appendix
A. The resulting direct estimates of nitrate vertical advection averaged over 1992 and
1993 (10.5 and 12.8 mmol N m'2 d'1, respectively) are similar to climatological modeling
results [Chai et a i 1996; 11.3 mmol N m'2 d'1] (Table 2). Error bars on the direct
estimates can be computed by substituting the average vertical velocity profile of Bryden
and Brady [1985] for the daily-varying velocities; the results indicate that the direct
estimates and modeled values are not significantly different.
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Table 2. Vertically Integrated (0-120 m) Components of Nitrate
Advection
component of
N 0 3 advection'*

1992 directb:
(this analysis)

1993 directb:
(this analysis)

climatological model:
[ChaietaL, 1996]

vertical

10.5 ±3.8

12.8 ±2.1

11.3

zonal

-7.7 ± 4.0

-7.9 ± 4.0

-5.3

meridional

-1.9 ± 0 .7

-2.3 ± 1.2

-1.6

•“Units are: mmol N m'2 d '1.
"Direct estimates are computed from TAO mooring data, as described in text.

3.1.3.

Horizontal advection of nitrate and ammonium. Meridional gradients

of nitrate are computed by applying an N:T regression [Barber and Chavez, 1991] to
temperature differences measured between the 2°N, 140° W and 2°S, 140°W TAO
moorings; zonal gradients are similarly computed using temperature from 0°N, 125° W and
0°N, 155° W (Figure I). Because of the large distance between this latter pair of moorings,
and since it would take 30 days for a particle traveling at an average velocity of I m s'1
in the Equatorial Undercurrent to traverse this distance, the N:T regressions are applied
to temperatures averaged over 30 days. The product of these zonal (meridional) gradient
estimates and daily zonal (meridional) velocity measurements from the TAO mooring at
140° W yields direct estimates of the zonal (meridional) advection of nitrate. Resulting
zonal (meridional) estimates averaged individually over 1992 and 1993 are -7.7 and -7.9
mmol N m'2 d"1(-1.9 and -2.3 mmol N m'2 d‘l) respectively (Table 2).
Errors in these horizontal nitrate fluxes, are estimated by computing temperature
gradients via upstream and downstream differences, as opposed to the centered difference
approach described above. The larger error associated with the zonal advection term (4
mmol N m'2 d~l) as compared to that associated with the meridional advection term (2
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mmol N m'2 d 1) is a manifestation of the greater spacing between the zonal moorings.
Although the meridional gradients are computed over much smaller distances, the
upwelling-induced temperature minimum between 2°N and 2°S may cause errors in this
estimate as well [Kessler and McPhaden, 1995]. Nevertheless, the direct estimates of
horizontal nitrate advection averaged over 1992 and 1993 are not significantly different
from independent modeling results [Chai e ta i, 1996] (Table 2).
The previous scale analysis demonstrated that for non-El Nino conditions,
horizontal advection may be a first-order term in the ammonium balance. Unfortunately,
an ammonium:temperature relationship, analogous to the one for N:T described above,
does not exist and therefore it is not possible to create a daily time series of the horizontal
advection o f ammonium. Consequently, these terms are set to zero, and the errors
resulting from this approximation will be examined in the following section.
3.1.4.

Light. The biological model is forced by incoming solar radiation,

specifically the photosynthetically active portion of the visible light spectrum (PAR). The
value o f PAR at the ocean surface (7f) is a function of the hour of day (t), clear sky value
(/0), and fraction cloud cover (C5), and can be computed as:
l s = to U ' c ,) sin(2tt(ir-0.25)).

(8)

In this formulation t represents non-dimensionalized time ( t = r/(24h), where t = [0,24h]).
An atmospheric model [Gregg and Carder, 1990] is used to compute daily estimates of
The fraction of cloud cover is obtained by comparing incident radiation measurements
from the TAO 140° W mooring with the corresponding output from a clear-sky irradiance
model [Frouin, 1983].
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3.2. Biological Processes
The various pathways for nitrogen cycling in the model ecosystem (Figure 3) are
described by the following equations.

Tp

= PP(Fe,I,P) - G(7\Z) - (J)pP
B? = yG(P^Z) - 4>zZ

Tn
Ba

Td

= -NP(Fe,I,P,A)

(9)

= -RP{Fe,I,P,A) + p (pz Z + rDD

= <bpP + (l-p )c |)zZ + (l- y ) G (P ,Z ) - rDD

The biological processes affecting phytoplankton biomass are primary production
(PP), grazing by zooplankton (G), and natural mortality (4)^/*). where

4>f>(d'1)

represents a linear loss rate. A fraction ( y ) of the grazed phytoplankton is assumed to
represent zooplankton growth from assimilated ingestion. This growth is partially offset
by a generalized loss term (4>zZ), where 4>z (d-1) is a linear loss rate. A fraction (/?) of
this term represents zooplankton excretion, and the remainder is attributed to losses such
as natural mortality and predation. Primary production is supported by both nitrate uptake
(new production; NP) and ammonium uptake (regenerated production; RP). Other
biological processes affecting the ammonium balance include zooplankton excretion and
recycling via the detrital pool (r0D ), where rD represents a generalized rate at which
detritus is recycled into ammonium. Biological processes affecting the detrital pool
include contributions from phytoplankton and zooplankton mortality, unassimilated
grazing, and the loss of detrital nitrogen to ammonium nitrogen via recycling. As
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formulated above, the model requires specific parameterizations for grazing, primary
production, regenerated production, and new production as discussed in the following
sections. Parameter values and descriptions are given in Table 3.
3.2.1. Grazing. Following the approach described by Franks et al. [1986],
zooplankton grazing is assumed to be given by:
G(P,Z) = g P Z A (l -e ™)

(10)

This modified form of Ivlev's [1955] grazing formulation accounts for food-acclimatized
grazing and has been found to stabilize model output by reducing unrealistic PtZ
oscillations. The Ivlev constant, A, is assumed to fall between 0.1 and 2.0 (mmol N m'3)'1
[Franks et al., 1986]. A value for the maximal grazing rate, g, is determined such that in
situ specific daily grazing rates, defined as G/P, predicted by the model agree with those
observed during the EqPac experiment [Murray et al., 1994; Landry et al., 1997].
3.2.2. Prim ary production. Because recent results of in situ iron additions to
macronutrient-rich equatorial waters during the IronEx cruises have unequivocally
established that the availability of iron limits the cell division rates and abundance of
phytoplankton [Frost, 1996; Behrenfeld et al., 1996], iron limitation is assumed a priori.
Thus, instead of re-testing the iron hypothesis, the novel approach of assuming iron
limitation and examining the implications for marine ecosystem structure at 0°lV, 140° W
is taken. Until more information becomes available on iron chemistry and the specific
roles various forms of iron play in equatorial ecosystems, an explicit iron model cannot
be justified and therefore iron is only included in the growth term where iron limitation
is specified.
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Table 3. Values, Units, and Definitions of the Parameters Used in the
Biological Model
value

units

definition

wz

0.5

m d1

Zooplankton sinking rate

WD

12

m d '1

Detrital sinking rate

<pp

0.45

d '1

Phytoplankton loss rate

fa

0.75

d '1

Zooplankton loss rate

Y

0.75

(none)

Zooplankton assimilation efficiency

P

0.3

(none)

Ammonium regeneration fraction

rD

1.0

d '1

Detrital regeneration rate

s

29

d '1

Zooplankton maximum grazing rate

A

1.0

(mmol N m'-’)'1

k-Ft

0.034

pmol Fe m'3

Iron half-saturation value

a

29

d '1(E m’2 h ')''

Initial slope of P-I curve

Pm

14

d '1

k-A

0.1

mmol N m 3

dc

45

m

Femn

0.026

pmol Fe m‘3

Minimum concentration o f iron

mF.

1.0

pmol Fe m"4

Slope of iron profile

Ivlev grazing parameter

Maximal rate of photosynthesis
Ammonium half-saturation value
Depth o f maximum P, A concentration

In situ data from the bio-optical mooring indicate that equatorial Pacific
phytoplankton populations are light-limited, and quickly respond to variations in
incoming radiation, such as those due to changing cloud cover [Foley et a i, 1997]. Thus,
a multiplicative approach was chosen for the primary production model, allowing both
iron and light to simultaneously limit growth. From these considerations, daily depthaveraged gross primary production can be represented by:
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(11)

where QFe represents the functional dependence of primary production on iron
concentration and Q, represents the dependence on incoming PAR. Since time scales of
primary interest range from a week to a year, Q, is integrated over f, in order to filter out
changes in phytoplankton growth that occur on time scales less than a day.
Iron limitation of phytoplankton growth is assumed to follow Michaelis-Menten
kinetics:

where Fe is the iron concentration, and kFt = 0.034 pmol Fe m'3 [Price et a i, 1991] is
taken to be the half-saturation coefficient for iron uptake by the ambient picoplankton
community. Due to the difficulties inherent in measuring in situ iron concentrations,
relatively few data are available. Therefore, an iron-temperature relationship was
determined by combining the FeLine and JGOFS EqPac cruise data below the euphotic
zone, within ±2° of the equator:

Fe [pmol Fe m 3] = 1.028 (0.499 - 0.019 T [°C])

(13)

[Leonard etaL, 1999]. This relationship is valid only in waters where iron is not limiting,
and therefore must only be applied near the base of the euphotic zone. In this analysis it
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is applied only to the subsurface (100 m) TAO temperature data at 140° W.
A bilinear approximation to the empirical relationship for iron concentration as
a function of depth [Gordon et al., 1997] can be expressed as: Fe(z) = MAX [Femin, Fe
(z=-100) - mFe * (z + 100)], where mFe is the slope of the linear profile, and Femin is the
minimum iron concentration which may result partially from atmospheric deposition
[Duce andTindale, 1991] and/or iron recycling [Landry et al., 1997]. Following Gordon
et al. [1997], Femin is taken to be 0.026 pmol Fe m'3, i.e. slightly less than the current
instrumental detection limit of 0.03 pmol Fe m '\ and mFe is 1.0 pmol Fe m"4. When
combined with the temperature-derived iron concentrations at 100 m, this formulation
yields a daily varying vertical profile of iron concentration, and has a distinct advantage
over other related studies [Landry et al., 1997; Loukos et al., 1997; Leonard et al., 1999]
which are very sensitive to the poorly known and widely varying carbon-to-iron ratios
[Gordon et al., 1997].
The functional dependence of primary production on light is modeled using an
adaptation of the relationship given in Platt et al. [1980]:

<2,

where I is irradiance (PAR),

*

(M a)

is the maximum (nutrient-saturated) rate of

photosynthesis in the absence of photoinhibition, and a is the initial slope of the P-I curve.
Recent experimental evidence [Cullen et a i, 1992] has indicated that in the central
equatorial Pacific a is roughly constant throughout daylight hours, whereas P ^
undergoes diel variations with the highest values corresponding to times of highest
incident radiation. Thus P ^ was assumed to vary sinusoidally between 0 and PM:
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P maxW = P,W sin ( 2 tt( t-0.25)) .

(14b)

Estimates of Pst and a can be derived from data presented in Cullen et al. [1992];
however, their corresponding parameters were obtained under ambient nutrient
conditions, whereas Pst and a are defined for iron-saturated conditions. Therefore, to
obtain true estimates of nutrient-saturated photosynthetic parameters, the values of Cullen
etal. [1992] ( P ^ iem = 4.5 mg C mg chi'1h'1and aambien' =9.2 mg C mg chi’1h'1(E m'2
h'1) 1) must be divided by the limiting factor, QFe. For an iron concentration of 0.0050.025 pmol Fe m'3, below the level of instrumental detection [Gordon et a l, 1997], and
a carbonrchlorophyll ratio of 40-100 mg C mg chi'1 [Chavez et a l, 1996], PM is in the
range 3-21 d'1, and a = 5-42 d'1(E n r h'1)'1. These ranges are also consistent with values
estimated from more recent JGOFS EqPac data [Lindley et a l, 1995].
PAR at a given time and depth is determined by the incident surface value (/,), and
the depth-dependent attenuation, R(z):
= /,(x) R{z)

(15)

Many types of models exist for describing the attenuation of PAR with depth. These
range from the very simple bulk exponential formulations frequently used in ecosystem
models [Steele and Frost, 1977; Hofmann and Ambler, 1988], to the complex spectral
models in which the photosynthetic spectrum may be split into as many as 61 wavebands
[Morel, 1988]. In this region where light limitation is typically of secondary importance
to iron limitation, a complex spectral model is not justified; however, a higher degree of
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resolution than that afforded by assuming a constant attenuation with depth is warranted.
Therefore, self-shading by phytoplankton, as described by Anderson [1993], was included
(Appendix B). Daily estimates of euphotic zone depth (£; defined as the depth at which
I is attenuated to 0.1% of its surface value, /,) can then be obtained by solving R(z) =
0.001 for z.
Substituting Equations 14 and 15 into Equation 11 and performing the time
integral analytically yields:

W

=

f Qr‘ (l ' * '/o(,' C,)* =)a//,J0 P(z) dz .

(16)

-E

The depth integration o f (16) is computed at each model time interval.
Net primary production, defined as the difference between gross primary
production and respiration (NPP - PP - rP), was used as a diagnostic quantity to
determine the degree of agreement between simulated and observed phytoplankton
distributions.

For this calculation, r = 0.28 d'1, which is an average specific

phytoplankton respiration rate that is consistent with values reported for this region of the
equatorial Pacific [Murray et a i, 1994; Coale e ta i, 1996].
3.2.3.

Regenerated production. Recent experimental evidence has revealed that

in the equatorial Pacific, ammonium is typically given preference over nitrate as a source
of nitrogen to fuel primary production. For instance, McCarthy et al. [ 1996] observed a
strong suppressing effect o f ammonium on nitrate uptake rates, with mean values for
ammonium uptake rates being 8 times greater than those for nitrate during both SI and
S2. Therefore, if ammonium concentrations are high enough to provide enough nitrogen
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to fuel all primary production, that is, if

(17)

wherep is defined as the depth-averaged phytoplankton growth rate (p = PP/P) and p ^
is defined to be the iron-saturated growth rate (obtained using the solution of (15) for QFe
= 1), then regenerated phytoplankton production equal primary production, RP = PP.
On the contrary, if there is not adequate ammonium, i.e. if (16) is not satisfied, then

(18)

This formulation [Hurtt and Armstrong, 1998] results in ammonium uptake exceeding
nitrate uptake by a factor of seven, which is in close agreement with observations of
McCanhy et al. [1996].
3.2.4.

New production. New production (/VP) is defined as that portion of total

primary production that is supported by nitrate uptake, instead of by ammonium
utilization. Thus, new production can be computed simply as:
NP = PP - RP .

(19)

The above formulations for new and regenerated production are consistent with recent
observations [Timmermans et al., 1994] that although nitrate reductase activity, and hence
total primary productivity, is explicitly dependent on the degree of iron limitation,
regenerated production is not directly influenced by the absence or presence of iron.
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Finally, the traditional definition of the /-ratio [Dugdale and Goering, 1967],
/ = NP I PP, is used as a diagnostic quantity to compare model-derived results to values
of the /-ratio determined experimentally.
3.3. Model Implementation
The five-component model equations were solved using an explicit second-order
Runge-Kutta scheme, with a time step of one day. The model parameter values (Table
3) were chosen to be consistent with the sources cited above. The initial depth-integrated
nitrate concentration was estimated by applying the N:T relationship to 31 days (Aug. 1,
1991-Aug. 31, 1991) of subsurface TAO temperature data at 140°VF and performing the
corresponding depth integral: N(t-Q) = 8.7 mmol N m'3. Using mean values for the
forcing functions, the model was then run until steady state values were obtained for each
model component: P =0.20 mmol N m'3, Z =0.10 mmol N m '\ A =0.07 mmol N m '\ D
= 0.13 mmol N m‘3. Using these values as initial conditions and the daily-varying forcing
functions, the model was then run from September 1,1991 to September 1,1992 to obtain
a reference simulation. This simulation then provides a baseline for comparison with
results from other simulations in which parameters and forcing functions are modified.

4. Results
4.1. Parameter Sensitivity Analysis
Although the model requires the specification of 16 parameters, the results are
significantly dependent on only a subset o f those listed in Table 3. In order to determine
which parameters are most critical in this analysis, a sensitivity analysis was performed.
It is computationally intensive to vary each model parameter independently over the entire
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parameter space.

Much can be learned by simply increasing and decreasing each

parameter, and then examining the resultant effect on various model components and
diagnostics.
In this study, each parameter was increased by 25% (decreasing by 25% or 50%
yields similar results), the model was run using average, steady forcing until P reached
steady state (less than 30 days), and the effect on P, Z, A, N, and PP was examined.
Following Fasham et al. [1993], the effect of a given parameter, k, was quantified by
calculating a normalized sensitivity, S^k), defined as:
C (k)-C s

s .m

-

(20)

where Cs is the value of a model component for the reference case with the parameter
value kv and C(k) is the value for the case when the parameter has the adjusted value k.
Thus Sc is a measure of the fractional change in the model component C compared to a
fractional change in the parameter of interest (Table 4).
Some of the sensitivity results given in Table 4 are contrary to what might be
expected for an iron-limited ecosystem. For instance, phytoplankton depends not on the
growth parameters (e.g. PM,

nor the iron concentration in the euphotic zone (Femn,

mFe), nor the phytoplankton death rate (<pP); SP values for all these parameters are less than
0.1.

Rather, phytoplankton depends on the grazing parameters (g, A, y) and the

zooplankton mortality rate (<&) as shown by the higher SP values for these parameters,
ranging from 0.6-1.1. This is indicative of an ecosystem under top-down control [Klein
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Table 4. Sensitivity Analysis in Which Each Model Parameter
is Increased and Decreased by 25%, and the Resulting Average
Fractional Change in Four Model Components (Sp, SZ,SA,S„)
and Primary Production (SPP), is Computed from Equation (20)
SFP
X

-0.3

-0.4

0.2

-0.5

-0.7

-0.6

—

0.3

0.4

-0.4

0.7

—

-0.3

-0.4

Ft

—

-0.9

-0.7

—

-0.5

Femn

—

0.7

0.6

—

0.3

mFr

—

-0.3

-0.2

—

—

Pm

—

1.0

—

—

0.5

a

—

0.8

—

—

0.4

dc

—

-0.6

—

—

-0.3

—

-1.0

—

—

—

—

—

1.0

—

—

rD

—

—

0.2

—

—

wD

—

—

-0.2

—

—

w z

—

—

—

—

—

P

—

—

—

—

—

8

-0.4

-0.3

A

-0.8

-0.5

tp z

0.5

Y
k

<t>p

•*Dashes indicate model insensitivity ( | Sc|<0.15) to parameter changes.

and Steele, 1985]; despite iron limitation, the phytoplankton population is strongly
controlled by its predators, the zooplankton. Zooplankton biomass, on the other hand,
is more sensitive to phytoplankton growth parameters (Sz = 1.0-1.2) than to grazing
parameters (Sz = 0.3-0.8), further demonstrating the tight coupling between P and Z.
Thus, if the phytoplankton specific growth rate is increased by means of an enrichment
in available iron supply, a larger response in zooplankton than phytoplankton might be
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expected; this possibility will be discussed further in the following section.
The concentration of ammonium is strongly dependent on the choice of both iron
and ammonium half-saturation coefficients (SA = -0.9 for kFe and SA = 1.0 for kA). On the
contrary, nitrate concentration is not strongly dependent on any of the model parameters
listed in Table 4 (SN< 0.6 for all 16 model parameters); instead, it depends primarily on
the physical advection of nitrate into the system. In fact, if ammonium concentrations are
high enough to fuel all primary production, i.e. (16) is satisfied, then BN = 0 and N is
independent of the other model components [Klein and Steele, 1985].
4.2. Reference Simulation
Before discussing the details of the reference simulation, the derived time-series
of vertical velocity and iron will be examined.
4.2.1.

Physical forcing fields: w and Fe. The physical fields used to force the

reference simulation exhibit variability over a wide range of time scales. In order to
separate variability due to TTWs and IGWs, time series of vertical velocity and iron
concentration are 7-day low-pass filtered (Figures 7a and 7b) and 12-day high-pass
filtered (Figures 7c and 7d).
Early 1992 is characterized by intervals of strong upwelling and downweiling
(Figures 7a and 7b). Upwelling velocities greater than 5 m d'1at 80 m occur from YD lYD15 and from YD35-YD50, with nearly as strong downweiling velocities occurring
between these periods. This indicates that the presence of El Nino conditions does not
necessarily imply weak vertical velocities. However, the deeper thermocline present
during this time period (Figure 2) causes upwelling to be less effective at bringing high
iron water to the surface and therefore iron concentrations remain low through YD50.
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Figure 7. Low-pass filtered (panels (a) and (b)) and high-pass filtered (panels (c) and
(d)) time-series of derived vertical velocity at 45 m and 80 m, measured TAO meridional
velocity at 25 m, 45 m, and 80 m, and derived iron concentration at 80 m. Shaded regions
denote times of the JGOFS EqPac cruises and the fully-operational bio-optical mooring.
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Figure 7. Continued.
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Tropical instability waves are responsible for a large portion of the variability
shown in Figures 7a and 7b. These 20-day oscillations dominate the time series of
meridional and vertical velocity between YD 170 and YD300 at both 45 m and 80 m
depths. These velocity components are 180° out of phase, with upwelling (vv > 0)
correlated to southward velocities O < 0). Iron concentrations at 80 m exhibit a similar
20-day periodicity, lagging vertical velocity by 90°. During periods of upwelling, iron
concentrations increase; under downweiling conditions they decrease.
Higher frequency variability also exists and corresponds to equatorially-trapped
internal gravity waves.

Between YD270 and YD310, for example, six to seven

oscillations of vertical velocity and iron concentration are observed, with the two largest
upwelling events occurring during the TS2 cruise (Figures 7c and 7d). As expected, iron
concentrations and vertical velocity are again 90° out of phase, with iron increasing
during periods of upwelling.
4.2.2.

Simulated time-series. Using the unfiltered time series of the forcing

fields described in the previous section, simulated time distributions of primary
production, phytoplankton chlorophyll, zooplankton biomass, ammonium, and nitrate
were obtained (Figure 8). These distributions show a wide range of temporal variability
including the strong six to eight day periodicity observed in the vertical velocity and iron
concentration forcing fields (Figures 7c and 7d). For example, over the time period
during which the bio-optical mooring was fully operational, 11-13 such oscillations are
evident in primary production, phytoplankton, zooplankton, ammonium, and nitrate
(Figure 8). Hence, the higher frequency motions observed in the environment are
reflected in the simulated biological distributions.
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Figure 8. Simulated time evolution (beginning on 9/1/91) of (a) integrated rate of
primary production, (b) integrated phytoplankton chlorophyll, (c) average zooplankton
biomass, (d) average ammonium concentration, and (e) average nitrate concentration
obtained for the reference simulation. Dashed lines in (d) and (e) represent results
assuming a constant horizontal component of ammonium advection of 0.015 mmole
N m'3 d'1. Shaded regions denote times of the JGOFS EqPac cruises and the fully
operational bio-optical mooring.
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Variability also exists on annual/interannual time scales. The average rate of
primary production prior to YD 100 is nearly 40% lower than that estimated for the time
period spanning YD100-YD300. Similarly, the average rate of primary production
between YD320-YD420 is 30% lower. These time periods are associated not only with
a decrease in mean value, but also with a dampening of high-frequency variability. Time
series of zooplankton biomass, ammonium concentration, and nitrate concentration
(Figures 8c-8e) exhibit similar trends; however, this is not the case for phytoplankton
chlorophyll (Figure 8b). The mean value and variability in the phytoplankton time series
remain nearly constant throughout the simulation: no interannual variability is observed.
The net upward trend in nitrate concentration throughout the simulation is an
artifact that results from an inability to compute the horizontal component of ammonium
advection. If horizontal ammonium advection is assumed to be constant and equal to
0.015 mmol N m'3 d'1, a reasonable assumption based on Figure 4 and Table 1, this drift
is nearly eliminated (Figure 8e), with no substantial effect on any other model
components.
4.2.3.

Model-data comparison. It is difficult to validate marine ecosystem

models, since available data on the potentially large number of model components are
frequently scarce. However, the suite o f biogeochemical measurements available from
the JGOFS EqPac experiment [Murray et al., 1994,1995] provides measurements of most
o f the dependent variables included in the ecosystem model. These measurements are
sufficient to allow comparisons with the simulated distributions on a cruise-averaged
basis, as well as comparisons for specific days.
Model-derived values of integrated phytoplankton chlorophyll, average
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zooplankton biomass, nitrate concentration, ammonium concentration and integrated
primary production, fall within ranges for corresponding values calculated for the same
time period from the EqPac time series cruise data (Table 5). The model successfully
reproduces the 45% increase in both the rate of primary production and in zooplankton
biomass, as observed between T S1 and TS2. No change in phytoplankton chlorophyll
between the two cruises is predicted by the model; however. Barber et al. [ 1996] report
a small increase in chlorophyll concentration between TS I and TS2. Both data and
simulation results indicate a decrease in ammonium concentration; however this trend in
the model simulation is reversed if a non-zero horizontal ammonium advection is
assumed. Nitrate observed during TS2 is 2 mmol N m'3 greater than that observed during

Table 5. Model-Derived Values of Primary Production, Phytoplankton,
Zooplankton, Ammonium, and Nitrate calculated for the TS I and TS2
Time Periods, Along with Corresponding Observations Obtained Directly
from TS I and TS2 Cruise Data
Model
(TS1)

Data
(TS1)

Model
(TS2)

Data
(TS2)

Integrated primary production
[mmol C m'2d '1]

91

90 ±3"

123

129 ± 6

Integrated phytopiankton
[mg chi m'2]

29

29 ± I

29

33 ± 2

0.07"

0.07

0.10

0.10

0.12
(0.06)c

0.11

0.10
(0.08)

0.07

9
(6)

6

15
(9)

8

Average zooplankton
biomass [mmol N m'3]
Average ammonium
concentration [mmol N m'Jl
Average nitrate concentration
[mmol N m'J]

"Error bars on primary production and phytoplankton data represent standard errors
computed by Barber et al. [ 19961.
bA C:N rau'o o f 3 has been applied to the zooplankton data.
cAmmonim and nitrate concentrations in parentheses were obtained assuming a constant
horizontal advection o f ammonium o f 0.015 mmol N m ’ d 1.
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TS I. The reference simulation appears to overestimate nitrate by 3-7 mmol N m‘\ unless
a significant horizontal component of ammonium advection is assumed.
Model-derived values of phytoplankton growth rate, grazing rate, /-ratio and
nitrate uptake, also compare well with corresponding values calculated from JGOFS
cruises (Table 6). Model results indicate that phytoplankton growth and grazing rates are
depressed by 30-45% early in 1992 when TIWs were not present and El Nino conditions
prevailed. The model-derived/-ratios for both spring and fall 1992 are relatively low
(0.06-0.15), in agreement with the analysis of McCarthy etal. [1996] which yielded/ratios in the range 0.06-0.13 during S 1, and 0.08-0.20 during S2. Simulated estimates of
nitrate uptake integrated to the 1% light level (assumed to be 80 m) were greater in fall
1992 than spring 1992 by 50-75%, also in agreement with the observations. McCarthy
et al. observed this increase in new production between SI and S2 to be 15 times greater
than the corresponding increase in the /-ratio; however, simulation results indicate that
the spring/fall increase in new production exceeds that of the/-ratio only by a factor of
3 (1.5) for the survey (time series) cruises.

Despite the large differences in new

production between the spring and fall cruises, data indicate that nitrate uptake surpassed
ammonium uptake by a factor of 8 for both S 1 and S2 cmises. Model simulations
support these observations. During S 1 and S2 simulated nitrate uptake was greater than
ammonium uptake by factors of 9 and 7 respectively.
Agreement also exists between model-derived values of phytoplankton,
zooplankton, nitrate, ammonium and primary production and the corresponding daily
measurements (Figure 9). During both TS 1 and TS2 the magnitude of the variability in
the simulated results is similar to that recorded in the data, with the magnitude of this
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Table 6. Model-Derived Values of Phytoplankton Growth Rate (jj [ d 1]), Grazing Rate (K, [ d 1]),/-ratio
(/), and New Production (NP [mmol C m3 d'1]) Computed for the Time Periods of the Four EqPac
Fall 1992

Spring 1992
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SI
model

SI
data

TS1
model

TSI
data

S2
model

S2
data

TS2
model

TS2
data

P

0.4“

0.83 (15 m)h
0.34 (45 m)
0.22 (75 m)

0.5

0.57 (15 m f
0.19(60 nt)

0.9

0.98 (15 m)h
l.0 0 (4 5 m )
0.32 (75 m)

0.7

1.00(15 m)c
0.85 (30 m)
0.64 (60 m)

K*

0.2

0.72 (15 m)h
0.22 (45 m)
0.21 (75 m)

0.4

0.87 (15 m)c
0.26 (60 m)

0.6

0.57 (15 m)h
0,42 (45 m)
0.27 (75 ill)

0.5

0.70(15 m)c
0.57 (30 m)
0.67 (60 in)

f

0.10

0.06-0.13“

0.06

no data

0.13

0.08-0.20“

0.15

no data

8
6
5“
no data
NP
“Values are deplh-averaged unless a depth is specified.
h From Landry et al., 1995.
c From Verity et al., 1996.
11From McCarthy et al., 1996.

16

19“

19

no data
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Figure 9. Simulated time distributions o f (a) primary production, (b) phytoplankton
chlorophyll, (c) zooplankton, (d) ammonium, and (e) nitrate, corresponding to the
TS 1 and TS2 cruise times. The corresponding measurements from the two cruises
(■) are shown.
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variability being greater during TS2. However, although the data show peaks in primary
production, phytoplankton chlorophyll and zooplankton biomass occurring between
YD284-YD286, simulation results show these peaks occurring slightly earlier, between
YD282-YD283 (Figures 9a-9c). Thus phytoplankton is first overestimated (YD282) and
then underestimated (YD284, YD286). Because of tight P-Z coupling, it is not surprising
that a similar trend with a two-day lag is seen in the zooplankton (Figure 9c). with it first
overestimated (YD284) and then underestimated (YD286, YD288).

The peak in

simulated ammonium on YD285 is a result of underestimation of ammonium uptake by
phytoplankton and overestimation of zooplankton ammonium excretion.
The relationship between primary production and phytoplankton chlorophyll
(Figure 10) provides insight into the coupling between these quantities, and explanations
for mismatches between the model results and measurements. The data and simulated
values indicate that rates of primary production were significantly higher throughout the
TS2 cruise, as compared to TS I. The greater phytoplankton variability observed during
the second time series cruise was also predicted by the model, with the highest (39.3 mg
chi m'2) and lowest (23.8 mg chi m’2) chlorophyll values at 0°N 140°W occurring during
TS2. However, the simulated phytoplankton concentrations do not reproduce the slightly
higher phytoplankton chlorophyll observed during TS2 as compared to TS 1. A possible
explanation for this discrepancy lies in the passage of a TIW across 0°N 140°W during
TS2 (Figure 2, Figure 7), and its possible effect on the phytoplankton community. The
meridional velocity, a primary indicator of instability wave activity, and chlorophyll
concentration are correlated during TS2 and during the deployment of the bio-optical
mooring (Figure 11). Excluding observed and simulated primary production and

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

47

200
"

180

-a 160
Tg

140

^
o

120

|

r

Q_

i

A
□
A
■

■

■

■

................................

1

=
=
=
=

TS1
TS1
TS2
TS2

m odel
d a ta
m odel
d a ta

25

30
35
40
P [ m g c h i m " 2]

=
=
=
=

TS1 m odel
TS1 d a ta
TS2-TIW m odel
TS2-TIW d a ta

(a )

100
80

60
20

200
cl - 1 8 0
>■*
-§

160

A
□
▲
■

45

(b)

*E 1 4 0
^
o

120

|

100

r
Q_

so
60

20

25

30

35

40

45

P [ m g c h i m -2]
Figure 10.
Model-data comparison of phytoplankton
chlorophyll (P) versus primary production (PP) at 0°N, 140°W.
Large grey triangles represent simulated means for TS I and TS2
time periods; large grey rectangles represent average of data,
where the size o f symbol indicates the magnitude of the standard
error [Barber et a l, 1996]. Data and model results are shown for
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YD282 and YD288, which is the time period during which the
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chlorophyll values for those days during which the TIW passed across 0°N 140°W
(YD282-YD288), substantially improves the model-data comparison (Figure 10b).
4.3. Idealized Modeling Experiments
In this section, three idealized modeling experiments are presented which are
designed to provide insight into the effects of iron concentration, species composition,
and vertical velocity, on the rate of primary production, chlorophyll concentration and
zooplankton biomass in the central equatorial Pacific.
4.3.1.

Iron concentration.

To examine the effect of changes in iron

concentration on an ecosystem in the central equatorial Pacific, the iron input time series
was varied such that concentration at the base of the euphotic zone was reduced from 100
nmol Fe m‘3 to 25 nmol Fe m'3 over 30 days, remained at this concentration for 3 months,
and then increased over 30 days to 100 nmol Fe m'3 (Figure 12a). This gradual change
in iron concentration produces significant changes in the model ecosystem, the most
notable of which is a 20% drop in the level of primary production (Figure 12b). More
interestingly, the decrease in iron does not effect a decrease in phytoplankton chlorophyll
(Figure 12c), but rather causes a significant (26%) drop in zooplankton biomass (Figure
12d). This results from the similarly high growth rates and response times of both the
picoplankton and microzooplankton; because grazing pressure tends to drop off nearly
as quickly as primary production, simulated phytoplankton chlorophyll remains nearly
constant, despite lower iron concentrations.

.

4J 2 Species composition. An assumption of the ecosystem model used in this
analysis is that the species compositions of the phytoplankton and zooplankton
populations remain fixed. However, by varying certain parameter values, it is possible
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to indirectly simulate the effects of a change in species composition. The model, as
configured, represents a phytoplankton community that consists of picoplankton and
microzooplankton, but under certain environmental conditions diatoms and
mesozooplankton have been observed to become abundant in the equatorial Pacific
[Iriarte and Fryxell, 1995; Bidigare and Ondrusek, 1996]. This change in community
structure can be modeled by increasing the half-saturation coefficient of iron uptake from
34 nmol Fe m'3 to 47 nmol Fe m'3 over two weeks (starting on YD281), a value which is
consistent with a 15% diatom population [Price etal., 1991; Fitzwateret a i, 1996; Coale
et al., 1996], and then decreasing the value to 34 nmol Fe m’3. Since diatoms are less
vulnerable to microzooplankton grazing, and mesozooplankton have a longer response
time, the grazing rate is also temporarily lowered over this same time period. These
changes in parameter values are applied to an otherwise steady state model run (i.e.
constant upwelled iron, vertical velocity, nitrate advection, and light), such that the
ramifications of such a change in species composition can be isolated.
Relative to the simulation in which parameter values are not varied (Figure 13a),
the increase in percent diatom abundance, simulated by changing parameter values, has
a large effect on the rate of primary production, total phytoplankton chlorophyll, and
zooplankton biomass (Figure 13b). Because iron concentration remains fixed, initially
primary production drops by 20% between YD281 and YD283 as a result of the increased
need for iron in order to support diatom growth. This evokes a corresponding decrease
in chlorophyll. Lower grazing rates, however, tend to decrease zooplankton biomass
effecting a near doubling of total chlorophyll concentration between YD282-YD286, as
well as a substantial increase in primary production. As mesozooplankton eventually
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respond to the increase in diatom abundance, grazing rate and total zooplankton biomass
increase causing a decrease in chlorophyll and eventually primary production. The
decrease in phytoplankton biomass (diatoms) causes a further drop in primary production
which reaches a minimum on YD292.
To consider the additional effects of variable iron input on this simulation, the
low-pass filtered iron time series (Figure 7b) was also used to force the model. The
simulated results (thin lines in Figure 13b) show that a variable iron concentration has a
relatively small effect on the ecosystem, as compared to that due to a change in species
composition (thick lines in Figure 13b). Although forcing the model with a variable iron
concentration increases the peaks in primary production and zooplankton by 10-30%, it
has almost no effect on total phytoplankton chlorophyll, a result which is consistent with
those obtained using the idealized variable iron input (Figure 12).
4.3.3.

Vertical velocity. The effects of high-frequency variations in vertical

velocity are examined by forcing the model with the high-pass filtered vertical velocity
and iron time series (Figure 7c and 7d). The resulting simulated time series (Figure 13c)
show that during both upwelling events (YD278-YD282 and YD286-290) average
zooplankton biomass decreases by nearly 50%. This is because of the linear decrease in
zooplankton concentration with depth (Figure 6c); during periods of upwelling, water
with relatively low zooplankton upwells at the base of the euphoric zone, replacing
shallower water with higher zooplankton biomass. At the same time, much-needed
micronutrients, e.g. iron, are upwelled, thereby stimulating primary production and
increasing both phytoplankton and, eventually, zooplankton biomass.

When

downweiling conditions prevail (YD283-YD286) the opposite scenario occurs. The
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simulated average zooplankton biomass initially increases due to the downweiling of high
concentration surface waters. Simultaneously, however, the supply of micronutrients is
shut off, resulting in a decrease in simulated primary production, phytoplankton
chlorophyll, and eventually zooplankton biomass.
The results of these simulations thus suggest that high-frequency oscillations in
vertical velocity and iron concentration may cause similar high-frequency oscillations in
the rates of primary production, phytoplankton chlorophyll and zooplankton biomass.
Further evidence of this is shown in the chlorophyll concentrations obtained from the biooptical mooring at 0°N, 140°W. These data (Figure 14) exhibit a strong 7-day periodicity
which is seen in the simulated plankton time series (Figure 13c), and are also associated
with corresponding high-frequency oscillations in the iron concentration time series
computed from temperature.

5. Discussion
An advantage of using a relatively simple biological-physical model is that the
specific mechanisms underlying observed patterns in simulated distributions are easily
identifiable. Using the results of the idealized modeling experiments described above,
the effects of various environmental forcing mechanisms can be isolated and quantified.
Specifically, the discussion will include the effects on plankton concentrations and
primary production o f (a) interannual variability in the depth of the thermocline, (b)
meridional advection and upwelling variability associated with tropical instability waves
and (c) high-frequency vertical velocity variability due to equatorially-trapped internal
gravity waves. Finally, after examining each of these time scales individually, the
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superposition of these processes will be discussed.
5.1. Interannual Variability: El Nino
Determination of the effect of an El Nino on a marine ecosystem is problematic.
These events have interannual periodicities, yet phytoplankton and zooplankton have
doubling rates on the order of days which causes most traditional biological observations
to be taken on time scales of hours to days. Because of this mismatch in time scales, it
is difficult to isolate the effects of an El Nino on the equatorial Pacific ecosystem at
140°W solely from a series of four cruises, such as occurred during EqPac; however, a
biological-physical model can provide insight into this difficult problem.
Although a typical El Nino evokes multiple changes in the physical environment
of the equatorial Pacific, the most crucial change for biological processes is the deepening
of the thermocline; a deeper thermocline translates directly into a decrease in iron supply,
since iron is primarily upwelled from the Equatorial Undercurrent [Barber et al., 1996].
The ramifications of this single phenomenon are evident in the simulated response of the
model ecosystem to a slow (0(3 months)) change in iron concentration (cf. Figure 12),
as might result from a gradual deepening and shallowing of the thermocline during an El
Nino. The net result of these conditions is a substantial (0(20%)) drop in the level of
primary production. Similarly the reference simulation (Figure 9; Table 5) shows that on
average the rate o f primary production is 25% lower during TS I than TS2. The simulated
distributions suggest that this is also a direct result of a deeper thermocline and
correspondingly lower iron concentrations during TS 1 (45 nmol Fe m'3 at 100 m) than
during TS2 (97 nmol Fe m'3).
These results support Barber etal. [1996] who hypothesized that a deepening of
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the thermocline, as might be associated with an El Nino, could be responsible for a
substantial drop in primary productivity. This decrease in primary production is seen in
the simulated distributions that assume a constant species composition. This suggests
that the species composition of the phytoplankton assemblage is not likely to be a primary
factor regulating variations in primary production during El Nino versus non-El Nino
conditions.
A decrease in phytoplankton biomass could result from a drop in the rate of
primary production; however, no such decrease is observed in the simulated
phytoplankton time series (Figure 12c).

Because of the tight coupling between

phytoplankton and zooplankton and the high growth rates of both, grazing pressure and
zooplankton biomass tend to drop nearly as rapidly as primary production. When
combined with lower phytoplankton production, this drop in grazing pressure causes
simulated phytoplankton chlorophyll to remain nearly constant, despite the lower iron
concentrations (Figure I2a). The significant difference in chlorophyll concentrations as
observed on TS 1 versus TS2 [Barber et al., 1996], thus cannot be explained via the
presence of El Nino conditions during TS 1. Instead, the simulations (Figure 10b) suggest
that this difference may result from higher frequency processes, as discussed in the
following section.
5.2. Tropical Instability Waves
Throughout the second half o f 1992, the meridional velocity time series at 10 m
(Figure 2) was dominated by TTWs. The time during which the bio-optical mooring was
fully operational coincided with one such wave, and thus provides time series that
illustrate the association of northward velocities with higher phytoplankton chlorophyll
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(Figure 1la). The TS2 cruise was carried out during the passage of a relatively weak
TIW, but increased chlorophyll levels are still associated with northward velocities
(Figure lib ). Similarly, during S2 the highest integrated water column chlorophyll
values were located at 1°N (45 mg chi m'2) [Bidigare and Ondrusek, 1996] and were
likewise associated with the highest northward velocities (> 20 cm s ') recorded along the
12°N to 12°S Acoustic Doppler Current Profiler transect [Johnson, 1996],
Data from the EqPac cruises suggest that the correlation between increased
chlorophyll levels and strong northward velocities associated with the passage of TIWs
(Figure 11) may be related to changes in species composition. Between YD280 and
YD286, chlorophyll concentration increased by 60%, while fucoxanthin, a known marker
for diatoms, increased by 170% [Bidigare and Ondrusek, 1996]. Diatom cell abundance
at the surface was generally less than 1500 cells liter'1during the TS1 and TS2 cruises.
However, by YD287 this abundance had nearly quadrupled to 7500 cells liter'1before
eventually returning (YD295) to levels similar to those recorded earlier in the TS2 cruise
(YD278) and throughout the TS1 cruise [Iriarte and Fryxell, 1995]. Likewise, during S2
the strongest northward velocities ( 1°N) [Johnson, 1996] were associated with a 300%
increase in chlorophyll contribution by diatoms [Iriarte and Fryxell, 1995].
By varying certain parameter values (i.e. kFe and g), it is possible to indirectly
simulate the effects of a change in species composition such as that observed during TS2.
Simulation results (Figure 13b) indicate that even in the presence of a constant iron
concentration, an increase in percent diatoms may lead to a substantial increase in
chlorophyll concentration, similarto that observed during TS2. Although these observed
increases in diatom cell abundance appear to result in substantial increases in total
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phytoplankton chlorophyll and are undoubtedly related to the presence of TIWs, the
specific mechanisms underlying these changes in species composition are not known;
however, two explanations for these changes can be put forward.
Because diatoms have larger requirements for iron uptake [Morel et aL, 1991;
Fitzyvater et al., 1995; Coale et aL, 1996a] and are less susceptible to grazing by the
dominant microzooplankton than are the smaller picoplankton [Landry et al.. 1995;
Verity et aL, 1996; Coale et al., 1996b], a substantial increase in iron concentration might
result in an increase in diatom biomass [Cullen et al., 1992]. In fact, such a change in
species composition was observed during the open ocean iron enrichment experiments
carried out in 1993 and 1995, during which 450 kg of iron (as acidic iron sulphate) were
dumped into equatorial Pacific waters near 90°W-110°W [Martin et al., 1994; Coale et
al., 1996b]. Therefore, if an increase in iron is associated with the passage of a TIW, this
might explain the increase in diatom biomass observed during TS2. Unfortunately, the
lack of direct iron measurements makes it difficult to support or refute this hypothesis.
However, the period of increased diatoms (YD282-YD289) is not associated with a large
upwelling event (in fact velocities at 25 m indicate predominantly downwelling (Figure
7a)).

Furthermore, low-pass filtered iron concentrations estimated from the T:Fe

regression (Figure 7b) increase nearly monotonically throughout TS2, making it unlikely
that the increased diatom abundance observed during this cruise was exclusively due to
an increase in iron supply resulting from the passage of the TIW.
A second possible mechanism underlying the observed change in species
composition is meridional advection. Prior to the TS2 cruise, meridional velocities
averaged 20-50 cm s'1northward for about 10 days, alternating with southward velocities
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of a similar magnitude and duration. Scaling arguments (Figure 4) suggest that even
during the passage of a strong TIW, meridional advection may not represent a significant
source or sink of total integrated chlorophyll and zooplankton biomass. What is not
apparent from the scaling analysis, however, is that meridional advection may still be an
important process since it may contribute to species composition changes, without
causing substantial changes in total integrated chlorophyll. For example, within 10 days
typical TIW velocities could effect lateral displacements of 2° latitude. Therefore, if
substantial gradients in phytoplankton community structure occur over these relatively
short distances, meridional advection may account for a substantial portion of the
plankton variability observed during TS2.
Data from S2 indicate that the chlorophyll contribution by diatoms increases from
less than 1 mg chi m'2 at l°S to nearly 6 mg chi m'2 at 2°N [Bidigare and Ondrusek,
1996]. Total chlorophyll shows a much smaller increase from 30 mg chi m’2 ( l°S) to 37
mg chi m’2(2°N). If such a spatial gradient in diatom biomass were to be advected across
the equator, a time series at 0°N 140°W would show substantial temporal changes in
species composition. In fact, the spatial variation in integrated diatom chlorophyll
observed during S2 is consistent with temporal changes observed during the TIW of TS2.
Assuming a ratio of 70 mg C:mg chi, the chlorophyll contribution by diatoms increased
from 1.3 mg chi m 2 (YD278) to 4.3 mg chi m‘2 (YD287) and returned to 1.3 mg chi m'2
by YD295 [Iriarte and Fryxell, 1995]. Therefore, it appears that the temporal changes
in species composition occurring during TS2 may be largely explained by the meridional
advection associated with the passing TIW.
In summary, the simulation results and observations presented above are
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consistent with the ideas that meridional advection associated with the passage of a TIW
is largely responsible for (I) the strong correlation between northward velocities and
higher chlorophyll concentrations apparent from both fluorometer and cruise data (Figure
11) and (2) the well-documented increase in percent diatom abundance during TS2. The
importance of in situ growth of diatoms due to increased iron concentrations cannot be
entirely refuted; however, since phytoplankton chlorophyll can be reproduced without an
increased iron flux, and since the TlW-related increase in iron concentration appears to
have only a small effect on primary production, the in situ growth of diatoms is probably
a minor effect when trying to explain observed changes in species composition.
Although TlW-related meridional advection may play the dominant role in
causing the peaks in fucoxanthin and total phytoplankton chlorophyll observed during
TS2, it does not fully account for the peak in primary production observed on YD283
(Figure 13b). As previously discussed, primary production and zooplankton biomass are
very dependent on the availability of iron (Figure 12), and thus if TS2 coincided with a
dramatic increase in iron concentration, this may explain the observed peaks in these
quantities. However, the TIW occurring during TS2 was associated with only a small
increase in iron (Figure 7b) which, when added to the model, still fails to explain
observed levels o f primary productivity and has little effect on phytoplankton biomass
(Figure 13b).
5.3. Equatorially-Trapped Internal Gravity Waves
The reference simulation shows considerable variability at frequencies even
higher than that ofTIW s which is a direct response to the high-frequency variability of
the vertical velocity and iron input time series (Figures 7c and 7d). Such oscillations are
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consistent with the period and latitudinal structure of equatorially trapped internal gravity
waves (IGWs) of the first baroclinic vertical mode [ Wunsch and Gill, 1976].
Since these waves are often of little interest to oceanographers studying
conservative properties such as density and temperature, this high-frequency variability
is often considered to be merely noise and is typically removed from time series (Figures
7a and 7b) [e.g. McPhaden. 1993: Kessler and McPhaden, 1995; Foley et al., 1997].
However, because the doubling time of the dominant picoplankton in the equatorial
Pacific is short (1-2 days), these high-frequency waves can potentially explain much of
the variability observed in both phytoplankton chlorophyll levels and primary production,
and are therefore worthy of further exploration.
The effect of these vertically oscillating waves on phytoplankton is two-fold: ( I)
iron-enriched water advected higher into the euphoric zone will effect substantial in situ
growth of phytoplankton, and (2) the vertical advection of phytoplankton biomass will
cause integrated chlorophyll levels to increase during periods of downwelling, and
decrease during upwelling via dilution with deeper low-chlorophyll waters. The former
process, in situ growth, might dominate in regions of low iron concentration and low
vertical chlorophyll gradients; however, deeper in the euphoric zone where iron
concentrations and vertical gradients of chlorophyll are relatively high, the dilution effect
will dominate.
Subsurface time series from the bio-optical mooring provide information which
may be used to directly assess the impact of these waves on the phytoplankton
community.

The inverse relationship between derived-iron and chlorophyll is

unambiguous at 80 m, yet at 45 m it appears that these quantities are slightly out of phase
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(Figure 14). Correlation analyses support these observations, with chlorophyll and iron
being positively correlated at 25 m and 45 m with chlorophyll lagging iron by 2 days.
However, at 80 m the two quantities are exactly 180° out of phase. These results imply
that near the base of the euphotic zone where chlorophyll gradients are high (Figure 6a),
vertical advection dominates and the upwelling of iron-rich, low chlorophyll water is
associated with a dilution in chlorophyll concentration. However, higher in the euphotic
zone where phytoplankton are severely iron limited, in situ growth dominates, as the
passage of these waves brings up iron-enriched water causing enhanced phytoplankton
productivity.
Although IGWs persist throughout the two-year model run, their effect on iron
concentration is reduced when El Nino conditions produce a deeper thermocline. These
waves thus play a larger role in explaining phytoplankton variability during TS2 than
during TS I. In fact, two such waves occurred during the TS2 cruise. These events are
evident in the high-pass filtered time series of vertical velocity (Figures 7c and 7d), yet
their signal is removed by standard filtering techniques (Figures 7a and 7b).
The isolated effect o f these high-frequency waves can be examined by forcing the
model with high-pass filtered time series of vertical velocity and iron concentration
(Figures 7c and 7d). The results of this simulation (Figure 13c) indicate that IGWs may
cause variations in integrated phytoplankton chlorophyll on the order of 10 mg chi m'2.
Since the euphotic zone is on the order of 100 m deep, this is consistent with the periodic
0.1 mg chi m'3 variations in chlorophyll observed via fluorometers on the bio-optical
mooring.
During periods o f upwelling (YD278-YD282 and YD286-290) simulated
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zooplankton biomass initially decreases due to dilution with deeper, low zooplankton
waters (Figures 13c); however, primary production and chlorophyll increase, as the
upwelling provides micronutrients necessary for phytoplankton growth. Eventually this
increase in phytoplankton also stimulates an increase in zooplankton biomass (YD281282 and YD288-290). For downwelling conditions (YD283-YD286), the situation is
reversed. Initially, the average concentration of zooplankton biomass increases, as high
concentration waters are mixed downwards. Furthermore, the IGW-induced iron supply
is shut off, slowing the rate of primary production. Together, these processes effect a
40% decrease in integrated phytoplankton chlorophyll, which ultimately causes a
decrease in zooplankton biomass.
Although a change in species composition was required to reproduce the observed
TlW-induced variability (20-30 days) in phytoplankton biomass, the high-frequency
variability resulting from the IGWs appears to be explained without such species changes.
This difference arises because over such short time periods (6-8 days), the relatively low
growth rate of the diatoms prohibits them from increasing fast enough to have a
significant impact on the population composition. While the pulses of iron caused by
IGWs are large enough to stimulate pico- and nanoplankton growth, they are orders of
magnitude smaller than those induced by the IronEx fertilization experiments [Martin et
a l, 1994; Frost, 1996] and those typically used in laboratory experiments [Martin et a l,
1989; Greene et a l, 1991; Chavez et a l, 1991] where diatom blooms have been recorded.
Estimating the net effect of IGWs on the plankton community is quite difficult.
Since the heat content of the water near the base of the euphotic zone is approximately
a conservative property over time scales of 6-8 days, the net increase in temperature due
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to downwelling would be expected to approximate the net decrease in temperature due
to upwelling over these time scales. Therefore, such waves are rarely significant when
studying average heat balances at this depth, and are typically filtered out of heat budget
calculations [Kessler and McPhaden, 1995]. However, this may not be the case for a
non-conservative property such as iron concentration. If iron is taken up within the upper
euphotic zone, then it is possible that less iron will be downwelled than was originally
upwelled. Given this asymmetry, IGWs may potentially provide a significant net source
of iron, even if net downwelling conditions prevail.
The model used in this analysis cannot explicitly test this hypothesis since it does
not contain a separate iron model; iron itself is never ‘used up’, but is rather
parameterized as a function of instantaneous temperature at depth.

Numerical

experiments, however, can be carried out which reveal upper and lower bounds on the
effects o f these waves on phytoplankton biomass and productivity. For instance, given
the iron concentrations and vertical velocities computed as part of this analysis, the
average iron flux into the euphotic zone for the year of 1992 is 109 nmol Fe m'2 d*1. This
value is consistent with the range of 86-155 nmol Fe m’2 d‘‘ [Gordon et al., 1997]
computed using the constant vertical velocities of Bryden and Brady [1985] shown in
Figure 5. However, if all iron advected into the euphotic zone is assumed to be used, and
therefore downwelling no longer represents a significant sink of iron, the average iron
flux into the euphotic zone more than doubles: from 109 to 389 nmol Fe m‘2 d'1. This
value is clearly an upper bound on the amount of iron advected into the euphotic zone.
More realistically, one might assume that everything above 80 m is used, since this
represents the average depth below which iron is typically undetectable [Gordon etal.,
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1997]. In this case, the average iron flux for 1992 is 219 nmol Fe m'2 d‘l.
The importance of internal gravity waves is evident if monthly averaged vertical
velocities (as might be available from OGCM output) are alternatively used to compute
these iron fluxes: if all iron above 80 m is assumed to be used, the resulting iron flux is
only 161 nmol Fe m'2 d'1, i.e. an underestimation of roughly 30%. Thus, if these highfrequency waves are not resolved, as is the case when ecosystem models are forced by or
coupled to OGCMs, iron fluxes may be seriously underestimated. In such coupled
systems the effect of these waves on the biology may need to be parameterized.
5.4. Superposition of Processes
In the central equatorial Pacific, plankton concentrations and rates of primary
production are simultaneously affected by processes on many different time scales,
including interannual El Nino variability, 20-30 day TIWs, and 6-8 day IGWs.
Throughout T S 1 El Nino conditions prevailed, TIWs were nearly non-existent, and the
effects of IGWs were substantially reduced as a result of a relatively deep thermocline.
By TS2, El Nino conditions had subsided. During this second cruise both TIWs and
IGWs significantly impacted the plankton community. Simulation results (cf. Figure
12b) indicate that lower iron concentrations associated with the deeper thermocline
resulting from the 1991-1992 El Nino, are primarily responsible for the lower
productivities observed during TS1 as compared to TS2. However, the shallower
thermocline occurring during TS2 does not appear to be the cause of the higher
phytoplankton concentrations observed during this cruise. Chlorophyll levels appear to
be more dependent on higher frequency events such as changes in speciation due to TIWs
(Figure 13b) and pulses of iron due to IGWs (Figure 13c), than on El Nino-related
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variations in thermocline depth (Figure 12c). Both primary production and zooplankton
biomass are also affected by these relatively high-frequency processes. In fact, only when
the effects of all these processes are superimposed, does the model successfully reproduce
primary production, phytoplankton and zooplankton data from the TS2 cruise (Figure 15).

6. Sum m ary
The equatorial Pacific Ocean is characterized by physical variability spanning a
wide range of time scales, from strong interannual variability (El Nino) to oscillations on
weekly time scales (equatorially trapped internal gravity waves.) Biological data sets
collected in this region are affected by motions on all these time scales simultaneously;
the effects of these various processes are superimposed, and there is a cascade of energy
from largest to smallest scales. As a result it is difficult, if not impossible, to determine
from discrete samples made at distinct times (e.g. cruises), which type of physical
variability is causing what response in the biological community. Numerical models,
however, provide a means to isolate individual biological responses to these various
forcing mechanisms and to quantify the respective contributions from each of these
processes.
In order to examine the effects of a wide range of physical processes on the lower
trophic levels o f the central equatorial Pacific, a relatively simple physical-biological
model has been developed. Because of the very high growth rates of the picoplankton
and microzooplankton (0( 1 d'1)) the biology directly responds to physical forcing on
these daily time scales. Therefore forcing the model directly with environmental data
collected via the TAO mooring eliminates many potential problems that can arise in
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Figure 15. Modeled primary production, phytoplankton chlorophyll and
zooplankton biomass time series for simulations that include the effects of El Nino
and IGWs (via forcing by daily (unfiltered) vertical velocities and iron
concentrations), as well as TIWs (via variable iron uptake kinetics and zooplankton
grazing as in Fig. 13b). Periods of upwelling are denoted by shaded regions.
Observations from EqPac cruises are indicated by ■ .
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ecosystem models forced by flow fields derived from numerical circulation models.
Simulated time series reproduce much of the variability in phytoplankton
chlorophyll, zooplankton biomass, ammonium concentration, nitrate concentration, rate
of primary production,/-ratio, phytoplankton growth rate and zooplankton grazing rate
observed during the EqPac cruises. Idealized modeling experiments isolate the effects
of various environmental forcing factors on the equatorial Pacific ecosystem over a wide
range of time scales. Results suggest that the deeper thermocline associated with the
1991-92 El Nino is responsible for the lower productivities observed during TSl as
compared to TS2, and that changes in species composition were not required to reproduce
this variability in the rate of primary productivity. Because of the strong coupling
between the fast-growing picoplankton and their equally fast-growing microzooplankton
predators, the zooplankton are able to keep up with increased rates of primary production,
and simulated phytoplankton chlorophyll therefore remains constant on these time scales.
This result is inconsistent with cruise observations which show significantly lower
chlorophyll levels during TSl; the simulations suggest that these decreased
concentrations must be due to higher frequency processes, rather than due to El Ninorelated changes in thermocline depth.
Tropical instability waves are a ubiquitous feature of the equatorial Pacific Ocean,
and are characterized by 20-day oscillations in both meridional and vertical advection.
In situ growth due to increased iron concentrations and/or the meridional advection of a
distinct water mass into the system may account for the high relative abundance of
diatoms associated with the passage of such a wave during TS2. Data and model results
presented here indicate that the latter effect probably dominates. Because the resident
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microzooplankton are unable to constrain the diatom population, this wave is also
coincident with a large increase in total chlorophyll concentration.
Equatorially-trapped internal gravity waves provide yet another primary source
of physical variability in the central equatorial Pacific, and one that may have been
undersampled by the JGOFS EqPac cruises. Simulation results suggest that these waves
dominate variability in primary production and biomass fields. By advecting ironenriched, low-chlorophyll water up into the euphotic zone, IGWs can cause both in situ
growth in the upper water column, as well as phytoplankton-dilution effects near the base
of the euphotic zone. Because iron uptake rates of picoplankton are high as compared to
the frequency of these waves, IGWs may provide a large flux of iron into the euphotic
zone. If these internal gravity waves are not included in the physical model, such as when
ecosystem models are forced by numerical circulation model output, iron flux may be
significantly underestimated and the net effect of these waves will need to be
parameterized.
The simulated and observed results discussed here clearly show the need to model
and sample at time and space scales at which environmental and biological frequencies
match. Thus, future multi-disciplinary oceanographic programs need to be designed from
the outset to ensure that appropriate matching of frequencies occurs. Without this,
attempts to relate cause and effect and to define mechanisms underlying observed
biological-physical interactions, will be compromised.
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CHAPTER HI

NUMERICAL TWIN EXPERIMENTS APPLIED TO THE
BIOLOGICAL-PHYSICAL MODEL

1. Introduction
Methods for systematically constraining dynamical models with available data
extend back to engineering control theory and geophysics; however, the terminology “data
assimilation” itself was developed in meteorology in the I960's and was originally used
to describe the technique(s) of using observations to improve the forecasting skill of
operational models [Malanotte-Rizzoli and Tziperman, 1996]. In the following decade,
physical oceanographic data assimilative models began to be developed; however the lack
of a unifying objective for oceanographic data assimilation, such as the driving force of
numerical weather prediction for meteorology, caused oceanographers to define data
assimilation much more broadly [Malanotte-Rizzoli and Tziperman, 1996]. In physical
oceanography, data assimilation refers to many different techniques of combining
dynamical models with observations, and is not only used for ocean forecast [Peloquin,
1992; Leese et al., 1992; De Maria and Jones, 1993; Burger and Kane, 1994; Ji et al.,
1995; Carnes et al., 1995; Aikman et al., 1995; Robinson et al., 1995; Griffin and
Thompson, 1996], but is also often used to quantitatively and systematically test and
improve poorly known sub-grid scale parameterizations and boundary conditions that are
abundant in many numerical models [Tziperman and Thacker, 1989; Seiler, 1993;
Lardner and Das, 1994; Sheinbaian, 1995; Sirkesetal., 1995; Gunson and Malanotte-
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Rizzoli, 1996a; Ullman and Wilson, 1998].
Just as in the I970's and 1980's the scientific community witnessed the evolution
of a new generation of data assimilative physical oceanographic models, in the past
several years the field of data assimilative biogeochemical ocean modeling has begun to
emerge. Similarly, just as the roots of physical oceanographic data assimilation lie at least
partially in meteorology, the roots of biogeochemical data assimilation lie in its physical
counterpart. Yet, just as the many innate differences between meteorology and physical
oceanography have caused data assimilation goals and techniques to evolve very
differently in these two fields, differences between physical and biological oceanography
are also resulting in substantial differences between these two types of data assimilation.
Ecosystem models differ substantially from their physical counterparts. Because
biological systems have no analog to the fluid dynamicists’ Navier-Stokes equations,
ecosystem models are by necessity highly empirical, very non-linear, and abound with
poorly known formulations. Such models typically include large numbers of parameters
that are difficult, or even impossible to measure with current oceanographic
instrumentation. Space and time scales in these systems are also very different. The very
high doubling rates of the most abundant phytoplankton species 0(1 d'1) may cause the
synoptic time scales of these systems to resemble their meteorological counterparts
(O(days)) as opposed to the physical oceanographic scales of several months.
Furthermore, just as there are several orders of magnitude less physical oceanographic
data than meteorological data, there may be equally less biological data than physical data.
In situ biological measurements are typically few and far between, and are sampled at
much lower frequencies than are required to validate state-of-the-art marine ecosystem
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models.
For these reasons, the application of data assimilation techniques to
biogeochemical ocean models, and specifically to marine ecosystem models, presents
many exciting new challenges. In the past decade large interdisciplinary programs, e.g.
JGOFS, have included model prediction and forecast as specific research objectives
[Sarmiento et al., 1987; Abbott, 1992]. However, new studies are revealing that much
more work needs to be performed before this becomes a realistic and achievable goal
[Sarmiento and Armstrong, 1997].

It is rapidly becoming evident that until high

resolution biological and chemical data are available over large regions of the ocean, and
until a much clearer understanding of the intricacies of marine ecosystems is attained, data
assimilation in ecosystem models will be more useful for model improvement and
parameter estimation rather than model prediction and forecast per se. By providing a
means for recovering the best fit set of parameters for a given model, certain assimilation
techniques may prove to be a crucial tool for ecosystem modelers.
Before the application of data assimilation techniques to marine ecosystem models
becomes routine, a number of methodological questions need to be addressed. For
instance, how much data are needed for these studies? What types of sampling strategies
are optimal? What level of uncertainty in the data can be tolerated? Are these models too
complex, or too simple? What types of data assimilation schemes will work best for these
highly nonlinear models?
One method for addressing such methodological questions is through the use of
identical twin experiments. In an identical twin experiment, the model is initially run in
order to provide a “true” simulated time-series which is subsampled to generate a
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synthetic data set. The model is then run a second time, this time using an imperfect
parameter set in order to generate a “reference” (no assimilation) time-series. This same
imperfect parameter set is used in the third and final model run, but this time the synthetic
data are assimilated into the model. The success of the assimilation process is judged by
the degree of agreement between these results and the true simulation. The degree of
improvement resulting from the assimilation process is measured by comparing this
agreement with that initially present between the true and reference (no assimilation)
simulations.
Identical twin experiments are a necessary precursor to true data assimilative
model runs, and have the potential to provide considerable insight into a number of
important issues regarding the assimilation process. For instance, they can be used to
rigorously compare different assimilation schemes, to determine optimal sampling
strategies, and to assess the effects of assimilating observations which are associated with
known levels of noise. Although the utility of identical twin experiments is well accepted
within the fields of meteorology and physical oceanography [Ghil and Malanotte-Rizzoli,
1991; Schroeter et al., 1993; Seiler, 1993; Sheinbaum, 1995; Gunson and MalanotteRizzoli, 1996a,b], this approach has only recently been applied to ecosystem modeling
analyses. Lawson etal. [1995; 1996] first used these types of experiments to demonstrate
the feasibility of applying the adjoint method to recover optimal values for various
ecosystem parameters. Although in their particular example, assimilation of data at
monthly intervals was adequate for the recovery of most rate parameters, bi-weekly data
collection significantly enhanced the results, while weekly assimilation provided no
further improvement. Harmon and Challenor [1997] used numerical experiments to
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assess the success of a aew Monte Carlo Markov Chain data assimilation algorithm
specifically developed for use with highly nonlinear ecosystem models. Identical twin
experiments can also be used to determine if a certain set of model parameters can be
estimated independently, and thus whether or not a given model will need to be simplified
[Spitz etaL, 1998].
In this analysis, identical twin experiments will be used ( I) to compare the success
of both simple and sophisticated assimilation techniques, (2) to determine the effects of
assimilating biological data that contain random errors and biases, (3) to assess the
suitability of assimilating in situ cruise data versus remotely-sensed ocean color data, and
(4) to determine the effects of varying the sampling strategy and frequency of data
collection.
In the following section the relatively primitive assimilation technique of data
insertion, as well as the more sophisticated adjoint method, are presented. A description
of the identical twin experiments conducted in this analysis appears in Section 3. The
results of these experiments are presented in Section 4 and discussed in Section 5. The
chapter concludes with a brief summary.

2. Assimilation Methodologies
Assimilation schemes such as optimal interpolation and the Kalman filter, have
been successfully applied by meteorologists, yet hold little hope for marine ecosystem
models because of the inherent nonlinearities of biological systems. Instead, schemes
which have recently been applied to nonlinear physical oceanographic systems, such as
the adjoint method [Tziperman and Thacker, 1989] and simulated annealing [Barth and
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Wunsch, 1990], may be more applicable to biological problems. Both of these methods
have been successfully applied to marine ecosystem models [Lawson et al., 1995, 1996;
H um and Armstrong, 1996; Matear, 1995], and both have their respective advantages and
drawbacks. Because of the stochastic, ‘random-walk’ nature of simulated annealing, this
technique is less efficient than the adjoint method and may be computationally too
intensive to be of use in biological oceanographic assimilation analyses. The adjoint
method is a more efficient method, which, in its simplest form, approximates a nonlinear
weighted least-squares analysis, in which the misfit between the model solution and the
observations is minimized, and a “best-fit” model parameter set is recovered. Because
of the nonlinear nature of marine ecosystem models, it is possible that this technique may
occasionally recover a suboptimal parameter set; this possibility will be discussed in
greater depth in later sections.
In this chapter, two assimilation schemes are applied to the ecosystem model
described in Chapter II: the relatively simple data insertion technique and the more
sophisticated adjoint method. In a series of numerical experiments, simulations of the
model state variables obtained using data insertion are compared to those obtained using
the adjoint method. Before discussing the methodological details of these experiments,
the two assimilation schemes will be described.
2.1. Data Insertion
A straightforward method for combining model dynamics with data entails simply
replacing the model solution with data whenever such information is available. This
technique, referred to as data insertion, integrates the model forward in time until
additional observations become available, at which point the model is reinitialized, and
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the process repeated. A basic assumption underlying this method is that there is adequate
knowledge of the governing model dynamics and parameter values.
In an initial application of data insertion in physical oceanography, Holland and
Hirschman [1972] attempted to estimate velocity fields by inserting temperature and
salinity data into relatively complex ocean models. Model-data inconsistencies caused
the resulting simulations to compare poorly with observations.

This led to the

development of techniques in which the model solution is nudged toward observations,
instead of being replaced by observations, whenever data become available. Although
this method represents a significant improvement over the earlier insertion technique, it
lacks a means by which information on data uncertainty can be incorporated, and does not
provide an estimate of the errors in the resulting solution [Sarmiento and Bryan, 1982;
Holland and Malanotte-Rizzoli, 1989; Malanotte-Rizzoli and Young, 1995].
Data insertion and nudging have also been applied to simple marine ecosystem
models [fshizaka, 1990; Armstrong et al., 1995].

In these studies, chlorophyll

measurements determined from satellite observations were the only biological data
available for assimilation. Although estimates of phytoplankton biomass were improved
as a result of the assimilation, the accuracy of other model components was reduced.
Ecosystem models, which by necessity contain many interlinked components, require an
additional method for updating other model components, e.g. zooplankton biomass and
nutrient concentrations [Ishizaka, 1990].
In the current study these previous analyses are expanded to include the insertion
not only of ocean color satellite data, but also of in situ cruise data, including rates of
primary production, phytoplankton biomass, zooplankton biomass, ammonium
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concentration and nitrate concentration.

These results will then be compared and

contrasted with those obtained by means of the somewhat more sophisticated adjoint
method.
2.2. The Adjoint Methodology
The variational adjoint method of data assimilation is used to determine the
optimal solution (the input parameter set. or the so-called ‘model control variables’) that
maximizes agreement between the model solution and the observations. The method
consists of (1) a numerical model with a cost function, which is a measure of the misfit
between the predicted and observed variables, (2) an adjoint, or backwards model, which
is used to compute the gradient of the cost function with respect to the set of model
control variables, and (3) an optimization procedure which uses this information in order
to determine the direction and the amount by which the control variables need to be
modified in order to decrease the misfit between the model solution and observations, i.e.
the reduction of the cost function. After initial estimates of the control variables are
made, the numerical model is run in order to obtain a value of the cost function. The
adjoint and optimization routine are then implemented in order to minimize the cost
function by adjusting the values of the control variables in successive model runs. This
process continues iteratively until the control variables converge to values which
maximize agreement between the model-derived quantities and observations.
2.2.1.

Model control variables. The input parameters, or “control variables” can

consist o f a variety of unknowns, such as component initial conditions, empirical model
coefficients and parameters related to model forcing.

Because ecosystem model

components quickly become independent of their initial values, it is typically not
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necessary nor feasible to use the adjoint method to recover component initial conditions
[Friedrichs et al., 1996]

On the other hand, the numerous poorly known model

parameters which are typical of most ecosystem models may constitute appropriate
choices for the control variables.
The inherent nonlinearities associated with most ecosystem models, result in many
parameters being correlated [Matear, 1995]. Only the subset of model parameters which
are independent can be successfully recovered in a least-squares type of analysis. For
example, if all 16 model parameters (Table 3) are used as control variables, the system
is underdetermined, resulting in large uncertainties in the optimal parameter values.
In this analysis an alternative approach is taken, in which the control variables
consist of only a subset of the model parameters. This subset contains only those
parameters which are known to be uncorrelated or at most weakly correlated. Although
formal methods exist for determining the degree of correlation between pairs of model
parameters [Matear, 1995], in the current study, the results of the sensitivity analysis
described in Chapter II (SP, Sz, SA, SN and SPP of Table 4) are used to estimate the degree
o f correlation between various model parameters. For instance, similarities in the
magnitudes of SP, Sz, SA, Sff and SPP for (f>z and y suggest that these parameters are likely
to be very correlated. Similarly, the Sc for A are about twice that of g, indicating that
these two parameters are also correlated.

These two pairs of zooplankton-related

parameters are distinct from the iron-related parameters which also appear to be highly
correlated: kFe, Femin, and mFe. Two other parameter triplets that appear to be correlated
include Pu, a, and dc, as well as kA, rD, and vvD. Parameter (f)P appears to be relatively
independent o f the other model parameters. Based on this sensitivity analysis, one
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parameter from each of the five correlated parameter pairs/triplets discussed above is
chosen to be a control variable, as well as the parameter
PM. kFe,

(f),,,

(f>P. The resulting parameter set,

g and rD, represents the set of model control variables.

Values of these control variables vary over orders o f magnitude. Thus, to avoid
precision problems with the data assimilative model, these values are scaled such that the
control variables have more uniform magnitudes.
dimensionalized as: Pu = c, Pu
= c6 rD

<£, = c, (pz

The control variables are non-

kFe = c, kF e (f)P = c4 (pP' g = c5 g r D

In this formulation, the c , i= I , ..., 6 are constant scaling factors defined in

Table 7, and the primed parameters are the scaled control variables which are recovered
in the adjoint analysis, and are allowed to vary from their true value of 1.0.
Although the values of the control variables are not precisely known, information
in the literature can provide reasonable estimates of these values and their associated
uncertainties. For instance, in order to obtain growth and grazing rates in agreement with
those of Landry et al. [ 1995] and Verity et al. [ 1996] (Table 6), values of both Pu ' and
kFe' must be within the range 1.0 ± 0.3 and that of g ' would have to be within the range
1.0 ± 0 .5 (Table 7). Similarly,/-ratios in agreement with those of McCarthy et al. [1996]

will only be obtained if

rD'

is in the range 1.0 ± 0.5. Estimates of

(f)pand ^

are nearly

non-existent, yet the model is quite sensitive to choices for these parameters. For
instance, the model fails if values of

" exceed 1.3. Therefore the permissible range of

values for these control variables is assumed to be 1.0 ± 0.3 .

In the numerical

experiments discussed in this chapter, initial estimates of the model control variables are
randomly generated to be within the permissible ranges given in Table 7. Uncertainties
in the recovered values of these variables are computed from a finite difference
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approximation of the Hessian matrix of the cost function at its minimum [Tziperman and
Thacker, 1989; Matear, 1995; Gunson and Malanotte-Rizzoli, 1996b],
2.2.2. Cost function. Assuming that the errors in the data set to be assimilated
are uncorrelated, the general cost function, J, which is a measure of the misfit between the
predicted variables (a) and observed variables (a), can be expressed as a weighted sum
of squares;

J =7- £/=! j=i
£ w,(v aV2-

<2l>

The sums are carried out over the number of time-steps (N days) as well as the five
variables for which observations are available: the rate of primary production,
phytoplankton biomass, zooplankton biomass, ammonium concentration, and nitrate
concentration. The weights, w,, account for differences in the relative magnitudes of the
ecosystem components. Following Lawson et al. [1996], these are defined as:
max. (a.)
—----- , if data are available
a ‘

( 22)

w. =

0 , if data are not available

where ai is the time average o f a, over the entire model simulation, and mar, (aj is the
maximum value a, attains throughout the simulation.
2.2.3. Implementation. For this study, a uniform random number generator is
used to select 50 distinct initial estimates for the six model control variables, with the
requirement that they fall within the permissible ranges of Table 7. The cost function is
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then computed by comparing the resulting model simulation with the available
observations. The technique developed by Lawson et al. [1995] is used to construct the
adjoint code directly from the model code by means of Lagrange multipliers. The adjoint
of the model is then run backward in time in order to find the gradient of the cost function
with respect to the model control variables [Lawson et al., 1995]. Values of these
gradients are passed to a variable-storage quasi-Newton optimization procedure [Gilbert
and Lemarechal, 1989] which computes the optimal direction towards the minimum of
the cost function, and the optimal step size in that direction. New values of the control
variables that are closer to the minimum of the cost function are found, and the model is
rerun. This procedure is carried out in an iterative manner for either a specific number
of iterations, or until a specified convergence criterion, generally based on the norm of the
gradient of the cost function, has been satisfied.
Because there is no guarantee that the adjoint method will find the global
minimum of the cost function, the above steps are performed multiple times, each time
beginning with different initial estimates of the model control variables. If the same set
of optimal parameter values is returned in each case, this provides substantial evidence
that the global minimum of the cost function has indeed been located.
In this study a relatively simple ecosystem model is used, and therefore it is not
computationally prohibitive to perform multiple assimilation experiments. However, a
more complex 3-dimensional model may preclude performing enough assimilation
experiments to correctly identify the minimum of the cost function. Therefore, in order
to assess the additional errors imposed by incorrectly identifying the absolute minimum
of the cost function, the results reported in this analysis reflect those associated with the
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most commonly occurring minimum of the cost function, which are usually, but not
always, equivalent to those associated with the global minimum of the cost function.

3. Numerical Twin Experiments
Identical twin experiments are carried out in order to compare results obtained
using the simple data insertion technique with those obtained via the more sophisticated
adjoint method. Experiments are also performed in order to examine whether the
sampling strategies of the U.S. JGOFS EqPac experiment and the remotely-sensed ocean
color data available from the Sea-viewing Wide Field-of-View Sensor (SeaWiFS) are
adequate for parameter estimation studies. The utility of alternate sampling strategies is
also assessed. Finally numerical experiments are conducted in order to determine the
impact of assimilating data to which known levels of random noise and biases have been
added. In each of these experiments, the assimilation results are compared to a reference
case where no assimilation has been performed.
3.1. Reference Case (No Assimilation)
For each of the numerical experiments described in this chapter, the true
simulation, denoted C(t) where C can represent PP, P, Z, A, and N, is generated using the
ecosystem model described in Chapter H. The model is run for two years beginning on
September I, 1991, using the parameter values given in Table 3 (heavy line in Figure 16).
Fifty reference simulations are also performed, in which the values of the six control
variables are randomly chosen for each simulation to be within the permissible ranges
specified in Table 7. In six of these simulations, the magnitudes o f certain model
components become infinite and are therefore unacceptable.

The remaining 44
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Figure 16. Forty-four time-series (thin lines) of (a) pPP(t), (b) pP(t), (c) p^t), (d)
pA(t), and (e) p ^ t) averaged over fourteen days and generated using random values
for the model control variables which fall within the permissible ranges of Table
7. The true simulation (heavy lines; C(t)) is generated using the parameter set
given in Table 3.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

86
simulations, denoted as pck(t) where £=1,44 (thin lines in Figure 16) are typically within
±30-50% o f the true simulation, with the exception of the time periods during which
zooplankton and ammonium reach particularly low concentrations.

In these

circumstances, zooplankton and ammonium can differ from those of the true simulation
by more than 100%.
The variable /?..t is introduced to quantify the disagreement between the true
simulation o f component C (C(t) ), and the £th reference simulation generated using the
imperfect sets of control variables (p.Jt)):

C (t)-p

(t)

Rc*<‘> s -------------C(t)

•

(23)

The time average of Rlk(t), R k, is defined as:

fC-p.j
--

(24)

where overbars denote time-averages computed over the 730-day model run. The average
value of RL \k, for the 44 simulations is denoted as < Rc > .
The 44 time-series of RPPkl RPk, RZk, RAk, and RXk (Figure 17) indicate that even
in the absence of any data assimilation, some of the reference simulations reproduce the
true simulation quite well (Rck < 0.05); however, in other cases RZk, RAk, and Rxl exceed
1.00. On average, the misfits for these 44 reference simulations are: < Rpp > =0.16, < Rp >
= 0.15, < Rz > = 0.25, < R a > = 0.25, and < RN > = 0.20. The success of the
numerical assimilation experiments discussed in the following section are judged by
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Figure 17. Time-series of (a) RPP(t), (b) RP(t), (c) RJt), (d) RA(t), and (e) R ^t) averaged
over fourteen days, indicating the degree of misfit between the ‘true’ simulation and the
44 reference simulations with no data assimilation. Shaded regions denote the area
encompassed by plus and minus one standard deviation of the mean of these time-series.
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comparing the assimilation results to these values of < Rc > obtained without data
assimilation (Figure 17).
3.2. Observational Errors
Because biological and chemical oceanographic measurements can contain
relatively large uncertainties, the first part of this analysis examines the effect of
assimilating model-generated data with known errors.

As a first approximation,

instrument imprecision is accounted for by adding various levels of uniform random noise
to the synthetic data sets. For example, a data set with 20% random noise is created by
randomly generating five time-series of numbers within the range [-1.2,1.2], and
multiplying by the five time-series (PP, P, Z, A, and N) obtained from the true simulation.
A data set associated with 20% random noise thus represents data to which a maximum
of 20% noise has been added. The deleterious effects of assimilating data with significant
biases are also investigated. For instance, a data set with a 20% bias is created by
multiplying the true simulated time-series of PP, P, Z, A, or A by a constant factor of 1.2.
When imperfect data are assimilated, the control variables that produced the true
simulation are not recovered exactly, and therefore the simulations resulting from these
imperfectly recovered parameter sets are substantially different from the true simulation.
In order to quantify the success of a particular numerical experiment, a measure of the
misfit between the true simulation and the simulated time-series obtained from the
assimilation experiments, is introduced. In analogy with RJt), this misfit, JPJt), is
defined as:
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We(t) - /C (0 -C (t)/

(25)

C(t)

The true simulated time-series is again denoted by C(t), and the time-series results
generated using the parameters recovered via the assimilation of the synthetic data is
represented by C(t).

In the case of a perfect recovery of the true model control

variables, C(t) = C(r) and ¥c(t)= 0 .
The time-averaged value o f this quantity is defined as:

£ ic-ci
T
C
-

(26)

where overbars denote time-averages computed over a 730-day model run. When random
observational errors are added to the synthetic data sets, multiple random realizations are
performed, and the average of these realizations is denoted as < 5F > .
3.3. Sampling Strategies
Three synthetic data sets, sub-sampled using different sampling strategies, are
assimilated. Data Set I (Table 8) is obtained by sub-sampling the true simulation using
a sampling strategy characteristic o f the JGOFS EqPac Time-Series H cruise: PP, P, Z,
A, and N are sampled every other day for 20 days beginning on YD276. Data Set II is
obtained by subsampling the true P simulation every other day for 6 months, beginning
on YD I. This time-series is typical of that available from SeaWiFS. As a result o f cloud
cover and the specific satellite path, ocean color data within a 10° longitude and 2°
latitude region centered on 0°N, 140°W, is typically available 50% of the time
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[Friedrichs, 1998]. Data Set HI combines Data Set II with PP, P, Z, A, and iVcruise data
from two days in 1992: YD87 and YD89.
The results of assimilating these three model-generated data sets are presented in
the following section. In addition, the effects of varying the lengths and start dates of
these data sets, as well as the frequency with which data are available (every day, every
other day, every 4 days), are examined. Numerical experiments involving the assimilation
of SeaWiFS composite data are also carried out.

Table 8. Descriptions of Data Sets Used in Identical Twin Experiments
data set

cruise data

satellite data

I

PP, P, Z A, N
every other day for 20 days
starting on YD276*

none

n

none

P every other day for 6 mths
starting on YD I

in

PP, P , Z A . N
on YD87 and YD89

P every other day for 6 mths
starting on YD 1

■*The notation YD276 refers to the 276th day o f 1992.

4. Assimilation Results
4.1. Data Insertion Versus Adjoint Method
In this subsection, numerical twin experiments are conducted in order to assess the
feasibility o f using (i) data insertion and (ii) the adjoint method in order to optimally
combine available observations with model dynamics in an effort to improve simulation
skill.
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4.1.1.

Data insertion experiments. Data insertion experiments are performed

in which Data Sets I and II (Table 8) are inserted into the ecosystem model presented in
Chapter II. For each experiment, the control parameters are randomly varied in order to
generate a single reference simulation. The resulting time-series of RJt) (Figures 18 and
19) represent the misfits assuming no data assimilation is performed. These time-series
are characterized by large zooplankton misfits (0(0.75)). while misfits for phytoplankton
are only on the order of 0.1. Although values of RA are typically low (0(0.2)), early in
1992 these values are extremely variable and can exceed 1.0. Values of RPP and RNare
more uniform, typically ranging between 0.2 and 0.3.
The insertion of Data Set I results in time-series of if[.(t) which tire identical to
those of RJt) until the day on which the first data are inserted on October 1, 1992 (Figure
18). On this date, and on the other nine days when data are inserted, the 5Fjt) drop to zero
as expected. However, on alternate days when data are not available (October 2,4,6...)
values of 5Fjt) are relatively large, and in fact values of 5Fjt) and 5Fjt) computed with
data insertion are greater than the corresponding values of Rp(t) and R Jt) computed
without data assimilation. After all available data have been inserted, values of *FPP(t),
5Fjt), 5Fjt) and iF jt) overshoot the corresponding original RJt) time-series, indicating
that as soon as data are no longer available a deterioration in simulation skill quickly
results. After another several days, the results with and without assimilation converge,
again indicating that any improvement due to data insertion is short-lived. However, this
is not the case for nitrate. Throughout the duration of the simulation, values of 5Fjt)
remain substantially lower than RJt).
In the second data insertion experiment, Data Set H is assimilated (Figure 19). In
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Figure 18. Time-series of (a) RPP(t), (b) RP(t), (c) RJt), (d) RJt), and (e) R Jt) averaged
over fourteen days, indicating the degree o f misfit between the ‘true’ simulation and the
44 reference simulations with no data assimilation.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

93

=
=

PP

Rc(t) ( n o a s s i m i l a t i o n )
'f'cCO ( d a t a i n s e r t io n )

0 .5 0

m

1992
Figure 19. As in Figure 18, except Data Set II (phytoplankton data every other day) is
inserted. Note the change in y-axis scale in (b).
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this case only phytoplankton data are available, but these data are available every other
day for six months, starting on January 2, 1992. As expected, Wp(t) = 0 when the
observations are inserted into the P component of the model. However, on the alternate
days when data are not available, values of ¥ P(t) are nearly as high as the RP(t) obtained
from the non-data assimilative simulation.
The insertion of phytoplankton data has a relatively small effect on the simulated
time-series of the other model components. On average for the month of January 1992,
the insertion o f Data Set II results in a 5% and 9% improvement in simulation skill for
primary production and zooplankton, respectively; however, over this same time period
the simulation skill of nitrate and ammonium deteriorates by 9% and 41% respectively.
Closer examination of the Ypp(t) time-series show that insertion of Data Set II results in
larger values of YPP(t) on the specific days on which P data are assimilated, as compared
with the alternate days for which no P observations are available.
Time-series of Yc(t) (Figures 18 and 19) demonstrate that data insertion provides
little or no improvement in simulation skill, and is typically not a useful method for
combining biological data with marine ecosystem models.

An investigation into

alternative assimilation schemes is therefore warranted. In the following section, an
analysis similar to that described here for data insertion, is presented for the somewhat
more sophisticated adjoint method.
4.1.2.

Adjoint assimilation experiments. As discussed in section 2.2.3., there

is no guarantee that the adjoint method will be capable of distinguishing the global
minimum o f the cost function from multiple relative minima.

Therefore, when

implementing the adjoint method it is imperative to conduct numerous numerical
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experiments which assume different initial estimates for the model control variables. In
the examples given in this chapter, the initial estimates of the model control variables are
taken to be the same as those used to generate the 44 time-series distributions of pck(t)
shown in Figure 16.
When Data Set I (Table 7) is assimilated by means of the adjoint method, perfect
parameter recoveries are possible in all 44 numerical experiments, i.e. W jtJ = 0 for all 44
time-series. Further analysis reveals that similar results can be obtained with reduced
observational data sets. In fact, only 4 days of PP, P, Z, A. and N cruise data are required
for perfect parameter recoveries in all 44 numerical experiments. When even fewer data
are assimilated, multiple relative minima of the cost function are found, and it is no longer
possible to identify the absolute minimum of the cost function.
Substantially different results are obtained when Data Set II is assimilated. In this
case, 5 of the 6 control variables are recovered perfectly in all 44 model runs. However,
the remaining parameter, rD, is not recovered, and its final value is dependent on the initial
value attributed to this control variable. Time-series of 5Fjt) demonstrate that although
FPp(t) = FP(t) = Fz(t) = 0, values of 5Fjt) * *FN(t) * 0 (Figure 20). In fact, the ammonium
and nitrate misfits are only slightly lower than those obtained without assimilation. Thus,
although the assimilation of phytoplankton data results in substantial improvement in the
simulation skill o f phytoplankton, zooplankton and primary production, no such
improvement is evident in the time-series of nutrient concentrations.
The assimilation of Data Set HI, which supplements Data Set II with two days of
PP, P, Z A, and N cruise data, results in the perfect recovery of all 6 control variables, i.e.
Ppp(t) = ¥ P(t) = F jt) = 5Fjt) = 'Fjt) = 0 . Further experimentation reveals that perfect
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Figure 20. Time-series of (a) ¥ PP (t), (b) ¥P (t), (c) ¥z (t), (d) ¥A (t), and (e) ¥N (t)
averaged over 14 days, generated using parameter sets recovered via the adjoint
assimilation o f Data Set II. Results are shown for multiple different initial estimates of
the control variables. In (a), (b) and (c), misfits are always equal to zero. Shaded regions
indicate plus and minus one standard deviation of the mean reference (no assimilation)
time-series, as in Figure 17.
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parameter recoveries are also possible even if only 3 months of phytoplankton data are
supplemented with two days of cruise data.
4.2. Adjoint Assimilation of Imperfect Data
These results suggest that the adjoint method is a powerful technique for
combining observations with model dynamics in order to improve the simulation skill of
marine ecosystem models. In the numerical twin experiments described thus far, the
synthetic data sets have been perfectly consistent with the model dynamics; however, in
reality there are always observational errors as well as missing model dynamics which
cause inconsistencies between data and models. In an effort to examine the ramifications
of such inconsistencies, numerical experiments are also conducted in which (i) data with
known levels of random noise, and (ii) data with known biases are assimilated.
4.2.1.

Assimilation of data with random noise. Twenty percent random noise

is added to the true simulation results prior to subsampling the time-series according to
the Data Set I specifications (Table 7). The resulting noisy data set is assimilated using
the 44 sets of initial values for the control variables as before. Although all 44 numerical
experiments result in the recovery of the same parameter set, i.e. the global minimum of
the cost function is successfully identified, this parameter set contains values that are
different from those used to generate the true model simulation.
Because this procedure involves the addition of random errors to the synthetic data
set, results will vary slightly each time this analysis is carried out. Therefore, ten
realizations are performed in which different random errors, each with a maximum
magnitude of 20%, are added to the synthetic data set. For each of these realizations, the
44 initial estimates o f the control variables all result in the recovery of one distinct

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

98
parameter set. The ten sets of recovered control variables differ from the true control
variables by an average of 5% (Table 9). Specifically, for fa and kFe these differences are
roughly 3%, whereas the recovered and true values of

(f>Pdiffer by nearly

12%.

As would be expected, the inexact recovery of parameter values leads to timeseries of

that are no longer equal to zero (Figure 21). Although values of ¥ PP(t),

¥ P(t), and P ^t) are low, typically less than 0.05, values of P jt) and 5FA(t) are greater,
exceeding 0.3 and 1.0, respectively, in March 1992. The average misfits for these ten
realizations are computed to be: < ¥ pp > =0.05, < *Fp > =0.02, < 1¥z > =0.06, < ~PA >
= 0.06, and < PN > = 0.03, which are 15-30% smaller than the corresponding < /? . >
values obtained for the reference (no assimilation) simulations.
Experiments with other levels of noise (0 - 40%) are also performed (Figure 22).
Values of < ¥ . > increase nearly linearly for all model components as the magnitude
of random noise added to the synthetic data sets is increased. When high levels of
random noise (>30%) are added to the synthetic data prior to assimilation, multiple
minima of the cost function are found, i.e. the same parameter set is not recovered for all
44 initial estimates o f the control variables. The measure of misfit associated with the
most commonly occurring cost function (Figure 22) indicate that no substantial increase
in model-data error is introduced by these multiple minima. Even though multiple
minima are occurring when 30-40% random noise is added to the assimilated data, a
doubling of random noise from 20% to 40% is generally still associated with a doubling
in the magnitudes of each < ¥ . > component. The one exception, i.e. the nonlinearity
in < ¥ a > for the Data Set III assimilation case, is most likely due to these multiple
minima.
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Table 9. Summary of Variation in Scaled Control Variables Recovered from Assimilation
of Data Set I with 20% Random Noise
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Figure 21. Time-series of (a) ¥pp (t), (b) ¥ P (t), (c) ¥ z (t), (d) ¥ A (t), and (e) ¥ N (t)
averaged over 14 days, for simulations generated using parameter sets recovered via the
adjoint assimilation o f Data Set I to which 20% random noise has been added. Ten
random realizations are shown, as described in text. Shading represents plus and minus
one standard deviation o f the mean reference (no assimilation) simulation, as in Figure
17.
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are computed. Values shown represent the mean o f 10 random realizations, all averaged
over the entire 730-day simulation. These results are shown as a function of the percent
random noise added to the synthetic data sets. For reference, average estimates of the
initial model/data misfits assuming no data assimilation, < Rc > , are shown.
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Table 10. Summary of Variation in Scaled Control Variables Recovered from Assimilation
of Data Set III with 20% Random Noise
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When 20% random noise is added to Data Set HI (Table 10), the recovered control
variables (averaged over ten realizations) differ from the true control variables by roughly
5%, just as was the case for the assimilation of Data Set I (Table 9). However, individual
values of the recovered parameters differ substantially. For instance, the assimilation of
Data Set III yields average errors in the recovery of kFd of 19%; however, when Data Set
I was assimilated, this error was only 3%. The error in the recovery of Py is also twice
as great for the Data Set HI assimilation (14% as opposed to 7%). On the other hand, the
recovered and true values of (f>P differ by only 7% when Data Set III is assimilated and
12% for the Data Set I case (Table 10).
Because the values of the recovered parameters are slightly different for the Data
Set IE assimilation case as opposed to the Data Set I assimilation case, there are also
substantial differences in the values of < ¥c > (Figure 22).

For instance, the

assimilation of the noisy Data Set HI results in values of < ¥ pp > and < ¥p > which
are 40% lower than those obtained via the assimilation of the noisy Data Set I, whereas < ¥A >
and < ¥ N > are nearly 80% higher. As expected, the lowest values of these misfits are
obtained ifData Sets I and HI are assimilated simultaneously. In this case < ¥pp > a n d < ¥ p >
are nearly identical to those obtained for the Data Set HI assimilation case, whereas
< ¥ z > , < ¥A > and < ¥ N > are 20-30% lower than those of the Data Set I
assimilation case (Figure 22).
4.2.2. Assimilation of biased data. In addition to random errors, observations
are typicaUy also associated with a certain degree of bias. Depending on the type of
observation, e.g. rate, plankton biomass, or nutrient concentration, and the observational
platform from which the data are coUected, e.g. satellite or ship, varying levels of bias
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may be present.
In order to investigate the potential problems associated with assimilating data
containing biased errors, numerical experiments are conducted in which +20% and -20%
biases are added to the PP component of Data Set I, while the P, Z, A, and N data are
assumed to be error-free. Additional experiments are carried out in which these biases
are added individually to the other four data components (P, Z, A , N) of Data Set I, as well
as to all five data components {PP, P, Z, A, AO simultaneously. In a final experiment,
+20% and -20% biases are added to the synthetic ocean color observations of Data Set HI.
In each o f these cases, 44 numerical experiments are carried out with different initial
random estimates for the model control variables. With these high levels of bias, multiple
minima of the cost function often exist; results associated with the most commonly
occurring minimum are presented.
When biases are added to any data component {PP, P, Z, A, or N) the model
control variables are no longer perfectly recovered. In general, the assimilation of
positively and negatively biased data tends to alter the values of the recovered parameters
by the same percentage, but in the opposite direction (Table II). For example, if the PP
component of Data Set I is biased by -20%, the recovered value of Pi t ' is 0.70, i.e. a
decrease of 30% from the true value of 1.00. An analogous PP bias of +20% results in
an increase in PM' of nearly the same magnitude, such that the final value of PM' is
1.27 (Table 11).
The assimilation o f biased PP data results in the imperfect recovery of PM' and
(f>p ' by 30% and 45% respectively; however, other parameters, specifically those
governing zooplankton biomass ( g ' and <#, 0> are successfully recovered. Only slightly
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0.93 ± 0.03

9%

20%

I

Z

1.03 ±0.04

0.94 ±0.01

1.05 ±0.03

0.85 ± 0.04

0.91 ±0.02

1.06 ±0.03

7%

-20%

1

A

1.18 ±0.05

0.98 ± 0.02

1.21 ±0.03

0.97 ± 0.05

1.00 ±0.03

0.86 ± 0.03

10%

20%

1

A

0.85 ± 0.03

1.01 ±0.02

0.83 ±0.02

0.99 ± 0.04

0.98 ± 0.02

1.15 ±0.03

9%

-20%

I

N

0.87 ±0.02

0.98 ± 0.02

0.86 ±0.02

1.01 ±0.03

0.97 ± 0.02

0.80 ± 0.02

9%

20%

1

N

1.10 ± 0.12

1.06 ± 0.03

1.10 ±0.07

0.98 ± 0.08

1.05 ±0.03

1.22 ± 0 .16

9%

-20%

1

PP.P.Z.A.N

1.02 ±0.05

0.98 ± 0.02

1.10 ±0.03

1.00 ± 0.06

1.49 ±0.07

0.68 ± 0.02

16%

20%

1

PP.P.Z.A.N

0.96 ± 0.03

1.04 ±0.01

0.89 ± 0.02

0.99 ± 0.03

0.73 ±0.01

1.34 ± 0.04

14%

-20%

III

P

1.03 ±0.12

0.92 ±0.05

0.82 ± 0.09

1.24 ± 0.12

1.40 ± 0.09

0.97 ± 0,07

16%

20%

III

0.90 ± 0.09
1,06 ± 0.04
P
" Values of 1.00 indicate perfect parameter recoveries,

1.01 ±0,11

0.88 ± 0.02

0.77 ±0.02

1.18 ±0,05

12%

hMean parameter error is computed as:

-
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Table 11. Summary of Variation in Scaled Control Variables Recovered from Assimilation of Data Sets with
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different results are obtained if the biases are added to the P component of Data Set I
instead of the PP data. In these experiments, not only are PM' and (pP' poorly recovered,
but the value of g ' is associated with a 33% error as well. Surprisingly, the addition of
biases to the P component of Data Set HI produces somewhat different results than when
the same biases are added to the P component of Data Set I. For instance, although kFe'
is successfully recovered in the latter case, when a -20% bias is added to the ocean color
data time-series of Data Set III, kFe' is associated with an error of 18%, whereas Pi( ' is
successfully recovered (Table 11).
When biases are added to ammonium or nitrate data,

/, (pP and g ' are

successfully recovered; however, values of P,\r» kFt. , and rD' are in error by 10-20%.
Interestingly, in these two cases the recovered values of PM' and kFe' are very similar.
For example, when a 20% bias is added to the nitrate data, the recovered values of both
of these parameters are 1.10 (Table 11). If biased errors are added simultaneously to all
five components of Data Set I, g ' and rD' are associated with errors as large as 30-50%.
Surprisingly, Pi t ' is recovered almost exactly if biases are added to all five data
components, even though this parameter is poorly recovered if a bias is added individually
to any one of the Data Set I components. Overall, the poorest parameter recoveries (1522% errors) occur if biases are added to phytoplankton component of Data Set I. These
errors are slightly greater than those resulting from the addition of biases to the
phytoplankton component of Data Set IH (12-16%).
The effect of these imperfect parameter sets on time-series distributions of PP, P,
Z, A, and N is assessed by examining the magnitudes of *Fc for both Data Set I (Figure 23)
and Data Set HI (Figure 24). In general, the magnitudes of these misfits are similar,
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Figure 23. Varying levels of bias are added individually to each component of Data Set
I {PP, P, Z, A, N) and the resulting five synthetic data sets are assimilated. The five sets
of recovered control variables are used to generate simulations from which estimates of
(a) Wpp, (b) !FP, (c) ¥ z , (d) TA, and (e) 5PV, averaged over the entire 730-day
simulation, are computed, and are shown here as a function of the percent bias added to
the synthetic data sets. For reference, average estimates o f the initial model/data misfits
assuming no data assimilation, < Rc > , are given.
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Figure 24. As in Figure 23, except biases are only added to the phytoplankton component
o f Data Set IH.
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independent of whether positive or negative biases are added to the synthetic data.
Furthermore, values of ¥ c are linearly dependent on the magnitude of bias added to the
synthetic data. For example, if a 10% bias is added to the primary production component
of Data Set I and the resulting time-series is assimilated along with perfect time-series of
P, Z, A, and N, the resulting value of ¥pp is 0.10. If 20% bias is used and the same
assimilation experiment is performed. ¥pp doubles in magnitude to 0.20 (Figure 23).
A bias in the PP component of Data Set I results in an order of magnitude larger
value of ¥ pp as compared to the assimilation of data which have biases associated with
P, Z, A, or N. This trend also holds for the P, Z, and N components of Data Set I, i.e. the
greatest values of ¥c occur when a bias exists in model component C. This is not true,
however, for ammonium. Biases in PP, P, or N cause nearly as great a deterioration in
the simulation skill o f A, as do biases in the ammonium data itself.
Assimilation experiments are also performed in which biases are added to the
phytoplankton ocean color time-series (Data Set HI, Figure 24). A 20% bias in the
phytoplankton component o f Data Set HI results in values of ¥ p that are large (0.19).
Values of ¥ pp (0.08), ¥A (0.20) and ¥N (0.17) are also quite high. These results (Figure
24) contrast those obtained with Data Set I (Figure 23), where biases in P cruise data have
a much smaller effect on ¥ pp (0.02), ¥A (0.12), and ¥ N (0.04).
4.3. Sampling Strategies
Successful parameter recoveries are dependent not only on the level of
observational error, but also on the length of a particular data set, the frequency with
which data are sampled, and the form in which the data are available, e.g. instantaneous
or temporally averaged. Numerical twin experiments are a useful tool for examining
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these effects. Results of such experiments are described in this subsection.
4.3.1.

D ata availability. Data Set I contains PP, P , Z , A and W data collected

every other day throughout a 20-day cruise period (Table 7). The results of assimilating
a shorter (6-10 day) or longer (40 day) data set was tested for various levels of random
noise (Figure 25). For perfect data, i.e 0% random noise, < iP > = 0 even for short
duration (6-day) data sets. As random noise is added, values of < 5P > rapidly increase
for the shorter 6-day data sets, and increase at a slightly slower rate for longer data sets.
Assuming 20% random noise, a 40-day data set provides a 65 -70% improvement in
simulation skill as compared to that obtained using a 6-day data set.
The effect o f changing the time period over which phytoplankton ocean color data
is available, is also examined (Figure 26). If no random noise is added to the synthetic
data, a 90-day time-series supplemented by two days of in situ data provides sufficient
information such that the control variables are recovered exactly, and < 5P. > = 0. When
random noise is added to the synthetic data, < 5P. > increases rapidly if only 3 months
of satellite data are available, but increases more slowly if 2 years of data are available.
Assuming 20% random noise is added to Data Set HI, a two-year data set yields an
improvement in simulation skill over a 3-month data set of 30% for PP, and 45-55% for
P, Z, A and (V.
A similar set o f experiments is also conducted assuming biased errors are
individually added to the PP, P , Z , A and N components of Data Set I and the respective
effects on the values of Wpp, ¥p, Tz ,

and ¥N, are computed (Figure 27). In each

of these cases, unlike those for the random errors discussed above, an increase in the
length of the in situ data set produces little change in simulation skill. Whether this
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Figure 25. Parameter sets recovered via the assimilation of Data Set I, to which varying
levels o f random noise have been added, are used to generate simulations from which
estimates of (a) < Wpp > ,(b ) < Wp > ,(c) < ¥z > ,(d ) < ~¥x > ,and(e) < ~WN > are
computed. Values shown represent the mean of 10 random realizations, all averaged over
the entire 730-day simulation. These results are shown as a function of the percent
random noise added to the synthetic data sets, as well as the length of the data set (from
6 to 40 days, with data assimilated every other day.)
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Figure 26. As in Figure 25, except for Data Set HI. The length of the phytoplankton
time-series is varied from 3 months to two years.
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zooplankton, (d) ammonium and (e) nitrate, prior to assimilation.
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change is positive or negative largely depends on which particular days of data are
assimilated. For instance, the surprisingly large values of 5Vz and

associated with the

10-day data set are substantially reduced if data from YD286 to YD296 are assimilated
in place of data from YD276 to YD286.
When a bias is added to the phytoplankton data of Data Set HI, there is again little
change in the simulation skill of phytoplankton. despite substantial increases in the length
of the ocean color time-series (Figure 28). For example, assuming a +20% P bias, the
increase in the length of the time-series from three months to three years causes only a
small (< 5%) decrease in Wp. In contrast, the simulation skill of PP and Z deteriorates
dramatically, with values of Fpp and *PZ increasing by 114% and 111%, respectively.
When a negative 20% bias is added to the phytoplankton ocean color time-series data, the
simulation skill of nitrate and ammonium improves as the time-series is lengthened from
3 months to 3 years, as demonstrated by the 50% reduction in the values of 5FVand

.

In this case the simulation skill of zooplankton is greatest if two years of phytoplankton
data are available; values of Fz are higher if either one year or three years of data are
assimilated (Figure 28).
Numerical twin experiments are also used to examine the effects of altering the
frequency at which data are assimilated. For instance, the results of assimilating cruise
data every other day for 20 days (i.e. Data Set I) are compared with analogous results
obtained by assimilating cruise data every day for 20 days (Table 12). By doubling the
number of observations assimilated over the same time period, the simulation skill of PP,
P, Z ,A , and N is improved by 32%, 25%, 40%, 24% and 37%, respectively. If the total
number of observations is held constant, but data are available every day for only 10 days
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Table 12. Average Misfits (< Vc >*100) as a Function of Cruise Length and Sampling
Strategy of Data Set 1

4 Results represent means and standard errors of fifty realizations assuming a random noise level of 20%,
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as opposed to every other day for 20 days, there is no significant change in simulation
skill.
During the JGOFS EqPac cruises, PP, P, and Z data were generally available
every other day, whereas nutrient concentrations were often collected at least once a day.
When this sampling strategy is used to produce a synthetic data set and the resulting timeseries is assimilated, there are no significant changes in the values of < ¥ pp >. < ¥ p >
or< ¥ z > (Table 12). Not surprisingly, however, values of <

> and < ¥ y > are

significantly reduced, by 15% and 31% respectively.
The effect of having satellite data available at frequencies other than every other
day is investigated in a series of numerical experiments assuming various mission lengths
(Table 13.) Results of these experiments demonstrate that assimilating ocean color data
every day, as opposed to every other day, does not improve simulation skill. For
relatively short mission lengths (less than a year) there is also no improvement if data are
assimilated every 4 days as opposed to every 8 days. When longer time-series of data are
available (a year or more), the assimilation of data once every 4 days instead of every 8
days results in a significant improvement in the simulation skill of phytoplankton.
However, if three years of data are available, this increase in the frequency of data
assimilation simultaneously causes a deterioration in the simulation skill of PP and N.
Overall, the greatest improvement in assimilation results occurs if data are assimilated
every 4 days instead o f every two days.
4.3.2.

Assimilating SeaWiFS composites.

Ocean color satellite data are

typically available as a time-series of composites, where each composite is computed as
the average of all data falling within a specified spatial and temporal range. SeaWiFS
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4.6 ± 0.4
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P every 2 days

4.7 ± 0.5

2.2 ± 0.2

9.4 ± 0.9

16.6 ± 1.9

7.4 ± 1.1

3 months

P every 4 days
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3 months
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3.4 ± 0.3
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P every day

2.9 ± 0.3

0.9 ±0.1

4.4 ±0.6
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4.5 ± 0 .6
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3.5 ± 0.3

1.2 ±0.1

5.6 ± 0.7

8.5 ±0.7

4.9 ±0.5
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P every 4 days

4.7 ± 0.5

1.9 ± 0.1

7.8 ± 0.7

14.7 ± 1.7

6.8 ±1.1

1 year

P every 8 days

5.2 ±0.4

2.5 ± 0.2

10.2 ±0.7

19.5 ±2.1

9.1 ± 1.2
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P every day

2.8 ± 0.2

0.7 ± 0.04
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7.2 ± 0 .4

3.5 ±0.3
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data, for example, are available as 8-day composites. In order to investigate the effect of
assimilating composited data, as opposed to instantaneous data, three different synthetic
ocean color time-series are assimilated into the phytoplankton component of the
ecosystem model. These include six months of (i) instantaneous data once every 8 days,
(ii) a 4-day composite once every 8 days, and (iii) 8-day composites (Table 14). Note that
these three time-series all contain the same number of observations, whereas four times
as many observations are available in Data Set III, for which ocean color data are
available every other day.
As discussed in Section 4.1, in the absence of random errors and biases the
assimilation of Data Set III results in perfect parameter recoveries.

Such perfect

parameter recoveries are also obtained if data are only available once every 8 days (Table
14). However, if 8-day composites are assimilated in place of the instantaneous data, the
results quickly deteriorate and values of 5P. range between 0.04 and 0.15 (Table 14). If
the 4-day composite time-series is assimilated, the recovered parameter values are still
imperfect, yet values of 5P. are roughly half as large, ranging between 0.02 and 0.08
(Table 14).
As discussed in Section 4.2, if the assimilated data contain random noise, the
recovered parameters are imperfect and < JP. > = 0. If levels of 20% and 40% random
noise are added to the instantaneous data prior to assimilation, values of 5P are in the
ranges 0.02-0.16 and 0.04-0.27, respectively (Table 15). This dramatic reduction in
simulation skill is not as evident when random errors are added to the composite timeseries. In the presence of 20-40% random noise, the assimilation results for the 4-day
composite time-series are almost indistinguishable from those obtained via the
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Table 14. Misfits ( Ve *100) for Composited Versus
Instantaneous Ocean Color Time-Series Data
Sampling Strategy

1pp

V
Tp

Vz

V,v

every 2 days

0.0

0.0

0.0

0.0

0.0

every 8 days

0.0

0.0

0.0

0.0

0.0

4 day composite,
once every 8 days

2.9

3.1

4.1

7.6

1.6

8 day composite

4.2

7.4

8.6

14.6

7.1

Time-series are 180 days in length.
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Time-Series Data

* Time-series are 180 days in length.
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assimilation of instantaneous data every 8 days (Table 15). When 20% random noise is
added to the 8-day composite time-series prior to assimilation, the resulting values of 5P
are all significantly larger than those obtained when instantaneous data is assimilated
every 8 days; however, in the presence of higher noise levels (e.g. 40%), the assimilation
of the 8-day composite yields results very similar to those obtained via the assimilation
of instantaneous data every 8 days (Table 15).
In summary, when data are perfectly consistent with the model (i.e. no random
noise or biases), assimilating composited data in place of instantaneous data yields a large
deterioration in simulation skill (Table 14). However, in the presence of random noise
(Table 15), the difference in results obtained via the assimilation of instantaneous data as
compared to composited data is substantially reduced. At noise levels of 40%, this
difference is nearly eliminated. Furthermore, the assimilation of 4-day composites
typically yield 15-40% smaller values of Wc than do 8-day composites (Table 15). These
results are generally independent of whether or not biased errors are present in the
synthetic data sets.

5. Discussion
5.1. Assimilation Schemes
Although useful for many meteorological applications, simple data assimilation
schemes such as data insertion and nudging are inappropriate for marine ecosystem
models. Meteorological models are typically highly dependent on initial conditions, and
thus assimilation schemes which involve reinitializing the model whenever data become
available, can be quite successful. Partially because of the short (0 ( I day)) time scales
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of the dominant biological processes (e.g. growth, grazing) and physical processes (e.g.
equatorially trapped internal gravity waves), marine ecosystem models can quickly
(within days) become independent of component initial conditions. As a result, the
success of schemes such as data insertion and nudging are clearly dependent on timeseries observations of plankton biomass and nutrient concentrations consistently being
available at very frequent intervals (O(days)).

Traditionally, however, biological

oceanographic data have been collected sporadically from shipboard instrumentation. As
a result, such observations cover a limited spatial domain and contain large temporal gaps,
especially when compared to meteorological observations which typically are collected
on a global network.
The inception o f remote-sensing ocean color sensors, such as SeaWiFS, is
beginning to alter this situation. SeaWiFS now provides chlorophyll data over wide
spatial scales at relatively high frequencies. In the central equatorial Pacific, for example,
observations are typically available several times a week [Friedrichs, 1998]. However,
the results of identical twin experiments (Figure 19) indicate that successful simulations
will require high frequency data on other model components as well. Currently, there are
no analogous high-frequency measurements of zooplankton available on a global scale,
and synoptic time-series observations of nutrient concentrations such as ammonium and
nitrate are rare.
The results o f this study are consistent with those of Ishizaka [1990] who found
that the insertion o f satellite ocean color data into a physical-biological model of the
southeastern U.S. continental shelf, resulted in the simulated phytoplankton field rapidly
(within 2-4 days) converging to the analogous fields obtained without assimilation. When
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the biological processes were removed from the model, the assimilation and non
assimilation cases again converged within a few days, leading Ishizaka to conclude that
this rapid convergence was largely due to the short time scales of the physical processes
associated with the Gulf Stream system.
Ishizaka [1990], however, only had access to chlorophyll data, and therefore was
unable to assess the effects of ocean color assimilation on other model components. In a
related study, Armstrong et al. [1995] found that gently nudging the 7-component Fasham
[1990] model toward ocean color observations caused ammonium concentrations to
become unreaiistically high. These results are consistent with those obtained from the
identical twin experiments performed in this study. The insertion of ocean color data
causes a 41% reduction in the simulation skill of ammonium (in January 1992) as well
as a 9% reduction in the simulation skill of nitrate (Figure 19).
In this study the effects of simultaneously inserting both in situ plankton and
nutrient data are also examined by means of identical twin experiments. The insertion of
PP, P, Z, A, and Af cruise data into the model every other day for 20 days, results in PP,
P, Z, and A time-series which converge to the corresponding reference time-series (i.e.
that obtained without data insertion) only 5-10 days after the insertion is completed;
however, a substantial improvement in the simulation skill of nitrate lasts throughout the
duration of the simulation (Figure 18).

Unlike plankton biomass or ammonium

concentration, nitrate concentration is primarily determined by the magnitude of the
advective source terms, and remains dependent on the initial nitrate value throughout the
entire simulation. Therefore, the reinitialization of the model via data insertion provides
a significant improvement to the overall simulation skill of nitrate, whereas any
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improvement for phytoplankton, zooplankton or ammonium is short-lived (Figure 18).
Perhaps the most serious disadvantage of applying schemes such as data insertion
and nudging to marine ecosystem models, is that these types of methods assume an
adequate knowledge of the model parameters. Ecosystem models are often characterized
by multiple empirical formulations for which the parameter values are poorly known, and
often unmeasurable. For example, simulations are often highly dependent on mortality
rates, but these rates are difficult or impossible to measure and therefore very poorly
constrained. If inappropriate values are assigned to these parameters, simulation skill may
be poor, even if data are inserted every several days (Figure 18 and 19).
Because of the large number o f poorly constrained parameters associated with
most marine ecosystem models, it is often difficult to determine whether a failed
simulation is due to an inappropriate choice of parameter values, or whether there is
something intrinsically wrong with the model formulation itself. For instance, gently
nudging the Fasham [1990] model toward ocean color observations causes ammonium
concentrations to reach unrealistically high values [Armstrong et al., 1995]. Although
altering the structure of the model to include multiple plankton size classes is one way by
which this pathological behavior of ammonium can be eliminated [Armstrong et al.,
1995], it is impossible to know for certain whether alternate choices of parameters in the
original Fasham [1990] model may alternatively have reduced the concentration of
ammonium to more realistic levels.
Semovski et al. [1994; 1995] also attempt to assimilate ocean color
satellite data into a simple (3-component) marine ecosystem model. They take a different
approach, and apply more sophisticated data assimilation schemes, e.g.
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a Kalman filter-like method (nudging with autocovariance weights) and the adjoint
method. Although they conclude that the Kalman Filter “gives the best correlation
between data and model results”, this statement is based on a comparison between the
assimilated data and the model output. This, however, is an inadequate criteria by which
to judge the assimilation techniques, for ironically the simplest technique of pure data
insertion would by definition provide the ‘optimal’ results, since in this case model output
and assimilated data would match exactly. A more appropriate method for evaluating
these data assimilation schemes would involve examining independent data on other
ecosystem components (e.g. zooplankton), or implementing numerical twin experiments.
For example, the numerical twin experiments performed in this study indicate that
fora marine ecosystem model which rapidly becomes independent of component initial
conditions and is highly dependent on the specific parameter values attributed to empirical
formulations, the adjoint method, which minimizes model/data misfits by adjusting model
parameters, provides a viable option for the assimilation of biological data. Because of
the typically high degree of correlation between many model parameters, it is not possible
to recover the entire parameter set with any degree of certainty [Mcitear, 1995; Pnrnet et
al., 1996a and 1996b; Harmon and Challenor, 1997]. In this analysis a relatively
simplistic approach has been taken in which only a subset of the parameters are included
in the control vector and allowed to vary; the remainder are assumed to be known exactly.
This method results in the successful recovery of the control variables with low levels of
uncertainty.

A more robust and objective method, however, would involve non-

dimensionalizing the model to obtain a parameter set containing a smaller number of
uncorrelated parameters which could then be successfully recovered in its entirety. The
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feasibility of this approach is currently under investigation.
5.2. Data
The success of any assimilation experiment depends not only on the specific
assimilation scheme used, but also both on the level of inconsistency between the data and
the model, and the sampling strategies and frequency of observations available for
assimilation. These issues will be now be discussed.
5.2.1.

Assimilation of imperfect data. In identical twin experiments, data are

numerically generated by the model and thus the model and data are, by definition,
entirely consistent. In reality, however, because of both observational errors in precision
and accuracy, as well as deficiencies in the model, simulated time-series distributions will
never be entirely consistent with observations.
The results of numerical twin experiments demonstrate that even when noisy
observations are assimilated into a marine ecosystem model by means of the adjoint
method, simulation skill is still substantially improved. For instance, the simulation skill
of ammonium and nitrate is particularly improved via the assimilation of cruise data,
whereas the assimilation of ocean color data greatly reduces the errors associated with
primary production and phytoplankton (Figure 22).
Although simulation skill may be improved even when noisy data are assimilated,
in these cases the control variables are not perfectly recovered. Errors in the recovered
parameter values may be large, and are generally greater for the assimilation of the ocean
color time-series data set than for the assimilation of in situ cruise data (Tables 9 and 10),
indicating that the long (sue months) time-series of phytoplankton chlorophyll does not
make up for having only two days (as opposed to ten days) of cruise data on the remaining
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model components. The greatest departures from the true values of the scaled control
variables (LOO) occur for P w' (pP \ and kFe '(Tables 9 and 10). An examination of the
sensitivity results of Chapter II (Table 4) reveals that variations in these three parameters
have similar effects on the model components, e.g. all significantly affect zooplankton
biomass, but have very little impact on phytoplankton abundance. This is an indication
that these parameters are probably correlated to some degree, causing poor parameter
recoveries and correspondingly high levels of uncertainty.
In the simple formulation of the cost function used in this analysis, there are no
limitations on the values that the control variables may attain, i.e. there are no a priori
penalties placed on these parameters. Although the initial estimates of these parameters
are always within the permissible ranges of Table 7, there is no guarantee that the
recovered optimal parameter values will fall within these ranges. In certain experiments
when very noisy observations are assimilated, seriously flawed parameter sets are
recovered with errors exceeding 40% and parameter values located well outside the
permissible ranges of Table 7 (Table 10). For example, if ocean color time-series data
containing 20% random noise are assimilated, the average errors (over ten random
realizations) in P vf' and ^Fe

are 14% and 19% respectively, however individual

parameter recoveries contain errors exceeding 40% (Table 10). In these cases the
simulated time-series still agree quite well with the true time-series (< 7c > = 0(0.05);
Figure 22), yet the model is tracking the data by misrepresenting key biological processes.
Because of the small amount of data assimilated in these experiments, the model is poorly
constrained, and it is possible to reproduce the data without representing the correct
dynamical processes.
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The implication of this important result is that when real data are assimilated into
an ecosystem model, a crucial phase of the analysis will be to establish reasonable error
bounds on the control variables, and to discard recovered parameter values that fall
outside these permissible ranges. An investigation into adding various penalties to the
cost function is also underway, since incorporating this information into the model may
eliminate unrealistic parameter recoveries, and may speed the convergence of the cost
function considerably [Matear, 1995; Semovski, 1995],

On the other hand, such

restrictions on the allowable region of parameter space may make it more difficult for the
model to escape from a suboptimal parameter space in order to locate the absolute
minimum of the cost function.
The addition of biases to the synthetic data causes a greater deterioration in the
assimilation results than does the assimilation of observations containing random noise.
For example, the addition of a negative 20% bias to the phytoplankton component of the
in situ cruise data, causes errors of 40% or greater in the recovered values of <pP' and Pu '
(Table 11). In contrast, the addition of 20% random noise results in average errors in
these scaled control variables of only 12% and 7%, respectively (Table 9).
The assimilation o f 20% biased phytoplankton cruise data causes parameter
recoveries to be associated with an average error o f 15-22%. The addition of 20% bias
to the ocean color time-series data results in very similar errors of 12-16% (Table 11).
These parameter errors result in very high model-data misfits ( ¥ p = 0.20) which exceed
the reference values computed without data assimilation ( ¥ p = 0.15; Figure 24), and are
an order of magnitude greater than those computed assuming random noise ( ¥ p ~ 0.03;
Figure 22). Biases in ocean color phytoplankton data cause large errors not only in the
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simulation skill o f phytoplankton, but also in the other model components, as well as in
primary production (Figure 24). This is in contrast to the assimilation of biased
phytoplankton cruise data, which only significantly affects the simulation skill of
phytoplankton and ammonium (Figure 23)
Biased errors are also particularly troublesome since increasing the duration of
data availability generally does not yield a large improvement in simulation skill.
Model/data misfits of primary production increase as the data time-series is lengthened,
whereas for random errors increasing the time period over which data are available further
reduces errors in simulation skill (Figures 25 and 26).
5.2.2.

Sampling strategies. The utility of various sampling strategies can also

be assessed through the use of numerical twin experiments. For instance, results of this
analysis indicate that assimilating cruise data every other day for 20 days gives roughly
the same results as assimilating a ten-day data set in which data are available daily (Table
12). Thus, if it is possible to collect data on a daily basis as opposed to every other day,
the expense o f ship-time could be cut by 50%.
During the JGOFS EqPac experiment, nutrient data were generally collected at
least once a day, whereas primary production and plankton data were obtained only once
every other day. Results of this analysis indicate that such an increase in the frequency
of nutrient data collection improves the simulation skill of A and N as would be expected;
however, this increased nutrient sampling frequency does not significantly affect the
simulation skill o f PP, P, or Z (Table 12).
In the central equatorial Pacific, a combination of satellite position and cloud
cover cause SeaWiFS ocean color data to be available approximately 50% of the time.
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The results of numerical experiments indicate that increasing the availability of
phytoplankton data from once every other day to once a day does not significantly
improve simulation skill. However, a significant deterioration in simulation skill does
occur if data are only available 25% of the time (Table 13). This implies that simulation
results may be detrimentally affected by particularly cloudy weather when remotelysensed ocean color data may be unavailable for days at a time.
Ocean color data are typically available in composite form; for instance, SeaWiFS
data are available in both 8-day and monthly-averaged formats. The identical twin
experiments performed in this analysis demonstrate that there is a significant deterioration
in simulation skill if 8-day composites are assimilated in place of daily data (Table 14).
A spectral analysis o f the synthetic ocean color data reveals a spike in energy
corresponding to a period of approximately 6 days, which is associated with the
equatorially trapped internal gravity waves discussed in Chapter H.

In an 8-day

composite, this spike is smeared out, a certain degree of inconsistency between the model
and the synthetic data exists, and the assimilation of the temporally-averaged data results
in relatively poor parameter recoveries. In contrast, 4-day composites do not smear out
this 6-day energy spike, and there is not as large a deterioration in assimilation results
(Table 14).
The addition of random noise to the synthetic ocean color time-series causes a
much larger deterioration in simulation skill for the instantaneous data time-series, than
for the time-series composed of composited data (Table 15). In the latter case, random
errors are at least partially averaged out in the formation of the composited time-series.
Thus when numerical twin experiments are performed in which the synthetic data contain
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no random errors or biases, the assimilation of instantaneous data is more successful than
the assimilation of composited data. However, in the presence of random errors, the
assimilation of composited data results in nearly as high simulation skill as the
assimilation of instantaneous data. Because real data will be typically associated with a
substantial level of random noise, it is anticipated that the assimilation of composited data
will be successful when real observations are used.
5 3 . Model
The analysis presented in this chapter has concentrated on examining the effects
of assimilating various data sets with known levels of random noise and biases. In fact,
however, model errors may also be present, and may be far greater than observational
errors. In the numerical experiments described in this study, biases have been added to
the data; however, this can alternatively be viewed as a model/data inconsistency where
the model is at fault. In order to further investigate the ramifications of model errors,
experiments are currently being conducted in which random errors are being added to the
model forcing functions.
Except under the conditions of very high noise levels or biases, the absolute
minimum o f the cost function was generally easily located for the numerical twin
experiments described in this chapter. When real data are assimilated, however, it is
possible that no minimum of the cost function will be found. This result can be extremely
informative. It implies that an inconsistency exists between the model and data, and that
perhaps some specific model assumption has been violated. This information can be used
to reformulate the model, and the data set can be re-assimilated. If a reasonable minimum
of the cost function is now found, this provides objective evidence that the revised model
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is more consistent with the available data. An example of this type of analysis will be
described in the following chapter.

6. Summary
Although useful for many meteorological applications, data insertion and nudging
are inappropriate for data assimilative marine ecosystem models which quickly (within
days) become independent o f component initial conditions. Because of the short time
scales of the biological processes involved, data on all components must be available at
unrealistically high frequencies.

By definition, data insertion and nudging assume

adequate knowledge of the governing parameter set, whereas in fact many of the
parameters required for ecosystem models (e.g. mortality rates) are difficult or impossible
to measure.
The adjoint method provides a more viable option for assimilating data into
marine ecosystem models.

When applying this technique, model/data misfits are

minimized by adjusting model parameters. Exact parameter recoveries are possible when
assimilating synthetic data subsampled using the resolution of the JGOFS EqPac Time
Series cruises. The assimilation of phytoplankton time-series data, as might be available
from remotely-sensed ocean color data, additionally require a small amount of data on the
remaining model components.
In reality model and data will never be entirely consistent, and therefore
experiments are conducted in which known errors are added to the synthetic data.
Deterioration in simulation skill is somewhat more severe when assimilating biased data
as compared to data with random noise. Increasing the length of time over which data are
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available for assimilation reduces errors due to random noise, but not biases. Although
there appears to be a significant improvement in simulation skill even in the presence of
high levels of random noise, a closer examination of these results reveals that at these
high error levels, the model is not recovering the correct parameter set. Although the
model is reproducing the data, it is doing so by misrepresenting key biological processes.
Because the dominant time scales of ecosystem models are typically on the order
of days, data need to be assimilated at very high frequencies (O(days)) in order to obtain
successful assimilation results. This is in contrast to physical oceanographic data
assimilative models, whose time scales are considerably longer (weeks/months) and for
which weekly/monthly assimilation may be adequate. These differences in time scales
between physical models and ecosystem models pose many challenges for the coupling
of data assimilative biological-physical models.
Although data assimilative biological-physical models will certainly play a crucial
role in future large multidisciplinary observational programs [Sarmiento and Armstrong,
1997], there are still many questions which need to be addressed before that day arrives.
For instance, an optimal method for assimilating both physical and biological data
simultaneously is still under investigation. Although the adjoint method is shown to be
a very powerful technique for improving simulation skill through the combined use of
data and models, it is not yet clear whether such a method can feasiblely be applied to a
fully three-dimensional coupled physical-biological model. It is hoped that the research
described in this chapter will provide a framework for future studies of biological data
assimilation and predictive biogeochemical modeling.
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CHAPTER IV

ASSIMILATION OF JGOFS EQPAC AND SEAWIFS DATA
INTO THE BIOLOGICAL-PHYSICAL MODEL

1. Introduction
The results of Chapter HI provide an optimistic outlook for the potential uses of
future data assimilative ecosystem models, especially when longer time-series of data
become available. However, in the identical twin experiments described in Chapter HI,
data were derived from simulations produced by the ecosystem model and thus were
inherently consistent with the model into which they were assimilated. This is in contrast
to actual observations, which will certainly contain information about processes that are
not explicitly modeled. Therefore, because models such as that used in this analysis
represent truncated approximations of real ecosystems, it is possible that difficulties or
unexpected results may arise when actual observations are assimilated.
Discrepancies in the solutions obtained from assimilating simulated data in
identical twin experiments and those from assimilating actual observations has been
demonstrated using a physical oceanographic circulation model [Tziperman et aL, 1992a
and 1992b]. Identical twin experiments were used to demonstrate the technical feasibility
of applying the adjoint method to a complex ocean general circulation model (OGCM)
[Tziperman et aL, 1992a]. However, when climatologies of temperature, salinity, wind
stress, evaporation minus precipitation, and air-sea heat fluxes for the North Atlantic were
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assimilated into this OGCM, problems arising from the nonlinearity of the system were
encountered [Tziperman et al., 1992b]. These consisted of: the existence of local minima
of the cost function, preventing the convergence of the optimization to the global
minimum [Marotzke, 1992; Kruger, 1993]; and the ill-conditioning of the inverse
problem, i.e. the cost function was found to be nearly flat in certain directions, which
again prevented convergence to the optimal solution.
Over the past several years considerable progress has been made in modeling the
large scale ocean circulation using combined OGCM/adjoint models [Schiller, 1995; Yu
and Malanotte-Rizzoli, 1996] and the difficulties encountered by Tziperman et al. [ 1992b]
have been at least partially overcome. Most recently Yu and Malanotte-Rizzoli [1998] fit
an OGCM of the North Atlantic Ocean to monthly-averaged climatological temperatures
and salinities [Levitus and Boyer, 1994; Levitus et al., 1994] for this region. This
represents a significant step forward from previous studies which have searched for steady
ocean estimates using adjoint OGCM’s [Tziperman et al., 1992b; Marotzke and Wunsch,
1993; Schiller, 1995; Yu and Malanotte-Rizzoli, 1996].
Successful applications of the adjoint method are not limited to OGCMs. This
method is routinely used in weather-forecasting and meteorological applications
[DeMaria and Jones, 1993; Zupanski and Mesinger, 1995; Tsuyuki, 1996; Kuo et al.,
1996;], has been applied to numerical tidal and storm surge models [Lardner and Das,
1994; Lardner and Song, 1995] as well as wave models [de las Heras et al., 1994; de las
Heras et al., 1995; Holthuijsen et al., 1997]. The adjoint method has also been applied
in an operational mode to a shelf circulation model [Griffin and Thompson, 1996] and
recently has even been used to address sediment transport problems [Junqing and
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LeDimet, 1998]. The types of data assimilated into this wide range of models vary
substantially, and include observations from expendable bathythermographs (XBTs)
[Sheinbaum and Anderson, 1990], conductivity-temperature-depth sensors (CTDs)
[Nechaev and Yaremchuk, 1994], altimeters [Schroeter et al., 1993; Greiner and
Perigaud, 1994], acoustic-doppler current profilers (ADCPs) [Marsden et al., 1997;
Ullman, 1998], tide gauges [Smedstad and O ’Brien, 1991; Spitz and Klinck, 1998],
tomography [Sheinbaum, 1995], and buoys and drifters [Kamachi and O ’Brien, 1995;
Morrow and De Mey, 1995; Holthuijsen et al., 1997].
Data assimilation techniques, such as the adjoint method, have been used
successfully in meteorology and weather forecasting for 35 years and have been cited as
an important goal for coupled physical-biological models for more than a decade
[Sarmiento et al., 1987; Abbott et al., 1992]. However, until recently little progress was
made in application of data assimilation techniques to this class of models. The majority
of the research that has been done on data assimilative biological models has been largely
focused on using identical twin experiments [Lawson et al., 1995; Friedrichs et al., 1996;
Lawson et al., 1996; Harmon and Challenor, 1997], primarily because large
multidisciplinary data sets, including processes on wide-ranging time and space scales,
simply did not exist. Recently, however, instrumentation capable o f providing biological
measurements at fine space and time scales e.g. optical and acoustical measurements
[Dickey, 1991], has become available and routinely used.

Deployment of such

instruments on autonomous moored or drifting systems has greatly enhanced biological
data availability. Finally, the routine availability of SeaWiFS ocean color data now
provides the unique opportunity to obtain biogeochemical information over synoptic
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global scales. Along with these new types of data comes the possibility of developing a
new generation of data assimilative ecosystem models which will have the potential for
significantly improving the accuracy of biological model predictions.
This chapter describes the implementation and results obtained using the data
assimilative biological-physical model, described in Chapters H and ID, in combination
with in situ data from the U.S. JGOFS EqPac cruises and satellite ocean color data from
SeaWiFS. The objectives of this analysis are four-fold: (1) to objectively determine when
the model is and is not consistent with the U.S. JGOFS EqPac and SeaWiFS data, (2) to
determine needed adjustments to the model structure so that simulated and observed
distributions are consistent, (3) to determine optimal parameter sets (i.e. those that result
in the smallest model/data misfit), and (4) to examine the similarities and differences
between recovered parameter sets.
To address these objectives, seven data assimilation experiments are performed.
A brief description of these experiments appears in the following section, after which the
results are presented and discussed. The chapter concludes with a summary.

2. Methods
2.1. Ecosystem Model
Simulations using a five-component (P, Z, A, N, and D) ecosystem model
reproduced much of the variability in primary production, plankton, and nutrient
concentrations observed in 1992 during the U.S. JGOFS EqPac cruises (cf. Figure 9). On
average, however, the simulated nitrate concentration is substantially greater than that
observed, and appears to increase with time. As discussed in Chapter H, this may arise
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because the horizontal components of ammonium advection are neglected, even though
scaling analyses indicate that at times these terms may be significant (Table 1; Figure 4).
It is not possible to construct time-series for the horizontal components of
ammonium advection as was done for nitrate, since a fixed relationship between
ammonium and temperature does not exist as it does for nitrate and temperature.
However, as a first-order correction, the horizontal components of ammonium advection
can be approximated as an additional constant sink of ammonium. Equation 9 is thus
modified as:

Ba

= -R P (F e,I,P ,A ) + P<()zZ + r0D - AH .

(27)

where AH represents an unspecified sink for ammonium. Observations (Table 1; Figure
4) and simulations (Figure 9) suggest that 0.015 mmol N m'3d l is a reasonable estimate
for A h. The addition of this term has no effect on the magnitude or structure of the
simulated PP, P or Z distributions and only slightly affects ammonium concentration.
However, because this additional ammonium sink lessens the ammonium inhibition of
nitrate removal, nitrate concentrations no longer increase with time and agree well with
observations (Figure 9).
In the analysis presented in this chapter, the original model (defined as ‘Model I’),
as well as the revised model which includes the AH term (defined as ‘Model II’) are
implemented in a data-assimilative mode. As in Chapter H, simulations begin on
September 1,1991. Until recendy subsurface TAO temperature and velocity observations
were only available through May I, 1998; therefore, simulations do not extend beyond
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this date.
2.2. Data
The U.S. JGOFS EqPac data used in this analysis are from two time-series cruises
at 0°N, 140° W, that occurred in March-April 1992 (TS1) and October 1992 (TS2)
[Murray et al., 1994]. As described in Chapter II, the spring of 1992 was characterized
by moderate El Nino conditions, which had subsided before the Fall TS2 cruise. These
data were collected according to U.S. JGOFS data protocols, and were obtained for this
study via the U.S. JGOFS Data Management System.
The specific data used in this analysis include: rates of primary production,
phytoplankton chlorophyll concentration, zooplankton biomass, ammonium concentration
and nitrate concentration. Primary production, phytoplankton and zooplankton data were
collected at about two-day intervals, whereas nutrient concentrations were generally
measured at least once a day. Observations of the depth of the 0.1% light level during
EqPac [Walsh et al., 1995], defined herein as the euphotic zone depth (£), are used to
compute depth-averaged values of each of these quantities.

Primary production,

phytoplankton and zooplankton data are converted to the modeling unit of mmol N m‘3
by assuming a carbonrchlorophyll ratio of 70 mg C (mg chi)"1, a C:N ratio for
phytoplankton o f 6.6 mmol C (mmol N)"1and a C:N ratio for zooplankton of 3 mmol C
(mmol N)'1. In this chapter the notation T S I data’ will be used when referring to the PP,
P, Z, A, and N data collected on the first time-series cruise between YD83 and YD 101,
and ‘TS2 data’ will be used to denote the analogous data collected during the second
time-series cruise, occurring between YD276 and YD295.
The SeaWiFS data used in this analysis are daily and 8-day composites, averaged
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over a 5° longitude by 2° latitude rectangle centered on 0°N, 140° W. The time-series
begins with the first reliable retrieval on September 9, 1997 (YD2079) and continues
through to April 21,1998 (YD2303). Strong El Nino conditions were present throughout
this portion of 1997-98.
For the purpose of this analysis, ocean color measurements of chlorophyll
collected via SeaWiFS, Ctuf, must be converted to depth-averaged phytoplankton
chlorophyll (P).

SeaWiFS data provide an estimate of the average chlorophyll

concentration in the layer between the surface and one attenuation depth, defined as the
depth where the downwelling irradiance equals 1/e of its value Just beneath the surface.
Using the empirical optical model described in Appendix B, the attenuation depth,
calculated as the inverse of the vertical attenuation coefficient, is roughly 9 m. The
relationship between Cwr and P is computed to be:

1 0
c sa t

=

g

f p W

=

°-95

P

(28)

-9

where the vertical profile of phytoplankton chlorophyll (P(z)) is obtained from Equation
5. With this relationship, chlorophyll (C(z)) is estimated assuming that the depth of the
deep chlorophyll maximum is 45 m [Barber et al., 1996], and using the euphotic zone
depth obtained from simulations done with the forward model using the parameter values
listed in Table 3. These resultant chlorophyll distributions are converted to the modeling
unit o f mmol N m'3 by assuming a carbonrchlorophyli ratio o f 70 mg C (mg chl)‘l, and a
C:N ratio for phytoplankton o f 6.6 mmol C (mmol N)'1.
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2.3. Assimilation Scheme
For this study, the adjoint method (Chapter IE) is used to assimilate various types
of biological data.

As before, the control parameters are: the maximal rate of

photosynthesis (Pw), the half-saturation coefficient for iron uptake (KFe), the maximum
grazing rate of zooplankton (g), phytoplankton and zooplankton loss rates (<pp and (p.), and
the detrital regeneration rate (rD). Again, the best estimates of

<pp and (f>. are

associated with uncertainties of at least ±30%, while values of g and rDare only known
to approximately ±50%. These uncertainties define the ranges of permissible values for
the six control parameters.
Seven assimilation experiments are performed using various combinations of the
models (Model I and Model II) and data sets (TS1, TS2, SeaWiFS) described above
(Table 16). Results of the numerical twin experiments of Chapter III demonstrated that
in order to obtain successful parameter recoveries, a small amount of in situ cruise data
must be assimilated along with ocean color information. Therefore, the ocean color
satellite data are supplemented by two days (YD87 and YD89) of PP, P, Z, A, and N data
from the T S 1 cruise. Experiments are also carried out using both 8-day composites as
well as daily SeaWiFS data. Subsets of these data sets are also assimilated; for example,
a subset of the TS2 data that excludes data collected between YD282 and YD290 is also
used.
Non-linearities inherent in the ecosystem model may make it possible for the cost
function to have several local minima, in which case the results of these assimilation
experiments may be sensitive to the initial values given to the control parameters. To
investigate this possibility, 44 assimilation runs are carried out in each assimilation
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experiment, where the initial values of the control parameters are randomly chosen to lie
within the permissible ranges defined above. (These random parameter sets are the same
as those used in Chapter HI to generate the forward model results of Figure 16.)

Table 16. Data Sets, Data Set Modifications, and Models Used in Assimilative Studies
Assimilation
Experiment

Assimilated
SeaWiFS data

Assimilated
Cruise Data

Model
Used

1

none

all TS 1

Model I

2

none

allT S l

Model H

3

none

all TS2

Model H

4

none

TS2 subset,
excluding YD282-YD290

Model II

5

8-day composites

only YD87, YD89

Model II

6

8-day composite subset,
excluding 11/i/97-2/1/98

only YD87. YD89

Model II

7

daily data subset,
excluding 11/1/97-2/1/98

only YD87. YD89

Model II

3. Results
3.1. Forward Models
In this section, simulated time-series generated using both Model I and Model II
are compared and contrasted.

3.1.1.

Model I. Using Model I, fifty simulations are performed in which values

of the six variable parameters are randomly chosen for each simulation to be within the
permissible ranges specified above. Six of these fifty random parameter sets cause the
model to fail in the first two years o f the simulation. Many of the remaining 44
simulations (Figure 29) do a reasonable job of reproducing the observed TS1 and TS2
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cruise-averaged primary production (0.10 and 0.14 mmol N m'3 d'1 respectively),
phytoplankton chlorophyll (0.18 and 0.24 mmol N m'3), zooplankton biomass (0.07 and
0.10 mmol N m'3) and ammonium concentration (0.12 and 0.10 mmol N m‘3). However,
all 44 o f these simulations overestimate the average nitrate concentrations observed
during both TSl (6 mmol N m*3) and TS2 (9 mmol N m‘3), and result in a nitrate
concentration which apparently increases with time.
These forward model results (Model [) also demonstrate how small changes in
parameter values can result in large differences in simulation results. For instance, given
the reasonable uncertainty levels associated with these six parameters, nitrate typically
cannot be constrained to within a factor of five. Unfortunately, such a high degree of
model sensitivity to relatively poorly known model parameters is typical of many marine
ecosystem models.

3.1.2.

Model II. Although many of the Model I simulations do a reasonable job

of reproducing cruise-averaged observations of primary production, phytoplankton,
zooplankton, and ammonium, all of these simulations overestimate observations of nitrate
concentration (Figure 29). As discussed above, this may be due to the omission of the
horizontal components o f advection in the ammonium balance (Equation 9). If Model n,
which includes a constant sink of ammonium, is ran using the same 44 random parameter
sets, nitrate concentration no longer increases with time and cruise-averaged nitrate
concentrations observed during both TS 1 and TS2 are reproduced by several of the 44
simulations (Figure 30). Meanwhile, the simulated time-series of PP, P, Z and A remain
virtually unchanged.
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Figure 29. Composite time evolution o f (a) primary production, (b) phytoplankton,
(c) zooplankton, (d) ammonium, and (e) nitrate, obtained from fourteen-day averages
of simulations using Model I. Each simulation was generated using the same random
parameter values as were used to create Figure 16. Average values from the TS 1 (■)
and TS2 (▲) cruise data are shown for comparison.
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Figure 30. Composite time evolution of (a) primary production, (b) phytoplankton,
(c) zooplankton, (d) ammonium, and (e) nitrate, obtained from fourteen-day averages
of simulations using Model II. Each simulation was generated using the same random
parameter values as were used to create Figure 29. Average values from the TS 1 (■)
and TS2 (▲) cruise data are shown for comparison.
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3.2. Assimilation Experiments
The forward modeling results of both Model I (Figure 29) and Model II (Figure
30) clearly demonstrate that the simulated distributions are sensitive to the values chosen
for the parameters PM, KFe, f a fa, g and rD. Even applying conservative estimates of the
uncertainties associated with these parameters, many model components cannot be
constrained to within a factor of five. In an effort to select the optimal values for this set
of parameters, and to reduce the large uncertainties with which they are associated, data
from the EqPac time-series cruises as well as from SeaWiFS are assimilated by means of
the adjoint method, as described below.
3.2.1. Assimilation experiment #1. In the first assimilation experiment, TS 1
data are assimilated into Model I (Table 16). Results show that four parameter sets are
recovered (A - D, Table 17). The existence o f these four distinct parameter sets
demonstrates that multiple minima of the cost function do exist, indicating that the system
is under-determined. However, because there are no a priori constraints on the values
that the control parameters may attain in the assimilative model, the recovered parameter
sets may contain individual parameter values that are outside the specified permissible
ranges. Results o f this first assimilation experiment indicate that all four recovered
parameter sets (Table 17) contain at least one parameter value that is outside of the
allowed ranges. As a strong test of the method, all parameters are required to fit into their
associated permissible ranges; therefore, no acceptable parameter sets are recovered from
these simulations.
3.2.2. Assimilation experiment #2. Assimilation of the TS 1 data into Model II
also results in the recovery of multiple parameter sets (E, F, G, H, and I, Table 17).
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Table 17. Values of the Scaled Control Variables Recovered for the Assimilation
Experiments Described in Text
Expt

Param
Set

P*'

rfh.'

1

A

0.51 ±0.19

I

B

I

f/

<P/

g'

rD'

0.63 ±0.12

0.49 ±0.02

1.28 ±0.66

0.58 ±0.02

0.47 ±0.18

0.46 ±0.01

1.32 ±0.06

0.19 ±0.02

0.98 ±0.05

1.70 ±0.14

0.18 ±0.01

C

0.97 ±0.07

0.81 ±0.02

0.79 ±0.01

1.41 ±0.05

0.98 ±0.05

0.61 ±0.03

1

D

0.99 ±0.04

0.83 ±0.03

0.85 ±0.02

1.34 ±0.06

0.92 ±0.04

0.56 ± 0 .0 1

2

E

0.56 ±0.04

0.63 ±0.02

0.54 ±0.02

1.31 ±0.10

0.58 ±0.04

1.01 ±0.10

2*

F

0.89 ±0.09

1.08 ±0.06

0.73 ± 0 .0 4

1.13 ±0.08

1.34 ±0.13

1.20 ±0.10

2

G

0.47 ±0.01

1.33 ±0.06

0.21 ±0.02

0.98 ±0.05

1.70 ±0.14

0.28 ±0.02

2

H

1.25 ± 0.10

1.12 ±0.03

0.94 ±0.03

1.19 ±0.10

1.46 ±0.05

0.92 ±0.03

2

I

0.47 ±0.03

1.50 ±0.04

0.34 ±0.01

1.67 ± 0.05

1.67 ± 0 .1 1

0.39 ±0.03

¥

none

---------

--------

---------

--------

--------

---------

4

J

1.15 ±0.02

1.19 ±0.02

1.03 ±0.13

1.17 ±0.26

1.29 ±0.12

0.61 ±0.04

4

K

1.16 ± 0.02

1.18 ±0.01

1.03 ±0.01

1.19 ±0.03

1.31 ±0.02

0.61 ±0.01

4

L

1.03 ±0.01

1.21 ±0.01

1.03 ±0.01

1.01 ±0.01

1.26 ± 0.01

0.61 ±0.02

4

VI

1.09 ±0.01

0.90 ± 0 .0 1

1.27 ±0.01

0.98 ± 0.01

0.97 ±0.01

0.98 ±0.01

5

N

0.77 ±0.09

1.12 ±0.10

0.81 ±0.05

1.41 ±0.14

2.68 ±0.39

1.07 ±0.25

5

0

0.70 ±0.15

1.24 ±0.13

0.87 ±0.14

0.75 ±0.12

3.26 ± 0.54

1.29 ±0.91

6

P

1.07 ±0.14

0.80 ±0.06

1.04 ± 0 .1 2

1.26 ±0.08

1.02 ±0.09

1.14 ±0.23

6

Q

0.91 ± 0.15

0.80 ±0.05

0.97 ± 0.09

1.17 ±0.17

1.02 ±0.09

1.29 ± 0 .3 5

6

R

1.19 ±0.14

1.10 ±0.05

0.99 ±0.10

1.09 ±0.13

1.42 ±0.07

0.94± 0.12

7

S

0.55 ±0.07

0.66 ±0.03

0.84 ±0.06

0.84 ±0.12

1.01 ±0.07

13 9 ± 0.09

7

T

0.72 ±0.07

1.19 ±0.04

0.80 ±0.08

0.20 ±0.04

1.87 ±0.10

0.58 ±0.13

k

1 Parameter sets appearing in bold consist of parameter values which all fall within their respective
permissible uncertainty ranges.
b No parameter sets were recovered in experiment #3.
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Parameter sets E, G, and I contain parameter values that are outside the permissible ranges
(Table 17), and are therefore rejected as being unrealistic. Although the remaining two
parameter sets (F and H) contain significantly different values for PM' KFe' and rD' they
result in very similar simulations of the time distributions of primary production and the
four model state variables (Figure 31).
Because daily TS I data were assimilated in this experiment, it is not surprising
that both parameter sets reproduce the daily TS I data (Figure 32). However, both
simulations do a poor job of reproducing PP, P and Z observations collected during TS2
(Figure 32). The simulation using parameter set H does a better job of reproducing TS2
ammonium data, while parameter set F does a slightly better job of reproducing TS2
nitrate data.
These trends can be quantified by introducing a measure of model/data misfit *?.,
defined as:

A

'

c

where the modeled and observed values are C and C respectively, and C can represent
PP, P, Z, A, or N. Overbars denote time-averages computed over all days from a specific
data set for which observations, C . are available.
Values of Tpp, ¥ p, Tz, 2 ^ ,and *PN for the TS2 cruise are computed for each
of the 44 forward Model II simulations (Figure 30), as well as for the simulations
generated using parameter sets F and H (Figures 31 and 32). Parameter sets F and H both
produce values of Wc which generally fall within one standard deviation of the average
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Figure 31. Simulated fourteen-day averaged time distributions of (a) primary production,
(b) phytoplankton, (c) zooplankton, (d) ammonium, and (e) nitrate, generated using
parameter sets F (thin line) and H (thick line) recovered in assimilation experiment #2
(Table 17) and superimposed on the range of forward model results (shaded regions)
shown in Figure 30. Cruise averages for the assimilated TS 1 data (■) and the independent
TS2 data ( a ) are also shown for comparison.
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Figure 32. Simulated fourteen-day averaged time distributions of (a) primary production,
(b) phytoplankton, (c) zooplankton, (d) ammonium, and (e) nitrate, generated using
recovered parameter sets F (thin line) and H (thick line) over the time periods o f the TS 1
and TS2 cruises. Assimilated TS 1 (■) data and unassimilated, independent TS2 ( a ) data
are shown for comparison.
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Figure 33. Comparison of model/data misfit ( 5PJ computed from the simulated
distributions of primary production (PP), phytoplankton (P), zooplankton (Z), ammonium
(A), and nitrate (N) obtained using the forward (Fwd) model and alternate parameter sets
(F and H) obtained from data assimilative simulations. The thin lightly shaded bars
represent the misfits between the TS2 data and simulations using parameter sets F and H
(Figure 32), which were recovered by assimilating the TS 1 data. The average of the 44
values of 5P computed from the forward model simulations (Figure 30) is given by the
thick, darkly shaded bars. The corresponding error bars indicate plus and minus one
standard deviation of these averages.
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of the 44 values of F computed from the forward model simulations (Figure 33).
Specifically, parameter set H provides a 35% improvement in

¥ pp and a 13%

improvement in WA, as compared to the average of the forward simulations. Meanwhile,
parameter set F provides a 6% improvement in Wpp while actually increasing the TS2
model/data misfit for ammonium. Overall, parameter set F improves this model/data
misfit by 24%, whereas parameter set H improves this misfit by 27%.
3.2.3. Assimilation experiment #3. Parameter set H provides a reasonable, but
not optimal, fit to the TS2 data. The standard deviations of F. associated with the
forward Model n results are very large, ranging from 20% to 80% (Figure 33). Therefore,
it is possible that some of the 44 original parameter sets result in smaller model/data
misfits for TS2 than does parameter set H. To determine the optimal parameter set for
TS2, the TS2 data are assimilated into Model II, in place of the TS 1 data (experiment #3,
Table 16). The results from this experiment provide an extreme result in that no
parameter sets are recovered; the cost function fails to converge in all forty-four
assimilation runs (Table 17).
3.2.4. Assimilation experiment #4. Assimilation of a subset o f the TS2 data
(Table 16) yields four parameter sets (J, K, L, and M; Table 17), all of which contain
parameters that fall within their respective permissible ranges. The parameter values
included in sets J, K, and L are very similar and the uncertainties associated with these
values indicate that they are barely significantly different from each other.

Not

surprisingly, therefore, these parameter sets generate very similar model simulations.
Simulations using the average of these three parameter sets, defined as JKL, as well as
parameter set M, successfully reproduce the TS 1 and the subjected TS2 data sets (Figure
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34).
The model/data misfits, ¥ pp, ¥ p, ¥ z , and ¥ N, computed for the independent
TS 1 data using parameter sets JKL and M are 10% to 50% smaller than the corresponding
averages of the 44 values computed from the forward simulations (Figure 35). However,
values of

¥ x computed using parameter sets JKL and M are greater than the

corresponding average of the forward model results. In fact, the value of ¥ x computed
using parameter set M is outside the error bars associated with these forward results,
indicating that in this case the assimilation process significantly degraded the model/data
fit for ammonium.
3.2.5.

Assimilation experiment #5.

In this experiment 8-day SeaWiFS

composites and two days of PP, P, Z, A, and N data from the TS I cruise are assimilated
(Table 16). Two distinct parameter sets are recovered, but both contain parameter values
outside the permissible ranges (Table 17). For parameter set N, recovered values for <pp
and .if are too high by 10% and 80% respectively. The recovered values for 5 out of the
6 control parameters in parameter set O are also outside the permissible parameter ranges.
Therefore, no permissible parameter sets are recovered in this experiment.
3.2.6. Assimilation experiment #6. Assimilation of a subset of the 8-day
SeaWiFS composites (Table 16) gives results that are quite different from those obtained
in experiment #5. In this case, three parameter sets are recovered, all o f which contain
values within the permissible ranges. The three parameter sets contain very similar values
for all six parameters (Table 17). Parameter sets P and Q are not significantly different
from each other, and differ from parameter set R only in the values for <fiz 'and g '.
The subjected SeaWiFS observations are reproduced by simulations generated
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Figure 34. Simulated fourteen-day averaged time distributions of (a) primary production,
(b) phytoplankton, (c) zooplankton, (d) ammonium, and (e) nitrate, generated using
recovered parameter sets JKL (thin line) and M (thick line) over the time periods of the
TS 1 and TS2 cruises. Assimilated TS2 (▲) data and unassimilated, independent TS I (□)
data are shown for comparison.
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Figure 35. Comparison o f model/data misfit ( 5P.) computed from the simulated
distributions of primary production (PP), phytoplankton (P), zooplankton (Z), ammonium
(A), and nitrate (N) obtained using the forward (Fwd) model and alternate parameter sets
(JKL and M) obtained from data assimilative simulations. The thin lightly shaded bars
represent the misfit ( 5P.) between the TS I data and simulations using parameter sets JKL
and M (Figure 34), which were recovered by assimilating the TS2 data. The average of
the 44 values o f 7c computed from the forward model simulations (Figure 30) is given
by the thick, darkly shaded bars. The corresponding error bars indicate plus and minus one
standard deviation of these averages.
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using both parameter set R and parameter set PQ, defined as the average of parameter sets
P and Q (Figure 36). These simulations also successfully reproduce the independent TSI
and subjected TS2 data (Figure 37). This correspondence between simulated and
observed quantities is quantified by Wc , which is computed for both of these data sets
(Figure 38). Values of F. are slightly lower for parameter set R than for PQ, and are
substantially lower than the mean of the 44 forward model misfits.
3.2.7.

Assimilation experiment #7. In the final assimilation experiment, a subset

o f the uncomposited, daily SeaWiFS data (Table 16) are assimilated. This data set
consists of 4-5 times as many data points as the composited data set, since the satellite
data is available roughly every other day due to a combination of clouds and satellite
position. Despite the increase in the amount of data assimilated, the resulting simulated
distributions are substantially worse: two parameter sets are recovered, but both contain
unreasonable parameter values (Table 17). Parameter set S contains a very low value for
Pm (0.55), while parameter set T contains values for (f)r ' and g ' which are too low (0.20)
and too high (1.87) respectively. Clearly the assimilation of the daily SeaWiFS data, as
opposed to the 8-day composites, causes a significant deterioration of the assimilation
results.

4. Discussion
4.1. Model Structure
By assimilating the same data set (TS I) into two slightly different models (Model
I and Model II) the effect of model structure on the assimilation results can be assessed.
When Model I is used, no acceptable parameter sets are recovered. This ‘null’ result
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Figure 37. Simulated fourteen-day averaged time distributions of (a) primary production,
(b) phytoplankton, (c) zooplankton, (d) ammonium, and (e) nitrate, generated using
recovered parameter sets PQ (thin line) and R (thick line) over the time periods o f the TS I
and TS2 cruises. The two days o f assimilated TS 1 data (■), as well as the remainder of
the unassimilated TS I data (□) and the TS2 data ( a ), are shown for comparison.
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Figure 38. Comparison of model/data misfit ( 5F) computed from the simulated
distributions of primary production (PP), phytoplankton (P), zooplankton (Z), ammonium
(A), and nitrate (N) obtained using the forward (Fwd) model and alternate parameter sets
(PQ and R) obtained from data assimilative simulations. The thin lightly shaded bars
represent the misfit ( JF.) between (a) the TS 1 data and (b) the subsetted TS2 data, and
simulations using parameter sets PQ and R (Figure 37), which were recovered by
assimilating the subset of the 8-day SeaWiFS composites. The average o f the 44 values
o f Wc computed from the forward model simulations (Figure 30) is given by the thick,
darkly shaded bars. The corresponding error bars indicate plus and minus one standard
deviation of these averages.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

162
implies that the model structure is in some way inconsistent with the conditions during
which the TS 1 data were collected. As a result there is no reasonable set of parameter
values that can force the model to fit the data.
Unfortunately the assimilation process does not provide information concerning
which specific aspect of the model structure needs improvement. However, the forward
Model I simulations (Chapter H; Figure 8) suggest that some missing or incorrect
dynamical process causes nitrate concentration to increase with time, without substantially
affecting primary production, phytoplankton, zooplankton or ammonium, all of which are
reproduced quite well by Model I.
The only dynamical process that can lower unrealistically high nitrate
concentrations, yet not affect other model components is, somewhat surprisingly, a sink
of ammonium. If ammonium concentrations are lower, more of the nitrogen demand of
the phytoplankton comes from nitrate, i.e. the ammonium inhibition of nitrate removal
is lessened. A scaling analysis (Chapter H; Figure 4, Table 2) reveals that although Model
I neglects horizontal ammonium advection, this is potentially an incorrect assumption.
If a term approximating this process is incorporated (Model H), and the same data is
assimilated into this revised model, reasonable parameter values are recovered. This
result supports the suggestion that the inconsistency between the TS I data and Model I
is caused by the lack of horizontal ammonium advection in Model I.
These assimilation experiments illustrate an important application of biological
data assimilation. Although data assimilation cannot necessarily overcome inappropriate
model dynamics, it can be used as a tool to objectively determine when a specific model
structure is deficient, i.e. experiment #1. If parameter sets are recovered even when using
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a model that neglects an important dynamical process, the model would obtain the 'right’
answer for the 'wrong’ reasons.

Although the misfit between the model and the

assimilated data would be small, comparison with other independent data (e.g. model
validation) would undoubtedly show large model/data misfits. Thus the model would
have no predictive capability and would instead simply be an empirical fit to a particular
data set. The objective of the assimilation experiments is not to force the model to fit the
data, potentially even for the wrong reasons, but rather to determine when the model is
or is not consistent with the assimilated data, and to adjust the model structure when
necessary. From this point of view experiments #1 and #2 are a success.
4.2. Assimilation of EqPac Cruise Data
When the TS I data are assimilated using Model II, the recovered parameter set H
minimizes model/data misfit for TS I, adequately reproduces the independent TS2 data,
and consists of reasonable values falling within the permissible ranges. This result
implies that the structure and assumptions of the ecosystem model used in this analysis
are consistent with the conditions during which the TS 1 data were collected, i.e. the 199192 El Nino conditions.
When the TS2 data are assimilated using Model H, the cost function never
converges and no optimal parameter sets are recovered. This result implies that the
ecosystem model structure is in some way inconsistent with conditions during which the
TS2 data were collected. Further investigation into the TS2 data reveals that a tropical
instability wave passing the study site during this cruise was associated with a significant
change in species composition. While total chlorophyll concentration increased by 60%,
fucoxanthin, a known marker for diatoms, increased by 170% [Bidigare and Ondrusek,
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1996]. During the passage of this wave, the inherent model assumption of a constant
species composition is clearly violated, and therefore in retrospect it is not surprising that
when the TS2 data are assimilated, the cost function does not converge and no parameter
sets are recovered. This result implies that if an ecosystem model with multiple size
classes were used in this analysis, the assimilation results would be much more
successful. This idea is currently under investigation.
When the data collected during the TIW are removed from the TS2 data set and
the remaining subset of the data are assimilated, two distinct parameter sets are recovered.
This result supports the contention that the failure of experiment #3 is due to the inherent
model assumption o f a constant species composition, which is violated during the passage
of the TIW. Thus the model structure is consistent with both El Nino conditions and nonEl Nino conditions, as demonstrated by the assimilation of the TS 1 and TS2 subsetted
data respectively, but breaks down during the passage of TIWs when changes in species
composition are observed.
It is insightful to compare the optimal parameter sets recovered via the
assimilation of the TS I and TS2 subsetted data sets. A comparison of parameter set H
with parameter set JKL (Table 17) reveals that most of these optimal parameter values are
very similar for the El Nino and non-El Nino time periods. The similarities in the
phytoplankton and zooplankton growth and loss rates for both time periods suggest that
in this region significant changes in species composition are not associated with the El
Nino Southern Oscillation cycle. The parameter that differs most between the TS I and
subsetted TS2 assimilation runs (experiment #2 and experiment #4) is rD, the detrital
regeneration rate. This result is reassuring, since in this region an El Nino is typically
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characterized by a deeper thermocline, a corresponding reduction in the supply of new
nutrients, and an increase in the rate of recycling [McCarthy et a i, 1996]. The increase
in regenerated production associated with the El Nino would be expected to be manifest
as an increase in rD, the rate of detrital regeneration.
4.3. Assimilation of SeaWiFS Satellite Data
Assimilation of the 8-day composites of SeaWiFS data for September 1997
through April 1998 yielded two parameter sets, N and O (Table 17). However, both
parameter sets contain values that are outside the permissible ranges, implying that the
model structure is inconsistent with the conditions during which the SeaWiFS data were
collected.
There are many potential explanations for such an inconsistency, since an
ecosystem model such as that implemented here is inherendy based on a large number of
assumptions. Although the assumptions made in model construction were supported by
the U.S. JGOFS EqPac 1992 cruise data, it is possible that one or more of these
assumptions may break down during other periods of time. For instance, during the peak
of the 1997-1998 El Nino, Chavez et a i [1998] observed a brief period of macronutrient
(nitrate) limitation in the central equatorial Pacific. (This is in contrast to the relatively
high nitrate concentrations observed during the 1991-1992 El Nino [Murray et a i, 1995;
McCarthy et a i, 1996], indicating that in fact the system remained micronutrient (iron)
limited despite the El Nino conditions [Zettler et al., 1996; Fitzwater et a i , 1996].) This
change from micronutrient limitation to macronutrient limitation probably accounts for
the very low SeaWiFS chlorophyll measurements observed between November 1997 and
January 1998 (Figure 36). Because the ecosystem model is based on an assumption of
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micronutrient limitation, it is not surprising that the assimilative model fails when
chlorophyll observations taken during this atypical period of macronutrient limitation are
assimilated.
In order to test the hypothesis that experiment #5 failed to recover an acceptable
parameter set due to this switch in nutrient limitation, a subset of the SeaWiFS data set,
excluding the period of macronutrient limitation from November 1997 to January 1998,
was assimilated (experiment #6). The resulting successful recovery of acceptable
parameter sets (P, Q, and R; Table 17) strongly supports this contention. This set of
experiments thus provides a second example of how the assimilation process has the
power to objectively determine whether or not a particular model structure is consistent
with a set of observations. In this case, the model and data are inconsistent during the
portion of the 1997-98 El Nino when the system briefly switched to macronutrient
limitation. Clearly the model structure needs to be adapted to be able to account for these
alternating states o f macro- and micronutrient limitation.
The optimal parameter values obtained via the assimilation of data collected
during the 1991-92 El Nino (parameter set H) are not significantly different from those
recovered via the assimilation of data collected during the iron-limited portion of the
1997-98 El Nino (parameter set R). The recovery of two nearly identical parameter sets
using data from two very different sources (in situ cruise data and ocean color satellite
data) gives further confidence that (i) the model structure used in this analysis has
captured the first-order dynamics o f an iron-limited ecosystem under El Nino conditions,
and that (ii) the corresponding optimal parameter values have been found.
In the final assimilation experiment, daily data are assimilated in place o f the 8-
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day SeaWiFS composite data, providing four to five times as many data points for
assimilation. (Data are not available every day because of cloud cover and satellite
position). One might logically assume that this additional data would improve the
assimilation results considerably, as was shown to be the case for the numerical twin
experiments discussed in Chapter ID. However, the opposite is true, with assimilation of
the daily-averaged ocean color data yielding no acceptable parameter sets.
This result appears contradictory, but can be explained as follows.

In the

numerical twin experiments, the dynamics of the data matched those of the model
precisely, and therefore assimilation results improved as data were assimilated at
increasing time frequency. However, a biological-physical model represents a truncated
approximation o f a real ecosystem, and actual data contains information about processes
that are not explicitly modeled. Although the model used in this analysis adequately
represents biological-physical dynamics occurring on 8-day time scales, the model has not
been developed to resolve processes occurring on daily time scales. (A model developed
to resolve such processes would be required to have a time step much less than a day.)
Therefore, it is not surprising that acceptable parameter values are recovered when 8-day
averaged data are assimilated as in experiment #6, whereas when daily data are
assimilated the results quickly deteriorate. These results illustrate a crucial point which
must be considered when assimilating biological time-series data into a marine ecosystem
model: in order to obtain successful parameter recoveries, modeled temporal scales must
closely match those of the assimilated data.
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5. Summary
The analysis presented in this chapter demonstrates that the assimilation of
biological data into marine ecosystem models can reduce model/data misfit by recovering
optimal parameter sets using multiple types of data, such as rate and standing stock
observations from various data platforms (satellite, ship). However, it is crucial to
acknowledge that data assimilation is not a tool which automatically fits models to data.
Rather, it is a tool which is best used to test forward modeling results, and to specify if
and when a given model is inappropriate. If the assimilation process yields an acceptable
‘best-fit’ parameter set, the model and data are determined to be consistent and the
specific mechanisms underlying observed patterns in simulated distributions can be
identified. If, on the other hand, a given model structure is inconsistent with observations
or if modeled temporal scales do not match those of the data, the assimilation process will
fail and no acceptable parameter sets will be recovered. This information can be very
valuable, as it may be possible to first isolate the specific model assumption that has been
violated and then reformulate the model in a more realistic fashion.
In the example provided in this chapter, changes in species composition observed
during the TIW violate a key assumption of the model; in order to simulate data collected
during the TIW, the model must be expanded to allow for changes in species composition.
Similarly the assumption of iron limitation was observed to break down during the height
of the 1997-98 El Nino. In future analyses the model structure will have to be adapted to
allow for such changes between micronutrient and macronutrient limitation. Thus this
analysis demonstrates that although the assimilation of biological data into a marine
ecosystem model cannot necessarily overcome inappropriate model dynamics and
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structure, it can often serve to guide model reformulation.
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CHAPTER V

CONCLUSIONS

The equatorial Pacific Ocean is characterized by physical variability spanning a
wide range of time scales, from strong interannual variability (El Nino) to oscillations on
monthly time scales (tropical instability waves) and daily/weekly time scales (equatorially
trapped internal gravity waves.) In order to examine the effects of this wide range of
physical processes on the lower trophic levels of the central equatorial Pacific, a relatively
simple physical-biological model has been developed. Because of the very high growth
rates of the picoplankton and microzooplankton in this region (0(1 d'1)), the biology
directly responds to physical forcing on relatively short (daily) time scales. Therefore, the
model is forced using daily observations from the TAO mooring array.
The modeling effort described in this dissertation reveals that weekly oscillations
in vertical velocity due to internal gravity waves, may provide an important mechanism
for transporting large quantities of iron-rich water to the surface. This result illustrates
one of the dangers of coupling ecosystem models with Ocean Global Circulation Models:
since OGCMs have been developed to address physical oceanographic problems on much
larger space and time scales, they are typically incapable of resolving these relatively high
frequency events. A method must be developed to parameterize the effects of these high
frequency physical processes on primary production. Work toward this goal is currently
underway.
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As part of this analysis, the adjoint method is demonstrated to be a successful
means for combining biological and chemical oceanographic observations with marine
ecosystem models in order to improve simulation skill. Through the assimilation of
cruise data from the U.S. JGOFS EqPac Process Study, and ocean color data from
SeaWiFS, it is possible to recover parameters governing processes such as grazing,
growth, mortality and recycling. Even more importantly, the adjoint method can be used
to objectively determine whether or not a given model structure is consistent with a
specific set of observations. When model and data are shown to be consistent, the
specific mechanisms underlying observed patterns in simulated distributions can be
identified. If a model is determined to be inconsistent with observations, it may be
possible to isolate the specific model assumption that has been violated and reformulate
the model in a more realistic fashion. Thus, although the assimilation of biological data
into a marine ecosystem model cannot necessarily overcome inappropriate model
dynamics and structure, it can often serve to guide model reformulation.
As biological data banks, including in situ, satellite and acoustic sources, continue
to grow, data assimilative biological-physical models will play an increasingly crucial role
in future large multidisciplinary oceanographic observational programs. The simulated
and observed results discussed in this dissertation clearly demonstrate the need to model
and sample at time and space scales at which environmental and biological frequencies
match. Thus, observational programs need to be designed from the outset to ensure that
appropriate matching of frequencies occurs. Without this, attempts to relate cause and
effect and to define mechanisms underlying observed biological-physical interactions, will
be compromised.
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There are still many questions which need to be addressed before biologicalphysical models are routinely data assimilative. For instance, an optimal method for
assimilating both physical and biological data simultaneously is still under investigation.
Although the adjoint method is shown to be a very powerful technique for improving
simulation skill by optimally combining biogeochemical observations with ecosystem
model dynamics, it is not yet clear whether such a method can be feasibly applied to a
fully three-dimensional coupled biological-physical model.
Although the research described in this dissertation has focused primarily on one
point in space (0°N, 140°W), many of these results will be naturally extendable to larger
horizontal scales, as computer resources increase and oceanographic data banks (in situ
and satellite) grow. Thus the research described in this dissertation provides a framework
for future global and basin-scale studies of biological data assimilation and predictive
biogeochemical modeling, and the significance of this research extends far beyond 0°N,
140°W in the central equatorial Pacific.
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APPENDIX A

VERTICAL VELOCITY COMPUTATION

Total vertical velocity (w) is composed of along-isothermal (wA) and crossisothermal components. Bryden and Brady [1985] have determined that in the upper 200
m between 150°W and 110°W in the equatorial Pacific, cross-isothermal velocities are
substantially smaller than their along-isothermal counterparts. For instance, between 100
m and 140 m where nutrient gradients are typically quite large, and thus where the
accuracy of w matters most for the vertical advection term, cross-isothermal velocities are
less than 5% of total vertical velocity. Therefore, it is reasonable to approximate w ~ wA.
An a posteriori error analysis confirms that, given the cross-isothermal velocities
computed by Bryden and Brady [1985], this assumption leads to errors of less than 5%
in all model components.
By definition, vertical velocity along an isotherm z= rj can be written as:

=

+ **1

(AD

In this region where the thermocline tilts upward to the east but is relatively flat within
several degrees to the north and south, the meridional component of along-isothermal
velocity is negligible as compared to the zonal component. An estimate of the second
term on the right o f Equation (A l) can thus be obtained by computing the product of
eastward velocity and zonal slope of the isotherms.
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In this analysis, subsurface temperature time series at specified depths from the
TAO moorings at I55°W, 140°W and 125°W were averaged over 30 days. The averaging
interval is based on the time required for a particle in the Equatorial Undercurrent to
traverse the distance between 155°W and 125°W, at an average speed of 0.12 m s'1.
Zonal isotherm slopes between 40 m and 140 m are computed from the averaged data at
155°W and 125°W, unless the isotherm outcrops or drops below 180 m in which case
data from the 140°W mooring must be substituted. The resulting zonal isotherm slopes
are multiplied by zonal velocity data at 140°W in order to provide an estimate of udrydc.
The remaining component of w, i.e. dry at, can be estimated by evaluating the change in
the depths of the isotherms each day. This information can be obtained from the TOGATAO temperature time series at 140°W. In the upper 50 m where mixing and heating may
result in significant cross-isothermal velocities, vertical velocity is assumed to decrease
linearly to a value o f zero at the surface. Given the large standard deviations associated
with this computation, the close correspondence between the results of this analysis
averaged over four years and those of Bryden and Brady [1985] is quite remarkable
(Figure 5).
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APPENDIX B

ATTENUATION OF LIGHT WITHIN SEAWATER

In the central equatorial Pacific, where iron limitation typically dominates over
light limitation in controlling phytoplankton production, a complex spectral light model
is not warranted, yet assuming a constant light attenuation coefficient is inadequate.
Therefore, the concept of phytoplankton self-shading, as described by Anderson [1993]
is invoked. Anderson [1993] uses a spectral model to derive simple empirical equations
for calculating spectrally-averaged values for the vertical attenuation of light within an
arbitrary number (n) of discrete depth layers, bounded by surfaces z = Zt. Specifically, the
attenuation of light at depth z within the rth layer, R(z), is expressed as:

l Z ^ Z r Zhl)| - *r(;-Zr.,)

R(z) = e

(BI)

Vertical attenuation coefficients for the zth layer(k ) are determined from a 5th order (M
- 5) polynomial fit, relating k, to the square root of the average pigment in layer / (CMN
P,), by means o f the coefficients b [Anderson, 1993: Table 4]:
M

(B2)

The conversion between mg chi and mmol N iCchlN) can be estimated by assuming a
carbon-to-chiorophyll ratio of 70 mg C (mg chi)'1 [Chavez et a i, 1996] and a C:N
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Redfleld ratio of 6.6 mmol C (mmol N )'\ such that Cchm = 1.13 mg chi (mmol N)'1.
Anderson [1993] determined that using three layers (Z0 = 0 m, Z, = -5 m, Z2 = -23 m)
provides an acceptable level of accuracy balanced against the need to minimize
computational intensity.^ Because of the depth-integrated approach used in this analysis,
Pt is approximated by P . This yields euphotic zone depths that are slightly too shallow.
Therefore the coefficient b0J is decreased by 50% in order to account for the observed
chlorophyll depth profile (Figure 6a) and to reproduce observed euphotic zone depths.
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