The paper explores the determinants of yield differentials between sovereign bonds in the Euro area. There is a common trend in yield differentials, which is correlated with a measure of aggregate risk. In contrast, liquidity differentials display sizeable heterogeneity and no common factor. We propose a simple model with endogenous liquidity demand, where a bond's liquidity premium depends both on its transaction cost and on investment opportunities. The model predicts that yield differentials should increase in both liquidity and risk, with an interaction term of the opposite sign. Testing these predictions on daily data, we find that the aggregate risk factor is consistently priced, liquidity differentials are priced for a subset of countries, and their interaction with the risk factor is in line with the model's prediction and crucial to detect their effect.
Introduction
The European Monetary Union (EMU) in 1999 brought to life an integrated market for fixed-income securities in the Euro-area. EMU eliminated currency risk within this area, and standardization of bond conventions by Euro-area sovereign issuers made public bonds issued by different Euro-area governments close substitutes. Consequently, yield spreads on Euro-area government bonds converged significantly, narrowing from highs in excess of 300 basis points, for certain maturities, to less than 30 basis points across the maturity spectrum less than a year after the introduction of EMU. Yet, despite such convergence, euro-zone government bonds are still not regarded as perfect substitutes by market participants: non-negligible differences in yield levels across countries have remained, to different extents for different issuers and maturities, and they fluctuate over time. Even the bonds issued by AAA-rated issuers are not regarded as perfect substitutes of each other, so that for example French bonds traded in the cash market are not considered as a perfect hedge for positions in Bund futures. 1 What is the reason for these persistent differentials? One possible explanation is persistent risk differences. Different sovereign issuers are perceived as having different solvency risks, in spite of the provisions of the Stability Pact. A second possible explanation is liquidity. This is indeed the explanation that is often advanced by practitioners.
However, a look at the time-series behavior of Euro-area yield differentials suggests that neither one of these two factors in isolation is likely to provide the full answer. First, as shown below, the yield differentials relative to the German Bund tend to fluctuate together, much more than measures of liquidity, such as bid-ask spreads, do. This suggests that liquidity alone cannot be the full answer, and that there must be other factors driving the differentials' time-series behavior. Such factors are likely to be related to international investment opportunities or risk perceptions. For instance, even if the default risk of the Italian and French governments relative to the German one were very stable over time, a changing world price for risk could induce the implied yield differentials to correlate over time. But this cannot be the full story either. Sizable yield differentials have been observed for several years even within the group of AAA-rated euro-zone countries, even though they have generally narrowed considerably over time. Still, as late as 2002, 10-year AAA-rated Finnish debt yielded on average 20 basis points more than the 10-year German Bund. This suggests that indeed liquidity differences may play a role, as practitioners claim. 2 As a possible explanation of this phenomenon we develop a simple assetpricing model with exogenous transactions costs and endogenous liquidity demand. The model is kept deliberately simple in order to isolate the implications of our key assumption of price-elastic liquidity demand, which can be seen already under risk neutrality and using first moments. A more general model with risk and risk aversion is outlined in the appendix. The most important insight of our theoretical analysis is that liquidity matters for pricing, but that it interacts with aggregate factors in a way that is different from what traditional CAPM-like asset pricing models would predict.
CAPM models of liquidity such as Acharya and Pedersen (2004) assume that the demand for liquidity is inelastic, which implies that increased illiquidity must be compensated by higher returns and that this effect is amplified by the impact of market risk on returns. Our model instead assumes that the demand for liquidity is price-elastic and decreases if market risk increases. As a result, it predicts that, although illiquidity increases returns (as in any sensible pricing model), its effect is dampened by an increase in risk. Intuitively, the reason is that in our setting an increase in aggregate risk worsens the risk-return profile of alternative investments (such as private equity) compared to that of marketable ones: these alternative assets are real investment opportunities, for which no price effect compensates for the increased risk. So at times of high risk, investors become less inclined to liquidate marketable assets to move into alternative investments. As the demand for liquidity falls, the more liquid of the marketable assets end up earning a lower premium than in normal times.
The empirical implication is that, while both increases in risk and illiquidity should reduce asset prices and drive up their returns, their interaction should have the opposite sign -that is, increase asset prices and dampen the increase in their required return. An estimation that ignores the effect caused by the interaction of liquidity with aggregate risk is likely to underestimate the direct impact of liquidity (as well as that of risk) on prices. We bring these ideas to the data using two years of daily observations on yields and liquidity variables for Euro-area sovereign bonds at the 5-year and 10-year maturities. The results show that a standard proxy for aggregate risk -the yield difference between U.S. corporate bonds and U.S. government bonds at the corresponding maturity -is the single most important explanatory variable for Euro-area yield differentials. Liquidity differentials -as proxied by the difference between the local and the relevant reference bid-ask spread -play a role only in a subset of countries. Whenever it appears with a statistically significant coefficient, the bid-ask spread impacts positively the corresponding yield relative to that of the benchmark, as any asset pricing model would predict. However, different from standard pricing models, its interaction with the aggregate risk factor is negative and precisely estimated. In other words, (i) illiquidity appears to command a premium, as in most of the literature following Amihud and Mendelson (1986) , and (ii) the size of such premium is reduced by covariation between the cost of illiquidity and aggregate risk.
The structure of the remainder of this paper is as follows. Section 2 sets the paper in the context of the relevant literature. Section 3 presents the data and describes the stylized facts that emerge from them. Section 4 lays out the model and its predictions. Section 5 presents and discusses the estimation results. Section 6 concludes. In an appendix, we generalize the basic model used in the main text to include uncertainty and risk aversion. A short second appendix describes our data.
Related literature
This paper adds to a considerable literature on the relation between returns and liquidity. At a theoretical level, two main views have been advanced to explain why liquidity should be priced by financial markets: illiquidity (i) creates trading costs, and (ii) can itself create additional risk. These views are not mutually exclusive, although they have emerged sequentially in the literature. This paper builds on the first view and develops it in a new direction, which is similar in spirit to that of the second view.
The "trading cost view" holds that illiquid securities must provide investors with a higher expected return to compensate them for their larger transaction costs, controlling for fundamental risk. The prediction here is a cross-sectional one: risk-adjusted expected return must be higher for less liquid securities. This view, first proposed and tested by Amihud and Mendelson (1986) , has been the basis of a vast empirical literature. Many subsequent studies of stock-market data have confirmed a significant crosssectional association between liquidity (as measured by the tightness of the bid-ask spread or trading volume) and asset returns, controlling for risk: among these are Brennan and Subrahmanyam (1996) , Chordia, Roll and Subrahmanyam (2000) , and Datar, Naik and Radcliffe (1998).
Other studies have focussed on liquidity effects in fixed-income security markets. Here, too, the initiators were Amihud and Mendelson (1991) , who showed that the yield to maturity of treasury notes with six months or less to maturity exceeds the yield to maturity on the more liquid treasury bills. Studies on U.S. public debt by, e.g., Warga (1992) , Daves and Ehrhardt (1993) , Kamara (1994) and Krishnamurthy (2002) confirmed these findings, although using more recent data Strebulaev (2001) found that the yield spread between bills and matched notes is much smaller than previously found, especially when bills are on-the-run. Goldreich, Hanke and Nath (2002) have refined this line of analysis by investigating the impact of expected liquidity on securities' prices. They analyze the prices of Treasury securities as their liquidity changes predictably, in the transition from on-therun to the less liquid off-the-run status, and show that the liquidity premium depends on the expected future liquidity over their remaining lifetime rather than on their current liquidity.
The "liquidity risk view", developed in particular by Pastor and Stambough (2003) , highlights that liquidity is priced not only because it creates trading costs, but also because it is itself a source of risk, since it changes unpredictably over time. Since investors care about returns net of trading costs, the variability of trading costs affects the risk of a security. In an important paper, Acharya and Pedersen (2004) show theoretically in a CAPM framework with overlapping generations of investors that liquidity risk should be priced to the extent that it is correlated across assets and with asset fundamentals, and uncover evidence consistent with this prediction. Similarly, Ellul and Pagano (2006) show that the initial underpricing of IPO shares should compensate investors also for the expected illiquidity and for the liquidity risk that investors face in after-market trading, and not only for fundamental risk and adverse selection problems. Also Gallmeyer, Hollifield and Seppi (2004) propose a model of liquidity risk where traders have asymmetric knowledge about future liquidity, so that less informed investors try to learn from the amount of current trading volume how much liquidity there may be in the future. They show that current liquidity is a predictor of future liquidity risk, and therefore is priced.
Our paper puts forward what may be labeled the "risk-liquidity interaction view": we point out that liquidity alters the impact of changes in risk on current prices and yields. So here the emphasis is not on liquidity risk (indeed in this approach future liquidity is perfectly anticipated), but rather on the interaction between liquidity and aggregate risk. In our model, changes in aggregate risk affect the liquidity premium that assets with lower transactions costs command. This parallels the work by Vayanos (2004) , who also works with constant exogenous transactions costs. In his model, fund managers are subject to withdrawals when their performance falls below a given threshold, and therefore are more likely to liquidate at times of high volatility. This increases the demand for liquidity, and therefore the liquidity premium in times of high volatility. Hence, not only do increased transactions costs increase an asset's required yield, but this effect is stronger for higher aggregate risk. Our model has the same prediction regarding the direct effect of transaction costs, but the opposite prediction with respect to the interaction term. As explained in the previous section, in our setting higher aggregate risk makes investors less eager to trade away from the existing portfolio of marketable assets, and therefore reduces liquidity demand and liquidity premia. Hence, while Vayanos (2004) predicts that high volatility amplifies the effect of illiquidity, our models predicts a dampening. debt/GDP ratios). In their estimates of daily data (that refer to 2002 only), macroeconomic variables are not included because they move too slowly to allow the estimation of the impact of the domestic risk factor. Again, the international factor is statistically significantly for most countries, while liquidity (as measured by trading volume) is significant only for France, Greece, the Netherlands and Spain.
Geyer, Kossmeyer and Pichler (2004) estimate with weekly data a multiissuer state-space version of the Cox-Ingersoll-Ross (1985) model of bond yield spreads (over Germany) for four EMU countries (Austria, Belgium, Italy, and Spain). They find that idiosyncratic country factors have almost no explanatory power, and yield-spread data reflect mainly a single ("global") factor, whose variation can, to a limited extent, be explained by EMU corporate bond risk (as measured by the spread of EMU corporate bonds over the Bund yield), but by nothing else -in particular not by measures of liquidity. Their measurement of liquidity variables is, however, at best indirect, as they do not use data on bid-ask spreads, but rather derived measures of liquidity, such as issue size and the yield differential between on-the-run and off-therun bonds. Despite the considerable differences in the methodology and data used, both, Geyer, Kossmeyer and Pichler (2004) and Codogno, Favero, and Missale (2003) agree on the finding that yield differentials under EMU are driven mainly by a common risk (default) factor, related to the spread of corporate debt over government debt, and suggest that liquidity differences have at best a minor role in the time-series behavior of yield spreads. As we shall see, our results, which rely on a more direct measure of liquidity (daily bid-ask spreads), confirm the former result, but also highlight that the effect of liquidity cannot be properly gauged without taking into account its interaction with changes in the common risk factor.
Beber, Brandt, and Kavajecz (2007) complement the MTS data on market prices and bid-ask spreads with daily data on credit default swaps for European sovereign bonds to disentangle empirically the problems of flight to quality and of flight to liquidity. They show that credit risk and liquidity are positively correlated across European sovereign issuers and find, consistent with previous studies, that liquidity typically is of minor importance in explaining yields compared to credit quality. Yet, liquidity becomes an important determinant of yields in times of high market volatility, measured by a U.S. index (VIX) or by a European one (VSTOXX). This result contrasts with our evidence that the liquidity premium on Euro government debt tends to be lower when aggregate risk is higher. This difference in results may arise from the fact that Beber, Brandt, and Kavajecz (2006) control for countryspecific risk, but do not consider aggregate risk factors. 4 In contrast, we model risk as being driven by a common factor, consistent with the results by Codogno, Favero, and Missale (2003) and Geyer, Kossmeyer, and Pichler (2004). 5 
Data and stylized facts
The data that we use in the empirical analysis concern benchmark bonds' prices and liquidity indicators for the Euro area, observed at daily frequencies for the period from 1 January 2002 to 23 December 2003. The data are collected from the Euro MTS Group's European Benchmark Market trading platform, and refer to a snapshot taken at 11 a.m. (Central European Time) in all market days for the Telematico cash markets. The database contains: (i) the best five bid and ask prices across all markets, (ii) the aggregate quantity of all the outstanding proposals made at the best bid and best ask prices, and (iii) the daily trading volume of each bond on the EBM. From these data we calculate redemption yields, maturities and a range of liquidity-related variables described in the Appendix. We consider Austria, Belgium, Finland, France, Germany, Italy, the Netherlands, Portugal and Spain. We do not include Greece and Ireland in the sample, because in 2002 the convergence process to EMU was still ongoing for Greece, while the Euro MTS data for Ireland become available only at a very late stage of our sample. Table 1 provides descriptive statistics for the yield differentials relative to Germany (for 10-year bonds) and France (for 5-year bonds) and the bid-ask spreads by country. For 10-year benchmark bonds, average yield differentials range from 4.16 and 6.94 basis points for France and the Netherlands to 14.47 and 15.50 basis points for Italy and Portugal respectively, while the range of variation is smaller for 5-year bonds. In both cases, the standard deviation indicates that yield differentials feature considerable time-series variability. The statistics reported in the lower panel indicate that bid-ask spreads are all very tight and stable over time. For 10-year benchmark bonds, average bid-ask spreads range from 2.52 and 2.86 ticks for Italy and France to 4.60 and 4.87 for Austria and Finland, respectively. German Bunds are the third most liquid bonds after Italian and French ones in the cash market, with a spread of 3.25 ticks. The situation is similar for 5-year bonds. Figure 1 illustrates the time variation of 10 year yield differentials between each country in our sample and Germany, taken as the reference country. For clarity, we report separately the data for the Netherlands, France and Austria in the upper panel, and for all the remaining countries in the lower panel of the Figure. Yield differentials have a clear tendency to comove. The presence of comovement is confirmed by Table 2 , which reports the correlation between yield differentials over the sample period and presents a principalcomponents analysis. Correlations are very high both within and between groups, and the principal-components analysis shows that the first principal component explains above 90 percent of the variance of the series. Liquidity indicators behave differently. Figure 2 shows the difference in bid-ask spreads observed for benchmark bonds relative to German ones, for the same groupings of countries as those used in Figure 1 . The figure reports five-days moving averages of the daily observations to smooth volatility. Clearly, liquidity indicators have a different time pattern from yield differentials. This is confirmed by the correlations and principal-components analysis shown in Table 2 . The correlation between differentials in liquidity indicators is much lower than that between yields differentials. Moreover, the principal-components analysis reveals that for liquidity indicators at least six components are needed to explain the same proportion of the total variance as that explained by the first component in the case of yield differentials.
The principal-components analysis of Table 2 shows clearly that there is a common international factor in yield differentials in Europe. In Figure 3 we display the behavior of a variable that is often proposed in the literature as a proxy for this factor: the spread between the yield on 10-year fixed interest rates on swaps and the yield on 10-year US government bonds. There is ample evidence of a common trend in international bond spreads (see, for example, Dungey et al.1997 ). The empirical literature on sovereign bond spreads in emerging markets shows that the yield of US government bonds, the slope of the US yield curve and risk indicators on the US bond markets, are the main determinants of sovereign spreads (see, for example, Eichengreen 
Theoretical framework
We consider a partial-equilibrium model with three dates t = 0, 1, 2. There are two traded bonds, denoted by A and B, and a riskless asset that yields a net return of r per period. Bond i = A, B pays its face value V with probability q i and 0 with probability 1 − q i at date 2 and nothing at date 1. Without loss of generality we assume that q B ≤ q A and interpret bond A as the benchmark. The repayment probabilities of the two bonds are driven by a common factor α. When this factor increases, both bonds are less likely to repay: dq i /dα ≤ 0.
6 The purchase price of bond i at date 0 is p 0i . The bonds can be re-traded at date 1 at a bid price of (1 − t i )p 1i , and ask price of p 1i , where t i is a proportional transactions cost.
A continuum of investors h ∈ [0, 1] are ready to invest at date 0 in order to consume at date 2. Investors are risk neutral and maximize date-2 consumption. Investors may want to liquidate their bonds at date 1 to invest in alternative investment opportunities, which comprises non-marketable private equity and human capital. The expected return of these real investments is negatively affected by aggregate factor α:
where r > 0 is the maximal expected return and e h ∈ [0, e], is a personspecific parameter that captures investor h's exposure to the aggregate factor. In our risk-neutral setting, the aggregate factor can be anything that depresses the profitability of real investment opportunities as well as reducing the solvency of marketable debt, such as the likelihood or severity of macroeconomic downturns. Accordingly, the individual factor e h can be thought as the sensitivity of a person's private investment opportunities to this common factor, as determined for instance by the sector of her family firm. In a model with risk-averse investors and risky investments, the common factor α would instead capture aggregate risk, while the individual factor e h would measure the investor's exposure to it. We sketch such an extension of the model in the appendix.
The assumption that the common factor α affects both the returns to marketable assets (in our case, the occurrence of default) and those to nonmarketable investments accords with a substantial body of evidence that finds a strong positive correlation between them, starting with the seminal paper on private equity returns by Moskowitz and Vissing-Jorgensen (2002) . In our empirical analysis, we will proxy the factor α by the difference between the U.S. corporate swap rate and the treasury yield, a measure typically used to describe aggregate corporate risk (although it also captures other macroeconomic factors).
As the investor's exposure to the aggregate factor, e h , increases over its support, the expected return of h's investment opportunity falls. We assume that e h satisfies the law of large numbers, so that uncertainty washes out in the aggregate and individual probabilities are the same as aggregate frequencies. Let us denote by G the differentiable cumulative distribution function of e h and by g = G´its density function. At date 1, an investor will liquidate his holdings of bond i to invest in his outside investment opportunity if and only if the latter's expected return exceeds the expected return of the bond over its residual life, net of transactions costs:
Hence, investor h will sell his holdings of bond i with ex-ante probability
Note that here investors liquidate their assets as a function of changing investment opportunities, and therefore as a function of market prices and yields. In other words, in this model demand for liquidity is price-elastic. At the interim date, investors will buy bond i only if (1) does not hold and if the bond does not yield less than the safe investment, i.e. if its price is sufficiently low:
Hence, p 1i = v i is the maximum possible price for an equilibrium at date 1 to exist. Necessary for the existence of an equilibrium is therefore that aggregate demand for liquidity at this price is positive, i.e. that r is sufficiently large. If r were too small, even the investors with the most profitable investment opportunity would value them less than their bond holdings and no investor would ever want to sell bonds at date 1.
No-arbitrage implies that the expected yields of all assets are equalized in equilibrium. Hence (4) must hold with equality, 7 implying:
In particular, the discount rate between dates 1 and 2 is r, the same as between 0 and 1. The expected payoff of bond i at date 0 therefore is
because investors have rational expectations over their future decision to either sell (which occurs with probability π i ) or hold on to the bond (which occurs with probability 1 − π i ). So the bond's pledged yield to maturity is
The yield ratio between the two bonds is simpler to calculate than the yield differential. It is given by
By using the approximation ln(1 + x) ≈ x the yield differential at date 0 can be approximated simply by:
This expression for the yield differential is intuitive. First, there is a direct positive impact of transactions costs. If π i were constant, that is, the probability of liquidation were not endogenously chosen by investors, then transaction costs would, as usual, drive up yields. Equivalently, greater bond liquidity would be associated with lower required yields. This is clear from (7): if π i is constant and the cost t B of trading bond B increases, its yield increases relative to that of bond A. The reason is that the buyer of the asset anticipates trading costs that must be compensated. As these costs only materialize if the holder trades at date 1, t B is weighed with the probability of this event, which is π B .
The second feature of (7) is that the yield differential increases in fundamental risk: the higher the risk of default of, say, bond B, which is 1 − q B , the higher its required yield compared to bond A. Given the absence of risk aversion in our model, this is not a risk premium but simply reflects the reduction in the discounted expected payoff of the bond. The impact of fundamental risk and of liquidity costs on yield spreads in (7) is standard and in line, for example, with the empirical findings of Beber, Brandt, and Karavacz (2006) for Euro government bonds.
However, the response of bond yields to changes in liquidity and risk become more interesting once one takes into account that the probability of liquidation is endogenous in this model. This probability itself reacts to changes in both transaction costs (the terms at which the "supply of liquidity" is available) and outside investment opportunities (that determine the "demand for liquidity" by market participants). Indeed, as we shall see, it also depends non-trivially on the interaction between the two.
As one would expect, both higher transaction costs (higher t i ) and less attractive aggregate investment opportunities (higher α) reduce a given bond's probability of liquidation (π i ):
Intuitively, if transactions costs increase, i.e. the bond becomes less liquid, then liquidating it becomes less attractive, hence the probability of selling decreases. Similarly, if the aggregate risk factor increases, the investors' market investment opportunities become less attractive, which again decreases their probability of selling the bond. 8 We do not report the joint effect of an increase in transaction costs and in aggregate Equipped with these results, we can now explore how risk and liquidity affect bond yields in our simple model. For simplicity, we perform the comparative statics of the yield differential (7) with respect to t B only (the effect of t A is analogous):
The first term in (10) is positive, the second negative. Hence, the sign is a priori ambiguous. This ambiguity reflects two opposing effects -a direct and an indirect one. The direct effect of higher transactions costs is to drive up the price by a factor π B : with exogenous liquidation probability, this would be the only effect, as observed above in discussing (7) . But when liquidation is endogenously determined, this effect is at least partly counteracted by a reduction of the trading probability, as described in (8) . As this probability decreases, the relative price of the bond increases, because liquidation costs are incurred less often. Hence, this effect is proportional to t B . To the extent that empirically bid-ask spreads in the bond market are very small (see Table  1 ), we expect the latter effect to be small in absolute terms and the overall effect to be positive.
The impact of risk on yield differentials in (11) has first two terms of small size and opposite sign, so that one would expect its overall sign to depend mainly on the sign of the third term ∂(q A − q B )/∂α, which measures the impact of aggregate risk on the fundamental risk of the two bonds. Two possibilities exist in principle. First, the effect of aggregate risk is similar for both bonds, in which case the term is approximately zero. Alternatively, the riskier bond is more sensitive to aggregate risk than the safer one, in which case we have ∂(q A − q B )/∂α > 0. In this case, we have the well-known "flight to quality": an increase in aggregate risk makes the safer bond more risk, ∂ 2 π i /∂t i ∂α. In our model, this cross-derivative cannot be signed unambiguously, but is positive for several examples of distributions G, including the uniform distribution. If it is positive, an increase in transactions costs (i.e. a decrease in liquidity) reduces the absolute value of the impact of the aggregate factor on trading volume π i , hence, there is a flight to liquidity. Yet, as we shall see, this term will be of second order in the derivation of the relevant derivatives for yield spreads and can be neglected in a first approximation.
attractive than the riskier one and hence drives up the yield differential. This is the typical effect stressed by practitioners. Our empirical strategy is to let the data tell us the sign of the derivative. In the appendix, we show how the positive sign arises in a simple model of imperfect but constant correlation of bond returns.
Finally, the joint effect of changes in risk and in liquidity is again ambiguous, but has one dominant element. As seen above, while the direct effect of aggregate risk on the probability of liquidation -the first term in (12) -is always negative, the second term is ambiguous. This second term is the product of the flight to liquidity in terms of order flow and the transactions cost t B . Since t B is small, we expect the negative first term to dominate.
We summarize the previous discussion in the following testable predictions regarding the effects of risk and illiquidity on the yield differential, where, recalling that changes in t B are mirror images of those in t A , we measure illiquidity by the transaction cost differential ∆t: Hypothesis 1. The yield differential is insensitive to aggregate risk if aggregate risk affects bonds of different fundamental value identically. It is increasing in aggregate risk if the fundamentals of riskier bonds react more to aggregate risk than those of less risky ones:
Hypothesis 2. The yield differential between the two bonds depends positively on their transactions cost differential:
Hypothesis 3. The positive effect of transactions costs on the yield differential is dampened by aggregate risk:
While the first two predictions are in line with those of other existing models of asset pricing and liquidity, the third prediction is specific to our model. If, for example, bond trades are driven by consumption or endowment shocks, as in the OLG model of Acharya and Pedersen (2004) or the theoretical liquidity literature building on Diamond-Dybvig (1983), then the π i would be constant and, from (7), yield differentials would only depend on liquidity and aggregate risk directly. The cross-effect identified in (15) would be zero in this case. If bond sales were triggered by changes in consumption opportunities or other "supply side" considerations as in the delegated-portfolio management model of Vayanos (2004) , rather than from changes in the riskreturn profile of alternative investments, the π i would depend positively on α rather than negatively, as in our model, and the cross-effect (15) would be positive. Then aggregate risk would amplify rather than dampen liquidity effects.
Empirical evidence
The empirical strategy used to test the predictions of Section 4 is based on the estimation of a simultaneous equation model for yield differentials in the Euro area at different maturities.
We measure the aggregate risk factor by the spread between j-year fixed interest rates on U.S. swaps, R j SW US,t , and the yield on j-year U.S. government bonds, R j US,t . We opt for this measure because of its high correlation with all U.S.-based measures of risk and because of its availability at different maturities. In the next section we report estimates obtained using alternative measures of risk and show that our results are robust to the choice of risk measure. We measure the liquidity factor by the bid-ask spread of each bond. We considered a range of alternative liquidity indicators and selected the bid-ask spread as the most significant measure.
In taking the model to the data, we take the following specification strategy. First, we chose as benchmarks German bonds for the ten-year maturity and French bonds for the five-year maturity. Our choice is supported by the econometric evidence provided by Dunne, Moore and Portes (2002) and by the fact that traders regard French OATs as the 5-year Euro-area benchmark in the same way as they regard the 10-year Bunds as the 10-year Euro-area benchmark, because French bonds are considered as particularly liquid for the 5-year maturity bucket.
Second, as yield spreads in the euro area are very persistent and as our predictions are derived within a static framework, we posit the following dynamic partial adjustment model for yield differentials:
where u i,t are independently identically distributed shocks and (Y i,t − Y b,t ) * is the theory-consistent long-run equilibrium value for yield differentials. Third, we augment the specification with the differentials in the residual maturity of the benchmark bonds in country i and the benchmark bonds to filter out of the data the effect introduced by the different maturity of benchmark bonds and the effect of changes in benchmarks occurring at different dates for different countries in the sample period. 9 
The baseline model
To sum up, we estimate as a baseline model the following eight-equation model, where the dependent variables are the yield differentials relative to a benchmark government bond for the other eight countries listed in Section 3:
The index i varies across countries and the index j varies across maturities (five and ten years). The estimation is performed by Seemingly Unrelated Regression (SUR), and the empirical results are shown in Tables 4.1 
and 4.2.
The estimates for the 10-year maturity yield differential are presented in Table 4 .1. The coefficient of the lagged dependent variable is always significant and close to unity, which indicates strong persistence of yield differentials. Also the coefficient of the maturity differential variable is uniformly 9 We also tried different methods of dealing with these problems such as omitting from the sample dates in which benchmarks are changed or constructing constant maturity yields. We favour the use of the maturity differentials in that it is a natural way of correcting the differentials and it allows our liquidity indicator to operate during episodes in which liquidity might highly matter, such as at dates when benchmarks are changed.
An alternative to the maturity differential is the duration differential. However, the difference between these two measures is not very relevant in our case given that they both act as dummies to model the same jump in duration and maturity occurring in occasion of benchmark changes.
positive and significant, confirming the importance of this correction. The corresponding results for the 5-year maturity are shown in Table 4 .2. Again, the coefficient of the lagged dependent variable is positive and significant, but it is smaller for all eight countries, indicating lower persistence in the time-series behavior of 5-year yield differentials. Also the maturity correction coefficient stays positive and significant for all eight countries.
More importantly, the coefficient of the aggregate risk factor is positive and significantly different from zero for all eight countries in both maturities, in accordance with Hypothesis 1 of Section 4. It ranges between 0.3 and 0.6. for the 10-year bonds and between 0.23 and 0.68 for the 5-year bonds (except in the latter case for Germany, where the coefficient is virtually zero). Interpreting these positive coefficients from the perspective of the theory summarized in Hypothesis 1 leads us to conclude that the fundamental risk of non-benchmark bonds is perceived to be more strongly affected by changes in aggregate risk than that of benchmark bonds. So, higher aggregate risk -as proxied by our U.S. swap yield differential -is correlated with wider Euro-area yield differentials relative to the Bund, resp. the OAT.
Turning to the liquidity variable, we note that at the 5-year maturity the coefficients of the liquidity variables are positive and significant in the case of Austria, Belgium, Spain, Italy, Netherlands and Portugal, in line with Hypothesis 2 of Section 4.
Finally, in line with Hypothesis 3, the interaction between liquidity and the aggregate risk factor has always a negative impact on the yield differentials. This finding is substantially confirmed at the 10-year maturity, although the results are weakened in the case of Spain and Italy. This evidence illustrates the importance of non-linearities in the effect of liquidity indicators on yield differentials. Interestingly, the coefficient of the liquidity differential variable becomes significant only when the interaction between liquidity indicators and the aggregate risk factor is also included in the regression. If the coefficient of the interaction is constrained to zero, then also the level of the liquidity indicator becomes insignificant.
This evidence does not simply reflect the fact that for less liquid bonds prices take more time to absorb the change in risks. In fact, we control for different dynamic effects across countries of the variables included in our model by having potentially different coefficients on the lagged dependent variable. Moreover a simple check, effected by adding further lags of the included variables, delivers non-significant parameters for higher order dynamics.
It could be observed that our SUR estimation is inefficient when valid cross-equation restrictions can be imposed on our model. This argument is strengthened in the context of our theoretical model where the cross-equation restrictions on the coefficients on the measure of liquidity and on the interaction between the aggregate risk factor and this measure are indeed implied by theory.
In Table 5 , we explore this possibility by imposing cross-equation restrictions on our estimated models for 5-year and 10-year differentials. We test for the validity of cross-equation restrictions on each coefficient separately and on the full set of coefficients. Interestingly, the Wald statistics reported in Table 5 illustrate that the panel restrictions can only be validly imposed on the liquidity indicators at the 10-year maturity. When these restrictions are imposed, the effect of the liquidity variables is significant and in line with the prediction of the theory. Yet, this result does not carry over to the 5-year maturity, where the panel restrictions cannot be imposed on the liquidity variables. Furthermore, the panel restrictions on the coefficient of the aggregate risk factor are always rejected, in line with the predictions of the model where the impact of international risk on fundamental risk is heterogenous across different bonds.
Summing up our empirical results are generally supportive for the implications of our theoretical framework: in particular, the aggregate risk factor always has a positive and significant effect on yields, and there is an important interaction between liquidity and the international factor.
Robustness
Swap spreads can be considered a good measure of risk, for a number of reasons. First, being differentials between bonds of the same maturity, they are not affected by the path of expected future risk-free rates and, differently from term spreads, they reflect only risk premia, as they are unaffected by expected monetary policy. Second, they are available at the different maturities relevant to our study, thus enabling us to account for a non-flat term structure of risk premia. Third, U.S. swap spreads provide a non-European measure of risk and therefore are much more likely to be an exogenous variable for the estimation of parameters of interest than any measure based on European yields. Fourth, as a spread between homogenous types of bonds, they are a superior measure of risk to the spread between Treasury bonds and corporate bonds. 10 However, it must be recognized that swap spreads are a special measure of risk, in that they include the counterparty risk of swap dealers, 11 and on some occasions they might reflect factors not related to aggregate risk. A close examination of Figure 3 reveals that the positive and strong comovement between the first principal component of yield differentials in the Euro area and our measure of risk has a clear exception in late July 2003. At this date, swap spreads suddenly increased for reasons related to the hedging of mortgage-backed securities and hence little related to international factors. It is therefore important to assess the robustness of our results.
We provide the relevant evidence in Table 6 , where we report the results of estimating our model for the 10-year yields differentials on a shorter sample, which excludes the July 2003 episode. The table also reports the evidence obtained by augmenting the baseline regression with two alternative measures of risk. The first is the yield spread between BBB long-term corporate bonds and AAA long-term corporate bonds, the second is an indicator based on the European equity market: the implied volatility from options on the Eurostoxx 50. The results show that our estimates are robust both to the choice of the sample size and to the use of different measures of risk. In particular, the results on the shorter sample fully confirm the evidence from our full sample with some slight modification of the original point estimates. Augmentation of the model with alternative measures of risk shows that, although all alternative measures of risk are significant, their inclusion does not affect the significance of all variables included in the original model. Overall, the significance of risk factors is more robust than that of the liquidity factor and of the interaction term. We perform similar robustness checks for the 5-year differentials, but for brevity we do not report the corresponding results, which confirm those obtained for 10-year spreads.
In the case of the 5-year bonds we also re-estimated the model with the German Bund as a benchmark instead of the French OAT. This modification led to much less precise estimates of all relevant parameters and to a set of results that were much less consistent with those obtained for the 10-10 Duffee (1998) noted that the spread between Treasury bonds and corporate bonds is a spread between callable bonds and a mixture of callable and non-callable bonds. Given that the response of callable and non-callable bonds to shocks in the level of the term structure is different, the government-corporate spread is sensitive to the level of the term structure. 11 Although, in practice this effect is minimal (see, for example, Duffie and Huang(1996)) year differentials. We take this as confirmatory evidence of the econometric analysis by Dunne, Moore and Portes (2002) that clearly indicates the OAT as the preferred choice of benchmark for the 5-year maturity.
Since we have chosen a U.S. based measure of aggregate risk, a final robustness check concerns the inclusion of the dollar-euro exchange rate as an independent source of risk: in all specifications, this variable is insignificant.
Conclusions
This paper explores the determinants of observed yield differentials between long-term sovereign bonds in the Euro area. Inspection of daily data for the early EMU period indicates that there is a strong comovement in yield differentials of benchmark bonds, and that their first principal components explains more than ninety per cent of the variance. This common trend appears highly correlated with measures of aggregate risk. In contrast, liquidity differentials -proxied, for example, by bid-ask spread differentials -feature sizeable heterogeneity and no common factor.
To generate testable predictions about the relation between yield differentials, fundamental risk, and liquidity, we develop a simple model of the interplay between aggregate risk and transactions costs. Our model has two key novel features. First, the demand for liquidity responds to the magnitude of transaction costs and to changes in investors' opportunity set (rather than being determined by exogenous liquidation needs à la Diamond-Dybvig). Specifically, investors value liquidity less when alternative investment opportunities become less attractive. Second, if the payoff of alternative investments covaries with that of marketable assets, being both driven by a common factor, the equilibrium value of liquidity tends to be lower in worse aggregate states, as determined by this common factor.
The model predicts that bond yield differentials should increase in both liquidity and aggregate risk, with a non-linear term that captures the effect on required bond returns due to the interaction between liquidity and the aggregate factor. We test these predictions on daily data for the Euro-area sovereign yield differentials in 2002 and 2003. The econometric results show that the aggregate risk factor is consistently priced, while liquidity differentials are priced only for a subset of nine country/maturity pairs (out of a total of sixteen), and that the interaction of liquidity differentials with the risk factor is always negative when significant, in line with the prediction of the model.
Our findings are consistent with those of recent papers that find no economically important effect of liquidity variables on bond returns. In fact, when the coefficient of the interaction term between aggregate risk and liquidity is constrained to be zero, liquidity becomes insiginificant throughout our regressions.
Our data do not allow us to draw conclusions regarding the effect of cross-sectional differences in macroeconomic conditions or fiscal policies. For example, simple cross-country regressions show that on average over the sample period, (average) yield spreads are positively correlated with (average) government debt/GDP ratios, which in turn are negatively correlated with (average) bid-ask spreads. But, being based on nine data points only, these cross-sectional estimates have little reliability, and in our time-series analysis we do not have sufficient variation in macroeconomic variables (such as debt/GDP ratios) to draw conclusions about possible macroeconomic determinants of the variables that we observe.
The implications of our analysis for policy-makers and for portfolio managers are rather more subtle. From a policy-making standpoint, the empirical estimates highlight the importance of the aggregate risk factor in determining bond yield spreads, and thus underscore the importance of good macroeconomic fundamentals to minimize exposure to the aggregate risk factor. Instead, there seems to be little need for further action on the liquidity side, because bid-ask spreads are already rather uniform and very small across European bond markets, at least for benchmark bonds. Instead, the lesson for portfolio management is that liquidity can affect the risk sensitivity of the assets being held, and that this interaction depends on the covariance of illliquidity costs with aggregate risk. In this sense, the lesson of our modelin spite of its simplicity -may be considerably more general than our specific application to Euro-area bond markets.
Appendix 1: Extension to Risky Portfolios
In this appendix, we sketch an extension of the model in which the investors' investment opportunities are risky and imperfectly correlated. As in the main text of the paper, the two bonds can either repay ( e V i = V ) or default ( e V i = 0). The probabilities are
with probability p V 0 , (0, V ) with probability 1 − α − γ − p V 0 , (0, 0) with probability α.
It is straightforward to show that the correlation between the two returns is
Holding the correlation constant, for small values of α (which is the relevant case), an increase in α increases the variance of both bonds, hence α can be viewed as an indicator of aggregate risk. If we hold ρ constant, this structure has two free parameters, namely the aggregate factor α and the relative attractiveness of bond A, which can be measured by γ.
The assumption q A ≥ q B (bond A is the benchmark) implies that α + γ + 2p V 0 ≥ 1. Under this assumption, for ρ constant, it is straightforward (though tedious) to calculate that The alternative investment opportunity of investor h pays off as follows:
e h with probability α r with probability s r + √ e h with probability α where s > 0, s + 2α = 1, 0 ≤ e h ≤ e. For each h we have E e R h = r and var( e R h ) = 2αe h . Hence, higher α means higher risk, and the investor bears more of the risk the greater her e h . If she is risk-averse, she will therefore behave as if she maximized the certainty equivalent r − αe h considered in the main text.
If risk-averse, the investor's objective is to maximize Eu(c), where u is increasing and concave,
is final consumption, and the x i are the investor's end-of-period-1 holdings of the four assets. Because of transactions costs, the first-order condition of this problem depends on whether the investor buys or sells in equilibrium. As an example, consider the case where the investor sells both bonds in order to invest alternatively. In this case, her first-order conditions are
Hence,
This condition on how the the excess return of each bond over the investor's (transactions costs adjusted) alternative return must covary with marginal utility is a standard CAPM-type condition, with the new feature that the alternative return is investor-specific. This "investor-specific β" gives rise to a supply curve of bonds that is increasing in p 1i , i = A, B, and decreasing in aggregate risk α, as used in the main text. Table 6 . Robustness Analysis
The table reports robustness analysis for the SURE system on 10-year yield differentials. We consider three alternative Risk Factors. R F 1 is the swap spread, R F 2 is the differential between yields on seasoned US BAA bonds and seasoned US AAA bonds (the source for these data is the FRED database), R F 3 is the implied volatility in options on the EUROstoxx 50. The source for these data is Datastream. N e t h e r l a n d s F r a n c e A u s t r i a B e l g i u m S p a i n F i n l a n d I t a l y P o r t u g a l 
