Abstract. In this paper, we introduce notions of J-set near zero and C-set near zero for a dense subsemigroup of ((0, +∞), +) and obtain some results for them. Also we derive the Central Sets Theorem near zero.
Introduction
Let (S, +) be a discrete semigroup. The collection of all ultrafilters on S is called the Stone-Čech compactification of S and denoted by βS. For A ⊆ S, define A = {p ∈ βS : A ∈ p}, then {A : A ⊆ S} is a basis for the open sets( also for the closed sets) of βS. There is a unique extension of the operation to βS making (βS, +) a right topological semigroup ( i.e. for each p ∈ βS, the right translation ρ p is continuous where ρ p (q) = q + p) and also for each x ∈ S, the left translation λ x is continuous where λ x (q) = x + q. The principal ultrafilters being identified with the points of S and S is a dense subset of βS. Given p, q ∈ βS and A ⊆ S, we have A ∈ p+q if and only if {x ∈ S : −x+A ∈ q} ∈ p, where −x + A = {y ∈ S : x + y ∈ A}.
A nonempty subset L of a semigroup (S, +) is called a left ideal of S if S + L ⊆ L, a right ideal if L + S ⊆ L, and a two sided ideal (or simply an ideal ) if it is both a left and right ideal. A minimal left ideal is a left ideal that does not contain any proper left ideal. Similarly, we can define minimal right ideal and smallest ideal.
Any compact Hausdorff right topological semigroup (S, +) has a smallest two sided ideal, denoted by K(S),which is the union of all minimal left ideals. K(S) is the union of all minimal right ideals, as well. Given a minimal left ideal L and a minimal right ideal R, L∩R is a group, and in particular contains an idempotent. An idempotent in K(S) is called a minimal idempotent. An idempotent is minimal if and only if it is a member of the smallest ideal. For more details see [7] .
For A ⊆ S, and p ∈ βS, we define A * (p) = {s ∈ A : −s + A ∈ p}.
Lemma 1.1. Let (S, +) be a semigroup, let p + p = p ∈ βS, and let A ∈ p.
For each s ∈ A * (p), −s + A * (p) ∈ p.
Proof. [7] , Lemma 4.14.
Now we review the definition of partition regularity and a theorem that connects it with ultrafilters. Definition 1.1. Let R be a nonempty set of subsets of S. R is partition regular if and only if whenever F is a finite set of P(S) and F ∈ R, there exist A ∈ F and B ∈ R such that B ⊆ A. Theorem 1.2. Let R ⊆ P(S) be a nonempty set and assume ∅ / ∈ R. Let R ↑ = {B ∈ P(S) : A ⊆ B for some A ∈ R}.
Then (a), (b) and (c) are equivalence.
(a) R is partition regular. (b) Whenever A ⊆ P(S) has the property that every finite nonempty subfamily of A has an intersection which is in R ↑ , there is U ∈ βS d such that A ⊆ U ⊆ R ↑ . (c) Whenever A ∈ R, there is U ∈ βS d such that A ∈ U ⊆ R ↑ .
Proof. [7, Theorem 3 .11].
Definition 1.3. Let (S, .) be a discrete semigroup, let A ⊆ S. Then A is a central set if and only if there exists an idempotent p in the smallest ideal of βS with A ∈ p.
In this paper, the collection of all nonempty subsets of S is denoted by P f (S) and P (S) is the set of all subsets of S. Central subsets of a discrete semigroup S have very strong combinatorial properties which are consequences of the central set theorem. There is an elementary description of central sets which was showed in [7] . Theorem 1.4 (Central Set Theorem [1] ). Let (S, +) be a commutative subsemigroup and let T = N S, the set of sequences in S. Let A be a central subset of S. There exist functions α : P f (T ) → S and H : P f (T ) → P f (N) such that (1) if F, G ∈ P f (T ) and F G, then maxH(F ) < minH(G), and (2) whenever m ∈ N,
We define a set to be a C−set if and only if it satisfies the conclusion of Central Set Theorem. Definition 1.5. Let S be a commutative subsemigroup and let A ⊆ S and let T = N S. The set A is a C−set if and only if there exist functions α : P f (T ) → S and H : P f (T ) → P f (N) such that (1) if F, G ∈ P f (T ) and F G, then maxH(F ) < minH(G), and (2) whenever m ∈ N,
The central sets are important, and algebraically are easy to work with. However, from a combinatorial viewpoint, C−sets are the objects that matter. In (N, +) and in many other semigroups, they are the objects that contain solutions to partition regular systems of homogeneous equations as well as the other myriads of properties that are consequences of Central Sets Theorem, see e.g. [9] . In [1] authors obtained a simple characterization of C−sets in an arbitrary discrete semigroup. Definition 1.6. Let (S, +) be a commutative subsemigroup and let T = N S. Let A ⊆ S is a J−set if and only if whenever F ∈ P f (T ), there exist a ∈ S and H ∈ P f (N) such that for each f ∈ F , a + t∈H f (t) ∈ A. If S is noncommutative, then the definition of J−sets is somewhat more complicated, but still much simpler than the statement of the noncommutative Central Sets Theorem. One of the reasons that J−sets are of interest is that, if S is a discrete commutative semigroup, then every subset of S with positive upper density is a J−set, see [9] .
In [6] , N. Hindman and I. Leader investigated some concepts near zero. The set 0 + of all non principal ultrafilters on S = ((0, ∞), +) that is convergent to 0 is a semigroup under the restriction of the usual ′ + ′ on βS, the StoneCCech compactification of the discrete semigroup S = ((0, ∞), +). Further, in [2] and [8] , De, Hindman and Strauss worked out some more and much more elaborated applications of central sets. One such property is that in any finite partition of a central set at least one cell of the partition is central set [5] . In [2] the authors used the algebraic structure of 0 + (S) in their investigation of image partition regularity near 0 of finite and infinite matrices.
In [4] the algebraic structure of 0 + (R) is used to investigate image partition regularity of matrices with real entries form R. Central sets near zero were introduced by N. Hindman and I. Learder in [6] as central sets, central sets near zero enjoy rich combinatorial structure ,too. Central sets are ideal objects for Ramsey theoretic. The central sets theorem was first introduced by H. Furstenberg ( see [5] ) for the semigroup N and considering sequence in Z. The most general version of Central Sets Theorem is available in [1] .
We have been considering semigroups which are dense in ((0, ∞), +) with natural topology. When passing to the Stone-Čech compactification of such a semigroup S, we deal with S d , which is the set S with the discrete topology. Definition 1.7. Let S be a dense subset of ((0, ∞), +). Then
By Lemma 2.5 in [6] , 0 + (S) is a compact right topological subsemigroup of (βS d , +), and 0
is compact right topological semigroup, so 0 + (S) contains minimal idempotents.
In section 2 we difine notions of thick near zero, syndetic near zero and piecewise syndetic near zero and we obtain a main theorem about piecewise syndetic near zero.
In section 3, we introduce Central Set Theorem near zero, also we define Cset near zero, J-set near zero and derive some results for dense subsemigroups of ((0, ∞), +). We will be considering semigroups which are dense with respect to the usual topology on ((0, ∞), +).
Additive properties near zero
In this section, we define the notions of thick near zero, syndetic near zero and piecewise syndetic near zero, which in turn extend the notions of thick, syndetic and piecewise syndetic. Recall that A ⊆ S is thick if and only if for every F ∈ P f (S) there exists x ∈ S such that F + x ⊆ A, A is syndetic if and only if there exists H ∈ P f (S) such that S = t∈H −t + A and A is piecewise syndetic if and only if there exists H ∈ P f (S) such that t∈H −t + A is thick. Definition 2.1. Let S be a dense subsemigroup of ((0, ∞), +), and let A ⊆ S.
(a) A is thick near zero if and only if (∃ǫ > 0)(∀F ∈ (P f (0, ǫ) ∩ S))(∀δ > 0)(∃y ∈ (0, δ) ∩ S)(F + y ⊆ A).
(b) A is syndetic near zero if and only if for any ǫ > 0 there exist F ∈ P f ((0, ǫ) ∩ S) and δ > 0 such that (0, δ) ∩ S ⊆ t∈F −t + A.
(c) A is piecewise syndetic near zero if and only if for all δ > 0 there exists F ∈ P f ((0, δ) ∩ S) such that t∈F −t + A be thick near zero.
(d) A is a central set near zero if and only if there exists an idempotent p in the smallest ideal of 0 + (S) with A ∈ p.
Remark 2.2. It is obvious that A is thick near zero if and only if for some δ > 0
has the finite intersection property in (0, δ) ∩ S, i.e. for each
In this paper, the minimal ideal in 0 + (S) is denoted by K.
Theorem 2.3. Let S be a dense subsemigroup of ((0, +∞), +) and let p ∈ 0 + (S). The following statements are equivalent.
Proof. See [6] or see Theorem 3.4 in [10] . Proof. Necessity. Pick p ∈ K ∩ A and let B = {x ∈ S : −x + A ∈ p}. By Theorem 2.3, B is syndetic near µ. So for every ε > 0 there exist F ∈ P f ((0, ε) ∩ S) and δ > 0 such that (0, δ) ∩ S ⊆ t∈F −t + B. So for each x ∈ (0, δ) ∩S, there exists t ∈ F such that x ∈ −t+ B, and so −(x+ t) + A ∈ p.
Thus −x + ( t∈F −t + A) ∈ p and since (0, δ) ∩ S ∈ p for each δ > 0, hence {−x + ( t∈F −t + A) : x ∈ (0, δ) ∩ S} has the finite intersection property in (0, δ) ∩ S. So by Remark 2.2, A is piecewise syndetic near zero. Sufficiency. Let A be piecewise syndetic near zero. So for each n ∈ N there exists F n ∈ P f ((0, 1 n ) ∩ S) such that for some ǫ n > 0 and for each G n ∈ P f ((0, ǫ n ) ∩ S), for every δ n there exists y n ∈ P f ((0, δ n ) ∩ S) such that
It is obvious that each C(G, µ) = ∅. Also,
for each G 1 , G 2 ∈ P f (S) and for each µ 1 , µ > 0. Therefore
has the finite intersection property, so pick p ∈ βS d with
Then q + r ∈ K and {t n : n ∈ N} ⊆ {t ∈ S : −t + A ∈ r} so A ∈ q + r.
Corollary 2.5. Let (S, +) be a dense subsemigroup of (0, ∞), piecewise syndeticity near zero is partition regular.
Proof. It is obvuous.
Central Sets
Central subsets of a discrete semigroups have very strong combinatorial properties which are a consequence of the Central Sets Theorem.
Definition 3.1. Let S be a dense subsemigroup of (0, ∞), + . We say that f : N → S is near zero if inf f (N) = 0. The collection of all functions that is near zero is denoted by T 0 . Definition 3.2. Let S be a dense subsemigoup of ((0, ∞), +) and let A ⊆ S. Then A is a J−set near zero if and only if whenever F ∈ P f (T 0 ) and δ > 0, there exist a ∈ S ∩ (0, δ) and
Of course, we can say that A ⊆ S is a J−set near zero if and only if for each F ∈ P f (T 0 ) and for each δ > 0, there exist a ∈ S and H ∈ P f (N) such that a + t∈H f (t) ∈ A ∩ (0, δ) for each f ∈ F , i.e. for each δ > 0, A ∩ (0, δ) is a J−set. It is obvious that every J−set near zero respect to this definition is a J−set near zero by Definition 5.2. So we focuse on Definition 5.2.
Lemma 3.3. Let S be a dense subsemigroup of (0, ∞), + and let A ⊆ S be a J-set near zero. Whenever m ∈ N and F ∈ P f (T 0 ) and δ > 0, there exist a ∈ S ∩ (0, δ) and H ∈ P f (N) such that minH > m and for each f ∈ F , a + t∈H f (t) ∈ A.
Proof. See Lemma 14.8.2 in [7] .
Theorem 3.4. Let S be a dense subsemigroup of (0, ∞), + and let A be a subset of S. If A is a piecewise syndetic near zero, then A is a J-set near zero.
+ . Then by Theorem 2.22 in [7] , Y is a compact right topological semigroup and if s ∈ l t=1 S, then λ s is continuous. For i ∈ N and δ > 0, let
H ∈ P f (N), and minH > i
and let
Let E = i∈N,δ>0 E i,δ and let I = i∈N,δ>0 I i,δ . It is obvious that E ⊆ 0 + and I ⊆ 0 + . We claim that E is a subsemigroup of Y and I is an ideal of E. To this end, let p, q ∈ E. We show that p + q ∈ E and if either p ∈ I or q ∈ I,
) and some H ∈ P f (N) with minH > i, let j = maxH. Otherwise, let j = i. Since λ x is continuous, pick a neighborhood W of q such that
if q ∈ I. Then x + y ∈ E i,δ ∩ U and if either p ∈ I or q ∈ I, then x + y ∈ I i,δ ∩ U.
By Theorem 2.23 in [7] ,
We claim that p ∈ E. To see this, let U be a neighborhood of p, let i ∈ N, and pick
A and pick a ∈ S ∩ (0, δ) and H ∈ P f (N) such that
Theorem 3.5 (Central set Theorem near zero). Let S be a dense subsemigroup of (0, ∞), + . Let A be a central subset of S near zero. Then for each δ ∈ (0, 1), there exist functions α δ :
Proof. Pick a minimal idempotent p of 0 + such that A ∈ p. Let A * = {x ∈ A : −x + A ∈ p}, so A * ∈ p. Also by Lemma 4.14 in [7] , if x ∈ A * , then −x + A * ∈ p. We define α δ (F ) ∈ S and H δ (F ) ∈ P f (N) for F ∈ P f (T 0 ) by induction on |F | satisfying the following inductive hypotheses:
Assume that F = {f }. Since A * is piecewise syndetic near zero, pick by Theorem 3.4, for δ > 0, a ∈ S ∩(0, δ) and
and H δ (G) have been defined for all proper subsets G of F and for each δ > 0. Pick δ > 0, and let
Then M δ is finite and by hypothesis (3) 
. Then B ∈ p so pick by Theorem 3.4 and Lemma 3.3, a ∈ S ∩ (0, δ) and
The hypothesis (1) is obvious. Since minL > m, we have the hypothesis (2) is satisfied. To verify hypothesis (3), pick δ > 0 and n ∈ N, let ∅ ⊂
So assume that n > 1 and let
Definition 3.6. Let S be a dense subsemigroup of (0, ∞), + and let A ⊆ S. We say A is a C−set near zero if and only if for each δ ∈ (0, 1), there exist functions α δ : P f (T 0 ) → S and H δ :
Let Φ is the set of all functions f : N → N for which f (n) ≤ n for each n ∈ N. Theorem 3.7. Let S be a dense subsemigroup of (0, ∞), + and let A be a C-set near zero in S, and for each l ∈ N, let {y l,n } n∈N ∈ T 0 . There exist a sequence {a n } n∈N in S such that a n → 0 and a sequence {H n } n∈N in P f (N) such that maxH n < minH n+1 for each n ∈ N and such that for each f ∈ Φ F S {a n + t∈Hn y f (n),t } n∈N ⊆ A.
In particular, the above conclusion applies if A is a central set near zero in S.
Proof. Pick α and H as guaranteed by Definition 3.6. We may assume that the sequences {y l,n } n∈N are distinct.
For n ∈ N, let F n = {{y l,t } t∈N , {y 2,t } t∈N , · · · , {y n,t } t∈N } and let a n = α 1 n (F n ) < 1 n and H n = H 1 n (F n ). Let f ∈ Φ be given. To see that
The "in particular" is obvious.
Definition 3.8. Let S be a dense subsemigroup of (0, ∞), + and pick m ∈ N. We define
and
Definition 3.9. Let S be a dense subsemigroup of (0, ∞), + .
, t ∈ J m , and f ∈ T 0 , define
b) J 0 (S) = {p ∈ 0 + : for all A ∈ p, A is a J − set near zero}.
Lemma 3.10. Let S be a dense subsemigroup of (0, ∞), + and let A ⊆ S. Then A is a J-set near zero if and only if for each F ∈ P f (T 0 ) and for each δ > 0 there exist m ∈ N, a ∈ S m+1 δ , and t ∈ J m such that for each f ∈ F , x(m, a, t, f ) ∈ A.
Proof. The sufficiency of the statement for J−set is trivial. Assume that A is a J−set near zero. Pick F ∈ P f ( N S) and δ > 0. Pick c ∈ N and for f ∈ F , define g f ∈ T 0 by g f (n) = f (n + c). Pick b ∈ S and H ∈ P f (N) such that for each f ∈ F , b + t∈H g f (t) ∈ A. Let m = |H|, and let t = t(1), · · · , t(m) enumerate H in increasing order, let a(1) = b and for j ∈ {2, · · · , m + 1}, let a(j) = c. Then the proof is complete.
Lemma 3.11. Let S be a dense subsemigroup of (0,
Proof. For the statement about C−sets the sufficiency is trivial. For the necessity, pick α δ : P f (T 0 ) → S and H δ : P F (T 0 ) → P f (N) for each δ ∈ (0, 1) as guaranteed by Definition of C−set near zero. Now pick c ∈ N and for f ∈ T 0 define g f ∈ T 0 by g f (s) = f (s + c), for s ∈ N. For F ∈ P f (T 0 ) we define inductively on |F | a set
If F = {f }, let K(F ) = {g f }. Now let |F | > 1 and K(G) has been defined for all proper nonempty subsets of
Now for each δ ∈ (0, 1), we define m δ :
. We need to show that (1) if F, G ∈ P f (T 0 ) and F ⊂ G, then τ (F )(m δ (F )) < τ (G)(1) for each δ ∈ (0, 1), and (2) whenever n ∈ N,
To verify (1), let F, G ∈ P f (T 0 ) with F ⊂ G, then K(F ) ⊂ K(F ), and so
Lemma 3.12. Let S be a dense subsemigroup of (0, ∞), + and let A ⊆ S. Let A be a J-set near zero in S, then for each F ∈ P f (T 0 ), each δ > 0 and each n ∈ N, there exist m ∈ N, a ∈ S m+1 δ , and y ∈ J m such that y(1) > n and for each f ∈ F , x(m, a, y, f ) ∈ A.
Proof. Pick F ∈ P f (T 0 ), δ > 0 and n ∈ N. For each f ∈ F define g f ∈ T 0 by, for u ∈ N, g f (u) = f (u + n). Pick m ∈ N, a ∈ S m+1 δ and t ∈ J m such that for each f ∈ F , x(m, a, t, g f ) ∈ A. Define y ∈ J m by y(i) = n + t(i) for i ∈ {1, 2, · · · , m}. Then y(1) > 1 and for each f ∈ F , x(m, a, y, f ) ∈ A. Theorem 3.13. Let S be a dense subsemigroup of (0, ∞), + . Then J 0 (S) is a compact two sided ideal of βS.
Proof. Trivially J 0 (S) is topologically closed in βS. Let p ∈ J 0 (S) and let q ∈ βS. We show q + p ∈ J 0 (S) and p + q ∈ J 0 (S). To see q + p ∈ J 0 (S), let A ∈ q + p and let F ∈ P f (T 0 ). Then {b ∈ S : −b + A ∈ p} ∈ q so pick b ∈ S such that −b + A ∈ p. Pick m ∈ N, δ ∈ (0, 1), a ∈ S m+1 δ , and t ∈ J m such that for f ∈ F , x(m, a, t, f ) ∈ −b + A. Define c ∈ S To see p + q ∈ J 0 (S), let A ∈ p + q and let B = {x ∈ S : −x + A ∈ q}. Then B ∈ p so for F ∈ P f (T 0 ) and δ ∈ (0, 1), pick m ∈ N, a ∈ S m+1 δ , and t ∈ J m such that for f ∈ F , x(m, a, t, f ) ∈ B. Then f ∈F (−x(m, a, t, f ) 
by c(m + 1) = a(m + 1) + b and c(j) = a(j) for j ∈ {1, 2, ..., m}. Then for f ∈ F , x(m, c, t, f ) ∈ A.
Lemma 3.14. Let S be a dense subsemigroup of (0, ∞), + . Pick δ ∈ (0, 1), and let m, r ∈ N, let a ∈ S m+1 δ , let t ∈ J m , and for each y ∈ N, let c y ∈ S r+1 δ and z y ∈ J r be a such that for each y ∈ N, z y (r) < z y+1 (1). Then there exist u ∈ N, d ∈ S u+1 δ , and q ∈ J u such that for each f ∈ T 0 ,
Now let u = m·r. For j ∈ {1, 2, ..., m} and p ∈ {1, 2, ..., r}, let q((j−1)·r+p) = z t(j) (p). Let d(1) = a(1) + c t(1) (1), let d(u + 1) = c t(m) (r + 1) + a(m + 1), for j ∈ {1, 2, ..., m − 1}, let d(j · r + 1) = c t(j) (r + 1) + a(j + 1) + c t(j+1) (1), and for j ∈ {1, 2, ..., m} and p ∈ {2, 3, ..., r}, let d((j − 1) · r + p) = c t(j) (p). So this complete the proof. Lemma 3.15. Let S be a dense subsemigroup of (0, ∞), + , and let A 1 and A 2 be subsets of S. If A 1 ∪ A 2 is a J-set near zero, then either A 1 is a J-set near zero or A 2 is a J-set neat zero.
Proof. Suppose not and pick F 1 and F 2 in P f ( N S) and δ > 0 such that for each i ∈ {1, 2}, each u ∈ N, each d ∈ S u+1 δ , and each q ∈ J u , there is some f ∈ F i such that x(u, d, q, f ) / ∈ A i . Let F = F 1 ∪ F 2 , k =| F |, and write F = {f 1 , f 2 , ..., f k }. Pick by Lemma, some n ∈ N such that whenever length n words over the alphabet {1, 2, ..., k} are 2-colored, there is a variable word w(v) beginning and ending with a constant and without successive occurrences of v such that {w(l) : l ∈ {1, 2, ..., k}} is monochromatic.
Let W be the set of length n words over {1, 2, ..., k}. For w = b 1 , b 2 , ..., b n ∈ W (where each b i ∈ {1, 2, ..., k}), define g w : N → S by, y ∈ S, g w (y) = n i=1 f b i (ny + ix) where x ∈ S. Since A is a J S -set near zero, pick m ∈ N, a ∈ S m+1 δ , t ∈ J m such that for all w ∈ W , x(m, a, t, g w ) ∈ A. Define ϕ : W → {1, 2} by ϕ(w) = 1 if x(m, a, t, g w ) ∈ A 1 and ϕ(w) = 2 otherwise. Pick a variable word w(v), beginning and ending with a constant and without successive occurrences of v such that ϕ is constant on {w(l) : l ∈ {1, 2, ..., k}}. Assume without loss of generality that ϕ(w(l)) = 1 for all j ∈ {1, 2, ..., k}. That is, for all l ∈ {1, 2, ..., k},
Let r be the number of occurrences of v in w(v) and pick L ∈ V r+1 and s ∈ J r such that for each p ∈ {1, · · · , r},
and {s(1), · · · , s(r)} = {i ∈ {1, · · · , n} : b i = v}. (For example, if w(v) = 12v131v2v1121v32, then r = 4, L = ({1, 2}, {4, 5, 6}, {8}, {10, 11, 12}, {14, 15}), and s = (3, 7, 9, 14).)
We shall show now that, given y ∈ N, there exist c y ∈ S r+1 δ and z y ∈ J r such that for all l ∈ {1, 2, ..., k}, g w(l) (y) = x(r, c y , z y , f l ) and further, for each y, z y (r) < z y+1 (1). So let y ∈ N be given. For p ∈ {1, 2, · · · , r + 1}, let c y (p) = i∈L(p) f b i (ny + i) and for p ∈ {1, 2, · · · , r}, let z y (p) = ny + s(p). To see that these are as required, first note that z y (r) ≤ ny +n < z y+1 (1). Now let l ∈ {1, · · · , k} be given. Then
Theorem 3.16. Let S be a dense subsemigroup of (0, ∞), + , let A ⊆ S. Then A ∩ J 0 (S) = ∅ if and only if A is a J S -set near zero.
Proof. The necessity is trivial. By Lemma 3.15, J S -sets are partition regular. So, if A is a J S -set near zero, by Theorem 1.2, there is some p ∈ βS such that A ∈ p and for every B ∈ p, B is a J S -set near zero.
Corollary 3.17. Let S be a dense subsemigroup of (0, ∞), + , and let A be a piecewise syndetic near zero subset of S. Then A is a J S -set near zero.
Theorem 3.18. Let S be a semigroup and let A ⊆ S. If there is an idempotent in A ∩ J 0 (S), then A is a C-set near zero.
Proof. Pick p = p + p ∈ A ∩ J 0 (S). Recall that A * = {x ∈ A : −x + A ∈ p} and, by lemma 1.1, if x ∈ A * , then −x + A * ∈ p. For every δ ∈ (0, 1) we define m δ (F ) and α(F ) and τ (F ) for
Assume first that F = {f }. Then A * is a J S -set near zero so pick m δ (F ) ∈ N, α(F ) ∈ S m δ (F )+1 , and τ (F ) ∈ J m δ (F ) such that
Now assume that |F | > 1 and that m δ (G), α(G), and τ (G) have been defined for all non-empty proper subsets G of F and for each δ > 0. Pick δ > 0, and
Since M δ is a finite subset of A * , B ∈ p and therefor B is a J-set near zero. Pick by Lemma 3.10,
Hypothesis (1) is satisfied directly. To verify hypothesis (2), let n ∈ N,
as required.
Corollary 3.19. Let S be a dense subsemigroup of ((0, ∞), +) and let A be a central set near zero in S. Then A is a C-set near zero.
Proof. It is obvious.
Theorem 3.20. Let S be a dense subsemigroup of ((0, ∞), +), let A be a central subset near zero of S, and for each l ∈ N, let {y l,n } n∈N be a sequences in S such that lim n→∞ y l,n = 0 for each l ∈ N. Given l, m ∈ N, a ∈ S , and
There exist sequences {m(n)} n∈N , {a n } n∈N , and {H n } n∈N such that (1) for each n ∈ N, m(n) ∈ N, a n ∈ S m(n)+1
, H n ∈ V m(n) , and maxH n,m(n) < minH n+1,1 , and (2) for each f ∈ Φ, F S {w(a n , H n , f (n))} n∈N ⊆ A.
Proof. As in the proof of Theorem 3.7, we may assume that the sequences {y l,n } n∈N are all distinct. A is central near zero, so A is a C-set. For each k ∈ N, pick m
as guaranteed by the fact that A is a C-set. For each n ∈ N, let F n = {{y 1,t } t∈N , · · · , {y n,t } t∈N }, m(n) = m ′ 1 n (F n ), a n = α(F N ) and
To see that m(n), a n and H n are as required, let f ∈ Φ and let
Lemma 3.21. Let J be a set, let (D, ≤) be a directed set, and let S be a dense subsemigroup of ((0, ∞), +). Let {T i } i∈D be a decreasing family of nonempty subsets of S such that 1) 0 ∈ cl R T i , 2) i∈D T i = ∅, and 3) for each i ∈ D and each x ∈ T i there is some j ∈ D such that x + T j ⊆ T i . Let Q = i∈D cl βS d T i . Then Q is a compact subsemigroup of 0 + (S). Let {E i } i∈D and {I i } i∈D be decreasing families of nonempty subsets of Π t∈J S with the following properties:
for each i ∈ D and each − → x ∈ I i there exists j ∈ D such that − → x +E j ⊆ I i , and (c) for each i ∈ D and each − → x ∈ E i \ I i there exists j ∈ D such that − → x + E j ⊆ E i and − → x + I j ⊆ I i .
Let Y = Π t∈J 0 + (S), let E = i∈D cl Y E i , and let I = i∈D cl Y I i . Then E is a subsemigroup of Π t∈J Q and I is an ideal of E. If, in addition, either (d) for each i ∈ D, T i = S and {a ∈ S : a / ∈ E i } is not piecewise syndetic near zero, or (e) for each i ∈ D and each a ∈ T i , a ∈ E i , then given any p ∈ K(Q), one has p ∈ E ∩ K(Π t∈J Q) = K(E) ⊆ I.
Proof. By Theorem 4.20 in [7] , Q is a subsemigroup of 0 + (S). For the proof that E is a subsemigroup of Π t∈J Q and I is an ideal of E, see the proof of Lemma 14.9 in [7] .
To complete the proof, assume that (d) or (e) holds. It suffices to establish
Indeed, assume we have established ( * ). Then p ∈ E∩Π t∈J K(Q) and Π t∈J K(Q) = K(Π t∈J Q) by Theorem 2.23 in [7] . Then by Theorem 1.65 in [7] , K(E) = E ∩ K(Π t∈J Q) and, since I is an ideal of E, K(E) ⊆ I.
To establish ( * ), let p ∈ K(Q) be given. To see that p ∈ E, let i ∈ D be given and let U be a neighborhood of p. Pick F ∈ P f (J) and for each t ∈ F pick some A t ∈ p such that t∈F π
Assume now that (d) holds. Since p ∈ K(0 + (S) and {a ∈ S : a / ∈ E i } is not piecewise syndetic near zero, so by Theorem 2.4, {a ∈ S : a / ∈ E i } / ∈ p and hence {a ∈ S : a ∈ E i } ∈ p. Now pick a ∈ t∈F A t ∩ {a ∈ S : a ∈ E i }.
If (e) holds, see the proof of Lemma 14.9 in [7] .
Theorem 3.22. Let S be a dense subsemigroup of ((0, ∞), +) and let A ⊆ S. Then A is a C-set near zero if and only if there is an idempotent in A ∩ J 0 (S).
Proof. The sufficiency is obvious. Pick for every k ∈ N, there exist m 1
is a C-set near zero. For F ∈ P f (T 0 ) and k ∈ N define
It is obvious that if
is a non-empty set for each k ∈ N. Pick k ∈ N, we show Q k is a subsemigroup of 0 + (S). For this it suffices by Theorem 4.20 in [7] , we show that for all F ∈ P f (T 0 ) and all u ∈ T F,k , there is some
Then u+T Fn,k ⊆ T F,k . Therefore for each k ∈ N, Q k is a compact subsemigroup of 0 + (S). Now for some k ∈ N, we show that K(Q k ) ⊆ A ∩ J 0 (S) so that any idempotent in K(Q) establishes the theorem. We have that each T F,k ⊆ A so Q k ⊆ A.
Let p ∈ K(Q k ). We need to show that p ∈ J 0 (S), so let B ∈ p. We shall show that B is a J-set near zero. So let F ∈ P f (T 0 ). We shall produce v ∈ N c ∈ S , and t ∈ J v such that for each f ∈ F , x(v, c, t, f ) ∈ B.
We apply Lemma 3.21 with J = F and D = {G ∈ P f (T 0 ) : F ⊆ G}. Pick k ∈ N, and note that Q k = G∈D T G,k as in Lemma 3.21. For G ∈ D we shall define a subset I G of Π f ∈F T G,k as follows. Let w ∈ Π f ∈F T G,k then w ∈ I G if and only if there is some n ∈ N − {1} such that there exist
and η such that (1) C 1 and C 2 are disjoint nonempty sets and {1, 2, ..
is strictly increasing in P f (T 0 ) with G ⊂ G 1 , and (3) η ∈ Π i∈C 1 G i and for each f ∈ F , if γ f ∈ Π n i=1 G i is defined by
. For G ∈ D, note that I G = ∅ and let E G = I G {b : b ∈ T G }. We claim that {E G } G∈D and {I G } G∈D satisfy statements (a), (b), (c) and (e) of Lemma 3.21. Statements (a) and (e) hold trivially.
To verify (b), let G ∈ D and w ∈ I G . Pick n, C 1 , C 2 , {G i } n i=1 and η as guaranteed by the fact that w ∈ I G . We claim that w + E Gn ⊆ I G . So let z ∈ E Gn .
Assume first that z = b for some b ∈ T Gn . Pick n ′ ∈ N, strictly increasing
Let C ′′ 1 = C 1 ∪ {n + 1, n + 2, ..., n + n ′ } and for i ∈ {1, 2, ..., n + n ′ } and
, and η ′′ establish that w + z ∈ I G . Now assume that z ∈ I Gn . Pick n ′ , C 
, and η ′′ establish that w + z ∈ I G . To verify (c) let G ∈ D and let w ∈ E G \ I G . pick b ∈ T G such that w =b. Pick n ∈ N, strictly increasing {G i } n i=1 in P f (T 0 ) with G ⊂ G 1 , and
, η(i)). Then as above one has that w + E Gn ⊆ E G and w + I Gn ⊆ I G .
We then have by Lemma 3.21 that p ∈ G∈D I G . Now Π f ∈F B is a neighborhood of p so pick w ∈ I F ∩ Π f ∈F B. Pick n, C 1 , C 2 , {G i } n i=1 and η ∈ Π i∈C 1 G i as guaranteed by the fact that w ∈ I F . Let r = |C 2 | and let h 1 , h 2 , · · · , h r be the elements of C 2 listed in increasing order. Let v = , M ∈ J v and for each f ∈ F , x(v, c, µ, f ) ∈ B as required.
