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Traditional network models use simplified pore geometries to simulate multiphase flow 
using semi-analytical correlation-based approaches. In this work, we aim at improving 
these models by (I) extending the numerical methodologies to account for pore geometries 
with convex polygon cross sections and (II) utilizing Artificial Neural Networks (ANN) to 
predict flow-related properties. Specifically, we simulate fluid displacement sequences 
during a drainage process in bundles of capillary tubes with randomly generated convex 
polygon cross-sections. In the beginning, we assume that capillary tubes are fully saturated 
with water and that they are strongly water-wet. Then, oil is injected to displace water 
during the primary drainage process. The model calculates threshold capillary pressures 
for all randomly generated geometries using Mayer-Stowe-Princen (MS-P) method and the 
minimization of Helmholtz free energy for every pore-scale displacement event. Knowing 
pore fluid occupancies, we calculate saturations, phase conductances, and two-phase 
capillary pressure and relative permeability curves. These parameters are then used as input 
to train an ANN. ANN theories and related applications have been significantly promoted 
due to the fast increasing performance of computer hardware and inheratively complicated 
nature of some research areas. Various Artificial Intelligence (AI) applications have been 
developed specifically for the oil and gas industry such as AI assisted history matching, oil 
field production and development predictions, and reservoir characterization. The 
objective of this study is to develop an ANN training and predicting workflow that can be 
integrated with the conventional pore network modeling techniques. This hybrid model is 
computationally much faster which is beneficial for large-scale simulations in 3D. It could 
2 
 
also be used to improve prediction of flow-related properties in similar rock types. 
Specifically, we are interested in the training of ANNs to predict threshold capillary 
pressures and multi-phase flowrates as a function of cross-sectional shapes and 
wettabilities given for each capillary tube of the bundle. To do so, we have generated multi-
phase flow properties for two large datasets consisting of 40,000 and 60,000 capillary tubes 
each. The predictive capability of the ANN is gauged by performing some quality control 
steps including blind test validations. We present the results primarily by demonstrating 
the calculated errors and deviations for any randomly generated bundles of capillary tubes 
from the aforementioned dataset. We show that generating high-quality training dataset is 
critical to improving model’s predictive capabilities for a wide range of pore geometries, 
e.g., shape factors and elongations.  Additionally, we demonstrate that feature selection 
and preprocessing of the input data could significantly impact ANN’s predictions. We 
analyze a wide range of structures for the ANN models. The Multi-layer perceptron (MLP) 
Neural Network with three hidden layers is adequate for dealing with the complexity and 
non-linearity of most of our studied cases. This model is approximately an order of 
magnitude faster than conventional direct calculations using a personal desktop computer 
with four cores CPU. Such improvement in the speed of calculations becomes extremely 
important when dealing with larger models, adding more dimensionality, and/or 
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1. Introduction and Problem Statement  
The first chapter includes an introduction to pore-scale network modeling (PNM) 
techniques and Artificial Neural Network (ANN) methodology. First, we start with the 
introduction of calculating threshold capillary pressures and relative permeability curves 
using PNM techniques. We then shift gears by introducing different aspects of Neural 
Network models (e.g., pre- and post-processing steps) and demonstrating some of their 
results with respect to the petroleum engineering. 
1. Pore-scale network models 
Characterization of multi-phase fluid flow through porous media is particularly important 
for a wide range of applications related to the industry or academic research settings (Blunt, 
2017) Porous media can range from geologic formations to synthetic materials designed 
for a particular purpose (e.g., gas separation (Sharak, Samimi, Mousavi, & Bozarjamhari, 
2014), catalysis, etc). With respect to the geologic formations, the challenge arises because 
of the existence of a wide range of scales, pore topologies, wettability, and hysteresis. 
These parameters impact fluid flow behaviors at larger scales of interest. An improved 
understanding of the underlying physics could help us to develop more efficient and 
reliable models to not only predict but also classify flow-related properties in a wide range 
of different porous media.  
Traditionally, large-scale reservoir simulations solve Partial Differential Equations (PDE), 
arising from continuity equations, using various schemes such as Finite Difference Method 
(FDM), Finite Volume Method (FVM) and Finite Element Method (FEM) (Kuwauchi, 
Abbaszadeh, Shirakawa, & Yamazaki, 1996). In these formulations, macroscopic flow 
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properties, such as capillary pressure and relative permeability curves are required to 
update parameters during large-scale simulations (Zolfaghari Shahrak, 2014). These 
parameters have to be either measured experimentally or modeled numerically. 
Experimental measurements usually entail uncertainty. They are also extremely time-
consuming (Alizadeh & Piri, 2014; Arshadi, Zolfaghari, Piri, Al-Muntasheri, & Sayed, 
2017; Drla, Pope, Sepehrnoorl, & Texas, 1993; Honarpour, Koederitz, & Harvey, 1986; 
Oak, Baker, & Thomas, 1990).  
As a result, physically based modeling techniques are developed for the simulation of pore-
scale fluid/fluid displacements, and hence, prediction of the capillary pressure and relative 
permeability curves. The latest developments on pore network models are listed elsewhere  
(Aghaei & Piri, 2015; Blunt, 1998; Piri & Blunt, 2005a, 2005b; Ryazanov, van Dijke, & 
Sorbie, 2009; Arsalan Zolfaghari & Piri, 2017a, 2017b). All of these models have one thing 
in common, i.e., simplified geometries are used for each pore and throat in the network. 
The model relies on the interconnection of pores and throats to accurately represent the 
inherently sophisticated pore space topology in 3D. Building a representative network of 
pores is not a trivial task, as there is no single algorithm that can be used for the extraction 
of representative networks from different rock samples (Dong, 2007; Gesho, M., 
Zolfaghari, A., Piri, M., Pereira, n.d.).  
Researchers use a variety of methods to calculate threshold capillary pressures of given 
displacements in capillary tubes. One of the most commonly used methods is MS-P 
analysis which is based on the minimization of Helmholtz free energy of the corresponding 
displacement (Lago & Araujo, 2001; Mason & Morrow, 1984; Mayer & Stowe, 1965; 
Princen, 1969a, 1969b, 1970) Various approaches were proposed by researchers to 
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calculate pore fluid configurations for different porous media. Thermodynamically 
consistent threshold capillary pressure for every possible pore fluid configuration is 
primarily used by researchers to determine the possible pore fluid occupancies under a 
wide range of flow conditions (Van Dijke & Sorbie, 2006; A. Zolfaghari & Piri, n.d.-a, 
n.d.-b). 
Most researchers used simple regular geometries in their proposed pore network models. 
Empirical correlations have been proposed to calculate threshold capillary pressures based 
on geometrical properties of pore elements (D. Fenwick & Blunt, 1998; D. H. Fenwick & 
Blunt, 1998; Van Dijke et al., 2007; Van Dijke, Lago, Sorbie, & Araujo, 2004; Van Dijke 
& Sorbie, 2003). On the other hand, in their recent work, Zolfaghari and Piri (Arsalan 
Zolfaghari & Piri, 2017a, 2017b) have adopted MS-P method to calculate entry pressures 
for any piston-like displacements relevant to two- and three-phase flow under mixed-wet 
wettability conditions. They particularly used irregular triangular, square, and circular 
cross-sectional shapes and presented the corresponding analytical equations covering a 
wide range of displacements under capillary dominated flow regimes. 
In this work, we extend the application of MS-P analysis to pore cross-sectional shapes of 
randomly generated convex polygons during drainage. We use the calculated threshold 
entry capillary pressures to determine pore fluid occupancies and hence, phase 
conductances in a bundle of parallel capillary tubes. We determine saturations and water 
and oil relative permeabilities following the calculation of multi-phase fluid conductances 
for each capillary tube. The detail of such calculations are listed elsewhere (M. H. Hui & 
Blunt, 2000; Piri, 2003). This model constitutes our base model which is then used to train 
Artifical Neural Networks (ANN) in the second part of this project. In this work, we 
7 
 
propose two ANN approaches to estimate threshold capillary pressure and relative 
permeability curves in a bundle of randomly generated capillary tubes with any arbitrary 
convex polygon cross-sectional shapes. 
 
2. Machine Learning, Neural Network, Deep Learning concepts. 
Neural Network originates from the so-called ‘perceptron’ (Rosenblatt, 1958) which 
contains 3 layers (output layer, input layer, and one hidden layer), and can approximate 
simple function. Until the 1980s the Multi-Layer Perceptron (MLP) was 
proposed(Rumelhart, Hinton, & Williams, 1986) that can somewhat overcome the 
disadvantages of perceptron, MLP is harness feed forward signal transport scheme and 
Sigmoid, Tanh, and so forth. activation functions within neurons to address the 
nonlinearities, the Back-propagation (BP) algorithm (Werbos, 1990) was used to back 
propagate the gradient for weights readjustment during training process. Then MLP with 
more layers was believed to have stronger capabilities to deal with more sophisticated real-
life problems (Bengio, 2009). However, more problems were encountered while the 
network is becoming deeper such as the solutions will be ‘trap’ with local minima and the 
preferred global minima is rarely reached (G.E. Hinton and R. Salakhutdinov, 2006a). 
Another big issue is gradient vanishing during back-propagation when widely used 
Sigmoid activation functions were applied in the deeper network (J. Hochreiter, 1991; S. 
Hochreiter & Frasconi, 2009). Hinton et al. (G.E. Hinton and R. Salakhutdinov, 2006b) 
improved the network performance regarding the gradient vanishing issue in a seven 
hidden layers network by using a ‘pretraining’ technique. Along with some new activation 
functions such as Maxout, ReLU, Leaky ReLU, and so forth. which can be used to avoid 
gradient vanishing or explode in the deep neural network (I. J. Goodfellow, Warde-Farley, 
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Mirza, Courville, & Bengio, 2013; Maas, Hannun, & Ng, 2013). The deep residual network 
even as deep as more than 100 layers without gradient vanishing issues in image 
recognition task (He, Zhang, Ren, & Sun, 2016).  
The Neural Network techniques we mentioned above perform well in various applications, 
but the neurons in each layer are connected to all neurons with adjacent layers (called fully 
connected the network). This would result in a large number of weights or parameters 
needed to be updated during training, and the network has strong probabilities to be over-
fitted and becomes less generalized for various tasks. 
Different Neural Network structures and layers with different functionalities are 
continuously being developed such as Convolutional Neural Network (CNN) (LeCun, 
Bottou, Bengio, & Haffner, 1998; Name et al., 1998), Recursive Neural Network (RvNN), 
Recurrent Neural Network (RNN) (Frasconi, Gori, & Sperduti, 1998; Sperduti & Starita, 
1997), Gate Recurrent Unit (GRU) (Cho et al., 2014), Long-Short Term Memory Network 
(LSTM) (S. Hochreiter & Urgen Schmidhuber, 1997), Sequence to sequence learning 
model(Sutskever, Vinyals, & Le, 2014), Generative Adversarial Network(GAN) (I. 
Goodfellow et al., 2014), to tackle more complex real-world problems. Recent proposed 
‘capsules’ and ‘CapsNet’ concepts by Hinton et al. use ‘dynamic routing’ mechanism 
instead of back-propagation learning scheme. This might completely change the future path 
of the deep learning community. Along with the new network structures and concepts, 
various learning enhancement techniques such as Adam optimizer (Kingma & Ba, 2015), 
training batch normalization (Windows et al., 2014), neurons ‘dropout’ (Srivastava, Hinton, 
Krizhevsky, Sutskever, & Salakhutdinov, 2014) played important role in network 
generalization, stability, and robustness improvement. 
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3. Application of Machine Learning, Neural Networks in reservoir engineering and 
pore network modeling/simulations. 
Due to nonlinearity of Neural Network and some “learning” capabilities in terms of 
regression trend analysis, pattern recognition, feature extraction, multi-class classification 
and generalization, Artificial Neural Network is becoming more and more popular than 
ever before in oil and gas industry and research domain. Petroleum engineering or reservoir 
engineering subsurface problems are extremely complex and non-linear in terms of the 
rock and fluid interactions. One solution for one scenario is good does not mean it will fit 
into another scenario even they are similar based on our knowledge and understanding. 
The fact of Artificial Neural Network will allow the engineer to produce approximate 
results within acceptable tolerance for a specific problem in oil and gas industry, such as 
the permeability prediction based on well loggings, hydraulic fracturing performance 
evaluation, and prediction (Mohaghegh & Ameri, 1995). 
Simple Artificial Neural Network driven by back-propagated training scheme was used to 
predict relative permeabilities from basic rock and fluid properties such as water saturation, 
porosity, interfacial tension, and so forth. (Al-Alawi, Kalam, & Al-Mukheini, 1996; Edris 
Joonaki, 2013; Guler, Ertekin, & Grader, 1999)  Hamada et al. created Neural Network to 
estimate reservoir characterizations from seismic properties and conventional well log data 
(Hamada & Elshafei, 2010). Jreou et al. applied Neural Network to predict oil production 
of the entire oil field from basic wells information along with oil and water 
production/injection history (Jreou, 2012). A systematic workflow which leverages Neural 
Network to petroleum engineering and a case study was presented for water saturation 
prediction in Oman from various well logging data, and validated results by doing a 
comparison with conventional core measurements (Al-Bulushi, King, Blunt, & Kraaijveld, 
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2012). Reichhardt et al. use Neural Network in corporation with Kriging method to predict 
or improve the input data of conventional reservoir simulator. The porosity, permeabilities 
are predicted from well logging and seismic data in such way to do sparse data completion 
for better history matching simulation (Reichhardt & Isaiah, 2013). Some researchers 
harness Neural Network and its derivatives to replace conventional polynomial 
approximation or Kriging method which used in simulations (Bruyelle & Guérillot, 2014). 
Chaki et al. proposed Modular Artificial Neural Network (MANN) as a workflow which 
separates big task into small ones and deals them with the modular network, in the case 
study, the specific module is responsible to specific well log fraction, final reservoir 
characteristics are the combination of the separated predictions (Chaki, Verma, Routray, 
Mohanty, & Jenamani, 2014). Jamshidian et al. applied Multi-Layer Perceptron (MLP) 
network to predict Nuclear Magnetic Resonance (NMR) logging parameters instead of 
using conventional method. Shokooh et al. integrated wavelet (as activation function) and 
Artificial Neural Network to improve the permeability prediction performance (Shokooh 
Saljooghi & Hezarkhani, 2015). Zhong et al. use support vector machine (SVM) with 
mixed kernels function (MKF) ANN methods to create relationship between limited 
conventional well log suites and sparse core data, and predict CO2-reservoir oil minimum 
miscibility pressure (Zhong, 2017; Zhong & Carr, 2016), Gholanlo et al. proposed a new 
radial based function neural network to predict water saturation in carbonate reservoir 
(Gholanlo, Amirpour, & Ahmadi, 2016). With the help of evolutional optimization 
algorithms, Ahmadi et al. combined the algorithms such as GA, PSO and Artificial Neural 
Network to predict oil-water relative permeability in the reservoir from various rock-fluid 
properties, e.g., formation type, wettability type, porosity, water saturation (Ahmadi, 
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Zendehboudi, Dusseault, & Chatzis, 2016). Besides the regression problems, Neural 
Network with unsupervised learning scheme is proposed to do automated rock image 
classifications (Shu, McIsaac, Osinski, & Francis, 2017). 
In pore scale and pore network modeling as well as simulation related topics, some state-
of-the-art techniques and approaches were proposed: Miao et al. developed a new way 
which utilizing Neural Network to estimate the hydraulic conductance from direct CFD 
process for several thousands of 2D capillary tube cross-section, which save lots of 
computation time by Neural Network prediction for new tube cross-section in acceptable 
tolerance (Miao, Gerke, & Sizonenko, 2017a). Applying state-of-the-art generative 
adversarial neural network to pore network image reconstruction and statistical analysis 
was proposed by Mosser et al., the implicit realizations generate from the network can 
somewhat replace the conventional stochastic methods which used in pore network 
reconstruction (Mosser, Dubrule, & Blunt, 2017). Wonjin Yun used and compared Fully 
Connected Network (FCN) and Convolutional Neural Network (CNN) in micro-level fluid 
flow characterization in man-made micromodel fabrication and somewhat to predict the 
potential oil/water configurations in given pore network images (Yun, n.d.). Rabbani et al.  
utilize thin section images analysis to obtain pore network parameters and incorporate with 
Neural Network to do permeability estimation in carbonates (Rabbani, Assadi, Kharrat, 
Dashti, & Ayatollahi, 2017). 
In this thesis, author is using Neural Network approach to estimate entry capillary pressures 
and oil-water relative permeabilities directly from capillary geometries such that basic pore 
network modeling concepts are used to create simple bundle of capillary tubes with 
randomly generated convex polygon cross-sections, and calculate the properties of 
12 
 
simplified two-phase flows in piston-like primary drainage process, Multi-Layer 
Perceptron (MLP) neural networks are generated to predict the capillary pressures of each 
capillary tubes and water/oil relative permeabilities at specific scenario. A systematic 
workflow includes capillary tubes generating, conventional entry pressure and relative 
permeabilities calculation method and MLP training and prediction for corresponding 





2.1 Model description  
 
Figure 2.1 Overall workflow for the study 
Randomly shaped convex polygons or randomly shaped convex polygons with specific 
constraints were generated. Basic statistical analysis of the generated polygons plus blind 
test polygons is conducted to control the generalization of the Neural Network. All tubes 
are filled with water after the threshold capillary pressure is reached, the Non-wetting oil 
14 
 
will invade the tube and occupy the center area of the tube, wetting phase water will be 
sitting at the corners from the cross-section view. 
The configurations of the oil/water within each one of the capillary tubes are extract by 
apply thermodynamically consistent threshold capillary pressure calculations (Zolfaghari 
Shahrak, 2014), then the following water saturation is calculated for each one of the 
capillary tubes. Relative permeability curves are produced by a systematic screening 
process through all tubes to solve the dynamic flow rate for oil and water based one 
previously calculated threshold capillary pressures. Multi-layer perceptron (MLP) Neural 
Networks are created to train the results produced by direct calculations, then do blind 
prediction tests verifications to control the quality of the Neural Network. Neural Network 
structures and hyperparameters are tuned to get a better prediction in fewer computation 
costs. Also, the input sensitivity analysis is performed to reduce the unnecessary input 
parameters. Necessary data preprocessing before Neural Network training and 
postprocessing after prediction are performed based on different approach scenarios. 
2.2 Data and model generation and preprocessing (Random Polygons) 
2.2.1 Software APP for random polygon generation by using random number 
generator and some additional algorithms. 
To generate a large amount of polygon cross-section areas with or without specific 
geometrical property constraints in our study, a small polygon generator application is 






Figure 2.2 Snapshot of the random polygon generator used in this study 
The input parameters and descriptions are listed below: 
• Num_polys: Total number of polygons to be generated. 
• Max_edges: Maximum possible edges/corners of each one of the generated 
polygons. 
• Size_base and size_factor: The two parameters will determine the size of the 
generated polygons. 
• Mesh_level and re-mesh level: These parameters will control the process of finding 
the biggest inscribed radius inside the individual polygon. 
• File _name: After finishing all polygons generating, a structured dataset will be 
saved with the input file name. 
• Constraints for the number of edges:  Limit the minimum and the maximum number 




• Constraints for the size of the polygon: Any polygon generated with the major axis 
direction size which outside the input range will be deprecated, and re-generate 
another polygon until the requirement is satisfied and save to file. 
• Constraints for shape factor: shape factor which can be called circularity, the valid 
range is from 0 to 0.7958 (circle). 
• Constraints for elongation factor: Defined by  (Miao, Gerke, & Sizonenko, 2017b), 
where W and L represent the width and length of the smallest found circumscribed 
rectangle, the factor ranging from 0 to 1. 
• Constraints for convexity factor which defined as the perimeter of convex hull 
divide by the perimeter of the polygon (Miao et al., 2017b) is not available here 
because all of our polygons are convex polygon based on model assumptions, 
which result in same convexity factor. 
All the constraints input can be work individually or combined to provide more flexibility 
in terms of polygon geometry.  
After each one of the polygon candidate that meet all the requirements, the programme will 
run further to automatically the relate polygon geometrical properties such as the 
geometrical center of the polygon, all inner angles and corner half angles for individual 
polygon, area, perimeter. Also, the program will use a hybrid algorithm (see algorithm 1) 






Algorithm 1 Finding largest inscribed circle algorithm 
1. Create mesh grid based on the coordinates of corner points of the original polygon 
2. Do ‘binary erosion’ for the mesh grid iteratively till the threshold for specific 
number/fraction of points left 
3. Find the minimum rectangle which covers all points left from the previous step and 
does mesh grid on the rectangle. 
4. Loop all meshed coordinates and calculate the distances between the testing point and 
all edges of the polygon. 
5. Find the candidate point with the maximum value for ‘minimum distance to all edges’ 
and return the coordinates of the point and use that specific ‘minimum distance to all 
edges’ as the preferred radius. 
2.2.2 Generated specific data structure and format for flexible processing and 
storage. 
At this point, a complete single polygon generating process is finished, the program will 
repeat a certain number of times which is user input previously. Finally, all generated 
polygons with their calculated properties will be merged into structure part of a flexible 
data format, at the same time the input parameters will be merged into the unstructured part 
respectively. 
There are two original input datasets generated by using the random polygon generator:  
• Training dataset 1: The dataset contains 60,000 random polygons without any 
constraints.  The maximum generating edges was set to 10; size base is 1E-6, size 
multiplier is 5, the first level of meshing is 200, 2nd level of meshing is 100. 
• Training dataset 2: The dataset contained 40,000 polygons in total and merged into 
8 parts, each one of those parts has 5000 polygons generated by using same 
generator parameters as training dataset 1, the 8 section has different constraints in 
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terms of polygon geometry, shape factor (circularity) belongs to 0 to 0.02, 0.02 to 
0.04, 0.04 to 0.06, 0.06 to 0.07958 (circle), and elongation factor belongs to 0 to 
0.25, 0.25 to 0.50, 0.50 to 0.75, 0.75 to 1.00 respectively. The reason to create the 
second dataset is trying to make training dataset more generalized that can provide 
enough information of those polygons with ‘slim’ or ‘plate’ like shape. 
Constraints Training Dataset 1 Training Dataset 2 
All random 60,000 5,000 
𝒈𝒄𝒄 ∈ [𝟎, 𝟎. 𝟎𝟐] 0 5,000 
𝒈𝒄𝒄 ∈ [𝟎. 𝟎𝟐, 𝟎. 𝟎𝟒] 0 5,000 
𝒈𝒄𝒄 ∈ [𝟎. 𝟎𝟒, 𝟎. 𝟎𝟔] 0 5,000 
𝒈𝒄𝒄 ∈ [𝟎. 𝟎𝟔, 𝟎. 𝟎𝟕𝟗𝟓𝟖]  0 5,000 
𝒈𝒆𝒍 ∈ [𝟎, 𝟎. 𝟐𝟓] 0 5,000 
𝒈𝒆𝒍 ∈ [𝟎. 𝟐𝟓, 𝟎. 𝟓𝟎] 0 5,000 
𝒈𝒆𝒍 ∈ [𝟎. 𝟓𝟎, 𝟎. 𝟕𝟓] 0 5,000 
𝒈𝒆𝒍 ∈ [𝟎. 𝟕𝟓, 𝟏. 𝟎𝟎] 0 5,000 
Total tubes 60,000 40,000 
Table 2.1 Summary of the training dataset used in this study 
Meanwhile, five different blind verification datasets were generated for blind testing later, 
they have same generator parameters but using different constraints in terms of shape factor 
and elongation factor: 
• Blind test dataset 1: 3,000 random polygons with shape factor from 0 to 0.04. 
• Blind test dataset 2: 3,000 random polygons with shape factor from 0.04 to 0.07958. 
• Blind test dataset 3: 3,000 random polygons with elongation factor from 0 to 0.50. 
• Blind test dataset 4: 3,000 random polygons with elongation factor from 0.50 to 
1.00. 





Blind test dataset Constraints Number of tubes 
Blind test 1 𝑔𝑐𝑐 ∈ [0, 0.04] 3,000 
Blind test 2 𝑔𝑐𝑐 ∈ [0.04, 0.07958] 3,000 
Blind test 3 𝑔𝑒𝑙 ∈ [0, 0.5] 3,000 
Blind test 4 𝑔𝑒𝑙 ∈ [0.5, 1.0] 3,000 
Blind test 5 All random 3,000 
Table 2.2 Summary of the training dataset used in this study 
 
2.3 Datasets generated description and statistical analysis 
After the polygon generation processes, several simple statistical analysis and plots were 
performed to check the data quality and to see if the distribution of the properties is satisfied. 
 
2.3.1 Descriptions and statistical analysis for training dataset 
First, we examined the dataset with 60,000 polygons generated without shape constraints 
and specific size and number of edges constraints.  




Figure 2.3 Selected polygons from training dataset 1 
 




Figure 2.5 Distribution of shape factors (circularity) of polygons within training dataset 1 
 















Figure 2.9 Distribution of shape factors (circularity) of polygons within training dataset 2   
 
Figure 2.10 Distribution of largest inscribed radius inside polygons within training dataset 2 
 
2.3.2 Descriptions and statistical analysis for blind verification dataset 




Figure 2.11 Selected polygons from blind verification dataset 1 (shape factor in [0, 0.04]) 
 
 
Figure 2.12 Distribution of number of edges of polygons within blind verification dataset 1 





Figure 2.13 Distribution of shape factors (circularity) of polygons within blind verification 
dataset 1 (shape factor in [0, 0.04]) 
 
Figure 2.14 Distribution of largest inscribed radius inside polygons within blind verification 




Figure 2.15 Selected polygons from blind verification dataset 2 (shape factor in [0.04, 0.07958]) 
 
Figure 2.16 Distribution of number of edges of polygons within blind verification dataset 2 




Figure 2.17 Distribution of shape factors (circularity) of polygons within blind verification 
dataset 2 (shape factor in [004, 0.07958]) 
 
Figure 2.18 Distribution of largest inscribed radius inside polygons within blind verification 





Figure 2.19 Selected polygons from blind verification dataset 3 (elongation factor in [0, 0.50]) 
 
Figure 2.20 Distribution of number of edges of polygons within blind verification dataset 3 




Figure 2.21 Distribution of shape factors (circularity) of polygons within blind verification 
dataset 3 (elongation factor in [0, 0.50]) 
 
Figure 2.22 Distribution of largest inscribed radius inside polygons within blind verification 





Figure 2.23 Selected polygons from blind verification dataset 4 (elongation factor in [0.50, 1.00]) 
 
Figure 2.24 Distribution of number of edges of polygons within blind verification dataset 4 




Figure 2.25 Distribution of shape factors (circularity) of polygons within blind verification 
dataset 4 (elongation factor in [0.50, 1.00]) 
 
Figure 2.26 Distribution of largest inscribed radius inside polygons within blind verification 









Figure 2.28 Distribution of number of edges of polygons within blind verification dataset 5 (All 




Figure 2.29 Distribution of shape factors (circularity) of polygons within blind verification 
dataset 5 (All random polygons without any constraints) 
 
Figure 2.30 Distribution of largest inscribed radius inside polygons within blind verification 




2.4 Primary drainage threshold capillary pressure(Pcow) and water 
saturation calculations 
2.4.1 Pressure difference within non-circular cross-section capillary tube 
The pressure difference between two fluid interfaces can be obtain by applying Young-












PP   (1) 
 
Where the 𝑃1 and 𝑃2 are the phase pressure for phase 1 and phase 2, 𝑟1 and 𝑟2 are principal 
radii of curvature of the contact interface. Two type of fluid-fluid contact interface within 
angular cross-section capillary tubes instead of forming only one type in circular shaped 
tubes. 
 
Figure 2.31 Main Terminal Menisci (MTM) (a) and Arc Menisci(AM) (b) (Piri, 2003) 
 
AM is formed at the corner of the angular cross-section of a capillary tube which the 
wetting phase is sitting at the corners, and non-wetting phase is located in the center of the 
tube. It is obvious that the curvature of the contact interface which formed AMs are parallel 
to the tube direction if the capillary tube is straight with same inlet and outlet cross-section 
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area. In this scenario if the equation (1) is applied with oil and water two-phase flow in the 












      (2) 
In a polygon cross-section two-phase flow system from AM’s perspective, the fluid-solid 
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owrA    (5) 
Where the 𝛼 is the corner half angle for the specific corner of the polygon cross-section, 
𝑟𝑜𝑤 represent the effective curvature radius of the fluid-fluid contact interface at the corner.  
is the contact angle between the fluid-fluid interface and the solid inner surface, note that 




Figure 2.32 Cross-section of a polygon tube with original configuration (a) and the configuration 
after primary drainage (b), the oil-water contact at corners show the AMs 
 
2.4.2 MS-P method 
The MS-P method is short for Mayer-Stowe-Princen method (Mason & Morrow, 1984; 
Mayer & Stowe, 1965; Princen, 1969a, 1969b, 1970) which described the capillary entry 
pressure calculation method for capillary dominated fluid flow within an angular cross-
section pore/tube. The Helmholtz free energy 𝐹  is minimized to obtain the threshold 
pressure for invading fluid phase within a thermodynamically reversible and piston-like 
only displacement scenario. In such way, the fluid configuration changes for invading 
process associated threshold capillary pressure can be obtained by minimize the Helmholtz 
free energy or in other words making the derivative of Helmholtz free energy to zero. For 
example, an immiscible system which thermodynamic equilibrium is formed, the changing 
















    (6) 
 
Where right-hand side of the Eq. (6) represent the changing of Helmholtz free energy 
contributed by the fluid-fluid and fluid-solid configurations changing before and after 
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invasion, the left-hand side represent the volume changing of phases during invading 
process. 
 
2.4.3 Apply MS-P method for 2 phase flow Primary Drainage displacements 
For two-phase oil displace water drainage process in this study, Eq. (6) can be re-write 
as: 
0 owowososwswsooww dAdAdAdVPdVPdF    (7) 
Combine the equation above and capillary pressure and force balance equations: 
wocow PPP      (8) 
)cos( owowwsos       (9) 
Then we obtain: 
  0)cos(  osowowowocow dAdAdVPdF    (10) 








    (11) 
2.4.4 Quadratic equations derivation and solving for capillary pressure  
From the Eq. (11) the thermodynamically consistent capillary entry pressure for the piston-















































































Where 𝐴𝑝  represent the total area of the convex polygon cross-section. 𝑃 represent the 
perimeter of the polygon cross-section. 















































































The effective curvature radius is obtained by solving the quadratic equation for each 
convex polygon cross-section. Then the corresponding threshold capillary pressure can be 
calculated by Eq. (13) 
2.4.5 Water saturation (Sw) calculations 
From the previous section, we derived the equations for threshold capillary pressure, 
effective curvature radius, and so forth. If specific invading pressure is given for the system, 
the capillary tubes with entry capillary pressure above the given pressure will not be 
invaded, and the oil volume is zero and water volume is the volume of the tube. The tubes 
with entry capillary pressure lower than given pressure will be invaded, and the volume of 
water sitting at corners can be obtained by multiplying cross-section area and the tube 
length. The individual cross-section area within particular corner is calculated by Eq. (5), 
and the total area is a summation of all corner areas, then the rest area which occupied by 
oil in the center is given by total area minus area occupied by water. Now the volume of 
39 
 
water and oil within each one of the tubes can be calculated individually at given invading 
pressure, the total system water/oil saturation is easy to get from all individual tubes. 
2.5 Primary drainage Kro, Krw calculations 
2.5.1 Absolute permeability and conductance  
The absolute permeability as the denominator for relative permeability calculation for each 









    (14) 
Where the 𝜇𝑖 is the viscosity for fluid I, 𝐿 is the length, Δ𝑃 represent the pressure drop 
between inlet and outlet along length direction, 𝐴  is the area of cross-section which 
perpendicular to the fluid flow direction, 𝐾  represent the absolute permeability of the 
system, 𝑞𝑖
𝑡𝑜𝑡𝑎𝑙 represent the total flow rate of fluid 𝑖. 
The conductance of fluid phase in the tube is calculated before calculating relative 
permeabilities. The conductance can be obtained by direct solve Navier-Stokes equations 
numerically or use the empirical correlations from numerical solutions, Miao et al. use 
Neural Network to predict hydraulic conductance from the Computation Fluid Dynamics 
(CFD) software COMSOL results. In this thesis, we are not focusing on conductance 
estimation, simple correlations and interpolations methods are used in our study. There are 
three conductance calculation equations for triangular, square and circular cross-section 

















g        (17) 
Where 𝐺 is the shape factor of the cross-section, 𝐴 is the area of the cross-section, μ is the 
viscosity of the fluid. The conductance factor here for convex polygons are obtained by 
interpolation of the three geometries mentioned above. The actual single-phase flow rate 





q       (18) 
Where 𝑔 is the conductance, 𝐿 is the length of the tube and ΔP is the pressure difference 
between inlet and outlet of the capillary tube. 
2.5.2 Relative permeability calculations (including sw_area) 
The relative permeabilities for the specific fluid phase in a multi-phase flow system are 
obtained by dividing the phase flow rate in the system by the total flow rate when there is 










      (19) 
From the last section, we calculated the single-phase flow rate, and in multi-phase flow, 
conductance for each fluid phase can be obtained by various methods, the equation 


























       (21) 





(3       (23) 
Where Acorner is the area of the corner occupied by water, 𝛼 is corner half angle, 𝜇 is 
viscosity of the fluid sitting at corners (here is water),  𝑓 will be zero if free boundary 
condition is considered between fluid-fluid contact interface, if no-flow boundary is 
considered here then 𝑓 is set to 1. In our calculation, we consider no-flow boundary at 
interface. 
Then the total conductance of water sitting at corners are obtained by summation of the 









_     (24) 
The conductance of oil which sitting in the center of the tube is calculated by the equation 
from Eq. (15, 16, 17) with the interpolated factor value. 
Then the flow rate for each phase within an individual capillary tube can be calculated by 
Eq. (18) with given test pressure, relative permeability values for certain testing pressure 
are solved. When a series of testing pressures are given, the relative permeability curves 
will be obtained by a series invading test and properties calculation process. 
2.6 Neural Network training/prediction development 
2.6.1 Overview of Neural Network approach 
In our study, various Multi-Layer Perceptron (MLP) Neural Networks are created by 
utilizing Keras(Chollet & others, 2015)., which is running on top of open sourced 
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Google Tensorflow (Abadi et al., 2016) Neural Network framework, it provides powerful 
and flexible foundations and APIs for researchers and industry users based on creating a 
computation graph.  
Several customized pre-processing and post-processing modules are written for feature 
selection, data normalization, training visualization, model prediction and blind 
verification, prediction and calculation result comparison and plotting, and so forth. 
  
Figure 2.33 Schematic plot for Multi-Layer Perceptron (MLP) network 
 
Two type of Neural Network training and prediction patterns are built for our purpose: 
• Approach 1: Build Neural Network just for threshold capillary pressure prediction 
based on the input data which related to tube cross-section geometrical properties.  
 
• Approach 2: Trying to build Neural Network and predict threshold capillary 
pressures and water, oil relative permeabilities simultaneously without building two 
separate models. The first approach is relatively easy to do because the threshold 
capillary pressures are strongly related to the geometry of the cross-section areas 
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from the derivation in previous chapters, all bundle of parallel capillary tubes is 
independent of each other in terms of entry capillary pressure and invasion status.  
In such cases, simple machine learning or Neural Network is capable of capturing 
the correlations between input parameters and output threshold capillary pressures. 
However, relative permeabilities are generated from a series invasion tests based 
on a series testing pressures. Different testing pressure will result in a different 
number of capillary tubes that is invaded, and with increasing testing pressure, the 
water-oil configurations for those tubes have already been invaded will slightly 
change, so the real-time conductances are dynamically changing then led to 
changing flow rate and relative permeability values. Testing pressures must be one 
of the input features, but it is not ‘directly’ correlate with most of the inputs, such 
as the geometrical properties of the polygons, also the number of testing pressure 
does not necessarily have the same shape with other inputs, i.e., they are not 
compatible with each other as the same input dataset.  
The first approach is straightforward and only for threshold capillary pressure estimation, 
after some Neural Network experiments, we obtained satisfactory results, but not capable 
of tackling the relative permeability problems. In this thesis, we are mainly focused on the 
second approach and present a potential way to reach the point. 
 
2.6.2 Training data formulation for Pcow, Kro, Krw prediction 
(1) Ideas 
For approach 1, there’s no need to reconstruct the original training dataset because of the 
features and properties of each one of the capillary tubes are independent of others. 
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For approach 2, the overall idea is to ‘discretize’ the original datasets in terms of the testing 
pressures for the system. In order to force Neural Network to learn the non-linear behaviors 
among inputs and outputs, input dataset is modified to standard Neural Network input 
format that each one of the polygon properties data line will be copied and repeat then 
correspond to every assigned testing pressure, and then calculate the 𝑃𝑐𝑜𝑤, 𝐾𝑟𝑜 and 𝐾𝑟𝑤, 
water-saturated area (𝑆𝑤_𝑎𝑟𝑒𝑎), water-saturated area fraction (𝑆𝑤_𝑓𝑟𝑎𝑐) for each one of 
the ‘tube, test pressure combination’. The reconstructed training dataset could be huge and 
direct calculation for that huge dataset is extremely computation expensive, so that we use 
random sampling method to extract certain number of polygons from original dataset and 
calculate all ‘discretized.’ properties as part of training data. Perform sampling at 
satisfactory times, e.g. extract 100 tubes from 5000 original tubes and calculate related 
properties then combine all results as final training dataset after doing 1000 times of 
sampling. Properties calculation on small number of capillary tubes is much faster than in 
larger dataset, so each one of the ‘sampling-capillary pressure calculation -relative 
permeability related parameters calculation’ iteration cost few seconds on my desktop 
computer, huge training dataset is constructed in small amount of time which might be 
enough in terms of individual capillary tube coverage and ‘tube - test pressure combination’ 
coverage. 
Note that the reason for creating two intermediate predicting variables 𝑆𝑤_𝑎𝑟𝑒𝑎  and 
𝑆𝑤_𝑓𝑟𝑎𝑐 is that the water saturated area within one tube is a very small number but water 
saturation (fraction) is between 0 and 1, the neural network performance will be evaluate 




 (2) Procedures and results 
The strategy and procedure for sampling in this study are randomly select 100 capillary 
tubes from all capillary tubes, and calculate the corresponding threshold capillary pressures. 
After finding the minimum and maximum threshold capillary pressures within the selected 
samples, a 100 evenly separated testing pressure array will be created based on the two 
values. Relative permeability related properties are calculated based on the 100 selected 
capillary tubes and the 100 testing pressures, then save all results into a specific data format. 
The program will randomly select another 100 tubes and repeat all process until 1000 
iterations reached. All results will be combined into one dataset as input for Neural 
Network training process. A dedicated application for such preprocessing and some post-
processing is developed to preprocess training/blind test datasets, see Figure 2.34. 
 




2.6.3 NN input features selection 
For approach 1, the output feature would be only 𝑃𝑐𝑜𝑤  (threshold capillary 
pressure), and the potential input parameters would be combination of geometrical 
properties of polygon cross-section area, namely, area (𝐴), perimeter (𝑃), number 
of edges/corners (𝑛), largest inscribed radius (𝑅𝑖𝑛), shape factor (𝑔_𝑐𝑐), elongation 
factor (𝑔_𝑒𝑙).  
For approach 2, besides all the input features mentioned in approach 1, the 
generated 𝑃𝑡𝑒𝑠𝑡 data array should be adding into the training dataset as well, also 
according to the ideas of approach 2 in previous section, 4 outputs were assigned 
to the training system: threshold capillary pressure 𝑃𝑐𝑜𝑤 , the oil flow rate for 
individual capillary tube at a specific testing pressure 𝑞𝑜, the water flow rate for 
individual capillary tube at specific testing pressure 𝑞𝑤 , and the actual water 
saturated cross-section area within individual capillary tube at specific testing 
pressure 𝑆𝑤_𝑎𝑟𝑒𝑎  or 𝑆𝑤_𝑓𝑟𝑎𝑐 . In such case 𝑃𝑐𝑜𝑤  and the rest 3 ‘discretized’ 
parameters can be combined and feed into Neural Network. 
 
2.6.4 Neural Network structure creation and activation functions 
For approach 1, we believe simple Neural Network structure is good enough to 
catch the correlations between input and output, but to validate our speculation, 3 
Neural Network model are generated, one base mode, one with wider hidden layer, 
one with wider and deeper hidden layers: 
• Model A1-T1-H [5]: Single hidden layer with five neurons, Training dataset 




Figure 2.35 Network structure for one hidden layer with 5 neurons 
 
• Model A1-T2-H [5]: Single hidden layer with 5 neurons, Training dataset 
No.2 is input for this model.  
•  Model A1-T1-H [10]: Single hidden layers with 10 neurons (Figure 2.36) 
 
Figure 2.36 Network structure for one hidden layer with 10 neurons 
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• Model A1-T1-H [5, 5] Two hidden layers with 5 neurons for each one of 
them (Figure 2.37) 
 
Figure 2.37 Network structure for two hidden layers and 5 neurons in each layer 
• Model A1-T1-H [10,10] Two hidden layers with 10 neurons for each one 
of them (Figure 2.38) 
 
Figure 2.38 Network structure for two hidden layers and 10 neurons in each layer 
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These 3 models are using all 6 input parameters as training data, a separate input 
data sensitive analysis is in 2.6.9. 
For approach 2, more complexity is adding into the system, and training dataset is 
significantly larger than the one in approach 1. We presume that more hidden layers 
with more neurons would produce better results. After some trial and errors, the 
results showed that the model with single hidden layer with fewer neurons still 
performs well (see the results in 2.6.9 sensitivity analysis). We present a network 
structure that produces better results with 3 hidden layers and 200, 100, 50 neurons 
respectively. Also in approach 2 we tried two schemes for 𝑆𝑤  training and 
prediction and created two models, which would result in 2 different post-
processing approaches:  
• Model A2-T1-H [200,100,50]-Sw_area 
In this model, besides the 𝑃𝑐𝑜𝑤 , 𝑞𝑜 , 𝑞𝑤  as output parameters, the actual 
water saturated area within individual capillary tube at specific testing 
pressure (𝑆𝑤_𝑎𝑟𝑒𝑎) was used as last output parameter during training and 
prediction process. Training dataset No.1 is input for this model. 
• Model A2-T2-H [200,100,50]-Sw_area 
Change training input to training dataset 2, rest of them are same with 
Model A2-T1-H [200,100,50]-Sw_area 
• Model A2-T1-H [200,100,50]-Sw_frac 
In this model, besides the 𝑃𝑐𝑜𝑤 , 𝑞𝑜 , 𝑞𝑤  as output parameters, the water 
saturated area fraction (𝑆𝑤_𝑓𝑟𝑎𝑐) was used as last output parameter during 
training and prediction process. Training dataset No.1 is input for this model. 
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• Model A2-T2-H [200,100,50]-Sw_frac 
Change training input to training dataset 2, rest of them are same with 
Model A2-T1-H [200,100,50]-Sw_frac 
 
In these two models, all 6 input parameters previously mentioned plus 𝑃𝑡𝑒𝑠𝑡 were 
used in training Neural Network, sensitivity analysis in terms of input parameters 
for approach 2 see section 2.6.9. 
The Neural Network structure for approach 2 is showing in Figure 2.38 (Due to 
space limitation, plot created with double hidden layers with 10 neurons in each 
one of the layers as the demonstration) 
 
Figure 2.39 Demonstration of network structure for approach 2 
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Another important setup needs to be done during Neural Network structure creation 
is to assign activation functions within each one of the layers except first input layer. 
Each one of the activation functions resides within in one neuron would do ‘input 
receiving - signal processing - forward result to next neuron’ working cycle during 
the training process. 
 
Figure 2.40 Simple schematic plot for activation function 
After multiplications and summations of inputs and weights, the corresponding 
activation function would behave like a ‘scaling’ function that re-scale the output 
values before forwarding information to neurons in next layer. Through this way, 
the non-linearities are introduced to the system which could be used to do 
approximation for any non-linear functions or non-linear system. 
Without activation functions, the feedforward process would become the results of 
linear functions, in other words, the outputs of each layer are a linear function of 
inputs from the previous layer, thereafter the inputs and outputs would of the Neural 
Network form the results of linear combinations which has poor performance for 
solving non-linear problems. For a typical regression problem in our study, there 
are three most popular activation functions used in Neural Network training: 
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• Sigmoid: Sigmoid activation function (Han & Moraga, 1995) is widely 
used activation function for quite a long period. See Eq. (25) and Figure 
2.40, the function would ‘re-scale’ input values into the range of 0 and 1. 
Sigmoid has been popularly used before but rarely used in today’s Neural 
Network structure because of the following disadvantages: 
(1) Gradient vanishing or exploding could be easily happened for Neural 
Network with more than 2 layers by using the Sigmoid function, so it 
worked well in previous one hidden layer network but failed in today’s 
deep neural network. 
(2) Non-zero-centered (output zero when the input is locating in the center 
of the range) is not suitable for maintaining training stability; the 









Figure 2.41 Sigmoid and Tanh activation function 
• Tanh: Tanh activation function can be described as a ‘re-scaled’ version of 
the Sigmoid function, see Eq. (26) and Figure 2.40, the results from Tanh 
is scale to range from -1 to 1, the advantage of Tanh from Sigmoid is Tanh 
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is a zero-centered function which would produce more desirable non-
linearity than Sigmoid (Li, n.d.; Weisstein, n.d.)  
Tanh(𝑥) =  
2
1 + 𝑒−2𝑥
− 1 (26) 
 
• ReLU: Rectified Linear Unit (Relu) is one of the most popular activation 
functions used in Neural Networking training due to the simplicity, fast 
calculation scheme and stabilities (Glorot, Bordes, & Bengio, 2011; Maas 
et al., 2013). Compared to Tanh and Sigmoid function mentioned above, 
Relu functions has several advantages: 
(1) From the equation and function graph, Relu can be implemented by fast 
checking the threshold at zero, 𝑓(𝑥) = max (0, 𝑥) , zero will be 
produced when the input less than zero and 1 will be output when input 
is greater than 0. Without any relative computation expensive operations 
such as exponential operations in Sigmoid and Tanh functions, the 
overall computation would be much faster. 
(2) Relu function would result in much faster convergence speed regarding 
the gradient descent based optimizations, 6 times speedup compared to 
Tanh activation function was reported based on SGD optimizer 
(Krizhevsky, Sutskever, & Hinton, 2012).  
But one should be careful with controlling the learning rate when choose 
Relu as activation functions because the specific neuron might suffering 
‘deactivate’ or ‘die’ in some scenarios, such as when the neuron and Relu 
function are dealing with a large gradient which due to high learning rate, 
the unit may not be activated again then led to negative impact on the entire 
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Neural Network performance, so a small or moderate learning rate would 
produce better quality network even there is some learning speed decrease. 
𝑓(𝑥) = {
0, 𝑤ℎ𝑒𝑛 𝑥 < 0




Figure 2.42 Rectified Linear Unit (ReLU) activation function and the training convergence 




Figure 2.43 Comparison for Sigmoid, Tanh and ReLU activation function (Moujahid, 2016) 
 
Relu activation function is selected in all hidden layers within each one of the 




2.6.5 Importing data preprocessing 
Preprocessing input data is necessary before feeding them into Neural Network. 
Multi-layer Perceptron Neural Network will adjust the weights by optimizing the 
gradients within each training iteration to obtain better fitting results.   
Before training, all the weights will be randomly initialized before training process. 
If the training input data is larger or even larger than several orders of magnitude 
compare to initial weights, also the weights and gradients calculations which 
involve lots of multiplication operations, the values would possibly decrese to a 
very small number, even computer is not capable of dealing with (then will be zero) 
when lots of weights are small number less than 1. On the other hand, many values 
greater than 1 present and been multiplied multiple times would result in a huge 
number, in such cases the Neural Network will encounter instability issues which 
described as gradients vanishing and/or gradients exploding (Nielsen, 2015). 
For those reasons mentioned above, the original input data usually been 
standardized or transform into a specific range, e.g., 0 to 1. In this thesis, a useful 
tool StandardScaler, MinMaxScaler in scikit-learn Python data mining, 
analysis, and machine learning package are used to preprocess all input  
data before training (Pedregosa & Varoquaux, 2011). Note that the keeping the 
scaler parameters or scaler instance is useful for inverse transforming after Neural 




2.6.6 Hyperparameter selections, NN training, and validation. 
Several hyperparameters need to be set before training: 
• Number of Epochs: Maximum number of training iterations, training will 
stop when the number is reached. For our study, 10 epochs are good enough. 
• Batch size: Number of input data samples that are passing through basic 
training cycle and updating gradients, in other words, partition big training 
task into small parts, which would result in less memory using and faster 
training process in most cases. 512 is used in this study. 
• Loss function: Defined to describe the errors for the current state of NN 
which will be incorporated with the optimizer to improve the NN 
performance during each training iteration. Many loss functions can be used 
in this task, most popular loss function for classification problem is Cross 
Entropy Loss (Goodfellow, Ian, Bengio, Yoshua, Courville, 2016), we use 
another popular loss function which mostly used in regression problem: 








• Optimizer: Various gradient descent based optimization algorithms can be 
applied to Neural Network training process (Ruder, 2016). The purpose of 
using optimizer is to find a set of optimal weights that minimize the errors 
(Described as loss function) within each training iteration. Widely used 
optimizer such as Stochastic gradient descent (SGD), RMSprop, Adagrad, 
Adaptive Moment Estimation (Adam) (Kingma & Ba, 2015), Adadelta, and 
so forth., could be applied to various Neural Network scenarios. Adam 
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optimizer is select for our study with default optimizer parameters from 
original article (Kingma & Ba, 2015),  
• Early stopping criteria: The training process will stop when specific 
criteria are reached, such as training R-Square score or testing R-Square 
scores, or some other customized stopping criteria can be defined to control 
the early stopping behavior. Testing R-Square score 0.995 is set as an input 
in this study. 
 
• Test fraction: Fraction value ranging from 0 to 1 which determine the 
splitting fraction of training and internal validation data, 0.2 is used in our 
study which means the program will randomly select 20% of input data as 
validation and rest of 80% data as training data. 
 
• Data scaling: Option to do preprocessing for input data or not, see detailed 
descriptions in section 2.6.5. Input data was scaled to range from 0 to 1 in 
this study.   
• Computing device options: Option for select computation device if the 
platform equipped with single or multiple Graphics Processing Unit (GPU), 
the computation expensive matrix multiplication can be transfer to GPU for 
massively parallel computing, also the number of CPU threads can be select 
for training if CPU only mode is selected.  
The Neural Network will start training after setting up all hyperparameters. Several 
customized callbacks functions will be activated during each training iteration 
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to monitor the entire training process such as writing customized logs, visualization 
and calculate R-Square scores based on each training-prediction cycle. The training 
model including all weights and Neural Network configurations will be saved 
automatically or manually as long as the training is complete. 
 
2.6.7 Post-processing for model prediction results 
 
Before doing blind tests, the dataset should also use same software application used 
in section 2.6.2 to preprocess input data but does not need to do sampling thousand 
times, just use the same ‘discretize’ scheme to run only once to reconstruct the input 
format which would be exactly same as training inputs. Meanwhile, the application 
will do all direct calculations to solve threshold capillary pressures for each one of 
the tubes and 𝐾𝑟𝑜, 𝐾𝑟𝑤 values for each one of the tubes at a series assigned testing 
pressures to prepare the calculated results for comparison later.  
The ‘MinMaxScaler’ instance with previously saved scaler parameters is loaded to 
normalize input data before feed into well trained Neural Network to make 
predictions. After preprocessing, the program will load previously saved model 
configuration file, Neural Network weights file and some other customized log file 
to construct a new computation graph then compile with same hyperparameters 
previously used. Now the compiled model can predict blind test results by feed 
preprocessed blind test input data. 
• Prediction for Approach 1: 𝑃𝑐𝑜𝑤 only: 
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In approach 1 one set of input polygon geometrical properties is correlated 
to one 𝑃𝑐𝑜𝑤, the prediction is independent with each other, so the only step 
need to be done after Neural Network prediction is inverse transform the 
results to actual value scale, then the comparison between predict values 
and calculate values can be easily perform. 
 
• Prediction for Approach 2: 𝑃𝑐𝑜𝑤, 𝑞𝑜, 𝑞𝑤, 𝑆𝑤_𝑎𝑟𝑒𝑎 or 𝑆𝑤_𝑓𝑟𝑎𝑐: 
In approach 2 the 𝑃𝑐𝑜𝑤 can be predicting directly as approach 1 does, for 𝑞𝑜 
and 𝑞𝑤, a series of summation calculations based on data grouped by each 
one of the testing pressure are performed to produce a list of summed 
oil/water flow rate at specific testing pressure. If the model train and predict 
𝑆𝑤_𝑎𝑟𝑒𝑎 , the overall water saturated area for entire system can be 
calculated by do summations for predict 𝑆𝑤_𝑎𝑟𝑒𝑎 based on data grouped by 
each one of the testing data directly; if 𝑆𝑤_𝑓𝑟𝑎𝑐 is selected to participate in 
training and predicting, the predict fraction array need to multiply the 
polygon areas array to obtain the actual water saturated area list, then do 
summation based on data grouped by each testing pressure. 
Finally, the predicted 𝑆𝑤 with respect to each testing pressure can be obtain 
by divide summation of all polygon areas. 
 
Before calculating the relative permeabilities, the fixed single oil/water flow 
rate values need to be calculated based on equation (28), (29) for each one 
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 To obtain 𝑔𝑓𝑎𝑐𝑡𝑜𝑟
𝑖 , some researchers use Computation Fluid Dynamics 
(CFD) method with commercial software such as COMSOL to get the values from 
direct solving the fluid flow equations (Miao et al., 2017b), also they tried to use 
Neural Network to predict hydraulic conductance. The main focusing of our study 
is trying to use Neural Network to predict 𝑃𝑐𝑜𝑤, 𝐾𝑟𝑜 and 𝐾𝑟𝑤 directly, so we jump 
over the conductance predicting and just perform simple interpolation to get the 
coefficients based on data proposed by another researcher (Piri, 2003). 













The Neural Network prediction quality will be examined after finishing all 
postprocessing workflow, the coefficient of determination (𝑅2) (Miles, 2014) is 
calculated by 1 minus residual sum of square over total sum of square, see Eq. (34) 
 
𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑓𝑖)
2𝑛
𝑖=0  














combined with actual and prediction data cross-plot are used for quality control, 
also the final prediction and calculate results comparison plots for  𝑃𝑐𝑜𝑤, 𝐾𝑟𝑜,  
𝐾𝑟𝑤 would be the useful verification. 
2.7 Neural Network structure analysis and adjustment 
Although some researchers proposed the Neural Network with one hidden layer can 
perform well, and can predict non-linear behaviors with arbitrary precision (Krose & Smagt, 
1996). However, with the development of deep learning theory (LeCun, Bengio, & Hinton, 
2015) and related applications which becoming more and more popular in many areas, 
wider and deeper network structure would be more representative for complex tasks. 
However, we would like to reduce the size of the network to save computation resources 
and avoid over-fitting if the prediction quality is still satisfied. The structure analysis is 
performed by changing different network structures to train and test the corresponding 
Neural Network for the same dataset and evaluate the performance. Same training 
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parameters and hyperparameters are used for the training and predicting tests; the only 
changes are network structures (Number of hidden layers and number of neurons). Since 
the training dataset 2 is more generalized than dataset 1 (see results from 3.1), training 
dataset 2 is select for network structure test for approach 1 and approach 2. 
2.8 Sensitivity analysis for input features 
 
The Artificial Neural Network or some other statistical model may have problems when 
dealing with a large number of input parameters or inputs. Not only we concern about the 
huge meaningless dataset will cost more computation time, but also there might have some 
close related input parameters in the dataset which might cause redundancy and over-fitting 
issues (May, Dandy, & Maier, 2011). We have a limited number of inputs in the study so 
that basic trial and error approaches are performed to address the impact on the network 
performance  
For approach 1, one hidden layer with 5 neurons MLP network is used for all models with 
different combinations of input parameters. For approach 2, one hidden layer with 10 
neurons MLP network is used for all testing models with a designed combination of input 
parameters. The training and validation accuracy scores would be the Neural Network 
performance indicator. 
We conducted the analysis based on keep output parameter(s) fixed and changing the input 
parameters, and evaluate the performance of different scenarios either for approach 1 or 
approach 2, see results in section 3.2. 
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2.9 Process speed analysis for conventional method and Neural Network 
approach 
The direct Multi-phase fluid flow simulation in pore-scale is time-consuming, the 
computation expensive process still needs high computation resource even in simplified 
pore-network modeling and simulation approaches, especially when more complex pore 
geometries, connectivity, and heterogeneity are introduced into the system.  
We compared the time used for conventional calculations and our Neural Network 
predictions for models with various size. The results in section 3.4 shows the benefits of 






3.1 Results for 𝑷𝒄𝒐𝒘, 𝑲𝒓𝒐, 𝑲𝒓𝒘 validation of blind tests 
𝟑. 𝟏. 𝟏 𝑷𝒄𝒐𝒘 blind tests for Approach 1: (5 neurons single layer) 
(1) Model from training dataset 1(60,000 random polygons) 
 
Figure 3.1 Cross-plot and comparison plot for test data with shape factor from 0 to 0.04 for 
training dataset 1 by approach 1 
 
Figure 3.2 Cross-plot and comparison plot for test data with shape factor from 0.04 to 0.07958 for 




Figure 3.3 Cross-plot and comparison plot for test data with elongation factor from 0 to 0.5 for 
training dataset 1 by approach 1 
 
 
Figure 3.4 Cross-plot and comparison plot for test data with elongation factor from 0.5 to 1 for 




Figure 3.5 Cross-plot and comparison plot for test data with 3,000 random polygons for training 
dataset 1 by approach 1 
 
As figures show above, most of the results from this model produced relatively 
good results in terms of either R-Square score (0.971-0.992) or the comparison 
plots, the overall correlation trends between input geometrical properties and 𝑃𝑐𝑜𝑤 
are learned, even there are some oscillations within the prediction scatter points. 
The results from test dataset 1 with smaller shape factor (0 - 0.04) has more 
oscillated scatter points and relative lower R-Square score (0.909), also obvious 
deviation from prediction and actual at high 𝑃𝑐𝑜𝑤 section can be found. One of the 
reasonable explanation is that the training dataset 1 contains all random polygons 
and most of them has the shape factor around center of the range (around 0.04), less 
number of polygons with ‘non-circular’ shape will lead to less representative of the 









(2) Model from training dataset 2 
 
Figure 3.6 Cross-plot and comparison plot for test data with shape factor from 0 to 0.04 for 
training dataset 2 by approach 1 
 
 
Figure 3.7 Cross-plot and comparison plot for test data with shape factor from 0.04 to 0.07958 for 




Figure 3.8 Cross-plot and comparison plot for test data with elongation factor from 0 to 0.5 for 
training dataset 2 by approach 1 
 
Figure 3.9 Cross-plot and comparison plot for test data with elongation factor from 0.5 to 1 for 




Figure 3.10 Cross-plot and comparison plot for test data with 3,000 random polygons for training 
dataset 2 by approach 1 
 
The results from test dataset 1 is improved somewhat confirmed the assumption 
from previous blind test for test dataset 1, but the rest of the blind verifications 
appeared to be slightly degradation of predicting quality which is believed due to 
the ‘non-smoothness’ properties distribution of training dataset 2 (see Figure 2.8-
2.9) 
 
𝟑. 𝟏. 𝟐 𝑷𝒄𝒐𝒘, 𝑲𝒓𝒐, 𝑲𝒓𝒘 blind tests for Approach 2: (3 hidden layers, [200,100,50]) 
(1) Model from training dataset 1(60,000 random polygons) 




Figure 3.11 Pcow, Sw, Kro, Krw cross-plot for test data with shape factor from 0 to 0.04 for 
training dataset 1 by approach 2 (Sw_area in output) 
 
Figure 3.12 Pcow comparison plot for test data with shape factor from 0 to 0.04 for training 






Figure 3.13 Kro/Krw comparison plot for test data with shape factor from 0 to 0.04 for training 




Figure 3.14 Pcow, Sw, Kro, Krw cross-plot for test data with shape factor from 0.04 to 0.07958 
for training dataset 1 by approach 2 (Sw_area in output) 
 
Figure 3.15 Pcow comparison plot for test data with shape factor from 0.04 to 0.07958 for 




Figure 3.16 Kro/Krw comparison plot for test data with shape factor from 0.04 to 0.07958 for 
training dataset 1 by approach 2 (Sw_area in output) 
 
Figure 3.17 Pcow, Sw, Kro, Krw cross-plot for test data with elongation factor from 0 to 0.5 for 




Figure 3.18 Pcow comparison plot for test data with elongation factor from 0 to 0.5 for training 
dataset 1 by approach 2 (Sw_area in output) 
 
Figure 3.19 Kro/Krw comparison plot for test data with elongation factor from 0 to 0.5 for 




Figure 3.20 Pcow, Sw, Kro, Krw cross-plot for test data with elongation factor from 0.5 to 1 for 
training dataset 1 by approach 2 (Sw_area in output) 
 
Figure 3.21 Pcow comparison plot for test data with elongation factor from 0.5 to 1 for training 




Figure 3.22 Kro/Krw comparison plot for test data with elongation factor from 0.5 to 1 for 
training dataset 1 by approach 2 (Sw_area in output) 
 
Figure 3.23 Pcow, Sw, Kro, Krw cross-plot for test data with all random polygons for training 




Figure 3.24 Pcow comparison plot for test data with all random polygons for training dataset 1 by 
approach 2 (Sw_area in output) 
 
Figure 3.25 Kro/Krw comparison plot for test data with all random polygons for training dataset 1 




Five sets of plots above represent the blind verification results by model from 
training dataset 1 in approach 2 with 𝑆𝑤_𝑎𝑟𝑒𝑎  as one of the output parameter. 
Similarly, relative bad results can be found in results from test dataset 1, low R-
Square score for 𝐾𝑟𝑤  (0.4863), good in R-Square score for 𝑃𝑐𝑜𝑤  but obvious 
deviation in comparison plot (Figure 3.12), the predict relative permeability curves 
are not acceptable as well (Figure 3.13). 
Also for the results from test dataset 4 (elongation factor belongs to (0.5,1)) shows 
the slightly worse than rest of the test data prediction (Figure 3.21 and Figure 3.22) 
can also due to the training dataset is not contain enough polygons with ‘more 
elongated’ polygons. Notably, the predictions of 𝑃𝑐𝑜𝑤 in approach 2 are much better 
than in approach 1 in terms of the final comparison plots  
 





Figure 3.26 Pcow, Sw, Kro, Krw cross-plot for test data with shape factor from 0 to 0.04 for 
training dataset 1 by approach 2 (Sw_frac in output) 
 
Figure 3.27 Pcow comparison plot for test data with shape factor from 0 to 0.04 for training 




Figure 3.28 Kro/Krw comparison plot for test data with shape factor from 0 to 0.04 for training 
dataset 1 by approach 2 (Sw_frac in output) 
 
Figure 3.29 Pcow, Sw, Kro, Krw cross-plot for test data with shape factor from 0.04 to 0.07958 




Figure 3.30 Pcow comparison plot for test data with shape factor from 0.04 to 0.07958 for 
training dataset 1 by approach 2 (Sw_frac in output) 
 
Figure 3.31 Kro/Krw comparison plot for test data with shape factor from 0.04 to 0.07958 for 




Figure 3.32 Pcow, Sw, Kro, Krw cross-plot for test data with elongation factor from 0 to 0.5 for 
training dataset 1 by approach 2 (Sw_frac in output) 
 
Figure 3.33 Pcow comparison plot for test data with elongation factor from 0 to 0.5 for training 




Figure 3.34 Kro/Krw comparison plot for test data with elongation factor from 0 to 0.5 for 
training dataset 1 by approach 2 (Sw_frac in output) 
 
Figure 3.35 Pcow, Sw, Kro, Krw cross-plot for test data with elongation factor from 0.5 to 1 for 




Figure 3.36 Pcow comparison plot for test data with elongation factor from 0.5 to 1 for training 
dataset 1 by approach 2 (Sw_frac in output) 
 
Figure 3.37 Kro/Krw comparison plot for test data with elongation factor from 0.5 to 1 for 




Figure 3.38 Pcow, Sw, Kro, Krw cross-plot for test data with all random polygons for training 
dataset 1 by approach 2 (Sw_frac in output) 
 
Figure 3.39 Pcow comparison plot for test data with all random polygons for training dataset 1 by 




Figure 3.40 Kro/Krw comparison plot for test data with all random polygons for training dataset 1 
by approach 2 (Sw_frac in output) 
By test using 𝑆𝑤_𝑓𝑟𝑎𝑐 as one of the output parameter instead of train and predict 𝑆𝑤_𝑎𝑟𝑒𝑎, 
we found that the results from this approach is worse than 𝑆𝑤_𝑎𝑟𝑒𝑎 approach especially in 















(2) Model from training dataset 2 
(i) Output parameter include 𝑆𝑤_𝑎𝑟𝑒𝑎 
 
Figure 3.41 Pcow, Sw, Kro, Krw cross-plot for test data with shape factor from 0 to 0.04 for 









Figure 3.42 Pcow comparison plot for test data with shape factor from 0 to 0.04 for training 
dataset 2 by approach 2 (Sw_area in output) 
 
Figure 3.43 Kro/Krw comparison plot for test data with shape factor from 0 to 0.04 for training 




Figure 3.44 Pcow, Sw, Kro, Krw cross-plot for test data with shape factor from 0.04 to 0.07958 
for training dataset 2 by approach 2 (Sw_area in output) 
 
Figure 3.45 Pcow comparison plot for test data with shape factor from 0.04 to 0.07958 for 




Figure 3.46 Kro/Krw comparison plot for test data with shape factor from 0.04 to 0.07958 for 
training dataset 2 by approach 2 (Sw_area in output) 
 
Figure 3.47 Pcow, Sw, Kro, Krw cross-plot for test data with elongation factor from 0 to 0.5 for 




Figure 3.48 Pcow comparison plot for test data with elongation factor from 0 to 0.5 for training 
dataset 2 by approach 2 (Sw_area in output) 
 
Figure 3.49 Kro/Krw comparison plot for test data with elongation factor from 0 to 0.5 for 





Figure 3.50 Pcow, Sw, Kro, Krw cross-plot for test data with elongation factor from 0.5 to 1 for 
training dataset 2 by approach 2 (Sw_area in output) 
 
Figure 3.51 Pcow comparison plot for test data with elongation factor from 0.5 to 1 for training 




Figure 3.52 Kro/Krw comparison plot for test data with elongation factor from 0.5 to 1 for 
training dataset 2 by approach 2 (Sw_area in output) 
 
Figure 3.53 Pcow, Sw, Kro, Krw cross-plot for test data with all random polygons for training 




Figure 3.54 Pcow comparison plot for test data with all random polygons for training dataset 2 by 
approach 2 (Sw_area in output) 
 
Figure 3.55 Kro/Krw comparison plot for test data with all random polygons for training dataset 2 




The Neural Network model from training dataset 2 performed better the model from 
training dataset 1 as illustrated by the figures above. The 𝑃𝑐𝑜𝑤 predictions are desirable for 
all blind testing datasets. Results from blind test dataset 2, 3, 5 are showing nice match in 
terms of the 𝑆𝑤 , 𝐾𝑟𝑜  and 𝐾𝑟𝑤  prediction, for test dataset 1 and 4 which represent the 
samples with shape factor from 0 to 0.04 and elongation factor from 0.5 to 1.0 respectively, 
the latter one is acceptable and former one is not perfectly match but at the principle trend 
is catches by the model. 
  
 
(a) Output parameter include 𝑆𝑤_𝑓𝑟𝑎𝑐  
 
Figure 3.56 Pcow, Sw, Kro, Krw cross-plot for test data with shape factor from 0 to 0.04 for 






Figure 3.57 Pcow comparison plot for test data with shape factor from 0 to 0.04 for training 
dataset 2 by approach 2 (Sw_frac in output) 
 
 
Figure 3.58 Kro/Krw comparison plot for test data with shape factor from 0 to 0.04 for training 





Figure 3.59 Pcow, Sw, Kro, Krw cross-plot for test data with shape factor from 0.04 to 0.07958 
for training dataset 2 by approach 2 (Sw_frac in output) 
 
Figure 3.60 Pcow comparison plot for test data with shape factor from 0.04 to 0.07958 for 




Figure 3.61 Kro/Krw comparison plot for test data with shape factor from 0.04 to 0.07958 for 
training dataset 2 by approach 2 (Sw_frac in output) 
 
Figure 3.62 Pcow, Sw, Kro, Krw cross-plot for test data with elongation factor from 0 to 0.5 for 




Figure 3.63 Pcow comparison plot for test data with elongation factor from 0 to 0.5 for training 
dataset 2 by approach 2 (Sw_frac in output) 
 
Figure 3.64 Kro/Krw comparison plot for test data with elongation factor from 0 to 0.5 for 




Figure 3.65 Pcow, Sw, Kro, Krw cross-plot for test data with elongation factor from 0.5 to 1 for 
training dataset 2 by approach 2 (Sw_frac in output) 
 
Figure 3.66 Pcow comparison plot for test data with elongation factor from 0.5 to 1 for training 




Figure 3.67 Kro/Krw comparison plot for test data with elongation factor from 0.5 to 1 for 
training dataset 2 by approach 2 (Sw_frac in output) 
 
Figure 3.68 Pcow, Sw, Kro, Krw cross-plot for test data with all random polygons for training 




Figure 3.69 Pcow comparison plot for test data with all random polygons for training dataset 2 by 
approach 2 (Sw_frac in output) 
 
Figure 3.70 Kro/Krw comparison plot for test data with all random polygons for training dataset 2 




Compared to the model from training dataset 2 by approach 2 and using 𝑆𝑤_𝑎𝑟𝑒𝑎 as one 
of the output to calculate final water saturation and relative permeabilities, the results from 
model using 𝑆𝑤_𝑓𝑟𝑎𝑐 shows no advantages in terms of 𝑆𝑤, 𝐾𝑟𝑜 and 𝐾𝑟𝑤 predictions as all 
blind test results show different degrees of deviation. So, the utilizing 𝑆𝑤_𝑓𝑟𝑎𝑐 as one of 
the outputs in approach 2 is deprecated at this point.  
Also, the Neural Network trained by training dataset 2 is more capable of predicting not 
only 𝑃𝑐𝑜𝑤  in approach 1, but also 𝑃𝑐𝑜𝑤 , 𝑆𝑤 , 𝐾𝑟𝑜  and 𝐾𝑟𝑤  in approach 2. The following 
Neural Network structure analysis and input parameter sensitivity analysis will base on the 
model from training dataset 2 in both approaches. 
3.2 Results of Neural Network structure analysis and adjustment 
3.2.1 For approach 1 with training dataset 2 
Five Neural Network structures were tested by using same other parameters and training 
dataset. In specific, the structures we tested include: simple single layer 5 neurons, wider 
single layer 10 neurons, deeper double layers with 5 neurons for each one of the layer, 
wider and deeper double layers with 10 neurons for each one of the layer, and the larger 3 
layers network with [200, 100, 50] neurons. 
From the overall accuracy versus training epochs for different network structure plot, as 
we can see the final accuracy is slightly increased when the network is becoming wider 
and deeper. Larger network will produce relatively high accuracy during initial training 
iterations, but when some point is reached the results can be a little bit oscillated. The 
network with smaller size is producing relative stable training accuracy the also final 
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accuracy is acceptable such as the network with double layers and 10 neurons for each one 
of the layer. 
 In approach 1 with training dataset 2, the following 5 MLP network structures were tested: 
• Simple one hidden layer with 5 neurons [5] 
• Wider: One hidden layer with 10 neurons [10] 
• Deeper: Two hidden layers with 5 neurons in each layer [5, 5] 
• Wider and deeper: Two hidden layers with 10 neurons in each layer [10, 10] 
• Larger network (Previous training network) [200, 100, 50] 
The training and validation results show in Figure 3.71, as we can see from the plot, the 
performance of network with only one hidden layer is good even with only 5 neurons, and 
reached 0.9809 R-Square at 10 epochs, wider network with 10 neurons is converging 
slightly faster and the final accuracy is slightly better than the one with 5 neurons. 
Comparison of the network [5] and [5, 5] shows deeper network is performing better than 
single layer network and [5, 5] is more stable than the single layer with 10 neurons. The 
largest network [200, 100, 50] has the fastest converging speed and is reaching best 
validation accuracy in only 2-3 epochs and starting oscillating. The network [10, 10] is 
showing almost identical performance with largest network and more stable and smooth 
converging steps. So, for approach 1 the MLP network with two hidden layers and 10 






Network Structure Input parameters Best train 𝑹𝟐 Best validation 𝑹𝟐 
[5] All 0.9810 0.9809 
[10] All 0.9856 0.9862 
[5, 5] All 0.9861 0.9863 
[10, 10] All 0.9897 0.9899 
[200, 100, 50] All 0.9885 0.9921 
Table 3.1 A summary of the best training and validation R-Square score for different network 
structures in approach 1 with training dataset 2 
 
Figure 3.71 Comparison of validation accuracy for different network structures in approach 1 
 
3.2.2 For approach 2 with training dataset 2 
Eight MLP network structures are created from simple one hidden layer with 5 neurons to 
a large 3 layers network: 
• Simple one hidden layer with 5 neurons [5] 
• Simple one hidden layer with 10 neurons [10] 
• Two hidden layers with 10 neurons each [10, 10] 


































• One hidden layer with 50 neurons [50] 
• One hidden layer with 100 neurons [100] 
• Two hidden layers with 100 neurons each [100, 100] 
• Three hidden layers with 200, 100, 50 neurons [200, 100, 50] 
From the comparison plot, apparently, the simple network with one hidden layer contains 
5 neurons produced worst results (best R-Square is 0.8779) compared to other networks, 
due to the increased complexity of the 2nd approach, the simple network is not very good 
at capturing the non-linearity in the system. However, the wider network with 10 neurons 
in one within one hidden layer shows significant improvement with around 0.9611 final R-
Square value. It is not hard to find out that when the network is becoming wider and deeper, 
the prediction accuracy is increasing correspondingly, and most of them are showing 
relatively stable and smooth training process. The best results are from the largest network 
structure [200, 100, 50] which produced the best 0.9914 final R-Square value. The 
following network model prediction results are depicting the impact from network structure 
to prediction quality, see Figure 3.72. 
Network Structure Input parameters Best train 𝑹𝟐 Best validation 𝑹𝟐 
[5] All 0.8784 0.8779 
[10] All 0.9605 0.9611 
[10, 10] All 0.9752 0.9767 
[20] All 0.9655 0.9661 
[50] All 0.9815 0.9813 
[100] All 0.9837 0.9832 
[100, 100] All 0.9905 0.9900 
[200, 100, 50] All 0.9904 0.9914 
Table 3.2 A summary of the best training and validation R-Square scores for different network 






Figure 3.72 Comparison of validation accuracy for different network structures in approach 2 
3.3 Results of sensitivity analysis for input features 
3.3.1 For approach 1 with training dataset 2 
One hidden layer with 5 neurons MLP network is used for this test, and various input 
parameter combinations are tested in the Neural Network training and prediction process; 
Table 3.3 shows the results of the training and validation accuracy scores for the 











































Network Structure Input parameters Best train 𝑹𝟐 Best validation 𝑹𝟐 
[5] Remove A 0.9829 0.9821 
[5] Remove R 0.9817 0.981 
[5] g_el,A 0.9812 0.9806 
[5] Remove L 0.9804 0.9804 
[5] A,E,R 0.9809 0.9804 
[5] A,L,R 0.9799 0.979 
[5] All 0.9795 0.9782 
[5] Remove g_el 0.9786 0.9777 
[5] A,E,L,R 0.9773 0.9773 
[5] E,L,R 0.9771 0.9762 
[5] g_cc,g_el,L 0.9759 0.9753 
[5] Remove E 0.9766 0.973 
[5] g_cc,R 0.9722 0.9725 
[5] g_cc,g_el,R 0.9707 0.9716 
[5] g_cc,A 0.9714 0.9712 
[5] Remove g_cc 0.9682 0.9693 
[5] g_cc,L 0.9692 0.9669 
[5] g_el,L 0.9638 0.963 
[5] A,E,L 0.9572 0.958 
[5] g_el,R 0.9557 0.9558 
[5] g_cc,g_el,A 0.9497 0.9487 
[5] g_cc,E 0.8665 0.8664 
[5] g_cc,g_el 0.8667 0.8654 
[5] g_cc,g_el,E 0.8634 0.8628 
[5] g_cc 0.8629 0.8613 
[5] g_el 0.8576 0.8584 
[5] g_el,E 0.8416 0.8386 
Table 3.3 A summary of the best training and validation R-Square scores for different input 
parameters combination in approach 1 with training dataset 2 (A is area, R is inscribed radius, E 
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is number of edges, L is perimeter, g_cc is shape factor, g_el is elongation factor, and the results 
are sorted by Best validation 𝑅2). 
 
Results in Table 3.3 illustrated the impact to the training and validation accuracy from 
various input parameters in approach 1. Select all inputs is not producing the best results 
which mean there is might have redundancy within the dataset. The model with only shape 
factor (g_cc) and elongation factor (g_el) shows relative poor performance (0.8654 R-
Square scores for validation). After additional parameters are added to the model, the 
performance increased as expected: adding perimeter shows the best result (0.9753), and 
inscribed radius (0.9716), Area (0.9487), but when adding ‘number of edges’ the result was 
even worse. When we only consider the inputs without shape factor and elongation factor 
such as ‘A, E, R’ combination, ‘A, L, R’ combination or ‘A, E, L, R’ combination, the 
results are relative good: 0.9804, 0.9790, 0.9773 correspondingly. Another observation is 
that the model with elongation factor (g_el) and area (A) is giving us 0.9806 final validation 
R-Square score by only two inputs which are more desired model regarding computation 
efficiency and performance. 
Approach 1, inputs without shape factor and elongation factor are good for most cases 
because of the correlations between the factors and geometrical properties. Model with 
elongation factor (g_el), Area (A) input combination produce very good results for only 
two input parameters. The number of edges is not giving positive contribution, even 
negative impact on results in some cases. 
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3.3.2 For approach 2 with training dataset 2 
One hidden layer with 10 neurons MLP network is used for input sensitivity analysis in 
approach 2, the Table 3.4 shows the results of the training and validation accuracy scores 
which are sorted by best validation 𝑅2 scores. 
Network Structure Input parameters Best train 𝑹𝟐 Best validation 𝑹𝟐 
[10] All 0.9803 0.9805 
[10] Remove A 0.9799 0.98 
[10] g_cc,g_el,A, R, p_test 0.9691 0.9696 
[10] Remove E 0.9699 0.9696 
[10] Remove R 0.9700 0.9691 
[10] Remove L 0.9638 0.9639 
[10] g_cc,g_el,A, E, p_test 0.9589 0.9592 
[10] g_cc,g_el,A, p_test 0.954 0.9544 
[10] g_el,A,p_test 0.9417 0.9417 
[10] g_cc,g_el,L, p_test 0.9361 0.9372 
[10] g_el,A,,R, p_test 0.919 0.9195 
[10] g_cc,A,p_test 0.9145 0.9172 
[10] g_cc,g_el,E,R,p_test 0.8668 0.8667 
[10] g_cc,g_el,R,p_test 0.8661 0.8664 
[10] g_el,R,p_test 0.8428 0.8432 
[10] g_cc, g_el,E, L, p_test 0.7779 0.778 
[10] g_cc, R, p_test 0.7399 0.7399 
[10] g_cc, g_el, p_test 0.7262 0.7257 
[10] g_cc, g_el,E, p_test 0.7196 0.7195 
Table 3.4 A summary of the best training and validation R-Square scores for different input 
parameters combination in approach 2 with training dataset 2 (A is area, R is inscribed radius, E 
is number of edges, L is perimeter, g_cc is shape factor, g_el is elongation factor, p_test is the 
testing pressure for Kro, Krw calculation and the results are sorted by best validation 𝑅2) 
 
Results in Table 3.4 shows the impact on the training and validation accuracy from various 
input parameters in approach 2. We found the best result was given by the model with all 
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input parameters (0.9805 final validation R-Square score). The models with the removal of 
one or two parameters from all inputs have the least impact on the overall validation 
accuracy scores. A similar trend with the test in approach 1 can be found that the model 
inputs with only shape factor and elongation factor do not perform well unless at least one 
parameter is added to describe somewhat the size-related information, such as when 
inscribed radius (R) is added, the score increased to 0.8664 from 0.7257. Moreover, almost 
nothing improved when the number of edges (E) is added to this model, this is similar to 
the results in approach 1, the number of edges is not essential in our training process. 
Another notable model is the ‘g_el, A, p_test’ combination which contains only three input 
parameters but performed well with validation R-Square of 0.9417; the similar trend can 
be found in the test for approach 1.  
3.4 Comparison of process speed between Neural Network and direct 
calculation approach 
The computation time is growing fast when the pore network is becoming more 
complicated, but it is still acceptable for properties calculation in the small-scale model. 
Regarding Neural Network approaches, more time will be used in preprocessing, 
training/validation, and so forth. When the model is big enough, the Neural Network 
overhead can be neglected. Table 3.5 shows the direct calculation and Neural Network 
speed test results for different model scale. Figure 3.73 shows the relative speed-up by 





Number of tubes Tubes*Test Pressures 
Calculation time used 
for 𝑷𝒄𝒐𝒘, 𝑲𝒓𝒐, 𝑲𝒓𝒘 
NN Predict time used 
for 𝑷𝒄𝒐𝒘, 𝑲𝒓𝒐, 𝑲𝒓𝒘 
100  20,000  1 1 
500  100,000  8 3 
1,000  200,000  17 5 
2,000  400,000  41 9 
3,000  600,000  73 13 
5,000  1,000,000  99 21 
7,000  1,400,000  162 30 
10,000  2,000,000  239 42 
20,000  4,000,000  562 86 
50,000  10,000,000  1831 212 
100,000  20,000,000  4699 424 
Table 3.5 A summary of the comparison for conventional calculation speed and Neural Network 
prediction speed based on 200 testing pressures and various number of capillary tubes 
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From the above results, when the model is large, the conventional direct calculation 
is very time-consuming even for such a simple model with a bundle of the parallel 
capillary, not to mention the complex 3D pore-throats model with more 
connectivity.The computation time will grow exponentially with the increasing 
complexities. However, from our results, the Neural Network prediction time will 
increase just linearly with the increasing size of the model, and predict much faster 
even without help from multi-cores CPU parallel computing and GPU.  
 
4. Discussion and summary 
4.1 Summary 
• Training dataset No.2 is more representative in most cases (either in approach 1 or 
approach 2) due to the better coverage in terms of the polygon geometries. As a 
result, the training data preparation is critical for generating a generalize NN model. 
• From the results comparison plots, the model with 𝑆𝑤_𝑎𝑟𝑒𝑎 as one of output is 
perform better than the model with 𝑆𝑤_𝑓𝑟𝑎𝑐 as one of the output in approach 2. 
This observation shows the Neural Network with proper data preprocessing can 
deal with very small input and output values. 
• In approach 1, the problem is relatively simple compared to approach 2 because of 
the inputs corresponding to one output (𝑃𝑐𝑜𝑤) explicitly, and they are independent 
from each other. As the result, one hidden layer MLP network is good enough for 
predicting capillary pressures with properly select input parameters, e.g. elongation 
factor, and area of the cross-section combination. But the predicting results 
oscillation can be observed compared to calculated pressures even the overall 
accuracy is acceptable.  
• In approach 2, the problem is relatively complicated due to the relative permeability 
curves are generated by predicting intermediate parameters such as 𝑆𝑤_𝑎𝑟𝑒𝑎 (or 
𝑆𝑤_𝑓𝑟𝑎𝑐), 𝑞𝑜, 𝑞𝑤 then convert them to final results, the Neural Network is trying 
114 
 
to ‘learn’ the behavior of multi-phase flow within capillary tube with specific 
geomeatry and at specific invading pressure, which contains more nonlinearity than 
the problem in approach 1. The overall results are acceptable by apply several 
strategies for training dataset creation, pre-processing and post-processing, and 
utilizing multiple hidden layers MLP networks even single hidden layer network 
with all input parameters. The models in approach 2 can predict capillary pressures 
and intermediate parameters for relative permeabilities at same time, also the results 
for 𝑃𝑐𝑜𝑤 is more stable and smooth than the results from approach 1. 
• Data pre-processing is critical for Neural Network modeling and training. 
Appropriate pre-processing is helping Neural Network to avoid some converging 
issues, for example, the strategy for creating training dataset in approach 2 
improved the robustness of the network prediction, also the pre-scaling of the 
training and prediction dataset will help stabling training process when dealing with 
very small values. 
• The sophisticated problems may need multiple hidden layers network or even some 
new network structures. However, regarding the complexity in this study, one or 
two hidden layers MLP networks with specific data pre-processing, post-processing 
and hyperparameter tuning are satisfactory, more layers and more neurons may 
increase the expressive power of Neural Network, but may introduce unnecessary 
over-fitting issues and consume more computation resources. 
• Overall R-Square scores or some other accuracy indicator such as Mean Squared 
Error (MSE) are essential indicators for Neural Network prediction quality control, 
but the final predictions versus actual data comparison and comparison plot would 






4.2 Future works 
• Apply the workflow to imbibition process in pore-scale modeling and simulation. 
• Extend work to 3 phase flows 
• Extend work to concave polygons 
• Neural Network prediction for more complex ‘pore-throat-pore’ scenarios in 3D. 
• The wettability impact and wetting layer formation and collapse during 
displacements will be added to our study. 
• Data preprocessing analysis (clustering, dimensionality reduction, and so forth.) to 
reduce the redundant information within training dataset, will lead to more efficient 
training process without some unnecessary noise. 
• Improve the random polygon generator:  
o 1. Improve efficiency by introducing parallel computing scheme. 
o 2. Improve the flexibility by adding more customized constraints that can 
mimic any geometrical properties distribution from real rock samples.  
o 3. May extend to 3D to generate more complex geometries in terms of pore 
network modeling. 
o 4. Add the function to create random concave polygons and calculate related 
characteristics.  
• Build a flexible Neural Network research framework customized for pore network 
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