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We study the effect of the correlated hopping term and the intersite Coulomb interaction term on
principal features of the d-wave superconducting (SC) state, in both the electron and hole doped
regimes within the t-J-U model. In our analysis we use the approach based on the diagrammatic
expansion of the Gutzwiller wave function (DE-GWF) which allows us to go beyond the renormalized
mean field theory (RMFT). We show that the correlated hopping term enhances the pairing at the
electron-doped side of the phase diagram. Moreover, the so-called non-BCS regime (which manifests
itself by the negative kinetic energy gain at the transition to the SC phase) is narrowed down with
the increasing magnitude of the correlated hopping ∼ K. Also, the doping dependences of the
nodal Fermi velocity and Fermi momentum, as well as the average number of double occupancies,
are analyzed with reference to the experimental data for selected values of the parameter K. For
the sake of completeness, the influence of the intersite Coulomb repulsion on the obtained results is
provided. Additionally, selected results concerning the Hubbard-model case are also presented. A
complete model with all two-site interactions is briefly discussed in the Appendix for reference.
PACS numbers: 74.20.-z, 74.25.Dw, 75.10.Lp
I. INTRODUCTION AND MOTIVATION
Superconductivity (SC) in the strongly correlated elec-
tron systems has become one of the principal topics of
research in the condensed matter physics, mainly be-
cause of the discovery of the high-temperature super-
conducting copper-based compounds. In this respect,
the one-band Hubbard and t-J models have been ex-
tensively studied1–7 as it is believed that they capture
the physics of the copper-oxygen planes which in turn
are regarded as instrumental for achieving the SC state.
Within the t-J model in which the local double occupan-
cies are projected out from the wave function and the an-
tiferromagnetic superexchange interaction appears, the
SC phase emerges in a straightforward manner already
at the renormalized mean-field theory level5,8,9. In the
Hubbard model, in which the double occupancies are in
general allowed, but significantly suppressed by the in-
traatomic Coulomb repulsion ∼ U , more sophisticated
methods are necessary to obtain the paired phase, e.g.,
the variational Monte Carlo (VMC)10 or the diagram-
matic expansion Gutzwiller wave function (DE-GWF)11
approach.
A modified route is based on starting from the t-J-
U model which combines the features appearing both in
the Hubbard and in the t-J models. In this approach
a relatively strong antiferromagnetic superexchange in-
teraction is present among 3d Cu electrons and is in-
duced by the virtual processes involving 2p bands of the
neighboring O2− ions. Additionally, a small but nonzero
number of double occupancies is allowed in the system
at the same time. As it has been shown by us very
recently12 those two ingredients incorporated together
into the correlated-electron picture beyond the renor-
malized mean field level (within the DE-GWF method),
are essential in order to reproduce quantitatively se-
lected principal experimental observations concerning the
high temperature cuprate superconductors (HTS), at
least within the full Gutzwiller wave-function solution.
The physical justification of using such a model for the
copper-oxides is provided in Ref. 12. A very good
agreement with experiment has been obtained for rel-
atively large values of the intrasite Coulomb repulsion
(U ≈ 20|t|, which leads to a very small admixture of
the doubly occupied sites in the doped system) and for
rather typical values of the electron hopping integrals
(with nearest-neighbor amplitude |t| ≈ 0.35 eV), as well
as the exchange integral of the order of J ≈ 0.3|t|.
In such a strongly correlated electron system the so-
called correlated hopping term (often called the charge-
bond interaction term), which has been disregarded in
our previous considerations12, may also play some role.
This term results from the off-diagonal element of the
Coulomb interaction between the nearest neighboring lat-
tice sites 〈i, j〉, with the corresponding two body integral
Kij ≡ 〈ii|V (r − r′)|ij〉 (for definitions of those matrix
elements see Appendix A). The importance of such a
term has been pointed out previously14–19. Also, it has
been argued some time ago that for the case of the Hub-
bard U strong suppression, the correlated hopping can
lead to the paired phase already within the mean-field
description20–22. In the case of strongly correlated sys-
tems its influence on the SC phase has been investigated
very recently23 within the Hubbard model.
In the series of papers12,13 (Parts I and II, respectively)
we have undertaken a systematic effort to compare our
DE-GWF results for the t-J-U model in a quantitative
2manner with selected universal experimental character-
istics for the cuprates. In this formulation the t-J and
Hubbard models can be analyzed as limiting situations
within a single theoretical framework. Here, we present
the analysis of the d-wave paired state in the presence of
the correlated hopping within the t-J-U model and show
our results in both the electron- and hole-doped regimes.
We supplement our analysis also with the corresponding
non-zero direct intersite Coulomb repulsion of magnitude
Vij ≡ 〈ij|V (r− r′)|ij〉 which leads to the so-called t-J-U-
V model, considered by us very recently in the context
of charge-ordered-phase stability32. In this manner, our
model contains practically all relevant one- and two-site
interactions within the single-band model33, analyzed in
the strong-correlation limit (cf. Appendix A). We focus
on how the added terms influence the selected principal
features of the high-TC superconductors which have been
analyzed already within the t-J-U model12. We believe
that such a question is important in order to see whether
those features that have been claimed as universal12 sur-
vive even in the case when the correlated-hopping and the
intersite Coulomb-repulsion terms are included. In par-
ticular, we analyze the persistence of the BCS-like and
non-BCS regimes24–27, the doping dependence of both
the nodal Fermi velocity and the Fermi momentum28–31,
as well as the critical concentrations for the SC dome in
the phase diagram. It should be noted that experimen-
tal reports concerning these aspects are not so numerous
when it comes to the electron-doped systems. In par-
ticular, the non-BCS regime has not been identified with
certainty on this side of the phase diagram. Moreover, we
are not aware of any systematic ARPES measurements
concerning the nodal Fermi velocity and the Fermi mo-
mentum as a function of electron-doping to provide the
meaning of microscopic parameters and related dynami-
cal processes.
The DE-GWF34 method used here has been applied
to the description of the SC phase in our group quite
recently11,35 and subsequently, it has proved to be a use-
ful approach to strongly correlated systems in a num-
ber of cases13,36–39. It relies on describing the state of
the system by the Gutzwiller-type wave function and al-
lows for going beyond the renormalized mean-field the-
ory (RMFT) solution in a systematic manner by using
the diagrammatic expansion technique in real space. It
has been shown that in practice the first few orders of
the expansion suffice to approach asymptotically the full
Gutzwiller-wave-function solution with a satisfactory ac-
curacy. Moreover, the method reproduces the VMC
results35, it is numerically efficient and is not limited
to systems of finite size. Most importantly, as already
pointed out, it has led to a very good agreement between
experiment and theory for HTS12.
The paper is organized as follows. In the next Sec-
tion we present briefly the extended t-J-U model supple-
mented with both the correlated-hopping and the direct
intersite-Coulomb interaction terms, as well as show the
basic concepts behind the DE-GWF method as applied to
this model. In Section 3 we discuss our results, focusing
on the influence of the correlated hopping term on princi-
pal features of the d-wave superconducting phase within
the approach based on the t-J-U model in the context of
copper based HTS. Such a goal should minimally support
the claimed universality of our previous results obtained
within the t-J-U model, as well as supplement them with
new results in the situation when the added terms are
important (e.g., when we compare the phase diagram on
the hole-doped side with that for the electron-doping).
Additionally, at the end of that Section we also discuss
selected results coming from the Hubbard model. The
conclusions and outlook are the subject of the last Sec-
tion. In Appendix A we supply the most general form
of the single-narrow band Hamiltonian for the correlated
fermions.
II. MODEL AND METHOD
We start with the t-J-U Hamiltonian12 supplemented
with the correlated electron hopping and the direct in-
tersite Coulomb repulsion terms. Its explicit form is (cf.
also Appendix)
Hˆ =
∑
〈ij〉σ
(t+K(nˆiσ¯ + nˆjσ¯))cˆ
†
iσ cˆjσ + t
′
∑
〈〈ij〉〉σ
cˆ†iσ cˆjσ
+ J
∑
〈ij〉
Sˆi · Sˆj + U
∑
i
nˆi↑nˆi↓ + V
∑
〈ij〉
nˆinˆj ,
(1)
where the first two terms correspond to the single elec-
tron hopping together with the correlated-hopping con-
tribution, the third term represents the antiferromagnetic
superexchange interaction, and the last two terms refer
to the intra- and inter-site Coulomb repulsion, respec-
tively. By 〈...〉 and 〈〈...〉〉 we denote the summations
over the nearest-neighbors and next nearest-neighbors,
respectively. For J = 0 one obtains the Hubbard model,
which is also briefly discussed later. For U → ∞ we
approach the t-J model limit for which no double occu-
pancies are allowed (cf. Fig. 8 in Ref. 12). In the latter
case, the contributions coming from the correlated hop-
ping and from the intrasite Hubbard repulsion vanish for
obvious reasons. The physical significance of the t-J-U
model was discussed in Ref. 12, together with the de-
termination of the values of microscopic parameters for
which the quantitative agreement with selected experi-
mental data of HTS is achieved. For the sake of clarity
and completeness, in Appendix A we discuss the most
general form of the narrow-band Hamiltonian, with all
two-site terms included.
It should be noted that due to the presence of the next-
nearest neighbor hopping and the correlated hopping
terms, the considered Hamiltonian breaks the electron-
hole symmetry. In our analysis we use the electron lan-
guage and define the doping δ ≡ 1 − n, where n is the
number of electrons per atomic site. Therefore, we ob-
3tain δ > 0 (δ < 0) for the case of hole-doping (electron-
doping).
Within the DE-GWF method we assume that the sys-
tem can be described by the correlated Gutzwiller-type
projected many particle wave function of the form
|ΨG〉 ≡ PˆG|Ψ0〉, (2)
where |Ψ0〉 is the non-correlated wave function subject to
our choice. In particular, for the analysis of the SC phase
we assume nonzero anomalous averages 〈Ψ0|cˆ
†
i↑cˆ
†
j↓|Ψ0〉,
which lead to the d-wave pairing amplitude when trans-
formed to reciprocal space. However, due to the the fact
that in this approach we include the superconducting av-
erages not only between the nearest neighbors, small cor-
rections to the bare d-wave symmetry appear35 (see also
Sec. III). The general form of the correlation operator
PˆG is provided below
PˆG ≡
∏
i
Pˆi =
∏
i
∑
Γ
λi,Γ|Γ〉ii〈Γ|, (3)
where the variational parameters λi,Γ ∈
{λi∅, λi↑, λi↓, λid} correspond to four states of the
local basis |∅〉i , | ↑〉i , | ↓〉i , | ↑↓〉i at site i, respectively.
It has been shown34 that in order to carry out the
diagrammatic expansion efficiently it is convenient to
impose the following condition
Pˆ 2i ≡ 1 + xdˆ
HF
i , (4)
where x is yet another variational parameter and dˆHFi ≡
nˆHFi↑ nˆ
HF
i↓ , nˆ
HF
iσ ≡ nˆiσ−n0, with n0 ≡ 〈Ψ0|nˆiσ|Ψ0〉. The λΓ
parameters are all functions of x which means that there
is only one variational parameter of the wave function.
In order to calculate the expectation value of the
ground state energy 〈Hˆ〉G ≡ 〈ΨG|Hˆ|ΨG〉/〈ΨG|ΨG〉, one
can make use of the following relations for any two local
operators oˆi and oˆ′j from the Hamiltonian
〈ΨG|oˆioˆ
′
j |ΨG〉 =
∞∑
k=0
xk
k!
∑′
l1...lk
〈Ψ0|o˜io˜
′
j dˆ
HF
l1...lk
|Ψ0〉, (5)
where o˜i ≡ PˆioˆiPˆi, o˜′j ≡ Pˆj oˆ
′
jPˆj , dˆ
HF
l1...lk
≡ dˆHFl1 ...dˆ
HF
lk
,
with dˆHF
∅
≡ 1. The primmed summation has the restric-
tions lp 6= lp′ , lp 6= i, j for all p and p′. The averages
in the non-correlated state on the right-hand side of Eq.
(5) can be decomposed by the use of the Wick’s theo-
rem and expressed in terms of the correlation functions
Pij ≡ 〈cˆ
†
iσ cˆjσ〉0 and Sij ≡ 〈cˆ
†
i↑cˆ
†
j↓〉0. Such a procedure
allows us to express the ground state energy 〈Hˆ〉G as a
function of Pij , Sij , n0, and x. It has been shown that
the desirable convergence can be achieved by taking the
first 4-6 terms of the expansion in k appearing in Eq. (5).
In the next step, we derive the effective single-particle
Hamiltonian from the minimization condition of the
ground-state energy functional F ≡ 〈Hˆ〉G − µG〈Nˆ〉G,
where µG and 〈N〉G are the chemical potential and the
total number of particles determined in the state |ΨG〉,
respectively. The explicit form of this effective Hamilto-
nian is
Hˆeff =
∑
ijσ
teffij cˆ
†
iσ cˆjσ +
∑
ij
(
∆effij cˆ
†
i↑cˆ
†
j↓ +H.c.
)
, (6)
where the effective parameters are defined below
teffij ≡
∂F
∂Pij
, ∆effij ≡
∂F
∂Sij
. (7)
For i = j, the −teffii has the meaning of the effective
chemical potential. It should be noted that when car-
rying out the calculations, one includes only the non-
correlated parameters Pij and Sij which correspond to
the relative distances smaller than some arbitrary value,
i.e., |Ri −Rj| ≤ Rmax. In our analysis we have carried
our calculations to the fifth order (i.e. kmax = 5) for
R2max = 10a
2, with a being the lattice constant.
Next, the effective Hamiltonian (6) is transformed to
the reciprocal space and diagonalized, what allows us to
derive the self-consistent equations for the quantities Sij
and Pij . The self-consistent equations are solved numer-
ically together with the concomitant minimization over
the x parameter. Additionally, after calculating Pij , Sij ,
x, µG, and n0 for a selected set of microscopic parameters
(t′, J , U , V ), we can determine the value of the so-called
correlated SC gaps ∆G,ij ≡ 〈cˆ
†
i↑cˆ
†
j↓〉G. The dominant
contribution to the paired phase comes from ∆G,ij for
which Ri − Rj = (1, 0)a which we denote by ∆G for
simplicity in the subsequent analysis.
III. RESULTS AND DISCUSSION
In our analysis we have selected the values of t, t′, J ,
U close to those in Ref. 12 as they lead to a very good
agreement with the selected experimental data. Namely,
we set t = −0.35 eV, t′ = 0.3|t|, J = 0.25|t|, U = 21|t|.
The intersite Coulomb repulsion term is varied within
the interval V ∈ [ 0, 2|t| ]. According to the estimates
of K for the 3d electrons, the ratio K/U should be taken
as relatively small40. In our analysis we limit to the val-
ues between 0 and 0.5|t|. In the subsequent discussion
all the energies are defined in units of |t|, unless stated
otherwise. The calculations have been carried out for the
case of hole doping (δ > 0, δ ≡ 1 − n) and the electron
doping (δ < 0). The so-called BCS-like and non-BCS
superconducting regimes which are discussed in this Sec-
tion are defined by the sign of the kinetic energy gain
at the transition to the SC phase, ∆Ekin. Namely, for
the BCS-like regime we have ∆Ekin > 0 and for the non-
BCS state ∆Ekin < 0. The kinetic energy gain is defined
explicitly in the following manner
∆Ekin = E
SC
G|0−E
PM
G|0 , EG|0 ≡
1
N
∑
ijσ
tij〈cˆ
†
iσ cˆjσ〉G, (8)
4where SC and PM superscripts correspond to the super-
conducting and paramagnetic phases, respectively, and
the averages are of course calculated for the Gutzwiller
state, |ΨG〉.
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FIG. 1. (Colors online) (a) Correlated gap (∆G) as a function
of intrasite Coulomb repulsion U and doping δ, for J = 0.25,
V = 0. (b) Correlated gap as a function of correlated hopping
integral K and δ, for J = 0.25 and U = 21, V = 0. In
both figures the borders between the BCS-like and non-BCS
regimes are marked by the dashed lines.
In Fig. 1a we show the location of the non-BCS super-
conducting regime on the doping δ-interaction U plane
for the case of the t-J-U model. The correlated gap val-
ues for each (δ, U) point on the phase diagram are pro-
vided by the colored scale. It can be seen that for high
enough values of the Coulomb repulsion the non-BCS
phase is contained within the underdoped regime δ < δhopt
(δ > δeopt) for the hole (electron) doping. The values of
the optimal dopings δhopt and δ
e
opt are evaluated as the
dopings for which the maximum of the correlated gap
(∆G) appears in the hole and electron doped situations,
respectively. The appearance of the non-BCS state in the
underdoped regime obtained by us is in agreement with
the experimental reports24–27 for the case of the hole-
doping. As we have shown in Ref. 12, the incorporation
of the J term into the t-J-U model, as well as the inclu-
sion of the higher order terms in the DE-GWF method,
is of crucial importance in obtaining the proper agree-
ment between the theoretical results and experimental
data concerning the non-BCS regime appearance in the
hole-doped case. Unfortunately, to the best of our knowl-
edge there are no corresponding experimental data which
would show the doping dependence of the kinetic energy
gain on the electron-doping (left) side of the phase dia-
gram.
In Fig. 1b we show the influence of the correlated
electron hopping term for U = 21. As one can see, the
value of doping at which the crossover between the BCS-
like and non-BCS regimes appears moves slightly towards
the half-filling (δ = 0) with the increasing K. On the
other hand, δeopt is moving away from the half-filling with
a slight increase of the correlated gap values while the
K parameter is increased. A similar behavior has been
reported for the case of the Hubbard model, cf. Ref.
23. The effect of the correlated hopping term for δ <
0 leads to the situation in which the crossover between
the two regimes is no longer located in the vicinity of
the the optimal doping. However, on the hole-doping
side the effect of K is not that significant and δhopt is
still close to δc for which the crossover appears even for
a relatively high values of K. Note also that only for
relatively small K . 0.2 the upper critical concentration
for the disappearance of HTS state on the electron side
is significantly lower than that for the hole doped case,
in agreement with experiment42.
In Fig. 2 we show the nodal Fermi velocity (a), nodal
Fermi momentum (b), effective chemical potential (c),
as well as double occupancy (d) changes caused by the
correlated hopping term. We see that the nodal Fermi
velocity is decreased with increasing K. The APRES
measurements for the hole-doped cuprates in the range
30-40 meV41 give the value of vF ≈ 2.0 eV Å which is
practically independent of the doping. Similar doping in-
dependence has been reported in Ref. 28. These data are
in good agreement with our theoretical results for small
values of K (cf. also Ref. 12). However, one should
note that an essentially lower value of the Fermi veloc-
ity vF ≈ (1.36 ± 0.06) eVÅ has been observed in more
complicated cuprate superconductor43. Also, the nodal
Fermi velocity measured very close to the Fermi energy
(within 7 meV) is observed to decrease remarkably as
we are approaching the half filling from the hole-doped
side of the phase diagram41. This effect is caused by
a low-energy kink in the dispersion relation which is of
unknown origin. Such kink is not reproduced within our
approach. Therefore, the latter behavior cannot be inter-
preted in the context of the presented results. As we have
already mentioned the detailed analysis of the experimen-
tal electron-doping dependence of the Fermi velocity has
not been determined convincingly as yet. However, by
extracting the Fermi velocity from the available ARPES
data44,45 for the NCCO and SCCO compounds we obtain
the values vF ≈ 2 eVÅ and vF ≈ 3 eVÅ, respectively for
δ = −0.15 (and δ = −0.18 for SCCO). However, data
provided in Ref. 45 lead to larger values of vF ≈ 4 eVÅ
for NCCO. Our calculations for the electron doped HTS
lead to small doping dependence of the Fermi velocity
for δ & −0.2 with vF ≈ 2 eVÅ which corresponds to the
experimental value for NCCO from Ref. 44.
From Fig. 2 one can see that the Fermi momentum
kF is not drastically affected by K. For K = 0 and for
the case of electron-doping, kF is very weakly dependent
on δ. The calculated values of kF roughly agree with
those seen in experiment for NCCO and SCCO44,45. On
the hole-doped side small, but clearly visible increase of
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FIG. 2. (Colors online) Doping dependences of Fermi ve-
locity in the nodal direction (a), nodal Fermi momentum
(b), effective chemical potential (c), and double occupancy
of electrones d2e (at the hole-doping side) and holes d
2
h (at the
electron-doping side) (d), for selected values of the correlated-
hopping integral K. In (a) we show also the measured values
of vF which are taken from Refs. 28, 41, 43–45. For the case
of electron-doping the values of vF have been extracted by us
from the measured dispersion relations close to EF presented
in Ref. 44 and 45. In Ref. 45 the doping of the sample has
not been explicitly provided so the corresponding vF value is
marked by us by an arrow on the vertical scale. In analogy to
(a), we show in (b) also the Fermi momentum values at the
electron doped side extracted from Refs. 44 and 45 In (c) we
show the measured values of the chemical potential shift for
LSCO compound taken from Ref. 31. The calculations have
been carried out for J = 0.25, U = 21, and V = 0.
kF appears when δ approaches the half-filling. Similar in-
crease of kF is also seen in experiment for LSCO as shown
in Ref. 31 (cf. Ref. 12). From Figs. 2 b and c one can
see that the Fermi momentum reflects the behavior of the
effective chemical potential [µeff = −∂F/∂Pii , cf. (6)].
In Fig. 2 c we have provided also the measured values of
the chemical potential shift for LSCO high temperature
superconductor, which are taken from Ref. 31.
The electron (d2e ≡ 〈nˆi↑nˆi↓〉G) and hole (d
2
h = d
2
e − δ)
double occupancies shown in Fig. 2d are both suppressed
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FIG. 3. (Colors online) (a), (b) Doping dependence of the
effective hopping parameters teffij between subsequent neigh-
boring sites defined by the vectors ∆Rij = Ri−Rj = (X,Y ).
The vector components provided in the Figure are given in the
units of lattice constant a. (c), (d) The corresponding effec-
tive gap magnitudes ∆eff . The results correspond to J = 0.25,
U = 21, and K = 0.
by the correlated hopping term. This stems from the fact
that the more double occupancies are in the system, the
more correlated hopping events may take place [cf. Eq.
(1)], which in turn increases the system energy (sinceK is
positive). As a result, the number of double occupancies
is suppressed to reduce the system energy. In the limiting
situation of d2e ≡ 0, which corresponds to the t-J model,
the contribution to the system energy resulting from the
correlated hopping term is exactly zero.
It should be noted that even though in the starting
Hamiltonian we take only the nearest (t = −0.35 eV) and
next-nearest neighbor hoppings (t′ = 0.3|t|) as nonzero,
in the effective Hamiltonian the hopping parameters cor-
responding to more distant sites also appear. This comes
as a result of the correlation effects of increased range
taken in the higher orders of the diagrammatic expan-
sion. However, the nearest- and next-nearest neighboring
effective hopping parameters, teff10 and t
eff
11 (shown in Fig.
3 a), are still dominant and have one order of magnitude
larger values than the remaining ones (shown in Fig. 3
b). As we approach the half-filled situation all the effec-
tive parameters tend to zero what illustrates the Mott
6insulating state being approached in that limit.
In Fig. 3 we provide the effective gap components,
both the dominant (c) and the minor (d). We see that
the short-range interaction induces the spin-singlet cor-
relations on a longer scale, in accordance with the idea
of resonating valence bond (RVB) proposed originally
for the spin-liquid state by Anderson and Fazekas46–48.
One may thus see that the present approach extends the
RVB concept to the spin-singlet superconducting state.
It must be noted that the effective gap magnitude ∆
in the antinodal direction, as it comes from the disper-
sion relation in SC phase, reproduces only quantitatively
the respective data trend, as has been discussed earlier
within the Hubbard11 and t-J models35. The question
of difference between the antinodal gap and the gap de-
termined from the slope of the dispersion relation close
to the nodal point49–51 cannot be resolved within this
approach. One important feature of the results in Fig.
3 c and d is that we have plotted only some of the gap
components. Namely, the plotted (n,m) component has
also its (m,n) counterpart of the same amplitude, but of
the opposite sign. In effect, the gap has the form of the
d−wave, with an admixture of smaller-amplitude higher
Fourier harmonics.
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FIG. 4. (Colors online) (a) Correlated gap as a function of
intersite Coulomb repulsion V and doping δ, for J = 0.25,
U = 21, and K = 0.35. The borders between the BCS-like
and non-BCS regimes are marked by the dashed lines. (b)
Correlated gap as a function of doping for two selected sets
of model parameters. The vertical arrows show the dopings
for which the crossover between the BCS-like and non-BCS
states appear for the corresponding model parameters.
As the correlated hopping term comes as a result of the
off-diagonal element of the Coulomb interaction between
the nearest neighboring lattice sites, we supplement also
our model with the intersite Coulomb repulsion ∼ V [the
last term in Hamiltonian (1)]. The results for the case of
K = 0.35 and increasing V are provided in Fig. 4 a. As
one can see, the influence of intersite Coulomb repulsion
for the case of nonzero K and for the hole-doping case
is similar as for K = 0 which has been discussed in Ref.
32. Namely, the upper critical doping for the SC-phase
disappearance (δc) is moving towards the half-filling and
the non-BCS regime expands with increasing V . Nev-
ertheless, for V . 1 the crossover between the BCS-like
and non-BCS phases is still quite close to the optimal
doping. For the electron-doped case the rise of V also
results in moving δc towards half-filling. However, the
doping value which corresponds to the crossover between
BCS-like and non-BCS states is practically not affected.
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FIG. 5. (Colors online) (a) Correlated gap as a function of
both U and δ for the Hubbard model. The border between the
BCS-like and non-BCS regimes is marked by the dashed line.
In (b) and (c) we show the kinetic energy gain at the transition
to the superconducting phase, as well as the correlated gap
as a function of doping for U = 21 and for the two selected
values of K (K = 0.0, K = 0.15). In (d) and (e) we show
also ∆Ekin and ∆G as a function of doping for a significantly
lower value of U (U = 11) and for the two selected values of
K (K = 0.0, K = 0.125).
For the sake of completeness, in Fig. 5 we display also
the selected results corresponding to the Hubbard model
[J = 0 and V = 0 in (1)]. In Fig. 5a we show the phase
diagram on the (δ, U) plane which shows that above the
value of U ≈ 12 non-BCS regime appears in the wide
range of dopings and the crossover between the non-BCS
and BCS-like phases does not appear anywhere close to
the optimal doping, in contradiction to the experimen-
tal data24–27 and the results obtained within the t-J-U
model (cf. Fig. 1a here and Ref. 12). Moreover, below
7the value U ≈ 12 the BCS-like regime appears within the
whole doping range of SC phase stability. This is also in
disagreement with experiment. In Fig. 5b we show that
with taking nonzero value of K, the sign of ∆Ekin does
not change and the non-BCS state still extends over a
wide doping range in the high-U regime. However, a
sudden drop in the correlated gap as a function of dop-
ing is induced by the correlated hopping as shown in Fig.
5c. Such a behavior signals the appearance of phase sep-
aration and it has also been reported in Ref. 23 for the
electron-doped system but for significantly smaller values
of U . On the other hand, the t-J-U model does not show
such feature (both for electron- and hole-doping cases)
even for significantly larger values of K (cf. Fig. 1b).
In Fig. 5d we show that the sign change of the kinetic
energy gain can be induced by the correlated hopping
below U ≈ 12, where originally only the BCS-like phase
appears with positive ∆Ekin (cf. Fig. 5a). As shown
in Fig. 5e, the correlated gap is slightly reduced by the
nonzero value of K, however, no phase separation ap-
pears.
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FIG. 6. (Colors online) Double occupancy as a function of
doping for selected interaction parameters U and K in the
case of the Hubbard model (J = 0, V = 0).
Finally, in Fig. 6 we have plotted double occupancy
of electrons as a function of doping for selected values
of U and K. We can see that the average number of
double occupancies in the system for a given value of
U (U = 12.5) and K = 0 can be very close to those
corresponding to smaller value of U and nonzero K (e.g.,
U = 11 and K = 0.125). For U = 21 one obtains the
number of double occupancies one order of magnitude
smaller than that for U ≈ 11.
IV. CONCLUSIONS AND OUTLOOK
We have analyzed the effect of the correlated hopping
term ∼ K and intersite Coulomb repulsion ∼ V on the
d-wave superconductivity within the t-J-U model by us-
ing the DE-GWF method in both the electron- and the
hole-doping regimes. We show that by increasing K we
decrease the doping range in which the so-called non-
BCS phase appears (see Fig. 1). At the same time, the
optimal doping moves away from the half filling. Never-
theless, for the case of hole doping the crossover between
the BCS-like and non-BCS regimes is still close to the op-
timal doping, even for reasonably large value of K, as it
is seen in experiment24–27. This is not the case for δ < 0
(the electron doping), where the change in the optimal
doping is much more pronounced by the presence of the
K term. However, the experimental data concerning the
location of the non-BCS regime for the electron-doping
situation have not been presented so far, to the best of
our knowledge. It would be important to test the validity
of this difference, as it would show (if any) the influence
of the electron-hole asymmetry.
The calculated nodal Fermi velocity for low values ofK
show a very weak doping dependence for −0.2 . δ . 0.4,
in agreement with the available experimental data for
the hole-doped high temperature superconductors28,41.
The selected experimental value of vF ≈ 2 eVÅ on the
electron-doped side for NCCO taken from Ref. 44 also
agrees well with our results. However, reports of larger
values of vF ≈ 3 − 4 eVÅ for electron dopings are also
available44,45 (see Fig. 2). According to our calculations
such higher vF values appear only below δ ≈ −0.2. Fur-
thermore, as the strength of the correlated hopping term
is increased, the nodal Fermi velocity is suppressed lead-
ing to the decrease in vF with the decreasing doping (see
Fig. 2a).
According to our analysis the nodal Fermi momentum
is not significantly affected by the correlated hopping in
the whole doping range considered (see Fig. 2b). The
obtained doping dependence of kF approximately agrees
with the experiment (for LSCO12,31 as well as SCCO and
NCCO44). Our results show the pinning of the chemi-
cal potential at the electron-doped side of the diagram,
where in spite of changes in δ, the value of µeff is practi-
cally unchanged, especially for δ > −0.2. For the case of
hole-doping, the values of µeff are roughly in agreement
with the measured chemical potential shift provided in
Ref. 31. However, the measured values drop almost
to zero for δ . 0.2 what is not reproduced within our
approach where approximately linear behavior of µeff is
obtained. From obvious reasons the correlated hopping
decreases the double occupancy in the system citeMar-
siglio.
The V -term suppresses the paired phase both when
K = 0 (shown in Ref. 32) and K 6= 0 (analyzed here).
For values of V ≈ 1− 2 the upper critical doping for the
disappearance of the SC is significantly reduced (Fig. 4),
in accordance with the experiment. The influence on the
non-BCS phase is unusual as for the case of hole doping
the non-BCS phase is enhanced with the increasing K
and for the electron-doping no significant changes in this
respect are reported (cf. Fig. 4).
It has been emphasized before12, and also presented
here (cf. Fig. 5a), that in the absence of the correlated
hopping term the Hubbard model gives the BCS-like be-
havior in the wide doping range for U . 12 and the non-
BCS type of paired state for high U values (U & 12).
8However, as we have shown here the non-BCS behavior
can be obtained also below U ≈ 12 after inclusion of the
correlated-hopping term (cf. Fig. 5d). Such a situation
can be understood in the following manner. The Hub-
bard U determines the number of double occupancies in
the system. From the phase diagram displayed in Fig. 5
one can see that the number of double occupancies have
to be small enough to make it possible for the non-BCS
phase to appear. The K term additionally suppresses d2
leading to the non-BCS behavior even below U ≈ 12. It
is shown in Fig. 6 that the double occupancy values for
(U = 12.5, K = 0) and (U = 11, K = 0.125) are very
close in the whole doping range. For both these sets of
parameters the non-BCS phase appears (cf. Figs. 5 a
and b), whereas for the case of (U = 11, K = 0) the
double occupancies are visibly larger which leads only to
the BCS-like behavior (Fig. 5 a and b). However, one
should note that the number of double occupancies is not
the only parameter which is important in the context of
the non-BCS state appearance. Namely, the exchange
interaction term, absent in the Hubbard model, plays an
important role in obtaining the range of the non-BCS be-
havior which is consistent with experiment, as shown by
us in Ref. 12.
It should be emphasized that the electron-hole sym-
metry breaking induced by the correlated hopping term
in the Hubbard model has also been analyzed recently in
Ref. 23. However, the effect of sign change of the kinetic
energy gain (leading to the appearance of the non-BCS
phase) upon the increase of K has not been reported
there for the case with t′ 6= 0.
In general, relatively small values of V and K (< 1)
introduced here must be assumed to uphold our quanti-
tative picture obtained in Refs. 12 and 13. On the other
hand, some systems show that the vF value is decisively
smaller than 2 eVÅ43. Therefore, it is conceivable that
a delicate interplay between the microscopic parameters
takes place to obtain the agreement between experiment
and theory for a number of copper-based compounds.
The situation for the electron-doped systems is not es-
tablished as yet to the degree allowing for a systematic
quantitative comparison between the two.
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Appendix A: General form of the Hamiltonian of
electrons in a narrow band with all two-site
interactions
For the sake of comparison with our starting model
defined by Eq. (1) we supplement the paper with the
most general Hamiltonian for interacting electrons in a
single narrow band with all the two-site interaction. We
start with the proper second-quantization representation,
namely
Hˆ =
∑
σ
∫
d3r Ψ̂†σ(r)H1(r) Ψ̂σ(r)+
+
1
2
∑
σ1σ2
∫∫
d3r1 d
3r2 Ψ̂
†
σ1
(r1) Ψ̂
†
σ2
(r2)V (r1 − r2)
× Ψ̂σ2(r2)Ψ̂σ1(r1). (A1)
This form does not include any explicit spin-dependent
term in either single-particle or two particle terms taken
from the wave mechanics. The field operator, Ψ̂σ(r), for
particles with spin σ = ±1 is taken in the following form
Ψ̂σ(r) =
∑
i
φi(r)χσ cˆiσ, (A2)
where φi(r) ≡ φ(r − Ri) is the Wannier function cen-
tered on site Ri, χσ is its spin part for the case with
the global spin quantization axis, and aˆiσ is the anni-
hilation operator of fermion in the single-particle state
|iσ〉 ≡ |φi(r)χσ〉.
Substituting (A2) and its Hermitian conjugate coun-
terpart Ψ†σ(r) in (A1) we obtain
Hˆ =
∑
ijσ
tij cˆ
†
iσ cˆjσ +
1
2
∑
ijkl
Vijkl
∑
σ1σ2
cˆ†iσ1 cˆ
†
jσ2
cˆlσ2 cˆkσ1 ,
(A3)
where
tij ≡
∫
d3rΦ∗i (r)H1(r)Φj(r), (A4)
Vijkl ≡
∫
Ψ∗i (r1)Ψ
∗
j (r2)V (r1 − r2)Ψk(r1)Ψl(r2). (A5)
The terms appearing in (A3) can be classified as single-
site (i = j = k = l) , two-site (i = j 6= k = l, i = k 6=
j = l, i = l 6= j = k, and i = j = k 6= l, etc.), and
the remaining three- and four-site contributions. The
last two types of terms are usually neglected, although
they can play a significant role in the low-dimensional
systems, i.e., when the screening effects are ineffective
(e.g. for systems of nanoscopic size52). The single site
terms are the following
I1 =
∑
iσ
tiinˆi +
1
2
∑
iσ
Viiiinˆiσnˆiσ¯ = t0Nˆ + U
∑
i
nˆi↑nˆi↓,
(A6)
9where tii = t0 is regarded as constant for a translationally
invariant system, as is Nˆ = N (in general). The two-site
terms are
I2 =
∑
ij
′
{
Viijj cˆ
†
i↑ cˆ
†
i↓ cˆj↓ cˆj↑ − Vijji
(
Sˆi · Sˆj +
1
4
nˆinˆj
)
+
1
2
Vijij nˆinˆj
}
.
(A7)
Now, if the single-particle basis is selected as real, we
have Viiij = Viiki = Vijji = Vijjj − Viiij = Kij , Vijij ≡
Vij , and Jij ≡ Vijji.
In effect, putting I1 and I2 together, we obtain
Hˆ = t0
∑
iσ
nˆiσ +
∑
ijσ
′
tij cˆ
†
iσ cˆjσ + U
∑
i
nˆi↑ nˆi↓
+
1
2
∑
ij
′
(
Vij −
1
2
Jij
)
nˆi nˆj −
∑
ij
′
Jij Sˆi · Sˆj
+
∑
ij
′
Jij cˆ
†
i↑ cˆ
†
i↓ cˆj↓ cˆj↑
+
1
2
∑
ijσ
′
Kij (nˆiσ¯ + nˆjσ¯)
(
cˆ†iσ cˆjσ + cˆ
†
jσ cˆiσ
)
.
(A8)
The first term can be dropped as it defines the refer-
ence point for the chemical potential (t0 = 0), the sec-
ond and the third define the Hubbard model (primed
summation means that i 6= j) the fourth term defines
the direct intersite Coulomb term (in the text we put
V ≡ V〈ij〉 − J〈ij〉/2), the fifth represents the Heisenberg
exchange, the sixth corresponds to the local pair hopping
(neglected in our previous work12, as we considered there
only the large-U limit), and the last is the correlated hop-
ping term with K ≡ 2K〈ij〉. Those terms can be grouped
into the form presented here in the starting Hamiltonian
(1) by changing the summation indices properly i ⇆ j
in consecutive terms. However, it should be noted that
the Heisenberg exchange term presented here should not
by associated with the superexchange interaction term
∼ J which appears in our starting Hamiltonian (1). The
latter originates from virtual hopping processes through
the 2pσ states from the Cu-O plane12. The purpose of
this detailed derivation is to show that the Hamiltonian
(1) contains all important two-site terms for the corre-
lated electrons within a single-band. Therefore, it should
be tested extensively in the context of high-temperature
superconductivity and associated with it other forms of
orderings42. Additionally, we have listed here the as-
sumptions required to derive it. For 3d electrons in
dx2−y2 state one really needs the real-valued represen-
tation of the wave function. Finally, the Hamiltonian
(A8) in the strong correlation limit can be transformed
directly into an extended t-J model53.
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