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Abstract
We present technical aspects of the fitting procedure given in the paper V.V. Anisovich
and A.V. Sarantsev The analysis of reactions piN → twomesons + N within reggeon
exchanges. 1. Fit and results.
PACS numbers: 11.25.Hf, 123.1K
1 Introduction
The novel point of the analysis given in the paper [1] is a direct use of reggeon exchange
technique for the description of the reactions πN → twomesons + N at large energies of the
initial pion. This approach allows us to describe simultaneously distributions over M (in-
variant mass of two mesons) and t (momentum transfer squared to nucleons). Making use
of this technique, the following resonances (as well as corresponding bare states), produced
in the πN → π0π0N reaction were studied: f0(980), f0(1300), f0(1200 − 1600), f0(1500),
f0(1750), f2(1270), f2(1525), f2(1565), f2(2020), f4(2025). Adding the data on the processes
pp¯(at rest, from liquidH2) → π0π0π0, π0π0η, π0ηη and pp¯(at rest, from gaseousH2) → π0π0π0,
π0π0η, π0ηη, we performed simultaneous K-matrix fit of two-meson spectra in all these reac-
tions. In [1], the results of the combined fit to the above-listed isoscalar fJ -states and isovector
ones, a0(980), a0(1475), a2(1320), were presented.
Here we discuss technical aspects of the fitting procedure used in [1]. To give the guide
to a reader through the states, which are discussed in [1], the assignment of mesons to Regge
trajectories as well as to qq¯ nonets is presented following Ref. [2].
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The paper is organized as follows.
In Section 2, we present the necessary elements of the reggeon exchange technique in the
two-meson production reactions. In Section 3, we discuss the status of the Regge trajectories on
(J,M2)-plane. In Section 4, we give the connection between the dispersion integral equation for
a three-body system and the K-matrix approach. We demonstrate what type of assumptions is
needed to transform the three-body dispersion relation amplitudes into those of the K-matrix
approach. The assignment of mesons to qq¯ nonets is given in Section 5.
2 Elements of the reggeon exchange technique in the
two-meson production reactions
Here we present the details for the partial wave analysis of two-meson system produced in
the high energy πN interaction when the two-meson production occurs due to reggeon ex-
changes. The reggeon exchange approach is a good tool for studying hadron binary reactions
and processes with diffractive production of hadrons at high energies (see [3], Chapters 2 and
6). Interference effects in the amplitudes of the type πN → twomesons +N provide valuable
information on the contributions of resonances with different quantum numbers.
2.0.1 Kinematics for reggeon exchange amplitudes
For illustration, we consider the reaction π−p→ ππ+n in the c.m. system of the reaction and
present the momenta of the incoming and outgoing particles (below we use the notation for
four-vectors: x = (x0, ~x⊤, xz).
For the incoming particles we have:
pionmomentum : p1 = (pz +
m2π
2pz
, 0, pz) , (1)
protonmomentum : p2 = (pz +
m2N
2pz
, 0,−pz) ,
total energy squared : sπN = (p1 + p2)
2 .
Here we have performed an expansion over the large momentum pz. Analogously, we write for
the outgoing particles:
mesonmomenta (i = 1, 2) : ki = (kiz − m
2
i + k
2
i⊤
2kiz
, ~ki⊤, kiz) , (2)
totalmomentumof mesons : P = k1 + k2 = p1 − q = (pz + s+m
2
π + 2q
2
⊤
4pz
, ~q⊤, pz − s−m
2
π
4pz
) ,
protonmomentum : k3 = p2 + q = (pz − s−m
2
π + 2q
2
⊤
4pz
,−~q⊤,−pz + s−m
2
π
4pz
) ,
energy squared of mesons : s = P 2 = (k1 + k2)
2 . (3)
2
The relative momenta of mesons in the initial and final states read:
p =
1
2
(p1 + q), k =
1
2
(k1 − k2). (4)
The momentum squared transferred to the nucleon is comparatively small:
t ≡ q2 ∼ m2N << sπN where
q = (−s+m
2
π + 2q
2
⊤
4pz
,−~q⊤, s−m
2
π
4pz
) . (5)
Neglecting 0(1/p2z)-terms, one has q ≃ (0,−~q⊤, 0) and q2 ≃ −q2⊤.
2.0.2 Angular momentum operators for two-meson systems
As in Ref. [1], we use angular momentum operators X(L)µ1...µL(k
⊥), Zαµ1...µL(k
⊥) and projection
operator Oµ1...µLν1...νL (⊥ P ). Recall their definition.
The operators are constructed from the relative momenta k⊥µ and tensor g
⊥
µν . Both of them
are orthogonal to the total momentum of the system:
k⊥µ =
1
2
g⊥µν(k1 − k2)ν = k1νg⊥Pνµ = −k2νg⊥Pνµ , g⊥µν = gµν −
PµPν
s
. (6)
The operator for L = 0 is a scalar (we write X(0)(k⊥) = 1), and the operator for L = 1 is a
vector, X(1)µ = k
⊥
µ . The operators X
(L)
µ1...µL
for L ≥ 1 can be written in the form of a recurrency
relation:
X(L)µ1...µL(k
⊥) = k⊥αZ
α
µ1...µL
(k⊥) ≡ k⊥αZµ1...µL,α(k⊥) ,
Zαµ1...µL(k
⊥) ≡ Zµ1...µL,α(k⊥) =
2L− 1
L2
( L∑
i=1
X(L−1)µ1...µi−1µi+1...µL(k
⊥)g⊥µiα
− 2
2L− 1
L∑
i,j=1
i<j
g⊥µiµj X
(L−1)
µ1...µi−1µi+1...µj−1µj+1...µLα
(k⊥)
)
. (7)
We have a convolution equality X(L)µ1...µL(k
⊥)k⊥µL = k
2
⊥X
(L−1)
µ1...µL−1
(k⊥), with k2⊥ ≡ k⊥µ k⊥µ , and the
tracelessness property of X(L)µµµ1...µL = 0. On this basis, one can write down the orthogonality–
normalization condition for orbital angular operators:
∫ dΩ
4π
X
(L)
µ1...µ
′
L
...µL
(k⊥)X(L
′)
µ1...µ
′
L
(k⊥) = δLL′αLk
2L
⊥ , αL =
L∏
l=1
2l − 1
l
, (8)
where integration is performed over spherical variables:
∫
dΩ/(4π) = 1.
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Iterating equation (7), one obtains the following expression for the operator X(L)µ1...µL :
X(L)µ1...µL(k
⊥) = αL
[
k⊥µ1k
⊥
µ2
k⊥µ3k
⊥
µ4
. . . k⊥µL (9)
− k
2
⊥
2L− 1
(
g⊥µ1µ2k
⊥
µ3
k⊥µ4 . . . k
⊥
µL
+ g⊥µ1µ3k
⊥
µ2
k⊥µ4 . . . k
⊥
µL
+ . . .
)
+
k4⊥
(2L−1)(2L−3)
(
g⊥µ1µ2g
⊥
µ3µ4
k⊥µ5k
⊥
µ6
. . . k⊥µL + g
⊥
µ1µ2
g⊥µ3µ5k
⊥
µ4
k⊥µ6 . . . k
⊥
µL
+ . . .
)
+ . . .
]
.
For the projection operators, one has:
O = 1 , Oµν (⊥ P ) = g⊥µν ,
Oµ1µ2ν1ν2 (⊥ P ) =
1
2
(
g⊥µ1ν1g
⊥
µ2ν2
+g⊥µ1ν2g
⊥
µ2ν1
−2
3
g⊥µ1µ2g
⊥
ν1ν2
)
. (10)
For higher states, the operator can be calculated using the recurrent expression:
Oµ1...µLν1...νL (⊥ P ) =
1
L2
( L∑
i,j=1
g⊥µiνjO
µ1...µi−1µi+1...µL
ν1...νj−1νj+1...νL
(⊥ P ) (11)
− 4
(2L− 1)(2L− 3) ×
L∑
i<j
k<m
g⊥µiµjg
⊥
νkνm
Oµ1...µi−1µi+1...µj−1µj+1...µLν1...νk−1νk+1...νm−1νm+1...νL(⊥ P )
)
.
The projection operators obey the relations:
Oµ1...µJν1...νJ (⊥ P )X(J)ν1...νJ (k⊥) = X(J)µ1...µJ (k⊥) ,
Oµ1...µJν1...νJ (⊥ P )kν1kν2 . . . kνJ =
1
αJ
X(J)µ1...µJ (k
⊥) . (12)
Hence, the product of the two XJ(k⊥) operators results in the Legendre polynomials as follows:
X(J)(k⊥)µ1...µJ (p
⊥)(−1)JOµ1...µJν1...νJ (⊥ P )X(J)ν1...νJ (k⊥)=αJ(
√
−p2⊥
√
−k2⊥)JPJ(z), (13)
where z ≡ (−p⊥k⊥)/(
√
−p2⊥
√
−k2⊥) .
2.1 Reggeized pion exchanges
To be definite, we present here formulas which lead to differential cross-section moment expan-
sion in processes initiated by reggeized pions situated on the trajectories R(πj). Recall that
index j labels different trajectories, which are leading and daughter ones, as well as trajectories
generated by a reggeization of the t-channel states with J > 0 (in multiparticle processes, like
πN → twomesons+N , the vertices πR(πj) are diffrent for states with J = 0 and J > 0, so it
is convenient to separate their contributions).
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2.1.1 Production of two mesons at small |t| – the hypothesis of dominant pion
exchange
Under this hypothesis, the amplitude for the ππ production block is written as follows:
A(πR(πj)→ ππ)→ A(ππ → ππ) = 16π
∑
J
AJππ→ππ(s)(2J+1)N
0
JY
0
J (z, ϕ), (14)
Y mJ (z, ϕ) =
1
NmJ
PmJ (z)e
imϕ, NmJ =
√√√√ 4π
2J+1
(J +m)!
(J −m)! .
Below we consider the resonance decay in the set of channels with two pseudoscalar mesons in
the final states, that means ππ → c = ππ,KK¯, ηη, . . . Generalizing consideration, we give the
same freedom for initial state. Therefore, we denote the initial and final (I = 0)-channel states
as a, c with a, c = ππ,KK¯, ηη, and so on. Then the transition amplitudes are denoted as
X(J)µ1...µJ (p
⊥)AJa→c(s)(−1)JOµ1...µJν1...νJ (⊥ P )X(J)ν1...νJ (k⊥c )ξJ , ξJ =
16π(2J + 1)
αJ
, (15)
where k⊥cµ =
1
2
(k⊥c1ν − k⊥c2ν)g⊥νµ.
The unitarity condition for the transition amplitudes reads:
ImAJa→c(s) =
∑
b
2
√
−k2b⊥√
s
AJa→b(s)A
J∗
b→c(s)(−k2c⊥)J , (16)
where index b refers to intermediate states (b = ππ, KK¯, ηη, . . .). The unitarity condition is
fulfilled by using for AJa→c(s) the K-matrix form:
AJa→c(s) =
∑
b
KˆJab
(
I
I − iρˆJ (s)KˆJ
)
bc
, (17)
where ρˆ is a diagonal matrix with elements ρJbb(s) = 2
√
−k2b⊥(−k2b⊥)J /
√
s.
We parametrize the elements of the K-matrix in the following form:
KJab =
∑
n
1
BJ(−k2a⊥, rn)

gn(J)a gn(J)b
M2n − s

 1
BJ(−k2b⊥, rn)
+
f
(J)
ab
BJ(−k2a⊥, r0)BJ(−k2b⊥, r0)
. (18)
Index n refers to a set of resonances, the resonance couplings gnc are constants, and fac is a
non-resonance term. The form factors BJ(−k2⊥, r) are introduced to compensate the divergence
of the relative momentum factor at large energies. Such form factors are known as the Blatt–
Weisskopf factors depending on the radius of the state rn. For non-resonance transition, the
radius r0 is taken to be much larger than that for resonance contributions.
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2.1.2 Calculation routine for the reggeized pion exchanges
In case of the two-meson production, the initial-state K-matrix element is called the P -vector:
KJπR(πj),b ≡ P JπR(πj),b (recall that index j labels the leading and daughter trajectories). We write
for the two-meson production amplitude initiated by the pion reggeon exchange the following
representation:
AJπR(πj),c(s) =
∑
b
P JπR(πj),b
(
I
I − iρˆJ(s)KˆJ
)
bc
. (19)
The P -vector is parametrized in the form similar to eq. (18):
P JπR(πj),c =
∑
n
1
BJ(−p2⊥, rn)

G
n(J)
πR(πj)
(q2)gn(J)c
M2n − s

 1
BJ(−k2c⊥, rn)
+
F
(J)
πR(πj ),c
(q2)
BJ(−p2⊥, r0)BJ(−k2c⊥, r0)
. (20)
The product of the two amplitudes is equal to:
A(πR(πj)→ππ)A∗(πR(πk)→ππ)= (16π)2
∑
J
Y 0J (z, ϕ)
×∑
J1J2
d 0 0 0J1J2JA
J1
πR(πj)→ππ(s)A
J2
πR(πk)→ππ(s)(2J1+1)(2J2+1)N
0
J1
N0J2 , (21)
where the coefficients diji+jnmk are given below. Averaging over the polarizations of the initial
nucleons and summing over polariation of the final ones, we get Sp[(~σ~q⊥)(~σ~q⊥)] ≃ −q2 = −t .
So, we obtain for the total amplitude squared:
|A(pion trajectories)πp→ππn |2 =
∑
R(πj)R(πk)
A(πR(πj)→ ππ)A∗(πR(πk)→ ππ)
× Rπj(sπN , q2)R∗πk(sπN , q2)(−t)(g(π)pn )2. (22)
The final expression reads:
N(M, t)〈Y 0J 〉 =
ρ(s)
√
s
π|~p2|2sπN
∑
R(πj)R(πk)
Rπj (sπN , q
2)R∗πk(sπN , q
2)(−t)(g(π)pn )2
×∑
J1J2
d 0 0 0J1J2JA
J1
ππj→ππ(s)A
J2
πR(πk)→ππ(s)(2J1+1)(2J2+1)N
0
J1
N0J2. (23)
(i) Spherical functions.
Let us present here some relations for the spherical functions used in the calculations:
Y ml (Θ, ϕ) =
1
Nml
Pml (z)e
imϕ, Nml =
√√√√ 4π
2l + 1
(n+m)!
(l −m)! ,
Pml (z) = (−1)m(1− z2)
m
2
dm
dzm
Pl(z), (24)
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where z = cosΘ. We have the following convolution rule for two spherical functions:
Y in(Θ, ϕ)Y
j
m(Θ, ϕ) =
n+m∑
k=0
di,j,i+jn,m,k Y
i+j
k (Θ, ϕ) , (25)
di,j,i+jn,m,k is defined also in [1], eq. (8).
2.1.3 Calculations related to the expansion of the differential cross section πp →
ππ +N over spherical functions for the reggeised π2-exchange
Here we present formulas which refer to the calculation routine related to the reggeised π2-
exchange.
The convolution of angular momentum operators can be expressed through Legendre poly-
nomials and their derivatives:
X
(J+2)
αβµ1...µJ
(p⊥)(−1)JOµ1...µJν1...νJ (⊥ P )X(J)ν1...νJ (k⊥) (26)
=
2αJ
(√
−k2⊥
)J (√−p2⊥
)J+2
3(J+1)(J+2)
×

X(2)µν (p⊥)P
′′
J+2
−p2⊥
+X(2)µν (k
⊥)
P ′′J
−k2⊥
− 3P
′′
J+1√
−k2⊥
√
−p2⊥
k⊥µ p
⊥
ν

Oαβµν (⊥ q) ,
Oαβχτ (⊥ q)X(J)χµ2...µJ (p⊥)(−1)JOτµ2...µJν1ν2...νJ (⊥ P )X(J)ν1...νJ (k⊥)
=
2αJ−1
3J2
(√
−k2⊥
)J (√
−p2⊥
)J
×

X(2)µν (p⊥) P
′′
J
−p2⊥
+X(2)µν (k
⊥)
P ′′J
−k2⊥
− P
′
J + 2zP
′′
J√
−k2⊥
√
−p2⊥
k⊥µ p
⊥
ν

Oαβµν (⊥ q) ,
X(J−2)µ3...µJ (p
⊥)(−1)JOαβµ3...µJν1ν2ν3...νJ (⊥ P )X(J)ν1...νJ (k⊥)
=
2αJ−2
(√
−k2⊥
)J (√−p2⊥
)J−2
3(n−1)n
×

X(2)µν (p⊥)P
′′
J−2
−p2⊥
+X(2)µν (k
⊥)
P ′′J
−k2⊥
− 3P
′′
J−1√
−k2⊥
√
−p2⊥
k⊥µ p
⊥
ν

Oαβµν (⊥ q).
Let us remind that p⊥µ = p1νg
⊥P
νµ and k
⊥
µ = k1νg
⊥P
νµ . Therefore the amplitude Aαβ(πR(π2)→ ππ)
can be rewritten as:
Aαβ(πR(π2)→ ππ) = 2
3
∑
J
[X(2)αβ (p⊥)
−p2⊥
(
C
(J)
1 P
′′
J+2A
(J)
+2 (s)+
+C
(J)
2 P
′′
JA
(J)
0 (s) + C
(J)
3 P
′′
J−2A
(J)
−2 (s)
)
7
+
X
(2)
αβ (k
⊥)
−k2⊥
P ′′J
(
C
(J)
1 A
(J)
+2 (s) + C
(J)
2 A
(J)
0 (s) + C
(J)
3 A
(J)
−2 (s)
)
− O
αβ
µν k
⊥
µ p
⊥
ν√
−k2⊥
√
−p2⊥
(
3C
(J)
1 P
′′
J+1A
(J)
+2 (s) + C
(J)
2 (P
′
J + 2zP
′′
J )A
(J)
0 (s)
+ 3C
(J)
3 P
′′
j−1A
(J)
−2 (s)
) ]
, (27)
where
C
(J)
1 =
16π(2J+1)
(J+1)(J+2)
(√
−k2⊥
)J (√
−p2⊥
)J+2
,
C
(J)
2 =
16π(2J+1)
J(2J−1)
(√
−k2⊥
)J (√
−p2⊥
)J
,
C
(J)
3 =
16π(2J+1)
(2J−1)(2J−3)
(√
−k2⊥
)J (√
−p2⊥
)J−2
. (28)
In the amplitude with the X
(2)
αβ (p
⊥) structure there is no m = 1 component. This amplitude
should be taken effectively into account by the π trajectory. The second amplitude has the same
angular dependence P ′′J (z) and works for resonances with J ≥ 2. In the first approximation it
is reasonable to use the third term only, which has the smallest power of p2⊥.
The third amplitude has angular dependencies:
P ′′J+1(z) , P
′
J + 2zP
′′
J , P
′′
J−1 . (29)
The first and second angular dependencies are the same for J = 1, 2 and differ only at n ≥ 3,
when the third term appears. Therefore, in the first approximation one can use only the second
term which has a lower order of p2⊥ to fit the data. Thus, the R(π2) exchange amplitude can
be approximated as:
Aαβ(πR(π2)→ ππ) ≃ 2
3
∑
J

X
(2)
αβ (k
⊥)
−k2⊥
P ′′JC
(J)
3 A
(J)
−2 (s)
− O
αβ
µν k
⊥
µ p
⊥
ν√
−k2⊥
√
−p2⊥
C
(J)
2 (P
′
J + 2zP
′′
J )A
(J)
0 (s)

 . (30)
The convolution of operators in (30) with k⊥q3α k
⊥q
3β in the GJ system gives:
k⊥q3α k
⊥q
3βX
(2)
αβ (k
2
⊥) = |~k|2k⊥q3z
(
k⊥q3z P2(z) + 3k3xz cosϕ sinΘ
)
,
k⊥q3α k
⊥q
3βO
αβ
µν k
⊥
µ p
⊥
ν =
1
3
|~k||~p|k⊥q3z
(
2k⊥q3z z + 3k
⊥q
3x cosϕ sinΘ
)
, (31)
and the total amplitude is equal to:
AR(π2)πp→ππn =
1
s2πN
∑
J
(
V J1 A
(J)
−2 (s)− V J2 A(J)0
)
Rπ2(sπN , q
2)
×
(
ϕ+n (~σ~p⊥)ϕp
)
g(π2)pn , (32)
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where
V
(J)
1 = C
(J)
3 k
⊥q
3z
(
k⊥q3z P2(z) + 3k3xz cosϕ sinΘ
)
P ′′J ,
V
(J)
2 =
1
3
C
(J)
2 k
⊥q
3z (P
′
J + 2zP
′′
J )
(
2k⊥q3z z + 3k
⊥q
3x cosϕ sinΘ
)
. (33)
For J = 1 the first vertex is equal to 0; for the next ones we have:
V
(1)
2 =
1
3
C
(1)
2 k
⊥q
3z
(
2k⊥q3z Y
0
1 N
0
1 − 3k⊥q3xReY 11 N11
)
, (34)
V
(2)
1 = C
(2)
3 k
⊥q
3z
(
k⊥q3z Y
0
2 N
0
2 − k3xReY 12 N12
)
,
V
(2)
2 =
1
3
C
(2)
2 k
⊥q
3z
(
12k⊥q3z Y
0
2 N
0
2 + 6k
⊥q
3z Y
0
0 N
0
0 − 9k⊥q3xReY 12 N12
)
,
V
(3)
1 = C
(3)
3 k
⊥q
3z
(
9k⊥q3z Y
0
3 N
0
3 + 18k
⊥q
3z Y
0
1 N
0
1 − 6k3xReY 13 N13 − 9k3xReY 11 N11
)
,
V
(3)
2 =
1
3
C
(3)
2 k
⊥q
3z
(
30k⊥q3z Y
0
3 N
0
3 + 42k
⊥q
3z Y
0
1 N
0
1 − 15k⊥q3xReY 13 N13
− 18k⊥q3xReY 11 N11
)
,
V
(4)
1 = C
(4)
3 k
⊥q
3z
(
18k⊥q3z Y
0
4 N
0
4 + 20k
⊥q
3z Y
0
2 N
0
2 + 7k
⊥q
3z Y
0
0 N
0
0
− 9k3xReY 14 N14 − 15k3xReY 12 N12
)
,
V
(4)
2 =
C
(4)
2
3
k⊥q3z
[
k⊥q3z
(
56Y 04 N
0
4 + 110Y
0
2 N
0
2 + 34Y
0
0 N
0
0
)
−k⊥q3x
(
21ReY 14 N
1
4 − 30ReY 12 N12
)]
.
In a general form, the expression can be written as:
V
(J)
1 =
J∑
n=0
C
(J)
3 k
⊥q
3z
[
k⊥q3z Y
0
nR
0
n(P2P
′′
J ) + 3k
⊥q
3xRe Y
1
nR
1
n(zP
′′
J )
]
,
V
(J)
2 =
J∑
n=0
C
(J)
2 k
⊥q
3z
[
2
3
k⊥q3z Y
0
nR
0
n(z(P
′
J + 2zP
′′
J ))
+ k⊥q3xRe Y
1
nR
1
n(P
′
J + 2zP
′′
J )
]
, (35)
where
R0n(f) =
∫
dΩ
4π
f(z)Y 0n (z,Θ),
R1n(f) = 2
∫
dΩ
4π
f(z) cosϕ sinΘReY 1n (z,Θ). (36)
The P -vector amplitudes for the reggeized π2-exchanges read:
A
(J)
−2 (s) = Pˆ
(J)
−2 (I − iρˆJ(s)KˆJ)−1,
A
(J)
0 (s) = Pˆ
(J)
0 (I − iρˆJ (s)KˆJ)−1. (37)
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The P -vector components are parametrized in the form:
(
P
(J)
−2
)
n
=
∑
α
1
BJ−2(−p2⊥, rα)

G(J)α−2 gα(J)n
M2α − s

 1
BJ(−k2n⊥, rα)
+
F
(J)
(−2)n
BJ−2(−p2⊥, r0)BJ(−k2n⊥, r0)
,
(
P
(J)
(0)
)
n
=
∑
α
1
BJ(−p2⊥, rα)

G(J)α0 gα(J)n
M2α − s

 1
BJ(−k2n⊥, rα)
+
F
(J)
(0)n
BJ(−p2⊥, r0)BJ(−k2n⊥, r0)
(38)
The total amplitude of the π2 exchange can be rewritten as an expansion over spherical func-
tions:
A(π2)πp→ππn=
N∑
n=0
(
Y 0nA
0(n)
tot (s) + Y
1
nA
1(n)
tot
)
Rπ2(sπN , q
2)
(
ϕ+n (~σ~p⊥)ϕp
)
g(π2)pn ,
(39)
where
A
0(n)
tot (s) =
1
s2πN
(k⊥q3z )
2
∑
J
[
R0n(P2P
′′
J )C
(J)
3 A
(J)
−2 (s)
− 2
3
R0n(z(P
′
J + 2zP
′′
J ))C
(J)
2 A
(J)
0 (s)
]
,
A
1(n)
tot (s) =
1
s2πN
k⊥q3z k3x
∑
J
[
3R1n(P2P
′′
J )C
(J)
3 A
(J)
−2 (s)
− R1n(z(P ′J + 2zP ′′J ))C(J)2 A(J)0 (s)
]
. (40)
Then the final expression is:
N(M, t)〈Y 0J 〉 =
ρ(s)
√
s
π|~p2|2sπNRπ2(sπN , q
2)R∗π2(sπN , q
2)(−t)(g(π2)pn )2
×∑
n,m
[
d0 0 0n,m,JA
0(n)
tot (s)A
0(m)∗
tot (s) + d
1 1 0
n,m,JA
1(n)
tot (s)A
1(m)∗
tot (s)
]
,
N(M, t)〈Y 1J 〉 =
ρ(s)
√
s
π|~p2|2sπNRπ2(sπN , q
2)R∗π2(sπN , q
2)(−t)(g(π2)pn )2
×∑
n,m
[
d1 0 1n,m,JA
1(n)
tot (s)A
0(m)∗
tot (s) + d
0 1 1
n,m,JA
0(n)
tot (s)A
1(m)∗
tot (s)
]
. (41)
3 Status of trajectories on (J,M 2) plane
The π, η, a1, a2, a3, ρ and P
′ (or f2) trajectories on (J,M2) planes are shown in Fig. 1.
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Leading π and η trajectories are unambiguously determined together with their daughter
trajectories, while for a2, a1, ρ and P
′ only the leading trajectories can be given in a definite
way.
In the construction of (J,M2)-trajectories it is essential that the leading meson trajectories
(π, ρ, a1, a2 and P
′) are well known from the analysis of the diffraction scattering of hadrons at
plab ∼ 5− 50 GeV/c (for example, see [3] and references therein).
The pion and η trajectories are linear with a good accuracy (see Fig. 1). Other leading
trajectories (ρ, a1, a2, P
′) can also be considered as linear:
αX(M
2) ≃ αX(0) + α′X(0)M2 . (42)
The parameters of the linear trajectories, determined by the masses of the qq¯ states, are
απ(0) ≃ −0.015 , α′π(0) ≃ 0.83 GeV−2;
αρ(0) ≃ 0.50 , α′ρ(0) ≃ 0.87 GeV−2;
αη(0) ≃ −0.25 , α′η(0) ≃ 0.80 GeV−2;
αa1(0) ≃ −0.10 , α′a1(0) ≃ 0.72 GeV−2;
αa2(0) ≃ 0.45 , α′a2(0) ≃ 0.93 GeV−2;
αP ′(0) ≃ 0.50 , α′P ′(0) ≃ 0.93 GeV−2. (43)
The slopes α′X(0) of the trajectories are approximately equal. The inverse slope, 1/α
′
X(0) ≃
1.25± 0.15 GeV2, roughly equals the parameter µ2 for trajectories on the (n,M2) planes:
1
α′X(0)
≃ µ2 . (44)
In the subsequent chapters, considering the scattering processes, we use for the Regge trajec-
tories the momentum transfer squared M2 → t.
3.1 Kaon trajectories on (J,M2) plane
As was said above, experimental data in the kaon sector are scarce, so in Fig. 2 we show only the
leading K-meson trajectory (the states with JP = 0−, 2−), the K∗ trajectory (JP = 1−, 3−, 5−)
and the leading and daughter trajectories for JP = 0+, 2+, 4+. The parameters of the leading
kaon trajectories are as follows:
αK(0) ≃ −0.25 , α′K(0) ≃ 0.90 GeV−2;
αK∗(0) ≃ 0.30 , α′K∗(0) ≃ 0.85 GeV−2;
αK2+ (0) ≃ −0.2 , α′K2+ (0) ≃ 1.0 GeV
−2. (45)
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Figure 1: Trajectories in the (J,M2) plane: a) leading and daughter π-trajectories, b) leading
and daughter η-trajectories, c) a2-trajectories, d) leading and daughter a1-trajectories, e) ρ-
trajectories, f) P ′-trajectories.
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Figure 2: Kaon trajectories on the (JP ,M2) plane.
The trajectories with JP = 1+, 3+, 5+ cannot be defined unambiguously.
4 Dispersion integral equation for a three-body system
and the K-matrix approach
The LEAR (CERN) experiment accumulated high statistics data on three-meson production
from the p¯p annihilation at rest, mainly from (JPC = 0−+)-level. The data of the Crystal Barrel
Collaboration (LEAR) were successfully analysed in the terms of the K-matrix approach (see,
for example, [4, 11, 12, 15]) with the aim to search for new meson resonances in the region 1000–
1600 MeV. But theK-matrix approach takes into account three-body unitarity condition on the
phenomenological level only. The three-body unitarity can be taken into account considering
all three-particle rescatterings, using, for example, the dispersion relation N/D-method.
In this Appendix we demonstrate what type of assumptions is needed for transformation of
the three-body dispersion relation amplitudes into that of the K-matrix approach.
Here the dispersion relation N/D-method is presented for a three-body system: the method
allows one to take into account final-state two-meson interactions. We consider in detail an
illustrative example: the decay of the 0−+-state into three different pseudoscalar mesons.
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Figure 3: Different types of transitions (JPin = 0
−)-state−→ P1P2P3: a) prompt decay, b) decay
with subsequent final state interactions.
The first steps in accounting for all two-body final state interactions were made in [16] in
a non-relativistic approach for three-nucleon systems. In [17] the two-body interactions were
considered in the potential approach (the Faddeev equation).
The relativistic dispersion relation technique was used for the investigation of the final state
interaction effects in [18].
A relativistic dispersion relation equation for the amplitude η → πππ was written in [19].
Later on the method was generalised [20] for the coupled processes pp¯(at rest) → πππ, ηηπ,
KK¯π: this way a system of coupled equations for decay amplitudes was written. Following [19,
20], we explain here the main points in considering the dispersion relations for a three-particle
system. The account of the three-particle final state interactions imposes correct unitarity and
analyticity constraints on the amplitude.
4.0.1 Two-particle interactions in the 0−-state −→ P1P2P3 decay
As previously, we consider the decay of a pseudoscalar particle (JPin = 0
−) with the mass M
and momentum P into three pseudoscalar particles with masses m1, m2, m3 and momenta k1,
k2, k3. There are different contributions to this decay process: those without final state particle
interactions (prompt decay, Fig. 3a) and decays with subsequent final state interactions (an
example is shown in Fig. 3b).
For the decay amplitude we consider here an equation which takes into account two-particle
final state interactions, such as that shown in Fig. 3b. First, we consider in detail the S-wave
interactions. This case clarifies the main points of the dispersion relation approach for the
three-particle interaction amplitude. Then we discuss a scheme for generalising the equations
for the case of higher waves.
(i) S-wave interaction.
Let us begin with the S-wave two-particle interactions. The decay amplitude is given by
A
(Jin=0)
P1P2P3
(s12, s13, s23) = λ(s12, s13, s23) + A
(0)
12 (s12) + A
(0)
13 (s13) + A
(0)
23 (s23). (46)
Different terms in (46) are illustrated by Fig. 4: we have a prompt production amplitude,
Fig. 4b, and terms A
(0)
ij (sij) with particles P1P2 (Fig. 4c), P1P3 (Fig. 4d) and P2P3 (Fig. 4e)
participating in final state interactions.
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Figure 4: Different terms in the amplitude A
(Jin=0)
P1P2P3
(s12, s13, s23)
To take into account rescattering of the type shown in Fig. 3b, we can write equations for
different terms A
(0)
ij (sij).
The two-particle unitarity condition is explored to derive the integral equation for the
amplitude A
(0)
ij (sij). The idea of the approach suggested in [21] is that one should consider the
case of a small external mass M < m1 +m2 +m3. A standard spectral integral equation (or
a dispersion relation equation) is written in this case for the transitions hinPℓ → PiPj . Then
the analytical continuation is performed over the mass M back to the decay region: this gives
a system of equations for decay amplitudes A
(0)
ij (sij).
So, let us consider the channel of particles 1 and 2, the transition hinP3 → P1P2. We write
the two-particle unitarity condition for the scattering in this channel with the assumption
(M +m3) ∼ (m1 +m2).
The discontinuity of the amplitude in the s12-channel equals
disc12A
Jin=0
P1P2P3
(s12, s13, s23) = disc12A
(0)
12 (s12) = (47)
=
∫
dΦ12(p12; k1, k2)
(
λ(s12, s13, s23) + A
(0)
12 (s12) + A
(0)
13 (s13) + A
(0)
23 (s23)
)(
A
(0)
12→12(s12)
)∗
.
Here dΦ12(p12; k1, k2) = (1/2)(2π)
−2δ4(p12−k1−k2)d4k1d4k2δ(m21−k21)δ(m22−k22) is the standard
phase volume of particles 1 and 2. In (47), we should take into account that only A
(0)
12 (s12) has
a non-zero discontinuity in the channel 12.
S-wave two-particle scattering amplitude
But first, let us consider the S-wave two-particle scattering amplitude A
(0)
P1P2→P1P2. It can be
written in the dispersion N/D approach with separable interaction (see Chapter 3) as a series
A
(0)
P1P2→P1P2(s) = G
L
0 (s12)G
R
0 (s12) +G
L
0 (s12)B
(0)
12 (s12)G
R
0 (s12) (48)
+ GL0 (s12)B
(0)2
12 (s12)G
R
0 (s12) + ... =
GL0 (s12)G
R
0 (s12)
1− B(0)12 (s12)
,
where GL0 (s12) and G
R
0 (s12) are left and right vertex functions. The loop diagram B
(0)
12 (s12) in
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the dispersion relation representation reads:
B
(0)
12 (s12) =
∞∫
(m1+m2)2
ds′12
π
GL0 (s
′
12)ρ
(0)
12 (s
′
12)G
R
0 (s
′
12)
s′12 − s12 − i0
, (49)
where ρ
(0)
12 (s12) =
√
[s12 − (m1 +m2)2][s12 − (m1 −m2)2]/(16πs12) is the two-particle S-wave
phase space integrated over the angular variables. The vertex functions contain left-hand
singularities related to the t-channel exchange diagrams, while the loop diagram B
(0)
12 (s12) has
a singularity due to the elastic scattering (the right-hand side singularity). The consideration
of the scattering amplitude A
(0)
P1P2→P1P2(s12) does not specify it whether both vertices, G
L
0 (s12)
and GR0 (s12), have left-hand singularities or only one of them (see discussion in Chapter 3).
Considering the three-body decay, it is convenient to make use of this freedom. On the first
sheet of the decay amplitude, we take into account the threshold singularities at sij = (mi+mj)
2,
which are associated with the elastic scattering in the subchannel of particles i and j but not
those on the left-hand side. This means that the vertex GR0 (s12) should be chosen here as an
analytical function. For the sake of simplicity let us put GR0 (s12) = 1 and present the amplitude
P1P2 → P1P2 as
A
(0)
P1P2→P1P2(s12) = G
L
0 (s12)
1
1− B(0)12 (s12)
at GR0 (s12) = 1 . (50)
Equation for the decay amplitude hin → P1P2P3
Exploring (47), let us now return to the equation for the decay amplitude hin → P1P2P3.
As was noted (see also [21]), the full set of rescattering of particles 1 and 2 gives us the
factor (1− B0(s12))−1, so we have from (47):
A
(0)
12 (s12) = B
(0)
in (s12)
1
1−B0(s12) . (51)
The first loop diagram B
(0)
in (s12) is determined as
B
(0)
in (s12) =
∞∫
(m1+m2)2
ds′12
π
disc12 B
(0)
in (s
′
12)
s′12 − s12 − i0
, (52)
where
disc12 B
(0)
in (s12) =
∫
dΦ12(p12; k1, k2)
(
λ(s12, s13, s23) + A
(0)
13 (s13) + A
(0)
23 (s23)
)
GL0 (s12)
≡ disc12 B(0)λ−12(s12) + disc12 B(0)13−12(s12) + disc12 B(0)23−12(s12). (53)
Here we present disc12 B
(0)
in (s12) as a sum of three terms because each of them needs a special
treatment when M2 + iε is increasing.
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It is convenient to perform the phase-space integration in equation (53) in the centre-of-mass
system of particles 1 and 2 where k1 + k2 = 0. In this frame
s13 = m
2
1 +m
2
3 + 2k10k30 − 2z | k1 || k3 | ,
s23 = m
2
2 +m
2
3 + 2k20k30 + 2z | k2 || k3 | , (54)
where z = cos θ13 and k10 =
s12+m21−m22
2
√
s12
, k20 =
s12+m22−m21
2
√
s12
, −k30 = s12+m
2
3−M2
2
√
s12
. The minus sign
in front of k30 reflects the fact that P3 is an outgoing, not an incoming particle. As usually,
| kj |=
√
k2j 0 −m2j for j = 1, 2, 3. In the calculation of disc12 B(in)0 (s12) all integrations are
carried out easily except for the contour integral over dz. It can be rewritten in (53) as an
integral over ds13 or ds23:
+1∫
−1
dz
2
→
s13(+)∫
s13(−)
ds13
4 | k1 || k3 | , or
+1∫
−1
dz
2
→
s23(+)∫
s23(−)
ds23
4 | k2 || k3 | , (55)
where
s13(±) = m21 +m23 + 2k10k30 ± 2 | k1 || k3 | ,
s23(±) = m22 +m23 + 2k20k30 ± 2 | k2 || k3 | . (56)
The relative location of the integration contours (55) and amplitude singularities is the deter-
mining point for writing the equation.
Below we use the notation
si3(+)∫
si3(−)
dsi3 =
∫
Ci3(s12)
dsi3. (57)
One can see from (56) that the integration contours C13(s12) and C23(s12) depend on M
2 and
s12, so we should monitor them when M
2 + iε increases.
Let us underline again that the idea to consider the decay processes in the dispersion relation
approach is the following : we write the equation in the region of the standard scattering
two particles → two particles (when m1 ∼ m2 ∼ m3 ∼ M) with the subsequent analytical
continuation (with M2 + iε at ε > 0) into the decay region, M > m1 + m2 + m3, and then
ε→ +0. In this continuation we need to specify what type of singularities (and corresponding
type of processes) we take into account and what type of singularities we neglect. Definitely,
we take into account right-hand side and left-hand side singularities of the scattering processes
PiPj → PiPj (our main aim is to restore the rescattering processes correctly). But singularities
of the prompt production amplitude are beyond the field of our interest. In other words, we
suppose λ(s12, s13, s23) to be an analytical function in the region under consideration.
Assuming λ(s12, s13, s23) to be an analytical function in the region under consideration, we
can easily perform analytical continuation of the integral over dz, Eq. (55), with M2 + iε.
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Problems may appear in the integrations of A
(0)
13 (s13) and A
(0)
23 (s23) owing to the threshold
singularities in the amplitudes (at s13 = (m1 + m3)
2 and s23 = (m2 + m3)
2, respectively).
However, the analytical continuation over M2+ iε resolves them: one can see in [2] (Chapter 4)
the location of the integration contour in the complex-s23 plane with respect to the threshold
singularity at s23 = (m2 +m3)
2 when M > m1 +m2 +m3.
Let us now write the equation for the three-particle production amplitude in more detail.
We denote the S-wave projection of λ(s12, s13, s23) as
〈λ(s12, s13, s23)〉(0)12 =
+1∫
−1
dz
2
λ(s12, s13, s23), (58)
and the contour integrals over the amplitudes A
(0)
13 (s13) and A
(0)
23 (s23) as
〈A(0)i3 (si3)〉(0)12 =
+1∫
−1
dz
2
A
(0)
i3 (si3) ≡
∫
Ci3(s12)
dsi3
4|ki||k3|A
(0)
i3 (si3), i = 1, 2. (59)
Remind once more that the definition of the contours Ci(s12) is given in (57) while the relative
position of the contour C2(s12) and the threshold singularity in the s23-channel is shown in Fig.
4.26. So, we rewrite (53) in the form
disc12 B
(0)
in (s12) =
(
〈λ(s12, s13, s23)〉(0)12 + 〈A(0)13 (s13)〉(0)12 + 〈A(0)23 (s23)〉(0)12
)
× ρ(0)12 (s12)GL0 (s12), (60)
Equation (60) allows us to write the dispersion integral for the loop amplitude B
(0)
in (s12). As a
result, we have:
A
(0)
12 (s12)=
(
B
(0)
λ−12(s12)+B
(0)
13−12(s12)+B
(0)
23−12(s12)
)
1
1− B(0)12 (s12)
(61)
where
B
(0)
λ−12(s12) =
∞∫
(m1+m2)2
ds′12
π
〈λ(s′12, s′13, s′23)〉(0)12
ρ
(0)
12 (s
′
12)
s′12 − s12 − i0
GL0 (s
′
12),
B
(0)
i3−12(s12) =
∞∫
(m1+m2)2
ds′12
π
〈A(0)i3 (s′i3)〉(0)12
ρ
(0)
12 (s
′
12)
s′12 − s12 − i0
GL0 (s
′
12). (62)
Let us emphasise that in the integrand (62) the energy squared is s′12 and hence, calculating
〈λ(s′12, s′13, s′23)〉(0)12 and 〈A(0)i3 (s′i3)〉(0)12 , we should use Eqs. (54) – (57) with the replacement
s12 → s′12.
The equation (61) is illustrated by Fig. 5.
18
a1
2
3
b
1
2
3
=
c
1
2
3
1
2
+
d
1
2
3
2
1
+
Figure 5: Diagrammatic presentation of Eq. (61).
In the same way we can write equations for A
(0)
13 (s13) and A
(0)
23 (s23). We have a system of
three non-homogeneous equations which determine the amplitudes A
(0)
ij (sij) when λ(s12, s13, s23)
is considered as an input function.
Note that the integration contour Ci(s12) in (59), see also [21], does not coincide with that
of [22] where the corresponding problem was treated starting from the consideration of the
three-body channel.
(ii) Final state rescattering PiPj → PiPj in the L > 0 state.
Equations for amplitudes which describe the final state interactions in the transition (JPin =
0−)-state−→ P1P2P3 when rescattering PiPj → PiPj occur in a state with L > 0 can be written
in a way analogous to that presented above for L = 0. So, we suppose that PiPj → PiPj
rescattering take place in a state with definite orbital momentum L and L 6= 0.
The amplitude for the decay (JPin = 0
−)-state−→ P1P2P3 (below L = J) reads:
A
(Jin=0)
P1P2P3
(s12, s13, s23) = λ(s12, s13, s23) + A
(J)
12 (s12)X
(J)
µ1...µJ
(k⊥P3 )X
(J)
µ1...µJ
(k⊥p1212 )
+A
(J)
13 (s13)X
(J)
µ1...µJ
(k⊥P2 )X
(J)
µ1...µJ
(k⊥p1313 ) + A
(J)
23 (s23)X
(J)
µ1...µJ
(k⊥P1 )X
(J)
µ1...µJ
(k⊥p2323 ). (63)
Convolutions of the momentum operators, such as X(J)µ1...µJ (k
⊥P
3 ) X
(J)
µ1...µJ
(k⊥p1212 ), being functions
of sij do not contain threshold singularities. So we can rewrite (63) in a more compact form
A
(Jin=0)
P1P2P3
(s12, s13, s23) = λ(s12, s13, s23) + A
(J−J)
12 (s12, s13, s23)
+A
(J−J)
13 (s12, s13, s23) + A
(J−J)
23 (s12, s13, s23), (64)
where A
(J−J)
12 (s12, s13, s23) = A
(J)
12 (s12)X
(J)
µ1...µJ
(k⊥P3 )X
(J)
µ1...µJ
(k⊥p1212 ), and so on. As previously,
λ(s12, s13, s23) is an analytical function of sij while the terms A
(J−J)
ij (s12, s13, s23) have threshold
singularities of the type
√
sij − (mi +mj)2 due to final state rescattering PiPj → PiPj.
Two-particle scattering amplitude at L = J 6= 0
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First, we should introduce a two-particle (L = J)-wave scattering amplitude. To be definite,
we consider P1P2 → P1P2. We write the block of a one-fold scattering as
A
(J)
(P1P2→P1P2)one−fold(s12) = X
(J)
ν1...νJ
(k′⊥p1212 )O
ν1...νJ
µ1...µJ
(⊥ p12)GLJ (s12)GRJ (s12)
× X(J)µ1...µJ (k⊥p1212 ). (65)
The two-fold scattering amplitude reads:
A
(J)
(P1P2→P1P2)two−fold(s12) = X
(J)
ν1...νJ
(k′⊥p1212 )O
ν1...νJ
ν′1...ν
′
J
(⊥ p12)GLJ (s12)
×
[ ∞∫
(m1+m2)2
ds′′12
π(s′′12 − s12 − i0)
GRJ (s
′′
12)
×
∫
X
(J)
ν′1...ν
′
J
(k
′′⊥p′′12
12 )dΦ12(p
′′
12; k
′′
1 , k
′′
2)X
(J)
ν′′1 ...ν
′′
J
(k
′′⊥p′′12
12 )G
L
J (s
′′
12)
]
×GRJ (s12)Oν
′′
1 ...ν
′′
J
µ1...µJ
(⊥ p12)GLJ (s12)X(J)µ1...µJ (k⊥p1212 ). (66)
In the integrand we can replace k
′′⊥p′′12
12 → k′′⊥p1212 , because in the c.m. frame of particles P1P2
one has p′′12 = (
√
s′′12, 0, 0, 0) and p12 = (
√
s12, 0, 0, 0). The integration over the phase space gives
∫
X
(J)
ν′1...ν
′
J
(k′′⊥p1212 )dΦ12(p
′′
12; k
′′
1 , k
′′
2)X
(J)
ν′′1 ...ν
′′
J
(k′′⊥p1212 ) = O
ν′1...ν
′
J
ν′′1 ...ν
′′
J
(⊥ p12)
× ρ(J)12 (s′′12). (67)
Using
Oν1...νJν′1...ν′J
(⊥ p12)Oν
′
1...ν
′
J
ν′′1 ...ν
′′
J
(⊥ p12)Oν′′1 ...ν′′Jµ1...µJ (⊥ p12) = Oν1...νJµ1...µJ (⊥ p12), (68)
we write the two-fold amplitude as follows:
A
(J)
(P1P2→P1P2)two−fold(s12) = (69)
X(J)ν1...νJ(k
′⊥p12
12 )O
ν1...νJ
µ1...µJ
(⊥ p12)GLJ (s12)B(J)12 (s12)GRJ (s12)X(J)µ1...µJ (k⊥p1212 ),
where
B
(J)
12 (s12) =
∞∫
(m1+m2)2
ds′′12
π(s′′12 − s12 − i0)
GRJ (s
′′
12)ρ
(J)
12 (s
′′
12)G
L
J (s
′′
12) (70)
is the loop diagram.
The full set of rescattering gives:
A
(J)
P1P2→P1P2(s12) = X
(J)
ν1...νJ
(k′⊥p1212 )O
ν1...νJ
µ1...µJ
(⊥ p12)
× GLJ (s12)
1
1−B(J)12 (s12)
GRJ (s12)X
(J)
µ1...µJ
(k⊥p1212 ). (71)
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As previously for J = 0, we put
GRJ (s12) = 1 . (72)
Finally we write:
A
(J)
P1P2→P1P2(s12) = X
(J)
µ1...µJ
(k′⊥p1212 )G
L
J (s12)
1
1− B(J)12 (s12)
X(J)µ1...µJ (k
⊥p12
12 ).
(73)
Equation for the decay amplitude hJin=0 → P1P2P3
Let us return now to the equation for the three-particle production amplitude A
(Jin=0)
P1P2P3
(s12, s13, s23)
given by (64). We write equations for separated terms A
(J−J)
ij (s12, s13, s23). To use Eqs. (65)–
(73) directly, we consider the term with the final state interaction in the channel 12, namely,
A
(J−J)
12 (s12, s13, s23).
The amplitude A
(J−J)
12 (s12, s13, s23) is determined by three terms shown in Fig. 5b,c,d.
The term initiated by the prompt production block λ(s12, s13, s23) is a set of loop diagrams
of the type of that in Fig. 5b. Therefore this term reads:
X(J)µ1...µJ (k
⊥p12
3 )B
(J)
λ−12(s12)
1
1− B(J)12 (s12)
X(J)µ1...µJ (k
⊥p12
12 ), (74)
with
B
(J)
λ−12(s12)=
∞∫
(m1+m2)2
ds′12
π
〈λ(s′12, s′13, s′23)〉(J)12
ρ
(J)
12 (s
′
12)
s′12 − s12 − i0
GL0 (s
′
12). (75)
Let us explain Eqs. (74), (75) in more detail. Similarly to (65), we write for the first loop
diagram in (74) the following representation:
X(J)µ1...µJ (k
⊥p12
3 )B
(J)
λ−12(s12)X
(J)
µ1...µJ
(k⊥p1212 )=X
(J)
ν1...νJ
(k⊥p123 )O
ν1...νJ
ν′1...ν
′
J
(⊥ p12)
×
[ ∞∫
(m1+m2)2
ds′12〈λ(s′12, s′13, s′23)〉(J)12
π(s′12 − s12 − i0)
∫
X
(J)
ν′1...ν
′
J
(k′⊥p1212 )dΦ12(p
′
12; k
′
1 , k
′
2)X
(J)
ν′′1 ...ν
′′
J
(k′⊥p1212 )G
L
J (s
′
12)
]
×Oν′′1 ...ν′′Jµ1...µJ (⊥ p12)X(J)µ1...µJ (k⊥p1212 ). (76)
Recall that 〈λ(s′12, s′13, s′23)〉(J)12 depends on s′12 only. Indeed, the projection 〈λ(s12, s13, s23)〉(J)12 is
determined by the following expansion of the non-singular term:
λ(s12, s13, s23) =
∑
J ′
X(J
′)
ν1...νJ′
(k⊥p123 )〈λ(s12), s13, s23〉(J
′)
12 X
(J ′)
µ1...µJ′
(k⊥p1212 ),
(77)
21
so we have
〈λ(s12, s13, s23)〉(J)12 =
∫
dΦhin3(p12;P,−k3)X(J)ν1...νJ (k⊥p123 )λ(s12, s13, s23)
×X(J)µ1...µJ′ (k
⊥p12
12 )dΦ12(p12; k1, k2)
∫
dΦhin3(p12;P,−k3)
(
X
(J)
ν′1...ν
′
J
(k⊥p123 )
)2
×
∫
dΦ12(p12; k1, k2)
(
X
(J)
µ′1...µ
′
J
(k⊥p1212 )
)2
. (78)
In the integrand (76) the energy squared is s′12. Hence, we should use 〈λ(s′12, s′13, s′23)〉(0)12 in the
calculation.
Likewise, we calculate the amplitudes of processes of Fig. 5c,d. As a result, we have the
equation:
A
(J−J)
12 (s12, s13, s23) = X
(J)
µ1...µJ
(k⊥p123 )
×
(
B
(J)
λ−12(s12) +B
(J)
13−12(s12) +B
(J)
23−12(s12)
)X(J)µ1...µJ (k⊥p1212 )
1−B(J)12 (s12)
. (79)
Here
B
(J)
i3−12(s12) =
∞∫
(m1+m2)2
ds′12
π
〈A(J−J)i3 (s′12, s′13, s′23)〉(J)12
ρ
(J)
12 (s
′
12)
s′12 − s12 − i0
GL0 (s
′
12).
(80)
Let us stress once more that in (80) the terms 〈A(J−J)13 (s′12, s′13, s′23)〉(J
′)
12 and 〈A(J−J)23 (s′12, s′13, s′23)〉(J
′)
12
depend on s′12 only. This is the result of the following expansions:
A
(J−J)
13 (s
′
12, s
′
13, s
′
23) =
∑
J ′
X(J
′)
ν1...νJ′
(k′⊥p123 )〈A(J−J)13 (s′12, s′13, s′23)〉(J
′)
12 X
(J ′)
µ1...µJ′
(k
′⊥p′12
12 ),
A
(J−J)
23 (s
′
12, s
′
13, s
′
23) =
∑
J ′
X(J
′)
ν1...νJ′
(k′⊥p123 )〈A(J−J)23 (s′12, s′13, s′23)〉(J
′)
12 X
(J ′)
µ1...µJ′
(k
′⊥p′12
12 ). (81)
The integration over the phase space in the calculations of A
(J−J)
i3 (s
′
12, s
′
13, s
′
23) is performed in
a way analogous to that for J = 0. The contour integrals read (see Fig. 6) :
〈A(J−J)i3 (s′12, s′13, s′23)〉(J)i3 =
+1∫
−1
dz′
2
A
(J−J)
i3 (s
′
12, s
′
13, s
′
23) (82)
≡
∫
Ci3(s′12)
dsi3
4|ki||k3|A
(J−J)
i3 (s
′
12, s
′
13, s
′
23), i = 1, 2.
The definition of the contours Ci(s12) is given in (57).
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Figure 6: The integration contour C(s′12).
4.0.2 Dispersion relation equations for a three-body system with resonance in-
teraction in the two-particle states of the outgoing hadrons
In this section we consider the case when the outgoing particles interact due to two-particle
resonances. Such a situation occurs, for example, in the reaction pp¯(at rest, level 1S0)→ πππ:
in the 0++-wave of the pion–pion amplitude, there is a set of comparatively narrow resonances
while a non-resonance background can be described as a broad resonance. Another possibility
to introduce the background contribution in this model is to add pole (resonance) terms beyond
(for example, above) the region of application of the amplitude.
In order to avoid cumbersome formulas, we consider, as before, a reaction of the type
h(1S0)→ P1P2P3, with the S-wave interactions of the outgoing pseudoscalars PiPj → PiPj.
(i) Two-particle resonance amplitude.
We start with the dispersion representation of the two-particle amplitude for this particular
case. The first resonance term (the one-fold scattering block) of the amplitude PiPj → PiPj
can be written in the form
∑
n
g
(n)2
ij (sij)
M2n − sij
, (83)
where Mn is a non-physical mass of the n-resonance, and vertex g
(n)
ij (sij) describes its decay
into two particles PiPj. Experimental data tell us that vertices g
(n)
ij (sij) can be successfully
approximated by the energy dependence: g
(n)
ij (sij) ∼ exp(−sij/µ2) with the universal slope
µ2 ≃ 0.5 GeV2. Below we assume this universality:
g
(n)
ij (sij) = g
(n)
ij f(sij) (84)
where g
(n)
ij is a constant and f(sij) is a universal form factor of the type exp(−sij/µ2). If so,
the two-fold scattering term of the amplitude contains the universal loop diagram b(sij):
A
(0)
(PiPj→PiPj)two−fold(sij) = f(sij)
∑
n
g
(n)2
ij
M2n − sij
b(sij)
∑
n′
g
(n′)2
ij
M2n′ − sij
f(sij),
23
b(sij) =
∞∫
(mi+mj)2
ds′
π
ρ
(0)
ij (s
′)f 2(s′)
s′ − sij − i0 . (85)
Summing up the terms with different numbers of loops, one obtains the following expression
for the amplitude:
A
(0)
(PiPj→PiPj)(sij) =
f 2(sij)
∑
n
g
(n)2
ij
M2n−sij
1− b(sij)∑
n′
g
(n′)2
ij
M2
n′
−sij
. (86)
Since the loop diagram has the following real and imaginary parts:
b(sij) = iρ
(0)
ij (sij)f
2(sij) + P
∞∫
(mi+mj)2
ds′
π
ρ
(0)
ij (s
′)f 2(s′)
s′ − sij
= iIm b(sij) + Re b(sij) , (87)
the scattering amplitude (86) can easily be rewritten in the K-matrix form for the case when
an S-wave state contains several resonances.
(ii) Three particle production amplitude h(1S0)→ P1P2P3.
The decay amplitude is given by an equation of the type of (46). In the term λ(s12, s13, s23),
however, we should take into account the prompt production of resonances; it is convenient to
consider their widths as well. Correspondingly, we replace
λ(s12, s13, s23)→ Λ12(s, s12) + Λ13(s, s13) + Λ23(s, s23), (88)
Λij(s, sij) =
∑
n
Λ
(n)
ij (s, sij)
g
(n)
ij
M2n − sij
f(sij)
1
1− b(sij)∑
n′
g
(n′)2
ij
M2
n′
−sij
,
and write for the full amplitude:
Ah(1S0)→P1P2P3(s12, s13, s23) = Λ12(s, s12)+Λ13(s, s13)+Λ23(s, s23)
+ A12(s, s12)+A13(s, s13)+A23(s, s23), (89)
where the terms Aij(s, sij) describe processes with interactions of all particles, P1, P2 and P3.
The term A12(s, s12) reads:
A12(s, s12) =
(
B13−12(s, s12) +B23−12(s, s12)
)
× ∑
n
g
(n)2
12
M2n − s12
f(s12)
1
1− b(s12)∑
n′
g
(n′)2
12
M2
n′
−s12
, (90)
Bi3−12(s12) =
∞∫
(m1+m2)2
ds′12
π
〈Λi3(s, s′i3) + Ai3(s, s′i3)〉(0)12
ρ
(0)
12 (s
′
12)f(s
′
12)
s′12 − s12 − i0
.
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Figure 7: Complex-M plane for the (IJPC = 00++) mesons. The dashed line encircles the
part of the plane where the K-matrix analysis [4, 5, 6] reconstructs the analytical K-matrix
amplitude: in this area the poles corresponding to resonances f0(980), f0(1300), f0(1500),
f0(1750) and the broad state f0(1200 − 1600) are located. Beyond this area, in the low-mass
region, the pole of the light σ-meson is located (shown by the point the position of pole, M =
(430−i320) MeV, corresponds to the result ofN/D analysis ; the crossed bars stand for σ-meson
pole found in [9, 28]). In the high-mass region one has resonances f0(2030), f0(2100), f0(2340)
[7]. Solid lines stand for the cuts related to the thresholds ππ, ππππ,KK¯, ηη, ηη′.
Analogous relations for A13(s, s13) and A23(s, s23) give us three non-homogenous equations
for three amplitudes thus solving in principle the problem of construction of the three-body
amplitude under the constraints of analyticity and unitarity.
The equations written here require a comment. We realise the convergence of the loop
diagrams with the help of cutting vertices or, what is the same, the universal form factor. The
convergence of a loop diagram can be realised in other ways as well. For example, in [19, 20]
a special cutting function was introduced into the integrands; one may use the subtraction
procedure as it is done in [23, 21]. The technical variations are of no importance, the only
essential point is that for the convergence of the considered diagrams we have to introduce
additional parameters – here it is the form factor slope µ2, see Eq. (84) and the corresponding
discussion.
Miniconclusion
In this Appendix we have presented some characteristic features of the spectral integral
equations for three-body systems. The technique can be used both for the determination
of levels of compound systems and their wave functions (for instance, in the method of an
accounting of the leading singularities [24] – this method was applied to the three-nucleon
systems, H3 and He3, and for determination of analytical properties of multiparticle production
amplitudes when the produced resonances are studied.
We do not present here formulas for the reactions we have studied — the formulas are
rather cumbersome. An example can be found, as it was mention above, in [20] where a set of
equations for reactions pp¯→ πππ, πηη, πKK¯ was written.
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Figure 8: Position of the f2-poles on the complex-M plane: states with dominant
3P2nn¯-
component (full circle), 3F2nn¯-component (full triangle),
3P2ss¯-component (open circle),
3F2ss¯-
component (open triangle); the position of the tensor glueball is shown by the open square.
Mass regions studied by the groups L3 [29], PNPI-RAL [7, 30, 31, 32] and BNL [8, 33] are
shown.
The presented technique may be especially convenient for the study of low-mass singulari-
ties in multiparticle production amplitudes. The long-lasting discussions on the sigma-meson
observation, (see [25, 26, 27] and references therein) indicate that this is a problem of current
interest.
5 Assignment of Mesons to Nonets
We present here the assignment of the mesons to qq¯ nonets following [2].
In Figs. 7 and 8 we show the positions of the (IJPC = 00++) and (IJPC = 02++) resonances
in the complex-M planes found in the previous analyses, see [2] for details.
In Eq. (91) we collected all considered meson qq¯ states in nonets according to their
SU(3)flavour attribution (the
2S+1LJ states of qq¯ mesons with n = 1, 2, 3 and 4). The sin-
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glet and octet states, with the same values of the total angular momentum, are mixed.
n=1 n=2
qq¯-mesons I=1 I=0 I=0 I= 1
2
I=1 I=0 I=0 I= 1
2
1S0(0
−+) pi(140) η(547) η′(958) K(500) pi(1300) η(1295) η(1410) K(1460)
3S1(1
−−) ρ(775) ω(782) φ(1020) K∗(890) ρ(1460) ω(1430) φ(1650)
1P1(1
+−) b1(1229) h1(1170) h1(1440) K1(1270) b1(1620) h1(1595) h1(1790) K1(1650)
3P0(0
++ a0(980) f0(980) f0(1300) K0(1425) a0(1474) f0(1500) f0(1750) K0(1820)
3P1(1
++) a1(1230) f1(1282) f1(1426) K1(1400) a1(1640) f1(1518) f1(1780)
3P2(2
++) a2(1320) f2(1275) f2(1525) K2(1430) a2(1675) f2(1565) f2(1755) K2(1980)
1D2(2
−+) pi2(1676) η2(1645) η2(1850) K2(1800) pi2(2005) η2(2030) eta2(2150)
3D1(1
−−) ρ(1700) ω(1670) K1(1680) ρ(1970) ω(1960)
3D2(2
−−) ρ2(1940) ω2(1975) K2(1580) ρ2(2240) ω2(2195) K2(1773)
3D3(3
−−) ρ3(1690) ω3(1667) φ3(1854) K3(1780) ρ3(1980) ω3(1945) φ3(2140)
1F3(3
+−) b3(2032) h3(2025) b3(2245) h3(2275)
3F2(2
++) a2(2030) f2(2020) f2(2340) a2(2255) f2(2300) f2(2570)
3F3(3
++) a3(2030) f3(2050) K3(2320) a3(2275) f3(2303)
3F4(4
++) a4(2005) f4(2025) f4(2100) K4(2045) a4(2255) f4(2150) f4(2300)
1G4(4
−+) pi4(2250) η4(2328) K4(2500)
3G3(3
−−) ρ3(2240) ρ3(2510)
3G4(4
−−)
3G5(5
−−) ρ5(2300) K5(2380) ρ5(2570)
3H6(6
++) a6(2450) f6(2420)
n=3 n=4
qq¯-mesons I=1 I=0 I=0 I= 1
2
I=1 I=0 I=0 I= 1
2
1S0(0
−+) pi(1800) η(1760) η(1880) K(1830) pi(2070) η(2010) η(2190)
3S1(1
−−) ρ(1870) ω(1830) φ(1970) ρ(2110) ω(2205) φ(2300)
1P1(1
+−) b1(1960) h1(1965) h1(2090) b1(2240) h1(2215)
3P0(0
++) a0(1780) f0(2040) f0(2105) a0(2025) f0(2210) f0(2340)
3P1(1
++) a1(1930) f1(1970) f1(2060) a1(2270) f1(2214) f1(2310)
3P2(2
++) a2(1950) f2(1920) f2(2120) a2(2175) f2(2240) f2(2410)
1D2(2
−+) pi2(2245) η2(2248) η2(2380) η2(2520)
3D1(1
−−) ρ(2265) ω(2330)
3D2(2
−−) K2(2250)
3D3(3
−−) ρ3(2300) ω3(2285) φ3(2400)
(91)
In the lightest nonets we can determine mixing angles more or less reliably, but for the
higher excitations the estimates of the mixing angles are very ambiguous. In addition, isoscalar
states can contain significant glueball components. For these reasons, we give only the nonet
(9 = 1⊕ 8) classification of mesons. States that are predicted but not yet reliably established
are shown in boldface.
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