The effects of strain and spin-orbit interaction in self-assembled lens--shaped InAs/GaAs quantum dots are investigated. Calculations are performed with empirical tight-binding theory supplemented by the valence force field method to account for effects of strain caused by lattice mismatch at the InAs-GaAs interface. It is shown that both effects influence strongly the electron and hole energy structure: splitting of the energy levels, the number of bound states, density distributions, and transition rates. We show that piezoelectric effects are almost negligible in quantum dots of the size investigated.
Introduction
Self-assembled InAs/GaAs nanoheterostructures receive much attention due to their potential applications as efficient quantum dot lasers [1, 2] or qubits in future quantum computers [3, 4] . Such applications will require technological breakthroughs in the fabrication of uniform and repeatable quantum dots (QD). There is also still a need for precise theoretical descriptions of the electronic and optical properties of such systems. The growth of self-assembled quantum dots is driven by the effects of strain caused by lattice mismatch at the interfaces separating different semiconductor components. Strain is therefore an important factor determining the energy structure and optical properties of self-assembled quantum dots [2, 5, 6] . Piezoelectric effects have also been shown to be important, at least in large enough quantum dots [7, 8] . Recently, it has been shown that atomistic models, like the pseudopotential [8] and empirical tight-binding approaches (ETB), are the most adequate to properly account for these effects. These methods are able to account for atomistic effects that are missed by continuous medium approaches.
(929) Relativistic effects are also known to be large in both InAs and GaAs [9, 10] and therefore spin-orbit effects must be taken into account to properly describe the valence-band (VB) states of InAs/GaAs quantum dots. In this paper we study the contribution of strain, spin-orbit and piezoelectric effects to the energy structure and transition rates in lens-shape quantum dots. Working in the framework of the empirical tight-binding approach [11] we calculate one-particle electron and hole energy levels and transition rates. We study how the electronic structure and optical spectra of such dots depend on the different effects included in the theory. We show that including these effects significantly affects the number of bound states, changes density distributions and level splittings, and alters the optical spectra.
Theory

System and method description
The InAs quantum dot we investigate are lens-shaped with a height h = 1.8 nm and a base diameter d = 7 nm. These values correspond to the smallest sizes of quantum dots attainable in the Stransky-Krastanov mode growth * [12, 13] . The lens is situated on a 2 monolayer (ML) thick wetting layer (WL) and is embedded in a GaAs buffer. We have chosen a cylindrical shape for the finite external GaAs buffer that surrounds the dot in order to not perturb the internal symmetry of the QD states. For both the lattice relaxation and the tight-binding calculations the surrounding GaAs buffer has to be large enough to ensure that further size increase will not change significantly the strain field around the quantum dot or the bound state energies and the level ordering in the quantum dot.
Initially the atoms occupy the sites of a uniform zinc-blende lattice. In our TB approach each atom is described by the s, p x , p y , p z , and s * orbitals [11] . Only coupling of on-site and nearest neighbor orbitals is included. This results in 13 TB empirical parameters, which for the unstrained system are obtained by fitting the bulk TB results to experimentally known band gaps and effective masses [14] . Surface states are excluded by passivating the surface dangling bonds. This is done by shifting their energies high above the conduction band (CB) so that they do not modify states near the band gap [11, 15, 16] . The valence band offset between InAs and GaAs is taken as 0.2 eV. Finding TB states before performing lattice relaxation corresponds to the approximation in which the effects of strain are neglected.
Strain effects
The initial uniform lattice of the InAs QD and GaAs buffer has the zinc--blende structure with the GaAs lattice constant. This is because we assume that far away from the InAs quantum dot the GaAs buffer remains unstrained. Such a uniform system exhibits enormous strain, since all InAs nodes are far from their bulk positions. To minimize the strain energy we perform lattice relaxation using the valence force field (VFF) method [17, 18] . We assume the following boundary conditions (BC) for the lattice relaxation: atoms at the bottom and top surfaces of the cylindric GaAs buffer can move freely in any direction, while the positions of atoms at the lateral surface of the cylinder are fixed. Such boundary conditions allow us to relax strain in the z-direction away from the quantum dot, but to prevent leakage (expansion) of the InAs WL out of the GaAs cylinder.
The minimization of the strain energy (lattice relaxation) is performed using a combination of the steepest descent and conjugate gradient techniques [19] . The minimization process stops when the maximum force applied to each atom is less than 6 × 10 −6 eV/nm. With the lattice relaxed and all the atoms in their new positions, the local strain tensor and strain profiles are calculated [17] and visualized. These values help to understand how the strain effects influence polarization and splitting of the one-particle states in quantum dots. We have found that to get values of trace of the strain tensor, Tr( ) ≈ 0.001 at the GaAs buffer surface (i.e., 100 times less than the final values of Tr( ) at the relaxed InAs/GaAs interface), one has to consider GaAs buffer of diameter equal to 38 nm and height 33 nm. Such a huge buffer contains almost 1.5 × 10 6 atoms. For the new atomic positions and thus new bond lengths and bond angles, the TB off-site parameters, H ij , i = j, are recalculated for each pair of neighboring atoms. We use the Slater-Koster formulas [20] to incorporate the effect of changed bond angles on H ij and power-law scaling for the bond lengths
κ , where d ij are the bond lengths and subscript 0 corresponds to the unstrained values. The exponent κ is determined by fitting the InAs and GaAs volume deformation potentials under hydrostatic pressure to their experimental values. The details are given in Ref. [5] . The resulting exponent is 2.9. The TB parameters can also change if piezoelectric potential, which results from the strained (distorted) lattice, is taken into account. This change corresponds to the addition of the piezoelectric potential to the on-site diagonal terms H ii . The calculation of piezoelectric charge follows the procedure described in Ref. [18] , while the piezoelectric potential is calculated by numerically solving the Poisson equation on a cubic grid.
Finally, the TB Hamiltonian matrix is constructed and the required one--particle states are found. Before we diagonalize the TB Hamiltonian, we cut the GaAs buffer to a size that makes this diagonalization more feasible. The diameter of the buffer (from now on called the TB buffer) is 15.3 nm and its height is 10.6 nm. The TB buffer contains 77 551 atoms. Increasing the size of the buffer changes the ground electron and hole energy levels of the order of 1 meV.
Spin-orbit effects
The extension of the one-particle Hamiltonian, H, to include the relativistic effects is usually done via the Pauli corrections. We assume that spin-orbit (SO) interaction, H so , mixes only on-site p-type spin-up and spin-down orbitals. It introduces two additional TB parameters, one for anions and one for cations † . Since now each atomic orbital is associated with a spin state, the dimension of the Hamiltonian matrix doubles and each on-site Hamiltonian sub-block becomes non-diagonal and complex. For systems containing more than 10 5 atoms, this substantially slows the process of finding the TB states, that, additionally, are doubly degenerate. One can reduce the numerical effort and estimate the spinorbit effects by performing calculations using a limited basis of the one-particle TB states found without SO interactions.
Comparison of the results obtained with and without inclusion of the spinorbit effects is not straightforward, because different sets of the TB parameters have been used in the literature to reproduce the same bulk energy gaps and effective masses. We use two sets of bulk TB parameters: one without SO (13 parameters) from Vogl et al. [14] (VHD) and the other with SO (15 parameters) from Klimeck et al. [21] (KBC). Both sets of parameters yield approximately correct bulk gaps and effective masses, but the VHD parameters do not account for the SO-induced valence band splittings. However, since the VHD parameters are found by fitting to experimental energy gaps and effective masses, they include SO effects indirectly.
In contrast, calculations performed using the KBC parameters with the SO parameters set to zero (KBC-NSO (no spin-orbit) calculations) yield incorrect bulk gaps and effective masses. We have checked that a treatment of H so using a limit basis of 30 hole and 30 electron functions found from the KBC-NSO calculations, do yield QD bound states energies close to the energies obtained with the full KBC set including SO effects (KBC-SO energies). Calculations performed with a limited basis of functions originating from the VHD calculations and with spin-orbit parameters taken from the KBC set, do not converge to the KBC-SO energies.
Transition rates
The single-particle electron-hole transition rates are calculated by evaluating the dipole matrix elements in real space using the TB wave functions. These matrix elements are expressed in terms of dipole moments for the basis orbitals on the same atom and for the overlapping sp 3 hybridized bond-orbitals from nearest neighbors. The on-site dipole matrix elements are approximated by the values of atomic dipole moments given in Ref. [22] . The dipole moments for nearest neighbors are chosen by reasonable estimates. The details are given in Ref. [11] . The choices made for bond-orbital dipole matrix elements are not critical. The symmetries of the electron and hole states determine which electron-hole transitions are optically active. † We assume that H so couples only the on-site orbitals.
Results
Strain fields
The zinc-blende lattice reduces the cylindrical symmetry of lens-shaped objects to C 2v symmetry with different arrangement of atoms at InAs/GaAs interfaces when moving in [110] and [110] directions. This effect is called the atomistic interface effect [8] . In the TB theory (as well as in any atomistic approach) it manifests itself in a small splitting of the p-type electron levels (usually e 2 and e 3 , see next subsection). Strain enhances this effect, since strain causes lattice distortion at the interface. Analysis of the strain tensor allows us to study such effects and helps to understand the TB results obtained after lattice relaxation in comparison to the approximation which neglects strain. Figure 1a shows the difference of the 
2 , which is responsible for splittings and polarizations of the hole states due to the strain effects.
Although TB calculations directly include the strain effects (via modification of the off-site parameters), the strain tensor elements and deformation potentials [17] can be used to estimate strain-induced confinement potentials for the electrons and holes. In Fig. 1c the conduction, heavy hole, light hole and split-off band profiles along [001] direction are shown and are compared to the bulk unstrained GaAs/InAs band off-sets. One can observe that the QD electron well gets significantly shallower, which leads to reduction of the number of bound states. Biaxial strain modifies the hole wells in a very different way, thus leading to complex mixing of the valence subbands.
Electronic structure
We have performed calculations in several approximations: (i) without strain and without spin-orbit effects (NSTR-NSO), (ii) with strain effects included, but without spin-orbit interaction (STR-NSO), (iii) without strain effects, but including spin-orbit effects (NSTR-SO), (iv) with both the strain and spin-orbit effects taken into account (STR-SO). Piezoelectric effects have been added to (ii) and (iv); the corresponding results are denoted as STR-NSO-P and STR-SO-P, respectively.
Let us consider first an InAs wetting layer without a QD. In this case, the ground electron and hole energy levels mark the thresholds for the conduction and valence band continua of the WL. These thresholds change when we go from NSTR to STR approximations. They are schematically shown in Fig. 2 . When the effects of strain are taken into account, the energy of the lowest WL electron level increases by 116 meV, while the top of the WL hole continuum increases by only 9 meV; the gap increases by ≈ 107 meV. Since the InAs lattice constant a InAs is greater than a GaAs , the InAs wetting layer undergoes biaxial compressive strain. The shifts of the energy thresholds observed in Fig. 2 (when going from NSTR to STR approximations) agree well with the shifts predicted in Ref. [23] for the CB and VB edges of biaxially compressed quantum wells. In comparison to the NSTR-NSO approximation, the spin-orbit interaction lowers the InAs WL CB edge by 154 meV and the VB edge by 10 meV; the gap decreases by ≈ 144 meV. For the approximations that count for the strain effects, these values are 80 meV and 19 meV, respectively and the gap decreases by ≈ 60 meV. The effect of spin-orbit interaction is therefore opposite to the effect of strain ‡ . Figure 2 shows also that the influence of these effects on the WL band edges is not additive. ‡ The decrease in the energy gap after inclusion of the spin-orbit interaction may to some extent be caused also by different description of the bulk properties by the VHD and KBC parameterizations.
Let us consider now the quantum dots states. To recognize whether a given one particle state is bound and localized in the quantum dot, one has to check its energy versus the corresponding WL threshold and analyze its density distribution. If the energy of a given QD electron state is well above (well below for the hole states) the corresponding threshold, the state is classified as the unbound WL state. The QD states which have energies close to the thresholds are classified as bound if their densities do not leak to the very edges of the WL.
The energies of the three lowest electron states and three highest hole states calculated in the approximations (i)-(iv) are presented in Table. The corresponding densities are visualized in Figs. 3 and 4 . electron and hole bound states found in each case. The strain not only raises the energy of the ground QD electron state e 1 , as it increases the WL CB continuum threshold, but it also makes this state less bound. When the strain effects are added to the NSTR-NSO approximation the binding energy of e 1 state decreases by about 166 meV. Similarly, when strain is added to the calculations that already count for the spin-orbit interaction, the binding energy of e 1 decreases by 76 meV. The weaker binding of the QD electron states manifests itself by more defused densities (see Fig. 3) ; the third electron state in the STR-SO case is so defused that it should already be classified as the unbound state. Additionally, lattice relaxation enhances splitting between the p-type (e 2 and e 3 ) levels from 1.5 meV (the so-called atomistic interface effect) to 16 meV, in agreement with recent results of Ref. [8] obtained in the pseudopotential approach. The weaker (shallower) QD electron well of the relaxed lattice leads also to a decrease in the separation energy between the ground e 1 and the first excited e 2 state. Let us consider now the energies and density distributions of the bound electron states after the inclusion of spin-orbit interaction (in comparison to the NSTR-NSO approximation). Although the binding energy of e 1 state does not change, the number of bound states is reduced from 6 to 3. This is mainly due to the increase in the level splitting, due to the differences in CB curvatures for the VHD and KBC parameterizations. SO calculations performed with a limited basis of 20 electron and 20 hole NSO functions (obtained by neglecting spin-orbit parameters in the KBC set) show that the spin-orbit effect on the energies of bound electron states is less than 5 meV. The NSTR-SO approximation leads to strong depolarization of e 2 and e 3 states § (Fig. 3) . Before adding spin-orbit interaction, the splitting and polarization of these states was due to weak atomic interface effect. The observed depolarization seems to be a "pure" spin-orbit effect. This is confirmed by Fig. 5 , which shows densities of the bound electron states calculated in the NSTR-NSO approximation with the KBC parameters and by a limited basis treatment of the spin-orbit interaction. Finally, the inclusion of both the strain effects and spin-orbit interaction restores polarization of the e 2 and e 3 levels and enhances their splitting up to 30 meV. The influence of the strain effects and spin-orbit interaction on the hole states is more complex. Densities of the first five hole band states, calculated in different approximations are shown in Fig. 4 . Lattice relaxation (compared to the NSTR-NSO approximation) reduces the number of the bound hole energy levels from 17 to 7. Strain effects elongate all the bound hole states densities along the [110] direction. This is because the hole states are affected not only by the hydrostatic strain, as happens for the electron states, but also by the biaxial strain [8] that differs in the [110] and [110] directions (see Fig. 1 ). The effect is so strong that it even changes the polarization of the ground hole state. On the other hand, addition of the spin-orbit interaction to the NSTR-NSO case also leads to a strong modification of the hole energy spectrum (see Table and Fig. 4) . It is interesting that further addition of the strain effects yields only slight modifications of the hole spectrum (elongation of densities in the [110] direction and reordering § Since all the energy levels calculated in approximations (iii) and (iv) are doubly degenerate, the visualized densities concern the wave functions of the maximum spin-up projection.
of h 3 and h 4 levels). This means that spin-orbit interaction enhances localization of the hole states in the internal part of QD and makes these states immune to the strain effects that dominate at the InAs/GaAs interfaces of the QD and WL.
The piezoelectric effects added to the STR-NSO approximation influence the electronic structure of the investigated QD in a negligible way (see Table) . The energy of the ground electron state e 1 decreases by 1.6 meV. The energy of the ground hole state h 1 decreases by 5.7 meV. The energies of the second excited electron and hole states change by only 0.2 meV and 1.7 meV, respectively. The splitting between the p-type e 2 and e 3 electron energy levels increase by 2 meV (from 17 meV to 19 meV). In the approximation that counts also for the spin-orbit interaction, the addition of the piezoelectric effects makes even smaller changes to the energy spectrum: the ground electron level decreases by 1.8 meV and the e 2 , e 3 splitting increases by 3 meV (in comparison to STR-SO approximation). We do not observe any polarization exchange between e 2 and e 3 as reported in Ref. [8] . This is because our QD is smaller than the dots studied in the quoted work, where it was found that the influence of piezoelectric effects on the splitting of e 2 and e 3 states increases with the dot size.
Transition rates
Several lowest electron-hole transition rates for unpolarized light are presented in Fig. 6 . Only the NSTR-NSO and STR-SO approximations are compared. Although the strain and spin-orbit effects lead to a strong blueshift (≈ 200 meV) of the entire spectrum, the first three brightest lines correspond to the same three transitions: e 1 −h 1 , e 1 −h 2 and e 1 −h 4 . Fig. 6 . Electron-hole transition rates (arbitrary units) of the InAs QD calculated in NSTR-NSO and STR-SO approximations. T1, T2, T3, and T4 mark transitions from e 1 electron state to h 1 , h 2 , h 3 , and h 4 hole states, respectively.
They are marked as T1, T2 and T4. The e 1 −h 3 transition is strongly forbidden in the NSTR-NSO approximation, since the h 3 wave function has a nodal surface in the [110] direction. This transition is weak, but not forbidden in the STR-SO case. This is because in the STR-SO approximation the spin-orbit interaction mixes the valence band states and the h 3 state has no sharply defined nodal surface.
Conclusions
We have investigated the effects of strain, spin-orbit interaction and piezoelectric potential on one-particle states of small lens-shape InAs/GaAs self--assembled quantum dots. The study has been performed in the framework of an empirical tight-binding approximation. We have shown that both the strain and spin-orbit interactions are strong. They influence the number and splitting of the bound states, their density distribution, density space-polarization and transition rates. Although both effects change the WL band edges and the effective energy gap in QD in the opposite way, they are not additive when taken into account simultaneously. The investigated effects cannot be neglected in any model describing properties of InAs/GaAs nanoheterostructures. In contrast, piezoelectric effect is almost negligible in such small dots. The piezoelectric potential change the energies of bound electron and hole states by less than 6 meV and introduce no visible changes on the density distributions.
