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ABSTRACT
Karththikka Ramani Muthukuri, M.Sc., The University of Memphis. December
2013. Ranking of Biomedical Literature for the Network of Drug-Disease Association
through the Integration of Multilayered LSA model and Query Based Sampling of
Abstracts. Major Professor: Dr. Mohammed Yeasin.
This thesis presents the design and implementation of a system to find the top
ranked relevant Medline citations with hyperlinks. The input to the system is network of
semantically related diseases-drugs associations obtained by the DDNet. A fully
functional system can be used for generation/validation of hypothesis or to find most
relevant literature based on user input in bridging the gap between the generation and
utilization of biomedical literature. Such a system may also have significant impact in
identification of “drug targets” and may open new avenues for “drug repositioning” in
clinical and translational research. Multi layered LSA model is implemented to filter the
possible voluminous publications and find top ranked literature. In particular, a local
latent semantic analysis (LLSA) with query-based sampling of abstracts was used to
build model that is relatively free from “garbage in garbage out” syndrome. The current
implementation ensures that the system is efficient, scalable and relatively free from
systemic bias. Also the concept of mapping ontologies was adopted to develop best suited
dictionary to find the domain specific “crisp association” and relevant results. A reverse
ontology mapping was used to create a network from semantically relevant associations.
In addition, a Web service application was developed to query the system and visualize
the computed network of associations along with their most relevant publications’ links,
in a form that is easy to interact. A pilot study was conducted to evaluate the
performance of system using both subjective and objective measures.
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CHAPTER I

Introduction
Literature search is the process in which people use tools to search for literature
relevant to their individual needs. Due to the modern advancement in high throughput
technology and growth in research capacity in producing large scale biological data leads
to exponential growth of biomedical literature. PubMed [1], a free online resource has
currently approximately over 20 million abstracts [2] and served as the primary tool for
electronically searching and retrieving biomedical literature. This wealth of literature
knowledge is of significant importance for researchers in making scientific discoveries
and, healthcare professionals in managing health-related matters. But, due its large
volume and rapid growth, acquisition of such knowledge becomes increasingly difficult.
Hence, there is a huge gap between the published knowledge and its consumption of
retrieving the relevant information such as meaningful associations between biological
concepts, needed by medical experts, researchers, pharmacists and clinicians. It is queried
by millions of users around the globe every day [3, 4]. Most researchers rely on PubMed
to keep abreast of the state of the art make discoveries in and their fields. Also, PubMed
frequently result in hundreds, thousands and even millions of publications for a single
query. It is infeasible for any researcher to browse through huge volume of literature to
seek the information of what they are looking. Hence, knowledge gap still exists between
the published literature and useful acquisition of it. As a result, a number of
complementary PubMed Search tools have been developed for helping users for
efficiently search and retrieve relevant publications. These web tools filtered down the
PubMed retrieved publications based on their modeling. iPubMed [5] is one such
1

PubMed search tool which narrows down PubMed results on the basis of user’s relevance
feedback. For instance, PubMed retrieved 67314 publications for query “Alzheimer
Disease” and iPubMed retrieved few hundred publications for the same query.

Figure 1 Screen shot showing the retrieved publications from PubMed and
iPubMed. PubMed retrieves 67314 publications for the query “Alzheimer disease” and
iPubMed retrieves 20 pages of publications for the same query “Alzheimer disease”.

PubFocus [6] sorts publications based on a mixture of journal impact factor,
volume of forward references, reference dynamics, and authors’ contribution level. But
this web tool also retrieves hundreds of citations for a single query.
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Figure 2 Screen shot showing the publication retrieval for the query “Alzheimer
disease”.

MedlineRanker [7] uses the learned words, based on Bayes classifier, to score and
rank newly published articles pertaining to the topic. Even all the web tools developed to
reduce the information overload from PubMed still overwhelm the users with voluminous
retrieval of publications. Also, PubMed and PubMed search tools lists the publications
for any single query and does not provide citations as proof for any associations. Users
can be benefited if they are provided with network of biological concept associations
along with top relevant publications as proof for the retrieval. In this way, users gather
knowledge about semantically related concepts and also emphasized with articles as
evidence. This work intended to bridge the knowledge gap by listing ranked publications
for the network of semantically related biological concepts, obtained by DDNet, a drugdisease association framework [8]. DDNet narrowed the focus on Drug-Disease
associations as it would facilitate the process of Drug repositioning, whose importance
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and necessity is described below. Pharmaceutical research and development productivity
has significantly declined in recent decade [9] based on the number of drugs approved
and the amount of dollars spent for such approval. To resolve this issue, Drug
repositioning has been used as a strategy for decades to get drugs to more patients [10]
and exploiting drug–disease relationships would be an efficient way for computational
drug repositioning.
Given DDNet, this thesis is focused on to rank the top relevant semantically
relevant PubMed publications for each of the drug-disease associations retrieved from it.
Thereby this work makes DDNet, a PubMed Link tool also thereby making it a more
usable web tool for knowledge seekers by providing them with the evidence of
associations. Effective mining of biomedical literature and information retrieval
techniques can extract relevant information and thereby minimizing the data overload
from PubMed. The source of biological literature data, we relied on for drug-disease
network is yet again PubMed. Latent Semantic Analysis (LSA) [11] was used by DDNet
to extract the semantic relationships between drugs and diseases. Local LSA models and
Query based of sampling enhances the web tool as a scalable, efficient and relatively bias
free system. It addressed limitations of LSA such as systemic bias, scalability issue,
robustness etc. The results obtained from DDNet showed greater improvement in the
performance. So, in the same way, LSA is used for ranking of Medline citations also.
Multi-layered LSA was used to narrow down the publications to few; thereby
retrieving the most relevant from the filtered list. PubMed Link tool is developed with the
underlying multi-layered LSA model. Developing a web search engine which ranks the
Medline citations for user query can be very useful and time saving for novices as well as
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experts in the field. New researchers can gain basic knowledge and well rooted
researchers can expand their research by new hypothesis generation as DDNet is based
on semantic modeling.
Several parameters have to be taken care of to construct an adaptive, robust,
efficient, bias free and scalable web tool of ranking of PubMed citations. First, data
extraction that makes the web tool to be used for targeted audience. Second, context
specific dictionary, that defines the global dynamic feature range for the model. Third,
semantic analysis model to, identify the relevant publications for each of the associations.
Finally, a user friendly interface to visualize the results based on the intensity of
information need. All the above mentioned four parameters are critical to the success of
web tools to meet the expectation of consumers with different needs and desires. Titles
and abstracts of PubMed have been extracted for the selected biological concepts and
utilized by the studies to extract and retrieve the accurate publications. MeSH, controlled
vocabulary thesaurus, maintained by NCBI, is used or dictionary creation by possible
combination of terms. Multi-gram dictionary is created by ontology mapping onto MeSH
terms in and is adopted for this study. Multi-layered LSA model is developed to achieve a
good performance of the system in retrieving the relevqnt publications.
The interface of DDNet’s PubMed link tool facilitates the users with the options
of choosing top five relevant or top ten relevant publications. With the user choice, the
tool displays the top relevant PubMed id (pmid) with hyperlinks for each of the drugdisease associations. By clicking the hyperlinks, it links the users to the PubMed site
directly with the corresponding abstracts. The results are pre-computed for the drugdisease associations from DDNet. Hence, the PubLink tool is very time efficient.

5

Goals and Objectives
The goal is to rank the top relevant Medline citations for each of the semantically
related drug-disease associations obtained from DDNet, a drug-disease association
framework.


Data extraction for all the available drugs in DDNet



Create a semantic model for each of the drug



Address the systemic bias issue in the modeling



Retrieve the semantically relevant publications



Enhance DDNet as more user interactive interface by providing them with the
options of choosing the publications load
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CHAPTER II

Background

As Science has witnessed a tremendous improvement in technologies in the past
decade, growth of literature has amplified to a greater extent. Due to this voluminous
growth of literature, great interest has been developed among researchers to perform
literature mining techniques to find the relationship between the biological components
of their interest and need. As Generic search engines such as Google, Yahoo or Bing are
not distinctively for biological domain, documents retrieved are not convincible for the
users in domain specific information need. So, a wave of biological web tools and
graphical visualization tools have been generated to deal with high dimensional dataset,
from literatures, and thereby developing complex biological networks and to provide a
wider view of biological pathways. PubMed [1], a free online database with
approximately 29 million publications in Life Science and related topics is a reliable
source of textual data. This free online database is maintained by NCBI where abstracts
are annotated with MeSH [12] keywords. Millions of abstracts available in the Medline
database can be queried with the PubMed interface, which is a keyword based Boolean
search engine. This is a disadvantage for non-expert users to select relevant keywords for
any needed biomedical topic. Also, second major drawback in this broad, efficient, up-todate PubMed is its volume of literature which ever increasing. So the users will be
overwhelmed with long list of unranked citations which will be displayed in time
sequence. A lot of web tools are developed complementary to PubMed to facilitate the
users by utilizing the Medline data and Entrez programming utilities. PubFocus [6] is a
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Medline/PubMed citation analytics which prioritize the citations based on ranking
algorithm, which is subjectively based on journal impact factor, author’s contribution in
the field etc. AliBaba [13] is an interactive tool for graphical summarization of search
results extracted on the fly from PubMed query. It parses the abstracts that fit for a
PubMed query and presents the extracted information for biological objects such as
proteins, diseases and drugs and their relationships as a graphical network. MiSearch [14]
is an adaptive literature search tool using implicit relevance feedback, helps users to
rapidly find PubMed citations relevant to their specific interests. EBIMed [15] is a
service that combines document retrieval with co-occurrence-based analysis of Medline
abstracts upon keyword query.
RefMed [16] retrieves search results based on user queries and asks for explicit
user feedback on relevant documents and uses such information to learn a ranking
RankSVM and again ranks retrieval results by relevance in the next iteration.
MedlineRanker [7] is a server to retrieve more relevant Medline abstracts for the topic of
interest, where the program deduces automatically the most discriminative words and use
those words to rank the abstracts.
Natural Language Processing and machine learning techniques have been applied
to unstructured biological text and transform them into structured and computational
form to analyze the functional concepts of biological compounds. Also, domain specific
search engines have also been built to find the most relevant publications for the user's
need. Reasonable number of databases has been to interpret the drug mechanism and their
targets as well. DrugBank [17] is bioinformatics-cheminformatics databases that focus on
molecular information about drugs and drug targets with hyperlinks to many other
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reliable databases. Comparative Toxicogenomics Database (TCD) [18] advances the
understanding of the effects of environmental chemicals on human health where the
researchers manually curated the relations between chemicals, genes and diseases. There
has been works done to model and explore the Drug-Disease interaction to get
information about drug development decisions [10] [19] develops a computational Drugtarget interaction, an essential model for drug repositioning, based on complex network
theory. PharmGKB [20] [21] [22] [23] is one such comprehensive resource for
pharmacogenomics including impact of genetic variations on drug response, biological
pathways, relationships between drugs, genes and diseases etc. It is thoroughly a
knowledge base on pharmacogenes, their snps, pharmacokinetics and pharmacodynamic
pathways to achieve personalized medicine. It contains data on genes (>20000), diseases
(>3000) and drugs (>2500), SNPs (450). Sentence level co-occurrence is used to mine
and characterize the gene-drug relationships from PubMed abstracts with a recall of 51%
and precision of 60% [13]. Semantic networks have been created with
pharmacogenomics knowledge [14].
More interest has been shown to find the associated biological concepts based on
semantics rather than keyword based search. FACTA [24] is one such text search engine
for MEDLINE abstracts, which retrieves the associated biological concepts based on
user's query. It provides the results in a tabular format in the ranked order, where the
ranking of the biological concepts are based on co-occurrence of statistics of terms with
the user's query. PubMatrix [25] is a simple web tool that mines PubMed using couple of
lists of terms and retrieves the co-occurrence terms. Chillibot [26] is content rich software
which mines PubMed database to retrieve the relationships between genes, proteins or for
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any user's information need. The results are displayed graphically, as well as in the form
of sentences containing the terms on which the user is interested to look for relationships.
GeneIndexer [27] is a robust tool to retrieve and rank the genes based on user's query by
mining the biomedical literature and information retrieval technique Latent semantic
analysis. Textpresso [28] is an ontology based information retrieval and extraction system
which performs literature mining on biological concepts such as gene, phenotype, cell
etc. Parsing is done on full text articles with the hypothesis that biological concepts
occurring in the same sentence are somehow associated though biological process.
Effort has also been put to create Local LSA models with their local regions
consisting representative samples. T. Liu et al proposed a Local Relevancy Weighted LSI
method, which distributes the training documents into different classes according the
relevancy to that class and performs SVD separately. It assigned empirical weights to
each local semantic space according to its contribution to the global space. There exists
tradeoff between different sized local spaces. Large local spaces are capable of
discriminating the documents sufficiently. But the model also may contain several nonrelevant documents creating noise and systemic bias. On the other hand, small local
spaces are less noisy, but observe lack of information in the documents. Hence, there is
an issue of the class size parameter tuning. Tough lot of bioinformatics web tools have
been developed by mining the PubMed literature and even semantic analysis has been
applied onto the literature, systemic bias into the model created has not been taken care
of which still provides space to develop more accurate databases with the alleviation of
drawbacks of statistical semantic analysis.
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CHAPTER III

Methods

This work is intended to develop an efficient, scalable, robust PubMed link tool to
rank the top relevant supporting Medline citations for each of the Drug-Disease
associations from DDNet, a drug-disease association framework. It is a scalable,
efficient, relatively bias free web tool of network of semantically related associations of
drugs and diseases. This is achieved through the integration of Local LSA model and
Query based sampling of abstracts to ensure the model to be freed from garbage-in
garbage-out syndrome. The detailed methodology for DDNet, a drug-disease association
framework can be found in [8]. For completeness of this thesis, s brief summary of the
methodology is provided in section 3.2 also. Ranking of Medline citations is achieved
through Multi-layered LSA model and DDNet is enhanced as PubMed Link Tool. The
schematic diagram of the procedure is shown below in figure 3.
Ranking of PubMed citations
Each of the ranked drugs/chemicals is taken from DDNet and data has been
extracted for each of the drugs retrieved for the disease query. Semantic models are
developed from the databases of drugs and top ranked abstracts are retrieved for each
drug-disease associations.
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Figure 3 Diagrammatic representation of LSA model to retrieve top ranked PMIDs.
D/C1, D/C2, represent the top ranked Drugs/Chemicals, second top ranked
Drugs/Chemicals, and so on. The schematic is shown for only D/C1 of a single disease
query; the same repeats for all possible D/Cs for the query.

This work has four main modules, Data extraction, Multi-layered LSA model,
Pre-computation of results and User friendly interface.
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Data extraction for all the available Drugs/Chemicals
Data has been extracted from PubMed with titles and abstracts for almost 60
years. An automated tool is developed to extract the necessary dataset from PubMed into
a normalized database. The developed script is platform independent and is high
computing Linux server for maximum efficiency in data extraction. Several input
parameters are configured in this scripted tool which are mentioned in a separate text file


URL: This is the URL of the system from where literature data needs to be
extracted. We used the URL http://www.ncbi.nlm.nih/entrez/eutils is the url to be
mentioned in the script from where the data is to be extracted



Database: PubMed is the database in Entrez from where the data has to be
extracted



Starting year: starting year from when the published articles have to be extracted,
depending on the amount of information need by the user has to be mentioned. I
this study, almost all published articles have been extracted starting from 1950



Ending year: Ending year also has to be indicated. 2012 is the year in this study



Maximum number of articles: maximum number of articles to be extracted for
each of the entity (Drugs/Chemicals for our case) needs to be indicated; and this
parameter is set to be unlimited.



Block size: The block size of articles fetched from PubMed at a time is also
indicated. A block size of 200 is set according to the NCBI rule. The tool is
designed in such a way that it extracts data at slow speed during office hours and
high speed during non-office hours, weekends and holidays. This is intentionally
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done to reduce the data extraction rate during office hours to ensure the safety of
PubMed.
The dataset for the 53 factors is downloaded from PubMed and stored in MySQL
database. The database construction is based on the following design (see Figure 4).

MySQL Database design:

Figure 4 MySQL Database Design. Three tables are used to construct the database for
the MeSH-based factors. Factor table contains 53 MeSH factors, field year in table factor
is used to update the recent article for the entity in the database; Factopmid contains
information need to link the factor to PubMed abstracts using PMIDs (unique identifier
of PubMed abstracts); PMIDContent contains information about each abstract.

The database is designed in such a way that all three tables, factor, factorpmid and
pmidcontent are interconnected. Factor and factorpmid are connected through the field
“factorid” where every single drug is identified with unique id. Factorpmid table is a
many to one table where every factorid has many pmids. Table’s factorpmid and
pmidcontent are interconnected through field “pmid” where pmid is PubMed id for its
publications. In this way of database design, all title and abstracts for single factor (drug
in this study) are downloaded from PubMed in the same record. This greatly reduced the
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storage capacity. Four databases have been created for each local space and data has been
extracted for the corresponding drugs.
Multi-Layered LSA model
Drugs/Chemicals extracted as semantically related associations for the possible
queries are taken as factors and abstracts are extracted from PubMed for those factors. As
top ranked citations have to be retrieved for all the retrieved factors for any user query,
abstracts for each factor are loaded into separate database. Literature downloaded from
PubMed for each of the factors (Drugs/Chemicals) is mined to transform the unstructured
text into structured text. The semantically related top ranked Medline citations have to be
retrieved for each of the meaningful associations, so, LSA is the information retrieval
technique used for this part of the methodology also.
. Drug Curcumin is retrieved as top ranked associated drug for the query from DDNet.
Methodology is explained with “Curcumin” as an example. Database has been created for
curcumin which has 4667 abstracts in it. Screen shot of DDNet is shown below.

Figure 5 Screen shot of DDNet, A Drug-Disease Associaiton Framework. Query is
“Alzheimer disease” and the top ranked Drugs/Chemials retrieved is “Curcumin”.
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Term frequency inverse document frequency matrix is generated from the
structured corpus for curcumin database with every abstract as a single column in the
matrix. This is created in such way so that abstracts can be retrieved in ranked order to
substantiate the network of associations obtained from the framework.

Figure 6 Term frequency matric with every single abstract as column vector for
Curcumin shown. Curcumin is the top ranked associated drugs retrieved for a disease
query from DDNet. Term frequency matrix will also be generated for all the retrieved
associated drugs for the same query. A1, A2… An represents abstracts of every drug like
Drug1, Drug2, Drug n. Term1, Term 2, .Term 40466 are dictionary terms.

Tf matrices are generated for other local spaces too in the same way. Tf-idf
matrix is generated and SVD is applied on it. The Encoding matrix U is found to be too
sparse with too many zeros in it. The U matrix has to be dense as it captures the
information based on the patterns of association of data statistically and contains
redistributed weights for every dictionary term given to all the documents. As every
column of the original matrix is weight given to abstract, there exists more than 80%
16

zeros in the matrix before SVD is applied. It implies that every column has less
information, so, LSA cannot capture higher order co-occurrence of terms leading to the
sparseness in the resultant matrix generated and thereby in the U matrix too. To resolve
this issue, abstracts in the similar context has to be merged together to increase the
information or data amount. Fuzzy c means clustering is used to merge the abstracts by
applying clustering on tf matrix vectors.
Fuzzy c means clustering

Fuzzy c means clustering [30] is used to cluster the abstracts based on their high
membership values. In fuzzy clustering, each point has a degree of belonging to clusters,
rather than belonging to one cluster completely. Initial number of clusters to be given to
the fuzzy c means clustering is chosen based on the volume of abstracts in every drug
entity. It is applied on the tf matrix shown in figure 6 so that vectors close to the centroid
of any particular cluster will be clustered together, i.e. abstracts with same concept are
merged together (figure shown below).
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Figure 7 Term frequency matric with clustered abstracts as column vector for
curcumin shown. Curcumin is the top associated drugs retrieved for a disease query
from DDNet. Term frequency matrix will also be generated for all the retrieved
associated drugs for the same query. cluster1, cluster2… clustern represents abstracts of
every drug like Drug1, Drug2, Drug n. Term1, Term 2, .Term 40466 are dictionary terms.

Tf-idf matrix is then generated from the clustered tf matrix with equivalent
abstract clusters and SVD is applied on it. LSA model is generated for every drug. The
model is queried with “Alzheimer disease” as the query and top ranked cluster is
retrieved. The abstracts from which the data points in the top ranked cluster are then
loaded into another corresponding database.

18

Figure 8 Block Diagram to retrieve the top ranked clusters by LSA model. LSA
model is created from the clustered tf matrix; Based on cosine value between the clusters
and query vector, clusters are ranked.

The number of abstracts in the top ranked cluster retrieved by LSA model for the
query “Alzheimer disease” was approximately 1200. The number of publications for the
association “Alzheimer disease” and “Curcumin” has been narrowed down from 4667, to
1200. Small database for curcumin is created with those 1200 abstracts and titles from
PubMed. Term frequency matrix is generated from the database; tf-idf is generated and
SVD is applied on the matrix. The semantic model is again queried with “Alzheimer
disease” query and the top few semantically relevant publications are retrieved.
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DDNet: A PubMed Link Tool
Tremendous growth in biomedical literature as a consequence of experimental
and computational biomedical data drove the scientific community to develop literature
mining web tools to find the nuggets of information most relevant and useful for specific
analysis tasks. The ultimate goal of this study is to aid the research community to
browse through the top relevant PubMed publications for each of the Drug-Disease
associations.

20

Figure 9 User interface of DDNet to enter queries. The users are provided with the
options of choosing top five relevant publications or top ten relevant publications.

Figure 10 The display of top 5 ranked Associated Drugs/Chemicals for the user
query Alzheimer disease.
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Implementation details using software languages
The entire web tool is programmed using the object oriented language core java,
which is beneficial [31] for the model generation and computing similarity measure
between the queries and each of the publications. Java enterprise technologies is used for
web implementation and MATLAB for handling matrix computations beneath the model.
Reasons for java: The main reason for utilizing java is that it is a well suited
programming language to develop highly interactive Graphical user interfaces.


It is platform independent and can be run in any other operating systems in spite
of the fact it is programmed in windows.



Java scripts which are extended nowadays to generated graphical displays where
java script objects can be stored as JSON objects and be displayed in nodes and
edges



As future work is intended to graphical network display, java is the well suited
programming package to use

Java usage: The front end interface, i.e. query entry and results displays are done with
Java server pages, a JEE technology as static pages can be made interactive by bundling
them inside java code. Similarity measures are computed in core java by creating Matrix
classes and corresponding methods such as transpose multiplication etc. to deal with
matrices.
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MATLAB usage: The structured data is converted into meaningful numbers though tfidf matrix generation and LSA model is created by applying MATLAB in built function
SVD.
Efficiency of the web tool as a result of Pre-computed results
DDNet is very time efficient in retrieving the associated information to the user.
For instance, the time taken to retrieve the top relevant publications for each of the drugdisease associations is just a couple of seconds. The reason behind this time efficiency is
that the results are pre-computed. The relevant publications between the query and
associated Drugs/Chemicals is found by cosine similarity between them and ranked in
order by sorting.
HashMap: Java has been useful in pre-computation part also as the language has tables to
store apart from arrays to directly retrieve the required information by indexing.
HashMap is one such useful mapping table which allocated separated buckets for each of
it collections. HashMap is used over HashTable, which is also a similar package from
where HashMap is derived, because HashMap allows null values. The extracted
associated drugs/chemicals for some of the queries from DDNet are null as they do not
have any associations semantically. So HashMap is the reliable procedure to store the
results for our case.
The extracted results for each of the possible queries within the dictionary range
are loaded into a hash map with every dictionary term as key and array of its associated
concepts as values. When the user hits a query to this web tool, it index the corresponding
key and fetch the values for that key and displays it in ranked order based on their
similarity measure. As HashMap does not have to iterate through the key collections, and
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directly index it from the bucket, the time taken to retrieve the results is comparatively
less. The framework developed will be time saver for the users as they do not have to
wait for seeing the displays as they have to do in front of the frameworks which compute
the results on the fly. This is one of the key advantages of the developed framework
DDNet.
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DDNet: A Drug-Disease Association Framework
DDNet, A Drug-Disease Association Framework is an efficient, scalable,
relatively bias free and robust framework of associations. The methodology for the web
tool DDNet,is detailed in [8]. For completeness, a brief summary of the work is given
here also. Several parameters which include drugs selection for this study as input to the
model, filtering of representative samples of information to define the local region of
every model, generation of local LSA models, complete LSA model by grouping the
local models, relevance model for clustering the results based on their association values
against the query, validating the network created against the appropriate Gold Standard,
PharmGKB, a manually curated database. This chapter will briefly detail the procedures
systematically to ensure the quality of the network with the underlying generated model.
Selection of Drugs/Chemicals
Statistical studies have been done on different levels, depth, documents ratio of
MeSH etc. to select the pharmacological entities, in PharmNet [32]. Drugs derived for
PharmNet are incorporated for this study with the constraint that they are present in the
gold standard, PharmGKB. Presence of selected drugs in PharmGKB is needed to
evaluate the performance of the system. All drug terms form PharmGKB [22] complying
within the statistical analysis is not chosen for this pilot study as they fall under different
MeSH categories. Because it will increase the computational complexity of the process,
when it is scaled with more local models. As the model created, as well as the network is
scalable, it can be extended with added local models which may cover up more
PharmGKB drug terms. 53 drugs have been selected for this pilot study from the above
mentioned statistical analysis and PharmGKB’s presence.
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The drug entities selected on the above stated criteria are derived under 4
different subcategories at level 1 under the root level “Chemicals and Drugs category”.
The resulting derived subcategories are D01 “Inorganic Chemicals”, D02 “Organic
Chemicals”, D03 “Heterocyclic Compounds and D04 “Polycyclic Compounds”. D01 has
7 drugs, D02 has 20 drugs, D03 has 10 drugs and D04 has 16 drugs. The selected entities
derived under different categories facilitate the creation of local models. The reason is
that the drug entity from each category can define the dynamic feature range for every
local model.
Clustering the biological concepts for every local LSA model based on topic
Relevant conceptual drug entities are grouped in a single model based on their topic,
thereby ensuring higher mutual independence. So, wrong semantic capturing of terms
will be greatly alleviated. But it may undergo the problem of systemic bias introduced
by different sized concepts in the same model. If the systemic bias can be taken care, it
would be a better way to define the concepts for every local model.
Query Based Sampling to load each of the local spaces
Four local spaces have been created. Multi-gram dictionary created in [33] has
been incorporated for this study too. Loading each local space with only information
from the particular MeSH category will limit it with only positive/relevant samples of
data with no discrimination information from other local spaces. It would not be able to
capture the higher order semantic structure of terms when the local LSA models
developed out of local spaces are combined to form the complete LSA model. Balancing
each local class with both positive/relevant samples of data from its own class and also
non relevant samples of data from other classes, which are difficult to be distinguished
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from relevant data, is of greater importance. Moreover, in this work, data/information in
the form of abstracts, are downloaded from PubMed from years 1950 to 2012. Almost 60
years of research publications will more likely to have redundant information which will
be introduced as noise into the local regions created. So, extracting even the top ranked
positive samples of abstracts from the same class will subjectively eliminate to a greater
extent the "noise" into the space.
It is found that equalizing the local spaces with positive and negative samples of
information resulted in discarding too much of self-information from the spaces if the
statistically selected MeSH terms for that particular class are not too specific.
Subjectively, 70% of class is loaded with self-information and 30% is loaded with
discriminative information.
Sampling is the process of extracting relevant abstracts from the available ocean
by filtering out the irrelevant ones. Query Based Sampling of abstracts (QBS) was
introduced for extracting the relevant samples by utliizing LSA. QBS is used to extract
and load the each of the four local spaces with most relavant textual. The following
section will provide a detailed analysis about implementation
LSA is used to retrieve the most relevant samples of abstracts from the same class
and non-relevant abstracts from all possible different classes. The foremost reason to
choose LSA for the sampling is that it places the semantically similar abstracts close to
each other in the reduced Eigen space. As a result, non-relevant abstracts from different
classes, but similar in concepts with the relevant abstracts, can be captured.
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Databases have been created for every single drug. Tf matrix is generated from those
databases in such a way that every column vector represents term frequency of an
abstract. The abstracts have to be retrieved from LSA modeling to be loaded into own
space as well as other local spaces. When SVD is applied on tf-idf matrices, the encoding
matrices from the model are found to be sparse with too many zeros in them. This is due
to the fact that every column vector does not have enough information to be captured by
the semantic model. So, it is necessary to include sufficient information in a single
column. This is resolved by clustering the column vectors i.e. abstracts in the tf matrix.
Fuzzy c means clustering is used for clustering which introduced systemic bias into the
system. Some clusters are found to be overloaded with too many abstracts and some other
clusters are found to be less loaded with very few abstracts. The abstracts are
redistributed from overloaded clusters to less loaded clusters based on their second
degree of membership, and third degree of membership. Now the matrix is created in
such a way that every column vector is loaded with approximately equivalent number of
abstracts. Local LSA models (LLSA) are created out from each of tf matrices.
LLSA models and the integrated complete semantic model
Let’s say that the encoding matrices generated from the four local models are U1,
U2, U3, U4, they are approximated to U1k, U2k, U3k, U4k in the Eigen space where the
column dimension of each of U matrices is reduced by k. The dimension k is obtained
for every local model by capturing 97% of the information by thresholding their
corresponding singular value matrix S1, S2, S3, S4, so that dimension k is different for
each one of them. As the Encoding matrix Uis from SVD captures all information on
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term concept basis, combining encoding matrices from every local model incorporate
the needed information.
Let’s say the encoding matrices from e local models are U1, U2, U3 and U4. The encoding
matrices are places parallel to form the complete encoding marix in a single space. The
shortcoming of this approach is that the columns of the resultant U will not be orthogonal
to each other which are an essential feature to use SVD, as it is supposed to capture
unique information in each of the columns. This is resolved by applying SVD again on U
to decompose it again to U, S, and VT. Now the raw data of each local model, i.e.
columns of tf-idf matrix is projected onto the reduced Eigen space in such a way that Pi=
UTAi where Ai is the tf-idf matrix of each local space. The global matrix P = [P1 P2 P3 P4]
is created which can be queried with queries projected onto reduced Eigen space (Qp =
UT Q). The retrieved results for the query are ranked based on cosine similarity measure
between the projected query vector Qp and every column of P. As the systemic bias due
to varied sized documents (Drugs/Chemicals here) has been taken care of during Query
based sampling, cosine similarity measure is used to measure the similarity between the
projected query vector and each column vector of P and the results are retrieved in ranked
order.
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Relevance Model
As LLSA model is scalable, more features (Drugs/Chemicals in this study) can be
added, as a result, evaluation of the model with queries which have voluminous relevant
set would be accomplished. So, it is imperative to verify whether the model is capable of
pulling high precision in the top ranked result or highly relevant set, when it is scaled.
The similarity measure, cosine value in this study ranges differently for different queries,
as it is data driven. Hence manual thresholding to determine the highly relevant set is not
feasible for every single query. So, a relevance model is developed, to automatically
cluster the retrieved results into three groups like highly relevant results, moderately
relevant results and low relevant results. Fuzzy c means clustering [30] is used to cluster
the cosine values of retrieved drugs/chemicals for every query. The whole set of retrieved
Drugs/Chemicals for every query is categorized into three groups such as highly relevant
set, reasonably relevant set, and poor relevant set.
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CHAPTER IV

Results and Discussion

The aim of this work is to develop a PubMed Link tool for the network of
semantically related drug-disease associations obtained from DDNet. 53 drugs have been
incorporated into this study and separate databases have been created for them. A total of
10, 87,678 abstracts along with titles have been extracted from PubMed. Multi-layered
LSA model is implemented to be queried with any possible user query within the
dictionary range. Top five relevant and top ten relevant PubMed citations are precomputed for few drug-disease associations. Automation of pre-computation of results
for all possible drug-disease associations is currently going on in the lab to make the
PubMed link tool an automated one, thereby enhancing the time efficiency of the tool.
Also, the users are given the option of choosing the top five relevant or top ten relevant
publications for the retrieved associations based on the intensity of their need.
Subjective evaluation is done on DDNet as PubMed search tool, as no solid
Ground truth is found to validate it. Analysis is done with a study case of “Alzheimer
disease” and “Curcumin” which are semantically retrieved as highly relevant set from
LLSA framework. When PubMed is queried with MeSH terms “Alzheimer disease” and
“Curcumin”, it retrieved unranked 87 publications
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Figure 11 Screen shot of PubMed for the combined query “Alzheimer disease” and
“curcumin”.

Unranked publication is infeasible even for any researcher or pharmacists, to gain
knowledge about the type of association efficiently. Lot of web tools are developed as
complementary PubMed literature service tool, but almost all of them resulted in
hundreds of publications displayed in pages. Like iPubMed [5] which results publication
for every term of the query and from the publications resulted, the user is allowed to
expand the query terms for their information need. Though it retrieves more relevant
publications, the number of results is huge enough for the user as they are not ranked.
Though iPubMed is efficient in retrieval after getting the user’s feedback, it links
unranked 120 abstracts for our study case of “Alzheimer disease” and “curcumin”.
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Figure 12 Screen shot showing retrieval of PubMed abstracts for the queries
“Alzheimer disease” and “curcumin”; has approximately 120 links.
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Similarly, MiSearch [14], an online tool ranks citations by using statistical implicit
relevance feedback modeling. It uses user click through history as implicit feedback for
identifying terms relevant to user’s information need in the form of log likelihood ratios.
Then it ranks the MEDLINE citations that contain a larger number of such relevant
terms. MiSearch surely depends on individual’s information need and the though it
retrieves results in ranked order, it is not based on generalized semantic enrichment to
capture the top ranked citations for all users. The web tool, DDNet, created in this study,
extracts and ranks the top five relevant PubMed abstracts links for the associated DrugDisease and the extraction is based on semantic model, generalized for all users and is for
targeted specific domain too. DDNet, developed as PubMed search tool provides accurate
top five ranked abstract link for the extracted association of “Alzheimer disease” and
“curcumin”, which is a time saver for the users.

Figure 13 Screen shot showing the display of top five relevant pmids with hyperlinks
to PubMed as proof for the relation between curcumin and Alzheimer disease.
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Figure 14 Screen shot showing the display of top ten relevant pmids with hyperlinks
to PubMed as proof for the relation between curcumin and Alzheimer disease.

Figure 15 Screen shot showing the top ranked abstract from PubMed describing the
relation between curcumin and Alzheimer disease.
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Top ranked citations are pre-computed for few of the extracted associations, and
future direction will to make it an automated system with all possible results hashed, to
be retrieved efficiently. As the framework is developed with very small subset of
biological concepts (Drugs/Chemicals precisely in our study), relevance in the ranked
citations might be less due to lack of information. As the proposed LLSA model to
develop the framework of associations is scalable, more sampled biological concepts can
be included into the framework thereby improving the performance of the system.
Objective and subjective validation was also done to evaluate the performance of
DDNet, A drug-disease association framework. The efficiency, scalability, robustness
and relatively bas free nature are checked. Relatively bias free nature is checked by the
distribution of cosine values for DDNet with the underlying LLSA model and is
compared with the system with the underlying traditional LSA model.
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Figure 16 Graphical representation of the distribution of cosine values for the
semantically associated Drugs/Chemicals for the Query Alzheimer disease; shown
for both Global and Local LSA models.

The distribution of LLSA model has less variance implying that the almost all
drugs/chemicals are retrieved with similar certainty. But for traditional Global LSA
model, the distribution has higher variance implying that the model is biased for some
drugs. As a result, some of those drugs are retrieved with higher association values and
vice versa for some of other drugs. Robustness of the network is validated by using
averaged 11 point PR curve.
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Figure 17 Averaged 11-point Precision/Recall graph plotted across selected 20
queries for Local LSA model and Global LSA model.

From the above PR curve, it can be seen that PR curve varies a lot for Global LSA
model showing the inconsistent behavior of the model. LLSA model is consistent in its
behavior with certain precision at every recall rate. This shows the better robust nature of
the proposed model and thereby the system.
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CHAPTER V

Conclusions

This study was set out to explore and rank the top ranked Medline citations for the
each of the retrieved Drug-Disease associations from DDNet. This study also enhanced
DDNet by providing the users with the options of choosing top five or top ten relevant
publications as proof for the associations of drugs and diseases. The users are displayed
with PubMed ids (pmids) with hyperlinks to PubMed itself to gain the accurate
knowledge. This is achieved by implementing multi-layered LSA, on literature data from
PubMed for each of the associated drugs retrieved for a disease query. By means, this
study sought to develop a drug-disease associations framework DDNet, along with their
corresponding relevant publications thereby facilitating the medical researchers to get
forward in their goal. Query Based Sampling of abstracts is executed to filter the garbage
from literature data and Local LSA models are created from the filtered data to ensure the
scalability and robustness in the DDNet framework. LLSA incorporated on sampled
textual data resulted in robust semantic model which is evident from PR curve analysis
for selected twenty queries. Subjective analysis is done for the validation of ranking of
PubMed literature by comparing with other PubMed Search tools. As Gold standard is
not available for this study, evaluation is done on the number of publications retrieved
from each of the tools. DDNet, PubMed link tool is very precise in its retrieval of very
few semantically relevant publications.
The scale of this study is limited with 53 features, but the LLSA model is
generated as scalable. To achieve the complete usability of the proposed model and
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framework, by the medical experts and researchers, higher recall and precision is one of
the chief aspects to be targeted. This can be achieved by incorporating more sampled
features into the system at the local model level which will retrieve all possible relevant
results. Also, complete automation for ranking of Medline citations also has to be done to
contribute sufficient information for the users.
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APPENDICES

A. Relevant results for the selected queries from PharmGKB

Alzheimer disease

Curcumin, tacrine, memenatine, metoprolol, galanatamine, lithium,
nicotine, nitroprusside

Neurodegenerative
disease

Galantamine

Dementia

Galantamine

Drug

Vincristine, warfarin, prednisone, cisplatin, lovastatin, tacrolimus,
cyclosporine, pravastin, ritonavir, sirolimus, acetaminophen,
metoprolol, nitrous oxide, codein, morphine, amoxicillin, tamoxifen

Transplantation

Tacrolimus, cyclosporine, sirolimus,

Depression

Nicotine, lithium, tamoxifen, morphine, metoprolol, codeine,
warfarin

Venous thrombosis warfarin
Thrombosis
embolism
Breast neoplasm

warfarin

Hypertension

Metoprolol, codeine, isoproterenol, tamoxifen, morphine

Nausea

Morphine

Coronary artery
disease
Gastrointestinal
neoplasm
Myocardial
infarction
Pain

Warfarin, pravastatin

Leukemia

Idarubicin, vincristine, prednisone, tacrine

Tacrine, metoprolol, morphine, tamoxifen, mifepristone, codeine,
warfarin, cyclosporine, vincristine

Cisplatin
Metoprolol, pravastatin, vitamin E, warfarin, tamoxifen, morphine,
codeine
Codeiene, metoprolol, morphine, acetaminophen, tamoxifen
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Pulmonary
embolism
Warfarin

Warfarin

Osteosarcoma

Vincristine, cisplatin

Neutropenia

Cisplatin

Schizophrenia

Tamoxifen, codeine, nicotine, lithium, metoprolol, warfarin

Lovastatin, dicloxacillin, vitamin K, acetaminophen, tamoxifen
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B. Associated drugs/Chemicals for 20 selected queries for Local LSA model without
sampled information
Alzheimer disease

Tacrine, Galantamine, Digoxin, MycophenolicAcid, Pravastatin,
CopperSulfate, Tacrolimus, Lithium, VitaminE, Cyclosporine,
Lovastatin, Sirolimus, Nicotine, Metoprolol, Zinc, Magnesium,
Curcumin, Macrolides, Nitroprusside, Aldosterone, Isoproterenol,
Acetaminophen, Epinephrine, VitaminK, Prednisone, Memantine,
Prednisolone, Beclomethasone, Budesonide, Hydrocortisone,
Triamcinolone, Erythromycin, Betamethasone, Warfarin, Cisplatin,
Amoxicillin, Calcitriol, Troleandomycin, Testosterone, Tamoxifen,
Ritonavir, Estrone, EthinylEstradiol, Morphine, Idarubicin,
Mifepristone, NitrousOxide, Vincristine, Norethindrone

Neurodegenerative

Curcumin, CopperSulfate, Tacrolimus, Cyclosporine, Lovastatin,

disease

MycophenolicAcid, Sirolimus, Tamoxifen, Memantine, Tacrine,
Macrolides, Calcitriol, Lithium, Ritonavir, Pravastatin, Cisplatin,
Zinc, Triamcinolone, Magnesium, Galantamine, Acetaminophen,
Estrone, Nitroprusside, VitaminE, Digoxin, Prednisolone,
EthinylEstradiol, Mifepristone, Norethindrone, VitaminK,
Prednisone, Erythromycin, Betamethasone, Hydrocortisone,
Troleandomycin, Aldosterone, Nicotine, Testosterone,
Levonorgestrel, Metoprolol, Isoproterenol, Vincristine,
Epinephrine, Idarubicin, Warfarin, Budesonide, Amoxicillin,
Morphine, Methadone, NitrousOxide, Codeine, Beclomethasone

Dementia

Tacrine, Memantine, Lithium, Digoxin, MycophenolicAcid,
Galantamine, Tacrolimus, Methadone, Metoprolol, Acetaminophen,
Cyclosporine, Triamcinolone, Tamoxifen, Ritonavir, Prednisone,
Curcumin, Sirolimus, Warfarin, Prednisolone, NitrousOxide,
Calcitriol, Morphine, Codeine, Magnesium, Pravastatin,
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Macrolides, Isoproterenol, Lovastatin, Betamethasone, Aldosterone,
Nitroprusside, Zinc, VitaminK

Drug

Digoxin, Troleandomycin, Codeine, Idarubicin, Metoprolol,
Morphine, Prednisone, Acetaminophen, MycophenolicAcid,
Methadone, Warfarin, Ritonavir, Cyclosporine, Prednisolone,
Amoxicillin, Erythromycin, Lithium, Pravastatin, Cisplatin,
Tacrine, Vincristine, Tacrolimus, Dicloxacillin, Nicotine,
Curcumin, Macrolides, NitrousOxide, Sirolimus, Lovastatin,
Beclomethasone

Transplantation

Ritonavir, Tamoxifen, Memantine, Tacrine, Tacrolimus,
MycophenolicAcid, Cyclosporine, Lovastatin, Prednisone,
Warfarin, Triamcinolone, Sirolimus, Calcitriol, Betamethasone,
Acetaminophen, Cisplatin, Pravastatin, Digoxin, Methadone,
Galantamine, Mifepristone, Prednisolone, NitrousOxide, Codeine,
Hydrocortisone, Norethindrone, Vincristine, Metoprolol,
Aldosterone, Macrolides, EthinylEstradiol, Isoproterenol, Estrone,
Levonorgestrel, Lithium, Nitroprusside, Idarubicin

Depression

Tacrine, Memantine, Lithium, Digoxin, MycophenolicAcid,
Galantamine, Tacrolimus, Methadone, Metoprolol, Acetaminophen,
Cyclosporine, Triamcinolone, Tamoxifen, Ritonavir, Prednisone,
Curcumin, Sirolimus, Warfarin, Prednisolone, NitrousOxide,
Calcitriol, Morphine, Codeine, Magnesium, Pravastatin,
Macrolides, Isoproterenol, Lovastatin, Betamethasone, Aldosterone,
Nitroprusside, Zinc, VitaminK

Venous thrombosis Warfarin, VitaminK, Levonorgestrel, Norethindrone, Lovastatin,
Pravastatin, EthinylEstradiol, Tamoxifen, Calcitriol, Prednisolone,
Prednisone, Estrone, Cisplatin, Sirolimus, Triamcinolone,
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Mifepristone, Testosterone, Troleandomycin, Cyclosporine,
VitaminE, Vincristine, Macrolides, Tacrolimus,
MycophenolicAcid, Hydrocortisone, Ritonavir, Idarubicin,
Betamethasone, Dicloxacillin, Magnesium, Digoxin, Zinc,
Aldosterone, Erythromycin, CopperSulfate, Nitroprusside,
Acetaminophen, Beclomethasone, Metoprolol, Curcumin,
Epinephrine, Isoproterenol, Budesonide, Lithium, Tacrine,
Amoxicillin, NitrousOxide, Galantamine, Nicotine, Memantine

Thrombosis

Warfarin, Ritonavir, Lovastatin, Pravastatin, Prednisone,

embolism

Vincristine, Dicloxacillin, Levonorgestrel, Idarubicin, Prednisolone,
Cyclosporine, Calcitriol, Norethindrone, Tamoxifen, Cisplatin,
Mifepristone, EthinylEstradiol, Troleandomycin,
MycophenolicAcid, Sirolimus, Erythromycin, Tacrolimus,
Testosterone, VitaminK, Amoxicillin, Estrone, Macrolides,
Triamcinolone, Digoxin, Betamethasone, Budesonide, Aldosterone,
Hydrocortisone, Nitroprusside, Beclomethasone, Curcumin,
Metoprolol, Isoproterenol

Breast neoplasm

Tamoxifen, Norethindrone, Estrone, EthinylEstradiol,
Levonorgestrel, Testosterone, Cisplatin, Mifepristone, Vincristine,
Idarubicin, Prednisone, Hydrocortisone, Calcitriol, Prednisolone,
Ritonavir, Triamcinolone, Cyclosporine, Sirolimus, Galantamine,
Lithium, MycophenolicAcid, Tacrolimus, Betamethasone,
Memantine, Magnesium, Epinephrine, Zinc, Aldosterone, Nicotine,
VitaminE, Curcumin, Macrolides, Isoproterenol, Digoxin,
Lovastatin, Warfarin, Morphine, CopperSulfate, Nitroprusside,
Tacrine, Budesonide, Pravastatin, VitaminK, Troleandomycin,
Beclomethasone, Acetaminophen, Methadone, Codeine,
Erythromycin, Amoxicillin, Metoprolol, Dicloxacillin
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Hypertension

Budesonide, Mifepristone, Prednisolone, Testosterone,
Levonorgestrel, Lovastatin, Pravastatin, Betamethasone,
Prednisone, Beclomethasone, Troleandomycin, Hydrocortisone,
Norethindrone, EthinylEstradiol, Calcitriol, Estrone, Cisplatin,
Cyclosporine, Warfarin, Vincristine, Aldosterone, Sirolimus,
Triamcinolone, Macrolides, Ritonavir, Tacrolimus,
MycophenolicAcid, Nitroprusside, Zinc, Dicloxacillin,
Epinephrine, Isoproterenol, VitaminE, VitaminK, Tamoxifen,
Magnesium, Erythromycin, Idarubicin, Nicotine, CopperSulfate,
Digoxin, Amoxicillin, Acetaminophen, Lithium, Metoprolol,
Curcumin, Morphine, Codeine, NitrousOxide, Galantamine,
Methadone, Tacrine, Memantine

Nausea

Nill

Coronary artery

Pravastatin, Lovastatin, Digoxin, Warfarin, Sirolimus, Aldosterone,

disease

Cyclosporine, Troleandomycin, Nitroprusside, Macrolides,
Prednisolone, Metoprolol, MycophenolicAcid, Tacrolimus,
Magnesium, Ritonavir, VitaminE, Curcumin, Zinc, Calcitriol,
Nicotine, Levonorgestrel, Prednisone, Testosterone, VitaminK,
EthinylEstradiol, Isoproterenol, CopperSulfate, Lithium,
Mifepristone, Epinephrine, Budesonide, Triamcinolone,
Norethindrone, Estrone, Erythromycin, Hydrocortisone, Cisplatin,
Betamethasone, Beclomethasone, Dicloxacillin, Idarubicin,
Vincristine, Tamoxifen, Acetaminophen, Amoxicillin,
Galantamine, Memantine, Tacrine, NitrousOxide, Morphine,
Methadone, Codeine

Myocardial

Troleandomycin, Budesonide, Prednisolone, Beclomethasone,

infarction

Betamethasone, Mifepristone, Levonorgestrel, Pravastatin,
Lovastatin, Prednisone, Testosterone, Hydrocortisone, Warfarin,
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EthinylEstradiol, Cisplatin, Calcitriol, Norethindrone,
Cyclosporine, Macrolides, Sirolimus, Aldosterone, Estrone,
Triamcinolone, Tacrolimus, Nitroprusside, Zinc,
MycophenolicAcid, Vincristine, Magnesium, Erythromycin,
Isoproterenol, Epinephrine, Digoxin, VitaminK, Dicloxacillin,
VitaminE, Nicotine, Ritonavir, Tamoxifen, Amoxicillin,
Acetaminophen, Metoprolol, CopperSulfate, Lithium, Idarubicin,
Curcumin, Morphine, Codeine, NitrousOxide, Galantamine,
Tacrine, Methadone, Memantine

Pain

nill

Leukemia

Vincristine, Prednisone, Idarubicin, Prednisolone, Cisplatin,
Ritonavir, Cyclosporine, Budesonide, Troleandomycin,
Testosterone, Calcitriol, Levonorgestrel, Mifepristone, Macrolides,
EthinylEstradiol, Estrone, Norethindrone, Lovastatin, Sirolimus,
Tacrolimus, MycophenolicAcid, Pravastatin, Triamcinolone,
Betamethasone, Hydrocortisone, Zinc, Curcumin, Dicloxacillin,
Warfarin, Beclomethasone, Magnesium, Erythromycin, VitaminK,
VitaminE, Aldosterone, Tamoxifen, Nitroprusside, Amoxicillin,
Digoxin, CopperSulfate, Isoproterenol, Lithium, Epinephrine,
Acetaminophen, Nicotine, Metoprolol, Morphine, NitrousOxide,
Codeine, Methadone, Memantine, Galantamine, Tacrine

Pulmonary

Warfarin, VitaminK, Levonorgestrel, Norethindrone,

embolism

EthinylEstradiol, Tamoxifen, Pravastatin, Lovastatin, Prednisolone,
Calcitriol, Prednisone, Cisplatin, Troleandomycin, Estrone,
Mifepristone, Sirolimus, Cyclosporine, Digoxin, Triamcinolone,
VitaminE, Acetaminophen, Hydrocortisone, Testosterone,
Betamethasone, Ritonavir, Zinc, Macrolides, Magnesium,
Metoprolol, Tacrolimus, Vincristine, Nitroprusside, Aldosterone,
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MycophenolicAcid, Dicloxacillin, Isoproterenol, CopperSulfate,
Beclomethasone, Epinephrine, Lithium, Erythromycin, Idarubicin,
Curcumin, Budesonide, Tacrine, Amoxicillin, Nicotine,
NitrousOxide, Memantine, Galantamine, Morphine, Codeine,
Methadone

Warfarin

Nicotine, Morphine, Metoprolol, NitrousOxide, Epinephrine,
Isoproterenol, Beclomethasone, Nitroprusside, Codeine, Digoxin,
Troleandomycin, Lithium, Magnesium, Acetaminophen,
Aldosterone, Budesonide, Zinc, Methadone, CopperSulfate,
Galantamine, Tacrine, Hydrocortisone, VitaminE, Betamethasone,
Testosterone, Memantine, Mifepristone, Erythromycin, VitaminK,
Macrolides, Curcumin, Amoxicillin, Dicloxacillin, Estrone,
EthinylEstradiol, Prednisolone, Cisplatin, Levonorgestrel,
Norethindrone, Triamcinolone, Warfarin, Sirolimus, Cyclosporine,
Pravastatin, Calcitriol

Osteosarcoma

NitrousOxide, Methadone, Ritonavir, Tacrine, Memantine,
Metoprolol, Isoproterenol, Aldosterone, Hydrocortisone, Morphine,
Nitroprusside, Digoxin, Epinephrine, Acetaminophen,
Levonorgestrel, EthinylEstradiol, Warfarin, Lithium,
Norethindrone, Galantamine, Estrone, Mifepristone, Testosterone,
Tamoxifen, Lovastatin, Betamethasone, Prednisone, Vincristine,
Codeine, Budesonide, Triamcinolone, Cyclosporine, Prednisolone,
Calcitriol, Nicotine, Magnesium, Pravastatin, Beclomethasone,
Tacrolimus, Zinc, Idarubicin, Sirolimus, VitaminK,
Troleandomycin, Macrolides, Cisplatin, MycophenolicAcid,
Curcumin, VitaminE, Dicloxacillin, Erythromycin, CopperSulfate

Neutropenia

Dicloxacillin
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Schizophrenia

Tacrine, Nicotine, Lithium, Galantamine, Morphine, Methadone,
NitrousOxide, Acetaminophen, Memantine, Epinephrine,
EthinylEstradiol, Levonorgestrel, Zinc, Magnesium, Codeine,
Norethindrone, Estrone, Metoprolol, Hydrocortisone, Digoxin,
VitaminE, Nitroprusside, VitaminK, Isoproterenol, Mifepristone,
CopperSulfate, Tamoxifen, Testosterone, Aldosterone,
Troleandomycin, Betamethasone, Warfarin, Beclomethasone,
Curcumin, Calcitriol, Budesonide, Cisplatin, Triamcinolone,
Macrolides, Prednisolone, Pravastatin, Cyclosporine, Ritonavir,
Erythromycin, Lovastatin, Sirolimus, Tacrolimus, Prednisone,
Amoxicillin, Dicloxacillin, Vincristine, Idarubicin,
MycophenolicAcid

Nill for some queries represent that there is no associated Drugs/Chemicals retrieved
from DDNet
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C. Associated drugs/Chemicals for 20 selected queries for Local LSA model with
sampled information

Alzheimer disease

galantamine, metoprolol, memantine, isoproterenol, epinephrine,
nitrous oxide, tacrine, aldosterone, nitroprusside, digoxin,
betamethosone, nicotine, morphine, triamcin, beclome,
hydrocortisone, codeine, estrone, testosterone, budenoside, ethinyl,
lithium, warfarin, levonorgestrol, pravastatin, nore, methadone,
magnesium, lovastatin, tamoxifen, mifepristone, acetaminophen,
zinc, dicloxacillin, copper, macrolides, prednisolone, erythromycin,
amoxicillin, vitamine, curcumin, tacrolimus, sirolimus,
cyclosporine, ritonavir, prednisone, troleandomycin, calcitriol,
vitamink, mycophenolic, cisplatin, vincristine, idarubicin

Neurodegenerative

tamoxifen, cisplatin, testosterone, curcumin, memantine, estrone,

disease

galantamine, calcitriol, nicotine, mifepristone, idarubicin, sirolimus,
epinephrine, isoproterenol, vincristine, nitroprusside, vitamine,
tacrine, morphine, zinc, cyclosporine, magnesium, macrolides,
hydrocortisone, tacrolimus, triamcin, copper, vitamink, ethinyl,
prednisolone, lithium, lovastatin, aldosterone, nore, betamethosone,
prednisone, pravastatin, metoprolol, troleandomycin,
mycophenolic, levonorgestrol, codeine, erythromycin, beclome,
ritonavir, dicloxacillin, budenoside, warfarin, acetaminophen

Dementia

memantine, galantamine, nicotine, nitrous oxide, tacrine, copper,
epinephrine, isoproterenol, morphine, zinc, lithium, methadone,
magnesium, troleandomycin, vitamine, curcumin, metoprolol,
vitamink, nitroprusside, mifepristone, acetaminophen, beclome,
triamcin, budenoside, cyclosporine, sirolimus, macrolides,
calcitriol, hydrocortisone, betamethosone, lovastatin, tacrolimus,
digoxin, erythromycin, testosterone, codeine, ritonavir, aldosterone,
warfarin, ethinyl, tamoxifen, nore, pravastatin, estrone,
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levonorgestrol
Drug Toxicity

vincristine, warfarin, digoxin, idarubicin, prednisone, cisplatin,
mycophenolic, curcumin, prednisolone, lovastatin, tacrolimus,
cyclosporine, pravastatin, ritonavir, triamcin, sirolimus,
acetaminophen, vitamink, isoproterenol, nitroprusside, metoprolol,
nitrous oxide, macrolides, betamethosone, budenoside, codeine,
vitamine, morphine, erythromycin, amoxicillin, epinephrine,
dicloxacillin, beclome, calcitriol, troleandomycin, lithium,
tamoxifen, aldosterone, magnesium, mifepristone, hydrocortisone,
tacrine, copper, zinc, testosterone, ethinyl, memantine, nicotine,
estrone, galantamine, nore, levonorgestrol,

Transplantation

prednisone, mycophenolic, prednisolone, triamcin, tacrolimus,
metoprolol, beclome, warfarin, cyclosporine, amoxicillin,
vincristine, nitrous oxide, betamethosone, budenoside, idarubicin,
digoxin, erythromycin, macrolides, dicloxacillin, ritonavir,
vitamink, sirolimus, acetaminophen, aldosterone, magnesium,
cisplatin, pravastatin, hydrocortisone, nitroprusside, lovastatin,
lithium, zinc, troleandomycin, methadone, copper, vitamine,
epinephrine, levonorgestrol, calcitriol, ethinyl, memantine, codeine,
nore, isoproterenol, galantamine, tamoxifen, nicotine, mifepristone,
testosterone, morphine, tacrine, estrone, curcumin

Depression

memantine, nicotine, galantamine, lithium, testosterone, zinc,
isoproterenol, epinephrine, tacrine, tamoxifen, mifepristone, copper,
estrone, magnesium, morphine, methadone, vitamine, nitroprusside,
hydrocortisone, nore, troleandomycin, calcitriol, ethinyl,
metoprolol, sirolimus, aldosterone, vitamink, curcumin, codeine,
lovastatin, levonorgestrol, digoxin, acetaminophen, cyclosporine,
macrolides, cisplatin, pravastatin, tacrolimus, nitrous oxide,
betamethosone, triamcin, erythromycin, idarubicin, ritonavir,
budenoside, beclome, mycophenolic, vincristine, warfarin,
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prednisolone, prednisone, dicloxacillin, amoxicillin
Venous thrombosis warfarin, metoprolol, triamcin, prednisone, vincristine, beclome,
idarubicin, prednisolone, pravastatin, mycophenolic, nitrous oxide,
galantamine, digoxin, betamethosone, aldosterone, memantine,
methadone, epinephrine, budenoside, cyclosporine, tacrolimus,
cisplatin
Thrombosis

warfarin, acetaminophen, curcumin, vitamine, beclome, vitamink,

embolism

mycophenolic, prednisolone, budenoside, cisplatin, prednisone,
lovastatin, digoxin, triamcin, pravastatin, ethinyl, levonorgestrol,
amoxicillin, metoprolol, tacrolimus, lithium, betamethosone,
codeine, idarubicin, cyclosporine, vincristine, nore, erythromycin,
nitrous oxide, tamoxifen, macrolides, memantine, sirolimus,
troleandomycin, ritonavir, methadone, magnesium, tacrine,
hydrocortisone, nicotine, aldosterone, copper, nitroprusside,
isoproterenol, estrone, testosterone, dicloxacillin, morphine,
galantamine, mifepristone, calcitriol, epinephrine, zinc

Breast neoplasm

aldosterone, pravastatin, lovastatin, tacrine, nitroprusside,
metoprolol, vitamine, isoproterenol, epinephrine, magnesium,
testosterone, vitamink, morphine, tamoxifen, curcumin,
hydrocortisone, troleandomycin, memantine, amoxicillin,
mifepristone, codeine, levonorgestrol, nicotine, sirolimus, calcitriol,
erythromycin, macrolides, digoxin, warfarin, estrone, zinc, nore,
galantamine, cyclosporine, methadone, tacrolimus, lithium,
idarubicin, budenoside, acetaminophen, betamethosone, ethinyl,
beclome, prednisone, mycophenolic, prednisolone, ritonavir,
cisplatin, triamcin, copper, dicloxacillin, vincristine, nitrous oxide

Hypertension

mycophenolic, nitrous oxide, prednisone, cyclosporine, lithium,
tacrolimus, prednisolone, magnesium, aldosterone, vitamink,
warfarin, metoprolol, nitroprusside, triamcin, beclome, ritonavir,
sirolimus, acetaminophen, zinc, macrolides, hydrocortisone,
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idarubicin, vitamine, pravastatin, digoxin, calcitriol, budenoside,
codeine, betamethosone, memantine, lovastatin, isoproterenol,
epinephrine, ethinyl, troleandomycin, nore, vincristine,
erythromycin, amoxicillin, levonorgestrol, methadone, tamoxifen,
copper, dicloxacillin, estrone, galantamine, testosterone, morphine,
mifepristone, cisplatin, nicotine, tacrine, curcumin
Nausea

codeine, morphine, acetaminophen, methadone, digoxin, cisplatin,
tamoxifen, curcumin, estrone, nicotine, testosterone, ethinyl,
vincristine, hydrocortisone, vitamine, nore, vitamink, metoprolol,
pravastatin, mycophenolic, idarubicin, isoproterenol, warfarin,
tacrine, memantine, epinephrine, copper, lithium, dicloxacillin,
ritonavir, nitroprusside, amoxicillin, betamethosone, prednisone,
prednisolone, troleandomycin, lovastatin, tacrolimus, galantamine,
budenoside, cyclosporine, mifepristone, macrolides, erythromycin,
zinc, levonorgestrol, beclome, sirolimus, nitrous oxide, magnesium,
aldosterone, triamcin, calcitriol

Coronary artery

digoxin, warfarin, pravastatin, metoprolol, nitrous oxide, codeine,

disease

methadone, lovastatin, morphine, nicotine, nitroprusside, estrone,
epinephrine, levonorgestrol, tamoxifen, ritonavir, erythromycin,
galantamine, tacrine, acetaminophen, aldosterone, isoproterenol,
budenoside, vitamine, ethinyl, triamcin, amoxicillin, nore,
hydrocortisone, testosterone, betamethosone, vitamink, macrolides,
lithium, sirolimus, dicloxacillin, mifepristone, curcumin,
tacrolimus, prednisone, prednisolone, copper, beclome, zinc,
magnesium, cyclosporine, mycophenolic, troleandomycin,
calcitriol, vincristine, memantine, idarubicin, cisplatin

Myocardial

metoprolol, isoproterenol, epinephrine, pravastatin, vitamine,

infarction

digoxin, aldosterone, warfarin, lithium, galantamine, vitamink,
nitroprusside, lovastatin, triamcin, nicotine, magnesium,
hydrocortisone, zinc, memantine, testosterone, acetaminophen,
tacrine, sirolimus, copper, calcitriol, nitrous oxide, tamoxifen,
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mifepristone, macrolides, morphine, cyclosporine, estrone,
tacrolimus, troleandomycin, codeine, budenoside, betamethosone,
prednisolone, methadone, beclome, curcumin, levonorgestrol,
prednisone, idarubicin, ethinyl, erythromycin, cisplatin,
mycophenolic, vincristine, dicloxacillin, nore, ritonavir, amoxicillin
Pain

codeine, nitrous oxide, methadone, metoprolol, warfarin, morphine,
digoxin, prednisone, beclome, prednisolone, acetaminophen,
nicotine, mycophenolic, pravastatin, betamethosone, budenoside,
memantine, triamcin, hydrocortisone, nore, aldosterone,
dicloxacillin, levonorgestrol, amoxicillin, lovastatin, epinephrine,
nitroprusside, ritonavir, galantamine, ethinyl, estrone, lithium,
idarubicin, tacrolimus, testosterone, cyclosporine, tamoxifen,
vincristine, vitamink, vitamine, isoproterenol, erythromycin,
troleandomycin, macrolides, mifepristone, magnesium, zinc,
sirolimus, tacrine, cisplatin, copper, calcitriol, curcumin

Leukemia

erythromycin, vitamink, idarubicin, amoxicillin, zinc, ritonavir,
cisplatin, lithium, morphine, macrolides, dicloxacillin, copper,
triamcin, prednisolone, tacrolimus, vincristine, prednisone,
cyclosporine, betamethosone, magnesium, mifepristone, codeine,
acetaminophen, methadone, nitrous oxide, lovastatin, warfarin,
tamoxifen, digoxin, calcitriol, sirolimus, mycophenolic, vitamine,
levonorgestrol, nicotine, metoprolol, beclome, budenoside,
testosterone, hydrocortisone, pravastatin, troleandomycin,
epinephrine, memantine, curcumin, nore, nitroprusside, ethinyl,
estrone, aldosterone, isoproterenol, galantamine, tacrine

Pulmonary

warfarin, acetaminophen, curcumin, vitamine, beclome, vitamink,

embolism

mycophenolic, prednisolone, budenoside, cisplatin, prednisone,
lovastatin, digoxin, triamcin, pravastatin, ethinyl, levonorgestrol,
amoxicillin, metoprolol, tacrolimus, lithium, betamethosone,
codeine, idarubicin, cyclosporine, vincristine, nore, erythromycin,
nitrous oxide, tamoxifen, macrolides, memantine, sirolimus,
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troleandomycin, ritonavir, methadone, magnesium, tacrine,
hydrocortisone, nicotine, aldosterone, copper, nitroprusside,
isoproterenol, estrone, testosterone, dicloxacillin, morphine,
galantamine, mifepristone, calcitriol, epinephrine, zinc
Warfarin

warfarin, pravastatin, prednisone, vincristine, lovastatin,
amoxicillin, methadone, erythromycin, idarubicin, dicloxacillin,
prednisolone, ritonavir, metoprolol, vitamink, digoxin, nitrous
oxide, codeine, mycophenolic, macrolides, sirolimus, tacrolimus,
triamcin, vitamine, acetaminophen, morphine, tamoxifen,
budenoside, betamethosone, cisplatin, cyclosporine, nicotine,
beclome, galantamine, nitroprusside, calcitriol, hydrocortisone,
estrone, aldosterone, tacrine, epinephrine, testosterone, magnesium,
isoproterenol, troleandomycin, lithium, memantine, zinc,
levonorgestrol, curcumin, copper, ethinyl

Osteosarcoma

vincristine, idarubicin, cisplatin, prednisone, mycophenolic,
curcumin, tacrolimus, cyclosporine, macrolides, sirolimus,
tamoxifen, erythromycin, amoxicillin, vitamink, lovastatin,
vitamine, dicloxacillin

Neutropenia

vincristine, idarubicin, cisplatin, prednisone, mycophenolic, nore,
morphine, ethinyl, levonorgestrol, nitrous oxide, dicloxacillin,
estrone, memantine, digoxin, aldosterone, galantamine, tacrolimus,
cyclosporine, amoxicillin, epinephrine, ritonavir, nitroprusside,
budenoside, nicotine, prednisolone, codeine, testosterone, tacrine,
erythromycin, hydrocortisone, methadone, acetaminophen,
tamoxifen, macrolides, beclome, magnesium, betamethosone,
copper, lithium, mifepristone, zinc, pravastatin, lovastatin,
isoproterenol, vitamine

Schizophrenia

curcumin, nitroprusside, memantine, tamoxifen, isoproterenol,
testosterone, codeine, epinephrine, copper, mifepristone, zinc,
morphine, vitamine, nicotine, tacrine, nitrous oxide, magnesium,
estrone, galantamine, lithium, cisplatin, ethinyl, acetaminophen,
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calcitriol, methadone, sirolimus, hydrocortisone, cyclosporine,
troleandomycin, vitamink, nore, macrolides, betamethosone,
lovastatin, tacrolimus, idarubicin, pravastatin, aldosterone, triamcin,
metoprolol, vincristine, ritonavir, digoxin, budenoside, warfarin,
mycophenolic, erythromycin, beclome, prednisolone,
levonorgestrol, dicloxacillin, prednisone, amoxicillin
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