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Abstract
We investigate the problem of on-line scheduling open shops of two and three machines
with an objective of minimizing the schedule makespan. We 1rst propose a 1.848-competitive
permutation algorithm for the non-preemptive scheduling problem of two machines and show
that no permutation algorithm can be better than 1.754-competitive. Secondly, we develop a
(27=19)-competitive algorithm for the preemptive scheduling problem of three machines, which
is most competitive. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In the traditional problem of scheduling an open shop, one is given a set of m¿2
machines available at the same time and a set of jobs, each of which consists of m
operations, one for each machine. To each operation of a job, one needs to allocate
a time interval, or several time intervals if preemption is allowed, of its dedicated
machine, so that (i) the length of the interval, or total length of the intervals, is equal
to the prespeci1ed length, or the processing time, of the operation, (ii) intervals of the
same machine allocated to di=erent operations do not overlap, and (iii) all intervals
allocated to the operations of the same job do not overlap. Such an allocation is called
a (feasible) schedule of the open shop. The ultimate goal is to 1nd a schedule that
optimizes certain criterion. The reader is referred to [5] for a comprehensive survey on
traditional scheduling theory.
Very often, in practical scheduling, the set of jobs that needs to be scheduled is not
known in advance and they appear one by one in sequence. A job becomes known
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(i.e., its existence and the lengths of its operations) and available for scheduling only
when its predecessor in the sequence has already been scheduled and such scheduling
decision is irrevocable. Scheduling of this feature of data–decision interaction is called
on-line scheduling. In contrast, a problem in which the whole body of data is given
before any scheduling decision is made is called an o=-line problem. For more details
about on-line scheduling, the reader is referred to [6], and, for both o=-line and on-line
scheduling, to [3].
In this paper, we are concerned with the on-line scheduling of open shops. Our
optimization criterion is to minimize the schedule makespan, the time by which all
operations of the jobs have been processed. We will be specially dealing with open
shops of two and three machines, in a hope that our approaches can be extended to
any number of machines.
Due to lack of information in on-line scheduling, the quality of any on-line schedule,
which we will call heuristic schedule, is normally not as good as an optimal o=-line
schedule. We will measure the quality of an on-line algorithm H , one for the on-line
scheduling problem, by its competitive ratio H , which is de1ned to be the supremum
of ratio CH=C0 over all problem instances, where CH and C0 denote respectively the
makespan of the heuristic schedule constructed by H and that of the corresponding
(o=-line) optimal schedule. Algorithm H is said to be G-competitive if 16H6 G. An
on-line algorithm H for a problem is said to be most competitive, if no other on-line
algorithm for the problem has a smaller competitive ratio than H .
Earlier investigation of the on-line scheduling problem can be found in [2], where the
two-machine case was studied. If preemption is not allowed, then a 1.875-competitive
algorithm was proposed and a lower bound of 1.618 was delivered for the competi-
tive ratio of any on-line algorithm. If preemption is allowed, then a (4/3)-competitive
algorithm was established and shown to be most competitive. In this paper, by improv-
ing the approaches used in [2], we 1rst obtain a more competitive algorithm for the
two-machine non-preemptive scheduling problem and give an improved lower bound
for the competitive ratio of any algorithm of the same class, which we are to de1ne
shortly, and second we develop a most competitive algorithm for the three-machine
preemptive scheduling problem. Furthermore, we will compare our algorithms with
those in [2] and remark on advantages of our approaches in possible generalization to
scheduling for more machines.
The following two sections will be dealing with open shops of two and three ma-
chines, respectively, which are followed by a section of further discussion. For sim-
plicity we will identify a job or operation with its length (processing time) whenever
there is no confusion.
2. Two-machine open shops
Job sequences on the two machines can be di=erent in an optimal schedule, which
necessitates the need to leave some unforced machine idle time some times. However,
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Fig. 1. An illustration for the dynamic de1nition of notation.
for simplicity we concentrate on those schedules that have the same job sequence on
both machines. Such schedules we call permutation schedules and any algorithm that
always constructs permutation schedules will be called permutation algorithm. We will
show that permutation algorithms are already quite competitive. It is easy to see that
the only choice for a permutation algorithm each time to schedule a job is to decide
the processing order of the two operations of the job and that there is no need for
such an algorithm to leave unforced machine idle time. Therefore, we always assume
that there is no unforced machine idle time, in particular, no simultaneous machine
idle time, in any permutation schedule.
2.1. Notation and preliminaries
To facilitate our analysis, we use the following dynamic notation. Given a permuta-
tion schedule for jobs J1; : : : ; Ji, the machine that has the smaller makespan is denoted
by Sh(i) (for “short”) with makespan Xi. The other machine is denoted by Ln(i) (for
“long”) with makespan Yi. Thus Xi6Yi. The total lengths of jobs on machines Sh(i)
and Ln(i) are denoted, respectively, by Ai and Bi. The next job Ji+1 will be denoted
by an ordered pair (ai+1; bi+1), representing the processing time of its operation for
machine Sh(i) and Ln(i), respectively. Note that, according to the de1nition of on-line
scheduling, job Ji+1 is released as soon as Xi and Yi are determined (see Fig. 1 for an
illustration).
Proposition 2.1 (Gonzalez and Sahni [4]). For the o=-line non-preemptive scheduling
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Frequently we will omit the indices of Sh(i − 1); Ln(i − 1); Ai−1; Bi−1; Xi−1 and
Yi−1 to indicate that we are in the current state (or a general state if there is no
confusion). By adding a prime (′) we indicate the corresponding meanings for the
next state, in which a new job (a; b) has been scheduled.
For any s ∈ (0; 1] let
Ts = (1− s)X + sY
and for ; ¿0 let
E(; ) = A+ B:
In particular, denote GT=T1=2. Hence X6 GT6Y . Similarly, we can de1ne T ′s and E
′(; )
by replacing X; Y; A and B with their primed counterparts.
Their relations are given in the following, which can be easily checked by direct




max{Ts + (1− s)a+ sb; X + a+ sb}; if Sh′ = Sh;





E(; ) + a+ b; if Sh′ = Sh;
E(; ) + a+ b; if Sh′ = Ln:
(2)
A system of inequalities, {Tsi6E(i; i)}, where 0¡si61; i; i¿0 (i = 1; : : : ; k),
is said to be self-consistent if whenever a new job is released, it can be sched-
uled in such a way that all the inequalities in the system hold simultaneously af-
ter the job is scheduled, provided that they do so before the job is scheduled. As
a preparation for the presentation of our new algorithm, we consider the following
system:

GT6E1 = E( 34 ;
3
4 + );




where 066 14 .
Lemma 2.2. Satisfaction of system (3) at all states implies the same for system

GT6E3 = E( 32 + 2;
1
2 );




We shall also use notation Ei (i = 1; : : : ; 4) to denote the corresponding inequalities
in systems (3) and (4) when there is no confusion.
Proof of Lemma 2.2. First notice that E4 is implied by E1. In fact, by substituting
X¿A into inequality E1, we obtain Y6E4, which together with GT6Y implies that E4
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holds. Second, we show inductively that E3 is implied by E1 as well. If the current
state is an empty schedule, then E3 holds trivially. Assume E3 holds for a general state.






2X , satisfaction of E1 implies that Y6E4, which in turn








′ = Ln. In the case of Sh′ = Sh, since GT¿X , we always have
GT
′
=max{ GT + 12a+ 12b; X + a+ 12b}6 GT + a+ 12b6E3 + (32 + 2)a+ 12b= E′3, where
the second inequality uses the inductive hypothesis. Hence, we have shown that E3 is
implied by E1.
Lemma 2.3. System (3) is self-consistent.
Proof. Suppose (3) holds for the current state. We show that it does so for the next
state as well. If Sh′ = Sh and a6Y − X , then GT ′ = GT + (a+ b)=26Ei + (a+ b)=26E′i
for i= 1; 2. Hence, we need only to consider the case a¿Y − X if Sh′ = Sh, i.e., the
maximum in relation (1) is achieved by the second term. Direct calculation based on
relations (1) and (2) leads to the following claim.
Claim 2.4. Violation of the two inequalities in system (3) at the next state is equiv-
alent respectively to
X + 14a¿E1 + (
1
4 + )b; (5)
X + (14 − )a¿E2 + 14b; (6)
if Sh′ = Sh; and is equivalent respectively to
Y + 14b¿E2 + (
1
4 + )a; (7)
Y + (14 − )b¿E1 + 14a; (8)
if Sh′ = Ln.
Claim 2.4 actually says that there exists a way of scheduling the next job such that
system (3) is satis1ed if and only if not both “(5) or (6)” and “(7) or (8)” are true.
Therefore, our lemma follows from the fact that neither of (5) and (6) can hold true
simultaneously with either of (7) and (8). Indeed, summation of (5) and (7) leads to
X +Y ¿E1 +E2 + (a+ b)¿E1 +E2, that of (5) and (8) to X +Y ¿ 2E1 +2b¿2E1,
that of (6) and (7) to X+Y ¿ 2E2+2a¿2E2, and that of (6) and (8) to X+Y ¿E1+
E2 + (a+ b)¿E1 + E2, any of which contradicts our inductive hypothesis that GT6E1
and GT6E2.
2.2. The algorithm
Based on Lemma 2.3, we present the following Consistency Algorithm (CA). In this
algorithm, satisfaction of the self-consistent system (3) gets the 1rst priority in making
138 B. Chen et al. / Discrete Applied Mathematics 110 (2001) 133–150
schedule decisions. When it is not a problem, minimizing machine idle time explicitly
becomes an objective.
Algorithm CA
Step 1 (Consistency step) Whenever a new job J = (a; b) is released, decide the
processing order of the two operations as follows: (i) If at least one of the
inequalities in (3) is violated after scheduling a before b, then schedule b
before a. (ii) If at least one of inequalities in (3) is violated after scheduling
b before a, then schedule a before b. (iii) If neither of the two inequalities in
(3) is violated whatever the processing order is for a and b, then go to the
next step.
Step 2 (Tie-break step) Schedule a before b if and only if
X + 2a6Y + 2b; (9)
where  = 1=(2(3 + 4)).
Note that the two inequalities of system (3) are always satis1ed for any partial sched-
ule created by algorithm CA, according to the fact that (3) apparently holds for the
initial state of an empty schedule, and according to Lemma 2.3 and the description of
algorithm CA.
Also note that algorithm CA is actually a class of algorithms, depending on the
value of . However, we are only interested in a speci1c value of  and hereafter will
1x  to be the real root of the cubic equation 323 +402 +12− 1=0, i.e.,  ≈ 0:067
and =1=(2(3+ 4)) = (1+ 4+82)=(8(1+ )) ≈ 0:152. In the next section, we will
prove the following theorem.
Theorem 2.5. Algorithm CA is (2− )-competitive.
2.3. Upper bound
We show that, with our choice of , permutation algorithm CA is 1:848-competitive.
Suppose otherwise. Then there exists a job sequence (J1; : : : ; Jn), which we will call
a counter-example and for which the heuristic makespan is more than 2− times that
of an optimal schedule. We will derive a contradiction.
Suppose that in the heuristic schedule job Jc = (ac; bc) incurs the last idle period on
the machine that terminates the schedule (see Fig. 2). Note that such an idle period does
exist, otherwise the heuristic schedule would be optimal. We call such a job critical.
By de1nition, the heuristic makespan CCA = Yn. With scaling of job lengths we
can assume that the optimal makespan for the counter-example is C0 = 1. We further
assume, without loss of generality, that Bn = 1, since otherwise we can append a new
job (0; 1 − Bn) to the job sequence and provably the resulting schedule by algorithm
CA will still terminate on the same machine Ln(n), i.e., the operation “0” of the new
job is scheduled before the other operation of that job and job Jc remains critical.
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Fig. 2. An illustration of the critical job Jc = (ac; bc).
In the rest of this subsection, we will concentrate on the two states of before and
after the scheduling of job Jc. Therefore, for notational simplicity, the two states will be
denoted as the “unprimed” and “primed” states respectively, dropping the job-related
subscripts c − 1 and c from {X; Y}, {A; B} and {a; b}. For example, we shall have
Jc=(a; b) instead. With the simpli1ed notation, the heuristic makespan can be expressed
as follows (see Fig. 2):
CCA =
{
X + a+ 1− B; if Sh′ = Sh;
Y + b+ 1− A; if Sh′ = Ln: (10)
On the other hand, for any 0¡¡ 1, summing up 2(1−) copies of inequality E1 (E2,
respectively) and 2 copies of inequality E4 (E3, respectively) gives
2 GT6( 32 − 2 )A+ (32 + 2)(1 + )B;
2 GT6( 32 − 2 )B+ (32 + 2)(1 + )A:
(11)
Our further arguments will be divided into two separate parts according to which step
of algorithm CA job Jc is scheduled at.
2.3.1. Job Jc scheduled at step 1 of CA
Now since the job sequence is a counter-example, i.e., CCA ¿ 2 − , according to
(10) we have, if Sh′ = Sh, that
X + a¿ (1− ) + B: (12)
If Sh′ = Ln, then X , a and B in (12) are replaced by Y , b and A, respectively. Due to
this symmetry of argument, in what follows, we only need to consider the case where
Sh′=Sh. The proof for the other case where Sh′=Ln is completely symmetric in terms
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of pairs {X; Y}, {A; B} and {a; b}, since to every inequality of (2)–(11), which we
will use for one case, there is apparently a symmetric inequality, also from (2)–(11),
for the other case.
Now since a has been scheduled before b by CA, at least one of inequalities E′1 and
E′2 is violated if b precedes a according to the description of the algorithm. Therefore,
at least one of (7) and (8) holds according to Claim 2.4. We consider two cases
separately.
Case 1: Inequality (7) holds. Combining (7) with (12) yields
X + Y ¿ (1− ) + (34 + )A+ 74B− ( 34 − )a− 14b
= (32 −  + )A+ (2−  + )B+ ; (13)
where
 = (1− )− ( 34 − )A− ( 14 + − )B− ( 34 − )a− 14b
= (1− )− ( 34 − )A′ − ( 14 + − )B′ − ( − )(a+ b)
¿ (1− )− ( 34 − )− ( 14 + − )− ( − ) = 0;
since 0¡− ¡ 1=4 and max{A′; B′; a+ b}61 according to Proposition 2.1. Conse-
quently, inequality (13) contradicts (11) with = 2( − ) = (1− 2 − 2)=(3 + 4).
Case 2: Inequality (8) holds. Combining (8) with (12) yields
X + Y ¿ (1− ) + 34A+ (74 + )B− 34a− ( 14 − )b
= (32 −  + )A+ (2−  + )B+  ; (14)
where
 = (1− )− ( 34 −  + )A− ( 14 − )B− 34a− ( 14 − )b
= (1− )− ( 34 −  + )A′ − ( 14 − )B′ − ( − )(a+ b)
¿ (1− )− ( 34 −  + )− ( 14 − )− ( − ) = 0:
Consequently, we get the same contradiction as in Case 1.
2.3.2. Job Jc scheduled at step 2 of CA
Similar to the previous situation, we only need to consider Sh′ = Sh, as the proof
for the other case where Sh′ = Ln is completely symmetric. We sum up (9) and (11)
with = (1− 4)=(3 + 4) = 8 − 1 and get
X6(1− 2)A+ B+ (b− a);
substitution of which into (10) gives
CCA6 (1− 2)A+ (b− a) + a+ 1
= (1− 2)A′ + (a+ b) + 1
6 (1− 2) +  + 1 = 2− ;
contradicting our assumption that the job sequence is a counter-example.
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2.4. Lower bound
In this section we establish a lower bound for the competitive ratio of any permu-
tation algorithm by proving the following theorem.




Suppose to the contrary that some permutation algorithm PA has a smaller compet-
itive ratio than 2 − !, where ! = (2√13 − 5)=9¡ 1=4. Using this assumption and the
permutation property of the algorithm, we will establish a sequence of lemmas, each of
which states that certain weighted combination of machine completion times (WMCT)
is bounded by certain weighted combination of machines loads (WML) at any schedul-
ing state of the algorithm. This will lead to a contradiction when a particular simple
state is considered.
The 1rst lemma in this sequence relates parameterized WMCT and WML. Although
the relation is relatively weak for a particular parameter, the whole parameter spectrum
is exploited in the second lemma, which leads to a stronger relation. Based on this
relation, two more involved relations between WMCT and WML are established in the
subsequent two lemmas, which lead to our desired contradiction.
Note that, in all these lemmas we implicitly exclude a trivial state at which A+B=0
in the inequalities, which hold for any state.
Lemma 2.7. T!˜ ¡E(1− !˜; 1− !˜) for all !6!˜¡ 2−PA; where PA is the competitive
ratio of PA.
Proof. Suppose to the contrary that (1 − !˜)X + !˜Y¿(1 − !˜)(A + B) at some state,
which is equivalent to
Y¿(1− !˜)(A+ B+ Y − X ): (15)
First release a new job (Y − X; 0). Then we further release another job, which is
(B; A+Y −X ) if operation Y −X has been scheduled 1rst by PA and is (A+Y −X; B)
otherwise. Eventually the makespan CPA is at least Y + (A+ B+ Y − X ), or
CPA¿(2− !˜)(A+ B+ Y − X )¿PA(A+ B+ Y − X )
according to (15). But the optimal makespan is A+B+Y−X , which is a contradiction.
Lemma 2.8. Ts ¡E(1− !; 1− !); where s= (
√
13− 1)=6 ≈ 0:434.
Proof. We 1rst assert that if at any state a schedule created by algorithm PA satis1es
(1− t)X + tY ¡ (1− !˜)(A+ B) (16)
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for some t ∈ (0; 1=2) and !˜ ∈ (!; 1=4), then it also satis1es
(1− f(t))X + f(t)Y ¡ (1− !˜)(A+ B) (17)
at any state, where f(t) = !˜=(1 − t) and hence !˜¡f(t)¡ 2!˜¡ 1=2. Suppose (17)
does not hold for some state. Let b = (Tf(t) − (1 − !˜)(A + B))=(1 − 2!˜ − t) and
a = b + (Y − X )=(1 − t). Then b¿0 and a¿Y − X . No matter how algorithm PA
schedules a new job (a; b), according to (16), the strict inequality
min{X + a+ tb; Y + b+ ta}¡ (1− !˜)(A+ B+ a+ b)
must hold. However, it can be veri1ed by direct calculation that the corresponding
equality holds in fact. Hence our initial assertion is established, which inductively
leads us to
Ttn ¡ (1− !˜)(A+ B) (18)
at any state for all tn=f(tn−1) (n=2; 3; : : :). Now, since (16) holds at any state for any
1xed t= !˜ ∈ (!; min{2−PA; 1=4}) according to Lemma 2.7, it follows that inequality
(18) holds for n= 1 as well if we let t1 = !˜. It is easy to see that the sequence {tn}
is monotonically increasing. Therefore, it converges due to the fact that it is bounded
as we have seen. Let s˜ be its limit. Then we have s˜ = f(s˜) or s˜ − s˜2 = !˜. Letting n
approach to in1nity in (18), we get
Ts˜6(1− !˜)(A+ B); (19)
Since s − s2 = ! and !˜¿!, hence s˜¿ s, we have Ts6Ts˜ and (1− !˜)(A+ B)¡ (1−
!)(A+ B). Hence (19) implies the inequality in the lemma.
Lemma 2.9. Let s be de@ned as in Lemma 2:8. Then Ts ¡E(1− s+ s3; 1− s2 + s3).
Proof. Suppose to the contrary that the inequality in the lemma does not hold at some
state. Let b˜= (Ts − (1− s+ s3)A− (1− s2 + s3)B)=(1− s)2 and let a˜= ((1− !)(A+
B+ b˜)−X )=!. Then b˜¿0 and a˜¿Y −X due to Lemma 2.7. Let algorithm PA be fed
with a new job (B+ a˜; A+ b˜). If the scheduling of this job by PA results in Sh′= Ln,
then
Y + (A+ b˜) + s(B+ a˜)¡ (1− !)(2A+ 2B+ a˜+ b˜); (20)
according to (1) and Lemma 2.8. Otherwise, if it results in Sh′ = Sh, then feed PA
with another job (0; a˜). It is easy to see that, after the scheduling of this new job,
the heuristic makespan is now X + A + B + 2a˜ + b˜, while the corresponding optimal
makespan is A+ B+ a˜+ b˜. Since the algorithm is better than (2− !)-competitive, we
should have
X + A+ B+ 2a˜+ b˜¡ (2− !)(A+ B+ a˜+ b˜): (21)
However, direct calculation yields that neither (20) nor (21) holds. In fact, the corre-
sponding equalities are true.
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Lemma 2.10. Let s be de@ned as in Lemma 2:8. Then T$ ¡E(; ); where $= s(1+
s)=(1 + s2); = (1− s+ s2 + s3)=(1 + s2) and  = (1− s2 + 2s3)=(1 + s2).
Proof. Let b=(T$−E(; ))=((1− s)(1+ s2)(1− s−2s2)) and let a=((1− s+ s3)A+
(1 − s2 + s3)B + (1 − s − s2 + s3)b − X )=(s − s3). Suppose to the contrary that the
inequality in the lemma does not hold at some state. Then b¿0 and a¿Y −X due to
Lemma 2.9 and the fact that Ts¿Ts−s3 . Feed the algorithm with a new job (a; b). If
the scheduling of the job results in Sh′ = Sh, then
X + a+ sb¡ (1− s+ s3)(A+ a) + (1− s2 + s3)(B+ b);
according to Lemma 2.9. Otherwise, if it results in Sh′ = Ln, then
Y + b+ sa¡ (1− s+ s2)(A+ a+ B+ b);
according to Lemma 2.8. However, direct calculation reveals that neither of the two
inequalities holds. In fact, the corresponding equalities hold.
Now eventually we are able to complete the proof of Theorem 2.6. Consider the
result of scheduling the job (1; 1) by algorithm PA, given that the current state is an
empty schedule. Then X =1, Y =2 and A=B=1. Substituting these quantities into the
inequality in Lemma 2.10, we obtain that 3s3− 2s2− 2s+1=(1− s)(1− s− 3s2)¿ 0,
which directly contradicts the fact that s satis1es 1− s− 3s2 = 0.
3. Three-machine open shops
In this section, we consider preemptive scheduling for three machines. For conve-
nience we denote throughout this section by Mi (i=1; 2; 3) the three machines. Given a
job set J ={J1; : : : ; Jn}, by xji (i=1; 2; 3) we denote the lengths of the three operations






3) the total length of the job. As usual, we








3. Similar to Proposition 2.1, we have the following closed
form for the optimal makespan for the corresponding o=-line scheduling problem.
Proposition 3.1 (Gonzalez and Sahni [4]). The optimal makespan for the o=-line pre-








{xj1 + xj2 + xj3}
}
: (22)
As in the previous section, for notational simplicity we omit the job index j in xji ,
xj, Aji and A
j to indicate that we are in the current state, or a general state if there is
no confusion, just before the scheduling of a new job x. Any aforementioned quantity
with a prime (′) attached denotes the corresponding quantity at the next state, the
one after job x is scheduled. As an immediate consequence, there are lower bounds
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Fig. 3. An illustration of  and  (the shaded areas indicate that the machines are busy).





{(Ai + Ak)=2}; x
}
: (23)
A time section, or simply section, is a set of disjoint intervals in the time horizon.
The time horizon of a schedule at any state between time zero and the makespan is
divided into the following disjoint sections: i-section (i = 1; 2; 3), in which exactly i
machine(s) is (are) busy. 1-section and 2-section are further divided into subsections
as follows (see Fig. 3 for illustration):
• 1 = 1 + 2 + 3, where i (i = 1; 2; 3) is the section in which only Mi is busy.
• 2 = 12 + 13 + 23, where ik (16i¡ k63) is the section in which only Mi and
Mk are busy.
For convenience, let 0-section be the section after the current makespan. Notice that
CH = 1 + 2 + 3 for any algorithm H and A= 1 + 22 + 33.
3.1. The algorithm
For simplicity we denote  = 27=19 and ( =  − 1. Our algorithm, which we call
Pattern Keeping, or PK for short, will introduce no simultaneous idle time and respect
the following constraints at any state:
(I1) 36 12(A;
(I2) 2 + 236 54(A;
(I3) 12 + 36((A1 + A2);
(I4) 13 + 36((A1 + A3)
(I5) 23 + 36((A2 + A3).
Intuitively we can see that constraints (I1)–(I5) ensure that simultaneous machine busy
times are controlled both globally and locally, in order that adequate machine avail-
ability is kept for incoming jobs.
Algorithm PK
Step 1 Whenever a new job x arrives, schedule the largest possible portion of it into
1- and 2-section without violating constraints (I1)–(I5).
Step 2 Similarly, in the resulting solution, move the largest possible portion of x that
has been scheduled into 2-section into 1-section without violating constraints
(I1)–(I5). Put the remaining part of x, if any, into 0-section.
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Fig. 4. An illustration of !.
While the 1rst step of algorithm PK uses a restricted simple greedy approach, its
second step simply does a house-keeping job, making sure its machine availability
pattern is kept as simple as possible, i.e., empty machine slots overlap as little as
possible.
Note that, from the above algorithmic description, PK is actually a class of algo-
rithms. Any priority can be used in choosing the machines for putting the
job.
Let *i (i=0; 1; 2) be the amount that has been put by algorithm PK into i-section.
Then we have that *1 = !12 + !13 + !23, where !ik (16i¡ k63) denotes the total
amount of xi and xk that has been put into i-section and k -section, and that *2 =
!1 + !2 + !3, where !‘ (16‘63) is the amount of x‘ that has been put into ik
(16i¡ k63, ‘ = i; k). See Fig. 4 for illustration. Let !‘ik (16i¡ k63; ‘ = i; k) be
the amount of x‘ that has been put into ‘′ (‘′ ∈ {i; k} and ‘′ = ‘). Then we have
!ik = !iik + !
k
ik . Furthermore, let Gxi be the amount of xi (i = 1; 2; 3) that has been put
into 0-section.
Algorithm PK can be implemented eQciently. For example, either of its two steps can
be accomplished by solving a small feasible linear program with the nine non-negative
!-variables introduced above and with at most fourteen constraints.
We shall show in the following subsection that inequalities (I1)–(I5) imply that the
makespan of the schedule created by algorithm PK satis1es
CPK = 1 + 2 + 36C0; (24)
which implies that PK is -competitive. Our proof will be conducted by induction on
the state. At the initial state of an empty schedule, every scheduling-related quantity
is equal to zero and hence inequality (24) holds automatically. Suppose we are at the
current state, in which (24) holds. We show that satisfaction of (I1)–(I5) at the next





























3=23 + 3 + !23 + !2 + !36((A2 + A3 + x2 + x3):
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3.2. Analysis of the algorithm
Suppose to the contrary that (24) were violated after x is scheduled by algorithm









3 = 1 + 2 + 3 + x − *1 − *2: (25)
We shall derive a contradiction for any possible situation and thus establish our in-
ductive proof. In the following, a time section is said to be fully occupied if job x is
scheduled to be processed during the whole section. As a 1rst step, we establish the
following claims, the 1rst of which is trivial.
Claim 3.2. Some part of x must have been put into 0-section, i.e., x¿*1 + *2.
Claim 3.3. Both 1- and 2-section cannot be fully occupied simultaneously.
Proof. Suppose to the contrary that *1 = 1 and *2 = 2. Then




2((A+ x) + (1− 12()x
6 (1 + ()max{(A+ x)=3; x}6C′0;
where the last inequality is due to inequality (23).
Claim 3.4. Two equalities, *1=1 and *2= 12((A+x)−3; cannot hold simultaneously.
Proof. Otherwise, using (25) and (I2), we have
C′PK = 2 + 23 + x − 12((A+ x)6 54(A+ x − 12((A+ x)
= 34((A+ x) + (1− 54()x6(1 + ()C′0 = C′0:
Claim 3.5. (I ′2) cannot be satis@ed as equality, i.e., *1 + *2 ¡
5
4((A+ x)− 2 − 23.
Proof. Otherwise, with (25), we have
C′PK = 1 + 22 + 33 + x − 54((A+ x)
= A+ x − 54((A+ x) = (1− 54()(A+ x)6C′0;
where the last inequality is based on (23).
Claim 3.6. At most one of (I ′3)–(I
′
5) can be satis@ed as equality.
Proof. Without loss of generality, suppose to the contrary that (I ′3) and (I
′
4) are satis1ed
as equalities. Then summation of the two gives 12 + 13 + 23 +*1− !23 + !1 +*2 =
((A+ A1 + x + x1), from which we obtain
*1 + *2 = ((A+ A1 + x + x1)− 2 − 23 + 23 + !23 − !1
¿ ((A+ A1 + x + x1)− 2 − 23;
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where we use the fact that 23¿!1. Thus,
C′PK6 A+ x − ((A+ A1 + x + x1)
= (1− 2()(A1 + x1) + (1− ()(A2 + x2 + A3 + x3)
6 (3− 4()max{A1 + x1; A2 + x2; A3 + x3}¡C′0:
Lemma 3.7. At most one of (I ′3)–(I
′
5) can hold as strict inequality.
Proof. Without loss of generality due to symmetry, suppose to the contrary that in-
equalities (I ′4) and (I
′
5) hold strictly:
12 + 3 + !12 + !1 + !26 ((A1 + A2 + x1 + x2);
13 + 3 + !13 + !1 + !3 ¡((A1 + A3 + x1 + x3);
23 + 3 + !23 + !2 + !3 ¡((A2 + A3 + x2 + x3): (26)
We consider two separate cases dependent on whether any part of x3 has been put into
0-section.
Case 1: Gx3 ¿ 0. Among the 1ve constraints (I ′1)–(I
′
5), which algorithm PK is subject




5) can restrict !13 and !23, but none of the three constraints is
stringent according to Claim 3.5 and (26). If any of 1 and 2 were not fully occupied,
then Gx3 ¿ 0 would imply that either !313 or !
3
23 could be increased, or more portion of
x3 could have been scheduled onto machine M3. Therefore, the following is true.
Claim 3.8. Both 1- and 2-section are fully occupied.
Case 1.1: 3-section is fully occupied. Then we know that *1 = 1 from Claim 3.8,
which together with Claim 3.4 implies that (I ′1) is not stringent. Therefore, in this case
the only possible stringent inequality is (I ′3), which implies with the same argument as
for Claim 3.8 the following claim.
Claim 3.9. 12-section is fully occupied.
Then we have *1 = 1 and *2 = 12 + !1 + !2 ¡2 from Claims 3.9 and 3.3. We
further assert
Claim 3.10. !12 = 0 and that (I ′3) must be stringent, i.e., it is satis@ed as equality.
While respecting the only possible stringent constraint (I ′3), the inequality !12 ¿ 0
would allow transferring some amount from !12 either to !1 or to !2, which could have
made room for further transferring some portion of Gx3 to 1-section. Hence we must
have !12=0. If (I ′3) were not stringent, then either *0 could be decreased by increasing
!1 or !2 if Gx1 + Gx2 ¿ 0 (otherwise, we would easily have C′PK6C
′
0, contradicting our
assumption at the beginning of this subsection), or the current schedule would be
optimal according to Claims 3.8 and 3.9 and the fact that !12 = 0 if Gx1 + Gx2 = 0.
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Therefore, recalling that *2=12+!1+!2, from stringent (I ′3) we obtain *2=((A1+
A2 + x1 + x2)− 3, which together with (25) and *1 = 1 implies that
C′PK = 2 + 23 − ((A1 + x1 + A2 + x2) + x
6 54(A− ((A1 + x1 + A2 + x2) + x
= 14((A1 + x1 + A2 + x2) +
5
4((A3 + x3) + (1− 54()x
6 (1 + 12()max{A1 + x1; A2 + x2; A3 + x3; x}¡C′0:
Case 1.2: 3-section is not fully occupied. Note that !13 and !23 are restricted only




5), none of which is stringent. First, it is easy to see that Gx1= Gx2=0,
otherwise we could easily increase !13 or !23 and decrease *0 by transferring a portion
of x to 3-section without violating constraints (I ′1)–(I
′
5). Second, we have !1 = !2 = 0,
otherwise a portion of them could have been transferred to 3-section by algorithm
PK since increase of *1 has a priority over that of *2. Third, !12 = 0, otherwise a
portion of !12 could have been transferred to 3-section, making room for scheduling
a further portion of x3 to 1- and=or 2-section. In conclusion, we have shown that
all of x1 and x2 have been scheduled into 3-section, which together with Claim 3.8
yields that *1 =1 +2 +x1 +x2. Moreover, it is easy to see that 12-section cannot be
fully occupied (since otherwise there would be no idle time on machine M3, resulting
in an optimal schedule due to Gx1 + Gx2 = 0), which implies that (I ′1) is stringent, i.e.,
*2 = 12((A+ x)− 3. Therefore,
C′PK = 3 + 2 + 23 − 12((A+ x) + x3
6 (A1 + A2)=2 + A3 + x3 − 12((A+ x)
6 12 (1− ()(A1 + A2 + x1 + x2) + (1− 12()(A3 + x3)
6 (2− 32()max{A1 + x1; A2 + x2; A3 + x3}
¡C′0;
where we have used the fact that 3+2+236min{A1+A3; A2+A3}6(A1+A2)=2+A3.
Case 2: Gx3 = 0. From Claim 3.2, at least one of Gx1 and Gx2 is not zero. Due to
symmetry, we assume without loss of generality that Gx2 ¿ 0. Then a case symmetric to
Case 1 arises if condition (26) can be satis1ed in such a way that the “6” and “¡”
in the 1rst two expressions of (26) are swapped, which implies that our proof for Case
1 (with some additional information) symmetrically applies and hence our proof of
the lemma is completed, if we show that (I ′3), i.e., the 1rst inequality in (26), is now
not stringent. Suppose otherwise. Then, noticing that 3-section must be fully occupied




*1 + *2 = !1 + !2 + x3 + !12 + 3
= x3 + 3 + ((A1 + A2 + x1 + x2)− 12 − 3;
which implies a contradiction:
C′PK = 1 + 2 + 23 + 12 + x − x3 − 3 − ((A1 + A2 + x1 + x2)
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= A1 + A2 + x1 + x2 − ((A1 + A2 + x1 + x2)
= (2− )(A1 + A2 + x1 + x2)6(4− 2)C′0 ¡C′0;
with which we complete our proof for the lemma.
Since algorithm PK respects (I ′1)–(I
′
5), an apparent contradiction between Claim 3.6 and
Lemma 3.7 indicates that C′PK6C
′
0, which inductively proves the following theorem.
Theorem 3.11. Algorithm PK is -competitive.
4. Concluding remarks
The 1.875-competitive algorithm IDLMIN introduced in [2] for the non-preemptive
scheduling problem of two machines is also a permutation algorithm and is actually a
simpli1ed version of our algorithm CA with =1=4 and with step 1 omitted. Although it
could still go through step 1 with =0, the result remains the same, since (9) implies (3)
under these settings. The goal of IDLMIN is quite simple, which is simply to minimize
the machine idle time each time it schedules a job. The proposition of algorithm
CA, therefore, adds a new facet for us to exploit in order to improve an algorithm
or to generalize it for problems of more machines. More speci1cally, developing an
appropriate self-consistent system, such as (3), seems crucial for either algorithmic
improvement or generalization.
For the preemptive scheduling problem of three machines, it is straightforward to
adapt our algorithm PK for the corresponding two-machine problem to become a
4
3 -competitive algorithm PK
′. In fact, in the case of two machines, constraints (I1)–(I5)
reduce to only ,6(A1 + A2), where , denotes the time section during which both
machines are busy. It is interesting to mention the di=erence between PK′ and the
4
3 -competitive algorithm ALG in [2], both of which introduce no common idle time.
Algorithm PK′ schedules each job as early as possible while respecting the only afore-
mentioned condition all the time. On the other hand, algorithm ALG schedules each
job as late as possible so long as the resulting makespan is within 43 times the current
optimal one. The two algorithms are dual in a sense but based on di=erent approaches.
Algorithm ALG tries to leave as much (non-simultaneous) idle time as possible for
future jobs while keeping the makespan under control, while algorithm PK′ believes
that it is not necessary to leave so much idle time at each step and strives to 1ll the
idle time as much as possible while keeping it just enough for good accommodation
of future jobs. In this sense, algorithm ALG is a pessimistic one, while algorithm PK′
optimistic. Consequently, PK′ always delivers a makespan at least as small as one de-
livered by ALG, although in the worst case, the two makespans are equal. Apparently,
therefore, algorithm PK′ outperforms ALG on average.
Finally, we comment on a lower bound of the competitive ratio for the preemptive
scheduling problem of m machines. It is proved in [1] that (1− (1− 1=m)m)−1 is the
best competitive ratio if one schedules for an on-line parallel shop of m machines, in
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which any job is a single operation and all machines are identical and non-dedicated.
It is observed (e.g., in [6]) that the lower bound construction in [1] can be easily
modi1ed to become applicable to the open-shop problem. It seems natural, therefore,
to conjecture that the best competitive ratio for the preemptive open-shop scheduling
problem of m machines is also (1− (1− 1=m)m)−1, as it has already been proved true
for m63 as we mentioned above. A proof for the general case now seems not out of
sight with our algorithms PK and PK′ that are based on a systematic formulation.
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