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ABSTRACT
In this paper, we introduce the group concept into multi-agent reinforcement learning. In this method,
agents are divided into several groups and each group completes a specific subtask so that agents can
cooperate to complete the main task. Existing methods use the communication vector to exchange
information between agents. This may encounter communication redundancy. To solve this problem,
we propose a MARL method based on graph clustering. It allows agents to adaptively learn group
features and replaces the communication operation. In our method, agent features are divide into
two types, including in-group features and individual features. They represent the generality and
differences between agents, respectively. Based on the graph attention network(GAT), we introduce
the graph clustering method as a punishment to optimize agent group feature. Then these features
are used to generate individual Q value. To overcome the consistent problem brought by GAT,
we introduce the split loss to distinguish agent features. Our method is easy to convert into the
CTDE framework via using Kullback-Leibler divergence method. Empirical results are evaluated
on a challenging set of StarCraft II micromanagement tasks. The result shows that our method
outperforms existing multi-agent reinforcement learning methods and the performance increases with
the number of agents increasing.
1 Introduction
At present, the multi-agent system has been widely used in aircraft formation, sensor networks, multi-robot cooperative
control [1], vehicle control, etc. In the multi-agent system, cooperative multi-agent reinforcement learning (MARL) [2]
aims to achieve a certain task via cooperation between agents. Some existing communication-based methods use a
feedforward network or recurrent neural network to transfer information between agents which ignores the influence of
geometric information on agents. A natural idea is to create a communication operation between neighboring. However,
communication-based methods may encounter a communication redundancy problem.
In nature, several individuals can form coordinated, orderly, and even shocking sports scenes, such as a huge group of
birds soaring in the sky, a group of fish swimming in the ocean. Group concept has been widely used in social science,
behavior science, and robotics. Inspired by these, we introduce the group concept into multi-agent reinforcement
learning to solve the existing problems. In our method, all agents will be divided into specific groups manually or
automatically. Agents in the same group are more likely to complete an approximate subtask. In our setting, we hold a
fundamental assumption that adjacent agents will be more consistent. So, agents that are adjacent in positions are easier
to form the same group. Since the entire agent group can be divided into several specific subgroups and each subgroup
is comprised of individuals, the method can be easily spliced into the existing MARL algorithms(such as QMIX).
In this paper, we propose a group-based multi-agent reinforcement learning method constructed by graph clustering.
Specifically, we encode the observation sequence [3] via the GRU network [4] into base features which are used to
generate group features and special features. To enhance the characterization and exploration of group features, group
features are represented as the Multivariate Gaussian Distribution. Then actual group features are sampled from the
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Figure 1: The process in SMAC via the Graph Clustering method. In this 8m_vs_9m map, agents are divided into three
groups to complete the corresponding sub-tasks.
multivariate normal distribution via reparameterization trick [5]. We use the neighborhood similarity to cluster group
features into several representative features and all agents in the same group should share a similar representative feature.
We use the mask graph attention to aggregate group features in adjacent locations. Before using graph attention, the
k-Nearest Neighbor(KNN) [6] is used to construct the adjacency matrix for graph clustering operation. Simply using
GAT [7] to cluster features will cause all features to be consistent. We introduce a regularizer to ensure that features of
non-adjacent agents keep a certain distance. Besides, our method can be easily integrated into the centralized training
with decentralized execution (CTDE) framework [8, 9]via training a new sub-network to minimize Kullback-Leibler
divergence [10] between the origin group feature and the new group feature created by a new sub-network.
We evaluate our group-based method on several unit micromanagement tasks based on StarCraft II [11]. The results
show that our algorithm performs better than traditional algorithms. As the number of agents increases, the performance
of our approach increases. We use the t-SNE method [12] to observe the correlation between group features and agent’s
geometric information. The experimental result shows that the feature of agents in adjacent positions are also adjacent.
2 Background
In our work, the problem can be considered as a fully cooperative multi-agent task which can be viewed as a Dec-
POMDP [8] consisting of a tuple 〈I, S, U, Z, P,R,O, n, γ〉, where s ∈ S depicts the global state of the environment.
At any time, each agent i ∈ I ≡ {1, ..., n} interacts with the environment by generating corresponding actions ui ∈ U
through the observation vector zi ∈ Z according to the observation function O(s, i). Then agents learn to maximize the
reward R for environmental feedback. This process base on a state transition function P (s′ | s, a). In addition, n is the
number of agents and γ is a discount factor.
Generally, interaction-based MARL algorithms are implemented via the centralized training with centralized execution
(CTCE) framework. Agent’s strategy pii(ui|τi) is generated based on the observation sequence τ , the global state s
and the interaction features of other agents. In our framework, we view our graph clustering method as the CTDE
framework and view the graph clustering as a regularization tool to generate representative group features.
2.1 Graph Attention Network
Graph Attention Network(GAT) uses masked self-attentional layers to address the shortcomings of prior graph
convolution methods. By introducing the attention mechanism, the neural network will focus on the most relevant
parts of the input which is helpful to adaptively learn the correlation features between nodes. [7] By stacking the GAT
network, the algorithm can achieve a larger receptive net. In the GAT algorithm, the author proposes two attention
mechanisms, namely Global Graph Attention and Mask Graph Attention. Among them, Global Graph Attention makes
the attention operation between each node and all other nodes, while Mask Graph Attention only makes the same
operation on neighboring nodes.
In the MARL framework, the death of agents and unreasonable communication will cause the Global Graph Attention-
based method to collapse. Mask Graph Attention-based method can capture the correlation through the adjacent position
information between nodes, which is the same as our prior cognition. While Mask Graph Attention-based method needs
a predefined adjacent matrix to represent the connecting relationship between agents. As an improvement, we construct
this matrix via the kNN algorithm based on the two-dimensional position information of agents.
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Figure 2: Schematics of our approach. The Encoder generates special features and group features represented by
Gaussian distribution. Then group features are sampled via reparameterization trick and are flowed into the GAT
network to make feature aggregation. The hyper-network merges the group features and the special features into the
individual Q value to generate the total Q value via QMIX. The black line indicates the route of loss gradient return.
3 Method
In this part, we will introduce our multi-agent algorithm using graph clustering, which introduces the concept of groups.
The overall framework of the algorithm is shown in Fig 2. Each agent generates an individual Q value via its local
observation and then passes it into a mixed network(such as QMIX) to generate the global Q value. Specifically,
each agent encodes its local observation sequence via a GRU network to generate group features and special features,
where group features are obtained by multivariate gaussian distribution. To ensure the continuity of the gradient, the
reparameterization trick is used for sampling. Then we use a GAT network to cluster group features and get features
from adjacency features. Group features and special features are passed into a hyper-network [13] to get individual
Q Value. To prevent all group features converging together, we propose split loss to ensure differences between
non-adjacent agents.
3.1 Adjacent Matrix via kNN
GAT network needs a predefined adjacency matrix to represent the relationship of agents’ geometric information.
In our work, we use the k-Nearest Neighbor(kNN) method to construct an agents’ relationship net. Because of the
neighborhood consistent assumption, we obtain the position information via the observation and construct the adjacency
information by minimizing the communication distance between agents. The k hyperparameter in kNN is 2. The
objective function is defined as:
Jadj = minimize
N∑
i
distance(agenti, agentj) + distance(agenti, agentk) (1)
Fig 3(a) shows the adjacency graph created via the kNN method. In this case, the kNN method divides agents into two
relational networks, which is helpful for group feature aggregation.
3.2 Graph Clustering
Each agent encodes its local observation. To prevent large fluctuation in the group features generated by the agent, we use
the GRU network to encode the entire sequence and output the mean and standard deviation of group features and special
features. The actual group feature is obtained by sampling from the gaussian distribution with the reparameterization
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Figure 3: Schematics of our approach via CTDE framework.
trick.
(µgi , σgi , si) = f (τi; θi) (2a)
gi = µgi + σgi  εi εi ∼ N(0, 1) (2b)
where θi is the parameters of network, µgi and σgi represent the mean and standard deviation of group features, si is
the special features and gi represents the actual group feature, εi is noise.
After obtaining the group features corresponding to agents, we use GAT as a clustering operation. Then we use the
calculated cluster coefficients to perform weighted summation to obtain the group features.
g′i = σ
∑
j∈Ni
αijgj
 (3)
where σ(·) is the elu activation function, α is the cluster coefficient which is calculated via the function.
eij = a ([Wgi‖Wgj ]) , j ∈ Ni (4a)
αij =
exp (LeakyReLU (eij))∑
k∈Ni exp (LeakyReLU (eik))
(4b)
Finally, group features and special features are fed into a hyper-network to encode the feature as the Q value of the
individual agent.
3.3 Split Trick
Using GAT Network as a clustering operation will cause all agents to be consistent to a certain extent. Therefore, to
alleviate this problem, we propose a split trick. Use the Kullback-Leibler divergence to ensure that there are certain
differences in the group features between non-adjacent agents.
max
pi∈Π
Eτ∼ρpi
[
T∑
t=0
r (st,at)
]
(5a)
s.t. KL(gi||gj) ≥ δ, ∀ edge(i, j) = φ (5b)
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Therefore, we introduce split loss to separate the agent:
Lsplit = −
N∑
i
N∑
j
min(KL(gi||gj)− δ, 0),
∀ edge(i, j) = φ, i 6= j (6)
3.4 Decentralization Execution
To achieve complete decentralized execution, we define a new sub-network to learn group features after graph clustering.
The network minimizes the KL divergence between these two kinds of features. And the gradient information is only
used to update sub-network. The original network can be viewed as a teacher network to guide the sub-network to learn
group features.
4 Related Works
In recent years, deep multi-agent reinforcement learning has made a considerable breakthrough and has been widely used
in traffic control, games, and other fields. This paper focuses on cooperative MARL with a value function-based method.
Recently, there were many representative multi-agent algorithms. Among them, [14] decomposes the joint Q value into
the individual Q value of each agent. [15] introduces the constraint that the joint Q value and the individual Q value
have a monotonous setting based on the VDN algorithm. [16] balances the suboptimal problem and decentralization in
multi-agents via an L2 penalty term. In addition to this, MAVEN which enhances multi-agent exploration, implements
hierarchical control by introducing latent variables. [17] and [18] propose to use intrinsic reward into MARL.
Among the existing multi-agent algorithms, a crucial area is the communication-based method. This kind of methods
assume that there are informal interactions between multiple agents, and agents can make their policy based on the
obtained information getting from other agents, which is the core idea to achieve cooperation between agents. [19]
uses a deep feedforward neural network to generate communication vectors for agents’ communication. [20] uses
a bidirectional recurrent neural network for communication between multiple agents. [21] proposes a selectable
point-to-point communication method, which is used to determine whether agents communicate with each other via
constructing a belief vector. This kind of multi-agent algorithms needs to make a communication operation when agents
are executed. So these algorithms generally follow the CTCE framework. Different from these methods, we use Graph
Attention Network as a constraint to let the adjacent agents’ group features to be consistent. This achieves the effect of
communication to a certain extent and guarantees compliance with the CTDE framework.
[22] uses graph convolution network and multi-head dot-product attention to aggregate agent features to create Q value.
[23] comes up with neighborhood cognitive consistency for the MARL algorithm. [24] uses two-stage attention to
construct an adjacent matrix. Among them, hard attention is used to delete weaky associated edges, and soft attention
generates the weight coefficients of the retained graph structure. [25] creates a shared agent-entity graph, where agents
and environmental entities form vertices, and edges exist between the vertices which can communicate with each other.
[26] uses graph neural network to solve the problem of changing the number of agents. The simple use of the Graph
Neural Network will cause all agents to converge, which is difficult to achieve the optimal in a complex task. For this
reason, we divide the features of agents into group features that characterize adjacent consistency and special features
that characterize differences and optimize agent based on group features instead of total features. Besides, we introduce
the split loss to ensure that the group features of non-adjacent agents maintain a certain distance.
5 Experiment
5.1 Starcraft II
In this work, we test our algorithm in the SMAC benchmark. The difference between SMAC and Starcraft II is that it
only focuses on unit micromanagement. It leverages the natural multi-agent structure of micro by proposing a modified
version of the problem designed specifically for decentralized control. We train our algorithm for 6 to 10 million steps
under the SMAC framework, and then evaluate the effect based on the test win rate(percentage of episodes won) with
a very hard opponent level. We compare our algorithm with QMIX, QTRAN, COMA, and other algorithms on the
SMAC map. To test the ability and robustness of the algorithm, we tested on three maps: 5m _ vs _ 6m (very hard), 8m
_ vs _ 9m (very hard), and 10m _ vs _ 11m (very hard).
Fig5 shows the difference between our algorithm and other algorithms in these three environments. Since our algorithm
is based on the extension of the QMIX algorithm, we first compare it with the QMIX algorithm. At the same time, we
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also tested the performance of other related algorithms. Except for environments with a small number of 5m _ vs _ 6m
(very hard), we have greatly improved the baseline algorithm in other environments. In terms of convergence speed,
our algorithm can converge quickly; in terms of algorithm effect, the winning rate of the agent is also greatly improved.
In addition, we compare our algorithm with G2ANet which based on the attention mechanism. Compared with ours,
G2ANet uses hard attention to determine to communicate to whom and use soft attention to make a communication.
Due to using a bi-LSTM network to construct the hard attention operation, G2ANet ignore the association of the agent
on the location information. We test the G2ANet based on the QMIX framework, and the empirical result shows that
our algorithm based on the graph clustering is outperformance.
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Figure 4: Group feature representation via t-SNE.
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Figure 5: result of starcraft II
5.2 Representation
In order to test the superiority of our algorithm compared to the baseline algorithm, we use the t-SNE algorithm to
reduce the dimension of the group feature learned by the agent to visually show the effect of agent grouping. The
pictures show the dimensionality reduction effect of the agent’s location information and the agent’s group feature in
the 8m_vs_9m and 10m_vs_11m environments. Comparing the two images, it is found that the group features of
adjacent agents are basically adjacent, which shows the feasibility and superiority of using graph clustering methods to
constrain agent features.
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Figure 6: ablation
5.3 Ablations
To test the robustness of our algorithm, we conduct an ablation experiment. We use the VDN network instead of the
QMIX network to aggregate the independent Q values of the agent. The picture shows the effects of the four algorithms.
We found that even if the VDN mix network is used, it is somewhat improved compared to the traditional QMIX
network.
5.4 CTDE
We test our algorithm under the CTDE framework. We use the kl divergence method for the agents trained based on the
CTCE framework to minimize the new group feature and the group feature after graph clustering. The overall training
of the algorithm is about 0.5M steps, and the error of the original network on the test _battle _win _mean index is
within ±1%.
6 Conclusion
In this article, we introduce the concept of the group into multi-agent reinforcement learning and propose an algorithm
for group clustering based on the QMIX algorithm. The algorithm uses the graph neural network to constrain the group
characteristics of the agent to achieve the grouping effect.
Our results show the superiority of the algorithm, and the effect of the algorithm becomes more obvious as the number
of agents increases.
In future work, we will apply our algorithm to different environments for testing. In the longer term, we consider
introducing intrinsic rewards to make the grouping of agents more efficient and feasible.
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