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Resumen
En las últimas décadas, las investigaciones experimentales correspondientes a las tran-
siciones de fase cuánticas, se han enfocado en el estudio de átomos ultrafrios conﬁnados
en redes ópticas. Estos abren las posibilidades de estudiar un conjunto de sistemas en
los cuales se puedan manipular los parámetros que lo describen, conduciendo a compor-
tamientos similares al área de la materia condensada, como el modelo de Bose-Hubbard
o Fermi-Hubbard [1, 2, 3]. Consecuente a estos experimentos, se han desarrollado es-
tudios teóricos que permitan establecer las condiciones aptas para reproducir las ca-
racterísticas que presentan los materiales en el área de la materia condensada, en los
sistemas de átomos ultrafríos conﬁnados en redes ópticas, con lo cual es posible simular
el modelo de KugelKhomskii [4], el modelo de red de Kondo (KLM) [5], el modelo de
Hund (HML) [6], entre otros. Los últimos dos se caracterizan por tener un conjunto
de átomos delocalizados que se encuentran en una red óptica con un estado determi-
nado (3P0) interactuando con otro conjunto de átomos localizados que se encuentran
en otra red óptica con un estado (1S0), independiente de la primera y con el mismo
periodo, interactuando a través de un acoplamiento tipo Heisenberg, el cual puede ser
antiferromagnético (aplicado al KLM) o ferromagnético (HLM).
Usando el grupo de renormalización de la matriz densidad [7], en este trabajo se estudia
el estado base de los átomos de Iterbio (171Yb) para el modelo de red de Hund unidi-
mensional, donde los átomos delocalizados son conﬁnados en un potencial tipo superred
y su cantidad cambia con respecto al tamaño de la red, razón que deﬁne la densidad
del sistema. Se halla una transición de fase magnética feromagnética-paramagnética.
Este comportamiento se ve reﬂejado en el punto crítico del acoplamiento, el cual de-
crece cuando el potencial de la superred aumenta, comportamiento característico para
distintos valores de la densidad. Así mismo de observarán los diagramas de fase depen-
dientes de la densidad para diversos valores del potencial, donde el área ferromagnética
1
2se incrementa con el aumento del potencial, característica atribuida a la localización de
los átomos delocalizados.
Palabras claves: Modelo de Hund, átomos ultrafríos, potencial tipo superred.
Abstract
In last decades, the experimental researches focuses on ultracold atoms conﬁned in op-
tical lattices, allowing the study of the quantum phase transitions. In this systems,
the parameters can be manipulated, which can simulated the condensed matter Hamil-
tonians, such as the Bose-Hubbard and Fermi-Hubbard models. Likewise, theoretical
developments explore the conditions of this systems to reproduce the KugelKhomskii
model, the Kondo lattice model (KLM), the Hund model, among others. The last two
are formed by a set of the localized atoms conﬁned in a optical lattice with state (1S0),
interacting with a Heisenberg exchange (antiferromagnetic coupling for the KLM and
ferrromagnetic coupling for the HM) with a set of the delocalized atoms conﬁned in a
optical lattice with state (3P0).
We used the density matrix renormalization group to study the ground state of ytter-
bium atoms (171Yb) for the Hund lattice model, where the delocalized atoms are con-
ﬁned in a one-dimensional optical superlattice and his number has diﬀerent values with
respect to the lattice sites, rate called density. We found a paramagnetic-ferromagnetic
quantum phase transition for any value of the potential strength. The local critical
ferromagnetic coupling decreases as the superlattice potential increases for diﬀerent
values of the density. Furthermore, phase diagrams are found for diﬀerent values of
the potential, where the ferromagnetic area increases with this, which occurs by the
localization of the delocalized atoms.
Keywords: Hund lattice model, ultracold atoms, superlattice potential.
3
Agradecimientos
Al profesor Jereson Silva por el acompañamiento continuo que tuvo para la elaboración
de este trabajo. Por el apoyo, paciencia, comprensión y enseñanzas, las cuales me
sirven para mejorar el nivel académico, profesional y personal. Sin duda agradezco a
mi familia y amigos por su apoyo.
4
Índice general
1. Introducción 10
2. Modelos de red de Kondo y Hund. 16
2.1. Efecto de Kondo y Modelo de Red de Kondo . . . . . . . . . . . . . . . 16
2.2. Diagramas de fase del modelo de red de Kondo y modelo de Hund uni-
dimensionales. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3. ÁTOMOS DE ITERBIO (171Yb) CONFINADOS EN REDES ÓPTI-
CAS 32
3.1. Estructura atómica de los átomos de iterbio. . . . . . . . . . . . . . . 38
3.2. Átomos ultrafríos conﬁnados en redes ópticas. . . . . . . . . . . . . . . 42
3.2.1. Conﬁnamiento de átomos en redes ópticas. . . . . . . . . . . . 42
3.3. Simulando el Modelo de red de Kondo en un sistema de redes ópticas. 45
3.4. Transiciones de fase magnéticas de átomos de iterbio conﬁnados en su-
perredes unidimensionales. . . . . . . . . . . . . . . . . . . . . . . . . 50
A. Grupo de renormalización de la matriz densidad [7]. 61
A.1. Algoritmo inﬁnito. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
A.2. Algoritmo ﬁnito . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5
Índice de ﬁguras
1.1. Transición de segundo orden. El punto crítico gc deﬁne la transición del
sistema en T = 0 [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2. Elementos superconductores (azul) y fuertemente correlacionados (rojo).
Los elementos del medio, al combinarlos con otros, pueden presentar
ambas características. . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1. Comportamiento de la resistencia en metales y aleaciones, sometidos a
bajas temperaturas. La linea verde representa un metal puro, la azul un
metal con impurezas [34]. . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2. Efecto Kondo. a) Formación de singletes por apantallamiento, caracterís-
tica de un estado no magnético. b) Resultados teóricos y experimentales
para distintos porcentajes de la aleación hierro (Fe) - oro (Au) [11]. . . 18
2.3. Comportamiento del modelo de red de Kondo (Hund) para bajos valores
del acoplamiento. La línea punteada indica los grados de libertad por
banda: espín arriba, espín abajo. a) Posición inicial de los electrones de
conducción en la red con dos grados de libertad. b) Posición ﬁnal de los
electrones de conducción en la red: los espines aun tienen dos grados de
libertad, consecuencia del débil acoplamiento. . . . . . . . . . . . . . . 21
2.4. Comportamiento del modelo de red de Kondo (Hund) para altos valores
del acoplamiento. La línea punteada indica los grados de libertad por
banda: espín arriba, espín abajo. a) Posición inicial de los electrones de
conducción en la red con dos grados de libertad. b) Posicion ﬁnal de los
electrones de conducción en la red: existe un ordenamiento magnético,
consecuencia del fuerte acoplamiento. . . . . . . . . . . . . . . . . . . . 21
2.5. Diagrama de fase del modelo de red de Kondo, hallado a partir de la
teoría de campo medio. W corresponde al ancho de banda (W = 4t) [43]. 24
6
ÍNDICE DE FIGURAS 7
2.6. Factor de estructura de espín S(q) para el modelo de red de Kondo (lado
izquierdo) y el modelo de red de Hund (lado derecho), para distintos
valores del parámetro adimensional J/t [13]. . . . . . . . . . . . . . . . 25
2.7. Resultados numéricos del modelo de red de Kondo. El diamante repre-
senta al método de Montecarlo cuántico, las ﬁguras sin relleno la diago-
nalización exacta y las ﬁguras con relleno el grupo de renormalización de
la matriz densidad DMRG [18]. . . . . . . . . . . . . . . . . . . . . . . 25
2.8. Diagrama de fase del modelo de Hund para los espines a) S = 1/2, b)
S = 3/2. Los puntos críticos se obtienen a partir del método de Lanczos
y del DMRG [44]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.9. Fase líquido de espín: El número de los electrones de conducción es igual
al número de sitios en la red. a) Salto de los electrones al sitio vecino.
b) Formación de tripletes en cada sitio. c) Formación de singletes por el
acoplamiento. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.10. Gap de energía del modelo de red de Kondo como función del acopla-
miento [45]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.11. Gap de espín para el modelo de Hund como función del acoplamiento [45]. 28
2.12. Relación entre el factor de estructura de espín y los sitios de la red para
el modelo de Hund. Los valores de la densidad ρ, el acoplamiento J y el
factor de salto t son ﬁjos [44]. . . . . . . . . . . . . . . . . . . . . . . . 29
2.13. a) Diagrama de fases para el KLM y el HLM [13]. Se observan la fase
ferromagnética FM, espiral, isla y separación de fases PS. b)Fracción de
una fase ferromagnética inmersa en la fase paramagnética en el modelo
de red de Kondo [46, 47]. . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1. Trampa magneto óptica (MOT). Las ﬂechas rojas representan los láser
para realizar el enfriamiento. Los círculos negros son las bobinas que
generan el campo magnético inhomogéneo [53]. . . . . . . . . . . . . . 35
3.2. Niveles de energía del isótopo de iterbio 173Yb. Las líneas con ﬂechas
marcan la longitud de onda asociada a la energía de transición entre los
diversos niveles, con el ﬁn de aplicar las técnicas de enfriamiento que se
encuentran en ese rango [26]. . . . . . . . . . . . . . . . . . . . . . . . 39
3.3. Temperatura normalizada T/TF de la FORT vs el número de átomos. El
gas degenerado de Fermi se produce para valores de T/TF < 1 [26]. . . 40
3.4. Redes ópticas. a) Conﬁnamiento unidimensional. b) Conﬁnamiento bidi-
mensional. c) Conﬁnamiento tridimensional [51]. . . . . . . . . . . . . . 43
ÍNDICE DE FIGURAS 8
3.5. Frecuencia de conﬁnamiento. a) La frecuencia del laser es igual a la fre-
cuencia de la transición, por lo tanto no hay conﬁnamiento. b) La fre-
cuencia del laser es distinta a la frecuencia de la transición, por lo tanto
existe conﬁnamiento. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.6. Conﬁnamiento de átomos en un potencial periódico. La localización de
los átomos en la red aumenta con el potencial. . . . . . . . . . . . . . . 44
3.7. Potencia tipo superred, construido a partir de la superposición de dos
redes ópticas con diferente longitud de onda. . . . . . . . . . . . . . . 45
3.8. Simulación del modelo de red de Kondo en un sistema de redes ópti-
cas. Los circulos azules y rojos corresponden a los átomos localizados y
delocalizados. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.9. Acoplamiento entre los átomo localizados e y los delocalizados g [29]. . 48
3.10. Comportamiento de un conjunto de átomos alcalinotérreos sometidos a
un potencial ármonico. j1 y j2 representan los sitios de la red, V˜ la
hibridización entre los átomos en los sitios de la red (circulos azules), y ng
las densidad de los átomos delocalizados (cuadros rojos). Las condiciones
para reproducir el KLM se dan hacia el centro de la red. El número de
sitios en la red es 25 [30]. . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.11. Comportamiento de un conjunto de átomos alcalinoterreos sometidos a
un potencial cuadrático. El número de sitios de la red es 60 [59]. . . . . 49
3.12. Modelo de Hund con un potencial tipo superred en los átomos delo-
calizados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.13. Factor de estructura de espín de los átomos de iterbio en un potencial
tipo superred. El tamaño de la red es L = 102 y el número de átomos
delocalizados es N = 34. a) y c) representan una fase paramagnética en
J = 1, V = 5 y J = 2, V = 2. b) expone una fase ferromagnética en
J = 2, V = 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.14. Valor máximo de S(q) para los casos ferromagnético (J = 2) y paramag-
nético (J = 1) con V = 5. . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.15. Diagramas de fase magnéticos de los átomos de iterbio para el modelo
de Hund con un potencial tipo superred, para las densidades 1/6, 1/5,
1/3, 1/4 ,3/8, 2/5. Las líneas son guías para los ojos, delimitando el a¯ea
paramagnética y ferromagnética. . . . . . . . . . . . . . . . . . . . . . 54
3.16. Diagramas de fase magnéticos: acoplamiento en función de densidad para
diversos valores del potencial (V = 1, V = 3, V = 5 y V = 7). Se aprecia
que la área de la fase ferromagnética se incrementa con el potencial. . . 56
ÍNDICE DE FIGURAS 9
3.17. Diagrama de fase del modelo de Hund y del modelo de un potencial tipo
superred actuando sobre los átomos delocalizados. El área ferromagnética
decrece con el potencial. . . . . . . . . . . . . . . . . . . . . . . . . . . 57
A.1. Diagrama esquemático de algorítmo inﬁnito para el método DMRG [60]. 63
Capítulo 1
Introducción
Las transiciones de fase en la materia es uno de los fenómenos físicos de gran importan-
cia, debido a que cualquier parámetro de control externo alterará signiﬁcativamente las
propiedades físicas del sistema en estudio. En las últimas décadas, muchos estudios se
han enfocado en las transiciones de fase cuánticas, deﬁnidas a partir del parámetro de
orden (g) en el Hamiltoniano, el cual representa la escala de energía de las ﬂuctuaciones
del sistema. Las propiedades cuánticas, deﬁnen a estos sistemas en el estado base o en
los primeros niveles de energía, por lo tanto, estos comportamientos ocurren, para bajos
valores de temperatura. Si T → 0, las ﬂuctuaciones del sistema se desvanecen en un
valor crítico del parámetro de orden g = gc, como se observa en la Fig. 1.1 [8]. En los
sistemas que presentan estas características, las ﬂuctuaciones microscópicas, generadas
por los grados de libertad del sistema, pueden inducir a transiciones de fase macros-
cópicas en el estado base, afectando sorprendentemente las áreas de los diagramas de
fase.
Figura 1.1: Transición de segundo orden. El punto crítico gc deﬁne la transición del sistema en T = 0
[8].
Las transiciones más comunes que se pueden presentar a bajas temperaturas son las
de aislante a superconductor, la condensación de Bose-Einstein y las de tipo magnético
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(paramagnético-ferromagnético), etc. Para entender estos comportamientos, en la Fig.
1.2 se observa la distribución de los elementos químicos según su último orbital. Se puede
apreciar que los elementos ubicados en la zona azul tienen un orbital d en su última capa,
como se observa en la conﬁguración electrónica del circonio (Zr), cuyos electrones son
altamente itinerantes, característica que permite clasiﬁcarlos como superconductores,
a partir de un punto crítico de temperatura (Tc). Por otra parte, algunos elementos
de la zona blanca superan el par de electrones en su última capa, lo cual los clasiﬁca
como un sistema fuertemente correlacionado. Este es el caso del hierro (Fig. 1.2), en el
cual se observa que su estructura electrónica contiene cuatro electrones en su orbital
d, formando un momento magnético bien deﬁnido. Adicionalmente, en la zona roja se
pueden observar los elementos que tiene un orbital f , en los cuales el movimiento de
los electrones es considerablemente disminuido, consecuencia del aumento de su masa
efectiva [9]. Por lo tanto, los electrones del orbital f formarán un momento magnético
altamente localizado.
A partir de los elementos de la Fig. 1.2, se pueden formar compuestos o aleaciones,
con el ﬁn de estudiar las transiciones de fase cuánticas, como es el caso del CeAl3,
CeCu2Si2, YbRh2Si2, R1−xAxMnO3 (con R=La,Pr,Nd y A=Ca, Sr, Ba, Cd, Pb), etc.
Los tres primeros compuestos contienen elementos lantánidos y actínidos, presentando
una fuerte correlación entre sus partes localizadas y delocalizadas, recibiendo el nombre
de fermiones pesados1. El último compuesto recibe el nombre de manganitas tipo pe-
rovskitas, donde la correlación existe entre los cuatro electrones ubicados en el orbital
d, en el cual, tres de ellos representan un momento magnético localizado y el sobrante
juega el papel de electrón de conducción.
Para estudiar las transiciones que presentan los compuestos mencionados, se han desa-
rrollado diversos modelos teóricos, entre los cuales se destacan el de Anderson y el de
Kondo [5]. El último parte de un descubrimiento de los años treinta, hallado por de Haas
et al . [10]; en este experimento, existe un aumento en la resistencia de un material con-
ductor con una impureza magnética alojada en menor proporción, cuando es sometido
a bajas temperaturas. Este efecto fue explicado por Jun Kondo en 1964 [11], en el cual
se resalta la formación de singletes entre las impurezas magnéticas y los electrones de
conducción a través de una interacción o acoplamiento tipo Heisenberg; existe un apan-
tallamiento del momento localizado sobre los electrones de conducción, comportamiento
que recibe el nombre de efecto Kondo. Teniendo en cuenta la característica del acopla-
miento antiferromagnético entre las partes localizadas y delocalizadas, Doniach en 1977
1La masa efectiva de estos elementos puede ser hasta 1000 veces la masa de un electrón libre, lo cual se determina a
partir de la capacidad caloríﬁca del material [5].
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Figura 1.2: Elementos superconductores (azul) y fuertemente correlacionados (rojo). Los elementos del
medio, al combinarlos con otros, pueden presentar ambas características.
desarrolla el modelo de red Kondo necklace (KLM), donde cada orbital f (localizado)
tiene un momento magnético con espín arriba o abajo, explicando el comportamiento
magnético que presentan algunos de los materiales de fermiones pesados [12]. Por otra
parte, un acoplamiento ferromagnético entre las partes mencionadas y bajo la misma
distribución de partículas que el KLM, permite la explicación de algunas perovskitas
tipo manganitas, situación a la que algunos autores han denominado modelo de red de
Hund (HLM) [13].
Los diagramas de fase para el KLM y el HLM se han obtenido en su mayoría a través
de métodos numéricos como el método de Monte Carlo cuántico, el grupo de renorma-
lización de la matriz densidad (DMRG), entre otros [14, 15, 16, 17]. Esto ha permitido
clasiﬁcar el comportamiento del sistema en dos partes: la primera corresponde a una
fuerte interacción entre los electrones de conducción y los momentos localizados, en
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la cual el comportamiento ferromagnético del sistema está bien deﬁnido. La segunda
corresponde a una interacción débil, donde el sistema presenta un orden-desorden entre
las partes mencionadas. Esta región del diagrama de fase aún no se encuentra muy bien
deﬁnida, lo cual hace del KLM o HLM un modelo interesante. No obstante, las predic-
ciones hechas en ambos modelos no concuerdan con algunos resultados experimentales,
debido a que es necesario tener algunos términos adicionales en su Hamiltoniano, como
la interacción entre los electrones de conducción y las vibraciones de los sitios de la red,
conocidas como fonones [19]. Adicionalmente, se debe tener en cuenta más de dos gra-
dos de libertad en el espín de los momentos localizados [20]. No obstante, para estudiar
el modelo en su forma original, recientemente se han desarrollado estudios con el ﬁn
de crear un simulador cuántico, sistema formado por un conjunto de átomos ultrafríos
(nanokelvin) conﬁnados en redes ópticas, lo cual permite construir los Hamiltonianos
de materia condensada, y estudiarlos de forma limpia y controlable [21].
El estudio de un conjunto de átomos a bajas temperaturas, ha permitido explorar en
las propiedades cuánticas de los sistemas y como estas pueden afectar sus propiedades
macroscópicas. El primer experimento que permitió analizar las propiedades del mundo
cuántico de un gas diluido ultrafrío fue desarrollado por Eric Cornell, Carl Wieman
y Wolfgang Ketterle en 1995 [22, 23], al obtener el condensado de Bose-Einstein con
aproximadamente dos mil átomos de 87Rb a una temperatura de 170nK, combinando
las técnicas de enfriamiento por láser [24] y evaporación magnética [25]. Consecuente-
mente, este experimento abrió las puertas a nuevos desarrollos en el estudio de gases
ultrafríos de sistemas bosónicos y fermiónicos. Uno de los trabajos, fue obtener un gas
degenerado de Fermi con átomos de iterbio [26, 27]. En este experimento, una de las
propiedades que se resalta es la no interacción de las partículas cuando la temperatura
tiene orden de magnitud de los nk, característica fundamental en el desarrollo de al-
gunos Hamiltonianos. Otro trabajo experimental, desarrollado recientemente, consiste
en conﬁnar un conjunto de átomos ultrafríos en un sistema de redes ópticas de distinto
estado, el cual simula un conjunto de átomos localizados e itinerantes interactuando
localmente. La ventaja de este experimento, es el control extensivo de los parámetros
del sistema (variación del potencial y de su periodicidad) [28], lo cual conllevará a la
realización de una gran cantidad de estudios correspondientes a las transiciones de fase
cuánticas en sistemas de muchos cuerpos.
A partir de los desarrollos en átomos ultrafríos conﬁnados en redes ópticas y del gas
degenerado de Fermi, comenzo el auge de diversos estudios teóricos que permiten ob-
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tener los Hamiltonianos de materia condensada. Uno de estos fue realizado por Alexey
Gorshkov et al . [29], aplicando las características de los átomos alcalinotérreos, entre
las cuales se destacan las dos siguientes: la primera es el acoplamiento entre un esta-
do metaestable 3P0 y un estado base 1S02. La segunda es el desacoplamiento entre el
espín nuclear I y momento angular electrónico J en los estados mencionados, donde
J = 0. Esto implica que las longitudes de onda de dispersión de los estados 3P0 y 1S0
son independientes del espín nuclear. Con esta descripción, y con las interacciones que
presenta el sistema, Gorshkov establece que es posible estudiar los Hamiltonianos de
espín efectivo como el modelo de Kugel-Khomskii [4] y el modelo de red de Kondo o de
Hund, mencionado anteriormente.
Teniendo en cuenta el trabajo de Alexey Gorshkov, Michael Foss et al . utilizan el mode-
lo de red de Kondo para estudiar las propiedades de átomos alcalinotérreos conﬁnados
en un potencial armónico [30, 31]. En sus trabajos se relata cómo los átomos e (espín sin
movilidad) en el estado 3P0 atrapados en un estado base vibracional de una red óptica
con potencial profundo, pueden interactuar con los átomos g en el estado 1S0 atrapa-
dos en un estado base vibracional de una red óptica con un potencial poco profundo,
cuando las redes tienen la misma periodicidad. El principal objetivo de estos trabajos,
fué hallar cuales regiones son bandas aislantes, regiones metálicas y los dominios del
aislante de Kondo donde un átomo g coexiste en cada sitio. Adicionalmente, se han
desarrollado trabajos en los cuales se han considerado sistemas en el estado base, en
los cuales los átomos son atrapados en un potencial tipo superred. En estos se resalta
el estudio del modelo de Anderson, en el cual las impurezas interactuan a través de un
conjunto discreto de niveles delocalizados, mostrando fases características de fenóme-
nos fuertemente correlacionados [32]. Adicionalmente se halla la coexistencia de fases
metálicas y aislantes de Mott, comportamiento característico del modelo del Hubbard
[33].
Motivados por los trabajos anteriores, cuyo objetivo principal es analizar o reproducir
los Hamiltonianos de materia condensada a través de la aplicación de un potencial tipo
armónico o de superred, en este trabajo pretendemos profundizar en el aspecto de las
transiciones de fase cuánticas de los átomos de iterbio, sometidos a un potencial tipo
superred y cuya interacción es del tipo Heisenberg con acoplamiento ferromagnético,
con el ﬁn de dar respuesta a las siguientes preguntas:
2Estos estados se pueden tomar como una analogía entre los niveles de energía que presentan los electrones en la
banda de conducción y la banda de valencia.
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¾Es estable la fase de líquido de espín cuando se considera un potencial tipo su-
perred?
¾Qué tipo de fases magnéticas presenta el modelo cuando el número de átomos
delocalizados diﬁera del tamaño de la red?
Para dicho estudio se utilizará el método del grupo de renormalización de la matriz
densidad (DMRG), el cual permite manejar de manera más simple los espacios de
Hilbert para el modelo de red de Kondo.
Capítulo 2
Modelos de red de Kondo y Hund.
La conﬁguración electrónica de los elementos inﬂuye en el comportamiento del siste-
ma cuando este es sometido a bajas temperaturas. Un ejemplo, es la formación de los
momentos magnéticos localizados, consecuencia de la fuerte interacción entre los elec-
trones que habitan los orbitales d o f , cuando estos se encuentran parcialmente llenos.
Adicionalmente, estos momentos interactúan con los electrones del mar de conducción,
formando un sistema fuertemente correlacionado, característica que se presenta en los
compuestos de fermiones pesados y las manganitas tipo perovskitas, donde los prime-
ros presentan un acoplamiento antiferromagnético entre los momentos localizados y los
electrones de conducción, y los segundos tienen la misma distribución de partículas que
los fermiones pesados, pero con la diferencia de un acoplamiento ferromagnético. Por lo
tanto, este capítulo iniciará con la descripción del efecto Kondo, fenómeno fundamental
que incide en la descripción del comportamiento que tienen los materiales de fermio-
nes pesados y las perovskitas, cuya explicación se realiza con los modelos de Kondo y
Hund. El capitulo ﬁnalizará con el análisis de los diagramas de fase de estos modelos,
cuya transición magnética se da para un valor de acoplamiento crítico dependiente de
la densidad del sistema.
2.1. Efecto de Kondo y Modelo de Red de Kondo
El comportamiento de un metal puro no magnético puede cambiar drásticamente a bajas
temperaturas, cuando un metal magnético se encuentra alojado en menor proporción.
Como ejemplo, en la Fig. 2.1 se observan dos tipos de comportamientos en la resistencia
de un metal (oro Au) en su estado puro (línea verde), y en una aleación (oro Au+hierro
Fe) del mismo (línea azul). A altas temperaturas, la resistencia es proporcional a T 5
en ambos sistemas, producto de una interacción Ruderman-Kittel-Kasuya-Yosida, en
16
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la cual los espines localizados actúan débilmente con los electrones de conducción. Sin
embargo, en cierto valor crítico de la temperatura Tk, la resistencia adquiere un valor
constante en el metal puro, consecuencia de la saturación del sistema. Por otra parte,
la aleación vuelve a aumentar su resistencia para valores menores de la temperatura
crítica, siendo proporcional a − lnT/Tk.
Figura 2.1: Comportamiento de la resistencia en metales y aleaciones, sometidos a bajas temperaturas.
La linea verde representa un metal puro, la azul un metal con impurezas [34].
Para explicar el último comportamiento, Jun Kondo consideró que los momentos lo-
calizados, generados por las impurezas de hierro (orbital 3d), están interactuando a
través de un factor de acoplamiento J con los espines de los electrones de conduc-
ción del oro (orbital 4s) por debajo de la temperatura crítica o temperatura de Kondo
Tk ∝ exp(1/J). Esto lleva al sistema a la formación de singletes, generando un momento
magnético nulo y evitando el movimiento de los electrones de conducción (Fig. 2.2a.).
Adicionalmente, el espín localizado de la impureza, crea un apantallamiento sobre los
electrones de conducción del oro, fenómeno que se extiende con una escala de ξk ∝ 1/Tk
[35]. Por lo tanto, entre más baja sea la temperatura mayor será la extensión en el
espacio. A este comportamiento se le conoce como efecto Kondo, en el cual se resalta la
interacción entre los electrones de conducción y las impurezas que tienen un momento
magnético intrínseco. En la Fig. 2.2b se puede observar el comportamiento de la resisten-
cia para tres valores distintos de concentración (porcentaje%) de átomos de hierro(Fe)
en oro (Au) [11]. Los puntos corresponden a los valores obtenidos experimentalmen-
te, y la línea hace referencia a la función obtenida por Kondo ρ ∝ −J lnT/Tk siendo
J el factor de acoplamiento, cuyo valor corresponde a unas décimas de electronvolts
(0.15eV < J < 0.25eV). Sin embargo, la resistencia diverge cuando T → 0, problema
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que fue solucionado por Wilson a partir del método de grupo de renormalización1.
Teniendo en cuenta la deducción de Kondo, se puede establecer que la temperatura
crítica o de Kondo (Tk) marca el punto en el cual ocurren dos situaciones diferentes.
Cuando T > Tk los electrones de conducción y las impurezas presentan un débil aco-
plamiento y son prácticamente libres. Para T < Tk el número de grados de libertad se
reduce, consecuencia de la formación de singletes. Estas situaciones permiten inducir en
el comportamiento de otro tipo de materiales, para valores de la temperatura cercanos
al cero absoluto.
a)
b)
Figura 2.2: Efecto Kondo. a) Formación de singletes por apantallamiento, característica de un estado
no magnético. b) Resultados teóricos y experimentales para distintos porcentajes de la aleación hierro
(Fe) - oro (Au) [11].
La explicación del efecto Kondo sirve como base para entender las propiedades eléctri-
1Este desarrollo no se tendrá presente para este trabajo
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cas y magnéticas de una gran variedad de materiales sometidos a bajas temperaturas,
donde las interacciones entre los electrones resulta ser bastante fuerte. Entre estos ma-
teriales se destacan los compuestos de fermiones pesados (CeAl3, CeCu2Si2, YbRh2Si2),
y las perovskitas tipo manganitas (R1−xAxMnO3 con R=La,Pr,Nd y A=Ca, Sr, Ba,
Cd, Pb). Los primeros están formados por elementos lantánidos (U , Np) y actínidos
(Ce, Y b), y se caracterizan por tener un conjunto de electrones en sus orbitales f que
interactúan con los electrones de conducción ubicados en los orbitales s, p o d. En el re-
gimen de Kondo (T < Tk), los electrones del orbital f forman un momento magnético, y
consecuentemente, la masa efectiva de la cuasi-partícula resultante puede ser hasta mil
veces la masa efectiva de un electrón desnudo, propiedad que se revela en el aumento
de la capacidad caloríﬁca [9]. Por lo tanto, la movilidad de los electrones s es considera-
blemente disminuida. Bajo estas condiciones, se puede suponer que el sistema presenta
varios momentos magnéticos altamente localizados, sin embargo estos no presentan una
interacción directa, debido a la fuerte repulsión de Coulomb entre sus vecinos cercanos
[36]. Por lo tanto, la correlación entre los átomos localizados está mediada por el salto
del electrón, manteniendo su espín a medida que se desplaza a través de los sitios de la
red, obligando a los electrones localizados a alinearse en la misma dirección, deﬁniendo
el ordenamiento magnético del sistema.
Caso similar ocurre en las perovskitas tipo manganitas, donde los electrones del orbi-
tal d del manganeso actúan como espines localizados y delocalizados: por ejemplo, el
Mn4+contiene tres electrones ocupando los orbitales localizados t2g con espín S = 3/2,
y el electrón sobrante se encuentra en el orbital delocalizado eg con espín S = 1/2, el
cual mantiene su dirección cuando se desplaza por la red, proceso que ha sido llamado
doble intercambio [37]. Consecuentemente, los electrones localizados tienden a ali-
nearse en la misma dirección que el electrón de conducción (consecuencia de la regla
de Hund). Por lo tanto, el ordenamiento magnético es consecuencia del acoplamiento
ferromagnético entre los orbitales t2g y eg.
Aunque la descripción del efecto Kondo pueda ser aplicada a las aleaciones de metales
y a los compuestos de fermiones pesados (y perovskitas tipo manganita), los últimos
presentan una estructura tipo red en la cual existe un momento magnético localizado
por sitio, siendo este un sistema de mayor complejidad. Para explicar el comportamiento
magnético que presentan estos compuestos a partir de los parámetros más relevantes
del sistema, diversos modelos teóricos han sido planteados [5].
Uno de estos es el modelo de Anderson el cual representa un sistema de N sitios i y j,
descrito por el Hamiltoniano de la forma:
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H = t
∑
i 6=j,σ
cˆ†i,σ cˆj,σ + Ef
∑
i,σ
fˆ†i,σ fˆi,σ + U
∑
i
fˆ†i,↑fˆi,↑fˆ
†
i,↓fˆi,↓ + V
∑
i 6=j,σ
(
cˆ†i,σ fˆj,σ + fˆ
†
j,σ cˆi,σ
)
(2.1)
En la Ec. 2.1 t es la amplitud del salto entre los sitios i y j, el cual se restringe a
los primeros vecinos (j = i + 1). cˆ†i,σ (cˆj,σ) es el operador de creación (destrucción)
para los electrones de conducción en el sitio i y j con espín σ(=↑, ↓). fˆ †i,σ
(
fˆi,σ
)
es el
operador de creación (destrucción) para los orbitales localizados f con energía Ef . U
es la repulsión de Coulomb de corto rango, entre dos orbitales f con espines opuestos.
V es el parámetro de hibridización entre los orbitales localizados f y los electrones de
conducción en un sitio vecino.
Si en la Ec. 2.1 el término de hibridización es lo suﬁciemente pequeño, y adicionalmente
los orbitales f no presentan una interacción directa, consecuencia de una fuerte inter-
acción de Coulomb, el modelo de Anderson se reduce al modelo de red de Kondo, cuyo
Hamiltoniano es de la forma2:
H = −t
∑
i,σ
(
cˆ†i,σ cˆi+1,σ + h.c
)
+ J
∑
i
Sfi · Sci (2.2)
En el primer término, t corresponde a la amplitud del salto entre los sitios i y j, el
cual se restringe a los primeros vecinos (j = i + 1). El segundo término represen-
ta la interacción local tipo Heisenberg, donde J es el factor de acoplamiento. Sfi =
(1/2)
∑
σ,σ′ fˆ
†
i,σσσ,σ′ fˆi,σ′ es el operador total de espín de los momentos localizados,
Sci = (1/2)
∑
σ,σ′ cˆ
†
i,σσσ,σ′ cˆi,σ′ el de los electrones de conducción, y σ es la matriz de
Pauli. Para altos valores de J o del parámetro adimensional J/t, los átomos localizados
y delocalizados presentan dos tipos de situaciones: la primera corresponde al alinea-
miento antiparalelo para J > 0, comportamiento que recibe el nombre de acoplamiento
antiferromagnético. La segunda corresponde a un alineamiento paralelo para J < 0,
conducta designada como acoplamiento ferromagnético. Al último alineamiento algu-
nos autores lo han llamado modelo de red Hund [13]. Otro parámetro que determina el
comportamiento del sistema es el número de electrones de conducción y el número de
sitios de la red. La razón entre estas dos cantidades representa la densidad del sistema
n = N/L, en la cual se deﬁne n = 1 como el medio llenado [18].
Para entender cualitativamente el comportamiento del Hamiltoniano de la Ec. 2.2, las
Figs. 2.3 y 2.4 sirven como referentes en el análisis de una estructura unidimensional.
2Este modelo fue hallado por Schrieﬀer and Wolﬀ usando una perturbación de segundo orden [38].
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Para facilitar la descripción, se tomará la razón J/t, con t constante. En el compor-
tamiento del sistema se presentan dos situaciones muy diferentes: cuando J/t → 0 y
J/t → ∞. En el primer caso los electrones de conducción no interactuarán con los
espines localizados cuando se desplazan a través de la red, por lo tanto, no existirá un
ordenamiento magnético en el sistema, debido a que los espines localizados y deloca-
lizados pueden adquirir cualquier orientación de espín (↑, ↓), como lo indica la línea
punteada de la Fig. 2.3. Para el segundo caso, los electrones de conducción obligarán a
los espines localizados a orientarse en una dirección antiparalela, con el ﬁn de formar
el singlete en cada uno de los sitios de la red, dando lugar al ordenamiento magnético
del sistema (Fig. 2.4). Estas mismas situaciones se repiten para el HLM, con la única
diferencia del acoplamiento ferromagnético entre las partes localizadas y delocalizadas.
Figura 2.3: Comportamiento del modelo de red de Kondo (Hund) para bajos valores del acoplamiento.
La línea punteada indica los grados de libertad por banda: espín arriba, espín abajo. a) Posición
inicial de los electrones de conducción en la red con dos grados de libertad. b) Posición ﬁnal de los
electrones de conducción en la red: los espines aun tienen dos grados de libertad, consecuencia del débil
acoplamiento.
Figura 2.4: Comportamiento del modelo de red de Kondo (Hund) para altos valores del acoplamiento.
La línea punteada indica los grados de libertad por banda: espín arriba, espín abajo. a) Posición inicial
de los electrones de conducción en la red con dos grados de libertad. b) Posicion ﬁnal de los electrones
de conducción en la red: existe un ordenamiento magnético, consecuencia del fuerte acoplamiento.
Por lo tanto, se puede inducir que las fases magnéticas para el KLM son generadas por
la competencia entre dos escalas de energía. La primera corresponde a un acoplamiento
débil o de Ruderman-Kittel-Kayusa-Yosida JRKKY , la cual produce un comportamiento
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de orden-desorden en el sistema, como se expone la Fig. 2.3. La segunda establece un
acoplamiento fuerte o de Kondo JK , dada por la temperatura de Kondo, generando la
formación de singletes entre los espines localizados y delocalizados, como se observa en
la Fig. 2.4. Por otra parte, se observa que los electrones de conducción mantienen la
dirección de espín, fenómeno llamado doble intercambio, el cual opera independiente
del signo de acoplamiento [39].
Concluyendo esta sección, la complejidad de la solución del KLM (HLM) radica en los
grados de libertad del sistema y en la interacción local que existe entre los orbitales
localizados f y los electrones de conducción.
2.2. Diagramas de fase del modelo de red de Kondo y modelo de Hund
unidimensionales.
El Hamiltoniano del modelo de red de Kondo (Ec. 2.2) ha sido estudiado en los últimos
cuarenta años, sin embargo este modelo aun no tiene una solución exacta. Los resultados
obtenidos a través de ese tiempo, en su mayoría, han sido desarrollos numéricos, utili-
zando el método de Monte Carlo cuántico [14], diagonalización exácta [15], el grupo de
renormalización de la matriz densidad (DMRG) [17, 16], entre otros, donde la mayoría
de estudios están enfocados al análisis del modelo unidimensional (1D). Aunque se han
obtenido ciertos resultados en dimensiones superiores para un número pequeño de sitios
(L ≤ 12), la capacidad computacional o del método, no permiten desarrollar un número
de sitios similar al que actualmente se utiliza en el caso unidimensional (L ≈ 100). Por
lo tanto, en esta sección serán expuestos algunos de los diagramas de fase magnéticos
que se han obtenido hasta el momento para la red 1D, en los cuales, la fase ferromag-
nética está bien deﬁnida para altos valores de acoplamiento, sin embargo, para bajos
valores del acoplamiento el comportamiento resulta ser muy confuso. Adicionalmente,
se analizará el comportamiento en el límite termodinámico (L→∞).
Uno de los primeros indicios para explorar el comportamiento magnético del sistema,
fue desarrollado por Doniac [12], a partir de la teoría de campo medio, obteniendo como
resultado:
〈Szi 〉 ∝ (−1)i
√
1− (J/t)2, (2.3)
donde Szi es la proyección del espín por sitio a lo largo del eje z. Para analizar la ecuación
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anterior, igual que en el análisis del Hamiltoniano de la Ec. 2.2, t será constante. Si
J → 0, en el sitio solo se encuentra un espín localizado con una dirección deﬁnida
(espín arriba o abajo). Por otra parte, si J → t, el espín localizado empezará a formar
un singlete con el espín del electrón de conducción. Con la descripción anterior, se puede
establecer que el caso extremo del punto crítico Jc que distingue una fase no magnética
de una magnética para cada sitio ocurre cuando J = t. Otros autores, a partir de
métodos numéricos, han obtenido valores del punto crítico cercanos a cero: Jc/t = 0.32
[12], Jc/t = 0.24 [40] y Jc/t ≈ 0 [41]; el último resultado indica que solo se necesita la
activación de J para formar el singlete. Adicionalmente, la Ec. 2.3 deﬁne la orientación
de los espines en los sitios pares e impares, sin embargo esta ecuación no permite hallar
los diagramas de fase del sistema. Para tal solución, se han desarrollado los métodos
numéricos mencionados.
Analíticamente, el diagrama aproximado de fase del modelo de red de Kondo fue hallado
por Fazekas y Müller-Hartmann [43] a partir de la teoría del campo medio, asumiendo
un orden espiral (←,↖, ↑,↗,→,↘ ...) sobre los espines localizados:
Si =
1
2
(cos (θ) ,− sin (θ) , 0) (2.4)
con θ(ri) = Q · ri, donde Q es el vector de onda. Para valores pequeños del acoplamien-
to (J  t) se favorecerá totalmente el movimiento de los electrones. Por otro lado, si
J aumenta demasiado Q→ 0, favoreciendo el alineamiento ferromagnético de los espi-
nes localizados. Con el análisis anterior, Fazekas y Müller-Hartmann hallaron el punto
crítico en el cual ocurre la transición de fase, como función de la densidad:
Jc = 4t
(
piρ
sin piρ
− cos piρ
)
(2.5)
cuya gráﬁca se puede apreciar en la Fig. 2.5.
La Ec. 2.2 describe un sistema en el cual cada sitio de la red depende del comportamiento
de sus sitios vecinos, es decir, se encuentran correlacionados. La cantidad que lo mide
se denomina factor de correlación, el cual depende del número de estados que presente
el sistema, que a su vez, depende de la cantidad de partículas del sistema para ciertos
valores de J/t. Para valores pequeños (dos partículas localizadas y una delocalizada)
el cálculo es sencillo. Sin embargo, a medida que aumenta la cantidad de partículas
las dimensiones del espacio de Hilbert se eleva en un factor de 2N , suponiendo que
las partículas tengan espín S = 1/2, por lo tanto el cálculo del factor de correlación
puede resultar bastante complicado. Por consiguiente, este proceso se sintetiza en su
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Figura 2.5: Diagrama de fase del modelo de red de Kondo, hallado a partir de la teoría de campo
medio. W corresponde al ancho de banda (W = 4t) [43].
transformada de Fourier, la cual es llamada factor de estructura de espín total [18]:
S(q) =
1
L
L∑
j,k
eiq(j−k)
〈
STj · STk
〉
, (2.6)
donde L es el tamaño de la red, y STj =
∑
α,β cˆ
†
j,ασαβ cˆj,β+Sj es el espín total en el sitio j,
y q el vector de onda. Cuando la Ec. 2.6 muestra un pico en q = 0, el sistema presenta un
alineamiento de los espines totales o un estado ferromagnético. El estado paramagnético
se exhibe para un valor de q entre 0 y pi. Cuando q = pi, la fase del sistema indica un
espín arriba y un espín abajo (↑, ↓), lo cual representa una fase antiferromagnética . Este
comportamiento se puede observar en la Fig. 2.6, para el modelo de red de Kondo (lado
izquierdo) y el modelo de red de Hund (lado derecho). En estas gráﬁcas se observa que
para un valor alto del parámetro adimensional J/t (ﬁguras a y b), el sistema presenta
una fase ferromagnética en ambos modelos. A medida que disminuye J/t (ﬁguras c y
d), los picos de S(q) adquieren un valor relativamente bajo en el intervalo 0 < q < pi. A
este comportamiento los autores lo han llamado "espiral", similar a un comportamiento
paramagnético. Para bajos valores del parámetro adimensional (ﬁguras e y f), los picos
del factor de estructura de espín tienen un valor bien deﬁnido. Estos resultados también
corresponden a una fase paramagnética, debido a que se encuentran en el intervalo
0 < q < pi, sin embargo los autores han llamado a este comportamiento de S(q) una
fase tipo "isla", situación que será discutida posteriormente.
Al comparar los resultados numéricos y analíticos de las Fig. 2.5 y 2.7, se puede visua-
lizar que son muy similares. Estos gráﬁcos muestran los puntos críticos en los cuales
ocurre la transición de fase. Adicionalmente se observa que la fase ferromagnética ocu-
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Figura 2.6: Factor de estructura de espín S(q) para el modelo de red de Kondo (lado izquierdo) y el
modelo de red de Hund (lado derecho), para distintos valores del parámetro adimensional J/t [13].
rre para valores grandes del acoplamiento y bajas densidades, mientras que el área
paramagnética ocurre para bajos valores del acoplamiento, la cual se incrementa con el
aumento de la densidad del sistema.
Figura 2.7: Resultados numéricos del modelo de red de Kondo. El diamante representa al método de
Montecarlo cuántico, las ﬁguras sin relleno la diagonalización exacta y las ﬁguras con relleno el grupo
de renormalización de la matriz densidad DMRG [18].
Por otra parte, los resultados para el modelo de Hund demuestran que el área ferro-
magnética se da para bajos valores de la densidad y altos valores del acoplamiento.
Para altos valores de la densidad el comportamiento va a ser analizado con la Fig.2.8,
en la cual se puede apreciar el diagrama de fase considerando momentos magnéticos
localizados S = 1/2 (Fig. 2.8a) y para los momentos localizados S = 3/2 (Fig. 2.8b). En
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las ﬁguras, FM representa la fase ferromagnética para altos valores del acoplamiento.
Las IC representa una fase inmedible para bajos valores de acoplamiento, es decir, q
no deﬁne ordenamiento magnético del sistema. La PS representa una separación entre
la fase antiferromagnética AF y la ferromagnética FM, situación que será analizada
más adelante. Al comparar los resultados para S = 1/2 y S = 3/2, el comportamien-
to es similar. Sin embargo, aun no se tiene conocimiento si los diagramas de fase son
independientes del valor del espín.
a) b)
Figura 2.8: Diagrama de fase del modelo de Hund para los espines a) S = 1/2, b) S = 3/2. Los puntos
críticos se obtienen a partir del método de Lanczos y del DMRG [44].
Otra fase que presentan estos modelos se conoce con el nombre de líquido de espín, la
cual ocurre cuando el número de electrones de conducción es igual al número de mo-
mentos magnéticos localizados, conﬁguración que recibe el nombre de medio llenado.
En la Fig. 2.9a, se puede observar este sistema con un acoplamiento antiferromagnético,
en el cual se restringen los grados de libertad de espín de las partes localizadas y las
itinerantes, a una sola dirección. Adicionalmente se observa que los espines de conduc-
ción vecinos tienen espines opuestos. Cuando los electrones de conducción saltan a su
sitio vecino, estos inicialmente forman un triplete (Fig. 2.9b), sin embargo, el factor
de acoplamiento antiferromagnético obliga a los momentos localizados a cambiar de
dirección, formando un singlete por sitio. Por consiguiente, la rotación del momento
localizado genera un gap de espín para el estado base, el cual tendrá una valor de J .
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a) b) c)
Figura 2.9: Fase líquido de espín: El número de los electrones de conducción es igual al número de
sitios en la red. a) Salto de los electrones al sitio vecino. b) Formación de tripletes en cada sitio. c)
Formación de singletes por el acoplamiento.
Teniendo en cuenta la descripción anterior, este dependerá del valor de J , relación que
es obtenida a partir del método de Lanczos [13], la cual se observa en la Fig. 2.10 [45].
Figura 2.10: Gap de energía del modelo de red de Kondo como función del acoplamiento [45].
Para acoplamientos débiles, el gap de espín es aproximadamente cero, consecuencia
de la interacción RKKY, y para fuertes acoplamientos es continuo e independiente del
número de sitios (Fig. 2.10), lo cual signiﬁca que entre mayor sea el acoplamiento, mayor
energía será necesaria para romper el singlete por sitio y crear otro en un sitio vecino.
Para el HLM, en la Fig. 2.11 se observa que el gap es continuo hasta alcanzar un
valor máximo, para luego decaer a un valor aproximadamente constante, cuando J →
−∞, y para débiles acoplamientos es continuo pero dependiente del número de sitios,
comportamiento que hasta el momento no ha sido explicado. El comportamiento para
fuertes acoplamientos, se explica con la formación de un triplete por cada sitio, cuya
orientación es antiparalela a la del sitio vecino, característica que describe una cadena
de espines S = 1 dispuestos antiferromagnéticamente. Estos sistemas se caracterizan
por tener un gap de espín o de Haldane; para S = 1 el gap es G ∼ 2t2/ |J | [45]. Por lo
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tanto, la ecuación anterior explica el decremento de esta propiedad para altos valores
del acoplamiento ferromagnético.
Figura 2.11: Gap de espín para el modelo de Hund como función del acoplamiento [45].
Adicional al punto crítico y al gap de energía para el KLM y el HLM, el factor de es-
tructura de espín permite establecer el comportamiento que adquiere el sistema cuando
el número de sitios de la red aumenta. En la Fig. 2.12 se observan los valores máximos
que adquiere S(0) (comportamiento ferromagnético) para un conjunto de sitios L. A
medida que aumenta el número de sitios (L → ∞), el factor de correlación tiende a
adquirir un valor constante. Por lo tanto, el ordenamiento magnético del sistema es
independiente del número de sitios en la red. Esta característica también se presenta
para valores bajos del acoplamiento y es independiente del signo del factor de acopla-
miento. Por lo tanto, si el sistema presenta otro tipo de fase magnética, en el límite
termodinámico esta fase se conservará 3.
Trabajos recientes [13, 46, 47] conﬁrman la fase ferromagnética para altos valores del
acoplamiento en el KLM y el HLM, como se observó en las Figs. 2.7 y 2.8. Sin embargo,
presentan distintos comportamientos para bajos valores, lo que permite abrir un debate
sobre el mismo. En la Fig. 2.13 se exponen estos resultados. En ambos diagramas se
conﬁrma la fase ferromagnética para altos valores de acoplamiento. Por otra parte el
diagrama de la izquierda expone una fase tipo isla la cual tiene una estructura de espín
de la forma (↑↑↓↓), indicando que el sistema presenta un ordenamiento magnético para
bajos valores del acoplamiento, contrario al diagrama de la derecha, el cual presenta
un líquido RKKY. Continuando con el diagrama de la izquierda, en el límite entre la
3Los resultados para valores bajos de acoplamiento no se exponen, debido a la incertidumbre que presenta la fase
para valores bajos del acoplamiento, situación que se expone más adelante.
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Figura 2.12: Relación entre el factor de estructura de espín y los sitios de la red para el modelo de
Hund. Los valores de la densidad ρ, el acoplamiento J y el factor de salto t son ﬁjos [44].
fase ferromagnética y la tipo isla se presenta la fase espiral cuya estructura de espín
tiene la forma (↗↘ , ↖↗, ↙↖), siendo el comportamiento que debe presentar el
sistema cuando va a realizar la transición de la fase tipo isla a la ferromagnética. Por
otro lado, el diagrama de la derecha presenta un fase ferromagnética intermedia y una
fase denominada líquido polarónico, la cual no aparece en el diagrama de izquierda, y
se caracteriza por la presencia de polarones cuya característica es el apantallamiento
de los momentos localizados sobre los electrones de conducción [48]. Adicionalmente,
el diagrama de la izquierda presenta una fase de separación PS entre la fase antife-
rromagnética AF y la ferromagnética FM para el HLM, la cual se observó en la Fig.
2.8. Probablemente, esta situación corresponde al comportamiento que debe adquirir el
sistema cuando va a realizar una transición de la fase ferromagnética a la de líquido de
espín. Sin embargo este comportamiento hasta el momento no ha sido explicado muy
bien.
Los diagramas de la Fig. 2.13, demuestran que el comportamiento del KLM y HLM son
bastantes complejos, incluso si el cálculo se hace por métodos numéricos. Adicionalmen-
te, los resultados experimentales demuestran que en el KLM es necesario tener más de
un grado de libertad para explicar el comportamiento en algunos materiales de fermio-
nes pesados. Por otra parte, en el HLM es necesario tener un término de acoplamiento
entre el electrón de conducción y las vibraciones de la red (fonones) para explicar el
comportamiento en algunas manganitas tipo perovskitas [19]. Estas situaciones hacen
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a) b)
Figura 2.13: a) Diagrama de fases para el KLM y el HLM [13]. Se observan la fase ferromagnética
FM, espiral, isla y separación de fases PS. b)Fracción de una fase ferromagnética inmersa en la fase
paramagnética en el modelo de red de Kondo [46, 47].
del KLM (HLM) un sistema muy atractivo para estudiar, sin embargo en los sistemas
de materia condensada no se pueden alterar los parámetros que deﬁnen el sistema fácil-
mente, ni tampoco permite explorar otro tipo de situaciones; por ejemplo, la adición de
potenciales tipo superred, característica de algunos materiales a baja dimensionalidad
[49]. Sin embargo, recientemente se han desarrollado estudios teóricos que permiten
explorar la posible construcción de este modelo con un conjunto de átomos ultrafríos
conﬁnados en un sistema de redes ópticas, sistema conocido como simulador cuántico
[1, 2, 3].
Por lo tanto, en el siguiente capítulo serán expuestas las condiciones experimentales
de los simuladores cuánticos, con el ﬁn de determinar las condiciones que permitan
la construcción del KLM (HLM). Adicionalmente se analizará el comportamiento que
presenta un sistema compuesto por un conjunto de átomos delocalizados conﬁnados
en un potencial tipo superred y con cierto estado de energía, interactuando con otro
conjunto de átomos localizados que se encuentran conﬁnados en un potencial de distinto
estado de energía, mediados por una interacción o acoplamiento ferromagnético tipo
Heisenberg, con el ﬁn de comparar los resultados con los del modelo original y explorar
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el comportamiento para débiles acoplamientos.
Capítulo 3
ÁTOMOS DE ITERBIO (171Yb)
CONFINADOS EN REDES
ÓPTICAS
El estudio dedicado a analizar la física del estado sólido, puede resultar un poco com-
plejo, consecuencia de los grados de libertad que presentan los electrones y los núcleos
atómicos, destacando el movimiento de los electrones de conducción, el espín de las
partículas, las vibraciones de los átomos con respecto a su posición de equilibrio, entre
otros, las cuales generan distintos tipos de interacciones en el sistema; por ejemplo, los
modos de vibración de los átomos conocidas como fonónes, pueden acoplarse con los
electrones de conducción, y generan una interacción efectiva. Por otra parte, el número
de partículas, y las escalas de longitud y tiempo características del mundo cuántico
(10−10m y 10−15s), inﬂuirán en el desarrollo de nuevas propiedades o comportamientos
denominados transiciones de fase cuánticas, las cuales ocurren cuando el sistema es
sometido a temperaturas muy bajas (T → 0). Para establecer la relación entre esta
propiedad del sistema y las escalas en la cual se presenta el comportamiento cuántico,
se usa la longitud de onda térmica de Broglie λ = (2pi~2/MkBT ), con M como la masa
de la partícula y T la temperatura del sistema; por ejemplo, para obtener un sistema
en el cual sus partículas se separen 10−10m, es necesaria una temperatura de 100nK.
Para la explicación del comportamiento de algunos materiales, se han desarrollado di-
versos modelos entre los cuales de destacan el de Anderson, Hubbard, red de Kondo y de
Hund, entre otros. Los dos últimos se caracterizan por tener un conjunto de momentos
magnéticos localizados en una red interactuando efectivamente con sus primeros veci-
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nos, situación determinada por el salto de los electrones de conducción sobre cada sitio,
lo cual conlleva a dos escalas de energía: la primera corresponde a una interacción fuerte
entre las partes localizadas e itinerantes, caracterizada por un acoplamiento antiferro-
magnético para el modelo de red de Kondo, y ferromagnético para el modelo de Hund.
La segunda corresponde a una interacción débil o de Ruderman-Kittel-Kayusa-Yosida
(RKKY), la cual genera un orden-desorden en los grados de libertad del sistema. Estos
modelos, en su orden, permiten explicar el comportamiento de los fermiones pesados
y de las manganitas tipo perovskitas. No obstante, algunos resultados del modelo no
concuerdan con los resultados experimentales de algunos de estos materiales, debido a
que se omiten algunos grados de libertad: las vibraciones de los átomos con respecto
a su posición de equilibrio [19] (acopladas fuertemente a los electrones) y los grados
de libertad por banda [20] (el modelo solo permite dos grados de libertad: espín arriba
y abajo). Por lo tanto, el pasar por alto importantes aspectos en el modelamiento del
material, causará repercusiones en las propiedades del mismo.
Para estudiar el Hamiltoniano base del modelo de red de Kondo y de Hund, se puede
utilizar un sistema llamado simulador cuántico. Esta idea propuesta por Richard Feyn-
mann en 1982 consiste en simular el modelo de un sistema y probar la física del mismo,
como ayuda para contestar diferentes tipos de cuestiones que surgen en la física del
estado sólido, y establecer si el modelo es aplicable o no a los materiales. Por lo tanto,
es necesario crear las condiciones para la reproducción de los Hamiltonianos.
Un sistema que permite simular las características de los Hamiltonianos de materia con-
densada se le conoce con el nombre de redes ópticas, creadas a partir de la interferencia
de dos ondas emitidas por un rayo láser, en el cual las partículas quedarán conﬁnadas
en las zonas de mayor intensidad. La distancia entre estas zonas en una red cúbica tiene
un valor aproximado de da = 0.5µm. Teniendo en cuenta este espaciamiento entre los
sitios de la red óptica, a partir de la ecuación de longitud de onda térmica de Broglie,
la temperatura para este sistema corresponde a Ta ∼ ~/(d2ama) donde ma es la masa
del átomo. Aplicando la misma ecuación para la temperatura de un sistema de materia
condensada Te, regido por el movimiento de los electrones de masa me y con una dis-
tancia de separación en la red cristalina de, cuya razón con respecto a la distancia de
una red óptica es de 10−4, la relación entre Ta y Te será [51]:
Ta ∼
(
med
2
e
mad2a
)
Te ∼ 10−12Te (3.1)
Considerando que las temperaturas en materia condensada corresponden a Te ∼ 102K,
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la tempertatura para el conﬁnamiento de los átomos en las redes ópticas corresponde a
la escala de los nanokelvins (Ta ∼ nK). Para lograr esta magnitud es necesario combinar
las técnicas de enfriamiento por láser [24], evaporación magnética [25] y el atrapamiento
óptico [52]. Las dos primeras, fueron la etapa inicial para analizar las propiedades del
mundo cuántico de un gas diluido ultrafrio, experimento desarrollado por Eric Cornell,
Wolfgang Ketterle y Carl Wieman en 1995, al obtener el condensado de Bose-Einstein
con átomos de rubidio (87Rb) [22, 23].
En la etapa inicial del experimento, el conjunto de átomos se encuentra a temperatura
ambiente, situación descrita por la distribución de Maxwell Boltzmann, la cual describe
los valores de velocidad más probables que tienen las partículas que conforman un gas.
Sin embargo, esta distribución se verá alterada si sobre el sistema se aplica un mecanis-
mo de control externo. Por ejemplo, al proyectar un rayo láser en diferentes direcciones
(sobre los ejes coordenados x, y, z, en sentido positivo y negativo) estos afectarán la
velocidad de los átomos que conforman el gas, consecuencia de los efectos mecánicos
de la luz, cambiando la energía y la entropía del sistema. Si el átomo se desplaza sobre
uno de los ejes coordenados, el movimiento se alterará por los fotones proyectados en
un sentido igual y opuesto, los cuales tienen una energía hν, siendo ν la frecuencia del
laser. De las dos situaciones anteriores, la última es la preferente para el átomo, debido
a que la frecuencia del fotón que viaja en dirección opuesta esta próxima a la frecuen-
cia de su resonancia, consecuencia del efecto Doppler. Este fotón será absorbido por el
átomo y remitido con una energía mayor hν ′, la cual corresponde a la transición que
sufre el electrón de valencia desde un estado excitado a un estado base. Por lo tanto,
la energía cinética traslacional del átomo se reducirá en una cantidad hν ′− hν. Debido
a que el proceso de dispersión de los fotones se repite miles de veces, la temperatura
del sistema con esta técnica, tendrá un orden de magnitud correspondiente a los µK,
obteniendo una longitud de onda térmica de Broglie comparable a las distancias entre
los átomos, formando el BEC. Sin embargo, los átomos se encuentran en los niveles de
energía excitados, debido a que el movimiento de los átomos no es totalmente reducido,
consecuencia de las excitaciones ópticas producidas: el retroceso del fotón emitido por
el átomo, las perturbaciones producidas por el efecto de resonancia, etc. Por lo tanto,
es necesario aplicar otra técnica que ayude a distribuir a las partículas en niveles de
energía cercanos al estado base.
Los niveles de energía de los átomos hidrogenoides en el estado puro dependerán del
momento angular electrónico L (ignorando el espín del electrón). Sin embargo, cuando se
aplica un campo magnético su simetría se romperá, lo cual se representa en subniveles
CAPÍTULO 3. ÁTOMOS DE ITERBIO (171YB) CONFINADOS EN REDES ÓPTICAS 35
de energía. Si al sistema obtenido por enfriamiento por láser se le suma un campo
magnético inhomogéneo creado a partir de una bobina (trampa magnética), ocurrirá lo
siguiente: debido a la división de L, los átomos excitados se distribuirán y almacenarán
en los niveles y subniveles más bajos. A la combinación en las técnicas de enfriamiento
por láser y la trampa magnética se le conoce como trampa magneto óptica (MOT), la
cual se observa en la Fig. 3.1, sin embargo el potencial creado con las bobinas presentará
zonas de mínimo atrapamiento (consecuencia de su simetría), afectando a los átomos
en esta región, situación que alterará la energía y la entropía. Por lo tanto, es necesario
añadir un sistema que no afecte a la MOT y en el cual se aglomeren los átomos de
baja energía, con el ﬁn de obtener un BEC o el degeneramiento cuántico de un sistema
fermiónico casi "perfecto"1.
Figura 3.1: Trampa magneto óptica (MOT). Las ﬂechas rojas representan los láser para realizar el
enfriamiento. Los círculos negros son las bobinas que generan el campo magnético inhomogéneo [53].
A bajas temperaturas las partículas se comportan como paquetes de ondas, y en el
proceso de colisión sufren dispersiones, lo cual se representa por una distancia llamada
"longitud de dispersión". Si la distancia es muy corta (sub-nanómetros), las colisiones
se caracterizan por ser inelásticas, regidas por las interacciones de corto alcance, donde
las nubes electrónicas de los átomos empiezan a solaparse, afectando los estados de
energía del átomo, y consecuentemente la termalización del sistema, proceso en el cual
las partículas alcanzan un equilibrio térmico mediante su interacción. Por otra parte, las
colisiones elásticas, en las que se presenta una dispersión perfecta, se caracterizan por
presentar una interacción de largo alcance. Ambos tipos de colisión son mediados por
un potencial atractivo (van der Waals) Uvdw = α/r6 donde α depende del tipo de átomo
y r es la distancia entre los núcleos. Para evitar valores de r en los cuales se presenten
los efectos de la inelasticidad, debe existir un potencial de repulsión. Este corresponde
1El término casi "perfecto" hace referencia a las no interacciones entre las partículas del sistema, condición inherente
de la descripción teórica en la estadística de Bose-Einstein y Fermi-Dirac. Sin embargo, en un sistema real existen
dispersiones en el sistema, producto de las colisiones entre átomos no idénticos (distintos niveles de energía).
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al potencial centrífugo, dependiente del momento angular de los átomos y cuyo valor
corresponde a Ucf(r) = l(l + 1)~2/2mr2. Por lo tanto, la distancia característica en la
cual compiten los efectos atractivos y repulsivos (Uvdw = Ucf(r)) es:
r0 =
(
2αm
l(l + 1)~2
)1/4
. (3.2)
La ecuación anterior permite establecer que entre mayor sea el estado excitado, menor va
a ser la distancia entre los núcleos atómicos en una colisión, disminuyendo las dispersión
entre las partículas, e incrementando los efectos de las colisiones inelásticas. Por lo
tanto, una colisión perfectamente elástica ocurre solo en el estado base l = 0, dispersión
conocida como onda-s. Para deﬁnir la temperatura necesaria en producir la dispersión
entre los átomos, en el potencial efectivo Ucf(r) se escogerá el número cuántico del
primer estado excitado, l = 1, energía que corresponde a una magnitud en el orden
de los ∼ mK. Debido a que la temperatura necesaria para obtener un conjunto de
átomos ultrafríos es del orden de los nK (Ec. 3.1), se puede deﬁnir que las colisiones
para el sistema quedarán descritas por las dipersiones de las ondas-s, despreciando
cualquier otro tipo de dispersion en estados superiores (como las ondas-p), siendo estas
consecuencias de un orden de temperatura superior. Adicionalmente la Ec. 3.2 establece
una longitud de separación o dispersión intermolecular en el orden de los 10−10m para
l = 1, representando una densidad bastante baja del sistema (1019m−3), lo cual es
congruente para un comportamiento cuántico.
La magnitud de la densidad descrita en el párrafo anterior corresponde a un número
de átomos o moléculas (en el caso de aire) que se encuentran en el rango de 1× 107 ≤
Nat ≤ 1× 109. Por ejemplo, en la MOT, el 87Rb y el 40K tienen un número de átomos
equivalente a 3 × 109 y 1 × 109, en su orden [54]. Aunque este es un número bastante
reducido de partículas, en comparación al número de Avogadro, aún no son condiciones
necesarias para la creación de un BEC o un gas cuántico degenerado de Fermi. Para
tal ﬁn, se desarrolló la técnica de enfriamiento por evaporación [25] cuya característica
fundamental es expulsar a aquellos átomos con mayores niveles de energía, dejando
a la cantidad que tiene los niveles de baja energía en el centro de la MOT. Una de
las formas para realizar el proceso anterior, es utilizar las trampas magnéticas, donde
los átomos de baja energía vivirán en regiones de campos magnéticos bajos. Otro tipo
de evaporación corresponde a las trampas ópticas, en las cuales un momento dipolar
es inducido en el átomo, producto de su interacción con el campo eléctrico del láser,
generando un potencial de conﬁnamiento en la trampa que dependerá de la intensidad
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del mismo2. El campo magnético y eléctrico de los tipos de evaporación tienen una
frecuencia asociada ωM y ωE. Por otra parte, la transición de un átomo de un estado
de menor energía |g〉 a uno de mayor |e〉 tiene una frecuencia característica ωT . Si ωM
ó ωE son iguales a ωT se presentará el efecto de resonancia, por lo tanto los átomos
pasarán a niveles de energía superiores, expulsándolos de la MOT. A la técnica en la
cual se utiliza el campo eléctrico del láser para atrapar los átomos con bajos niveles de
energía bajo las condiciones de frecuencia apropiadas, se le conoce como trampa óptica
fuera de la resonancia (FORT) [52].
Adicionalmente, la temperatura del sistema empieza a bajar, debido a que disminuye
el número de colisiones por segmento de área al decrecer el número de átomos. La
relación entre la temperatura y el número de átomos es de la forma T ∝ Nα, con
α como la eﬁciencia de la evaporación. Por ejemplo, en el 87Rb una temperatura de
100µK corresponde a una cantidad de átomos 108. Ahora, si se desea una temperatura
de 100nK serán necesarios 105 átomos, cantidad característica para el BEC o el gas
degenerado de Fermi3 [54].
Con las técnicas desarrolladas para el enfriamiento de los átomos, situación que se pre-
senta a densidades muy bajas, es posible acceder a los órdenes de magnitud descritos
en la Ec. 3.1, con el ﬁn de analizar diversas situaciones que presentan los simuladores
cuánticos, cuyo comportamiento dependerá del tipo de partícula: bosones o fermiones.
En las primeras partículas, el comportamiento típico es el de la condensación, donde el
conjunto de partículas se encuentra en el mismo estado de energía cuando la tempera-
tura es igual o menor que la temperatura crítica TBEC . Por otra parte, en los fermiones
el principio de exclusión de Pauli distribuye a las partículas desde el nivel más bajo
de energía hasta un último nivel, punto que se denomina energía de Fermi, cuya tem-
peratura corresponde a Tf ; para temperaturas inferiores a este punto el gas de Fermi
es degenerado. Adicional a estos comportamientos, se han encontrado situaciones co-
rrespondientes a los fenómenos de la materia condensada. Por ejemplo, la superﬂuidez
ocurre en kBTc ≈ 3.3 [55], con  = ~2n2/3/M , con n como la densidad del sistema
cuyo valor es ∼ 1019m−3, y M la masa de las partículas. Así mismo, la escala en la
cual ocurre la transición a superﬂuido es 0.17EF , siendo EF la energía de Fermi, la cual
corresponede a 0.76 [56].
Teniendo en cuenta las características que permiten el enfriamiento de los átomos a
temperaturas cercanas al cero absoluto, con el ﬁn de construir simuladores cuánticos
2Un mayor detalle de este proceso se expone en la sección 3.2.1.
3En la siguiente sección será expuesto el diagrama T vs N para un conjunto de átomos del isótopo de iterbio 173Yb,
con el ﬁn de deﬁnir el número aproximado N en el cual ocurre el degeneramiento.
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que estudien los Hamiltonianos base correspondientes a la materia condensada, en las
siguientes secciones se describirán las propiedades de los átomos de Itebio (171Yb) y su
relación con las técnicas de enfriamiento de átomos. Lo anterior tiene como objetivo
establecer las condiciones necesarias para la reproducción de un sistema que presente las
mismas propiedades del modelo de red de Kondo (Hund), y explorar el comportamiento
que presenta el sistema cuando las partes delocalizadas son sometidas a un potencial
tipo superred.
3.1. Estructura atómica de los átomos de iterbio.
En la sección anterior se nombraron las técnicas para obtener un conjunto de átomos
ultrafríos: enfriamiento por láser trampas magnéticas ópticas (MOT) y evaporación
magnética y eléctrica. Debido a que el sistema adquiere temperaturas del orden de los
nK, las partículas se encuentran en el estado base y en los niveles excitados más bajos.
Por lo tanto, debe existir una relación entre estas técnicas y la estructura atómica.
Para tal ﬁn, se empezará con la descripción de la notación que permite establecer los
distintos niveles de energía. Luego se establece el mecanismo que permite la transición
entre los niveles. Para el desarrollo del análisis, se tomarán como ejemplo los átomos
de iterbio.
El estudio de los átomos hidrogenoides se puede realizar a partir del Hamiltoniano:
Hˆ0 = Hˆel + Hˆfs + Hˆhf . (3.3)
El primer término del lado derecho de la Ec. 3.3 corresponde a la energía cinética y al
potencial de Coulomb entre los electrones. Aquí se asumirá que los electrones cercanos
al núcleo no inﬂuyen en el comportamiento del sistema, por lo tanto el sistema será
descrito por el estado electrónico de los electrones de valencia, situación que corresponde
a la estructura ﬁna del sistema Hˆfs, representada con la notación de Russell-Saunders
k2s+1LJ , donde k representa el número cuántico principal, s es la suma de los espines
de los electrones de valencia, L el momento angular orbital simbolizado por las letra S,
P, D, F..., cuyo valor es L = 0, 1, 2, ..., y J = L + s es el momento angular electrónico
total. Por otra parte, el acoplamiento entre el momento J y el espín nuclear I simboliza
la estructura hiperﬁna Hˆhf , cuya suma F = I+J representa el momento angular total.
El iterbio (Yb) se encuentra ubicado en la tabla periódica entre los elementos lantánidos
(o tierras raras) con número atómico 70, cuya estructura electrónica es [Xe] 4f14 6s2,
deﬁniéndolo como un átomo de cascarón cerrado, situación que se representa en el
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Figura 3.2: Niveles de energía del isótopo de iterbio 173Yb. Las líneas con ﬂechas marcan la longitud
de onda asociada a la energía de transición entre los diversos niveles, con el ﬁn de aplicar las técnicas
de enfriamiento que se encuentran en ese rango [26].
singlete formado por los electrones de valencia. Adicionalmente, el Yb cuenta con siete
tipos isótopos estables: cinco con número másico par (168Yb, 170Yb,172Yb,174Yb,176Yb)
y dos con impar (171Yb, 173Yb). Los espines nucleares de los isotopos fermiónicos, en
el orden nombrado, son I = 1/2 y I = 5/2. Con estas características, la notación de
Russell-Saunders para el 171Yb en el estado base es 1S0(F = 1/2), con s = 0, L = 0,
J = 0 y I = 1/2. Por otra parte, el primer estado excitado tendrá la notación 1P1.
La simetría de estos estados se verá afectada, cuando el átomo se desplace en un campo
magnético inhomogéneo, cuyo Hamiltoniano corresponde a HˆB = −µˆ ·B, término que
se adiciona a la Ec. 3.3, con µˆ como el operador del dipolo magnético y B el campo
magnético externo. La división de los momentos angulares corresponde a 2L + 1, to-
mando como ejemplo el momento angular electrónico L, cuyas componentes azimutales
tendrán los valores de m = −L,−L − 1, ..., L − 1, L. Bajo esta perspectiva, el primer
estado excitado 1P1, se divide en los subestados 3P2(L = 1), 3P1(L = 0) y 3P0(L = −1).
En la Fig. 3.2 se pueden apreciar estas divisiones para el 173Yb.
La primera etapa en el enfriamiento de los átomos de Iterbio, consiste en aplicar un láser
cuya longitud de onda corresponda a la transición entre los estados 1S0-1P1: este valor es
de 399nm (28MHz). Debido a que se aplica un campo magnético con el ﬁn de distribuir
y atrapar a los átomos en niveles más bajos de energía, para obtener un enfriamiento lo
más bajo posible se aplica otro láser con longitud de onda de 556nm, correspondiente a
la transición entre los estados 1S0-3P1. Con los dos procesos anteriores, la temperatura
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y el número de átomos del 173Yb en la MOT corresponde a 15µK y 2× 107 [26].
Similar al efecto que produce un campo magnético sobre un átomo, el cual produce un
rompimiento de la simetría, un campo eléctrico producirá el mismo resultado, inducien-
do un momento dipolar eléctrico sobre la partícula. El Hamiltoniano a añadir en la Ec.
3.3, corresponde a HˆE = −Dˆ · εep, con Dˆ como el operador del momento dipolar, ep la
dirección del campo, y ε(r, t) = ε(r) cos(ωEt) el campo eléctrico con frecuencia ωE, del
cual se deriva la intensidad del láser I(r) ∝ |ε(r)|2 [52], siendo una medida de la poten-
cia del láser por unidad de superﬁcie (W/m2). Con la descripción anterior, la segunda
etapa del experimento consiste en transferir los átomos de la MOT (trampa magnética
óptica) a la FORT (Trampa óptica lejos de la resonancia). La última consiste en aplicar
un láser horizontal y uno vertical sobre el conjunto de átomos con una longitud de onda
de 532nm (Fig. 3.2). Empezando la evaporación, el láser horizontal y vertical tienen un
potencia de 5.7W y 700mW, donde el número de átomos, correspondiente a 2 × 106,
tendrá una temperatura de 100µK. Para disminuir aún más la temperatura, la potencia
de la trampa horizontal decrece hasta igualarla con el valor que tiene la trampa vertical.
La relación entre el número de átomos en la trampa y la temperatura se aprecia en la
Fig. 3.3, en la cual se ha tomado la temperatura normalizada T/TF , con el ﬁn de hallar
el número de átomos necesarios para el degeneramiento, cuyo valor es N ≤ 1 × 104 a
una temperatura de enfriamiento próxima a los 75nK, con una longitud de dispersión
en el orden de los 6nm, valor característico de la onda-s, indicando que en el sistema
degenerado solo se consideran las dispersiones del estado base. Las características an-
teriores también se obtienen para el 171Yb, con el ﬁn de preparar a los átomos en una
red óptica unidimensional [57].
Figura 3.3: Temperatura normalizada T/TF de la FORT vs el número de átomos. El gas degenerado
de Fermi se produce para valores de T/TF < 1 [26].
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Los resultados obtenidos en el experimento de un gas degenerado de Fermi con átomos
de iterbio permiten analizar las siguientes situaciones: La primera corresponde a la in-
teracción entre dos fermiones, cuyo potencial es representado por el estado antisimétrico
de las dos partículas [58]:
V =
1
2
ˆ
d3x
ˆ
d3x′ψˆ†(x)ψˆ†(x′)V (x, x′)ψˆ(x)ψˆ(x′), (3.4)
donde ψˆ†(x) (ψˆ(x)) son los operadores creación y de destrucción de las partículas en el
espacio x y x′. Debido a la interacción de corto rango entre las partículas, caracterizada
por la longitud de dispersión de la onda-s as, se puede deﬁnir V (x, x′) con un pseudo-
potencial no regularizado en términos de una sola coordenada V (r) = 4pi~
2as
m
rˆ, con m
como la masa de los fermiones [51], por lo tanto la Ec. 3.4 es de la forma:
V =
4pi~2as
m
1
2
ˆ
d3rψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r) (3.5)
Si los dos fermiones ocupan el mismo estado cuántico (por ejemplo, si se encuentran en el
estado 1S0), se tiene que ψˆ(r)ψˆ(r) = 0, consecuencia del principio de exclusión de Pauli.
Lo anterior representa la anulación de Ec. 3.5, indicando que no existen interacciones
o colisiones para fermiones que ocupan el mismo estado de energía, lo cual se aplica en
el gas degenerado de átomos de iterbio.La segunda situación corresponde a los grados
de libertad internos de los átomos. Debido a que el átomo de iterbio no posee espín
electrónico, en el estado base el momento angular electrónico total es J = 0. Por lo
tanto, los estados internos quedarán representados por la división del espín nuclear,
consecuencia de aplicar el campo magnético externo. Por ejemplo, el 171Yb con espín
nuclear I = 1/2, tiene dos estados internos: espín arriba y espín abajo (σ =↑, ↓). Sin
embargo, un conjunto de átomos debe abandonar el estado 1S0 y pasar al estado excitado
más próximo conservando J = 0: este corresponde al estado metaestable 3P0. Generando
las condiciones necesarias para realizar la transición, el potencial dependiente del espín
que describe la interacción entre los estados es [58]4:
V =
4pi~2as
m
∑
σσ′
1
2
ˆ
d3rψˆ†σ(r)ψˆ
†
σ′(r)ψˆσ′(r)ψˆσ(r) (3.6)
donde σ es el grado de libertad del espín. La Ec. 3.6 sugiere que es posible estudiar
4En esta ecuación se asume que los espines de ambos estados son iguales.
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diversas simetrías SU(Ndeg), donde Ndeg representa el degeneramiento del espín nuclear,
si se tiene en cuenta que los espines de ambos estados pueden tener distintos grados de
libertad. Por lo tanto, con el gas degenerado de los isotopos 171Yb y 173Yb se pueden
modelar los Hamiltonianos de espín efectivo como el modelo Kugel-Khomskii y el de
red de Kondo (KLM) [29].
Con las características que ofrece el gas degenerado de iterbio, como la no interacción
entre los átomos que se encuentran en el mismo estado y el acoplamiento entre los
estados 1S0 y 3P0, en la siguiente sección serán expuestas las condiciones necesarias
para simular el KLM con un conjunto de átomos de Iterbio conﬁnados en un sistema
de redes ópticas.
3.2. Átomos ultrafríos conﬁnados en redes ópticas.
Las características del gas degenerado de iterbio, como la no interacción entre átomos
que se encuentran en el mismo estado, y el acoplamiento entre el estado base 1S0 y
el metaestable 3P0, son las principales razones que permiten simular el modelo de red
de Kondo (Hund), el cual tiene como ﬁnalidad describir un conjunto de momentos
localizados en la red, cuya interacción es mediada por el salto de otro conjunto de
partículas delocalizadas sobre cada uno de los sitios. Por lo tanto, en el gas degenerado se
deben crear las condiciones necesarias para desarrollar un sistema que permita distribuir
un conjunto de átomos en un estado localizado y en otro delocalizado. Este experimento
fue propuesto por Andrew Daley et al ., al construir dos redes ópticas completamente
independientes y manipulables para los estados 1S0 y 3P0 [28]. La particularidad de este
sistema es utilizar la interferencia de un rayo láser sobre cada uno de estados: para el
estado base y el metaestable, las longitudes de onda son diferentes, de tal manera que
la polarizabilidad de un láser sobre un conjunto de átomos en un estado, no afecte al
conjunto de átomos en el otro estado. Adicionalmente, para crear una red óptica con
sitios localizados y delocalizados, se variará la intensidad de cada uno de los láser, con
el ﬁn de crear sitios de máximo o mínimo potencial, cuya ﬁnalidad es el atrapamiento
de los átomos. En la siguiente sección se ampliarán las características necesarias para el
conﬁnamiento de los átomos en las redes ópticas, con el ﬁn de deﬁnir las interacciones
que se presentan en este tipo de sistemas para el desarrollo del KLM.
3.2.1. Conﬁnamiento de átomos en redes ópticas.
Las redes ópticas son cristales artiﬁciales de luz formados a partir de la interferencia de
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dos o más ondas provenientes del mismo rayo láser, lo cual permite obtener sistemas en
distintas dimensiones (1D, 2D y 3D) como se observa en Fig. 3.4, y consecuentemente
deﬁnir la geometría en la cual se desplazan las partículas conﬁnadas. Por ejemplo, un
sistema localizado se puede establecer por medio de una red 3D, mientras que un sistema
delocalizado puede obtenerse a partir de los conﬁguraciones 2D y 1D.
a) b) c)
Figura 3.4: Redes ópticas. a) Conﬁnamiento unidimensional. b) Conﬁnamiento bidimensional. c) Con-
ﬁnamiento tridimensional [51].
a)
b)
Figura 3.5: Frecuencia de conﬁnamiento. a) La frecuencia del laser es igual a la frecuencia de la
transición, por lo tanto no hay conﬁnamiento. b) La frecuencia del laser es distinta a la frecuencia de
la transición, por lo tanto existe conﬁnamiento.
Adicional a la interferencia que producen los rayos láser, lo cual forma zonas brillantes
(mayor intensidad) y oscuras (menor intensidad), la característica eléctrica que pre-
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senta el láser, siendo este un campo oscilante, permite que los átomos, a partir de su
momento dipolar, sean polarizados por el campo o queden conﬁnados en la red, efecto
llamado AC cambio Stark [21]. Por otra parte, la frecuencia de resonancia atómica
ω0 permite establecer cuando la energía del átomo puede ser afectada, situación que
se representa por las emisiones espontaneas, producto de las excitaciones resonantes,
las cuales ocurren si la frecuencia del láser ωL tienen un valor cercano o igual a ω0.
Por lo tanto, ωL debe ser mayor o menor que ω0 (Fig. 3.5), valores que no afectarán la
polarización del átomo o su conﬁnamiento. Experimentalmente, ωL debe ser menor que
ω0 para el atrapamiento [21].
De esta manera, para el caso más simple siendo este una red unidimensional, se puede
deﬁnir un potencial periódico (Fig. 3.6), el cual se escribe de la forma [51]:
V (x) ∼ I
∆
sin2(
pix
a
) (3.7)
Figura 3.6: Conﬁnamiento de átomos en un potencial periódico. La localización de los átomos en la
red aumenta con el potencial.
La Ec. 3.7 establece un potencial estacionario, donde I corresponde a la intensidad del
láser, a = λ/2 es su longitud de onda. Adicionalmente, a partir de la Ec. 3.7 se pueden
construir otro tipo de estructuras, con la superposición de potenciales estacionarios. En
la Fig 3.7 la primera franja de líneas rojas representa el potencial estacionario de la Ec.
3.7. La segunda franja corresponde a un potencial estacionario que tiene el doble de la
longitud de onda que el primero. Al superponer estas dos redes ópticas se obtiene un
potencial tipo superred, el cual se describe por la siguiente ecuación:
V (x) = V1 sin
2
(pix
a
)
+ V2 sin
2
(
2pix
a
)
(3.8)
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En la Ec. 3.8 V1 y V2 representan la profundidad de las redes individuales. Por lo tanto,
la superred tendrá una barrera de alta profundidad seguida de una barrera de poca
profundidad, lo cual se repetirá a lo largo de la red.
La combinación de los potenciales descritos en las Fig. 3.6 y 3.7, correspondientes a un
potencial armónico y uno superred, permiten estudiar un sistema de átomos localizados
y delocalizados asociados al estado 1S0 y 3P0, en cualquier orden. Por lo tanto, en la
siguiente sección se describirán las interacciones que presenta este tipo de sistema, con
el ﬁn de estudiar las fases que presentan un conjunto de átomos del isótopo de iterbio
171Yb, cuando se encuentran sometidos a un potencial tipo superred.
Figura 3.7: Potencia tipo superred, construido a partir de la superposición de dos redes ópticas con
diferente longitud de onda.
3.3. Simulando el Modelo de red de Kondo en un sistema de
redes ópticas.
Las características que presenta una red óptica, permite obtener diversas conﬁguracio-
nes de conﬁnamiento de los átomos, como un potencial armónico, tipo superred, etc.
Adicionalmente, esta conﬁguración deﬁnirá el tipo de comportamiento que presentan
los átomos, lo cual permite el Hamiltoniano del sistema. Este tratamiento fue desarro-
llado por Gorshkov et al . [29], utilizando átomos alcalinotérreos, los cuales tienen una
conﬁguración electrónica similar a los átomos de iterbio, cuyo resultado fue obtener los
Hamiltonianos de espín efectivo, como son el modelo de Kugel-Khomskii y el mode-
lo de red de Kondo (KLM) [29]. A continuación se dará una breve descripción de las
interacciones que presentan un conjunto de átomos conﬁnados en un sistema de redes
ópticas, y cómo es posible obtener el Hamiltoniano del KLM con estos sistemas y con
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las característica de un gas degenerado de iterbio 171Yb.
Para empezar el análisis, en la Fig. 3.8 se observa la posible simulación del modelo
de red de Kondo en un sistema de redes ópticas, donde los círculos azules y rojos
representan a un conjunto de átomos localizados (e) en el estado 1S0 y delocalizados (g)
en el estado 3P0, conﬁnados en un potencial de gran profundidad V e, y en uno de poca
profundidad V g, respectivamente. Las situaciones que se pueden generar en este sistema
son: el movimiento de los átomos a través de la red, la interacción entre los átomos en
el potencial V e, la interacción entre los átomos en el potencial V g, y la interacción
directa y de intercambio entre los átomos e y g, producto de las interacciones entre
ellos. No obstante, la Ec. 3.5 de la sección 3.1, en la cual se describe la no interacción
de los átomos en el mismo estado, anula la segunda y tercera situación, por lo tanto
no harán parte de la deducción del Hamiltoniano. Adicionalmente, las interacciones
restantes dependerán de los dos estados internos del 171Yb con espín nuclear I = 1/2,
representados por σ = (↑, ↓), tomando con referente la Ec. 3.5.
Figura 3.8: Simulación del modelo de red de Kondo en un sistema de redes ópticas. Los circulos azules
y rojos corresponden a los átomos localizados y delocalizados.
El comportamiento de un átomo sometido a un potencial se describe por medio del
Hamiltoniano −V (r) + ~2∇2/2m, con V (r) como el potencial que actúa sobre el sitio
de coordenada r, y m como la masa del átomo. Debido a que los únicos átomos que
pueden moverse en el sistema de la Fig. 3.8 son los que se encuentran en el potencial
de poca profundidad V g, la energía de salto para esta parte del sistema se escribe de la
forma:
H0 =
∑
gσ
ˆ
d3rψˆ†gσ(r)
(
− ~
2
2m
∇2 + Vg(r)
)
ψˆgσ(r) (3.9)
En el proceso de salto, un átomo se crea en un sitio i, pero fue destruido en el sitio
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vecino más cercano j, por lo tanto los operadores fermiónicos ψˆ†gσ(r) y ψˆgσ(r) pueden
representarse por medio de los operadores de creación (destrucción) cˆ†igσ (cˆjgσ) a través
de las funciones base de Wannier ψˆ†gσ(r) =
∑
iwg(ri − r)cˆ†igσ y ψˆgσ(r) =
∑
j wg(rj −
r)cˆjgσ. Reemplazando en la Ec. 3.9 se obtiene:
H0 = −
∑
〈i,j〉σ
Jg
(
cˆ†igσ cˆjgσ + h.c
)
, (3.10)
con Jg =
´
d3rwg(ri − r)
(
− ~2
2m
∇2 + Vg
)
wg(rj − r), y h.c como el operador hermítico
conjugado.
La Ec. 3.6 describe la interacción entre los átomos e y g en el sitio j. Tomándola como
referente, la interacción directa y de intercambio son de la forma [51]:
Ud = g
+ + g−
2
∑
σ,σ′
ˆ
d3rψˆ†gσ(r)ψˆgσ(r)ψˆ
†
eσ′(r)ψˆeσ′(r), (3.11)
Uex = g
+ − g−
2
∑
σ,σ′
ˆ
d3rψˆ†gσ(r)ψˆ
†
eσ′(r)ψˆgσ′(r)ψˆeσ(r). (3.12)
Aplicando nuevamente las funciones base de Wannier en las Ec. 3.11 y 3.12 se obtiene:
Ud = g
+ + g−
2
∑
iσσ′
ˆ
d3rw2g(ri)w
2
e(ri)cˆ
†
igσ cˆigσ cˆ
†
ieσ′ cˆieσ, (3.13)
Uex = g
+ − g−
2
∑
iσσ′
ˆ
d3rw2g(ri)w
2
e(ri)cˆ
†
jgσ cˆ
†
jgσ′ cˆjeσ′ cˆjeσ (3.14)
Reemplazando U±eg = g
±
eg
´
d3rw2g(ri)w
2
e(ri), y estos términos a su vez por Vd =
(
U+eg + U
−
eg
)
/2
y Vex =
(
U+eg − U−eg
)
/2 , las Ec. 3.13 y 3.14 adquieren la forma:
Ud = Vd
∑
iσσ′
cˆ†igσ cˆigσ cˆ
†
ieσ′ cˆieσ (3.15)
Uex = Vex
∑
iσσ′
cˆ†jgσ cˆ
†
jgσ′ cˆjeσ′ cˆjeσ (3.16)
Para entender el signiﬁcado de las ecuaciones anteriores, en la Fig. 3.9 se pueden ob-
servar los estados electrónicos referentes U+eg y U
−
eg, donde el primero se caracteriza por
tener un estado singlete |s〉 y el segundo se caracteriza por tener un estado triplete |t〉.
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Figura 3.9: Acoplamiento entre los átomo localizados e y los delocalizados g [29].
El término del potencial directo Ud se puede despreciar debido a que la densidad local
de los átomos localizados cˆ†ieσ′ cˆieσ = nˆieσ permanece constante, lo cual no alterará el
comportamiento del sistema. Por lo tanto el Hamiltoniano del sistema queda descrito
por la suma de las Ec. 3.10 y 3.16:
H = −
∑
i,σ
Jg
(
cˆ†igσ cˆ(i+1)gσ + h.c
)
+ Vex
∑
i,σ,σ′
cˆ†igσ cˆ
†
ieσ′ cˆigσ′ cˆieσ, (3.17)
el cual corresponde al KLM, compuesto de un conjunto de átomos de iterbio 171Yb
conﬁnados en redes ópticas, similar al KLM en materia condensada.
Figura 3.10: Comportamiento de un conjunto de átomos alcalinotérreos sometidos a un potencial
ármonico. j1 y j2 representan los sitios de la red, V˜ la hibridización entre los átomos en los sitios de
la red (circulos azules), y ng las densidad de los átomos delocalizados (cuadros rojos). Las condiciones
para reproducir el KLM se dan hacia el centro de la red. El número de sitios en la red es 25 [30].
Recientemente se ha decidido explorar el comportamiento que tiene un conjunto de
átomos alcalinotérreos sometidos a un potencial de conﬁnamiento armónico [30, 31].
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Allí se tiene un conjunto de átomos g y e en los estados 1S0 y 3P0, atrapados en dos
redes ópticas diferentes. Los átomos e se consideran inmóbiles mientras que los átomos
g se consideran móviles, debido a que se encuentran en una red de potencial poco
profundo. Por lo tanto, el sistema se puede describir en términos de la densidad de los
átomos g (ng), para un número determinado de sitios de la red. El comportamiento de
este sistema se puede observar en la Fig.3.10, donde j1 y j2 representan los sitios de
la red, V˜ la hibridización entre los átomos en los sitios de la red (circulos azules), y
ng las densidad de los átomos delocalizados (cuadros rojos). En los bordes de la red
ng ≈ 0 (sitios 1 y 25), por lo tanto la ocupación es cero y no existe ningun tipo de
comportamiento. A medida que nos desplazamos hacia el centro de los sitios de la red
el sistema presentará una región metálica, lo cual se representa por la línea roja vertical
entre el sitio 3 y 4, no obstante la hidridización entre las partículas aumenta para esta
zona, lo cual afectará las interacciones necesarias para reproducir el KLM. Entre los
sitios 4 y 9, el número de átomos localizados se iguala al número de sitios de la red, por
lo tanto el sistema tiene un dominio aislante. Por otra parte, la hibridización adquiere
un valor constante para esta región. Hacia el centro de la red el sistema nuevamente
presenta una región metálica, sin embargo la hibridización disminuye. En esta zona de
la red se presentan las características que permiten simular las condiciones del KLM,
debido a que las interacciones entre los átomos, consecuentes de la hibridización, son
muy reducidas, lo cual no afectará la singularidad del hamiltoniano.
Figura 3.11: Comportamiento de un conjunto de átomos alcalinoterreos sometidos a un potencial
cuadrático. El número de sitios de la red es 60 [59].
Por otra parte, tambien se ha considerado el estudio de un conjunto de átomos alcali-
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notérreos sometidos a un potencial cuadrático. Este comportamiento se observa en la
Fig. 3.11, similar al de la Fig. 3.10.
Con las gráﬁcas de las Fig. 3.10 y 3.11, se pueden establecer los diferentes comporta-
mientos que presenta el modelo de red de Kondo, los cuales corresponden con los que
se presentan en materia condensada. En la siguiente sección se hallarán los diagramas
de fase para sistemas parcialmente llenos (ng<1/2).
3.4. Transiciones de fase magnéticas de átomos de iterbio con-
ﬁnados en superredes unidimensionales.
En la sección anterior se describen los comportamientos que presenta el modelo de red
de Kondo, al cual se le suma un potencial tipo armónico y uno tipo cuadrático en los
cuales se establecen que regiones son bandas aislantes, regiones metálicas y los dominios
del aislante de Kondo. Motivados por estos estudios, en esta sección se hallarán los
diagramas de fase que representan las transiciones del comportamiento de un conjunto
de átomos de iterbio sometidos a un potencial tipo superred interactuando a través de
un acoplamiento ferromagnético con un conjunto de átomos localizados. Para tal ﬁn, se
utilizará la contraparte del modelo de red de Kondo, el modelo de red de Hund, al cual
se la añade el término del potencial. Este sistema se observa en la Fig. 3.12.
Figura 3.12: Modelo de Hund con un potencial tipo superred en los átomos delocalizados
El Hamiltaniano para la conﬁguración de la Fig. 3.12 es de la forma:
CAPÍTULO 3. ÁTOMOS DE ITERBIO (171YB) CONFINADOS EN REDES ÓPTICAS 51
H = −t
∑
i,σ
(
cˆ†i,σ cˆi+1,σ + h.c
)
+ J
∑
i
Sfi · Sci +
∑
i,σ
Vinˆi,σ (3.18)
En la Ec. 3.18 t es la amplitud del salto entre los sitios i y j, el cual se restringe a los
primeros vecinos (j = i+1). cˆ†i,σ (cˆj,σ) son los operadores de creación (destrucción) para
los átomos que se encuentran en el potencial tipo superred en el sitio i y j con espín
σ(=↑, ↓). El segundo término representa la interacción local tipo Heisenberg, donde J
es el factor de acoplamiento, Sfi = (1/2)
∑
σ,σ′ fˆ
†
i,σσσ,σ′ fˆi,σ′ es el operador total de espín
de los átomos localizados, Sci = (1/2)
∑
σ,σ′ cˆ
†
i,σσσ,σ′ cˆi,σ′ el de los átomos itinerantes, y
σ es la matriz de Pauli. fˆ †i,σ y fˆi,σ son los operadores de creación (destrucción) para los
átomos localizados.
El último término de la Ec. 3.18 corresponde al potencial tipo superred. nˆi,σ = cˆ
†
i,σ cˆi,σ
representa la densidad local de los átomos delocalizados. Vi determina el potencial tipo
superred, cuyo valor corresponde a la diferencia entre los potenciales de los sitios pares e
impares (Vi = Vp−Vim). Para facilitar el desarrollo numérico del problema se asumirán
los sitios pares con potencial Vp = V y los impares Vim = 0. Si en la Ec. 3.18 Vi = 0, se
retorna al modelo de red de Kondo (Hund). Por otra parte, se tomarán los parámetros
adimensionales J/t y V/t, con t = 1. Adicional a estas variables, el comportamiento
del sistema se determina por el número de sitios en la red L, correspondientes a las
regiones de máximo potencial (línea azul Fig. 3.12), en los cuales se asumirá que existe
un átomo por sitio.
El análisis de la Ec. 3.18 se realizará por medio del método del grupo de renormalización
de la matriz densidad DMRG (Apéndice A), a partir del factor de estructura total de
espín:
S(q) =
1
L
L∑
j,k
eiq(j−k)
〈
STj · STk
〉
. (3.19)
El modelo de red de Hund (HLM) para una densidad de n = 1/3 presenta una fase
ferromagnética en J & 5 5. Sin embargo, esta fase ocurre para J < 5 cuando el modelo
es sujeto a un potencial tipo superred, como se observa en la Fig. 3.13b, en la cual se
consideró J = 2 y V = 5, para un número de sitios L = 102, la cual se representa por el
máximo valor que adquiere S(q) cuando q = 0. De esta gráﬁca se puede inducir que el
conﬁnamiento de los átomos delocalizados en los sitios pares aumenta con el potencial,
reduciendo el tunelamiento y favoreciendo el acoplamiento ferromagnético.
5El lector puede conﬁrmar este valor en la Fig. 2.13 de la sección 2.2.
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Con la densidad nombrada en el párrafo anterior, para J = 2 el HLM presenta una
fase espiral (↗, ↑,↖,←, ...) o paramagnética, indicando que existe un comportamiento
característico del acoplamiento RKKY (orden-desorden). Si el sistema de redes ópticas
presenta el mismo valor de acoplamiento y un potencial tipo superred lo suﬁcientemente
bajo (V = 2), este comportamiento será similar al que tiene el HLM, lo cual se establece
con la Fig. 3.13b, donde S(q ≈ 2) expone un máximo valor para V = 2 y J = 2,
encasillando al sistema en una fase paramagnética. Al comparar esta ﬁgura con la Fig.
3.13a, se aprecia que el potencial se reduce, por lo tanto el grado de libertad traslacional
de los átomos aún subsiste en el sistema para bajos potenciales.
Para culminar el análisis de la Fig. 3.13, se cambiará el acoplamiento ferromagnético y
se ﬁjará el potencial. Comparando las ﬁguras 3.13a y 3.13b, el valor máximo de S(q)
tiene un orden paramagnético en J = 1 y un orden ferromagnético en J = 2 para V = 5.
Esto signiﬁca que para altos valores del potencial la regla de Hund, en la cual los átomos
localizados tienden a alinearse paralelamente con los delocalizados, se favorece aunque
J presente valores bajos (comparando con los valores del HLM), lo cual conduce al
sistema a una fase ferromagnética cuando el acoplamiento se incrementa en este orden
de magnitud.
Con el análisis de la Fig. 3.13 se puede establecer que el sistema de redes ópticas con un
potencial tipo superred, cambia de una fase paramagnética a una fase ferromagnética
cuando varián los parámetros de acoplamiento o del potencial de la superred.
Figura 3.13: Factor de estructura de espín de los átomos de iterbio en un potencial tipo superred. El
tamaño de la red es L = 102 y el número de átomos delocalizados es N = 34. a) y c) representan una
fase paramagnética en J = 1, V = 5 y J = 2, V = 2. b) expone una fase ferromagnética en J = 2,
V = 5
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Continuando con el análisis del sistema con n = 1/3, el valor pico del factor de estructura
de espín S(q)max representa el orden magnético del sistema. Como ejemplo, en la Fig.
3.13a se observa que el máximo valor que adquiere S(q) ≈ 12 cuando el número de
sitios de la red equivale a L = 102. Consecuentemente, se puede establecer S(q)max
para distintos valores de los sitios de la red, resultados que se representan por los
puntos rojos de la Fig. 3.14, donde la densidad, el potencial (V = 5) y el factor de
acoplamiento (J = 1) permanecen constantes. El mismo procedimiento se hace para el
caso ferromagnético, obteniendo como resultado los puntos azules de la Fig. 3.14, en la
cual se utilizaron los valores de V = 5 y J = 2. Adicionalmente, en la ﬁgura se observa
que las líneas roja y azul, las cuales sirven como guía para los ojos, adquieren un valor
constante cuando L → ∞ (punto de intersección con el eje). Esto signiﬁca que en el
límite termodinámico los estados paramagnético (línea azul) y ferromagnético (línea
roja) no se alterarán con el aumento de los sitios de la red. Por lo tanto, el estudio del
Hamiltoniano de la Ec. 3.18, se puede aplicar al gas degenerado de Fermi compuesto
del isotopo de iterbio 171Yb, el cual tiene aproximadamente 1× 104 átomos [26].
Figura 3.14: Valor máximo de S(q) para los casos ferromagnético (J = 2) y paramagnético (J = 1)
con V = 5.
Las Fig. 3.13 y 3.14 demuestran que el sistema se rige por los comportamientos ferro-
magnético y paramagnético para algunos valores de J y V , cuando el sistema tiene
una densidad de n = 1/3. Sin embargo, estos diagramas no representan una relación
explícita en la cual se puede establecer una transición de fase para estos parámetros.
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Figura 3.15: Diagramas de fase magnéticos de los átomos de iterbio para el modelo de Hund con un
potencial tipo superred, para las densidades 1/6, 1/5, 1/3, 1/4 ,3/8, 2/5. Las líneas son guías para los
ojos, delimitando el a¯ea paramagnética y ferromagnética.
Para deﬁnir si el sistema es paramagnético o ferromagnético, S(q) adquiere un valor
máximo para unos valores determinados de J y V (Fig 3.13). Teniendo en cuenta
esta caracterización, en el momento en que S(q) "salte" de un estado paramagnético a
uno ferromagnético para valores muy cercanos de J y un potencial deﬁnido V , allí se
establecerá el punto crítico Jc en el cual ocurre la transición de fase. Como ejemplo,
en la Fig. 3.15 cuando n = 1/6, se establece el potencial V = 1, cuyo punto crítico
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es Jc ≈ 0.58. Para V = 3, Jc ≈ 0.3, y así sucesivamente para los demás puntos.
Adicionalmente, en la Fig. 3.15 la línea sirve como referente para los ojos, con el ﬁn de
establecer el área en la cual se presenta ferromagnetismo y paramagnetismo. Se pueden
observar que las áreas son similares para distintos valores de la densidad, la cual aumenta
de izquierda a derecha y de arriba abajo en la ﬁgura. Así mismo se puede observar que
para un valor determinado de V , el punto crítico aumenta con la densidad. Por ejemplo,
ﬁjando V = 1, los valores del punto crítico son: Jc ≈ 0.8 para n = 1/5, Jc ≈ 1.75 para
n = 1/4, Jc ≈ 4 para n = 1/3, etc6. Adicionalmente, en estas gráﬁcas se puede observar
la propagación del área ferromagnética cuando el potencial se incrementa. Por lo tanto,
existen dos situaciones para el análisis: 1) Cuando V → 0: los puntos de intersección
con el eje vertical en cada una de las densidades, corresponden a los puntos críticos del
HLM7. 2) Cuando V →∞: la fase ferromagnética se puede obtener para bajos valores
del acoplamiento, donde el punto crítico en el cual ocurre la transición adquiere un valor
aproximadamente constante. Esto se debe a que el aumento del potencial tipo superred
conlleva a los átomos delocalizados a ser localizados, y consecuentemente la correlación
entre los átomos del potencial y los que se encuentran inicialmente localizados (círculos
azules, Fig. 3.12) aumentará, generando un sistema ferromagnético en su mayoría.
Una vez deﬁnida la relación entre J y V , para ﬁnalizar el análisis de los átomos de iterbio
conﬁnados en un potencial tipo superred, y con un acoplamiento ferromagnético entre
las partes localizadas y delocalizadas, a continuación serán expuestos los diagramas de
fase dependientes de la densidad para valores de n < 1/2.
Similar al procedimiento desarrollado para obtener los punto críticos de la Fig. 3.15, en
esta ocasión se ﬁjará el valor del potencial y se hallará el valor de J en el cual ocurre la
transición, para diversos valores de n. Los diagramas para diversos valores del potencial
se observan en la Fig. 3.16. Allí se aprecia que el punto crítico para una densidad dada
disminuye con el potencial. Por ejemplo, para n = 3/8 = 0.375, el valor que adquiere
J para V = 1, es aproximadamente 5.5. Para V = 3, J ≈ 3.5. Para V = 5, J ≈ 2.5,
y así para los demás potenciales. Estos valores corroboran la hipótesis de la Fig. 3.15,
en la cual la correlación se extiende sobre todas las partículas del sistema cuando el
potencial aumenta, generando un sistema ferromagnético en su mayoría. Para terminar,
en la Fig. 3.17 se resume el comportamiento del sistema para tres valores distintos del
potencial. La línea negra corresponde al modelo de Hund, donde la fase ferromagnética
se deﬁne para altos valores de J y la fase paramagnética para bajos valores del mismo.
Si el potencial se aumenta en una unidad (V = 1), el área ferromagnética empieza a
6La relación que presentan estas cantidades, será expuesta en la Fig. 3.17
7El lector puede conﬁrmar este valor en la Fig. 2.13 de la sección 2.2.
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expandirse, presentándose en los valores de acoplamiento bajo. A medida que se sigue
aumentando el potencial (V = 5), el área ferromagnética se sigue expandiendo.
Con esta gráﬁca se concluye que el sistema de un conjunto de átomos de iterbio lo-
calizados, interactuando a través de un acoplamiento ferromagnético, con un conjunto
de átomos delocalizados conﬁnados en un potencial tipo superred, aumenta su com-
portamiento ferromagnético cuando se incrementa el potencial, consecuencia de que
los átomos delocalizados se vuelven localizados, situación que aumentará la correlación
entre los sitios del sistema.
Figura 3.16: Diagramas de fase magnéticos: acoplamiento en función de densidad para diversos valores
del potencial (V = 1, V = 3, V = 5 y V = 7). Se aprecia que la área de la fase ferromagnética se
incrementa con el potencial.
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Figura 3.17: Diagrama de fase del modelo de Hund y del modelo de un potencial tipo superred actuando
sobre los átomos delocalizados. El área ferromagnética decrece con el potencial.
CONCLUSIONES
El modelo de red de Kondo (KLM) y el modelo de Hund (HML), siendo estos de gran
importancia en el área de materia condensada y de átomos ultrafríos, representan un
sistema de dos bandas con interacciones entre ellas, donde sus principales característi-
cas son la ubicación de un momento localizado en cada sitio de la red, la interacción
tipo Heisenberg con factor de acoplamiento J sobre cada sitio, la no interacción entre
partículas de la misma banda, y dos grados de libertad por banda. A partir del Hamil-
toniano que representa las condiciones anteriores, se pueden hallar los diagramas de fase
magnéticos del sistema, donde el área de la fase paramagnética se incrementa y la fase
ferromagnética disminuye a medida que el número de partículas delocalizadas se iguala
al número de sitios en la red, razón que representa la densidad del sistema. Así mismo,
el comportamiento se rige por dos escalas de energía, donde la primera corresponde a un
acoplamiento débil o RKKY (JRKKY ), situación que representa un orden-desorden en
el sistema, y una acoplamiento fuerte o de Kondo (Jk), induciendo el ferromagnetismo
en el sistema.
Adicionalmente, los experimentos realizados con los gases degenerados de iterbio y el
conﬁnamiento de átomos ultrafrios en redes ópticas, en los cuales se pueden establecer
distintas conﬁguraciones (armónico, superred, etc) y diferentes estados (1S0 y 3P0),
permiten crear las condiciones necesarias para realizar la simulación del modelo de red
de Kondo o de Hund.
Teniendo en cuenta las características anteriores, en este trabajo se considera un sistema
compuesto por un conjunto de átomos localizados conﬁnados en un potencial armóni-
co y un conjunto de átomos delocalizados conﬁnados en una red óptica con potencial
tipo superred V , cuya interacción se rige por una de tipo Heisenberg con acoplamiento
ferromagnético J , y el cual presenta las mismas condiciones que el KLM (HLM). Para
realizar el estudio del sistema se utilizó el grupo de renormalización de la matriz densi-
dad (DMRG). Con este método numérico se obtienen los valores del factor de estructura
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de espín, el cual permite clasiﬁcar al sistema en un comportamiento ferromagnético o
paramagnético para un valor deﬁnido del potencial y del acoplamiento. Con lo anterior
se analizaron las siguientes situaciones: la primera corresponde a la variación del poten-
cial y del acoplamiento, manteniendo alguno de los dos ﬁjo. Si el sistema inicialmente
presenta una fase paramagnética para un valor de J y V , cuando V aumenta hasta
un valor lo suﬁcientemente grande, el sistema se vuelve ferromagnético. Por otra parte,
si se mantiene el potencial alto y el acoplamiento adquiere un valor lo suﬁcientemente
bajo, el sistema retorna a la fase paramagnética.
La segunda situación corresponde al límite termodinámico (L → ∞), en el cual se
mantiene la fase ferromagnética y la fase paramagnética cuando el número de sitios es
lo bastante grande, para valores deﬁnidos de J y V .
La tercera situación establece la relación entre el punto crítico J c y V , para un valor
determinado de la densidad. A medida que aumenta el potencial el valor crítico en el
cual ocurre la transición empieza a disminuir, hasta adquirir un valor aproximadamente
constante cuando V → ∞. El diagrama de fase para esta situación demuestra que el
comportamiento ferromagnético se incrementa a medida que aumenta el potencial. Este
comportamiento se repite para valores de la densidad menores que un medio (n <1/2).
La última situación corresponde a la relación entre el acoplamiento y la densidad del
sistema. Cuando el potencial es cero (V = 0), la fase paramagnética aumenta a medida
que la densidad lo hace. Sin embargo, cuando se aplica un potencial tipo superred el
área de la fase paramagnética disminuye, dando lugar al ferromagnetismo.
Con las situaciones anteriores se puede establecer que el aumento del potencial tipo
superred, conduce a los átomos delocalizados a ser localizados. Aunque el acoplamiento
ferromagnético sea muy pequeño, para un valor los suﬁcientemente grande del poten-
cial el sistema presenta una fase ferromagnética. Esto indica que la correlación entre los
átomos inicialmente localizados (los que se encuentran conﬁnados en el potencial armó-
nico) y los que posteriormente se vuelven localizados (los que se encuentran conﬁnados
en el potencial tipo superred), aumenta cuando el potencial se incrementa.
De esta manera queda determinado el comportamiento magnético de un sistema com-
puesto de átomos de iterbio conﬁandos en un sistema de superredes unidimensionales.
No obstante, lo más relevante del conﬁnamiento de átomos ultrafríos, es la manipución
de cualquier parámetro del sistema lo cual permite estudiar, no solo el Hamiltaniano
del modelo de red de Kondo cuando en alguna de sus bandas se alteran las condiciones,
sino cualquier tipo de sistema que presente transiciones de fase cuánticas. Adicional-
mente estos sistemas permiten reproducir las condiciones de materiales que presenten
este tipo de transiciones, y así mismo, crear las condiciones necesarias con el ﬁn de crear
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un material determinado.
Como proyección a trabajos futuros, quedarán pendientes los diagramas de fase para
valores de la densidad iguales o mayores que n ≥ 1/2. Adicionalmente, se pueden
analizar los comportamientos para altos valores del acoplamiento y de la densidad,
región en la cual se presenta una separación de fase ferromagnética-antiferromagnética.
Sin embargo, se podría dar un indicio de que esta región se verá afectada por la imposi-
ción del potencial tipo superred, por lo tanto es necesario desarrollar el procedimiento
para altos y bajos valores del acoplamiento.
Apéndice A
Grupo de renormalización de la matriz
densidad [7].
El modelo de Hubbard, el modelo de red de Kondo, el modelo de Kugel-Khomskii,
siendo Hamiltonianos de espín efectivo, hacen parte de los sistemas de muchos cuerpos,
cuyo interés se ha incrementado en los últimos años consecuencia de una gran variedad
de experimentos que se pueden desarrollar con átomos ultrafríos. En estos sistemas, los
grados de libertad determinarán el número de estados del sistema, representados por
un conjunto de autovectores|i〉. No obstante, si el sistema está compuesto de partículas
con espín S = 1/2, este presentará un número de estado proporcional a 2N donde N
corresponde al número de partículas, lo cual signiﬁca aumento bastante considerable del
espacio de Hilbert a medida que se aumenta el tamaño del sistema, y consecuentemente
se requerirá de mucho tiempo y capacidad computacional para poder diagonalizar la
matriz de la dimensión resultante. White en 1992 propuso una forma de truncar la
matriz, basada en quedarse con los eigenvalores mas relevantes del sistema usando
matrices densidad. Este método se conoce como el DMRG, en el cual
|ψ〉 =
∑
i,j
ψij |i〉 |j〉 (A.1)
La matriz densidad reducida para el sistema se deﬁne como:
ρii′ =
∑
j
ψ∗ijψi′j (A.2)
El valor esperado de un observable A del sistema es:
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〈A〉 = Tr(ρA) =
∑
ii′
ρii′Aii′ (A.3)
Los autovalores de ρ son ωα (ρ |α〉 = ωα |α〉). Estos dan la probabilidad de que el
sistema se encuentre en el estado |α〉, con∑α ωα = 1. Con esto, el valor del observable
A del sistema se puede reescribir de la forma:
〈A〉 =
∑
α
ωα 〈α |A|α〉 (A.4)
La ecuacion anterior permite calcular 〈A〉 prescindiendo de los estados |α〉 para los
cuales ωα ≈ 0 sin incidir en un error apreciable. Si se quiere representar de manera más
precisa el estado |ψ〉 del superbloque, se pueden usar solo m < l estados del sistema,
es decir, solo se necesitan los estados |α〉 correspondientes a los m autovalores ωα más
grandes de la matriz densidad reducida, por lo tanto, el superbloque se puede aproximar
a la forma:
|ψ〉 ≈ ∣∣ψ〉 = m∑
α=1
∑
j
aαj |α〉 |j〉
El error que se obtiene es:
ε =
∣∣∣∣ψ〉− |ψ〉∣∣2 = 1− m∑
α=1
ωα
siendo mínimo cuando se toman los mayores valores de ωα. De esta manera, la matriz
densidad lleva a una forma óptima de reducir la base del espacio de Hilbert, lo cual
permite obtener una buena aproximación del estado del superbloque con solo algunos
estados del sistema.
Teniendo en cuenta que se puede elegir la forma del superbloque (esto depende los
valores de m que se tomen), se tendrán dos tipos de algoritmos del DMRG: inﬁnito y
ﬁnito.
A.1. Algoritmo inﬁnito.
Diagonalizando la matriz del Hamiltoniano se obtienen los estados buscados, lo que
permite contruir la matriz densidad reducida, obteniendo el Hamiltoniano reducido del
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sistema. En cada paso la longitud del bloque aumenta en un sitio, y por tanto la longitud
del superbloque aumenta en dos. En la siguiente ﬁgura se aprecia un ejemplo para un
sistema de cuatro sitios idénticos.
Figura A.1: Diagrama esquemático de algorítmo inﬁnito para el método DMRG [60].
Para el desarrollo del algoritmo se pueden realizar los siguientes pasos:
1. Se considera una red de un pequeño tamaño l, formando el sistema de bloque S.
Un operador en el sitio nth (Sn) se representa en términos de los estados |in〉. Se
montan las matrices que representan el Hamiltoniano de cada sitio y los operadores
relevantes.
2. Se construye una representacion del Hamiltoniano Hi1i2...il,i′1i
′
2...i
′
l
para el sistema
total.
3. El Hamiltoniano del sistema se diagonaliza utilizando métodos especiales (Lanczos
o Davidson), obteniendo los eingenvectores y eingenvalores del estado base.
4. A partir de los eingenvectores se halla la matriz densidad reducida del sistema
usando el estado base.
5. Se diagonaliza la matriz densidad y se hallan los m valores propios con sus vectores
asociados.
6. Los m vectores se utilizan como las columnas de una matriz O de transformación,
llevando el operador A del sistema a un nuevo operador A′ mediante la operación
A′ = OAO+.
7. Se reemplaza el viejo bloque 1 con el nuevo bloque 1.
8. Se reemplaza el viejo bloque 4 con la refexión del nuevo bloque 1.
9. Se regresa al paso 2.
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A.2. Algoritmo ﬁnito
Para un mismo tamaño L del superbloque, en este método se van variando los bloques
del sistema y del ambiente hasta encontrar una conﬁguración simétrica. Lo que se quiere
en cada paso es agrandar el tamaño del sistema hasta que l′ sea el minimo posible. Este
algoritmo se puede resumir en los siguientes pasos:
1. Se construye un superbloque de tamaño L a partir del algoritmo de sistema inﬁnito.
Se divide el bloque en cuatro bloques o espacios, donde los dos primeros representan
el sistema y los dos últimos el ambiente. El primero tiene un tamaño l = L/2 + 1,
el segundo y el tercero tienen el tamaño de un solo sitio, y el cuarto equivale a
l′ = L/2− 1, teniendo en cuenta que L = l + l′ + 2.
2. Se iguala l = L/2. El primer espacio corresponde a B(l, •) y la reﬂexión o cuarto
espacio corresponde a B(l′, •) = B(L− l − 2, •).
3. Se desarrollan los pasos 2 = 7 del algoritmo inﬁnito,.
4. Se sustituye el viejo bloque B(l + 1, •), por el nuevo bloque B(l + 1, •).
5. Se reemplaza el bloque 4 con la reﬂexión de B(L− l−2, •), obtenido de la primera
mitad de o esta iteración.
6. Si l < L− 3, se hace L = L+ 1 y se vuelve al paso 3.
7. En este paso se establecen nuevamente cuatro bloques iniciales, pero esta vez los
tres primeros consisten de un solo sitio y el cuarto es la reﬂexion de B(L − 3, •),
el cual proviene de la iteración anterior. Esto demuestra que l′ se ha reducido.
Este proceso se repite después de 2 ó 3 iteraciones y luego se detiene. El hecho de reducir
l′ o baño estadístico, permite obtener una mejor representación de los bloques.
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