Abstract. The Ising model is one of the simplest and most famous models of interacting systems. It was originally proposed to model ferromagnetic interactions in statistical physics and is now widely used to model spatial processes in many areas such as ecology, sociology, and genetics, usually without testing its goodness-of-fit. Here, we propose an exact goodnessof-fit test for the finite-lattice Ising model. The theory of Markov bases has been developed in algebraic statistics for exact goodness-of-fit testing using a Monte Carlo approach. However, this beautiful theory has fallen short of its promise for applications, because finding a Markov basis is usually computationally intractable. We develop a Monte Carlo method for exact goodnessof-fit testing for the Ising model which avoids computing a Markov basis and also leads to a better connectivity of the Markov chain and hence to a faster convergence. We show how this method can be applied to analyze the spatial organization of receptors on the cell membrane.
Introduction
The Ising model was invented as a mathematical model of ferromagnetism in statistical mechanics and it first appeared in [20] , a paper based on Ising's Ph.D. thesis. The model consists of binary variables, called spins, which are usually arranged on an integer lattice, allowing each spin to interact only with its neighbors. The Ising model has played a central role in statistical mechanics; see [9] for a review. Since the Ising model allows a simplified representation of complex interactions, it has been used in various areas, e.g. for image analysis pioneered by Besag [6, 7] , to model social and political behavior [14, 15] , to model the interactions of neurons [29, 31] , or to analyze genetic data [23] . Statistical inference for the Ising model is often made on the basis of a single observed lattice configuration. In this paper, we propose a method for goodness-of-fit testing for the Ising model that can be applied in this setting.
Among the many contributions of Julian Besag, he wrote a series of papers on hypothesis testing for spatial data when asymptotic approximations are inadequate [4, 5, 8, 10] . He proposed and applied Monte Carlo tests for this purpose [3, 4] : An irreducible, aperiodic Markov chain starting in the observed configuration is built on the set of all spatial configurations with the same sufficient statistics. The true (non-asymptotic) conditional p-value is approximated by the p-value resulting from the distribution of a test statistic evaluated at the Monte Carlo samples. The main difficulty of this approach is to guarantee irreducibility of the Markov chain. In [8] Besag and Clifford discuss hypothesis testing specifically for the Ising model and propose using simple swaps of two randomly chosen lattice points of different states, accepting those which preserve the sufficient statistics. As noted by Bunea and Besag in [10] , this algorithm leads to a reducible Markov chain without any guarantees of converging to the correct conditional distribution. It remained an open problem to develop an irreducible version of this algorithm, a problem we solve in this paper.
Diaconis and Sturmfels introduced Markov bases and developed a general framework for sampling from a conditional distribution (given the sufficient statistics) in discrete exponential families [12] . A Markov basis is a set of moves that connect any two configurations with the same sufficient statistics by passing only through configurations that preserve the sufficient Date: October 7, 2014. 1 statistics. Thus, a Markov basis allows building an irreducible Markov chain and performing non-asymptotic goodness-of-fit testing. As shown by Diaconis and Sturmfels in [12] , finding a Markov basis for a particular model is equivalent to finding generators for a specific ideal in a polynomial ring and can (in principle) be computed using Gröbner bases techniques. This spurred a lot of research in algebraic statistics (see [2, 13, 19, 26, 25] or more recently [11, 17, 22, 27, 30] ). However, the Markov basis approach to goodness-of-fit testing could not be exploited in applications, because computing a Markov basis is often computationally intractable and only possible for toy models. As we show in Section 2.2, a Markov basis for the Ising model on a 3×3 lattice consists already of 1,334 moves. Computing a Markov basis for the Ising model on a 4×4 lattice is computationally infeasible using the current Gröbner basis technology. A similar problematic has been observed for other graphical models (computed up to 4-node graphs in [24] ) and for network models (computed up to 5-node graphs in [28] ). See [21] for a collection of Markov bases that have been computed during the last years.
In this paper, we propose a method for sampling from a conditional distribution (given the sufficient statistics) which circumvents the need of computing a Markov basis. The idea is to use a set of simple moves, a subset of the Markov basis, which can be computed easily but does not necessarily lead to a connected Markov chain. We then build a connected Markov chain using these simple moves by allowing a bounded change in the sufficient statistics. We show how this method can be applied for goodness-of-fit testing in the Ising model by giving an irreducible version of the algorithm by Bunea and Besag [10] . For the first time, a hypothesis testing method inspired by the Markov basis approach can be performed on large models that are relevant for applications. The approach described in this paper to overcome the computational problems of computing a Markov basis for the Ising model should be extendable to other models of interest, such as models on contingency tables or network models previously considered in algebraic statistics.
Our paper is structured as follows: In Section 2, we introduce notation for the finite-lattice Ising model and describe the sufficient statistics for this model. We also introduce Markov bases in the context of Ising models and determine a Markov basis for the 2-dimensional Ising model of size 3×3. Section 3 contains the main results of this paper. We prove that simple swaps are sufficient for constructing an irreducible, aperiodic and reversible Markov chain when allowing a bounded change in the sufficient statistics of size 2 d−1 , where d denotes the dimension of the Ising model. In Section 4 we discuss several test statistics for the Ising model and we analyze their performance using simulated data in Section 5. Finally, in Section 6 we apply our exact goodness-of-fit test for the Ising model to biological data and analyze the spatial organization of receptors on the cell membrane.
2. Background 2.1. Ising model. The Ising model was originally introduced to study magnetic phase transitions and is now one of the most famous models of interacting systems [9, 20] . The Ising model consists of a collection of binary random variables, the spins, which are usually arranged on an integer lattice, with the edges representing interaction between spins. In this section, we introduce some notation and recall the mathematical definition of the Ising model. Let [k] denote the set of integers {1, . . . , k}.
and whose edge set E consists of pairs i, j ∈ V such that i and j agree in all coordinates except for one in which they differ by one. To each vertex i ∈ V we associate a binary random variable Y i taking values in {0, 1} and edges represent interaction between the adjacent random variables. A configuration is an element y ∈ S := {0, 1} N 1 ×···×N d . To each configuration y, we associate the following two quantities:
where the first quantity counts the number of ones in the configuration, and the second counts the number of edges between vertices with different values. For d = 2, we represent a configuration y by a diagram, where the vertices of L are represented by squares in a grid, the edges correspond to two adjacent squares, the ones in the configuration are represented by colored squares and the zeroes by white squares. For instance, the configuration y = (0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0) ∈ {0, 1}
5×5
(the entries are read column-wise) is represented by the diagram depicted in Figure 1 . This example has T 1 (y) = 6 and T 2 (y) = 18.
For the Ising model the probability of observing a configuration y ∈ S is given by the Boltzmann distribution:
where α, β are the model parameters and Z(α, β) is the normalizing constant. Note that the quantities T 1 (y) and T 2 (y) are the sufficient statistics of the model. Sometimes one considers an extra parameter representing the temperature of the configuration. In this paper, however, we focus on the simplified version where the joint probability does not depend on the temperature. Working over the state spaceS := {−1, 1} N 1 ×···×N d and replacing every zero in a configuration y ∈ S by −1, leads to a configuration x ∈S, and we get the classical definition of the Boltzmann distribution with sufficient statistics
where
the number of edges in L, there is a one-to-one correspondence between the two representations. In the following we work over the state space S, since this simplifies notation.
Our goal is to develop an exact goodness-of-fit test for the Ising model that is applicable when only a single lattice configuration is observed. Our null hypothesis is that an observed configuration y ∈ S is sampled from the Boltzman distribution (2.2) for unspecified parameters α and β. In Section 4 we describe several alternatives such as the presence of long-range interactions or non-homogeneity.
For fixed a, b ∈ Z >0 we define the corresponding configuration sample space by S(a, b) := {y ∈ S | T 1 (y) = a, T 2 (y) = b}.
We denote the distribution of a Boltzmann random variable Y conditioned on the values of the sufficient statistics by
A simple computation shows that for the Ising model, π is the uniform distribution on S(a, b).
Then the conditional p-value of a given configuration y can be approximated using Markov chain Monte Carlo (MCMC) algorithms for sampling configurations from the conditional distribution π. However, MCMC methods for hypothesis testing in the Ising model have various computational obstructions: The sample space S(a, b) grows exponentially with the size of the lattice L rendering direct sampling infeasible. In addition, in order to ensure that the stationary distribution of the Markov chain is the conditional distribution π, the Markov chain needs to be irreducible (i.e. connected). This is difficult to achieve since the space S(a, b) has a complicated combinatorial structure. One way to overcome this problem is to use a Markov basis to construct the Markov chain. We now formally introduce Markov bases and then discuss the computational limitations of this approach for goodness-of-fit testing in the Ising model. 
(ii) For any a, b ∈ Z >0 and any x, y ∈ S(a, b), there exist z 1 , . . . , z k ∈ Z such that
The elements of Z are called moves. A Markov basis allows constructing an aperiodic, reversible and irreducible Markov chain that has stationary distribution π using the Metropolis-Hastings algorithm by selecting a proposed move z uniformly from Z and accepting the move from y to y + z with probability min(1, π(y + z)/π(y)) as long as y + z ∈ S(a, b). See [12, Lemma 2.1] for a proof. Since π is the uniform distribution for the Ising model, the acceptance probability is 1 for any element y + z ∈ S(a, b).
As explained in [12, Section 3] , a Markov basis can also be defined algebraically. For the Ising model the algebraic description is as follows: Consider the polynomial ring C[P y | y ∈ S] of complex coefficients where the indeterminates are indexed by configurations. Similarly, we consider the polynomial ring
with two sets of indeterminates, one indexed by the vertices of L and the other by the edges of L. Given a configuration y ∈ S, let L y = (V y , E y ) denote the induced subgraph of L defined by restricting L to the vertex set V y := {i ∈ V | y i = 1}. In addition, let E y := {(i, j) ∈ E | y i = y j }. Then we define a monomial map
Let C[u, v, p, q] be the polynomial ring in four indeterminates and consider the monomial ring homomorphism
for all i ∈ V and (i, j) ∈ E. With these definitions we obtain that
where, as in ( We denote the vertices of L column-wise by {1, 2, . . . , 9}. Then the induced subgraph L y has vertices V y = {2, 5, 6} corresponding to the colored squares in the diagram. In this example, (3, 6) , (4, 5) , (5, 8) , (6, 9) }. Therefore, the image of y under φ is 
where the sufficient statistics T 1 (y) and T 2 (y) are the exponents of the indeterminates v and p, respectively.
For the 3×3 lattice, we computed a Markov basis for the ideal I using the algebraic software 4ti2 [1]. The Markov basis consists of 466 binomials of degree one, 864 binomials of degree two, and 4 binomials of degree three. For instance, the following degree one generator of I involves the configuration y from Example 2.2:
Note that both configurations have the same sufficient statistics. Sampling this move would mean that if the chain is in the configuration on the right, we would move to the configuration on the left. Examples of elements of degree two and three in the computed Markov basis are:
P P − P P and P P P − P P P .
Note that the sum of the sufficient statistics of the configurations on the positive and the negative side are the same. When hypothesis testing is based on one observed configuration only, then only the degree one moves are of interest. However, if we had multiple observed configurations, then we would also use the higher degree moves. Since the number of indeterminates involved in these Gröbner bases computations grows exponentially with the size of the lattice, we were not able to compute a Markov basis for a lattice of size 4×4 or larger using the current technology.
One could optimize the Markov basis computation by considering only degree 1 moves. However, even with this approach it would be difficult to compute the moves needed for a lattice of size 10 × 10, let alone a lattice of size 800 × 800, as would be required for the example discussed in Section 6.
Construction of an irreducible Markov chain
In [8] , Besag and Clifford describe a Metropolis-Hastings algorithm for conditional hypothesis testing in the Ising model. At each iteration two lattice points of different states are randomly selected and their states are switched if this preserves the sufficient statistics. However, as noted by Bunea and Besag in [10] , this algorithm in general produces a reducible Markov chain on S(a, b); hence, it may not result in uniform samples from S(a, b) and lead to inaccurate p-values. On the other hand, as we have seen in the previous section, computing a Markov basis for this problem, guarantees irreducibility but is computationally intractable. In the following, we show how to modify the algorithm in [8] to obtain an irreducible Markov chain without computing a Markov basis. Our method consists of using the simple moves proposed by Besag and Clifford, but to expand the sample space and allow a bounded change in the sufficient statistics. In this section we prove that the resulting Markov chain is irreducible by exploiting the combinatorics underlying the Ising model.
We define a simple swap to be an integer vector z ∈ Z N 1 ×···×N d of the form z = e i − e j , where the e i 's denote the canonical basis vectors of Z N 1 ×···×N d . Simple swaps correspond to switching the states of two lattice points in configuration y, i.e., replacing a pair (y i =0, y j =1) by (y i =1, y j =0). Throughout the paper, Z denotes the set of simple swaps. Let y ∈ S(a, b) be a configuration with y i =0 and y j =1 and let z ∈ Z be the simple swap e i − e j . Then T 1 (y) = T 1 (y+z) by construction, but T 2 (y + z) may disagree with T 2 (y) = b. We say that two configurations y, y ∈ S(a, b) are S(a, b)-connected by Z, if there is a path between y and y in S(a, b) consisting of simple swaps z ∈ Z, i.e., if there exists z 1 , . . . , z k ∈ Z such that
With this notation the algorithm proposed by Besag and Clifford [8] is as follows: Start the Markov chain in a configuration y ∈ S(a, b). Select z ∈ Z uniformly at random and let y = y+z. Accept y if y ∈ S(a, b). Otherwise, remain in y. Unfortunately, the resulting Markov chain is not necessarily irreducible. In fact, it is possible that the chain is unable to leave its initial state, as we illustrate with the following example.
Example 3.1. Consider the two configurations y, y in {0, 1} 4×6 shown in Figure 2 . Note that y, y ∈ S(4, 8) but any simple swap z ∈ Z satisfies T 2 (y+z) > T 2 (y). Therefore, the two configurations y, y are not S(4, 8)-connected by Z although they have the same sufficient statistics. Interestingly, as we show in Section 3.2, this problem does not arise for the 1-dimensional Ising model. In higher dimensions we overcome this problem by running the Metropolis-Hastings algorithm in the smallest expanded sample space S * (a, b), a set with S(a, b) ⊆ S * (a, b) such that any two configurations y, y ∈ S(a, b) are S * (a, b)-connected by Z, and then project the resulting Markov chain to S(a, b). The resulting Markov chain is reversible and aperiodic, since there is some holding probability. Before presenting the construction of the set S * (a, b) and the proof of irreducibility of the resulting Markov chain, we introduce a special class of configurations.
←→
3.1. Max-singleton configurations. A crucial element in the proof of irreducibility are configurations that maximize the number of singletons. Let L = (V, E) be the graph of a d-dimensional integer lattice of size N 1 × · · · × N d . Then each vertex i ∈ V is adjacent to 2d other vertices, except for those on the boundary of L. To simplify our exposition and not worry about boundary effects, we assume from now on that all configurations have value 0 on the boundary of L.
Let y ∈ S be a configuration and L y the induced subgraph defined by the vertices V y . For a connected component C of L y , the size |C| is the number of vertices in C. A connected component of size one is called a singleton. A max-singleton configuration for S(a, b) is a configuration y * ∈ S(a, b) that maximizes the number of singletons.
3.2. Irreducibility in the 1-dimensional Ising model. We now prove that the original algorithm by Besag and Clifford [8] using simple swaps results in an irreducible Markov chain for the 1-dimensional Ising model. Recall that the set S * (a, b) is defined as the smallest set that contains the sample space S(a, b) and for which any two configurations in S(a, b) can be connected by simple swaps Z without leaving S * (a, b). So we need to show that S * (a, b) = S(a, b). We do this by proving that the max-singleton configuration in S(a, b) for the 1-dimensional Ising model is unique and then showing that any configuration y ∈ S(a, b) is S(a, b)-connected by simple swaps to the unique max-singleton configuration. The proofs of the following two simple results are given in the appendix. 
By noting that all steps in the proof of Proposition 3.3 are reversible, we obtain the irreducibility of the Markov chain based on simple swaps for the 1-dimensional Ising model.
3.3.
Irreducibility in the 2-dimensional Ising model. Example 3.1 illustrated that simple swaps are not sufficient for constructing an irreducible Markov chain for the two-dimensional Ising model. Note that for any configuration y ∈ S(a, b), b = T 2 (y) is always an even number (assuming that y has zeros on the boundary). This can be seen by analyzing the induced graph L y = (V y , E y ) and noting that b = 4a − 2|E y |. Hence, since simple swaps preserve the sufficient statistic T 1 (y), the minimal expansion of S(a, b) is given by S(a, b) ∪ S(a, b ± 2). We prove in this section that for the 2-dimensional Ising model this minimal expansion is sufficient, i.e. S * (a, b) = S(a, b) ∪ S(a, b ± 2). As for the 1-dimensional Ising model we start by identifying the max-singleton configuration and then show that any configuration y ∈ S(a, b) is S * (a, b)-connected by Z to the max-singleton configuration. The technical details can be found in the appendix. Figure 3 . A rectangular configuration y = (3, 4, 2, 1, 3) . 
As an example consider the configurations of S (18, 30) . There, the max-singleton configuration prescribed by Lemma 3.5 is a rectangular configuration with s = 3, m = 3, n = 4, d 1 = 2, and d 2 = 1. This is precisely the one shown in Figure 3 .
To prove that S * (a, b) = S(a, b) ∪ S(a, b ± 2) we first show that any rectangular configuration y ∈ S(a, b) is S * (a, b)-connected by Z to the max-singleton configuration y * ∈ S(a, b). Then we show that any configuration y ∈ S(a, b) is S * (a, b)-connected by Z to a rectangular configuration y ∈ S(a, b). By reversing the steps, this proves that any two configurations y, y ∈ S(a, b) are S * (a, b)-connected by Z, meaning that the constructed Markov chain is irreducible. The proof of the following result is simple but technical, and is therefore given in the appendix. Proposition 3.6. Let y ∈ S(a, b) be a rectangular configuration and let x * ∈ S(a, b) be the max-singleton configuration. Then there exits a sequence z 1 , . . . , z k ∈ Z such that
We conclude with our main connectivity result which proves irreducibility of the MetropolisHastings algorithm.
Theorem 3.7. For any y, y ∈ S(a, b), there exits a sequence z 1 , . . . , z k ∈ Z such that
(a) Bounding region and its outermost layer. Proof. As a consequence of Proposition 3.6, it suffices to prove that any configuration y ∈ S(a, b) is S * (a, b)-connected to a rectangular configuration y ∈ S(a, b). Let R denote the smallest rectangle containing L y . To simplify the argument, we assume that L >> R. First, we remove all singletons from R and place them in L \ R. Then we denote by C 0 , . . . , C the connected components in the outermost layer of R as illustrated in Figure 4 (a) and we assume without loss of generality that C 0 is the largest connected component.
We now show that by simple swaps within S * (a, b), we can move the connected components C 1 , . . . , C to form a rectangle C with basis C 0 lying outside of R, as depicted in Figure 4 (b). We move each connected component C i by repeatedly swapping the extremal sites of smallest degree. Figure 5 shows the different scenarios and the corresponding change in T 2 (y). If C i is a singleton, then it is either of degree 0 and we move it outside of R, or it is of degree 1 (see A1). Starting a new row on top of C 0 corresponds to scenario B1. So the first move is a 0-swap (A1→B1), meaning that T 2 (y) remains the same. If C i is not a singleton, then the extremal sites are of degree 1 (see A2) or of degree 2 (see A3). So in this case the first move is either a 0-swap (A1→B1) or a +2-swap (A2→B1). The remaining swaps to move C i on top of C 0 are either −2-swaps (A1→B2) or 0-swaps (A2→B2). If the configuration lies in S(a, b−2) and the next move is of type A1→B2, we instead create a singleton (A1→B3) and get a configuration in S(a, b). Note that if the first move is a +2-swap, then the last remaining move in C i is a −2-swap (A1→B2), because we first swap extremal sites of smallest degree. So since |C 0 | ≥ |C i |, we are never in the situation in which we make two +2-swaps before a −2-swap.
In this way, we transform the connected components C 1 , . . . , C into a rectangular configuration C. We repeat the process by letting C 0 , C 1 , . . . , C be the components of the next layer in R with C 0 denoting the largest connected component. If |C 0 | ≤ |C 0 |, then we move C 0 , C 1 , . . . , C on top of C as before. Otherwise, we move C 0 ∪ C on top of C 0 and proceed with C 1 , . . . , C as before with C 1 , . . . , C . We continue inductively until we reach a rectangular configuration (with d 2 = 0) that lies either in S(a, b) or S(a, b−2). In the latter case, we obtain a rectangular configuration in S(a, b) by reducing d 1 by one and letting d 2 = 1 as in the proof of Proposition 3.6. a, b) . We prove that this expansion is in fact sufficient, i.e.
For instance, for the 3-dimensional lattice this means that S * 3 (a, b) = S(a, b)∪S(a, b±2)∪S(a, b± 4). The proof of irreducibility in the d-dimensional case is analogous to the 2-dimensional case. We therefore omit the details and only show how to generalize the two most important elements of the proof, namely the concept of a rectangular configuration and the types of simple swaps in Figure 5 to connect any configuration to a rectangular configuration. A 3-dimensional rectangular configuration is shown in Figure 6 . The d-dimensional analogue of the simple swaps in Figure 5 are swaps of a vertex that is adjacent to either 1, 2, . . . , d neighbors (as indicated in Table A in Figure 5 for the 2-dimensional case), to a position (indicated in Table B in Figure 5 for the 2-dimensional case) with either 0, 1, 2, . . . , d−1, or d neighbors. With this observation it is straight-forward to generalize the proofs for the 2-dimensional setting to show irreducibility of our Metropolis-Hastings algorithm for the Ising model in higher dimensions. Theorem 3.9. For any d-dimensional configuration y, y ∈ S(a, b), there exits a sequence z 1 , . . . , z k ∈ Z such that
* (a, b) for all = 1, . . . , k.
Test statistics for the Ising model
After showing how to construct an irreducible, aperiodic and reversible Markov chain on S(a, b), we now describe various statistics for testing for departure from the Ising model. The null model is the Ising model and departure from the null model is possible either by the presence of long-range interactions or by the presence of non-homogeneity. In the following, we describe both alternatives and various test statistics.
Presence of long-range interactions. This alternative hypothesis is defined by
where α, β, and γ are the model parameters, Z(α, β, γ) is the normalizing constant, and T 1 (y), T 2 (y) and T 3 (y) are the minimal sufficient statistics, where T 1 (y) and T 2 (y) are the sufficient statistics of the Ising model as defined in (2.1). For instance, γ could correspond to the interaction between second-nearest neighbors with
A particular example of this model is a model with interaction between diagonal neighbors with
Or γ could correspond to an overall effect for example with T 3 (y) = 1 if i∈V y i is even, 0 otherwise, an indicator function taking the value 1 if the number of ones in the lattice is even and taking the value 0 otherwise.
In [5] , Besag proposed as a test statistic for the Ising model to use • the number of diagonal pairs, i.e. the number of patterns of the form (and its rotational analog) in a configuration. Applied in a 1-sided test, this statistic may be an indicator for the presence of positive higherorder interaction. However, one also expects to see a large number of diagonal pairs under the Ising model with negative nearest-neighbor interaction. As we show in our simulations in Section 5, other statistics are therefore usually more adequate for goodness-of-fit testing in the Ising model. We propose and analyze the following two test statistics to be used for 2-sided tests, namely
• the number of adjacent pairs, i.e. the number of patterns of the form (and the rotational analogs) in a configuration;
• the number of consecutive pairs, i.e. the number of patterns of the form (and the vertical analogs) in a configuration. Note that the presence of a very large or very small number of adjacent pairs or consecutive pairs is not expected under the Ising model for any choice of the parameters and is an indicator for the presence of positive or negative long-range interactions.
4.2.
Presence of non-homogeneity. This alternative hypothesis is defined by
where α ∈ R |V | and β ∈ R |E| are the model parameters and Z(α, β) is the normalizing constant.
We consider the following test statistics for non-homogeneity: Let y ∈ S denote the configuration of the current step of the Markov chain. We uniformly sample K pairs of disjoint square subconfigurations x 1 i , x 2 i of y of size N × N and compute (4.4) a
The following test statistics measure the degree of non-homogeneity in a configuration:
• Vertex-non-homogeneity:
We expect this test statistic to be small under homogeneity when α i = α for all i ∈ V .
• Edge-non-homogeneity:
We expect this test statistic to be small under homogeneity when β ij = β for all (i, j) ∈ E.
• General non-homogeneity: dT 12 := max( (N −1) ), where N 2 is the number of vertices and 2N (N −1) is the number of edges in an N × N sublattice; this is used for normalization. This test statistic is a combination of the previous two test statistics.
Simulations
In this section, we compare by simulation the performance of the test statistics described in Section 4 for recognizing departure from the Ising model. We perform simulations on the 10 × 10 lattice and analyze the type-I and type-II errors of the different test statistics. We generated data under four different models:
(1) Ising model (i) with positive interaction, i.e. β > 0 , (ii) with negative interaction, i.e. β < 0. We generated data from these models by MCMC simulation using periodic boundary conditions. We performed two sets of simulations; one set of simulations to compare the test statistics for the Ising model with positive interaction to the three non-Ising models and a second set of simulations to compare the test statistics for the Ising model with negative interaction to the three non-Ising models. The values for the model parameters were chosen in such a way that at equilibrium the resulting data under the different models have the same sufficient statistics, namely T 1 (y) = 52 and T 2 (y) = 70 in the first set of experiments and T 1 (y) = 57 and T 2 (y) = 106 in the second set of experiments. To generate the data sets, a Markov chain was initiated in a random configuration and the standard Metropolis-Hastings algorithm for minimizing the energy was used for 10,000 steps. After removing the first 1,000 steps as burn-in, we chose at Figure 7 . Posterior distribution of the six test statistics defined in Section 4 for the first set of experiments based on three chains of 10,000 Monte Carlo steps each; the sufficient statistics of the observed configurations from the four models given in this section are T 1 (y) = 52 and T 2 (y) = 70; the observed value of the test statistics for each model is given in the legends and depicted in the plots.
random one of the remaining configurations with the given values of T 1 and T 2 . The data sets for the different models are made available on the website of the first author. We then generated three Markov chains with 100,000 iterations each as explained in Section 3 and used the tools described in [16] to assess convergence of the chains. This included analyzing the Gelman-Rubin statistic and the autocorrelations. We combined the three Markov chains to generate the posterior distribution of the six test statistics given in Section 4. For the nonhomogeneity tests, we sampled K = 100 pairs of subtables of size 3 × 3. Figure 7 shows the posterior distribution of the six test statistics described in Section 4 for the first set of simulations with an Ising model with positive interaction and sufficient statistics T 1 (y) = 52 and T 2 (y) = 70. The observed values of the test statistics for the four different models are given in the legends and depicted in the plots. The mean, standard deviation and various quantiles of the posterior distributions are given in Table 1 . As seen in Figure 7 and in Table 1 none of the tests reject the null hypothesis for data generated under the Ising model with positive interaction (model 1i). For data generated under the non-Ising model with interaction of diagonal neighbors (model 2) the null hypothesis is rejected by all three tests for large-range interaction (a)-(c), and the null hypothesis is not rejected by the tests for non-homogeneity (d)-(f). For data generated under the non-Ising model with vertex-non-homogeneity (model 3) the null hypothesis is rejected using the vertex-non-homogeneity test and the general nonhomogeneity test (Figure 7 (d) and (e)) and it is not rejected using any other tests. This shows the importance of non-homogeneity tests. As shown in these simulations, recognizing an overall effect is difficult. Interestingly, test (b) counting the adjacent pairs is able to recognize departure from the Ising model for this example. Figure 8 shows the posterior distribution of the six test statistics for the second set of simulations with an Ising model with negative interaction and sufficient statistics T 1 (y) = 57 and T 2 (y) = 106. The observed values of the test statistics for the four different models are given in the legends and depicted in the plots. The mean, standard deviation and various quantiles of the posterior distributions are given in Table 2 . As seen in Figure 8 and in Table 2 , none of the tests reject the null hypothesis for data generated under the Ising model with negative interaction (model 1ii). However, the test based on the number of diagonal pairs is close to rejection even for a moderate negative interaction. For a larger negative interaction this test rejects the null hypothesis leading to a large type-I error. For data generated under the non-Ising model (b) and weakly rejected by the vertex-homogeneity test. As in the first set of simulations, it is very difficult to recognize an overall effect. Based on our simulation results we decided to use two test statistics for analyzing the spatial organization of receptors on the cell membrane in Section 6, namely the test statistic based on counting adjacent pairs and the general non-homogeneity test dT 12 . These tests seem to have a low type-I and type-II error rate.
Applications to biological data
In this section, we present an application of our methods to biological data. The data concerns the spatial distribution of receptors on the cell membrane, and it consists of an image of a cell membrane in super resolution, where receptors are highlighted against all other components. In order to minimize the border effect that would confer higher density of receptors around the edges in the picture, only a central lattice of 800×800 pixels was chosen. This corresponds to the largest square completely enclosed within the circular border. To each pixel we associate a random variable y i that takes values 0 or 1 indicating whether a receptor was present in pixel i. We apply our goodness-of-fit to test if the spatial distribution of the receptors follow an Ising model.
The observed configuration y has sufficient statistics T 1 (y) = 14, 483 and T 2 (y) = 51, 145. As test statistics, we use the count of adjacent pairs and the non-homogeneity test dT 12 . The observed values were 3,977 for the adjacent pairs and 0.1389184 for dT 12 . The Monte Carlo simulation consisted of 50 different realizations of a 40,000 step Markov chain starting from the observed configuration. After removing the first 10,000 steps as burn-in, we validate the convergence of the chains by analyzing the Gelman-Rubin statistic and the autocorrelations as described in [16] . We combined the 50 Markov chains to generate the posterior distribution of the test statistics, illustrated in Figure 9 . For the non-homogeneity tests, we sampled K = 500 pairs of subtables of size 50×50.
The hypothesis of nearest neighbor interaction was discarded at the significance levelp < 0.001 and the homogeneity hypothesis at significance levelp < 0.005. Figure 9 . Posterior distribution of the two test statistics based on 50 chains of 40,000 Monte Carlo steps each starting from the biological data; the observed value of the test statistics for each test is given in the legends.
Conclusions
We constructed an exact goodness-of-fit test for the Ising model based on irreducible, aperiodic, and reversible Markov chains comprised by simple swaps, which circumvent the need of a Markov basis. The irreducibility of the chains are guaranteed when working in the smallest expanded sample space. We also designed and analyzed different statistics for testing departure from the Ising model. We demonstrate the effectiveness and practicality of our method by using it with in-silico and biological data. This last one also showcases the computational capacity of our method, as it computes a Markov chain in a lattice of a size that is inaccesible to the symbolic method of Markov basis.
One possible caveat is that, once the chain leaves the sample space it might require an undesirable long iteration time for returning. One way to surpass this limitation is to restrict the distance between the sites in the simple swaps that construct the chain. Nevertheless, in our simulations, we noticed that if the initial configuration consists of a reasonable amount of connected components that are sparsely organized across the lattice, then the Markov chain does not spend too much outside the sample space. We leave this question for a future project.
Appendix A. Proofs for the 1-dimensional Ising model A.1. Proof of Lemma 3.2. Suppose that y ∈ S(a, b) and write y = (c, s), where s is the number of singletons of y and c is a configuration without singletons. We need to show that if y is a max-singleton configuration, then c consists of at most one connected component of size |c| = a − b/2 + 1.
Assume that c has (at least) two connected components C 1 , C 2 of size k 1 , k 2 > 1 respectively. Write C 1 = y i 1 +1 y i 1 +2 · · · y i 1 +k 1 and C 2 = y i 2 +1 y i 2 +2 · · · y i 2 +k 2 with i 1 +k 1 < i 2 . Without loss of generality, assume that y j = 0 for all j ∈ {i 1 +k 1 +1, . . . i 2 − 1}. Consider the simple swap z 1 = e i 1 +k 1 +1 − e i 2 and notice that c+z contains two components, each of size k 1 +1 and k 2 −1 respectively. Therefore, we can find simple swaps z 1 , . . . , z k 2 −1 such that c+z 1 + · · · + z k 2 −1 contains one component of size k 1 +k 2 −1 and one singleton. However, the configuration y + z 1 + · · · + z k 2 −1 contains one more singleton than y, which contradicts the maximality of y.
A.2. Proof of Proposition 3.3. Write y = (c, s) where s is the number of singletons and c is a configuration without singletons. In particular, we can write c = C 1 + · · · + C , where C 1 , · · · , C are adjacent connected components of length larger than one. Let k i denote the length of the component C i for i = 1, . . . , . If = 0, 1 then y is already an optimal configuration by Lemma 3.2, thus assume ≥ 2. As in the proof of Lemma 3.2, we can use simple swaps to decrease the length of C and increase the length of C −1 until |C | = 1 and |C −1 | = k −1 +k −1. Similarly, we can decrease the length of C −1 and increase the length of C −2 , until the former becomes a singleton and the latter becomes a component of length k −2 +k −1 +k −2. Continuing in this way, we can reduce C , C −1 , . . . , C 2 into singletons and increase C 1 to be a component of size k 1 + k 2 + · · · + k − ( − 1). The resulting configuration is optimal by Lemma 3.2. . In addition, suppose that n − m > 1, otherwise y would already be an optimal rectangular configuration. We need to show that the n×m-rectangular block B can be rearranged into a rectangular block of size n ×m with 0 ≤ n − m ≤ 1 with only 0-or ±2-swaps. For this, we use moves of the type indicated in Figure 5 to move one of the sides of B of length m to an adjacent side in B as indicated in Figure 10 . . We can always continue in this way, repeating steps (1)-(4), with the subtle difference that if at some point the configuration lies in S(a, b−2) we will replace the move of type A2→B1 for one of type A2→B3. In this way, at the end of each step, either n had decreased by one or also m had increased by one, so we can obtain a configuration with n − m ≤ 1.
If at the end of this procedure, the resulting rectangular configuration y = (n, m, with a 2-swap of type A1→B2 we make a configuration of shape (n−1, m, m−1, 1, s) as depicted in Figure 11 .
