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I. INTRODUCTION 
During the 1970's, we have intensified the search for energy sources 
to serve as alternatives to our present sources and as supplements to 
fill an impending gap between future supply and demand. Of the many 
considered, the wind has been one of the most feasible, one of the oldest 
known, and one of the most technologically proven sources. However, the 
harnessing of large amounts of electrical energy from the wind by means 
of many large wind generators tied directly to the power system would 
present a new situation- The multiplicity of energy sources, their 
peculiar nature and randomness, and the network configuration in which 
this generation may be attached, i.e. on radial lines, would constitute 
the novelty to the power system. As a result, this may pose some prob­
lems for the power systems not previously considered. The lack of at­
tention is in part due to the fact that such an integrated system of 
large units has not existed before. Also, the problems themselves are 
more representative of those found in modern power system analysis. 
It will be many years yet before the particular situation referred to 
above is a reality. Nonetheless, it is a possibility and will become 
more of a reality as our overall energy problems become more critical. 
Since it lies in the future, it is now an opportune time to carefully plan 
and design ahead for such a system. Its reliable operation will of course 
be essential if the tapping of this resource is to be successful. 
The focus of this thesis is the effect of the presence of many large 
wind generation systems (WGS's) on the power system. This is obviously 
important to the performance of the power system as well as to the future 
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development of WGS's themselves. WGS siting will in part be restricted 
by land use patterns and meteorological characteristics. Therefore, part 
of the burden of minimizing the adverse effects on the power system will 
fall on the WGS design itself. 
Ultimately, the most important characteristic of wind power will be 
its cost. Yet, extraction of large amounts of wind power implies that 
we take advantage of the economies of scale of large units. With such 
large units, the greatest cost lies in the turbine blades and tower 
structure [1,2]. Nonetheless, there has been much discussion as to the best 
means of converting the power extracted by the turbine into the constant 
frequency ac electrical energy needed by the power system. The trade­
off that arises here is between economics and technology. Any addi­
tional cost hinders the competitiveness of wind power. Yet WGS's and the 
power system must be compatible and the quality of electrical service 
throughout the network must be maintained. 
We know that the stable interconnection of a WGS to the power system 
is feasible from past experience. We know that a WGS without storage 
is, to a certain degree, oscillatory, but that the degree is subject to 
design. The oscillation is either in terms of power output stemming from 
the variability of the power in the wind, or in terms of the electrical 
output of the generator due to internal electromechanical dynamics. Many 
of the means by which the amount of oscillation appearing in the input 
to the power system may be reduced, raise the cost of a unit. We also 
know, though, that the power system is constantly disturbed by load changes 
and oscillations under normal operation without falling apart. Yet power 
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system oscillations are not always inconsequential and tolerable. 
Behind the debate on the means of electrical generation lies the 
question of what degree of oscillation is acceptable to the rest of the 
system. A study of possible effects on the power system is needed then. 
At the same time, further research of many alternative WGS designs and 
actual operating experience is needed to pinpoint and reduce their costs. 
However, with the former question unresolved, there still emerges no 
clear answer to the above maze of complex tradeoffs. The perspective of 
power system analysis is needed to help decide the necessity of alterna­
tive conversion schemes and equipment. 
There are two classes of problems to consider concerning oscillations. 
The first class is a function of the dynamic interaction between the WGS's 
and the power system. The concern here is the excitation of or resonance 
with system natural frequencies or with other cyclical loads. The analysis 
involves determination of eigenvalues and their sensitivity to certain 
conditions and parameters. Although the focus is the effect of resonance 
on the power system, the analysis of dynamic interaction also lends itself 
to consideration of the effect of the power system on the WGS's. 
The second class of problems is a function of the variability of the 
wind itself and the dynamics of the automatic generation control system 
that attempts to make the generation track the load. The concern is that 
the spectral content of the wind may be superimposed on the load tracking 
constraint region of conventional prime movers, and also on the frequency 
range of an artificially induced mismatch between generation and load. The 
analysis involves inspection of the spectral content of the wind and the 
frequency response of a WGS. 
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Only one particular type of WGS will be modeled. It is patterned 
after the 100 kW experimental unit that has been built for ERDA and erected 
at the NASA-Lewis Research Center near Cleveland, Ohio. ERDA's wind energy 
program is aimed at developing cost effective wind energy systems that have 
potential for early and rapid commercial implementation [2]. This motivates 
the use of off-the-shelf or standard equipment. In the 100 kW unit, the 
developed energy is converted to electrical energy by a synchronous 
generator. 
The purpose of this research is to examine the possibility of exciting 
some of the natural frequencies that are poorly damped as a result of the 
presence of many large WGS's in a power system, and the possibility that 
the wind speed power spectrum falls within the load tracking constraint 
region of AGO. The analysis will illustrate the basis upon which these 
phenomena may appear and will be of importance to the power system and to 
WGS design. 
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II. LITERATURE REVIEW 
A. WGS Dynamics 
A large volume of literature on the general subject of windpower 
has grown during this century [3, 4]. Yet a comprehensive analysis of 
the dynamic behavior of an electric wind generation system in conjunc­
tion with the electric power system has received scant attention. la 
one classic work, Putnum [5] describes many aspects of the famous 1.25 MW 
unit on Grandpa's Knob in Vermont. It operated successfully for a short 
time up until its failure in 1945. This book however, does not show any 
dynamic analysis. In another classic work on wind power in 1955, Golding 
[6] discusses some dynamic aspects of a WGS, but again no specific or 
detailed analysis is presented. He does include many international 
references addressed to dynamic problems. Yet some of these references 
are extremely hard to obtain and they do not seriously deal with the problem 
as outlined in the previous chapter. 
More recent references do focus more thoroughly on the dynamic aspects 
of WGS's themselves. Hwang and Gilbert [7] examine the random synchroni­
zation of the NASA-Lewis 100 kW unit with the network. Analysis of the 
dynamic response of this unit to large wind gusts is carried out by Qazi 
and Ramakumar [8]. Johnson and Smith [9] simulate and compare the output 
of a variety of system component combinations to a sample record of 
wind speed for a unit 1 MW in size. They clearly address themselves to 
the dynamic aspects of WGS operation and point to the need to consider the 
implications of this action on the utility network. Yet they go no further 
in discussing or analyzing these implications, which involve three areas: 
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power system oscillations, automatic generation control, and wind speed 
spectral analysis. 
B. Power System Oscillations 
Crary [10] gives an overview of the problems of power system 
oscillations and categorizes their causes as inherent or forced. The 
first category of causes is inherent in the sense that the oscillations 
are related to the natural dynamics of the power system and its associated 
controls. 
The natural dynamics of any linear system involving differential 
equations are described by the natural modes of motion [11], which in 
turn are illustrated by the eigenvalues and eigenvectors of the system. 
Complex eigenvalues, which can only occur in at least second order systems, 
imply oscillatory motion with a corresponding degree of damping. A syn­
chronous machine has an inherently oscillatory inertial mode because of the 
2nd order differential swing equation. This mode is affected by other 
elements as well [12, 13]. In addition, these elements produce other 
complex modes of oscillation. In a multimachine power system, the inter­
action among machines and their control equipment contribute further to 
the numerous modes of oscillation that exist [14]. However, at any given 
bus, only a few of these modes are dominant, i.e. oscillations at only a 
few of the modal frequencies will be large or have a long-lasting in­
fluence on the behavior of the system. 
The stability of a power system pertains to the ability of the 
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synchronous machines to remain in synchronism. Dynamic stability refers 
to the situation when the system is perturbed by a small amount from an 
initial equilibrium operating state. The nature of the ensuing oscilla­
tion that result determine the stability of the system. Growing oscil­
lations, i.e. ones that are negatively damped, will eventually lead to 
loss of synchronism and, therefore, instability. Oscillations that are 
poorly damped, i.e. they die out at a very slow rate, can also cause 
problems in the power system while they last. 
The power system has experienced several cases of poor dynamic 
stability [12]. Byerly, Sherman and McLain [15] have summarized the 
inertial modal frequencies typically found in power systems. They lie in 
the 1 to 2 hz range when involving one machine swinging against the system. 
When several machines are swinging among one another, the natural 
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frequencies lie in a lower range of .1 to .8 hz and are sometimes poorly 
damped; this is the range in which oscillations are more frequently 
experienced. 
The other category of power system oscillation causes is forced 
in the sense that a system input such as a load is oscillatory in nature. 
This is the case with steel rolling mills, electric arc furnaces, and 
electric welders. One of the most immediate effects of such input is 
voltage flicker [16]. 
However, a more far reaching effect occurs when this cause of 
oscillation combines with the first category of causes. A resonance 
condition is established when the oscillatory input frequency is close to a 
poorly damped system natural frequency. A general treatment of resonance 
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plienonoma in power systems is given by Riidenberg [17]. The particular 
effect of resonance between a cyclical load and power system natural 
frequencies is addressed by Van Ness [18] and Pinn^llo and Van Ness [19], They 
fxumined the case of a nuclear accelerator sur>plie -cctly by the power system. 
C. Automatic Generation Cont ol 
The concept of automatic generation control (AGC) serving primarily a 
"load tracking" role was first clearly emphasized in the light of previous 
modem control theory applications by Kwatny, Kalnitsky, and Bhatt [20]. 
In the process of modeling the system more accurately in their analysis, they 
also pointed to the rate of generation change limits that exist in conven­
tional prime movers. As a result of such constraints, there is an inter­
mediate range of load change frequency content that must be filtered out of 
AGC control signals. Consequently, the power system cannot track this 
load by supplementary AGC. 
In addition to the load tracking constraints, there is another 
peculiar aspect of AGC noted by Ewart [21]. Aroused by initial observa­
tions of system frequency recordings, he has proposed that artificial 
mismatches between generation and load can be produced by a combination of 
governor deadband, particular frequency bias settings, and AGC control dy­
namics. The period of these induced oscillations in system frequency was 
between 30 and 9C sees. He recommends further analysis of underlying 
load variations that may be of importance to AGC. 
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D. Wind Speed Spectral Analysis 
Vaiulfr Hoven [22] has illustrated the general shape of the power 
spectrum curve of the wind. Most of the energy falls in two bands 
separated by a gap in which very little energy exists. Davenport [23, 24] 
has also analyzed the spectral content of the wind in the high frequency 
region for application to the wind loading of structures. He has taken 
several sets of data and approximated a nondimensional power spectrum 
curve and equation for general use in high speed wind regimes. 
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III. SYSTEM COMPONENTS AND LINEAR 
ANALYSIS - ONE MACHINE 
A. System Components 
The components of a wind generator system are schematically shown in 
Figure 1. For each of the components shown, alternative choices are 
available. As previously stated in Chapter I, the system being analyzed 
here is patterned after the 100 kW test unit built at NASA-Lewis Research 
Center. 
The NASA-Lewis WGS has a two-bladed horizontal-axis turbine whose 
performance curves are illustrated in Figure 2 [2]. These performance curves 
were calculated by Wilson and Lissaman [25] in a computer program using modern 
aerodynamic theory. Although they represent a steady state characteristic 
[26], they will be used in dynamic analysis in lieu of any better data 
[7, 8, 9], For explanation of Figure 2 parameters, see Appendix A. 
The shaft coupling between the turbine and synchronous generator 
is stiff with a step-up gear ratio of 1:45. The synchronous generator 
used is a 4 pole, 1800 rpm unit equipped with a brushless voltage regu­
lator and excitation system. There are a number of models that can be 
used for the synchronous machine (see Chapter 4 of reference [27]). For 
the sake of accuracy in the dynamic state, a higher order model than the 
classical model is desired. However, because of the focus on inertial 
transients in the WGS and their subsequent effects on the power system, 
the undue complexity of the high order subtransient and full models will 
be avoided. The one- or two-axis model will be used, which accounts for 
RsêUL/fr/A/e 
Figure 1. WGS components 
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Figure 2. Blade performance curves 
the demagnetizing effects of the armature reaction and also allows for 
the effects of the excitation system, which is itself modeled as an IEEE 
Type 2 system [27]. 
The regulating device of Figure 1 is a hydraulic servomechanism 
which rotates the turbine blades about their own longitudinal axis to 
change the pitch angle and therefore change the operating point in Figure 
2. Such a device may be used to regulate rotational speed and power [9]. 
The NASA-Lewis WGS attempts to regulate power by this means at high wind 
speeds. The control input may be the integral of power itself, and 
a signal originating from wind speed as well. The NASA-Lewis WGS does not 
attempt to regulate rotational speed by pitch change control except during 
the process of starting and synchronization with the power system [1]. 
Also, as pointed out by Qazi and Ramakumar' [8] the control of short duration and 
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strong wind gusts should not be attempted by pitch control due to possible 
blade fatigue and failure. 
In the modeling of the NASA-Lewis pitch change regulation during syn­
chronization, Hwang and Gilbert [7] have used a first order expression for the 
pitch change mechanism itself and a lightly damped, high frequency, 
second order expression for blade torsional dynamics. The control input 
consists of the rotational speed error and its integral. However, Johnson 
and Smith [9] have modeled a pitch change mechanism with a critically damped 
second order expression with power output and/or rotational speed being the 
controlled variables. A critically damped, second order expression for 
pitch change regulation dynamics will subsequently be used for the analysis 
in this dissertation. The coefficients for the second order expression 
are estimated on the basis of magnitude frequency response data taken from 
a laboratory model of the 100 kW WGS [1]. The inputs for this control 
will be the rotational speed error and its integral (the integral will 
be omitted at low wind speed). The latter quantity amounts to a torque 
angle error or deviation, which in turn is related in a classical machine 
model to the deviation in WGS output power. 
Since a synchronous generator is being used in the WGS, the one 
remaining block in Figure 1 is simply a direct connection to the power 
system involving no dynamics. Any transformation of voltage is considered 
part of the power system, 
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B. Linearization 
The phenonema of interest are sustained oscillations that may be 
fed into the power system during normal conditions. Large wind gust 
situations are important with respect to overloading of equipment ratings 
and with respect to the transient stability of the WGS. They also will 
feed initially larger oscillations into the network than the normally 
smaller variations in the wind. However, they are much more infrequent 
and of shorter duration. Furthermore, they drive the WGS into a nonlinear 
state of operation which is less susceptible to general analysis. The 
potential for troublesome oscillations to exist is more a function of 
system dynamic interaction. Examination of this problem is better served 
by linear state space analysis. 
The fundamental matrix differential equation for incremental changes 
in state variables about an equilibrium or quiescent point is of the 
form 
2^ = Ax^ + B^ (1) 
where 
x is an nxl vector of state variables, 
u is an mxl vector of input signals, 
A is an nxn constant coefficient matrix whose elements are functions 
of the system parameters and initial operating state, 
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_B is an nxm connecting matrix of constant coefficients, and 
A (subscript) indicates a change from the initial equilibrium 
condition (subscript o); e.g., for a variable, x^, 
For the system of one machine tied to an infinite bus, and with a one-
axis model of the synchronous generator. 
X = 
E' 
qu 
eu 
w 
6 
0, 
V, 
Ru 
V 3u 
'FDu 
-A 
V 
w 
V. 
REFu 
(2 )  
the subscript, A , has been dropped for ease of reading since all state 
variables are defined as incremental changes. The terms in Equation 2 
are specifically defined in Appendices A and B. The subscript, u, is 
used to indicate that a per unit quantity, on a three phase base, has 
been used. The unit of time is sees. 
Linearization of the aerodynamic curves of Figure 2 is shown in 
Appendix A. The combination of the linear WGS component models into a 
comprehensive state space form with consistent notation and units is shown 
in Appendix B. For the same system as described for Equation 2, the re­
sulting A and B matrices are given by: 
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T', K do 3 
K 
_2 
2H 
22 
2H 
K, 
do 
2H 
0 
2^4 
2H 
0 0 
^do 
w. Re 
0 0 
Wg 
''•f\ 
% 
K 
T 
0 
52 
2 
P 
K 53 
4 
Wg 
'"'F'^ 'A 
% 
a^'^ F 
^A 
0 0 —-
K, 
0 
1_ 
T, 
(3a) 
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B = 
E' qu 
eu 
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5 
0. 
V 
3u 
V. 
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2 
0 
0 
^5^^62 
0 
0 
0 
(3b) 
C. Simplified Block Diagram of a WGS 
It is instructive to illustrate the dynamics of a single WGS by 
means of a simplified block diagram of the swing equation and its as­
sociated feedback and feedforward loops. The simplified WGS model will 
include a one-axis model of the synchronous machine and second order 
pitch change regulation dynamics, but no excitation system dynamics. The 
regulation control input will consist of incremental speed and its 
integral, and wind speed. The resulting diagram is shown in Figure 3. 
The swing equation block diagram of Figure 3 shows the accelerating 
torques that produce a change in the speed and torque angle of the syn­
chronous generator. The feedback loops in the upper half of Figure 3a 
are internal to the generator and result from the use of a one-axis 
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2HS 
Figure 3a. Feedback block diagram of WGS 
W 
w 
Figure 3b. Feedforward block diagram of WGS 
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model. The constants used in these feedback blocks are specifically 
defined in Appendix B. The uppermost loop represents the demagnetizing 
effect of the armature reaction while the next lower loop represents the 
synchronizing coefficient. The first feedback loop in the lower half 
of Figure 3a, K22» is due to inherent aerodynamic characteristics of the 
wind turbine. The remainder of Figure 3a contains the pitch change 
regulation feedback originating from speed deviation and its integral. 
This feedback includes the control signal gains, K^2 ^53' regu­
lation dynamics in terms of the time constant, and damping ratio, Ç, 
and the inherent aerodynamic characteristic The feedforward loops 
of Figure 3b show the changes in torque produced by a change in wind speed. 
The upper loop, B^ .represents an inherent aerodynamic characteristic, 
while the lower loop represents the attempt to use this characteristic 
to regulate power output at high wind speeds. 
D. Synchronizing and Damping Torques 
The feedback loops of Figure 3a represent contributions to torque 
since the output of the summing junction represents torque in the swing 
equation. The particular feedbacks of interest are those due to the 
wind turbine characteristic and the pitch change regulation. These 
contributions may be further separated into a synchronizing torque and 
damping torque by substitution of jw for s in the block diagram transfer 
functions. Making the substitution and making the origin of all feedback 
be the torque angle 6, the resulting block diagram is shown in Figure 4. 
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Figure 4. Feedback block diagram of WGS in complex form 
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The feedback loops in Figure 4 contain complex quantities, the real 
parts of which represent synchronizing torque contributions and the 
imaginary parts of which represent damping torque contributions. It can 
be seen that with a sinusoidal input from torque angle, synchronizing 
torque may be produced from the pitch change regulation and damping torque 
may be produced from both the pitch change regulation and wind turbine 
characteristic. Looking only at the pitch change regulation blocks, the 
torques may be written analytically as 
Tgu ^24^(^53 ^p ~ ^ ^ ~ ^ 53] 
^ tV + (4Ç^T^ - + 1 
P P P 
'^eu T^o)^ + (4;^%^ - 2x^)0)^ + 1 
P P P 
(4a) 
(4b) 
Substituting the values of parameters shown in Table 1, Equation 4 
becomes 
Table 1. Pitch change and turbine parameters for a 100 kW unit and a 
wind speed of 20 mps 
^24 .347 
Kg -1199.774 
K^3 -.318 
T .053 sees 
P 
Ç 1.0 
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^ + .11° — (5a) 
6 7.89x10 w + .0060) +1 
Du _ —.003w + 1.093 (5b) 
^eu 7.89xlO~V + .006w^+l 
The values for T^, and Ç are all typical values for a large WGS. 
The values of K^2 ^re derived from those gains used for tlie 
random synchronization of the 100 kW unit. From Equation 5a it can be 
seen that the transfer function is always a positive quantity, but 
that the T^ transfer function changes from a positive to a negative 
quantity at frequencies above 18.75 rad/sec (2.98 hz). From Equation 4b, 
this change-over frequency can be seen to be a function of the pitch 
change parameters, and and the ratio of the fcrdback gains and 
However, the particular value noted is above the natural torque 
angle oscillation frequency [28], and therefore positive damping torque 
would usually be produced. 
The above method of analysis is merely a simple illustration of the 
contribution of system components to linear dynamic behavior. It is a 
classic technique in power system analysis [29] and could be useful in the 
design of regulating equipment and strategy with both transient and steady 
state behavior in mind. However, the slowness of pitch change regulation 
and the desire to avoid blade fatigue and failure as a result of powerful 
pitch change mechanisms, may prevent it from being very useful in precise 
speed control under even normal circumstances. We should be reminded of 
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the limited use of such regulation in the NASA-Lewis 100 kW unit, and 
of the simplicity of the above modeling of pitch change mechanisms in 
general [7, 30], 
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IV. SYSTEM OF THREE WGS'S ON A RADIAL LINE 
A. Introduction 
One of the effects of wind generation upon the power system that is 
of interest is the possibility of exciting some of the poorly damped 
inertial modes of oscillation that may exist in the power system itself. 
The fact that these modes are poorly damped implies that oscillations 
will be sustained for quite some time before they die out, and that the 
magnitude of these oscillations can be large. The excitation of such a 
mode may occur if the system is perturbed with a sinusoidal frequency 
close to that of the natural modej Because of the poorly damped charac­
teristic of such a mode, the magnitude of oscillation produced by a given 
disturbance at that frequency is larger than that produced by the same 
disturbance at a frequency of some other well damped mode. Therefore, 
even small disturbances are important. 
The output of a WGS is subject to two influences. The first, of 
course, is its own input - the wind. However, it also is subject to the 
dynamics of the WGS through which the input is transferred. These dynamics 
are again described by natural modes of motion. Poorly damped complex 
modes within a system of WGS's tied to the power system implies that 
oscillations at these modal frequencies can, relative to other frequencies, 
be injected into the power system network with larger magnitudes and longer 
durations. If these frequencies match those of the poorly damped power 
system modes, the effect on the power system dynamic behavior may be 
substantial. 
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B. System Configuration 
Significant exploitation of the wind as an energy source for the 
power system will require that many large WGS's be tied to the system. 
Consequently, there is a need to examine a multi-WGS example. This not 
only increases the overall amount of power generated by the wind but also 
allows for interaction between the WGS's themselves. 
The system considered then contains three WGS*s connected along a 
13.2 kV line, the end of which is an infinite bus. This is the sub­
station bus from which the radial line is fed. It must be noted that 
with respect to the effect on the power system that has been addressed 
above, the substation bus at the end of the line is in fact not an 
infinite bus. However, with respect to the WGS's and the determination 
of the natural modes of the three machine system, the rest of the power 
system is of such large capacity that the substation bus may be considered 
an infinite bus. 
The line itself is assumed to be #336.4 ACSR conductor and the WGS's 
are 5 miles apart. A diagram of the system is shown in Figure 5 and the 
system impedances, on a 1 MVA base, are given in Table 2. The lumped 
load located at each WGS connection point represents an assumed load 
density throughout an area of 75 sq. mi, centered at each WGS. 
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Figure 5. One-line diagram for system of three WGS's 
Table 2. System impedances, in pu, for a network of three WGS's 
;^_0= .0044 + j.0084 pu 
0= ^ -0" '0088 + j.0.68 pu 
^-0= ^0-0= j'OS P" 
C. Choice of WGS Parameters 
Although the NASA-Lewis test unit discussed earlier is rated at 
100 kW (125 kVA), units as large as 1 or 2 MW have been built before and 
will be built again [2, 31]. Therefore, the characteristics of the 
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100 kW unit have been extrapolated to a 1 MVA unit. Since the unit is 8 
times larger, a pure extrapolation would imply a blade area 8 times 
larger or a blade length /E times longer. The characteristics resulting 
from such extrapolation would obviously not match precisely those of 
an actual 1 MVA design. For example, a unit of this size would usually 
have a higher rated wind speed and therefore reduce the amount by which 
the blades would have to be lengthened. Lacking such data for a 1 MVA 
unit, however, the data for the 100 kW unit will be used for analytical 
purposes. It is reasonable to assume that some of the larger machines 
will be of the same general type of design. 
Extrapolation was facilitated by the fact that the aerodynamic 
characteristics of the blades in Figure 2 are nondimensional. There­
fore, assuming the same fixed gear ratio, the parameters developed in 
Appendices A and B are still useful. The second order characteristic 
equation of the pitch change regulation loop inherently accounts for the 
inertia of the blades about their longitudinal axis and the speed of 
response of the regulation. Assuming the same critical damping but /8 
times longer blades, the time constant x of Table 1 is times larger, 
P 
or .150 sees. The generator constants will be discussed later but the 
inertial time constant (2H in sees, or T. in radians) of the whole system 
about the horizontal axis of rotation has been assumed the same as for 
the 100 kW unit. This equals 19.039 sees for 2H. The excitation system 
parameters are given in Table 3. 
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Table 3. Excitation system parameters 
0.0 secs 
1.0 
.02 secs 
400.0 
1.0 secs 
.03 
1.0 
1.3 secs 
.64 
D. State Space Equations 
Because of the multimachine nature of the problem, the synchronous 
machine is now represented by a two—axis rather than a one axis-model 
(4th order rather than 3rd order). This allows the network, with loads 
represented by constant impedances, to be reduced to the internal 
machine nodes and infinite bus only [27], Each pitch change regulation 
model is 2nd order while each excitation system is 3rd order. 
The state space equations of the three machine system in Figure 5 are 
still of the form of Equation 1. Appendix C develops the equations aud 
notation in detail. The state variable vectors, x and u (with subscripts 
A, dropped for convenience), are given in Equation 6. Each submatrix in 
Equation 6 is a column of three elements representing the three machines 
and each state variable within the matrix represents an incremental change 
about the initial quiescent point. 
R 
h 
"A 
K. 
K 
K, 
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fdu 
E' 
_au 
X = 
01 
0. 
eu 
V, 
Ru 
V, 3u 
tDu 
V, 
u = 
W 
REFu 
(6) 
E. Case Effects 
Given the approximate nature of much of the data used for modeling, 
and the variety of conditions that may exist, the effects of a number of 
different factors are examined in a number of different cases. 
1. Parametric specification 
a. Presence of the excitation system The effect of having an 
excitation system present to*regulate the terminal voltage of the WGS 
is examined by removing it from the system model. 
b. Presence of pitch change regulation The effect of having the 
pitch change mechanism regulate speed and the integral of speed, the 
latter of which is related to power output, is examined by removing the 
mechanism model and its associated feedback from the system model. 
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c. Pitch change time constant The effect of the pitch change 
characteristic equation time constant, T^, is noted by reducing its value 
Lu I/3rd of the original value given for the 1 MVA WGS in Section IV.C. 
This implies a faster responding pitch change regulating mechanism. 
d. Pitch change feedback gains 
feedback gains, is observed by reducing them to 
The effect of the level of the 
IT 
of the original values of Table 1. If the units from which K^2 K 53 
are derived (see Appendix B for derivation) are such that a conversion 
from radians to degrees is needed, e.g. 
9 deg 
Si S vw 
rad 
À sec ' (7) 
then the conversion is included in the gains ^53* However, 
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reduction of and by —^ would correspond to the same numerical 
value of the original gain, e.g. KQ^, but with units such that the 
additional conversion from radians to degrees is not needed, e.g. 
K, 
•01 
sees deg 
rad 
e. Generator electrical time constants Three basic sets of 
generator constants are used (Table 4). The first set is arbitrarily chosen 
from a table of typical data [16]. Tlie second set is given by Hwang for the 
ICQ kW unit in reference [7]. The third set is given by Johnson for a 1 MW 
unit in reference [9]. The inertial time constant used in these cases is 
also shown in Table 4. 
Among machine parameters, the first ones of interest are the electri-
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cal time constants, and In the absence of a higher order model of 
the synchronous machine, which would include separate differential equations 
for amortisseur windings, the value of t' and x' can in effect partly do qo tr J 
represent their contribution towards the electromechanical damping in the 
Table 4. Generator constants 
Arbitrary Hwang Johnson 
\ P" 1.42 1.064 .75 (1.15^) 
x^ pu 1.45 2.21 1.17 
x' pu .28 .165 .35 
x' sees 
do 1.5 1.942 2.37 (1.2%) 
, a 
X sees 
qo 1.47 (.5) .5 .8 (.4) 
ZH^ sees 19.039 19.039 19.039 
^Not given in references [16, 7, 9]. 
machine. Furthermore, in the two-axis framework, the q axis is the more 
important one of the two with respect to damping effects [27]. 
The first set of generator constants, as mentioned above, is chosen 
arbitrarily. However, many standard references such as [16] do not 
include x' among machine parameters. Two values of t' , therefore, are 
qo qo 
used in the first set. One value is chosen approximately equal to r' and 
do 
the second value is made to be l/3rd of x' . The references for the second 
do 
and third set of generator constants also do not include x^^ among machine 
parameters, so a value approximately l/4th and l/3rd that of is again 
used for the second and third sets respectively. 
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A further examination of Table 4 shows a difference in the general level 
of and among the three sets of data. An additional check on the 
importance of this level is produced by lowering both time constants by 
opproximateiy half In the third set of data. , 
f. Saliency The generator used in this WGS is a 4 pole, high speed 
machine. Such high speed generators most often have cylindrical rotor 
contruction, which would be evidenced by the approximate equality of the 
d and q axis reactances, x^ and x^. However, the second and third sets 
of data in Table 6 show signs of saliency as opposed to the first set. 
An additional check on the importance of saliency is produced by making x^ 
approximately equal to x^ in the third set of data. 
2. Operating conditions 
a. Wind speed An obvious set of different conditions is that of 
different mean wind speeds. Three speeds will be considered: rated wind 
speed -7.92 mps, high wind speed - 20 mps, and low wind speed (i.e. half 
way between cut-in speed and rated wind speed) - 5.7 mps. For the first 
two speeds, the generators are operating at rated output and for the third 
at 27 percent of full output. A listing of turbine parameters for these 
speeds are given in Appendix A. Pitch change feedback through both 
K^2 and is included in both the two higher wind speed conditions. The 
low wind speed condition includes feedback through gain only. 
In addition to power output, two more choices of initial conditions 
are available. The generators may all operate at rated power factor with 
different terminal voltages, or since a voltage regulator is included with 
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I '.-u-h u n i t ,  alJ ;aL s o m e  arl>ilrary level of terminal voltage with different 
power fnctors. Operation at a fixed terminal voltage requires that a fixed-
tap transformer be placed between the line and the infinite bus though, in 
order to allow near-nominal values of voltage at each WGS out on the line. 
The turns ratio used for this situation was .95, and the transformer had a 
reactance of 7% on a 5 MVA base at a turns ratio of 1.0. No such trans­
former was used in the rated power factor situation. A one-line diagram 
of the system configuration with a fixed-tap transformer included is 
shown in Figure 6. The initial conditions for the above two situations, 
given the impedance data of Table 2, are shown in Table 5. 
b. Local load A lumped load at each WGS, equivalent to a load 
density of 10 kVA/sq. mi at .9 power factor, is 750 kVA/sq; mi. over an 
area half as large. The initial conditions for this case include rated 
power factor, and are shown in Table 6. 
c. Large impedance Since large scale exploitation of the wind 
is likely to occur in rural areas, the effect of having a long trans­
mission line is pursued. The situation is simulated by making the im­
pedance of the line between the infinite bus and first WGS ^ 
larger. The value chosen is .05 + j.lO pu. The fixed tap trans­
former, which a turns ratio of .85, is necessary to maintain proper 
voltage at each WGS. The initial conditions are shown in Table 7. 
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Figure 6. One-line diagram for system of three WGS's with fixed-tap 
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Figure 7. One-line diagram for system of three WGS's with shunt 
capacitance 
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Table 5. Initial conditions for systems of Figures 5 and 6 
P + jQ pu Puldeg 
Rated power output 
a. rated power factor (.8) 
WGS #1 .8 + j.6 1.05l|2.85 
WGS #2 .8 + j.6 1.08l|3.64 
WGS #3 .8 + j.6 1.09614.01 
b. 1.02 pu terminal voltage 
WGS #1 .8 + j.772 1.02 |5.05 
WGS #2 .8 + j.346 1.02 |6.34 
WGS #3 .8 + j.l62 1.02 |7.01 
27% of rated output 
a. rated power factor (.8) 
WGS #1 .216 + j.l62 1.0151 .80 
WGS #2 .216 +j.162 1.024|l.04 
WGS #3 .216 + j.l62 1.028|l.l6 
b. 1.02 pu terminal voltage 
WGS #1 .216 + j.752 1.02(1.06 
WGS #2 .216 + j.432 1.02|l.ll 
WGS #3 .216 +j.295 1.17|l.l7 
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Table 6. Initial conditions with local load 
P + jQ pu pu deg 
WGS #1 .8 + j.6 1.018 1.55 
WGS #2 .8 + j.6 1.005 .63 
WGS #3 .8 + j.6 .998 .15 
Table 7. Initial conditions with long transmission line 
P + jQ pu pu deg 
WGS #1 .8 + j.496 1.02 18.29 
WGS #2 .8 + j.l75 1.02 19.71 
WGS #3 ,8 + j.034 1.02 20.44 
d. Shunt capacitance Another case of interest is the effect of 
having a large shunt capacitor connected to the substation bus. In 
order to examine this situation, the rest of the power system is again 
represented by an infinite bus but behind the Thevenin equivalent im­
pedance, as is often done in fault studies. The other end of this 
equivalent impedance is the substation bus to which the shunt capaci­
tor is attached. Between this bus and the transmission line going to the 
first WGS is placed a tap changing transformer to regulate the sub­
station bus voltage to 1.0 pu. This system configuration is shown in 
Figure 7. The value of shunt capacitance, C, used is 2MVAR and the 
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Thevenin equivalent impedance, is .0004 + j.002 pu (on a 1 MVA 
base). The tap raliu of the tap changing transformer is .973. Rated 
power factor is among the initial conditions shown in Table 8. 
Table 8. Initial conditions with shunt capacitance 
P + jQ pu pu deg 
wGs n .8 
wGs n .8 
WGS #3 .8 
+ j.6 1.051 4.84 
+ j.6 1.081 5.63 
+ j.6 1.096 6.00 
3. Base case 
The case that will be called the base case in all subsequent 
discussion consists of the rated power factor initial condition, rated 
wind speed and power output, and the first set of generator constants 
shown in Table 6. It includes the pitch change regulation with 
and Ç as given in Table 1, and as given in Section IV.C. The 
base case includes the excitation system as well. 
F. Methods of Analysis 
The analysis of a given case involves four steps and the use of 
four digital computer programs. A sample of the output of each one of 
these programs for the base case is given in Appendix D. 
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1. Initial conditions 
The initial operating conditions in the network of each case are 
calculated by the use of a loadflow program available at Iowa State 
University. 
2. Admittance matrix reduction 
The system admittance matrix is reduced so that only the generator 
internal buses and the infinite bus are retained as system nodes. All 
loads are assumed to be constant impedances. The reduction of the 
matrix is carried out by another special computer program available at 
Iowa State University. 
3. A matrix coefficients 
From the initial conditions of step 1, internal q- and d-axis cur­
rents and voltages, and the torque angle of each generator are calcu­
lated (see Chapter 5 of reference [27]). These results, together with 
the result of step 2 and the A matrix derivation of Appendix C for a 
multimachine system, are used to calculate those members of the A matrix 
that depends upon the above in each case. The calculations are carried 
out by a computer program written especially for this dissertation. The 
definitions of the variables used in the program and the listing of the 
program statements are shown in Appendix D. 
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4. Eigenvalues 
The output of step 3 is used together with other hand calculations 
to complete the contents of the A matrix. This matrix is then read into 
a fourth program available at Iowa State University to calculate the 
eigenvalues from the A matrix. 
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V. EIGENVALUE RESULTS FOR THE SYSTEM OF 
THREE WGS'S ON A RADIAL LINE 
Only certain combinations of the different parameters and conditions 
discussed in Chapter IV have been examined. The complex eigenvalue ob­
tained for all these cases, in terms of frequency (in hz) and damping 
ratio (in parentheses) are shown in Tables 9, 10, 11, and 12. All 
cases are considered variations from the base case with the change made 
in each case being indicated in the tables. First we will discuss the 
various cases in the order that they appear in the tables. 
A. Case Effects 
1. Rated wind speed 
The results are shown in Table 9. A summary of the findings is 
given below. 
a. Presence of excitation system and pitch change regulation (Cases 
1 through 3) When compared to the base case results, removal of the 
excitation system from the system model removes several complex modes of 
low frequency and does not affect the damping of those modes remaining. 
Removal of the pitch change regulation from the system model with the 
excitation system still present removes only one very low frequency 
mode. It noticeably increases the damping of the high frequencies, al­
though the damping remains poor. 
Table 9. Eigenvalue results for rated wind speed 
1 2 3 4 5 6 7 
Base 
Case 
Remove 
Excitation 
Remove 
Pitch 
Change 
Decrease Decrease 
*52 *"4 K53 
Decrease 
T ' qo 
Hwang's Data 
Uniformly 
Reg. Volt 
1.555 1.589 1.425 1.961 1.429 1.444 1.555 
(.047) (.047) (.129) (.178) (.127) (.117) (.161) 
1.588 1.556 1.384 1.930 1.388 1.472 1.541 
(.047) (.047) (.132) (.185) (.130) (.121) (.173) 
1.479 1.478 1.289 1.845 1.291 1.400 1.408 
(.035) (.034) (.119) (.199) (.118) (.093) (.114) 
.212 .215 .207 .215 .195 .178 
(.744) (.710) (.746) (.711) (.703) (.745) 
.033 .054 .031 .051 .245 .325 
(.979) (.953) (.983) (.954) (.987) (.977) 
.046 .043 .047 .251 .307 
(.923) (.967) (.925) .040 (.986) (.980) 
( . 9 5 6 )  
.047 .048 .085 .082 
( . 9 2 8 )  (.930) (.893) (.929) 
.976 .077 
(.907) (.884) 
Table 10. Eigenvalue results for low wind-speed 
8 9 10 11 12 
Low Wind Remove Lower Decrease 
Speed Base Excitation ^ ^ T' 
base (XianSG 52 qo 
1.326 
(.130) 
1. 
(. 
334 
128) 
1.289 
(.150) 
1.290 
(.150) 
1.104 
(.338) 
1.315 
(.157) 
1. 
(. 
323 
129) 
1.282 
(.187) 
1.282 
(.187) 
1.094 
(.338) 
1.274 
(.154) 
1. 
(. 
228 
115) 
1.239 
(.170) 
1.239 
(.170) 
1.055 
( . 2 9 6 )  
.579 
-(.422) 
.583 
-(.435) 
.583 
-(.435) 
.207 
(.745) 
.119 
(.989) 
.111 
( . 9 2 5 )  
.111 
( . 9 2 5 )  
.248 
(.980) 
.112 
(.925) 
.021 
( . 9 8 5 )  
.021 
(.985) 
.244 
(.981) 
.023 
(.981) 
.172 
(.990) 
.078 
(.950) 
.068 
(.962) 
N) 
m 
Table 10 (Continued) 
13 
Decrease 
T ' qo 
Uniformly 
Reg. Volt 
14 
Hwang's 
Data 
Uniformly 
Reg. 
Volt 
1 5  
Johnson's 
Data 
Uniformly 
Reg. 
16 
Johnson's 
Data 
Uniformly 
Reg. Volt 
Volt Lower Tqo&T&o 
17 
Johnson's 
Data 
Uniformly 
Reg. Volt 
Raise 
1.207 
( . 2 6 6 )  
1.158 
(.305) 
1.069 
(.247) 
.275 
(.640) 
.126 
(.994) 
.235 
( . 9 8 2 )  
.243 
(.981) 
.049 
(.986) 
1.368 
(.299) 
1.335 
( . 3 3 3 )  
1.194 
( . 2 4 8 )  
.241 
(.803) 
.263 
( . 9 7 7 )  
.260  
( . 9 7 7 )  
.127 
(.994) 
1.284 
(.051) 
1.235 
( .060)  
1.118 
(.056) 
.254 
(.414) 
.161 
(.629) 
.150 
(.663) 
1.244 
(.094) 
1.191 
(.111) 
1.084 
(.099) 
.346 
(.508) 
.205 
(.755) 
.188 
(.788) 
1 .261  
(.101) 
1.211 
(.119) 
1.100 
(.105) 
.251 
(.418) 
.147 
(.663) 
.159 
(.633) 
.076 
(.963) 
Table 11 Elgervalue results for high wind speed 
18 
High 
Wind 
19 
High 
Wind 
Remove 
Excitation 
20 
High 
Wind 
Lower 
21 
High Wind 
Remove 
Pitch Change 
22 
High Wind 
Lower 
1.825 
-(.025) 
1.825 
(.025) 
1.439 
(.154) 
1.388 
(.164) 
2.804 
(.084) 
1.740 
-(.038) 
1.800 
(.027) 
1.399 
(.158) 
1.429 
(.160) 
2.786 
(.087) 
1.799 
-(.027) 
1.739 
(.183) 
1.305 
(.148) 
1.293 
(.154) 
2.738 
(.092) 
. 220 
(.752) 
.213 
(.716) 
.214 
(.713) 
.211 
(.765) 
.033 
( . 9 6 8 )  
.048 
(.959) 
.051 
(.956) 
.037 
(.963) 
.047 
(.873) 
.036 
(.974) 
.039 
(.970) 
.050 
(.869) 
.047 
(.885) 
.049 
(.882) 
Table 12. Eigenvalue results for different network conditions 
23 24 25 26 27 
Local Shunt Long Long Trans. Line Long Trans. Line 
Load Capacitance Trans. Line Uniformly Reg. Volt. Uniformly Reg. Volt. 
Uniformly Lower x' 
a o 
Lower 
Reg. Volt 
1.522 1.565 1.533 1.438 1.360 
(.047) (.046) (.051) (.113) (.139) 
1.503 1.603 1.499 1.422 1.320 
(.046) (.047) (.057) (.108) (.152) 
1.410 1.418 1.161 1.158 .836 
(.036) (.029) (.031) (.041) (.132) 
.193 .288 .441 .422 .460 
(.770) ( . 5 9 4 )  (.275) (.308) (.219) 
.034 .023 .017 .186 .091 
(.980) (.990) (.995) (.635) (.822) 
.052 .043 .078 .101 .094 
(.906) (.932) (.814) (.693) ( . 7 5 8 )  
.057 .050 .080 .104 
(.900) (.923) (.745) ( . 7 7 0 )  
.215 
(.990) 
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b. Pitch change parameters (Cases 4 and 5) The reduction of the 
pitch change time constant, Tp> to l/3rd its value increased the three 
high frequencies and their damping as well. The lower frequency modes 
were not affected appreciably. Reduction of the level of pitch change 
feedback gains, eliminated one low frequency mode, lowered 
the three highest frequencies, and only slightly affected the other. 
c. Generator data (Cases 6 and 7) Reduction of x' in the 
qo 
' first set of generator data to l/4rd its value adds one more low frequency 
mode. It noticeably increases the damping of the three high frequency 
modes, although they remain poorly damped. The other modal frequencies 
and their damping are affected somewhat, but they all remain very well 
damped. 
The use of the second set of generator data produces results very 
similar to the last case. Most of the frequencies are slightly higher 
and the damping of the first three modes is slightly higher. The effect 
on the damping of the lower frequency modes is not consistent however. 
2. Low wind speed 
a. Presence of excitation and pitch change (Cases 8 through 10) 
The list of complex eigenvalues for the low wind speed case shows low 
damping among the first three modes and negative damping (the eigenvalue 
has a positive real part) of an intermediate frequency (the results are 
shown in Table 10). The negative damping implies that the oscillation 
will grow and that the system will be unstable. However, if the 
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excitation system is removed from the system model, the unstable complex 
eigenvalue along with the other low frequency eigenvalues disappear 
ap complex modes. 
The same effect is not produced though when the pitch change regu­
lation is removed from the system. As already noted, one complex mode 
disappears but the instability remains. The other complex modes are not 
affected significantly. 
b. Pitch change feedback gain (Case 11) As with removal of 
pitch change regulation, the decrease in the level of the feedback gain 
did not remove the instability. As a matter of fact, the decrease in the 
level of feedback gain had an effect almost identical to that of removing 
it completely. 
c. Generator data (Cases 12 through 17) Not with standing the 
above influence of excitation, the particular choice of generator pa­
rameters also has a strong influence. Consequently, when was reduced 
as before, the effect was dramatic. The high frequencies became reason­
ably damped and smaller in magnitude, the instability disappeared, and the 
number of complex modes was large. Repeating the case a third time with 
uniformly regulated WGS terminal voltage initial conditions, the increase 
in damping and the reduction in magnitude of the high frequencies is 
not as great. 
The use of the second set of generator data in Table 6 produces the 
same number of complex modes as the first set did originally. Although 
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the high frequencies do not change significantly in magnitude, their 
damping is again much higher. The instability, is also gone and the 
magnitude of most of the lower frequencies is higher. 
In contrast to the previous effects of different sets of generator 
data, the third set causes all frequencies to be more weakly damped 
particularly the high frequencies. One less complex mode appears, 
the high frequencies are somewhat lower and the low frequencies are some­
what higher than with the first set, and no instability appears. Re­
duction of the level of time constants improves damping somewhat, lowers 
high frequencies and raises low frequencies. The effect of making 
he close to x, is similar. 
a 
3. High wind speed 
a. Presence of excitation and pitch change (Cases 18 through 22) 
Use of the first set of generator data under high wind speed conditions 
causes the first three frequencies to be much higher and negatively 
damped as well (the results are shown in Table 11). Otherwise the results 
are similar to the base case. Removal of the excitation system removes 
all low frequency complex modes, while the three remaining high frequency 
modes are poorly but nonetheless positively damped. Removal of the pitch 
change regulation from the system with excitation still included also 
produces weakly though more positively damped high frequency modes. The 
magnitudes of these first three frequencies are smaller than with the 
pitch change included. Three more lower frequencies, though one less than 
with pitch change included, are also retained. 
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b. Pitch change parameters (Cases 21 and 22) Reduction of the 
magnitude of feedback gains, and produces one less complex mode 
than with the higher level. The high frequency modes are positively 
though weakly damped and of lower magnitude than with the higher level. 
Use of the high level of feedback gain but with reduced, results in the 
same number of complex mode's as with the higher T^, but the first three 
frequencies are much larger in magnitude and positively though weakly 
damped. 
4. Network conditions 
a. Local load and capacitance (Cases 23 and 24) The results for 
the local load case and shunt capacitance case are essentially the same 
as for the base case (the results are shown in Table 12). 
b. Long transmission line (Cases 25 through 27) The two notice­
able effects of the long transmission line are the reduction of the third 
high frequency, and the decrease in the damping of an intermediate fre­
quency which is also twice as large. Reduction of in the next case 
adds one more low frequency complex mode, decreases slightly the first 
two high frequencies, whose damping and that of the aforementioned inter­
mediate frequency is higher, and increases the magnitude of the re­
maining low frequencies. A decrease in the level of the pitch change 
feedback gains, and eliminates one complex mode when compared 
to the case with the higher gains. It also increases the damping of the 
three high frequencies, the third of which is much lower in magnitude. 
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The intermediate frequency retains roughly the same amount of damping 
and the remaining low frequencies are comparable to the higher gain 
case. 
B. Most Significant Factors 
Of all the cases studied, there are five factors that stand out. 
These are discussed here in detail. 
1. Generator constants 
This factor seems to exert a great influence on the eigenvalues and 
the characteristics of dynamic behavior. Its most important effect is 
on the damping of the high frequency and intermediate frequency modes. 
The smaller the value of tI and x' , the better the damping and particu-do qo 
larly so with This is so when comparing the results of both Case 
12 and Case 14 with Case 8, the level of in the former two cases being 
the same. By the same token, the use of the third set of generator data 
in Case 15, which has an even higher x^^ and x^^, produces even weaker 
damping. Yet the subsequent reduction of both time constants in this 
third set improves the damping. 
Regarding the effect of saliency, as indicated by the difference be­
tween reactances x, arid x , it appears to weaken the damping of high 
d q 
frequencies. This generalization is ambiguous when comparing Case 13 
(cylindrical pole) versus Case 14 (salient pole). However, it appears 
more clearly when looking at Case 13 versus Case 16 (salient pole). This 
comparison is still not entirely convincing, though, due to the somewhat 
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different level of all reactances in the third set versus that of the 
first set. More conclusive evidence is given by the comparison between 
Case 15 and Case 17 where x in the third set has been raised to almost q 
that of x^. 
2. Presence of excitation system 
The number of complex modes that appear is influenced by the 
presence of the excitation system. This is immediately obvious from 
Cases 1 and 2, Cases 8 and 9, and Cases 18 and 19. It is also crucial 
to the stability of the system as seen in Cases 8 and 9, and Cases 18 and 
19. The former two cases involve a situation where the instability occurs 
in one of the complex modes introduced by the presence of the excitation 
system. The latter two cases though involve a situation where, with 
excitation, an instability appears in each of the high frequency complex 
modes whose existence is independent of excitation. However, without 
excitation these modes are stable. 
3. Presence of pitch change regulation and associated parameters 
From comparison of Cases 1 and 3, Cases 8 and 10, and Cases 18 and 
20, it can be seen that the presence of pitch change regulation adds one 
complex mode to the results when the excitation system is included as 
well. It is also crucial to the stability of the system at high wind 
speeds, cases 18 and 20, but-not at lew wind speeds. Cases 8 and 10. Not 
only is the system unstable with the pitch change present in Case 18, 
but the high frequency modes have frequencies much higher than in most 
other cases. With pitch change removed, both of these symptoms disappear. 
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The values of the parameters associated with the pitch change regu­
lation also are important to the stability of the system at high wind 
speeds. Cases 21 and 22 show that either a reduced level of feedback 
gain or a faster acting pitch change mechanism can stabilize the 
system. However, the effects of either action are somewhat different 
otherwise. The lower feedback gain will provide better damping and lower 
high frequencies than the faster acting mechanism. 
It should be pointed out here that the level of feedback gain is im­
portant with respect to the assumption of linearity of the aerodynamic 
curves about a quiescent point. The higher the feedback gain, the larger 
is the deviation intended for the aerodynamic variables about their 
quiescent point in the process of regulation. However, given the original 
shape of the curves, a larger deviation makes less valid the assumption of 
linearity and the corresponding effect of regulation in particular. Such 
a concern is common in many applications of linear analysis and is the 
reason for confining the analysis to small signals about a quiescent 
point. 
4. Length of transmission line 
The two noticeable effects of having a long transmission line are 
the reduced magnitude of the third high frequency, and the reduced 
damping of an intermediate frequency. The former effect can be seen by 
comparing Cases 1 and 25, but more so by comparing Cases 5 and 27. Al­
though in all cases the third high frequency is lower than the first two 
frequencies, the difference between the level of the third one relative to 
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that of the first two is much greater with a long transmission line. The 
second effect of the long transmission line referred to above is important 
because the reduction in the damping of the intermediate frequency is 
from very good to only fair at best, particularly in Case 27. 
5. Wind speed 
The importance of the quiescent wind speed comes about because of 
the instabilities that appeared in certain cases at high and low wind 
speeds, but not at rated wind speed. The fact that the instability 
appears in two different types of modes for the two different conditions 
(compare Case 8 with Case 18) is also of significance. While observing 
the differences among eigenvalues for the different quiescent wind speeds, 
we should be reminded of the fact that while initial network and generator 
conditions change between the low and high wind speed conditions, the 
linear aerodynamic parameters of the turbine are also changing among all 
three wind speed conditions. They change in a consistent manner, though, 
since and of Figure 3a become progressively smaller for lower 
quiescent wind speeds. 
C. Classes of Frequency and Damping 
The eigenvalues appearing in Tables 9 through 12 can be summarized 
by the three classes of frequencies and corresponding damping ratios shown 
in Table 13. The three classes generally show progressively lower 
I 
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Table 13. Classes of eigenvalues 
Frequency range (hz) Range of damping ratio 
1 .836 - 2.804 .025 - .338 
2 .080 - .583 .219 - .788 
3 .017 - .325 .814 - 1.000 
frequencies and at the same time progressively higher damping. 
1. High frequency inertial modes 
The first class of high frequency eigenvalues in Table 13 represents 
the inertial modes of oscillation of the system of three machines with 
respect to the infinite bus. In the power system with n generators, it 
can be shown that there exist n-1 independent inertial modes of oscilla­
tion [15]. The fact that there are only n-1 is related to the fact that 
there are only n-1 independent torque angle differences among n machines. 
However, in our example with three WGS's, the fact that there is an 
infinite bus results in a third inertial mode which represents the 
effect of the three WGS's swinging in unison against the infinite bus. 
Given the assumption of machines swinging in unison, the three machine 
system can be reduced to a Thevenin equivalent one machine-infinite 
bus system. By use of the simple relationship [27] 
JSH!! 
^osc I 2H 
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this third natural frequency can then be predicted approximately. 
Applying the above method to the base case network and initial 
conditions, with the transmission line resistance neglected, the system 
reduces to the Thevenin equivalent shown in Figure 8. 
T// 
j.l365 
E 
th 
1.201 
o 
A: 178 
Figure 8. Theorem equivalent for base case 
The power output of this equivalent generator is 
equ 
1.201 X 1.0 . r 
0:1365 - ®eq-
(9) 
The power synchronizing coefficient, according to the classical model 
of the synchronous generator itself, is 
> = 1.201 X 1.0 
Sequ 0.1365 
cos 6 
eqo 
(10) 
and substitution of P„ for in Equation 7 yields 
Sequ Su 
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(Il = 7.486 rad/sec 
ose 
= 1.192 hz (11)' 
This value for the natural frequency of oscillation is close to the third 
frequency found in Case 5, where the influence of pitch change regula­
tion is lower because of the lower feedback gains. 
However, the case with the long transmission lines provides a 
clearer example of the distinction that can be made among inertial modes. 
Neglecting line resistance again, the Thevenin equivalent for this case 
is shown in Figure 9. 
K.O 
1.216 z. 
-nmrv. 
j.2285 
25.385 
Figure 9. Theorem equivalent for long transmission line case 
The natural frequency of oscillation that results from this equivalent 
is .897 hz, which approximates the reduced third inertial frequency of 
Case 27, where again the influence of pitch change regulation is 
smaller. The other two inertial frequencies, then, that did not decrease 
as significantly from Case 5 to Case 27, are clearly the n-1 frequencies 
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representing interaction among the three WGS's. In addition to the length 
of transmission line, the other factors having a major effect on the 
magnitude of the inertial frequencies are the pitch change time constant, 
Tp, the low wind speed quiescent point in general, and the pitch change 
feedback gains particularly at high wind speed quiescent points. 
The inertial modes of oscillation are in all cases more weakly 
damped than the other modes present in Table 8. In some cases, the 
damping is very poor; in one case it is actually negative. Generator 
constants, the presence of pitch change regulation and its associated 
parameters, the low wind speed quiescent point, and the length of 
transmission line all have important influences on the damping of the 
inertial modes. The fact that the inertial modes may become unstable 
when excitation systems are present in a multimachine system and certain 
other conditions exist, parallels results found elsewhere in the 
literature 114], 
2. Additional low frequency modes 
Both the second and third class of low frequencies appear only with 
excitation systems included in each machine model. This parallels the 
work of other authors Il4j. In most cases, only one mode of the second 
class appears while several modes of the third class appear. Generator 
data, the presence of pitch change regulation, and the level of pitch 
change feedback gain all affect the number of modes of these two classes 
that appear. The use of the third set of generator data and the presence 
of a long transmission line, though, greatly increases the number of modes 
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of the second class in particular that appear in the results. 
In Table 9, the distinction between these two modes is much clearer 
with respect to the damping than with respect to the frequency magnitude. 
The damping of the third class is in all cases extremely high. The damping 
of the second class is in most cases also high. However, in one situation, 
a frequency of the second class is negatively damped; this is at the low 
wind speed quiescent point and is sensitive to generator data. Another 
situation of importance to the damping of the frequencies of the second 
class is that of a long transmission line. Here a frequency of the second 
class is only moderately damped. 
D. Resonance With Power System Natural Modes 
The importance of the above eigenvalue results lies in how well they 
match the poorly damped modes in the power system. The second class of 
WGS modal frequencies coincides with those found most troublesome In the 
power system. In only two cases, however, is the damping weak enough to 
raise the possibility of resonance of WGS modes with those in the power 
system. These two cases are the low wind speed case with the original 
set of generator data, and the long transmission line case. 
The first class of WGS modal frequencies coincides with those found 
troublesome in the power system when only one machine is involved. Due 
to the fact that these WGS modes are usually the most poorly damped, it 
can be implied that they raise the more likely possibility of resonance 
with the power system. However, because of the level of frequency, the 
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situation where this is likely to occur is when a single generating plant 
is isolated from the rest of the power system by a long transmission line, 
and the network has tied to it in that vicinity a radial line to which 
a number of WGS's are connected. Recall, though, the case of the 
WGS's themselves being tied to the power system through a long trans­
mission line. It curiously produced a weakly damped inertial mode whose 
frequency was significantly reduced. Since this modal frequency repre­
sents the WGS's swinging in unison, the frequency is inversely proportion­
al to the square root of total inertia. It raises the possibility of an 
even lower inertial frequency being produced by there being several 
more WGS's tied close together but tied to the power system through a 
long transmission line. Perhaps then it may be closer to a low frequency 
mode in the power system involving several machines. 
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VI. LOAD TRACKING AND THE SPECTRUM OF WIND POWER 
A. Introduction 
With many WGS's tied to the power system, there can be a signifi­
cant input of power from the wind. AGC is a form of supplementary control 
whose function is to make system generation match the system load and 
hold the system frequency and tie-line flows on schedule. Although 
extraneous to the normal system generation, wind power would nonetheless 
contribute to the total generation and AGC should therefore respond to 
changes in WGC output. If, however, wind power generation is unsteady 
and its spectral content falls in the range where AGC is not responsive, 
there will be an inherent mismatch in the system. This would be re­
flected in tie line flow and system frequency deviations. Such an in­
herent mismatch may also resonate with artificially induced mismatches 
and further aggravate tie line flows and system frequency. The above 
consequences are reasons for studying the spectral content of wind 
power and AGC constraint regions. 
B. Wind Power Spectrum 
Reference 123] illustrates the high frequency energy content of the 
wind by the nondimensional curve in Figure 10 and Equation 11. 
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Figure 10. High frequency spectral content of wind energy 
dx (12) 
whe re 
S^(ùj) = power spectrum at height z 
w = frequency 
= velocity at standard reference height of 10 m 
Kj = drag coefficient referred to mean velocity at 10 m 
1200 w ^ w 
X = where —— is In cycles per meter 
^RH 
Because of the nondimensional nature of the curve, the concentration of 
energy shifts along the frequency scale as the mean speed of the wind 
regime changes. However, most of the energy in all cases would be con-
-2 -4 
tained in a band between 10 and 10 ft. The conversion of this band 
to the units of frequency for different mean wind speeds is shown in 
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Table 14. Care should be taken to remember the dependence of wind speed 
on height above ground and surface features. 
Table 14. Frequency band of wind energy 
Mean wind speed (mph) Frequency band (hz) 
10 .00147 - .147 
40 .0059 - .59 
A comparison of the frequency ranges of Table 14 with the rate of 
generation change constraint found by Kwatny et [20], .005-.5 hz, indi­
cates that a significant portion of the energy content of the wind does 
in fact fall in the critical range of AGC limits. Higher mean wind 
speeds imply even more so that this will be the case and that the 
magnitude of power fluctuations will be higher. However, at wind speeds 
above the rated value, the power regulating mechanism will attempt to 
eliminate power fluctuations that are slow enough to be within its 
design capability. 
The 30-90 sec range of artificial system frequency oscillations 
noted by Ewart [21] corresponds to a spectral range of .011 - .033 hz. 
This range falls within both spectral ranges shown in Table 14. 
The above discussion deals with the spectral content of the wind. 
As alluded to, the output character of the WGS itself, though, is also 
dependent upon the dynamics of the WGS. For this reason the frequency 
response of the WGS is of interest. 
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C. WGS Frequency Response 
Appendix C is useful In illustrating the combination of transfer 
functions that exist in each machine in a multimachine network. However, 
the complexity of a three machine example prohibits a complete formulation 
of the frequency response between any one input and any one output in the 
three machine system via block diagram transfer functions. The frequency 
response between torque angle and wind speed for a single machine tied 
to an infinite bus is much simpler. The nature of the torque angle output 
will give some indication as to the nature of the power output. Such a 
result for a 1 MVA machine, as modeled in previous chapters at both high and 
low wind speeds, and with a transmission line impedance of .01 + j .02 pu, is 
shown in Figures 11 and 12. 
The magnitude plot of Figure 11 shows the dominance of the inertial 
frequency in the output of the WGS at high wind speed. The lower range 
of frequencies that are of interest are almost entirely filtered out. For 
low wind speed however. Figure 12, a portion of the lower frequency range 
does appear in the output with the magnitude ratio as indicated. 
The frequency response via the block diagram transfer function 
approach above is visually appealing. However, because the needed simplicity 
of the one machine example, it does not provide a complete picture of the 
situation for the three WGS system. The natural dynamic characteristics 
of a multi-WGS system influence the spectral content of power fluctua­
tions appearing in the system due to spectral input. These natural char­
acteristics are described by the natural modes. Relatively weakly damped 
complex modes imply that input at those modal frequencies will produce output 
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with relatively larger magnitudes at those frequencies. Yet the natural 
modes also account for the interaction among machines as discussed in the 
previous chapter. The one machine example analyzed here does not account 
for modes of interaction in a multimachine system. Some of these modes of 
interaction are of lower frequency. For a complete frequency response 
analysis of the multimachine system, the matrix methodology of Van Ness 
[18] is recommended. 
The load tracking problem puts a focus on power fluctuation, and an 
important preliminary correspondence between AGC constraint regions and 
the spectrum of wind power has been noted. Further study of the conse­
quences of this correspondence would necessarily place great importance 
on accurate modeling of the WGS power regulating strategy and dynamics. 
It would need to include comprehensive power system modeling to account 
for the effects of machine interaction, and to simulate AGC system 
dynamics. Many more than three WGS's would also need to be effectively 
tied to the system in order for there to be a significant amount of energy 
input from the wind. 
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VII. CONCLUSIONS AND RECOMMENDATIONS 
A. Conclusions 
The presence of many large WGS's tied to the power system network 
would constitute a novel situation for the power system. The question 
raised in this dissertation is whether this situation may pose some prob­
lems for the power system under normal operation. Two potential problem 
areas have been addressed. 
1. Excitation of certain power system natural modes 
The first concern expressed was the possibility of excitation of 
poorly damped power system natural modes by the perturbing of the WGS's, 
whose outputs are injected into the power system. Calculation of natural 
modes within a network of three WGS's tied onto a radial line indi­
cates that there may be natural modes existing within this subsystem 
with frequencies that are in the range of concern for large intercon­
nected power system. However, the characteristics of these modes may be 
sufficient to avoid the problem referred to above if special attention 
is given to certain system parameters and certain system configurations 
under different mean wind speed conditions. 
a. System parameters The frequency and particularly the damping 
of the natural modes are noticeably sensitive to the following parameters 
i) generator time constant, 
ii) generator saliency as exhibited by x^ and x^, 
iii) pitch change time constant T^, 
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iv) pitch change feedback gains, K^2 ^53• 
b. System configuration Two system configurations to be to be 
of particular concern: 
i) a generating plant being isolated from the rest of the power 
system by a long transmission line, 
ii) a number of WGS's being tied to the system by a long trans­
mission line, and especially so the larger the number of WGS's 
that are tied together by this line. 
2. Load tracking constraints 
The second problem examined was the possibility of there being an 
inherent mismatch between generation and load, resulting from the coin­
cidental correspondence between wind power spectral content and load 
tracking constraint regions, thus contributing to tie-line oscillations 
and frequency instability. The initial correspondence between the two 
has been illustrated. However, the power regulating mechanism of WGS's 
at high wind speeds will filter out the lower frequency portion of the 
spectral content in the wind. This lower frequency portion will remain, 
though, at low wind speeds. The amount of filtering that is produced 
is naturally very much a function of the pitch change regulation 
dynamic characteristics. 
70 
B. Recommendations 
1. I'.xc i LaLioii of iiaLurnl modes 
(a) Because of the sensitivity of the natural modes to system 
parameters, and because of the importance of system damping, the desire 
to use off-the-shelf or standard equipment in design and construction of 
WGS's may have to be sacrificed. The added cost of special design will 
have to be weighed against the cost of other types of control for syn­
chronous generation, or the cost of induction generation, or certain 
kinds of asynchronous generation. Even these other choices would still 
probably entail some speciality of design because of the uniqueness of 
wind power generation and the power system, as well as the uniqueness 
of site selection. 
(b) The need for careful selection of system parameters has been 
pointed out. However, an attempt has not been made to pinpoint just 
what the values of these parameters should be. The careful design of 
WGS's will necessarily involve an optimization procedure more scientific 
and thorough than the trial and error method used here. In addition to more 
accurate data for an actual WGS of the size considered here, modeling of 
other types of equipment, such as nonstiff shaft coupling and other 
types of excitation systems, would be useful. Yet the results seem to 
indicate that additional or more highly sophisticated types of control, 
e.g., along the lines of pitch change and shaft coupling, may not be 
needed for the problem under consideration given the proper design of 
the more basic elements. 
7.1 
(c) Behind the idea of the excitation of power system natural 
modes lies the premise that weakly damped modes do exist in intercon­
nected power systems. Although this has been known to be true in the 
past, it is not a generalization of all power systems. Instead, it is a 
function of the particular system configuration and conditions. Whether 
weakly damped modes exist in a given power system and an actual simula­
tion of how a system of WGS's may excite such modes warrants further 
investigation. This would involve detailed modeling of the dynamics 
of the larger power system and would follow the example set forth by 
Van Ness 119]. Modeling of the larger power system together with many 
groups of WGS's distributed throughout the network may necessitate the 
formulation of dynamic equivalents for certain parts of the system in 
order to reduce the order of the system. 
2. Load tracking constraints 
(a) Because of the importance of the power regulating characteristics 
of a WGS in determining the spectral content of WGS power output, more 
accurate data and modeling of an actual WGS of the size considered here 
is desirable. 
(_b) A more complete analysis of the problem considered here would 
also involve a multi-WGS system in order to account for the dynamic 
interaction among machines, and the diversification of power output 
among different sites. It would model the power system and its associated 
AGC as well. The number of WGS's would need to be large enough so that 
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the accumulated output of the WGS's was sufficient to be felt by the 
larger power system. Given the large number of machines involved, 
however, some equivalencing will probably be necessary to accommodate the 
situation to reasonable analysis. This situation also points to the 
importance though of the stochastic nature of the wind, the quantifica­
tion of meterological weather pattern influences, and specific site data. 
More concentrated research than has been exhibited in the past in these 
areas is needed. 
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X. APPENDIX A: LINEARIZATION OF AERODYNAMIC CURVES 
The aerodynamic performance curves of the NASA-Lewis wind turbine 
were shown in Figure 2. The nondimensional coordinates of this graph 
are tip speed to wind speed ratio, /and the coefficient of power, 
C^. These quantities are defined as follows; 
Rw 
X = —— (i3a) 
W 
T.w. 
C = AjA (13b) 
Pi 2 3 
where 
R = blade radius 
= speed of turbine rotation 
= wind speed 
T^ = aerodynamic torque 
p = density of air 
The relationship of Figure 2 is written in the general mathematical form, 
C^ = f(V ,w,8), (14) 
p w 
to show the dependence of C^ on three variables, 0 being the blade pitch 
angle. 
The need for a relationship for prime mover torque to be used later 
in the synchronous generator swing equation requires that we linearize 
Equation 14 and then substitute it into Equation 13b. The resulting 
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linear expression is 
T = k V . + k 0),. + k„9. newton meters (15) 
A V wA w AA OA 
The linearization of Equation 14 may be obtained by choosing a 
quiescent point where two of the three variables are assumed constant 
and the third is allowed to vary. After substituting into Equation 13, 
a new curve for torque is drawn and graphically linearized about the 
quiescent point. The slope of the curve now becomes the coefficient in 
Equation 15 for the nonconstant variable and quiescent point chosen. 
Because of the discrete number of curves shown in Figure 2, the values 
of the coefficients for the quescent points used in the analysis will 
have to be interpolated from the actual set of curves that can be 
linearized from Figure 2. 
The first step in the process of deriving the above coefficients is 
to convert the y coordinate of Figure 2 from to torque. The resulting 
curves are shown in Figure 13. Assuming constant rated rotational speed, 
plots of torque versus wind speed for several different blade pitch angles 
are shown in Figure 14. Next, plots of torque versus normalized rotation­
al speed for three different wind speeds, and for several different blade 
pitch angles in each case, are shown in Figure 15. Finally, a plot of 
torque versus blade pitch angle for several different tip speed to wind 
speed ratios is shown in Figure 16. 
Table 15 shows the values of T^, X, and 9 for three different wind 
speed quiescent points assuming synchronous rotational speed. Table 15 
also summarizes the coefficients of Equation 15 obtained from the slopes 
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Figure 13. 
Tip speed to wind speed ratio, X 
Aerodynamic torque vs. tip speed to wind speed ratio 
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Figure 14. Aerodynamic torque vs. wind speed 
Figure 14 (Continued) 
Aerodynamic torque, T , in Newton meters x 10 
Aerodynamic torque, T^, in Newton meters x 10 
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<u yo 
L-W 
.7 ,9 /.O /,/ LZ J 
Ratio of rotational speed to rated speed 
Figure 15. Aerodynamic torque vs. rotational speed ratio 
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Ratio of rotational speed to rated speed 
Figure 15 (Continued) 
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Figure 15 (Continued) 
Aerodynamic torque, T , in Newton meters x 10 
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Table 15. Aerodynamic parameters and quiescent points 
Wind speed, mps 5.7 7.92 20 
T, k 8.057 29.840 29.840 
A nm 
A 13.78 9.92 3.93 
0 deg —1 —1 —18.5 
k — 10.063 10.063 13.384 
v mps 
k. nm 
w rad/sec 9.553 23.507 100.349 
k„ ^  .500 3.512 10.343 0 deg 
of the above curves for these three quiescent points. Since the 
curves discussed here were obtained from reference [2], it should be 
pointed out that this reference shows the rate power output of the 
turbine rotor to be 133 kW even though the synchronous generator is 
rated at 125 kW. The normalization process that will be shown in 
Appendix B uses a system base of 125 kW for three phase power, . 
However, in the process of linearizing the above curves, the rated 
power output of the turbine rotor will be assumed as 133 kW. The 
results obtained from the linearization are the slopes of the curves 
which are equivalent to the coefficients of Equation 15. It is not 
expected that the losses in power that obviously occur between the 
turbine rotor output and the synchronous generator output would 
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significantly affect these coefficients, especially given the approxi­
mate and visual nature in which they are derived. 
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XI. APPENDIX B: COMPREHENSIVE STATE SPACE FORMULATION 
OF SYSTEM COMPONENTS 
A. Wind Turbine 
The linearization of the aerodynamic curves in Appendix A has re­
sulted in the expression of Equation 15. However, the variables of 
Equation 15 must be transformed in order to be compatible with the 
normalized state space analysis of the synchronous machine. Figure 
17 illustrates the different notation for different location along the 
horizontal shaft. 
V 
30 w 
Figure 17. Physical location of variables along shaft 
Transforming and T^^ in Equation 15 to and T^^, where 
AA mA mA' 
rad 
rotational speed is in and torque is in Newton-meters, we have 
w 
''5 ' VwA + k* + Và (16) 
Transforming ca^ into with rated mechanical speed, n^, being 
eA Rm' 
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1800 rpm, we have 
T  = & v  + k  ^  + V a 
mA 45 wA w 30w . _2 45 
Re 45 
k k , kgG. 
= 4# ".A +^3^ 
Re 
where the subscript, R, refers to a rated value. 
Normalizing Equation 17 (on a three phase system base) results 
in 
k k k 
"  V  +  _ _ H _ _ w  ,  +  . ^ e ,  
mAu 45T ^  w 45T 3 eAu 45T _ A 
m£ mS mB 
\^Rm „ . ^w^Rm 47r ^6^Rm q 
^^^R3(J) " 3 eAu 455%^^ A 
or 
= =2^„A + VeAu + hA 
where 
"«•"ra 4ir 
and where the subscript, u, refers to a per unit quantity. 
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Table 16 shows the values of the parameters used and resulting 
valiK\s of H.j, K.,^, and K.,^. 
Table 16. Aerodynamic parameters used for state space analysis 
4.189 rad/sec 
Wind speed, mps 5.7 7.92 20 
Bg .337 .337 .448 
Kg -1.341 -3.300 -14.086 
.017 .118 .347 
B. Pitch Change Regulation 
The dynamics of the blade pitch regulation, as mentioned before, 
are represented by the second order expression 
e^(s)(Tp^s^ + 2;% 8+1) = c^(s ) (20) 
where C^(s) is the command signal and the blade pitch angle, 9^(s), is 
in degrees. Blade pitch may be used to regulate speed and power. The 
latter has been simulated by feedback of torque angle, which is the 
integral of speed and which is related to power, and by feeding forward 
the measure of wind velocity. Therefore, the command signal C(s) has 
three components and Equation 20 is written as 
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2 2 ^AA 
)<Tp s +2ÇTpSH) = (KeiV^ei-^ez "f + 
ssc'dês 
where the units of KQ^ are —^^2' • Kg^ may also be written as 
•^61 - *^01 ^  
where the unit of K' is sees. Care must be taken to insure consistency 
ui 
of units since rotational speed is in and torque angle is in rad, 
yet blade pitch angle is in degrees. 
Transforming once again into Equation 21 becomes 
6^(s) (Tp^s V-TpSH-l) = f (Kg, + (23) 
or 
K K 
î^c^XT/sVyH) = «A» + "^ev^A 
' %2"eAu + ^ 3^ + «5^ 
where 
S2 ' f Si 
47T ^91^62 
'53 =T-^ 
' ^0v ~ -^2 
The original values of pitch change parameters and feedback gains have 
already been shown in Table 1. A lower set of values have also been 
used, as mentioned in Chapter IV. The values of and Kg2 from which 
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K^2 and have been derived are shown in Table 17. 
Table 17. Pitch change regulation gains 
High Low 
K„ sec-deg 286.479 5.000 
01 rad 
Kg2 .100 .100 
The state space formulation of Equation 1 is a system of first 
order differential equations. Therefore, Equation 24 is rewritten as 
»2A 72 <") 
and 
«1A = «2A «« 
where 
C. Synchronous Generator 
The one-axis model of a synchronous machine is a 3rd order model. 
A simplified and linearized version of this model for a single machine 
connected to an infinite bus is developed in reference [27]. The basic 
equations in the s domain, are summarized as follows: 
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K, 
E' 
K3K, 
qAu l+K^T^^s FDAu l+K^T^^s A (27) 
^eAu " *1^A •'• ^2^qAu 
^tAu ^ ^ S^A '"' ^6^qAu 
(28) 
(29) 
(jJ = T 
eAu 2H s aAu 
«A = ^  "eAu 
— (T -T ) 
2Hs mAu eAu 
where 
(30) 
(31) 
K. = 
= 
eA 
6. 
eA I 
E'=E' 
q qo 
^qA16=6 
K, = impedance factor 
K, = 1_ fA 
*3 *A 
TD 
constant 
V 
S = 6 
tA 
E'-E* 
q qo 
6=6 
It should be noted that the notation and per unit system used for all 
synchronous machine modeling in this dissertation follows that developed 
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in reference [27]. This per unit system uses a modified Park's trans­
formation which is power invariant, and is also based on the concept 
of equal mutual flux linkages. The per unit system that results in 
consequently different from that used by manufacturers. Nonetheless, 
the per self-inductances of the stator and rotor circuits are numerically 
equal in both systems. 
The combination of Equations 20, 24, 27, 28, 30, and 31 in block 
diagram form, omitting is shown in Figure 3 of Chapter III. In 
state space form. Equations 27, 28, 30, and 31 become 
®FDau <") 
= V"eAu (34) 
The presence of the excitation and voltage regulator system is the 
reason that the field voltage, E^^, is a variable. The fact that it 
is a brushless system means that it should be modeled as an IEEE Type 2 
system. Although the full model of such a system includes more than 
one time lag in the feedback loop [27], the simplified model used for this 
analysis is shown in Figure 18. The state space equations for this 
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'FO 
Figure 18. Excitation and voltage regulator system 
system, with = 1.0 and = 0.0, are given as follows: 
;  - W V v  . ^ V  ( 3 5 )  
3Au T_T. REFAu T„T tAu I  T. 3Au T T . RAu 
FA FA FA FA 
° 'T. Wu " ÏT \au " Ï; ^3AU " ^  'RAU (3^) 
A  A A A  
1 (Kp+S ) 
^FDAu ~ ^RAu ^FDAu 
Combination of Equations 24, 25, 32, 33, 34, 35, 36, and 37 in 
matrix form completes Equation 1. The contents of the matrices of 
Equation lare shown in Equations 2 and 3 of Chapter III. 
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XII. APPENDIX C. MULTIMACHINE STATE SPACE ANALYSIS 
A. Two-Axis Model of Synchronous Machine 
A linearized two-axis model of the synchronous machine is useful in 
a multimachine problem. It has the following differential equations 
127j: 
TqoE^Au = -GdAu - (Xqu-*du)IqA <3*) 
^do^qAu " ^FDAu"^qAu ^^du'^du^^dAu 
2Hw , = T , -Dw , -I, E' -I E'. (40) 
eAu mAu eAu d.ou dAu qou qAu 
-E; I,. -E' I . dou dAu qou qAu 
«a " Wu 
The damping term, D, in Equation 40 is an arbitrarily chosen pa­
rameter often used in power system analysis to artificially represent 
a number of sources of damping that are not represented explicitly in 
the modeling. These sources are normally amortisseur windings, governors 
and inherent turbine damping, and system load dynamics [32]. However, 
this parameter is not used in this analysis. An attempt has been made 
to deal with the influence of internal machine damping by means of the 
time constant, The inherent aerodynamic damping of the wind 
turbine as well as the governing action of the pitch change mechanism has 
been explicitly accounted for. Furthermore, the system studied includes 
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local load in only one case and it is then assumed to be a static or 
constant impedance. 
The differential equations for each machine include the variables, 
I,, and 1 . , which must be determined from additional equation. In 
dAu qAu 
a multimachine system, these additional equations describe the intercon­
necting network and the loads connected to the system. The analysis 
is made easier by the assumption of constant impedance loads. 
The basic development of the state space equations for a dynamic 
study of a linear multimachine system is treated thoroughly in Chapter 
9 of reference [27]. The starting point here will be an expression for 
the incremental machine currents referred to a common synchronously 
rotating reference frame. This expression is similar to Equation 9.63 
of reference [27] and is shown below. 
Although no subscript, u, has been used, all the above quantities except 
for 6... are assumed to be in per unit. The admittance matrix Y.. is ijA ^ ij 
assumed to be the reduced system matrix in which only internal generator 
buses are retained. The generator transient reactances have already been 
included as part of the system network. Equation 42 may be expanded 
B. Multimachine System Equations 
^iA IqiA ^^diA 
ijA ] (42) 
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as follows: 
"•LA TqiA+jldiA 
n j(0..-ô. ) 
= [ Z Y. .e (E' 
.=2 ij qj^ djA 
iA 
J 
n j(8..-5.. ) 
+ Jl.E^(E-.„fJE'.o)Yye 6,^ 
n j(e..-6.. ) 
ji»i 
Using the following notation. 
"ij ' "ij 
Sj. = Yjj 
Cijd ° ^djo^ij c°s(8ij-Gijo) 
'ijq ° "qjo'^ij 
Sijd ' ^djo\j 
Sijq ' 
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n 
= Z C. ^ 
j 
jfi 
iiq ijq 
Siid = 
n 
^iiq ^ 
ifi 
we may separate and Iin Equation 43 and write them as 
^qiA ~ jfj^^ij^qjA j^^^ij^djA 
(Silq+Cild)GiA • 
j^i (45) 
^diA 
+ (Siid-Cliq) - .!^(Sijd-Cijq)ajA 
j5^i 
Substitution of the expressions for and of Equation 45 
into the two-axis model equations. Equations 38-40, yields 
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^qoi^diA ^^^diA 
n 
j5^i 
(46)  
n 
" (^iiq'^iid)'^lA .fi^^ijq'^ijd^^jA^ 
jfi 
TdolGqiA = SpDiA + [(=di-*di)Sii-l]GqiA 
n n 
jfi 
(47) 
+ (Siid-Ciiq'Gla -
3^ 
^""eAi "'®dio'^ii"^qlo®il'''^dio'®diA 
J=1 
j^i 
(CdicSii+E^i.Cii+Iqio'C^iA 
.\*di.'ij+'qi.':ij'%jA 
j#i 
(48)  
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Equations 46-48, together with Equation 41, are the desired equations 
in state-space form. They are used to calculate the A matrix coefficients 
(see Chapter IV). 
Equations 46-48 may be written more simply as follows: 
o n n 
E'(I) = I EDD(J)E'CJ) + I EDQ(J)E'(J) 
J=1 J=1 ^ 
n 
+ Z EDL(J)6(J) (49) 
J=1 
n 
E'(I) = EFD(I) + I EQD(J)E'(J) 
^ J=1 ^ 
n n 
+ S EQQ(J)E'(J) + S EQL(J)6(J) (50) 
J=1 ^ J=1 
o n n 
w (I) = Z KWD(J)E'(J) + I KWQ(J)E'(J) 
J=1 ^ J=1 9 
n 
+ I KWL(J)6(J) (51) 
J=1 
The notation of Equations 49-51 corresponds to that used in the com­
puter program that calculates the above A matrix coefficients. 
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To complete the description of a multimachine system, the excita­
tion system equations are added. They were given before by Equations 35-
37 in Appendix B. These equations include the terminal voltage, 
which must be expressed in terms of the state variables, E^, E^, and 6. 
A linearized expression for is given by the following 
\iA 
tio tio 
v . . ,  and V written in terms of state variables, are diA qiA 
^diA " ^diA " *d&^qiA 
\iA ^qiA *di^diA (^3)' 
Substitution of Equation 45 into Equation 53, and subsequent substi­
tution of Equation 53 into Equation 52 yields 
\i " ^di^ii V ^'^di^ii"''^^ 
tio tio 
S*i 
tio tio 
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(54) 
Substitution of Equation 55 into Equations 35 and 36, assuming identical 
excitation systems in all machines, will result in the two appropriate 
state space equations.. Equation 55 may also be written more simply in 
the following manner: 
j=1 
C. Block Diagrams of Multiraachine System 
A block diagram of the two-axis model of a single synchronous 
generator in a multiraachine system, together with the pitch change regu­
lation used in the analysis, is shown in Figure 19. This diagram in­
cludes the effects that come from the interaction between this machine 
and other machines in the network. Figure 20 shows the effect of this 
same interaction on the excitation and voltage regulator system. The 
block diagrams are also very useful in determining the frequency response 
of the system. 
n n 
VT(I) = Z VTD(J)E'(J) + Z VTQ(J)E'(J) 
J=1 J=1 ^ 
n 
+ I VTL(J)ô(J) (55) 
•VT/iCr^ T, & (Z) 
S ( J) 
Va 
. s VTùU) ' ? 
A' 
Exct r^noN 
ANJ> 
\/Oi.T^G^ Re&Ui^ATOR 
sysr^/^ 
/ } 
o 
cr> 
w 
vrpcx) \ 
VT<?(x^  
Figure 19. Block diagram of excitation and voltage regulator system in multimachine 
sys tem 
£,(7)^ >rcc(-)r 
S^1 
cm S3 
ure 20. Block diagram of synchronous machine and pitch change regulation in a multimarhine 
sys tern 
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XIII. APPENDIX D: SAMPLE OF OUTPUT FOR EIGENVALUE 
METHOD OF ANALYSIS 
It was indicated in Chapter IV that four steps were involved in the 
method of analysis for each eigenvalue case; theue four steps consisted 
of four different computer programs. The output of each of these 
programs for the base case will now be shown as an example of the pro­
cedure. 
A. Loadflow Result 
The Iowa State Student Loadflow program produced the following 
result for the base case. (See Figure 21) 
B. Admittance Matrix Reduction 
The admittance matrix for the original network of each case, must 
be reduced to a matrix where only the internal machine nodes are re­
tained. This reduction is carried out by the computer program, PWRMAT. 
The original and the reduced admittance matrices, in rectangular and 
polar form, are shown below for the base case. (See Figure 22) 
C. A Matrix Coefficients 
Those elements of the A matrix that are functions of the inter­
connected network conditions, as seen in the previous Appendix must be 
calculated on the basis of internal machine initial conditions, network 
initial conditions, and the network admittance matrix. The latter two 
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rPGM" IMV> GSNS» IkVA BASE. CKVA/SO.MI, DAVr PANTALON^ 
reus 
. 1  4 f c . 9 2 2 C  
- J  9  2 * 4 1 6 0  
2 -46.9220 
t J _9:,4%G0 
3  0 . 0  
+  J 0 ,  0  
a  0  . r  
•  J O  .r 
5  0 .0  
*• JO.O 
6 0.0 
•  J O .  0  
7  0 , 0  
+  J C .  r  
-43*9320 
• J  9 3 . 4 1 6 0  
73.3t>70 
- J  1 4 3 . 4 7 3  
- 2 4 . 4 3 4 0  
• J  4 6 . 7 5 4 0  
0.0 
• J : • 0 
•  J  ? •  3 0  J O C  
0 . 0  
•  J O . O  
0.0 
•  J ?  •  :  
0# 0 
•  J  ? .  0  
- 2 4 . 4 3 4 0  
+  J  4 6 . 7 5 4 0  
4 3 . 9 3 2 0  
• J  9 6 * 7 1 9 0  
—24«a340 
f J  4 6 * 7 5 4 0  
0.'" 
f  J O . O  
O.d 
•  J  3 *  2 0 3 0 0  
C *  0  
•  J O .  0  
Figure 22. Admittance matrix reduction 
0 . 0  
•  J O . O  
r  * 0  
+ jo.r 
-24.4340 
•J 4O,75A 0 
2 4 , 4 3 4 0  
- J  5 0 . 0 5 7 0  
0 • 
0 .  
•  J O .  0  
O. 0 
+ J  3 . 3 C 3 0 0  
0.0 
•  J O . O  
> 0  
• J  3 . 3 0 3 1 0  
0 . 0  
»  J O . O  
0 . 0  
+  J O . O  
0 . 0  
- J  3 . 3 C 3 ' > 0  
f.c 
• Jf'.c 
0 . 0  
t  J O .  0  
0# 0 
•  J O . O  
r .0 
•  J Û  . 0  
c .0 
•  J  3 . 3 0  3 0  0  
O. o 
•  J O .  0  
0 . 0  
• JC.C 
r .0 
- J  3 . 3 0  3 0  0  
C .0 
•  J O .  0  
0. 0 
•  J O . O  
0. 0 
• JC .0 
o.c 
• jn.-' 
0.0 
• J  3 . 3 0 3 0 0  
0 . 0  
•  J O ,  0  
•  J O  . n  
",0 
- J  3 . 3 0 3 0 0  
YBUS 
1 2 
1 C# 6602 12 
-J e.33527 
-0*102621 
•J 2.06214 
2 -0. 1O2021 
•J 3.06214 
4.164Ç97E-
-J 2.21654 
3 -0.224863 3.377673E-
•J 2#75339 +J7.966 179E-
4 -0.224499 
• J  2 # e C C 8 2  
2.990475C-
+J7*629532E-
1 ' Î 2  
1 8.36138 3.06386 
-J 85.4712 , +J 91,9232 
2  3.06366 
+J 91.9232 
, 3.21681 
:-J 89*2581 
3 2.76256 
+ J 94*6689 
1 8.652669E-
+J 67*0229 
4 2.61623 
+J 96.2427 
i 
8.194673E-
; +J 68.5967 
1 
1 : 3 4S678«0 1 J •' i 567 f 9 .0 1 3 3 4 6 ; • Ç , • : 
C 2 
02 
0 2 
02 
02 
02 
? 2 
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! 
_ . a 4 ! 
i 
-0»224863 -0*284499 
4J 2.75339 +J 2.6CC92 
3.377673E-C2 2,990475E-C2 
•J7.966179E-02 +J7.629532E-C2 
G.105330_ _ 9» 341210E-C 2 
-J 3*06059 +JO#232235 
I 
9.341210E-02 0.166309 
+ jq, 232235 . ._ TJ 2»_9ii47.0_. _ 
.2.76256 _ . 2«.6.1633_ 
+J 94.6689 +J 96.2427 
e.652669E-C2 8.194673E-r2 
+ J_67#0229 ± J _68, 556.7 
3.06240 0.250318 
-J 88#0289 + J 68*0885 
€72503X8 ' ~ 2i9C957~ 
•J 68.C885 -J 86*6837 
f 9 : " «.c ' < ' 
5 J G Q  ' P A N T A L U N J E ; '  . T  I M E = B F  P A G E S = 1 C  
C  T H I S  P P O G H A I  C A L C U L A T E S  T H E  A  M A T R I X  C O N S T A N T S  F W U V  I N I T I A L  C O N C I T I C N S  F O -
C  T T - J S E  G U A N T ' I T I E S  T  H A  T  D E P E N D  O N  Y U L ^ I - ^ A C H I N E  N E T A C S K .  V A R I A B L E S .  
1  3 C A L  I Q G ( L ) , I X G ( 4 ) ,  L M U  (  ^  )  F  X G  (  ^  )  I L  A M (  ^  T  4  )  , L M 3 P P (  )  F  I  G (  A  )  
2  R E A L  I 3 ( ^ ) , V J ( 4 ^  . V D ( 4 > , X D ( A ) , E 0 P ( ' 4 ) , F C D F < A ) , X D P ( 4 ) . V T R ( A ) , V T L ( 4 )  
3  R E A L  Y ( 4 , 4 ) , A ( 4 , 4 ) , K A ( 4 ) , T A ( 4 ) , C ( 4 , ^ ) , S ( 4 , 6 ) $ C G ( 4 * 4 ) « S O ( 4 , A )  
4  R E A L  E D O  ( . 4  ) .  E D O  ( 4  , 4  ) .  E D L  < 4  , 4  ) •  T C C  ( 4 ,  4  ) »  T D O (  4  ) ,  T U O (  4  ) ,  T  J  (  4  )  
5  REAL,  EGO (  A  . -U  )  , LQI_  (  4  ,  4  )  ,  K AO (  4  )  ,  K AO (  4  , / *  )  ,  KWL(4  , 4» ,  CD (4 ,4 )  ,SD(4 , ^ )  
6  R E A L  K F ( 4  J  , T F C 4 )  , X Q D ( 4  )  » X D G { 4  )  , P F ( 4  )  
7  COMPLEX V A (  4  )  ,  V(  < - )  ,  IG(  4  )  ,  CCN JG ,  V T  (  A  )  »CMPLX 
8  INTEGER CARD(2C)  
9  R E A D  1  . C A C C  
10  I  FORMA T  (  2  C A I»  )  
I  1  PW INT  2 .CARC 
1 2  2  F O R M A T ( ' L ' . 2 0 A 4 )  
I  3 R E A D ,  N  .  .  
1  4  RE AD,  (  VA  ( I ) , I = 1  ,  N )  ,  (  V  ( I ) . I = 1  $ N  )  
1 5  D O  4  I = L , \  
1 6  A A = R E A L ( V  A (  I  ) )  
1 7  R T = A I M A G ( V A { I ) )  
1 8  C C = R E A L (  V (  !  ) >  
1q D= ÛIMAG( V ( U ) 
2  0  A  PR INT  19 Î  ,AA ,J  ,  CC ,  D 
2 1  R E A ( j , < X J ( n , I  =  L , N ) , ( X D ( I ) , I = L , N ) , ( X D P ( I ) , I = L , N >  
Figure 23. Program listing 
c 
c C A L C U L A T I O N  C F  I M T I 4 L  C C N C I T Ï C N  GtNEPATOR P A R A M E T E R S  
C  
J'i. . 0 0 -5 1 = 1 »N - . . . 
23 PF( I ) =REAL(VA( I ) ) /SORT ( ( ( REAL ( VA ( I )) )**2)+(<AIMAG(VA(I )))«4>2)) 
2 4 XUC( I )=XC( I )-XDP( I ) 
P5 XOC< I )=XG< I )-XDP( I ) 
2 6 V ( I ) = CMPL X(Rt£AL(V(I )) , A I MAG ( V ( I ) 141 59/1 80. ) 
2 7 VTR tI ) =REAL(V{ I ) ) *COS(A IMAG(V( I ) ) ) 
28 VTI(I )=R EAL(V( I I )"S IN(AIMAG <V( I ; ) ) 
29 VT(I)=CMPLX(VTfi(I),VTI<I)) 
30 IG(I ) =CCNJG(V A(I )/VT( I ) ) 
31 I RG( I ) =CAr.S( IG ( î ) ) *PF ( I ) 
3 2 I XG( I ) =-CAf,3( IG< I ) )«SQRT( l .-MF ( I )»*? > 
33 LMB(I)=ATAN{XG(I)«IPG<I)/(RbAL(V(I))-(XO(l)*IXG(l)))) 
34 L AM{ I , 1 ) =Lf:3( I »+ AIMAG( V( I ) ) _ . . 
35 LAM( 1 , I )=-LAM( I , 1 ) 
36 LAf/( I » I > =C.O 
3 7  L M D P P ( î ) = L M B ( I A R C a S ( F F ( I ) )  
38 lu ( I ) =CAeS( I G( I ) )*CCiS( LMBPP (I ) ) 
39 ID(I)=-CAhS(IG(I))»SÏN(LMBPP(I)) 
40 VQ (I ) ='<EAL ( V( I ) ) *COS(LMO( I ) ) 
41 VD(I)=-REAL(V(I))*SIN(LM3(I)) 
42 _ EQP( l ) =va ( I ) -XDP( l ) * ID ( l ) . ... 
43 5 CDP( I » = VC ( I » + XC-P ( I ) * lO ( I ) 
C 
C CAL1ULATI ON OF 10 ANO 10 CCLFFICIENTS FCh MULTIMACHINE STATE SPACE ANALYSIS 
6 4  I F ( N - 2  > 1  G . 1 0  T  d 
45 8 M=N-1 
46 en 9 J = 2 « N 
4 e  DO g I  =K , N 
4  9  L A M (  I  , J  )  = L A M (  I  , 1  ) - L A M ( J  ,  Î )  
50 9 LAM( J , I ) =-LAM( I , J) 
5 1  1 0  D O  1 1  1 =  1  . N  
Figure 23 (Continued) 
0 1 
I 2 _ " : r " T7T"- : j C : : 7 ?' ' - _ _% '• I 'S i'"-L- !•!__ 2 J! • 11: : - . "q" 
52 11 REÏO, (Y( I fJ> tj=ï .N) 
5 3 DO 12 1=1,N 
56 K£ , { A { I . J ) . J=1 t N ) 
. 55 PKINTl99 , (Y( I .J) ,J = 1 ,N) 
56 PR INT 199 . (A( I . J) ,J=I , N ) 
5 7 12 PR INT 199 . (UAM( I, J ), J=1 ,N> 
58 RE,»D,(KA ( I ) , I  =  l .N),(TA ( I ) , I = l .N),(TCC ( I ) « I  =  l .N>,(TGO ( r ) , r = l ,N) 
5 9 Pj£AD, (K.F ( I ) , 1 = 1 , N ) . ( TF ( I ) , I =1 . N ) 
60 R£AD,(TJ(I).1=1,N) 
61 PR INT 199 , {XQ( I ) , I=1 ,N) 
62 PR INT 199 , ( XD( I ) , I = 1 ,N ) 
63 PR INTl99 , (XOP( I) , I=1 »N ) 
64 PR INT 199 , (KA( I ) , 1 = 1 ,N ) 
65 Pm INT 199 , ( TA( I ) , I=1 ,N ) 
6 6 P;< INT 1 99 , ( TO I ) , I =1 , N ) 
. 6 7 . .Pr< INT 199 , (TOO ( I ) , 1 = 1 ,N ) 
te PR INT I 99 , (KF( I ) , I=1 ,N) 
69 PR INT 199 , ( TF ( I ) , I=1 ,NI 
70 PR INT 1 ?9 , (Tj( I ) , 1 = 1 ,N ) 
71 DO 15 I =1 ,N M 
7 2  D J 1 4 J = 1 , N  ^  
7 3  A ( I , J ) = A ( I , J ) * 3 . 1 4 1 5 9 / 1 a O .  
74 C ( I , J ) = Y ( I , J )*COS(A ( I , J )-LAV ( I , J ) )  
7 5  S ( I , J  ) = Y ( I , J  )  * S I N ( A t  I . J  ) - L A M <  I , J  ) ) 
76 CO(I.J)=ECP(J)*C{I,J) 
77 CD( I , J »=EDP( J)*C( I , J ) 
78 SO(I.J)=eOP(J)*S(I,J) 
.79 14 ,50(1 , J) =ecp{ J)»S( I , J) 
80 CD(I,I)=0.0 
81 CG(I , I )=C .0 
82 SO(I,I)=0«0 
8 3 15 sa< I ,.I ) = C .C 
84 DC 20 I=1 ,N 
35 DU 20 J=1 ,N 
86 I F( I-J ) 1 8.20, 1 a 
87 13 C«(I,I)=Ca{I,I)+CG(I,J) 
88 CO(I , I )=CC( Î , I ) + CD( I , J ) 
89 SO ( I , I ) =SC { I , I ) 4-SO( I , J ) 
90 SO<I , I )=SC( I , I )+50( I ,J) 
91 20 CONTINUE 
92 PRINT 107 
93 1 07 FORMA T ( / 1 X , 6H-10P ( I ) ) 
94 PR INT 199 , tEDP( I ) , 1 = 1 ,N > 
9 5  P R I N T  l o e  
Figure 23 (Continued) 
II 
9 6  1  0 3  F O R M A T ( / I * , 5 H = O P  { 1  )  )  
9 7  P R  I N T  1 9 9  »  ( E Q P {  I )  « 1  =  1  «  N  )  
9 3  P R I N T  1  E G  
. 9 9  I  0 ?  F 0 K M A T ( / 1 X , 5 I - V D (  I  )  )  
1  0 0  P K  I N T I 9 9 ,  ( V O (  I  >  .  I  II
 
7
 
1 0  1  P R  I N T  1 1 0  
1  0 2  1  1  J  F O R M A T ( / 1 X , 5 H V G (  I  )  )  
1 0 3  P R I N T I 9 5  T  ( V Q (  I  } T  I  =  1  ,  N  )  
1  0 4  P R  I N T  1 1 1  
1  0 5  1  1  1  F O  A T  (  /  1  X  , S H  I  D {  I  )  )  
1 0 6  P R  I N T  1 9  ; ,  (  I D (  I  ) ,  I  =  L  ,  N  )  
1 0 7  .  P R  I N " ^  1  1  2  
1  o a  1 1 2  F G F ; M A T ( / I X , 5 H I G (  I  )  )  
1  0 9  P K  I N T  1 9 9 , ( 1 0 ( 1 ) ,  I  =  1  »  N  )  
1  1  0  P R  I N T  1 0 1  
1 1 1  1 0 1  F 0 R M A T < / 1 X . 6 H C ( I  • J )  )  
1  1  2  D O  3  0  I  =  1  ,  N  
1  1  3  3 0  P R  I  N T  1 V  I  ,  ( C {  I  ,  J )  # Z I
I 
1  1  4  P R  I N T  1 0 2  
1 1  5 _  1  0 2 - F O  K M  A T ( / 1 X , 6 H S (  I  « J  )  )  
1  1 6  D O  3 1  I  =  1  , N  
1  1  7  3 1  P R  I N T  1  Ç  3  ,  ( S (  I  ,  J  )  % J =  1  , N  )  
1  I  8  P R I N T  1 0 5  
1 1 9  - _  1  0 5  F O R M A T ( / 1 X , 7 H C D (  I  T  J  )  )  
1  2 0  D O  3 4  I  =1  ,  N  
I  2 1  34 ,  P R  I N T ,  ( C C (  I  . J  )  . J  = 1  , N  )  
1  2 2  P R  I N T  1 O c  
1 2 3  1  0 6  .  F O R M  A T ( / 1 X , 7 H 3 C (  I  «  J  )  }  
1 2 4  D O  3 5  I  = 1  . N  
1 2 5  3 5  P R  I N T  ,  ( S O (  I  . J )  .  J  = 1  t  N  >  
1 2 6  P R  I N T  1 0  3  
1 2 7  .  . 1 . 0 3 .  F O R M A T ( / 1  X  ,  7 H C Q (  I  »  J  >  )  
1 2 8  D O  3 2  I  =  1  , N  
1  2 9  3 2  P 4  I N T  1  9 ' I  ,  {  C O {  I  ,  J  )  #  J  —  1  »  N  )  
1  3 0  P R  I N T  1 0 4  
1 .3  L  - .  .  1  0 4  F O R M A T ( / I X , 7 H S 0 (  I  »  J  )  )  
1  3 2  D O  3  3  I  =  1  , N  
1 3 3  3 3  P R  I N T  1 9 9  ,  ( S O (  I  ,  J  )  •  J  =  1  . N  )  
c  
C  C A L C U L A T ! C K  C F  A  M A T R I X  G E N E R A T C P  C O E F F I C I E N T S  
C  
1 3 4  D O  2 5  [ = 1 , N  
1 3 5  D O  2 5  J = 1  . N  
17 -6  _EQD( I . J )=XOD( I ) *S ( I . J ) /TQÛ( I )  
1 3 7  E O Q ( I . J ) = - X O ' J ( R ) * C ( I . J ) / T C C ( I )  
1 3 8  S D L (  Î  , J  >  =  X G D (  Î  ) * (  S U {  I  , J ) + C Û (  I  , J )  )  /  T Q C (  I  )
1 3 9  E Q C ( I . J ) = X O O ( I ) * C ( I T J ) / T Q O ( I )  
Figure 23 (Continued) 
160 EûQ(I,J)=XJD(I)«S(I.J)/TOO(I) 
14 1 EUL( I , J ) = XDi) ( I )" ( eu ( I . J ) - SD( I , J ) ) / TDC ( I ) 
142 KWC(I,J)=-(EÛP(I>*C(I,J)'-EaP(I)*S(I,J)»/TJ(I) 
1 43 K«vJ(I,J)=-(EDP(I)*S(I.J)+EGP(I)*CCI,J))/TJ(I) 
1 44 KVkL(I,J>=-(((CO(I.J)-SU(I.J))*£DP(I))-({CD(I,JI + SO(I.J))*EQP(I)))/ 
)TJ( I ) 
145 IF(I-J )25 .24 ,25 
146 24 EDD(  I ,J »=EDD( I , J)-( 1.0/TQJ( I ) ) 
147 _EDL(I tJ)=-EDL(I,J) 
148 ECG( I .J »=EQQ( I •J >-( 1•0/T00( I ) ) 
149 EUL( I .J ) =-EQL( I , J) 
150 KWD<I.J)=KHD(I,J)-(ID(I)/TJ(I)) 
151 KWG( I . J ) =KA(Q ( I , J )-( IQ ( I )/T J ( I ) ) 
152 KWL{ I . J > =-KvvL ( I , J » 
153 25 CONTINUE 
I 54 P.^INT 20 1 
155 201 FORMAT(/I > .«HEDD( I ,J) ) 
156 DO 40 1=1,N 
157 40 PRINTl99, (EDO( I . J) ,J=1 »N) 
158 PKINT202 
159 2 02 FOPMAT(/IX,OHEDO{I,J)) 
Ie o  DO 41 I=I,N 
161 41 PR irJT 1 99 . (tDQ( I , J ) , J = 1 .N ) 
162 PRINT203 
16 2 203 FORMA T( / I X, aHEDl  ( I , J ) ) 
164 "DO 42 1=1.N 
165 42 PRINTl99, (EDL{ I ,J) ,J = 1 ,N) 
166 PRINT20^ 
167 2 04 F O R M A T(/I X,8HEUD( I,J ) ) _ 
168 OO 431 = 1,N 
169 43 PRINT199,(EOD(I,J),J=1,N) 
1 7 0  P  3  I N  T  2  0 B  
17 1 205 FORMA T ( / 1 ;< , anEOo ( I , J ) ) 
172 DO 44 1 = 1 ,N 
173 44 PR It4T , (EGG (I , J ) , J = 1 ,N ) 
174 PRINT 20t 
175 2 06 FORMAT(/1X,BHEOL ( I ,J ) ) 
1 76 DO 45 I = 1 ,N 
177 45 PR HJT , (EOL(: .J ) ,J = 1 ,N ) 
1 76 PR INT 2 0 7 
179 207 FORMAT</I/•8HKAD(I,J)) 
180 DO 461=1,N 
181 46 PR IN T , ( K VsC ( I . J ) , J = 1 ,N ) 
182 PRINT 2C8 
183 2 Oo FORMAT (/1 X ,Bt-IKrtU ( I , J ) ) 
Figure 23 (Continued) 
1 6 6  DO ^ 7  r  =  1 ,N 
1H5 6 7 PRINT,(KWC(I,J>,J=1.N) 
166 PkINT 209 
107 209 FORMAT(/1>.dHKWL(I,J)) 
1 as DO 43 I = 1 I N 
1 69 68 Ph î  IN T , ( K A l  { I . J ) , J = 1 .N ) 
C 
C CALCULATION IF A MATRIX EXCITATIOM SYSTEM COEFFICIENTS 
c  
C TC SAVz 5'0PAG£ COST, GcNLO  ^ TOP QUANTITY NOTATION IS USED AGAIN FCR 
C CALCULATION. KXCITATIOM SYSTEM NOTATION IS USED IN PRINTED OUTPUT, 
190 DO 60 1=1,N 
191 DO 60 J= 1 .N 
192 E D D < I , J ) = - ( V ( J ( I ) * C ( I , J ) + V 0 ( I ) * S { I , J ) ) * K A ( I ) * X C P (I ) / ( R E A L < V ( I ) ) » T A  
9 ( 1 ) )  
193 £ D G ( I , J ) = - ( V 0 ( I ) * < S { I . J ) - V D ( I ) * C { I , J > ) » K A ( I ) « X 0 P ( I ) / ( R E A L ( V ( I ) ) * T A  
9(1)) 
194 EOL( I ,J)=-(VJ( I)»(CQ( I,J)-SCI( I,J) ) +VD ( I)*(Sa(I .J)+CD(I,J)))*KA(I ) 
9* XDP( I ) / ( S E A L(V( I ) » *TA{ I ) ) 
195 IF( I-J )59 ,55,59 
196 55 EDC( I  , J  )=EDO( I  ,J )-(VD( I )*KA( I  )/( PEAL(V( I  )>*TA( I  ) )  )  
197 EOQ(I,J)=EDO(I.J)-(VO(I)*KA(I)/(F.£AL<V(I))*TA(I))) 
198 ECL( I ,J )=-£0L( I , J) . _ 
199 5-^ EQO( I , J ) =EDD ( I , J ) *KF { I )/TF ( I ) 
20 0 EQO( I ,J)=EDO( I . J ) * K F (I ) / T F (  I ) 
20 1 EQL( I ,J )=EDL( I , J ) *KF( I )/TF( I ) 
202 6  0  c o n t i n u e  
2 03 PAINT 304 
204 304 FORMAT(/1X,9HKVID( I ,J ) ) 
205 DO 73 I = 1 ,N 
20b 73 PR INT 19? , (EOD( I, J) ,J=1 ,N) 
207 PRINT 305 
208 30b FORMAT( /I X , Q H K V 3 I J( I , J) ) 
209 DO 741 = 1,N 
210 _ ?•* PRINTl 95 , (EOQC I , J ) » J=1 .N) _ . . 
211 PRINT 306 
21 2 3 06 FORMAT(/I X,9HKV3L( I , J ) ) 
213 DO 75 1=1,N 
21 4_ _ ._75_PR INT199 , (EOL ( I , J ) , J = 1 ,N ) _ . . 
215 PRINT302 
216 3 0?. F0RM'\T(/1X,9HKVRD(I ,J) ) 
217 DO 711=1,N 
219 71 PWINTl99 , (HDÛ{ I , J) , J = 1 ,N) 
Figure 23 (Continued) 
219 PA N T j J 1 
2 2 0  3  C I  F O R M A T ( / I  X  ,  V P O (  I  ,  J )  )  
2 2  1  O U  7 ]  1 = 1 , h  
222_ 70 Prl INT 13 , (BO J ( I , J ) , J= 1 ,N ) 
223 PrîiNT 30 3 
22  4  3  01  FO RM A T  (  /  1  X ,  91-K  VT- 'L .  {  I  ,  J  )  )  
225 DO 72 I =1 .N 
226 72 PK INT 1 , {EOL( I , J ) t J = 1 fN > 
227 " 1 Çy FQPMAT(A(F1^, 1 ,1 H , ) ,/4<r12 
226 1 94) F0fiMAT(lX,3(F13.5,3X)) 
2 2 9  S T O P  
230 5NC 
Figure 23 (Continued) 
3 ,  1  H  .  )  )  
3- 1 VV A N'ACHSt OKV A/ Su. 4 I 
1  COOO 0 0. COO 00 
0 dOOO C j « 6 0 0 0 0  
_ 9 dOOOO 0 . 60000 
0 e o o o  0  0» 60000 
3 3 610 0 C 6 4 0 0 
-65 ^7099 •>r • 923 30 
• JGOOO -0. £ 75 7 7 
3 Ck40 0 3  «  21700 
91 9 2 3 0 0 -B9. 25600 
0 57577 0. COO 00 
2 76300 0 . C3650 
66901 67. 022 59 
0 5757 1 -0. 00007 
2  6 16 0 0 0 • Cdl 90 
9t> 2 430 0 ô r t .  59700 
0 57334 -0 , COO 4 3 
0 0000 0 1 • 42000 
0 OOOOC 1 . 450 00 
0 0000 0  0 « 28000 
0 0000 0 40 3 , 00000 
1 000 0000 0 0 . C2000 
1 0 00 COOO 0 1 . 50000 
1 000 OOOOC 1 • 47000 
0 COOO 0 0 • C3000 
1 o c o  COOO 0 1 • 00000 
I  c o o  COOO 0 I 3. C 3 9 0 0 
Figure 24. Program output 
92MP à CYLI NO ^CTCP. RATED 
1 OOCOO 0 00000 
i 05 100 2 85000 
1 08 100 3 64000 
1 09600 4 01 000 
2 76300 2 61600 
94 o690 1 9b 24300 
-0 57571 -0 57534 
0 08650 0 03 190 
67 02299 68 5 9 7 0 0 
C 00007 0 0004 3 
3 06200 0 2500C 
— dô 0290 1 6 8 OSfiOO 
0 00000 0 00036 
0 25000 2 910 0 0 
08 08800 — 8Ô 68401 
-0 00036 0 OOOOC 
1 '*2000 1 42000 
1 4 5 000 1 45000 
0 28000 0 26000 
400 00000 4 00 00000 
0 02000 0 02000 
1 50000 1 50000 
1 47000 1 47000 
0 03000 0 03000 
1 00000 1 00000 
1 9 03900 1 9 03100 
EOP( I ) 
0.00000 
EGP(I) 
1.00000 
VD( I ) 
-0.COOO 0 
VG( I ) 
I.00000 
IC( I ) 
-0.00000 
IG( I ) 
I  . 0 0 0 0  c  
C(I t J ) 
0.56024 
1.58113 
1.31062 
1.176 31 
S( I ,J ) 
-e. * 37469 
2.62452 
2. 4 32 32 __ _ 
2.33661 
CD(Ï,J) 
0.2165215E 01 
— 0. 423od 
1.15416 
-0.52771 
0.9 0-3 91 
-0.57590 
0.37163 
1.75759 
0.04167 
0.033 76 
0.C29d5 
2.51257 
3.21673 
0.07964 
0.07626 
C. 74291 J9i 
Figure 24 (Continued) 
0.42531 
I.17931 
0.52 J77 
0.94229 
O* 84650 
0.37306 
I.66791 
0.03377 
0.10532 
0.09321 
-0.42597 
1 . 19207 
-0.5 3060 
0*95900 
-0.63239 
0 .37366 
—1.65366 
0.02992 
0.09338 
0.16833 
2.18749 
0.07963 
3.06019 
0. 2 31 97 
2.02703 
O.07624 
0.2319 1 
-Z.90513 
.7178346E 00 0.704411OE 
O.OÔCOOOOE 0 0 
O.OÛOOOOOE 00 
O.OOCOOCOE JO 
SD ( ITJ ) 
-0«2853267'^ 01 
O.OOCCOOOE 00 
O.OOOOOOOE 00 
O.OOOCOOOE 00 
CQ( I .J ) 
-5.;H576 
1 . 5fil 1 3 
l .31062 
1•17g3 1 
SO(l'rj) 
7.9960C 
2.62452 
2. 432 Je 
2.33661 
EDD( I ,J ) 
- 0 . 0 0  1 0 0  
2.03534 
1.09633 
1 . 8 1 2 0 6  
-0.2 71 0rJ67E-0 1 
-0.14 30 3125-01 
- 0 , 1 2 6 4 9 n - 0 1  
-O.l4363405-01 
-0.5.:»08022E -0 1 
-0.3 9644 00£-01 
-0.12745 15E-0l 
-0.397771Ot-01 
-0. 5229^ ' : S,E- 01 
—C.1064453E 01 
-0.6634504E-01 
- 0. 3373y77H-01 
-0.32310 03E-01 
-0.93036245 00 
-0.3386)49E-01 
-0.1 32524 7E OC 
— 0»9c!66041E — 01 
-0.86345 7GE 00 
-0•3247559E-01 
-G.987H4Ç3E-01 
-0.1309704E 00 
•2.0239 3 
1  .  c t ) 6 6 2  
û.03897 
0.03446 
•: • 9 9 056 
0.0 3983 
1.46090 
0.10993 
•1.97128 
0 .03567 
0.11132 
1.32070 (u 
2.8 99 92 
2. eOÇ'32 
0.09192 
0.08-302 
2.57972 
0.093)1 
2.80074 
0.27357 
2.41636 
O « 09066 
0.27645 
2.69820 
0.000)0 
-3.17437 
0.06176 
0.05914 
0.00000 
0. 06176 
- 3.05 348 
0.17990 
0.00000 
0.05912 
0.17984 
-2.93322 
Figure 24 (Continued) 
EDQ( I.J) 
- 0 * 0 0 0 0  0  
-1.22616 
_-l•01639 
-0.91224 
- 0 . 0 0 0 0 0  
-0.03231 
-0.0261d 
-0.02315 
EDL( I , J ) 
-0, COOO 0 
2.0 3 534 
1.«6633 
l . - i l 2 0 e  
0 . C0 0 O 0 
-2.15763 
0.06019 
0.C5«45 
EGD( I , J > 
0.0000 0 
1 .2332 e 
1.02228 
0.9 1752 
0.COOOO 
O.C1250 
0.026 3 3 
0.C2329 
EQQ(I . J > 
-0. 99Çg9<59E- 03 
0.2047126E 01 
0.18S72S1E 01 
0.1822S53E 01 
C.COCOOOOE 00 
0.3175713E 01 
0.52 11065E-0 1 
0.594e635E-01 
EGL(I,J) 
-0.OOOOOOOE 00 
0. 12 33278E 01 
0. 1022279E .01. 
0.9175237c 00 
0. 00 COOOOC 00 
•0.134391le 0 1 
0.5671024E-01 
0.52 C7840E-01 
KV%D( I.J) 
-0.8334390E-02 0.2512572E-02 
Figure 24 (Continued) 
- 0 . 0 0 0 0 0  
-0.02519 
-0.0ai60 
-0.07229 
-0.00000 
-0.02320 
rO.0 7242 
-0.13054 
0.00000 
0.06169 
-2.13006 
0.18141 
0.00000 
0 . 0 6 0 6 0  
0.18354 
-2 .05192 
0 . 0 0 0 0 0  
0.02634 
0.08215 
0.07271 
0.00000 
0.02334 
0.07284 
0.13130 
o.ooooooor. 0  0  
0.621151lE-01 
0.305361OE 01 
0.1e0938BE 00 
0.OOOOOOOE 00 
0.5946636E-01 
o.ieoaeeiE oo 
•0.2932663E 01 
vo 
cr 
0.OOOOOOOE 00 
0.57483395-01 
0.I242867E 01 
0.162696eE 00 
0.OOOOOOOE 00 
O.5315125E-01 
__0 .16387 8 IE 00 
-Ô.1132298E 01 
0. 21 e74 92E-p2 0 ._20270ô.3E-02 
0.19428432 00 
0. 1799428e 00 
0.l72ôldlE 00 
K won't J) 
-O.1660236E-02 
-0.3744E4 5E-01 
-0.2684502E-01 
-0.2137297E-01 
K W L ( I . J )  
-0.1006122E-01 
0. 19 42843E 0 0 
0.17994285 00 
0.1726181E 00 
KV3D1 n J ) 
0.00000 
-H.2 2 962 
8. 3 34 3 5 
17. 12308 
KV30( I , J > 
O . O O O O  C  
-514.63350 
—464.10860 
-439.1533C 
0.1430ôd4E 00 
0.56 6 71 7 06- 02. 
0.5443037C-02 
0.5579025E-02 
•0.1427386& 00 
0.16ô097aE-C1 
0.52874652-02 
0.1545060E-01 
•0.1344093E 00 
0.1753589C-02 
0.9 3624 06E-01 
0.3121 h096-03 
0.1629552E-03 
0.1687909E-02 
-0.2 7523985-03 
•0.94480225-01 
•0 ,6461 181E-0 3 
0. 165366 CE-02 
-0.1 1 73244E-03 
-0.60358485-03 
•0.951635aE-01 
0.3642934F-02 
0.2 0699955 00 
0.64 3 1o65E-02 
0.62 13106E-02 
O . C O O O O  
2 3.66639 
1.6128-3 
1 . 8 1 4 1 0  
0. 3297606E-02 
0. 6^62317E-C2 
•C.2057275F OC 
0,19313215-01 
0.00000 
1.31088 
2 6 . 6 6 8 8 2  
5.16 4 68 
0.31207755-02 
O.62530495-02 
0.1935315E-01 
-0.19814435 00 
O.00000 
2.08400 
5.41866 
29.44745 
ho 
O ft) 
0.00000 
-55.C4871 
-14.44219 
-13.63905 
0.00000 
-14.41870 
-8 3.53686 
—4 1.bd121 
0 . 0 0 0 0 0  
-13.60044 
-41.6 4894 
•I 1 1 .63720 
Figure 24 (Continued) 
KV3L( I , J ) 
0 • 0 0 0 0 0  
-à.32^62 
e » 3 i ^ e 5  
17. 1230 6 
K V R D ( I , J )  
-0.00000 
-277.6540 0 
277.8263 0 
570.7692 C 
K V R Q C I . J )  
-0.0000 0 
-17156.12000 
-15470.28000 
-14638.4400C 
K V R L ( I , J )  
0 . 0 0 0 0 0  
- 2 7 7 . 6 5 Û 0 C 
277.3283 0 
570• 7692 0 
0 . C O O O O  
15.63529 
-4.2570 1 
- 3.6^451 
-0.COOOO 
795.£4680 
53.76263 
60.4 7006 
-0.COOOO 
-1d34.95700 
-481.40640 
-454.63500 
-O. COO 0 0 
521.17620 
-141.90020 
- 122.ei690 
Figure 24 (Continued) 
0.00000 
-3.99683 
7.20399 
11.63669 
0 . 0 0 0 0 0  
- 3. 2091 3 
-11.28181 
-1.80186 
-0.00000 
60.36275 
888.96090 
172.15590 
-0.00 000 
69.4 666 6 
180.62190 
981.58200 
- 0 . 0 0 0 0 0  
-480,• 62320 
278(i.62800 
I 389.37300 
-0.00000 
-453.34790 
-1388.29800 
-3721.24200 
- 0 . 0 0 0 0 0  
133.22750 
240.13310 
387.88900 
-0.00000 
-110.30420 
-37^.060 30 
-6G« 06197 
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I 7 10 ; \ 
1 4 1 -> 2 ?  ? • »  2A" 
1 -3 #I 7500 0« 0 
0 . 0  
1,0 
2 6. 2C000CF - 0? 
0 , 0  
o.o 0 • J 
r ,200000£:-0 ? 
I5Û00 0,0 
0,0 
- :.ce^oo 
- - J 
0 , 0  0. ') 
5. JyVy^QI-Oc - .'•^COOOOr.-O? -2, 60 00 0 06-02 
•^tOOoJOt—0 2 U2 0,0 
0 , 0  
0» l-.)>) iO 
? -^'•13000 
0,0 
J • 0 
0,0 
-J * L 00 0<) C — L 2 -r # ( F — 02 0* 1 -4COC C,C 
0 , 0  0 , 0  
•2#?OOOOOE-C2 n,0 0 • C 0,0 
0 , 0  0 , 0  
-7,1-^0 ;'?7E-02 C. O 
0 . 0  0 , 0  
0 , 0  0 , 0  
0 . 0  0. 0 
0 , 0  
0, c 
0 , 0  
0 , 0  
0,0 
0  .c 
) .  -
0, Î loooo ; Î JC0 
z . 7 ,r- n ' J. 1 UOCO 
0 , 0  C, 0 
• '^OOOOO^ -02 - 7, J yÇ /^TF-O? 
—2,0520 0 0.U -0,131 COO 0 • C 
0 , 0  
0 * 0  0# 0 
0 * 0  
;• J OOOOOl - 0.? ^ C COOOt -1)2 2. 300000t-02 17600 
0,0 
0 • r-, 6 70 oO 
- I, J 4^ 4 0 J 
0 , 0  
0. 0 
*5,2000006-02 3,^^9 f^i9^ - 0 2 f, JCOOOOL-CP 0,0 
0 . 0  0*0 0 < 0 , 0  
5.E9^9V9r-0? 0.0 -
0,0 0*0 
0, 0 0,0 
c, c 
0 , 0  
0 , 0  
2, f 0 0:0 OH-0.2 )*0 
0,0 
c, 1 :';s) -0 2 7, 299 r^-o: J , 6s ) ^ -i ,24 300 
0.0 0,0 0 . 1O 0 0 0.0 
.  ~ O O O O O L - 0 2  0, I ',4 00 0 
0,0 
3.05400 
o,o 
U* 0 
0 ,!k1ono 
c • c 
0,0 
o,o 
0 , 0  
0 , 0  
c. c 
0 . 0  
2, ic jooo: -0/ 
0 , 0  0.0 0 • o 
7 . ? ; ^ q , '^ ,=' - 0 ? 0 . 1 3 1 oOC 
. 1 > *vr-02 0, 1 63000 0 ,0 
0. 0 
0,0 
M ÇQOOfjr - o;» O . 1 Q I 00 0 
- 1.1 2 2 0 0  0 , 0  0*0 0,( 0 . f 7 C V ( ' 
-2 .93700 0,0 
0 ,  0  
0 .  0  0.0 
7 — 0 . 14-400 V» 
J.O 0 • ) 
, 7^  .J 7 
-0,JO 7JOO 0,0 0, "» 
4 , »y S Ç :» S - 0 
, Ç)C> livï -.7^  
C, 0 
; :4qr^-02 0, 0 
•5 , V 7 c -0 •»  ^  ^Ç. ? 7 r. 
0 , 0  0 . 0  
o.c - 0 , 17:iooo 
- 0  3 o.c 0 . 0  3,0 0,0 
0. 0 
0 . 0  
3. ?*9 )97-%-u ) —0.1<*?000 
0.0 0,0 ) . L 
4. 9O9Q99r:-0 ' 
-0, 1 7Ju JO 
C ,0 0.0 
10 0,0 O .0 
11 O, 0 
!.c 00 J 00 T-01 ? -O,J C O 00 j,V 0.0 
0 .  0  o.c 
0.0 - 0, ? Y 'W J E - 0 ? 1.;coco0c-02 0.0 
O,0 0,0 
1 , 700000::-02 -o, i i^ooo 0 , 0  5,s., 9.,C7C-03 1 , 900000&-0 2 -0, 196000 
- (,, 994'^ WSE-04 
0 # <"' 0.0 06 0 
-9,Ç999n:)F-04 0, 0 
 ^, r;99-.9 78-01 0.0 0, C 0,0 
— '»,4o^Ç97C""02 0,0 
C . C  
0 , 0  . 0 . 0  
-  0 .  1  7  3 0 0 0  
0 . 0  0.0 
0 . 0  
• C 3  0 , 0  Û.0 
0,0 0,0 
o . c  O* 0 0 . 0  
0,0 
0 , 0  
0 , 0  
0. 0 
0 , 0  
0 , 0  
G , 0 
0 ,  0  
0 , 0  
0 , 0  
0 .  0  
377,000 
0 . 0  
0 .  0  
o.c 
0,0 
c  •  c  
0,0 
0 .  o  
0 . 0  
0 . 0  
377,000 
c. c 
0 . 0  
Figure 25. A matrix 
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f 0 . < » 7 0 ( j  1 7 ? ,  1 0 6  V  e  1  .  ^ e  , 1  -  ' I .  6  Z 5  0,0 -12? «6 17 —ri'3 7,H')0 -f->0«062J 
0 . 0  o » o  C « 0  0 » 0  
J * J OoO 0«0 
25 0, 0 Û.0 0.0 J.O 
0 , 0  0 . 0  O . J  0 . 0  
0 , 1  U . O  0 , 0  0 , 0  
-  1  .  2 1  I C  C .  0  O . C  
^ 6  0 . 0  )  . U  0 . 0  ' .  .  o  
0  ,  0  C  .  0 J . J  U . ' J  (1,0 0.0 C. O 0.0 
J ,  I  — 1  . ^ 6 2 0 0  O . O  
,  7  0 .  0  U .  J  0 . 0  J  .  Û  
0 . 0  O . J  J . J  0 . 0  
0 .  J  o  .  i )  0 . 0  0 , 0  
u  .  :  0 .  o  -  !  .  a n ; '  C O  
i n ? "  9 1 C 11 1 2 17 1M : ^ 2 0 
P ' .  2 t >  2 7  
Figure 25 (Continued) 
- l ' * â 9 . 3 7  -  ? 7 2 1  , 2 4  0 . 0  0 . 0  
0 , 0  O ,  0  U . O  ,  0 . 0  , ,  
- 2 0 0 0 0 . 0  0 . 0  0 . 0  - 5 0 , 0  
0.0 0.0 0.0, . OaO . 
0 , 0  0 , 0  0 , 0  0 , 0  
0 , 0  0 , 7 6 9 0 0 0  0 , 0  0 . 0  
0 . 0  O . C  O . O  O . O  
0 , 0  0 . 0  O . C  0 . 0  
0 . 0  0 , 0  c , 7 e < j o o o  0 . 0  
to 
0.0 0.0 0.0 0. 0 [:^  
0 , 0  0 . 0  0 . 0  0 . 0  
0 , 0  0 . 0  0 , 0  0 , 7 6 9  
f  6  7  9  
1 3  1 4  I S  1 6 .  
2  1  2  2  2 3  2 4  
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sf ùR of data are provided by the previous two computer program outp-ars, 
A I il ire! computer prof;ram takes these two sets of data, ca Icul nLes tin' 
initi.iJ condition internal machine parameters, and then calculates those 
A matrix coefficients that are dependent upon the above. A listing of the 
program statements and the output resulting from the base case are shown 
below. (See Fi^^ures 23 and 24) 
D. Eigenvalues 
The complete A matrix for the base case is shown below. (See 
Figure 25) The computer program that calculates the eigenvalues 
from the A matrix is called CTUMAT. The complete list of eigenvalues 
calculated from the above A matrix is shown below. (See Figure 26) 
Only the complex modes have been described in Table 8. 
