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Abstract. A deformation of the standard prolongation operation, defined on
sets of vector fields in involution rather than on single ones, was recently
introduced and christened “σ-prolongation”; correspondingly one has “σ-
symmetries” of differential equations. These can be used to reduce the equations
under study, but the general reduction procedure under σ-symmetries fails for
equations of order one. In this note we discuss how σ-symmetries can be used to
reduce dynamical systems, i.e. sets of first order ODEs in the form x˙a = fa(x).
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Introduction
In recent papers [6, 7] we have introduced a generalized prolongation operation,
defined not on single vector fields but on sets of vector fields (in involution), and
depending on a smooth matrix function σ : J1M → Mat(n,R). This was called
σ-prolongation, or joint λ-prolongation to emphasize that it is an extension of
the λ-prolongation introduced a decade ago by Muriel and Romero [20] (see also
[21, 22, 23, 24, 25, 26, 27, 28] and [9, 32]). Correspondingly we introduced a notion
of σ-symmetry, or joint λ-symmetry, for systems of ODEs: Lie-point vector fields
which – after being σ-prolonged up to suitable order – leave a given set of equations
E invariant, are said to be σ-symmetries for E .
It was also shown [7] that σ-prolongations enjoy the “invariants by differentiation
property”, and hence they may be used, essentially in the same way as standard (and
λ in the scalar case [22]) prolongations to reduce systems of ODEs of order q ≥ 2; see
[7] for details.
These results left out the special – but relevant – case of dynamical systems (DS
in the following), i.e. of systems of first order ODEs of the form
dxa/dt = F a(x, t) . (1)
The purpose of this note is to fill this gap, i.e. to discuss how σ-symmetries can be
used in the study of DS and thus complete the discussion of [7].
Actually, by a standard procedure (based on adding a variable; see e.g. [6] for
relations between symmetries and orbital symmetries of the original and the modified
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system), one can always reduce to consider autonomous DS. We will therefore deal
with equations of the form
dxa/dt = fa(x) (a = 1, ..., n) . (2)
Similarly, we will later on restrict to consideration of Lie-point time-independent vector
fields, Xi = ϕ
a
i (x)(∂/∂x
a) (the Einstein summation convention over repeated indices is
used throughout this paper); we prefer however to give in the next section a discussion
for DS in their general, possibly not autonomous form (1), and for general vector fields
as well, for convenience of the reader.
It should be mentioned that we already investigated applications of this new
type of symmetries to DS in a previous paper [6]; in that paper, however, we made
no explicit use of prolongation for first order systems, and rather emphasized the
general framework and structural properties (and correspondingly a more abstract
mathematical approach). Moreover, in [6] we were also interested in a strategy aiming
at writing at least some of the (first order) equations in higher order; this would remove
the degeneracies related to having a first order system [15, 29, 30, 33] and hence will
help in the search for symmetries. Here we will not follow this line, but, following
an approach similar to the one taken in [7] (which as said above was not able to deal
with DS), we just consider equations in their natural first order form; in other words,
we aim at a “direct” extension of the approach and results in [7] in order to complete
our study, with a view at concrete reduction results procedures.
Also, in [7] we considered the geometrical aspects of our approach; this will not
be discussed here in order to avoid duplication of material: the interested reader
is referred to that paper (and similarly to [6] for algebraic aspects as well). Again
in [7] (see Sect.6 and Appendix B in there), we discussed some limitations of our
approach from the practical point of view, due to the difficulty of actually determining
σ-symmetries of a given system. In view of the relevance of this point for applications,
we report here some points of our discussion, but we also mention how we could give
constructive results in some cases.
Focusing on dynamical systems one can look at our approach as just a different
way of looking at something which is already well-known, i.e. it is based on the very
Frobenius reduction theory. It should be mentioned, however, that the same can be
said for virtually any reduction procedure, and that setting this in the language of Lie
symmetries leads to a wider range of concrete applications.
Finally, we would also like to mention that, as already stressed in [7] (see
again there for further detail), our approach should be seen as an extension and
generalization of the approach by Pucci and Saccomandi [32] to the Muriel and Romero
fruitful idea of λ-symmetries [20, 21, 22, 23].
The plan of the paper is as follows. We will first recall the definition and relevant
properties of σ-prolongations, then prove a theorem showing how they can be used
to reduce σ-symmetric DS and present some remarks about this reduction procedure.
We will also show that this is related to the existence of σ-invariant constants of
motion of the DS. We then discuss the problem of determining σ-symmetries, which
is in general, as said before, beyond reach, apart from some “favorable” cases. We
also give a number of explicit examples in low dimensions, which illustrate the various
situations, and finally in the end we draw some conclusions.
All the objects (manifolds, functions, vector fields) considered in this paper will
be assumed to be smooth.
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1. Definition and properties of σ-prolongations, and σ-symmetries.
We denote as usual byM = R×U the extended phase manifold for the DS (2), where
t ∈ R and x ∈ U ; here U is a smooth manifold of dimension n. As our considerations
will be local, we can assume U ≃ Rn with no loss of generality; on the other hand, in
this section we will consider general vector fields on M .
Consider a set X = {X1, ..., Xs} of smooth vector fields on M ; assume they
are in involution and their rank (assumed to be constant for the sake of simplicity)
r ≤ s satisfies r < n. The involution assumption means there are smooth functions
µkij :M → R such that
[Xi, Xj ] = µ
k
ij Xk . (3)
1.1. Standard prolongations and symmetries
As well known [1, 4, 15, 29, 30, 33], one associates to M the Jet manifold J1M ; the
vector fields Xi are naturally lifted (or prolonged) to vector fields Yi in J
1M .
If the Xi are written in local coordinates (t;x) as
Xi = ξi(x, t)
∂
∂t
+ ϕai (x, t)
∂
∂xa
,
then the (first prolongations) Yi are written in the natural local coordinates (t;x; x˙)
on J1M as
Yi = ξi(x, t)
∂
∂t
+ ϕai (x, t)
∂
∂xa
+ ψai
∂
∂x˙a
.
When Yi is the standard prolongation of Xi, the coefficients ψ
a
i are given by the
(standard) prolongation formula
ψai = Dtϕ
a
i − x˙
aDtξi .
The vector field X is said to be a symmetry for the equation E defined on J1M
if [Y (E)]S(E) = 0, where S(E) is the solution manifold for E , i.e. the set of points of
J1M on which E is satisfied. If the relation is satisfied without restricting to S(E),
i.e. if Y (E) = 0 on all of J1M , then X is said to be a strong symmetry. It is well
known that if E admits X as symmetry, then there is an equivalent equation E˜ (i.e.
an equation E˜ with the same solutions as E) which admits X as a strong symmetry
(see e.g. [2]); we stress that this result is obtained by working purely in J1M , hence
it can be rephrased by saying that if E is invariant under Y , then there is E˜ which
is strongly invariant under Y (independently of the fact that Y is the prolongation
of X).
1.2. σ-prolongations and σ-symmetries
The σ-prolongation represents a modification of the standard prolongation operation.
The relation between the ψ and the ϕ coefficients is in this case given by
ψai = (Dtϕ
a
i − x˙
aDtξi) + σij
(
ϕaj − x˙
a ξj
)
, (4)
with σij : J
1M → R smooth functions; this modified prolongation operation is thus
characterized by the smooth s× s matrix function σ.
Note that σ-prolongation is defined on sets of vector fields, not on individual ones,
as ψai depends on the coefficients ϕ
a
j for the other vector fields. When the set consists
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of a single vector field, σ-prolongation reduces to the λ-prolongations of Muriel and
Romero [20, 21, 22, 23] (see also [9]).
It should also be noted that for a generic choice of σ, the Yi will not be in
involution even if the Xi are. Sufficient conditions for the involution properties to be
preserved under σ-prolongation (in the form of an equation to be satisfied by σ) are
discussed in [7]. We will here assume that the Yi are in involution.
Note that it may happen that the Yi are not in involution, but can be completed
to an involution system by adding a finite number of vector fields; if the rank ρ > r
of the completed system satisfies ρ < n, the reduction to be discussed below is still
possible with suitable modifications (see Section 3).
If the σ-prolongations Yi of the Xi leave the system of equations E invariant, i.e.
if [Yi(E)]S(E) = 0, we say that the involution system X = {Xi} is a σ-symmetry for
E . If Yi(E) = 0, i.e. if the invariance condition holds without restriction to S(E), we
say that X is a strong σ-symmetry for E . The same result mentioned above holding
for standard and strong symmetries is immediately seen to hold for σ-symmetries and
strong σ-symmetries: if E admits X as σ-symmetry, then there is an equivalent system
E˜ admitting X as a strong σ-symmetry. In the following we will thus deal with strong
symmetries.
1.3. The “invariants by differentiation” property
It is well known that for standard prolongations one can generate differential invariants
of all orders starting from those of lower order. This is based on the so-called
“invariants by differentiation property” (IBDP).
The same property extends to λ-prolongations [9, 20, 21, 22, 23] (and can be used
to characterize them [32]), and also to σ-prolongations. For these we have [7] that,
with Dt the total derivative with respect to time t, if the Y are σ-prolonged, they
satisfy
[Yi, Dt] = σij Yj − (Dtξi + σij ξj) Dt . (5)
Proposition 1 [7]. Let Y be a set of σ-prolonged vector fields, and let ζ1, ζ2 be common
independent differential invariants of order k for all of them. Then
Θ := (Dtζ1)/(Dtζ2) (6)
is a common differential invariant of order k + 1 for all of them.
Note that in particular, if the Xi are “vertical” vector fields, i.e. if ξi = 0 (see next
section and in particular Remark 1 for a discussion on this point), then necessarily t
is an invariant for the Xi (and hence also for the Yi), and Proposition 1 makes that
given an invariant ζ = ζ(x) of order zero, we obtain immediately (just choose ζ2 = t
in (6)) a first order differential invariant in the form
ζ(1) := Dt ζ . (7)
2. Reduction of DS and σ-symmetries
The reduction procedure discussed in [7] for systems of differential equations of order
q > 1 does not apply to the special case of dynamical systems. The obstacle lies in
that the most general differential invariants of order q can be obtained, for q > 1, from
those of lower order (thanks to the IBDP) and in particular from those of order zero
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and one (the need to include differential invariants of order one is intuitively clear, as
at order zero there is no trace of the σ matrix in the vector fields). But for q = 1 this
approach fails.
We should therefore consider the special case q = 1, and in particular that
of dynamical systems (thus, equations solved with respect to first derivatives of
dependent variables), with a different approach.
As anticipated in the Introduction, we will consider autonomous DS (2) and
correspondingly restrict to consideration of Lie-point time-independent vector fields,
Xi = ϕ
a
i (x)(∂/∂x
a).
Remark 1. Note in this respect that, as well known, when dealing with a general
vector field X = ξ(∂/∂t) + ϕa(∂/∂xa), one can equivalently pass to consider its
evolutionary representative Xev = (ϕ
a− ξx˙a)(∂/∂xa) [29, 30, 33]. Upon restriction to
solutions to (2), this reads as Xev = (ϕ
a − ξfa)(∂/∂xa); the latter is a well defined
vector field in M , and of the form we consider. We can also proceed in a slightly
different way: on the set S = S(E) of solutions to (2), one has [∂/∂t]S≡−f
a(∂/∂xa),
and hence X is again rewritten as [X ]S ≡ (ϕ
a − ξfa)∂/∂xa. ⊙
In the assumptions ξi = 0 and ϕ
a
i independent of time, the σ-determining
equations, i.e. the condition for the DS (2) to be invariant under the σ-prolongations
Yi, where
Yi = ϕ
a
i
∂
∂xa
+ (Dtϕ
a
i + σijϕ
a
j )
∂
∂x˙a
takes the form of the Lie bracket condition
[Xi, X0] = σij Xj (i, j = 1, . . . , s) (8)
where X0 = f
a(x)∂/∂xa is the vector field describing the dynamics (see also subsect.
5.1 for some detail).
Remark 2. One can look at this construction in a different way, which is established in
the literature and goes as follows. Since the vector fields {X1, ..., Xs} are in involution,
they define a foliation (regular due to our hypotheses). Condition (8) implies that the
vector field X0 is projectable with respect to this foliation (see e.g. [19], pp. 29
ff.). Conversely, given a foliation and a projectable vector field X0, consider a set of
vector fields Xi whose common invariants define – by means of their level sets – the
leaves of the foliation; then the {X0;X1, ..., Xs} will satisfy a set of relations as in
(8). It may be noted that such constructions are well known in symmetry reduction,
see e.g. [14]. For the special case of Hamiltonian systems the leaves are the level sets
of the momentum map, see [31]. In this sense, the results contained in this paper,
albeit obtained in a different way, can be seen as a recasting of this classical approach
(basically going back to Frobenius) in the language of Lie symmetries. ⊙
Remark 3. We note that our general concept of reducibility covers the slightly
broader setting of orbital reduction: in this case in identity (8) the summation on the
r.h.s. ranges from 0 to s, or, in explicit form,
[Xi, X0] = σi0X0 + σij Xj (i, j = 1, . . . , s) (9)
with some σi0 6= 0. In this case, the zero-order common invariants ζi (i = 1, . . . , n− r)
satisfy an orbitally reducible system, i.e. a system “reducible up to a common scalar
factor”:
ζ˙i = ρ(x) fi(ζ) .
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See [6] for a proof and more detail. ⊙
Theorem 1. Let X be a set of vector fields on the n-dimensional manifold M ; assume
X is in involution and of rank r < n. Let Y be the σ-prolongation of X , and let Y
be in involution and also of rank r. If the n-dimensional dynamical system (2) is
invariant under the set Y, then the system can be locally reduced, passing to suitable
symmetry-adapted coordinates, to a dynamical system of dimension n−r and a system
of r “reconstruction equations” depending on the solution to the reduced system.
Proof. Let us first consider the situation at order zero, i.e. for the action of the
vector fields Xi in M ; the latter is of dimension n+ 1 and hence we will have, apart
from the trivial invariant τ = t, other n− r independent common invariants ζi(x) as
guaranteed by Frobenius theorem. We can consider a change of coordinates in M and
the set of coordinates zi = ζi(x) (i = 1, ..., n − r) will be complemented by some r
coordinates yj = ηj(x) (j = 1, ..., r). The vector fields Xi will be written, in the new
coordinates, as
Xi = Φ
j
i (∂/∂y
j) .
Let us now consider the situation in J1M (of dimension 2n + 1) with the action of
the first σ-prolongations Yi. Now we have (2n + 1 − r) invariants, with n of them
being genuinely of first order. By Proposition 1, we know that ζ
(1)
i := Dtζi is a first
order invariant for the Yi, and this allows to identify (n − r) such invariants. There
will be other r first order invariants, βj , which are not obtained in this way; these will
involve the Dtη and, in general, can also depend on the ζ,Dtζ (note however that any
dependence on the z˙ can be eliminated e.g. by Gram-Schmidt–type procedure). The
Yi will be written, in the new coordinates, as
Yi = Φ
j
i (∂/∂y
j) + Ψai (∂/∂y˙
j) .
We can then pass to consider, in J1M , the system of coordinates (z, y; z˙, y˙). The
equations of motion for the z and y will be obtained by rewriting (2) in the new
coordinates. In full generality, these would read
z˙i = fi(z, w) ; y˙j = gj(z, y) .
However, the Y are symmetries of the equations, and the z˙i are invariant under the
Y ; it follows that the fi are also invariant, i.e. we should have fi = fi(z). This shows
that we get a reduced dynamical system, of dimension n−r, for the invariant variables
dzi/dt = fi(z) (i = 1, ..., n− r) . (10)
As for the other r equations, y˙j = gj(z, y) they must also be invariant under Y (at
least when restricting to the solution of the equations (10)), and hence can be written
in terms of the first order invariants; in full generality, they can be given the form
βi = bi where bi depends only on the z and z˙ invariants; restricting to the solutions
of (10) means that we can write fi(z) for z˙i, and hence these equations are written in
the form
βj = Bj(z) ; (11)
the exact form of the functions Bj depends of course on the initial equations (2) and
on the arbitrary choices made in the definition of βj (they involve coefficients being
function of z as well).
The set (10) represents the reduced system, and the (11) are the reconstruction
equations; they can be thought as a set of (generally coupled) not autonomous
equations for the y(t), depending on the solution zi(t) of the reduced equations. △
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Remark 4. The above Theorem is stated and proved in a quite different setting and
perspective in [6], where reduction procedures of dynamical systems, involving also
orbital symmetries, with extensions to ODE’s of higher order, are discussed focusing
on more algebraic aspects, generalizing in several ways the approach and the results
of [13, 34]. ⊙
Remark 5. Here the “reconstruction equations” will in general be (a system of
coupled) differential equations in the original variables, as they involve differential
invariants. Thus, at difference with the reconstruction procedure met when using
standard symmetries (which requires only quadratures), solving the reconstruction
equations is in general a nontrivial task, and can turn out to be impossible. We
are not aware of any reasonably general and/or natural condition ensuring that the
reconstruction equations can be solved. In other words, the reduction based on σ-
symmetries is a possible strategy to attempt in dealing with nonlinear systems, but
with no guarantee of success even when one is able to determine (some of) the system’s
σ-symmetries. On the other hand, there are cases (as will be shown in the Examples
below) where one is able to solve the reconstruction equations. ⊙
Remark 6. We stress that the situation described above for σ-symmetries was already
present when dealing with so-called Λ-symmetries [3] (also called ρ-symmetries [3, 9]);
these are µ-symmetries [5] for the specific setting of dynamical systems [9] and turn
out to be a direct generalization of λ-symmetries [20, 21, 22, 23]. ⊙
Remark 7. Our discussion shows that, as it often happens with symmetry
considerations, σ-symmetry properties are specially transparent when adopting
symmetry adapted coordinates. Some of these coordinates should correspond
with invariants, while our discussion left the choice of other coordinates free. A
specially convenient choice would be that of coordinates which rectify r vector fields
{X1, ..., Xr} (r ≤ s) in the set X ; then the Yi take the particularly simple and
significant form Yi = (∂/∂y
i) + σij(∂/∂y˙j) (i, j = 1, ..., r), which extends a similar
result for λ-symmetries [23]. One may again see this in the light of Frobenius theorem
and related reduction approaches, see Remark 2. ⊙
Remark 8. As mentioned above, the reduction obtained through the procedure we
are considering is the restriction of the initial system to the space of invariants (under
the σ-symmetries). In this sense, the present approach can be seen as the extension
to fully general DS of an approach (based on Michel theory [16, 17, 18]) developed
some time ago for systems in normal form [8, 10, 11] (see also [12]). ⊙
3. Completion of involution system
The formulation of Theorem 1 requiring that X and Y have the same rank, does not
consider a case which can occur in applications: there is in fact the possibility that
the involution properties of the vector fields Xi are different from those of the Yi.
This may seem a contradictory statement: in fact, it is clear that
[Yi, Yj ] = µ
k
ij Yk (12)
(note here the µkij are in general functions on J
1M with values in R) requires also
[Xi, Xj ] = µ
k
ij Xk . (13)
On the other hand, a little thinking (or some explicit examples, see below) show
that it is well possible that starting from an involution system (13) and applying the
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σ-prolongation procedure one obtains a set of vector fields Yi which do not satisfy
(12); actually this will be the generic case for a randomly chosen σ. When (12) is
not satisfied, the {Yi} could either not close to a nontrivial involution system (that
is, more precisely, only close once vector fields along all directions in J1M are added
to the system), or close to an involution system Y after adding a certain number of
auxiliary vector field, still however providing a system of rank r < n. In this case
Theorem 1 (which only makes reference to the prolonged vector fields, i.e. to the
vector fields in J1M) still applies.
Some further considerations are in order regarding this case. As remarked above,
the involution properties (12) among the Yi imply the same involution properties
(13) are satisfied by the Xi. If we start from the latter, it is clear that the completion
procedure (i.e. adding to the set any vector field appearing in the commutators [Yi, Yj ]
and so on) will produce only vector fields which have zero projection in M (i.e. they
are vertical for the fibration J1M → M). In other words, the new vector fields will
be written in coordinates as
Ym = ψ
i
m (∂/∂x˙
i) . (14)
Vector fields of this form can be seen as σ̂-prolongations (here σ̂ is an extension of
the original matrix σ, see below) of the trivial vector fields Xm = 0 in M . Needless to
say, such vector fields commute with all the Xi, and hence the auxiliary vector fields
Ym will also commute with all the Yi, and will be an abelian subalgebra in the center
of the Lie algebra Y.
As for the matrix σ̂, this will be written in block form as
σ̂ =
(
σ A
ρ B
)
,
where ρ embodies the relation between the ψm and the ϕi, while A and B are arbitrary
(they act on the null ϕm vectors) and can be set to zero; if we require to invert σ̂
(as happens when discussing the gauge meaning of σ-prolongations, see [7]) we can
equally well set A = 0, B = I.
Finally, note that the presence in Y of vector fields of the form (14) can forbid
the presence of some x˙i in the differential invariants (this is specially clear if ψ
i
m are
constant); correspondingly, in this case some of the variables in M0 do actually play
the role of parameters. In other words, the invariant DS can not have full dimension in
M0, and we will be dealing with DS of dimension n0 < n. The number of parameters
δ = n − n0 corresponds, generically, to the number of auxiliary vector fields (14)
that must be introduced to complete the involutory system, and more precisely to
rank(Y)− rank(Y).
In this case it will be more convenient to distinguish between real dynamical
variables and parameters; we will thus consider M = M0 × P , where M0 represents
the phase manifold and P the parameter space. The vector fields Xi (and hence Yi)
will be allowed to depend on parameters and act on them.
It turns out that also in the case one needs to complete σ-prolongations Y in
order to have an involution system Y, if the rank of Y is sufficiently small, we can still
perform the reduction. We will now give a more precise description of the reduction
procedure in this framework.
Theorem 2. Consider an n0-dimensional autonomous DS (2) in M0 = R
n, with
n0 ≤ n. Assume it admits the set X = {X1, ...Xm} of vector fields in M0, of constant
rank r0 < n, as σ-symmetries. Assume moreover that the completion Y of the set Y
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corresponding to the σ-prolongation of X has rank r = r0 + δ (with 0 ≤ r < 2n) in
J1M . Then (2) can be reduced, passing to suitable symmetry-adapted coordinates, to
an autonomous DS of dimension κ0 = n−r0 and to a set of θ = r0−δ “reconstruction
equations” depending on the solutions to the reduced system.
Proof. As mentioned in the statement, we will consider only autonomous DS
and autonomous vector fields; as mentioned above one can always reduce to this
setting by the standard procedure of autonomization – i.e. adding a new variable x0
corresponding to t and satisfying x˙0 = 1.
Let the commutation properties between the Xi be described by (13), and let
rank(X ) = r0 < n. Thus there are κ0 = n− r0 nontrivial invariants ζi of order zero in
the (n + 1) dimensional phase manifold M (plus one trivial invariant, corresponding
to t). By the IBDP, these generate κ0 differential invariants ζ
(1)
i of order one, which
will be referred to as derived invariants.
On the other hand, the vector fields Yi act in J
1M , which has dimension (2n+1).
By assumption, the set Y has rank r ≥ r0; we set r = r0 + δ. Hence Y admits
κ1 = 2n+ 1 − r invariants in J
1M ; Of these, κ0 + 1 are invariants of order zero, and
κ0 are derived invariants. Thus there are θ additional invariants βi, with
θ = (2n+ 1− r) − (2κ0 + 1) = r0 − δ .
As the Y-symmetric system can be written in terms of invariants, we can write it
as a DS of dimension κ1; there are κ0 = n − r0 equations corresponding to derived
invariants, and hence of the form
dζi/dt = Φi(ζ1, ..., ζκ0) ,
and θ = r0 − δ reconstruction equations, corresponding to
βi = hi(ζ1, ..., ζκ0) ,
as stated. This completes the proof. △
4. Constants of motion and σ-symmetries
In the study of dynamical system, a special attention is given to the search for constants
of motion, i.e. of functions I :M0 → R which are constants under the flow of the DS;
if the latter is written in the form (2), one is looking for functions such that
DtI =
(
∂I
∂xa
)
fa(x) = 0 .
It is well known that strict relations exist between standard symmetries of a DS
and its constants of motion; a relation also exists between σ-symmetries of a DS and
its constants of motion.
Theorem 3. Let the DS (2) admit a set X of σ-symmetries of rank r; then it admits
n − r − 1 independent constants of motion which are simultaneously invariant under
the σ-symmetry vector fields Xi.
Proof. The σ-symmetry condition in the form (8) for X = {X1, ..., Xs}, Xi =
ϕai (∂/∂x
a), gives that the enlarged set X̂ = X0 ∪ X = {X0;X1, ..., Xs} is a set of
ŝ = s+ 1 vector fields in involution in the manifold M0 of dimension n, and its rank
r̂ satisfies r ≤ r̂ ≤ r + 1 (generically, r̂ = r + 1). This set of vector fields will span
an r̂-dimensional distribution and hence will have at least n− r̂ independent common
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invariants. But the invariance underX0 expresses just the property of being a constant
of motion of the corresponding DS. △
Remark 9. Let us consider separately, for completeness, the case in which the DS
(2) is actually the autonomized form of a not autonomous initial DS (1). This means
that (2) contains the additional equation x˙0 = 1 for the new variable x0, whereas the
original DS (1) involves n− 1 = n̂ dependent variables xj(t) (and n− 1 = n̂ equations
of course). Then, Theorem 1 ensures that there are n̂ + 1 − r reduced equations, or
just n̂−r reduced equations for the n̂ variables xj(t). Similarly, according to Theorem
3, there are n̂− r independent symmetry-invariant constants of motion, or (excluding
the trivial one x0− t) just n̂−r−1 constants of motion, which may depend on time. If
instead the initial DS (1) is autonomous and the coefficient functions ϕi of the vector
fields Xi are independent of time, then also the constants of motion provided by the
above Theorem turn out to be independent of time. ⊙
Remark 10. To illustrate an aspect of Theorem 3, consider for comparison the special
case of a Hamiltonian DS, i.e. a DS of the form x˙ = J∇xH , where J is the standard
symplectic matrix and H a given Hamiltonian (independent of time, for simplicity).
Assume that a vector field X admits a generating function G, i.e. that X = J∇xG,
and that X is a λ-symmetry for the DS. Then G is in general not a constant of motion
for the DS [3] (although it is trivially invariant under X , and – as well known – a
constant of motion if λ = 0). Theorem 3 ensures that there are other constants of
motion which are invariant under X : in the presence of m degrees of freedom (i.e.
n = 2m) and of just one vector field X , the expected number of these constants of
motion is then 2(m− 1). ⊙
5. Determination of σ-symmetries
In this Section we would like to briefly discuss some points related to the determination
of σ-symmetries for a given DS (see also [6, 7] for a discussion on the general case). We
also give constructive results about σ-symmetries of a class of DS, see next subsection.
5.1. General considerations
The determination of all the σ-symmetries for a given DS is in general beyond reach;
this should not be surprising as also the determination of standard symmetries may
be far from easy. In the same way as for standard symmetries, however, even a partial
knowledge of the symmetry structure can be useful in that it allows for a reduction
of the system under study; thus one can look for special σ-symmetries, e.g. by an
educated guess in view of the features of the system under study.
In general, a given set of vector fields Xi = ξi(x, t)(∂/∂t) + ϕ
a
i (x, t)(∂/∂x
a),
with σ-prolongation Yi = Xi + ψ
a
i (∂/∂x˙
a), is a σ-symmetry of the DS (2) if the
σ-determining equations
ψai − ϕ
b
i (∂f
a/∂xb) = 0 (15)
are satisfied on the solutions to (2) itself. These are a system of n · s equations for
the unknown vector fields Xi (i.e. for the coefficient functions ξi(t, x) and ϕi(t, x)
appearing in them) and for the s2 components of the matrix σ = σ(t, x, x˙).
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If we restrict to vector fields of the form Xi = ϕ
a
i (x)(∂/∂x
a), the σ-determining
equations take the form (8), which can be now more conveniently rewritten in
component form
σij ϕ
a
j = ϕ
b
i (∂f
a/∂xb) − f b (∂ϕai /∂x
b) (16)
where we have written σ to emphasize that σ is the restriction of σ(t, x, x˙) to the
solution manifold, i.e. σ(t, x) = σ(t, x, f(x)). These are again a system of equations
for the unknown vector fields Xi, i.e. for the ϕ
a
i (x), and for the s
2 components of the
s × s matrix function σ. Thus we have strongly under-determined systems, and one
could consider further ansatzes in searching for solutions. (Note that even for s = 1
(so for λ-symmetries) we have a system of n equations for n + 1 unknown functions,
i.e. the ϕa and the (now, scalar) σ.)
There seems to be no algorithmic way to solve the systems (15) or (16); in
practice one can look for solutions to it only by making simplifying assumptions on
the functional form of the unknown functions ξi, ϕ
a
i and σij , or when the DS under
study has a specially favorable structure, see below.
Remark 11. In this sense the new tool in symmetry analysis of DS we propose
here is quite different from standard Lie-point symmetry analysis, in that it is not
algorithmic; it should be stressed that this is not a degeneration of the DS case, and
the same holds for higher order equations [7] (so from this point of view nothing is
gained by transforming the DS into a higher order form, if this is possible). Once
again this feature is shared with other (related) extensions of Lie-point symmetries,
such as λ and µ-symmetries. ⊙
Remark 12. On the other hand, if we fix Xi and σij (assuming the σ-prolongation
of the set X gives a set Y in involution; see the discussion in previous sections),
determining the most general DS admitting the X as a σ-symmetry is in principle
feasible, albeit sometimes not easy in practice; for its solution one should take into
account the commutation properties of the system X . The possibility of determining
the most general DS admitting a given involution set X as σ symmetry (for a given
σ) is shown in some of the examples below. ⊙
Remark 13. With reference to Remark 2 above, note that the discussion of this
section does also provide constructive tools to determine foliations with respect to
which a given vector field is projectable. ⊙
5.2. Special structure of the dynamical system
We want now to discuss how a favorable structure of the DS under study can lead to
a tractable problem for the determination of σ-symmetries of a given system.
We will consider DS in Rn of the form (cf. [6])
x˙a = F a(x) = fa(x) +
s∑
k=1
αk(x) ϕ
a
k(x) , (17)
where αk(x) are arbitrary functions, with the property that the “simplified” system
x˙a = fa(x) (18)
admits the system X = {Xi, ..., Xs} of vector fields
Xi = ϕ
a
i (∂/∂x
a) (19)
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as standard symmetries, and that the {X1, ..., Xs} thus defined are in involution,
[Xi , Xj ] = β
k
ij Xk . (20)
Theorem 4. Let the DS (18) admit the set X of vector fields (19), satisfying (20),
as standard symmetries. Assume in particular, for simplicity, that βkij are constant,
and consider the set Y of vector fields obtained as σ-prolongation of the set X with σ
given by
σij = αk β
j
ik + Xi(αj) . (21)
Then: i) the Yi are in involution and actually satisfy the same involution properties as
the Xi; ii) any DS of the form (17) admits X , with σ given by (21), as a σ-symmetry
and therefore can be reduced according to Theorem 1.
Proof. We have shown in [7] (see Corollary 2 there) that a sufficient (but by no means
necessary) condition for the set of σ-prolonged vector fields Y to be in involution, and
actually satisfy the same involution relations as the original set X , is that σ satisfies
a certain equation. In the present case, i.e. if σ is of the form (21), and the βkij are
constant, this equation reduces – in the present notation – to
Xi(σjk)−Xj(σik) +
(
σimβ
k
mj − σjmβ
k
mi − β
m
ij σmk
)
= 0 .
This is always satisfied for σ as in (21). In fact, now Xm(β
k
ij) = 0 for all choices of
i, j, k,m, so that using (21) and recalling (20), the above equation reads
(
βkjmXi(αm)− β
k
imXj(αm) + β
m
ijXm(αk)
)
+ αℓ
[
βmiℓ β
k
mj − β
m
jℓβ
m
mi − β
m
ij β
k
mℓ
]
+
(
Xi(αm)β
k
mj −Xj(αm)β
k
mi −Xm(αk)β
m
ij
)
= 0 .
The first and last terms cancel each other due to βkji = −β
k
ij , and the term in square
bracket vanishes due to the Jacobi identity. Using now (8) or (16) to impose the
invariance of the DS (17) under the first σ-prolongation of the Xi and using the fact
that these are standard symmetries of (18), we obtain just the expression (21) for the
σ, and then all hypotheses of Theorem 1 are satisfied. △
We stress that for this class of DS we have shown not only that the determining
equations for σ-symmetries can be solved, but have actually provided a general class
of solutions.
As a special case of (17) consider f = Ax for some matrix A; then obviously
ϕi = Bix, with Bi matrices such that [A,Bi] = 0, provide standard symmetry
vector fields Xi for (18). These matrices will satisfy [Bi, Bj ] = c
k
ijBk and hence
[Xi, Xj] = −c
k
ijXk, i.e. β
k
ij = −c
k
ij , and the vector fields Xi provide a σ-symmetry for
the full DS
x˙a = (Ax)a +
s∑
k=0
αk(x)(Bkx)
a
with B0 = A, and with
σij = αk(x)c
k
ij + (Bix)
a(∂αj(x)/∂x
a) .
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6. Examples
Our examples will be of small dimension (n ≤ 4); thus we will slightly change our
notation about dependent coordinates, avoiding indices. The original variables will be
denoted by Latin letters, in particular as (x, y, z, w); the symmetry adapted ones by
Greek letters, in particular as (ξ, η, χ) for variables entering in the reduced system,
and as (µ, ν, ρ) for variables determined by the reconstruction equations. To simplify
notations we will often write ∂x instead of ∂/∂x, etc.
It can be noted that a comparison with what could be achieved in the examples
below by the use of standard symmetries is not easy nor immediate, because one is not
able in general to determine the full set of standard symmetries of first order systems.
6.1. Example 1.
We start by considering a nearly-trivial case, i.e. with only one X ; in other words,
this is a λ-symmetry (which is a special case of σ-symmetry). We consider it in order
to have a specially simple case at hand, to look at through our present approach. We
consider a system which is already in symmetry-adapted form (and coordinates), so
that what matters here is just the interpretation.
Let us consider the DS
x˙ = f(x, y)
y˙ = g(x, y) (22)
z˙ = h(x, y) + f(x, y) z
with f, g, h arbitrary smooth functions.
This admits as σ-symmetry the vector field X = ∂z , with σ = x˙; this implies that
Y = ∂/∂z + x˙ ∂/∂z˙ .
At order zero we have two invariants (apart from the trivial one, τ = t) for X and
hence for Y , i.e.
ζ1 = x ; ζ2 = y .
The total derivatives of these provide differential invariants of order one for Y , i.e.
ζ
(1)
1 = Dt ζ1 = x˙ , ζ
(1)
2 = Dt ζ2 = y˙ .
There is a third differential invariant of order one,
β = z˙ − x˙ z .
Thus we have a set of (invariant) reduced equations, which are just the first two
of (22), and a reconstruction equation which is just the third one of these. Note that
this should be thought as defined on the solution to the first set; in this sense the
reconstruction equation can be rewritten as
β = k ,
where k should be seen as a constant on the solutions to the reduced set (hence as
an arbitrary function of the invariants ζi, ζ
(1)
i ). Indeed if we write this equation in
explicit form we have
z˙ − x˙ z = k(x, y, x˙, y˙) ;
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on the solutions to the reduced set this reads precisely (recall the arbitrariness of k)
z˙ = f(x, y) z + k[x, y, f(x, y), g(x, y)] = h(x, y) + f(x, y) z .
Note once (and if) a solution x(t), y(t) to the reduced equation is given, this
reconstruction equation is a (non autonomous) linear equation for z(t),
z˙ = H(t) + F (t) z ,
and hence can be solved.
According to Theorem 3, there is 1 = n − r − 1 constant of motion for the DS
(22) which is also invariant under X = ∂/∂z. In this case, the result is trivial: it is
enough to consider a constant of motion which depends only on x, y.
6.2. Example 2.
We now consider a situation rather similar to the previous one, but with a system
which is not already in symmetry-adapted form.
Consider the three-dimensional DS
x˙ = − 2 z − x y2 (x2 + z2) + x y z log(y2) ,
y˙ = y2
(
y (x2 + z2) − z log(y2)
)
, (23)
z˙ = 2 x − y2 z (x2 + z2) + y z2 log(y2) .
If the system had a constant in lieu of the log(y2) terms (or if the argument was
instead e.g. xy), it would admit as standard symmetry the vector field
X = x∂x − y ∂y + z ∂z ;
one can look for a σ such that it is however a σ-symmetry. This is the case, i.e. X is
a σ-symmetry (actually, having only one vector field, this is a λ-symmetry), e.g. with
σ = x˙ y + x y˙ = Dt (x y) .
In fact, the σ-prolonged vector field is in this case
Y = X +
(
x˙+ xx˙y + x2y˙
) ∂
∂x˙
−
(
y˙ + x˙y2 + xyy˙
) ∂
∂y˙
+ (z˙ + x˙yz + xy˙z)
∂
∂z˙
,
and one can easily check that the system (23) does indeed admit X as σ-symmetry.
Nontrivial invariants ζ1, ζ2 of order zero (for X and hence for Y as well) are
ζ1 = x y , ζ2 = y z
which will be chosen as new (symmetry adapted) variables ξ = ζ1, η = ζ2; we can
choose as additional variable ρ = 1+y2 in order to have symmetry adapted coordinates.
In the new coordinates,
Y = 2 (1− ρ)
∂
∂ρ
− 2
(
ρ˙− (1− ρ)ξ˙
) ∂
∂ρ˙
.
It is immediate to check that ξ˙ = Dtξ and η˙ = Dtη are differential invariants of order
one. Moreover, we have an additional differential invariant of order one; for this we
can pick
µ = 2 (y˙/y) − (x˙y + xy˙) log(y2) .
Passing to the symmetry adapted variables, the system (23) is rewritten as
ξ˙ = − 2 η , η˙ = 2 ξ ; ρ˙ = 2 (ξ2 + η2)
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The first two represent the σ-symmetry reduced system, whose solution is of course
ξ(t) = α cos(2t+ β) , η(t) = α sin(2t+ β) ;
the third one is the reconstruction equation, which on solutions to the reduced system
reads
ρ˙ = 2α2 ; ρ(t) = ρ0 + 2α
2 t .
A related example is obtained considering the three-dimensional DS
x˙ = − x
(
1 + y (x − z) − xy2z log(xz)
)
,
y˙ = y
(
1 + y (x+ z) − xy2z log(xz)
)
,
z˙ = z
(
1 − y (x+ z) + xy2z log(xz)
)
.
This system admits the same σ-symmetry (same X and same σ) as above, and then
the same invariants and adapted coordinates, in these it is rewritten as
ξ˙ = 2 ξ η η˙ = 2 η ρ˙ = −2 ξ
The first two represent the σ-symmetry reduced system (which in this case happens
to be further reducible), whose solution is
ξ(t) = exp[(e2t − 1) η0] ξ0 , η(t) = e
2t η0 ;
the third one is the reconstruction equation, which on solutions to the reduced system
gives
ρ(t) = ρ0 − 2 ξ0
∫ t
t0
exp[(e2τ − 1) η0] dτ .
According to Theorem 3, there is here just one constant of motion which is X-
invariant: it is given by I = x/z.
6.3. Example 3.
This is an example of orbital reduction. The DS
x˙ = yz , y˙ = z + xy , z˙ = w + xz , w˙ = y + xw
admits the two vector fields
X1 =
∂
∂x
, X2 = y
∂
∂y
+ z
∂
∂z
+ w
∂
∂w
as a σ-orbital symmetry. Indeed this DS satisfies condition (9) in the form
[X1, X0] = z X2 , [X2, X0] = X0 + yz X1 .
The two common invariants under X1, X2
ζ1 = y/z , ζ2 = w/z
satisfy the orbitally reducible system
ζ˙1 = y
(
1
ζ1
− ζ2
)
, ζ˙2 = y
(
1 −
ζ22
ζ1
)
,
in agreement with Remark 3. The reduced equation is
dζ1
dζ2
=
1− ζ1ζ2
ζ1 − ζ22
.
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6.4. Example 4.
As stated in Section 5.1, finding the most general DS which admits a given σ-symmetry
is often feasible. We consider the two (commuting) vector fields,
X1 = − 2 z
∂
∂x
+
∂
∂z
,
X2 = 8yzw
∂
∂x
+ 2w
∂
∂y
− 4yw
∂
∂z
+
∂
∂w
;
and choose
σ =
(
0 x˙+ 2zz˙
y˙ − 2ww˙ 0
)
.
The σ-prolonged vector fields will be written as (k = 1, 2)
Yk = ϕ
i
k (∂/∂xi) + ψ
i
k(∂/∂x˙i) ,
where the prolongation coefficient vectors are
ψ1 = (−2z˙ + 8Ayzw, 2Aw,−4Ayw,A) ,
ψ2 = (8ywz˙ + 2Bz, 2w˙,−B, 0) ;
here A = 2zz˙+x˙, B = (4w−1)y˙+2(2y+w)w˙. Note that [X1, X2] = 0 and [Y1, Y2] = 0.
There are two nontrivial common invariants of order zero, i.e.
ζ1 = x + z
2 , ζ2 = y − w
2 ;
and correspondingly we get first order differential invariants
ζ
(1)
1 = x˙ + 2 z z˙ , ζ
(1)
2 = y˙ − 2w w˙ .
The two additional first order invariants are
β1 = w˙ − (z + y
2) (x˙+ 2zz˙) , β2 = z˙ + 2 y y˙ − w(y˙ − 2ww˙) .
We take as symmetry adapted coordinates
ξ = ζ1 = x+ z
2 , η = ζ2 = y − w
2 , µ = z + y2 , ν = w ;
note the first two are invariants, while the other two rectify the Xi. With these
coordinates we have of course ζ
(1)
1 = ξ˙, ζ
(1)
2 = η˙; moreover
β1 = ν˙ − ξ˙ µ , β2 = µ˙ − η˙ ν .
The vector fields read now X1 = ∂µ, X2 = ∂ν ; as in these coordinates
σ =
(
0 ξ˙
η˙ 0
)
,
the σ-prolonged ones are just
Y1 = (∂/∂µ) + ξ˙ (∂/∂ν˙) , Y2 = (∂/∂ν) + η˙ (∂/∂µ˙) .
Thus any system of the form
x˙ = [1 + 8yzw(y2 + z)]F + 2z[(2y − w)G −H + 4ywK]
y˙ = 2(y2 + z)wF +G+ 2wK
z˙ = − 4yw(y2 + z)F + (w − 2y)G+H − 4ywK (24)
w˙ = (y2 + z)F +K
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where we have noted F = f(ζ1, ζ2), G = g(ζ1, ζ2), H = h(ζ1, ζ2), K = k(ζ1, ζ2), admits
{X1, X2} as σ-symmetry with the σ considered above (this is not the most general
case, but is the most general – up to multiplication by nowhere vanishing functions [2]
– one if we require to have polynomial functions; in this case f, g, h should of course
be polynomial).
As stated by our Theorems, any system in the class (24) can be reduced via
σ-symmetry reduction. In fact, passing to symmetry adapted coordinates as above
yields the system (24) in the form
ξ˙ = f(ξ, η) ,
η˙ = g(ξ, η) ;
µ˙ = h(ξ, η) + g(ξ, η) ν ,
ν˙ = k(ξ, η) + f(ξ, η) µ .
The first two equations represent the reduced system, while the last two are the
reconstruction equations.
The latter can be written, on solutions to the reduced system, in the form
βi = κi(ζ1, ζ2, ζ
(1)
1 , ζ
(1)
2 ) (i = 1, 2) for a suitable choice of the functions κi. In fact,
using the explicit form of βi we would have
ν˙ − ξ˙ µ = κ1(ξ, η, ξ˙, η˙) , µ˙ − η˙ ν = κ2(ξ, η, ξ˙, η˙) ;
on the solutions to the reduced equations these read
ν˙ = κ1[ξ, η, f(ξ, η), g(ξ, η)] + f(ξ, η)µ = k(ξ, η) + f(ξ, η)µ ,
µ˙ = κ2[ξ, η, f(ξ, η), g(ξ, η)] + g(ξ, η) ν = h(ξ, η) + g(ξ, η) ν .
On a given solution {ξ(t), η(t)} to the reduced equations, these are a system of non
autonomous linear equations
µ˙ = H(t) + G(t) ν , ν˙ = K(t) + F (t) µ ,
in agreement to our general discussion.
As a concrete example, one can consider
x˙ = 1 + 4 y z − 2w z (1 − 4yz − 4y3)
y˙ = 1 + 2w (z + y2)
z˙ = w − 2 y − 4 y w (z + y2)
w˙ = z + y2 .
In the adapted coordinates, this reads
ξ˙ = 1 , η˙ = 1 ; µ˙ = ν , ν˙ = µ .
In agreement with Theorem 3, there is one X-invariant constant of motion
(n = 4, r = 2), which is given by I = x− y + z2 + w2.
6.5. Example 5.
Let us now consider vector fields
X1 =
1
1 + 2x
(∂y − ∂x) , X2 = ∂z ;
and the matrix
σ =
(
0 x˙+ y˙
x˙+ y˙ 0
)
.
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The σ-prolonged vector fields are
Y1 = X1 +
1
(1 + 2x)2
[
2x˙
(
∂
∂x˙
−
∂
∂y˙
)
+ (1 + 2x)2 (x˙+ y˙)
∂
∂z˙
]
,
Y2 = X2 +
(x˙− y˙)
1 + 2x
(
∂
∂y˙
−
∂
∂x˙
)
.
It is immediate to check that [X1, X2] = 0, [Y1, Y2] = 0.
The most general system admitting X = {X1, X2} as σ-symmetry is easily
determined, and is given by
x˙ = − (1 + 2x)−1 [(1− x− y − z)F + G] ,
y˙ = (1 + 2x)−1 [(3x+ y + z)F + G] , (25)
z˙ = − (1 − y + x2)F + H ,
where F = f(x+ y), G = g(x+ y), H = h(x+ y).
The nontrivial invariant of order zero for X1, X2, and hence also for Y1, Y2, is
ζ = x + y ;
it follows from our general discussion that the total derivative of this, i.e. ζ(1) = ξ˙+ η˙,
is a first order differential invariant, and indeed one checks easily this is the case.
There are two additional first order invariants, which are
β1 = y˙ − z x˙ , β2 = z˙ − y x˙ .
Passing to symmetry-adapted coordinates
ξ = ζ1 = x+ y , µ = y − x
2 , ν = x+ y + z ,
the basic and σ-prolonged vector fields read
X1 = ∂µ , X2 = ∂ν ;
Y1 = (∂/∂µ) + ξ˙(∂/∂ν˙) , Y2 = (∂/∂ν) + ξ˙ (∂/∂µ˙) .
The general system (25) reads, in these coordinates,
ξ˙ = f(ξ) ,
µ˙ = f(ξ) ν + g(ξ) ,
ν˙ = f(ξ)µ + h(ξ) ;
The reduced system is just the first equation, the other two representing the reduction
equations; these are indeed of the form β1 = g(ζ), β2 = h(ζ).
Note that in this (and the following) example, Theorem 3 does not admit the
presence of σ-invariant constants of motion: we have indeed n− r − 1 = 0.
A more concrete case is obtained e.g. by choosing
f(x) = x− x3 , g(x) = x , h(x) = x2 .
With these choices, the original system has the quite involved expression
x˙ = − (1 + 2x)−1 [(x+ y)3 (1 − x− y − z) + (x+ y) (x+ y + z)] ,
y˙ = (1 + 2x)−1 [(x+ y)
(
1− (3x+ y)(x + y)2 +
+ 3x+ y + z(1− x− y)(1 + x+ y))] ,
z˙ = (x+ y) (y − 1− x2) + (x + y)2 + (1 + x)3 (1− y + x2) .
Passing to symmetry adapted coordinates this system reads
ξ˙ = ξ − ξ3 ,
µ˙ = (ξ − ξ3) ν + ξ ,
ν˙ = (ξ − ξ3)µ + ξ2 .
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6.6. Example 6.
Let us now consider a situation with a reduced system of dimension one. We consider
the four-dimensional DS
x˙ = − (x+ z2) + e−(y+z)+2z
(
e−y+w
2
+ 2e−ww − 2e−(y+z)
)
(x+ z2) ,
y˙ =
(
e−y+w
2
+ 2e−ww
)
(x + z2) ,
z˙ = −
(
e−y+w
2
+ 2e−ww − 2e−(y+z)
)
(x+ z2) − e−(y+z) , (26)
w˙ = e−w (x+ z2) .
We are apparently clueless in front of such an involved DS, and this is maybe the
appropriate place to show how one can proceed in trying to determine σ-symmetries
for such a system. The recurring term (x+ z2) suggests to look for vector fields which
admit this term as an invariant. This requirement just selects vector fields X = ϕa∂a
such that ϕ1 = −2zϕ3; we obviously have three functionally independent such fields,
and we can e.g. choose the vector fields
X1 = 2z∂x + ∂y − ∂z , X2 = −2z∂x + ∂z ,
X3 = 4zw∂x + 2w∂y − 2w∂z + ∂w ;
note that these Xi have been chosen in order to be autonomous, simple, and to
commute with each other; moreover, the rectifying change of coordinates will have a
Jacobian with unit determinant.
We can then look for a σ matrix satisfying the σ-determining equations (16); we
have thus a system of twelve equations for the nine functions σij . In this case one
obtains by simple linear algebra that σ must be diagonal, and more precisely
σ = diag{−ey−w
2
(x + z2) , e−(y+z)(1 − 2(x+ z2)) , −e−w(x+ z2)} .
This expression is not very nice, but using the equations of motion (26) we can rewrite
e−y+w
2
=
(
y˙ − 2ww˙
x+ z2
)
S
, e−(y+z) = −
(
y˙ + z˙
1− 2(x+ z2)
)
S
, e−w =
(
w˙
x+ z2
)
S
(where as usual S = S(E) denotes the restriction to the solutions of the system); with
these, we can write
σ = − diag{y˙ − 2ww˙ , y˙ + z˙ , w˙} = Dt
[
−diag{y − w2, y + z, w}
]
.
One can quite easily evaluate the σ-prolonged vector fields Yi and verify that also
commute with each other. The only common invariant of order zero for the Xi (and
hence also for the Yi) is
ζ = ξ = x + z2 .
We can complete the system of coordinates by defining
µ = y − w2 , ν = y + z , ρ = w ;
this yields a Jacobian with unit determinant.
The total derivative of ζ provides a differential invariant
ζ(1) = Dtζ = x˙ + 2zz˙ .
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There are three additional first order differential invariants, which can be chosen as
β1 = (y˙ − 2ww˙) exp(y − w
2) ,
β2 = (y˙ + z˙) exp(y + z) ,
β3 = w˙ exp(w) .
In the symmetry-adapted coordinates, the basic vector fields read
X1 = ∂µ , X2 = ∂ν , X3 = ∂ρ ,
so that these are indeed rectifying coordinates; in these same coordinates, the σ-
prolonged vector fields read
Y1 = ∂µ − µ˙ ∂µ˙ , Y2 = ∂ν − ν˙∂ν˙ , Y3 = ∂ρ − ρ˙ ∂ρ˙ .
Note that the βi do now read simply
β1 = µ˙e
µ , β2 = ν˙e
ν , β3 = ρ˙e
ρ .
Finally, the DS under study reads in these variables
ξ˙ = − ξ ,
µ˙ = e−µ ξ ,
ν˙ = e−ν (2ξ − 1) ,
ρ˙ = e−ρ ξ .
We thus have a one-dimensional reduced system (the equation for ξ˙) and three
reconstruction equations; these can be written as βi = hi(ξ), as our discussion shows
to be always the case; in this case we have h1(ξ) = h3(ξ) = ξ, h2(ξ) = 2ξ − 1.
6.7. Example 7.
In the examples discussed so far, we were in the situation considered by Theorem 1,
i.e. X and Y had the same involution relations, and hence in particular the same rank.
We will now consider a case within the framework of Theorem 2.
Let us consider the (commuting) vector fields
X1 = ∂y , X2 = 2z ∂x − (x + 2z
2) ∂y + ∂z ;
and the matrix
σ =
(
x˙− 2zz˙ 0
0 y˙ + xz˙ + zx˙
)
.
The σ-prolonged vector fields are
Y1 = X1 + (x˙− 2zz˙) (∂/∂y˙) ;
Y2 = X2 + 2 (z˙ + z(y˙ + xz˙ + zx˙)) (∂/∂x˙)
−
(
x˙+ 4zz˙ + (x + 2z2)(y˙ + xz˙ + zx˙)
)
(∂/∂y˙)
+ (y˙ + xz˙ + zx˙) (∂/∂z˙) .
These do not commute; we have instead
[Y1, Y2] = Y3 = 2z(x˙−2zz˙) (∂/∂x˙) + (x+2z
2)(2zz˙− x˙) (∂/∂y˙) + (x˙−2zz˙) (∂/∂z˙) .
It is easy to check that (as stated in our general discussion, see Section 3) the auxiliary
vector field Y3 commutes with the other ones: [Y1, Y3] = 0 = [Y2, Y3].
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With the notation of Section 3, we have n = 3, n0 = 2, r0 = 2, r = 3; it follows
that the reduced DS has dimension κ0 = n−r0 = 1, and the number of reconstruction
equations is θ = r0 − δ = 1.
The nontrivial invariant of order zero and the corresponding first order differential
invariant are
ζ = ξ = x− z2 ; ζ(1) = Dtζ = x˙ − 2 z z˙ ;
there is an additional first order invariant, which turns out to be
β = (y˙ + xz˙ + zx˙)− (y + xz)(x˙− 2zz˙) .
Any system of the form
x˙ = f(x− z2) + 2zz˙ ,
y˙ = − zf(x− z2) + (y + xz)f(x− z2) + g(x− z2)− xz˙ (27)
is (by construction) invariant under the system Y = {Y1, Y2, Y3} of vector fields; this
is the completion of Y, the σ-prolongation of X = {X1, X2}. Note that in (27) the
variable z should be considered as a parameter; it can change in time, with speed z˙;
or we can set this to zero, obtaining a slightly less general set of systems
x˙ = f(x− z2) ,
y˙ = − zf(x− z2) + (y + xz)f(x− z2) + g(x− z2) .
The adapted coordinates for the vector fields we are considering are
ξ = x− z2 , η = y + xz ; µ = z .
(Note β = η˙ − ηζ˙.) In terms of these we have X1 = ∂η, X2 = ∂µ, and
Y1 = (∂/∂η) + ξ˙ (∂/∂η˙) ,
Y2 = (∂/∂µ) + η˙ (∂/∂µ˙) ,
Y3 = ξ˙ (∂/∂µ˙) .
In these variables, the system (27) reads
ξ˙ = f(ξ) ,
η˙ = g(ξ) + η f(ξ) .
Needless to say, the first equation represents the reduced system, while the second
is the reconstruction equation; on solutions to the former one, the latter can also be
written as β = g(ξ).
6.8. Example 8.
Finally, let us consider an example of the situation dealt with in Section 5.2 (see in
particular Theorem 4), i.e. the family of DS
x˙ = x+ ay + α1(x, y, z)x+ α2(x, y, z)y
y˙ = ax+ y + α2(x, y, z)x+ α1(x, y, z)y (28)
z˙ = bz + α1(x, y, z)z
with a, b constants and α1, α2 smooth functions. The (commuting) vector fields
X1 = x∂x + y ∂y + z ∂z , X2 = y ∂x + x∂y
are standard symmetries for the linear part of the above DS; note there would also be
another standard symmetry for this linear DS, as z∂z and x∂x + y∂y are separately
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symmetries for it, but only X1 and X2 enter in the nonlinear part of the DS in the
way discussed in Section 5.1, with αi associated to Xi.
The vector fields X1, X2 are standard symmetries of the full DS (28) only if the
αi(x, y, z) depend uniquely on their common invariant ζ = (x
2 − y2)/z2; we consider
the case where they are instead arbitrary smooth functions.
According to Theorem 4, they are a σ-symmetry for the full system with σ given
by equation (21); as [X1, X2] = 0, this equation yields simply σij = Xi(αj) or
σ =
(
(α1)xx+ (α1)yy + (α1)zz (α2)xx+ (α2)yy + (α2)z z
(α1)yx+ (α1)xy (α2)yx+ (α2)xy
)
.
With this choice of σ, some standard algebra provides the σ-prolonged vector fields
Y1, Y2 and shows that these are indeed σ-symmetries for the system (28), for any
choice of the smooth functions α1 and α2.
According to Theorem 1, one can introduce the common invariant
ζ = ξ = (x2 − y2) / z2
and then obtain the reduced equation, which should be in the form ξ˙ = f(ξ); indeed,
using (28) we obtain easily that
ξ˙ = 2 (1− b) ξ .
The additional first order invariants and the reconstruction equations would of course
depend on the functions αi.
We specialize this example to a concrete DS considering
x˙ = x− y − x2y − yz2
y˙ = y − x− x(y2 + z2) (29)
z˙ = 2z − xyz
In this case we get
σ =
(
−2xy −2z2
−(x2 + y2) 0
)
.
The σ-prolonged vector fields are easily obtained and again one can check that these
are indeed σ-symmetries for the system (29). Beside the invariants ζ = (x2 − y2)/z2
and ζ(1) = Dtζ, one has the additional first order differential invariants
µ =
(x2 − y2)z2 + (xy˙ − yx˙)
x2 − y2
, ν =
xy(x2 − y2) + (xx˙ − yy˙)
x2 − y2
.
The system (29) is then rewritten as
ξ˙ = − 2 ξ ; µ = − 1 , ν = 1 .
The first of this represents the reduced DS, the latter two the reconstruction equations.
7. Conclusions
In a recent work [7] we have introduced a modification of the prolongation operation
on sets of vector fields, called σ-prolongation; and correspondingly the concept of σ-
symmetries for systems of ODEs. The formulation of that paper was not able to deal
with the special but relevant case of Dynamical Systems (systems of first order ODEs).
The aim, and the main result, of this paper is to extend our approach to encompass
also the case of Dynamical Systems.
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We were able to deal both with the case where the original and the σ-prolonged
vector fields generate a foliation of the same rank (Theorem 1) and the case where the
ranks differ (Theorem 2); in both cases one is led to study a reduced system together
with a set of reconstruction equations. The latter, at difference with the case met in
the reduction based on standard symmetries, do not amount to quadrature but are a
set of first order ODEs, which might well be hard to solve in practice.
Our approach focuses on foliations generated by symmetry (in this case, σ-
symmetry) vector fields; it is thus entirely natural that it falls within the general
Frobenius theory. In this sense, a σ-symmetry for a dynamical vector field X0 with
(standard) prolongation Y0 is a set of vector fields Xi whose σ-prolongations Yi span
a foliation F such that Y0 commutes with vector fields in F modulo F itself. This
situation can also be described by saying that Y0 is projectable with respect to the
foliation F [19].
It is thus natural that a direct application of the classical Frobenius theorem
provides the relation between σ-symmetries and constants of motion (Theorem 3).
The actual determination of σ-symmetries can be a highly nontrivial task, as the
determining equations for these do not share the nice properties of those for standard
symmetries. For dynamical systems with a special structure, one can try to use this
to relate σ-symmetries to standard symmetries of a related (maybe simpler) system.
We provided some constructive result in this direction (Theorem 4).
It should be mentioned that our theory is able to deal not only with reduction,
but also with orbital reduction [13, 34]; again this is quite natural once one adopts
the Frobenius point of view, as foliations and their integral manifolds (or curves) do
not depend on the parametrization of vector fields and curves.
In conclusion, dealing with dynamical systems allowed to have a clearer
geometrical picture with respect to the general case (considered in previous work
[7]); this suggests that one should focus on foliations generated by symmetry – or
orbital symmetry – vector fields rather than on the individual symmetry vector fields;
at the algebraic level, this suggests to focus on the Lie module structure rather than
just on the Lie algebra one (see also [6]).
As already mentioned in the Introduction (and in [7]), our approach should be
seen as a development of the approach by Pucci and Saccomandi [32] to the Muriel
and Romero beautiful and fruitful idea of λ-symmetries [20].
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