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Abstract

Chemistry is the study of matter and its transformations. Computational chemistry uses
computer models to study chemistry in all its intricate complexity. In this thesis I hope to
accessibly introduce fundamental concepts central for computational chemistry including
quantum mechanics, molecular mechanics, and multiscale modeling. I then present several
works which I have conducted throughout my graduate career employing many different
computational methods. The investigations described here can be summarized as follows.
Chapter 2.1 modeling proteins involved in crustacean molting, and identifying possible inhibitors to this molting. Chapter 2.2 modeling d-fructose bound to synthetic saccharide
receptors with hopes of improving saccharide binding and chemosensing. Finally, Chapter
2.3 modeling PET plastic oligomers and how they bind to two newly identified enzymes:
PETase, and the more efficient double mutant PETase. I also discuss how computational
models can and are being actively improved within the discipline. Those works include
chapter 3.1 describing in depth, state of the art techniques for calculating free energy from
molecular dynamics simulations. Chapter 3.2 illustrating particular challenge cases for free
energy simulations. Chapter 3.3 highlights the need for benchmarked free energy simulation data sets, we provide one such data set to the computational chemistry community.
And finally Chapter 3.4 applies free energy simulation methodology to the calculation of
pKa s of small molecules in solution. I found the field of computational chemistry serendipitously, but as I prepare to take my first steps into an independent career as a computational
chemist I believe strongly my passions thrive in this field. This field which uses physics and
mathematics to model chemical phenomena and apply those models to biochemical ques-

xi

tions. I hope the reader may draw some inspiration from this fascinating subject matter as
it has fueled me for years.

xii
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Introduction

“Yes,” said Deep Thought, “I can do it.”
“There is an answer?!” said Fook with breathless excitement.
“Yes,” said Deep Thought. “Life, the Universe, and Everything. There is an answer. But, I’ll have to think about it.”
Fook glanced impatiently at his watch.
“How long?” he said.
“Seven and a half million years,” said Deep Thought.
Lunkwill and Fook blinked at each other.
“Seven and a half million years...?!” they cried in chorus.
“Yes,” declaimed Deep Thought, “I said I’d have to think about it, didn’t I?”
-Douglas Adams, The Hitchhiker’s Guide to the Galaxy

I believe this passage from Douglas Adams’s The Hitchhiker’s Guide to the Galaxy – in
which two advanced-race, alien characters have designed a computer, called “Deep Thought,”
to calculate the meaning of life, the universe, and everything – resonates, albeit on a minute
scale, with my experience as a computational chemist. In the passage, several undeniable
truths of our discipline are revealed: (1) with the right model, fundamental phenomena can
be investigated, and in some cases predicted; (2) despite the user’s best efforts, and often
against the designer’s desires, simulations take a long time; (3) if you don’t ask the right
question, you can arrive at a nonsensical answer. In Douglas Adams’s story, after waiting
7.5 million years descendents of Fook and Lunkwill visited Deep Thought to receive the an1

swer, to which Deep Thought declared the meaning of “life, the universe, and everything” to
be “42.”

In The Prologue, I will attempt to increase the accessibility of my thesis by summarizing concepts central to the field of computational chemistry before moving on to the major chapters. If you are a committee member of mine, or otherwise already knowledgeable
about computational chemistry and would rather like to skip to more “mathy” bits, feel free
to skip to Section Computational Chemistry: Scales and Models on page 17. If you’d like to
instead jump to a particular chapter, please see the Table of Contents on page i.

1.1

The Prologue

“In the beginning the Universe was created. This has made a lot of people very
angry and been widely regarded as a bad move.”
- Douglas Adams, The Hitchhiker’s Guide to the Galaxy

1.1.1

A short history of science for the interested reader:

From the Maya Calendar (3114 BCE), to Stonehenge (3000 BCE), to the Pyramids of
Giza (2589 and 2504 BCE), modeling and predicting Earthly phenomena has been a cornerstone of humanity. Modernity has not changed this. Aristotle, Euclid, Pythagoras defined early scientific logic and mathematics; Leonardo Da Vinci defined early engineering; Francis Bacon the scientific method; Kepler, Copernicus and Galilei, astronomy; Galilei
and Newton, natural laws of physics; Descartes, Newton, and Leibniz, modern mathematics; Lavoissier, Charles, Boyle, Avogadro, Mendeleev, Curie and countless others, modern
2

chemistry; Darwin and Wallace, modern biology; Hippocrates, Snow and Pasteur modern
medicine; Franklin and Oakley Dayhoff biochemistry/bioinformatics; Turing and von Neumann computation; and Einstein, Schröodinger, and Heisenberg quantum mechanics.

1

All

these scientific giants shared an inexplicable desire for seeking Truth through Logic, and
employing that Truth through Innovation. As for present day scientists, our technologies
may have advanced, our methodologies matured, and our investigations narrowed, but our
desire remains the same. In summary, Humanity has historically sought to explain the comings and goings of Nature through Science. Humanity has also sought to harness Nature’s
comings and goings to improve our lives through innovation/industrialization.2

Much like Fook and Lunkwill in Adams’s classic Hitchhiker’s Guide, Science seeks to understand “life, the universe, and everything.” Also like Fook and Lunkwill, I have chosen to
pursue that knowledge with the help of a computer. And of course, much like awaiting Deep
Thought’s answer, earning a Ph.D. has taken quite a bit of time.

1.1.2

What is computational chemistry?

Chemistry is the study of matter, which is made up of molecules, which are made up
of atoms, which are made up of subatomic particles (protons, neutrons, and electrons).
“Computational” chemistry is the use of computer tools (software or programs) to “model”
molecules and atoms, through this modeling we investigate atomic and/or molecular properties. In my Ph.D. research, presented in the following handful of pages (really just some
light reading) I have focused my investigations on biologically relevant molecules. Thus, I
1
Of course, this in no way represents a complete or even exhaustive list of the most fundamental/revolutionary scientists in history, and certainly many scientists have been ignored by history’s “winner
take all” perspective, but it is at least a bit of a start.
2
Unfortunately, we see now much of our “industrialization” is negatively impacting Nature’s comings and
goings.
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could classify my Ph.D. work as being of the “computational biochemistry” and/or “computational biophysics” subdisciplines. Before descending in to the math, I’d like to define some
terms that might be of use to some readers.

Model: “Model” is a word that can mean everything while simultaneously sounding like it
means nothing. It is any thing, system, or scheme that can be used to illustrate, imitate, or
predict a process, phenomenon, or behavior. For example, a scaled architectural model illustrates what a new proposed building would look like in a certain area of town, and what
impact that building might have (this model could be a physical model or a computer model).
A role model illustrates to a young child how to behave in social situations. A fashion model
illustrates how clothing might look on me, if I could afford those articles of clothing or if I
were “cool” enough to consider wearing them. Moralistic statements presented in religious
texts, i.e. the Ten Commandments in The Bible, are models for how we might structure not
only our individual choices but also societal laws. In computational chemistry, we construct
computer models of molecules. This application of the word “model” might seem less tangible, but it is truly all the same. An architect can tell a computer where to put four walls of
a house, and then where to put the roof, from this model the architect can predict whether
or not the roof is (hopefully) supported by the walls.3 Much like the architect, we (computational chemists) tell a computer program how atoms in a molecule relate to each other
and according to what rules the atoms/molecules interact with one another. Rather than
a house, we build a protein, rather than furniture we build small molecules in the protein
binding site. We then use our computer models to understand experimentally observed
phenomena or we attempt to predict experimental phenomena. We ask questions like, how
does the protein move? How do these molecules move together? What interactions between the molecules are most important?
3
Please do not grade me on my knowledge of how houses work, I am not a civil engineer, I’m simply a
chemist looking for a concrete analogy.
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Scale: “Scale” is another word with nebulous meaning but it is quickly understood within
the context of comparisons. One second versus one year versus 7.5 million years versus
14 billion years, one degree celsius versus 100 degrees celsius versus 5,000 degrees celsius, a penny versus 100 dollars, versus 100,000 dollars versus 168 billion dollars, a Barbie
Speedboat versus a Kayak versus a cruiseship, an electron versus an atom versus a molecule
versus a macromolecule versus a virus4 versus a eukaryotic cell: all of these comparisons
evoke drastic changes in scale along the time, temperature, money, and mass axes. This is
important to emphasize because in my Ph.D. research I have been fortunate to tackle investigations along a broad range of molecular scales and each molecular scale of interest
requires a different molecular “model.” For example, the brave reader will see in the coming
pages that I have used principles of quantum mechanics (to be defined soon, Don’t Panic5 )
to accurately study the lowest energy structures of fructose when bound to a boronic acid
receptor. This study involved molecules of less than 50 atoms total, each atom having 1-8
electrons, well handled according to quantum mechanics. I have also used classical mechanics (again Don’t Panic) to study protein systems, where a protein (also to be defined below)
contains thousands of atoms, each atom having an average of 1-8 electrons (C,H,N,O), and
to accompany these proteins we include thousands of water molecules each with 3 atoms
and 10 electrons (oxygen having 8, 2 hydrogens each having 1 electron).

One final important scale in chemistry I wish to emphasize, is the number of a molecules
in a substance contained within one gram of that substance. For example, for 1 gram of
water (1 mL of water, 0.004 cups of water) there are ≈602,200,000,000,000,000,000,000
water molecules (like for a dozen donuts there are 12 doughnuts but much much more).
This is “Avogadro’s number”. It is incomprehensibly large. Luckily if you’re not a chemist you
don’t need to think about it too much. All you should know is that if you are casually staring
4

I would like to memorialize the fact that the Introduction to this dissertation was written in March 2020,
at the beginning of the SARS-CoV-2/COVID-19 global outbreak/pandemic. The disease has just reached
Florida.
5
Yes, another Hitchhiker’s Guide reference!
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at a cup of water (as millennials are wont to do) at any given instant of observation each
molecule (and there are on the order of ≈240 x 6x1023 molecules in there, because there
are ≈240 mL in a cup) could be doing something completely different. Meaning if we want
to understand the properties of water as a whole, we need to understand all of the different
types of interactions a single water molecule could have. With that many water molecules
present there is bound to be at least one water molecule experiencing any number of interactions at any given time (temperature permitting). Asking questions about “what is the average water molecule doing in this cup of water right now?” is called Statistical Mechanics. I
won’t bore you with the details but it is the single most important concept to understanding
free energy (to be described in Chapters 3.1, 3.2, 3.3, and 3.4.

Computational Expense: given the number of laptop computers myself and siblings went
through in high school, I think my parents already have a good concept of what “computational expense” means. Given that they also had an (inoperable) Apple-1 – which sat for
most of my formative years on the floor amid a pile of National Geographic magazines next
to my dad’s desk – my parents also might have a good idea about how computing power,
resources, and expense have evolved over the past decades. If you’re not already a computational chemist, or you didn’t have me as a (needy) child, I’ll explain. Every calculation we
do using a computer (which is simply a calculator connected to more buttons) requires, at
its very basic level, sending a small amount of information over a very short distance in the
computer. Every Facebook click (no matter how misguided), every Tweet, every news article download, Amazon purchase, and song listen, requires your computer to process strings
of “on/off” or “yes/no” statements (which we present to the computer as “1”s or “0”s, called
binary code) in order to give you the information/communication you so desperately require.

6

How quickly a computer can process the tasks you, the user, assign it depends on three
things. First, the complexity of the task: do you want to download the feature film Titanic
or just the “I’m on top of the world!” .gif? Second, the processing power of the particular
computer you are using: are you using an Apple-1, the newest Macbook Pro, or a government funded supercomputer? Third, what is the inherent speed and capacity of the program you are using? For example, if you are editing a photo are you using Microsoft Paint or
Adobe Photoshop Pro? Within those confines, as computational scientists, we often seek
to optimize our calculations so that we can perform the most accurate calculations possible while still taking the minimial amount of time possible. We want to avoid waiting 7.5
million years for an answer as nonsensical as “42”. The more accurate the calculation, often
the more computationally expensive that task will be. For example: calculating the energy
of an outstretched spring according to Hooke’s law of E = 0.5 · kspring (x − x0 )2 is doable
in nanoseconds for an computer. Conversely, calculating the energy of H2 molecule using
Schrödinger’s equation requires an iterative process and depending on method used can
take upwards of seconds (nanoseconds versus seconds for, as we will see in later sections,
the same system according to two different models).

This has been a long round about way of arriving at the ever applicable idiom: time is
money. Computers cost money, the best computers cost more money, software may cost
money, more efficient software may cost more money, running calculations on computers costs money, students cost (some) money, and time costs money when quick answers
could get you more money. In the coming chapters of my thesis (especially Chapters 3.1,
3.2, 3.3, and 3.4) I will discuss extensively about how to optimize our simulations under
the constraints of computational expense and without limiting model accuracy. My mother
recently provided an excellent analogy in summary of this question: “GoogleMaps doesn’t
need to tell you street names of streets you are passing when you are going 70mph on I-75,
but it updates you [sometimes frustratingly so] more frequently as you approach the exit
7

from the highway, or as you approach your destination. ” -Donna Kearns, Nurse 35+ years,
also burgeoning computational chemist. We should use the most accurate models for questions that require the smallest scale answers, and we should use the least expensive model
if finding the answer does not require violating the assumptions of that model.

Intermolecular Interactions: Atoms and molecules interact with one another through “intermolecular interactions”. Partial charges on one molecule may attract or repel partial
charges from another molecule. Additionaly, as molecules approach one another, electrons
on the molecule can “disperse” inducing change in partial charge, which produces a slightly
favorable interaction. But two molecules can’t get too close or they will collide, so at a very
close distance approaching molecules repel. There are a few types of intermolecular interactions. Charge-charge (ionic), dipole-dipole, and ion-dipole interactions all center around
the attractive interactions between oppositely charged groups.6 Hydrogen bonding is a
specific type of very strong dipole-dipole interaction. van der Waals (vdW) forces (a.k.a.
London Dispersion) forces are the result of electrons (and therefore partial charge) changing position as atoms/molecules approached one another.

Intramolecular Interactions: Atoms within the same molecule also interact with one another. Two atoms sharing some number of electrons is a covalent bond. This covalent bond
is a “bonding” or intramolecular interaction, this interaction has an associated energy. Interand intramolecular interactions all have have some associated energies, and as we will find
out in coming paragraphs: where there is energy there is force! Our computational models
must be able to calculate energies associated with each of these different types of interand intramolecular energies.
6

Like magnets, but magnets, as it turns out, are exceptionally complicated.
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Protein: A “protein” is a type of molecule that is made up of very specific building blocks
called amino acids. There are 21 canonical amino acids found in (most) life on Earth. Amino
acids (AAs) are about the same size scale as a “ligand” or a “drug-like small molecule”. AAs
are molecules that have two very specific functional groups. These functional groups are
a carboxylic acid an amine. Carboxylic acids and amines are like Lego notches: with a little
bit of force (energy provided by hydrolysis of 3 ATP molecules) they “click” together and
form a very strong bond.7 As the amino acids “click” together they form a long chain called
a polypeptide, and when polypeptides reach a certain length (at least ≈100 AAs, although
proteins can range up to 1000s of AAs in length) and when they take on a discernable function they are called a protein. Because of their massive size compared to most molecules,
they are called “macromolecules”.8

In short, I believe proteins are some of the coolest molecules in existence. They perform
a vast array of functions in our cells and thus bodies. Hemoglobin is a protein that transports oxygen throughout our blood, it picks up this oxygen in our lungs as we breathe. ATP
Synthase synthesizes ATP, the cellular energy currency. DNA Polymerase binds and translates DNA. PETase depolymerizes PET plastic. Following the logic of the central dogma
of biology, proteins are the living expression of genetic information. Expressed genes become synthesized proteins which perform function and provide diversity amongst individuals. When proteins perform some chemical transformation (like ATP-Synthase, or DNA
Polymerase) they are called an enzyme. Enzymes often (not always) have names that end in
“ase”. Unfortunately, malfunction of proteins can often lead to disease. A single mutation
in hemoglobin protein (exchange of an amino acid called glutamate to the amino acid valine) results in sickle cell disease. Deletion of a single amino acid in another protein (CFTR
protein) is the major cause for a genetic disorder called cystic fibrosis.
7
8

Bonding amino acids together releases a water molecule, much like stepping on a Lego releases tears.
DNA is another well known macromolecule.
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Thus, understanding the structure and function of proteins is vital to treating disease
as well as understanding life at the most basic level. In my years as a Ph.D. student I
have studied the structure and function of several proteins including: a P450 protein responsible for controling molting in crustaceans; a protein called the Ecdysone Receptor
which, which when stimulated by a drug molecule, kills parasites responsible for elephantitis; β-lactamase, the bacterial enzyme responsible for defending bacteria against our antibiotics; PETase, the recently discovered enzyme responsible for depolymerizing plastic;
and MHETase, the sister molecule to PETase which hydrolyzes plastic monomer pieces into
terephthalic acid and ethylene glycol, starting components required to synthesize plastic
anew. In this thesis, I have presented results from my work with P450 and PETase proteins.9

Small Molecules/Ligands: Unfortunately the terms “small molecule” and “ligand” do not
have hard and fast definitions, nor do they have strict rules on applicability, but they are
worth briefly defining, even if only for understanding this thesis. The term “small molecule”,
once again, only makes sense within the context of a scale. While proteins are made up of
thousands of atoms, I use the term “small molecule” when talking with colleagues to mean
any molecule made up of less than ≈500 atoms. These are molecules like penicillin, aspirin,
cholesterol, ethanol, tannic acid, glucose (“sugar”), fructose (also “sugar”), succrose (table
sugar, which is just two sugars together), caffeine, nicotine, fatty acids, limonine, adrenaline,
serotonin, oxytocin, estrogen, testosterone, progesterone, and inumerable others. As you
can tell this description encompasses many molecules that we may encounter on a daily
basis or molecules that circulate in our blood and body, keeping us alive. The term “ligand” does have a more concrete definition. A “ligand” is any molecule that binds to another
9

One final note about “Proteins”: In colloquial language we use the word “protein” interchangeably with
amino acid. If you buy Whey Protein or any form of protein supplements, you are buying crystallized and
powdered amino acids. I take issue with the word “protein” to describe these excercise supplements, but no
one asked me what those products should be called so here we are.
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molecule. O2 (“oxygen”) binds to hemoglobin, glucose binds to hexokinase, serontonin binds
to serotonin receptors.10

In my Ph.D. work I have modeled many different “small molecules” and “ligands”, each
time asking very different types of questions. In modeling d-fructose binding to a small
boronic-acid based saccharide receptor, we investigated the possible lowest energy binding
orientation between d-fructose and the receptor. This particular boronic acid receptor has
the potential to be used as a new synthetic saccharide sensor; if we better understood the
nature of this receptor, we could potentially replace enzymattic saccharide receptors which
expire quickly and are impossible to sanitize. I have modeled how novel small molecules,
isolated from an Antarctic sea sponge, could inhibt the molting process in crustaceans thus
causing them to die. I have modeled how pieces of PET plastic bind to the enzyme PETase
with hopes of understanding how the enzyme works and possibly enhancing its activity. Finally, I have conducted many free energy simulations with small drug like molecules in gas
phase and solution with the aim of improving our modeling methods, so that future simulations are more accurate and efficient.

Molecular Dynamics Simulations: One thing that we know for sure about molecules is
that they move, a lot. Each molecule mentioned above has several degrees of flexibility.
Bonds between atoms vibrate, angles between atoms bend, planes between atoms rotate,
functional groups move closer together or further away if attracted by some partial charge
(whether that charge is permanent or dispersion induced). Atoms and molecules move because they have a certain amount of kinetic energy imbued by the natural thermal bath
that is Earth’s atmosphere, which itself is warmed by photons from the sun. Atoms and
10

However, this definition of “ligand” as something that “binds to” something else has been somewhat coopted from organometallic chemistry where a ligand is a molecule that forms a coordinate bond to a metal. In
the examples I list, O2 binding to heme in hemoglobin would be the only true ligand. But for the purposes of
my work the definition is well suited.
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molecules11 move more or less depending on the temperature at which they are equilibrated and their intrinsic potential energies. Water at very low temperatures is a solid (ice),
atoms and molecules in a solid move very little but do vibrate according to bond strengths;
water at “room” temperature (≈20°C, 68°F, 298K)12 is a liquid, liquid molecules slide past
one another interacting with one another, water molecules vibrate, bend, and twist; water
at high temperatures is a gas (water vapor), gas molecules spread out and take up maximum
volume, they hardly interact with one another. From this example we see that molecular
movement is somehow connected to temperature and potential energy, potential energy
making some movements more likely than others. Furthermore, many, if not all, biochemical
processes require molecular movement: ligands move through layers of water molecules to
find a protein binding site, amino acids in the protein binding site rotate to allow the ligand
to bind, active amino acids in the binding site rotate to take on a catalytically active orientation, bonds break and form resulting in a chemical reaction, and the products of that reaction leave the active site through movement. Biochemical events happen through series of
choreographed dances.13

So to understand some processes in chemistry we need to understand how our
molecules of interest move and interact while moving. Thus, we arrive at molecular dynamics. In modern parlance, to be “dynamic” is to be energetic, lively, like movement. But the
etymology of this word tells a more profound story. The word “dynamic” stems from the
ancient Greek word “dunamikos”, whose stem word is “dunamis” meaning power. In physics,
“power” is force applied over some distance and time. I just picked my phone up and moved
it closer to my face, I applied force to the phone to move it and how quickly I moved it tells
me how much power I applied. Thus, “molecular dynamics” means accounting for all of the
11

I have a word to refer to both atoms and or molecules, that is “atomecule”.
Ask my husband, Keith, what he thinks room temperature is.
13
These dancers are more like guests at a wedding reception dancing to the electric slide than a pair of
practiced, talented ballroom dancers. At a wedding reception, each individual dancer is moving somewhat
imperfectly: some too slow, some right on time, some too fast, some sitting down, some colliding. All having
fun, all likely sweating, on average they are doing the electric slide but some are doing it better than others.
12
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forces on an atom, based on those forces determining where the atom will go next, and then
giving the atom an amount of time to move to that position. Let’s concretize this with an
equation. Newton’s second law of motion says:

F = m ∗ a.

(1)

In mathlish14 this means: the force on any body (atom, molecule, particle, person, speedboat, planet) is equal to the mass of the object times the acceleration of that object. Said another way, if you change the velocity of an object (if your phone is on the table (v = 0, ∆v =
0) and you move it, or if a body is traveling steadily in space (v 6= 0, ∆v = 0) and you alter
that steady travel) then you have just accelerated the phone/object (∆2 v/∆t2 6= 0) by applying a force. Another equation of importance is the intrinsic relationship between force
and energy:
F =−

dU
dx

(2)

In mathlish: force opposes an increase in in potential energy and force agrees with a decrease in potential energy. If a molecule changes its energy in some way to be higher in
energy, there will be a force acting on that molecule to return to its lower energy conformation (shape). This connection might seem less tangible, but let’s consider the classic example
of a cat on top of a shelf about to knock over a vase.15 The vase has two possible states in
this example, on the floor with the lowest potential energy or on the shelf with the highest
potential energy. We humans have put the vase on the shelf where the potential energy of
the vase is high. While the vase sits on the shelf, gravity applies a downward force on the
vase, beaconing it to the ground. This force is currently counteracted by the shelf which applies a continual upward force to keep the vase from the ground.16 Enter cat. All cat has to
14

Mathlish = English + Math.
Murphy’s law says the cat will choose the most valuable vase, or a priceless guitar your dad got during his
Peace Corps days in Honduras.
16
This statement summarizes Newton’s third law: every action has an equal but opposite reaction. Additionally, if the vase were too heavy it would crash through the shelf, showing the relationship between force
and mass.
15
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do is look you straight in the eye while it pushes the vase to the edge of the shelf. Once the
vase is no longer supported by the shelf it will fall to the ground, and likely shatter. Atoms
and molecules are no different, increases in potential energy (moving the vase to the top of
the shelf) will result in a force opposing that change in energy. In short, everything wants to
be at the lowest potential energy, Forces help us get there.

One final thing we must consider: the relationship between position, velocity, and acceleration. This relationship is one we all know intuitively but it looks really fancy and complicated when written in math, that is:
Z Z
Z
1 dU
δ 2~x
F~
=− ·
= 2 =⇒ ~x =
dt~a· =⇒ ~x = dt~v · t + x~0
~a =
m
m dx
δt

(3)

Again, the above may look incomprehensible, but really this is something we all experience
every time you lift a finger, twitch a toe, bat an eyelash: you can find out your next position
by looking at where you were and the force you had on you and “integrating” your velocity
over the amount of time you were moving. Let’s provide an well-known example. If you
are stopped in your car at a stop light, you have an initial position of x~0 . The light turns
green, you press the “accelerator”, the car moves forward with some initial velocity, as you
move forward continuing to press on the accelerator the car speeds up and you move away
from your initial position. How quickly you speed up (i.e. your acceleration) depends on the
power of the engine (how much force the engine can provide over a short amount of time)
and how far you move away depends on how long you are moving, t. The forces on atoms
are not provided by a gas pedal but rather by differences in potential energy (the vase on the
shelf versus the floor). Thus, Eq. 3 simply says is if you can calculate the potential energy of
an atom or molecule and the current position of an atom or molecule, then you can calculate
the force on that atom or molecule and therefore the position of that atom or molecule after
some time, ∆t.
14

Brief summary of molecular dynamics. Molecules move a lot, their movement is often interesting to us so we may want to study the different shapes they take on and the different
interactions they have while moving. In order to do this we conduct a molecular dynamics
(MD) simulation. To conduct an MD simulation we simply have to know the starting positions of all of the atoms, and then have to be able to calculate the energy of each atom.
From current position and energy (force) we can calculate the next position and so on and
so forth.

1.1.3

Prologue: Summary

Before I move on to the following, more technical, sections I’d like to summarize some
of the topics I’ve presented thus far and quickly explain how they are important throughout
my thesis. The central paradigm of computational chemistry is using mathematical chemical models (equations) to describe atomic and/or molecular energy, coding such a model
(equation) into a computer simulation, and then allowing the computer simulation to predict atomic and/or molecular interactions and conformations. One such model applied to
an algorithm we can use is conducting molecular dynamics simulations. If we apply molecular dynamics simulations to calculating free energy then we say we have conducted a free
energy simulation. I have studied many molecules in my Ph.D. work, some small some large
(proteins). Each molecule I have studied serves a distinct biochemical function or is biomedically relevant. In my graduate research I have been very fortunate to participate in highly
varied research topics. In the coming chapters I will describe the following work:

• 2.1: Use of molecular dynamics simulations and docking simulations to model inhibition of two proteins, CYP315a1 and CYP314a1, a small molecule produced from
Antarctic sea sponges.
15

• 2.2: Use of quantum mechanical modeling to predict the lowest energy binding modes
of d-fructose to a fluorescent boronic acid based saccharide receptor, potentially useful in designing synthetic blood glucose sensors.
• 2.3: Use of docking simulations, in conjunction with experimental collaborators to understand how the enzyme PETase binds to PET based plastics.
• 3.1: Our group provides in-depth discussion of best practices in alchemical QM/MM
free energy simulations, with particular application to calculating properties important to catalysis.
• 3.2: Use of nonequilibrium work simulatons to accurately calculate ∆AM M →(S)QM/M M
with application to indirect (S)QM/MM free energy simulations.
• 3.3: Benchmarking work wherein ∆AM M →QM is calculated for a large test set of druglike molecules.
• 3.4: Application of indirect QM/MM free energy simulations to calculation/prediction
of pKa .

In the coming sections, I unfortunately cannot be as generous in the way of analogies
and “fun” writing. If you’re interested in learning more about how we calculate energy in
computational models of molecular systems then stick around, if you’re not then this is your
stop! If you’re a committee member, or a computational chemist, the following descriptions
might again be banal but I think they are worth laying out for completeness.
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1.2

Computational Chemistry: Scales and Models

Computational chemistry employs several mathematical models, each have their own
central assumptions, advantages, disadvantages, and scales for which they are best suited.

1.2.1

Quantum Mechanical Models:

Let’s start with the molecular model that is the most applicable on the smallest scale:
quantum mechanical (QM) molecular modeling. In the late 1700s, Newtonian mechanics and Maxwell’s equations were holding up nicely, light was undoubtedly a continuous
wave and nothing else, and there was nothing smaller than atoms. Science was on the
verge of declaring physics to be “completely explored” and the only remaining investigations would be in tying up loose ends. That was, of course, until classical physics could not
explain and predict two experimentally observed phenomena: black body radiation, and the
photoelectric effect. A complete retelling of this story is (sadly) outside the scope of this
introduction,[1]17 but suffice it to say, Plank and Einstein realized electromagnetic radiation (light) can also behave as quantized photons (light particles). A few others joined in
the discussion: Bohr and Pauli, Dirac, Fermi, Born, de Broglie, Schödinger, Oppenheimer,
Heisenberg, Max Karl Plank.18 19 Einstein had this to say about the wave-particle nature of
light:
17

MacQuarrie’s “Big Red Book” provides an excellent synopsis on this history. Maybe I should start a podcast called “History of Quantum Mechanics,” that will make me look “cool.”
18
...they didn’t start the wave-particle duality, it was always burning before classical theory was deserted.
19
The early years of quantum mechanics also have an unfortunate and sordid connection with the dropping
of the atomic bomb in World War II. On a brighter historical note, Alan Turing developed the first computing
device to decode Nazi Germany’s encoding machine called enigma. History giveth and history taketh away.
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“It seems as though we must use sometimes the one theory and sometimes the
other, while at times we may use either. We are faced with a new kind of difficulty. We have two contradictory pictures of reality; separately neither of them
fully explains the phenomena of light, but together they do.”
-Albert Einstein, frustrated with wave-particle duality.

Quantum mechanical molecular modeling relies, at its core, on two central equations:

ĤΨ(x) = EΨ(x)

(4)

Equation 4 is of course the (in)famous Schödinger’s equation which states, as long as you
know Ψ(x), a wave(eigen)function describing your molecular system, and Ĥ, the “Hamiltonian operator” describing the energetic landscape of your system, then you can solve for E,
the total energy of that system. The above equation is deceptively simple. In it hides the
Hamiltonian, the other central equation of quantum mechanics, which is
Ze2
~2 2
Ĥ = − ∇ −
2µ
4π0 r

(5)

for the hydrogen atom. Deriving hydrogenlike wavefunctions that satisfy Eq. 4 and 5 is left
as an exercise for the reader.20 However, it is important to note that solving Eq 4 is only
exactly possible for systems of two bodies, i.e. one nucleus and one electron. Systems that
satisfy this condition are called hydrogen like and they include: H, He+, Li2+, and Be3+. If
a system has 2 or more electrons, as well as a nucleus (anything on the periodic table other
than H) solving Schrödinger’s equation becomes far more complex because Ĥelec needs to
include electron-electron interactions: Coulombic correlation (electron charge repulsion)
and Fermi correlation (electron exchange). When exchange and correlation are considered
20

I have found it often takes a group of 30, 22-25 year olds about 3 months to get all the way through this
process.
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Schrödinger’s equation becomes a non-linear differential equation for which we have no exact solution.21 Instead, most computational models that attempt to incorporate correlation
effects solve for the electronic energy levels of each electron as if it were moving in a mean
field of all other electrons (to be described below). In order to discuss QM models properly,
I will need to define several assumptions and terms: the Born-Oppenheimer approximation,
Slater Determinants, basis sets, Hartree-Fock, Density Functional Theory, functionals, and
Post-Hartree-Fock. Below I will list and describe these terms as well as some examples.

Born-Oppenheimer Approximation: The Born-Oppenheimer approximation is vital to
QM models. Simply put it states: the motions of nuclei and the motions of electrons can
be decoupled (as shown in Eq. 6 below), and thus total energy can be considered as the sum
of independent terms.[2]

Etot =Eelec + Evib + Erot + Enuc
=⇒ Ĥtot =Ĥelec + Ĥvib + Ĥrot + Ĥnuc

(6)

Protons are about 2,000 times more massive than electrons. Electrons occupy a probability density around protons/nuclei and one could consider they occupy this density by moving “very fast.” To an electron, the proton “looks” like a heavy imobile mass. To the proton,
the electron looks like a stationary wave, also constant. Furthermore, Born-Oppenheimer
says electrons move so quickly that they will adapt instantaneously to perturbations in proton/nuclear movement. This is incredibly helpful because it means we can solve for electronic degrees of freedom and nuclear degrees of freedom separately, as done in Eq. 6, we
don’t have to consider these degrees of freedom self-consistently.
21

This is called the “three body problem”, which is the title of a sci-fi novel I’ve been told I have to read. The
novel apparently explores this concept to some extent. I wonder what has been keeping me from reading it....
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Slater Determinant: As mentioned, Schrödinger’s equation is (relatively) straightforward
to solve if we have some approximation of Ĥtot and Ψ(x). Slater Determinants[3–5] are a
expression for the electronic wavefunction, Ψ(x)elec , for an N electron system. Historically
it is the first case of an “anti-symmetric” and Pauli compliant22 representation of Ψ(x)elec .23

χ1 (x1 )

χ2 (x1 ) · · · χN (x1 )

1 χ1 (x2 )
Ψ(x1 , ..., xN )elec = √
N!
..
.

χ2 (x2 ) · · · χN (xN )
..
.

...

..
.

(7)

χ1 (xN ) χ2 (xN ) · · · χN (xN )
In Eq 7, xa are the electron position vectors and χb are functions describing each quantum
state. Eq. 7 simply states: each electron (xa ) can go in one quantum state (if you were to
evaluate Eq. 7 for two electrons (xa1 and xa2 ) in one quantum state (χb ) the determinant
would be 0, meaning not a stationary state wave function). Now all we need to describe
Ψ(xN )elec is to figure out what these χ functions are.

Basis Sets: A basis set is a set of functions which approximate the χ functions in a Slater
Determinant. Thus, linear combinations of normalized basis functions approximate Ψ(x)elec ,
where those linear combinations are easily handled as a determinant. Let’s start with the
22

Swapping positions of two electrons in a wave function approximated by a Slater Determinant results
in swapping sign of the total wave function but the wavefunction itself does not change, i.e. Ψ(x1 , x2 ) =
−Ψ(x2 , x1 ). Additionally, Hartree Products (a previous attempt at approximating Ψ(x)) were not “Pauli exclusive.” Meaning if two electrons placed in the same Hartree product orbital, the resulting probability was
not zero. This is a major no-no for electrons. Electrons are fermions which means they are “anti-symmetric”
and Pauli exclusive (no two electrons can be in the exact same quantum state at a time). Use of Slater determinants was vital to modeling these fundamental fermionic properties.
23
To be clear, true Ψ(x) is anti-symmetric for all fermions, the Slater determinant was just the first to model
this anti-symmetry.
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most physically motivated, but least efficient basis functions and work our way up to the
most commonly utilized basis sets.

Slater-type orbitals: Slater-type orbitals (STOs)[3] take on the following functional form.
They are physically motivated as they are solutions to the Schrödinger equation for hydrogen. They decay far from the nucleus (given by the e−ζr term) and they satisfy Kato’s
cusp condition (electron density near the nucleus comes to a distinct but still differentiable
point).
a b c −ζr
O
χST
a,b,c = N x y z e

(8)

While STOs are exact for hydrogen like atoms, hydrogen like atoms (H, He+, Li2+, Be3+)
only have one electron surrounding the nucleus and therefore do not exhibit many electron
interactions (Coulombic and Fermi correlation). As such, use of these for many electron
systems represents an approximation. Furthermore, since they decay far from the nucleus,
STOs are computationally expensive to integrate. So not only are these an approximation,
but they are an expensive approximation.

Gaussian-type orbitals: STOs themselves can be approximated as linear combinations of
Gaussian type orbitals (GTOs)[6, 7]24 which take on the following form.
O
a b c −ζr
χGT
a,b,c = N x y z e

2

(9)

GTOs are named for their Gaussian radial term, e−ζr . While they still decay far from the
2

nucleus, they have a definite value in infinite space, making them very quick to compute (or
rather look up from a table). GTOs are very useful for this reason, and with enough GTOs
24

This solution, proposed by Frank Boys,[6] illustrates another key consequence of Schrödinger’s equation
as a linear partial differential equation: if two functions are solutions to Schrödinger’s equation, then any linear combination of those two solutions is also a solution. This is why we cannot know the complete functional
form of Ψ(x)elec even for hydrogen like atoms because not only do the functional forms of each orbital satisfy
Eq 4 for hydrogen, but so do all of their possible linear combinations.
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one can mimic an STO providing accuracy (in modeling hydrogen like orbitals) while still
being efficient.

Contracted Gaussian Slater Type orbitals: As mentioned, STOs are expensive, GTOs are
inexpensive but just one GTO doesn’t model hydrogen like orbitals correctly. Instead you
can make a new type of basis function by linearly adding enough GTOs to mimic the STOs,
these basis functions are called contracted Gaussian-Type Orbitals, or CGTOs.[8, 9] Doing
so looks like:
O
=N
χCGT
a,b,c

n
X

ci xa y b z c e−ζi r

2

(10)

i=1

The resulting basis functions are called, STO-nG, where n is the number of GTOs used to
model the STO.25 Some commonly use STO-nG’s are as follows:

O
• STO-3G: χCGT
(x, y, z) = N
abc

P3

a b c −ζi r2

O
• STO-6G: χCGT
(x, y, z) = N
abc

P6

a b c −ζi r2

i=1 ci x

i=1 ci x

yze

yze

I should emphasize as well that even though the sums in the expressions for STO-3G and
STO-6G above are over 3 and 6 GTOs respectively, this does not mean that 3 or 6 electrons could be placed in these functions. No, these are still spin-orbital functions, meaning
1 electron (±1/2 magnetic spin number) will be placed in those functions. Furthermore,
STO-nGs can be “polarized” by adding characteristics of the next energy level. For example,
the STO-3G basis function for a p-orbital in oxygen can be polarized by adding a 4th term,
that 4th term being the GTO for a d orbital. Polarized basis functions are usually denoted
with a “*” as in STO-3G*, until the polarization scheme becomes too complicated (as we will
see with Pople basis sets). The astute reader might now be wondering to themselves: what
25
This nomenclature is admitedly confusing because it sounds like we’re working with the real STOs, when
we’re not, we are linealry combining GTOs to approximate STOs but with the efficiency of GTOs.
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about computational expense? Sure we want to use GTOs because they are cheaper than
STOs, but now we are using 3-6 GTOs to approximate just one STO? How is this efficient?
As mentioned, integration over a GTO can be done very quickly resulting in 4 to 5 times the
computational speed up of each GTO versus each STO.

In summary, STOs, GTOs, and CGTOs are basis functions, they each model the shape and
properties of one spatial orbital in the complete Ψ(x)elec . When combined with a spin compenent (ms = ±1/2) a Slater determinant taken over these functions is anti-symmetric. A
basis set of “basis functions” is the total set of functions used to describe all possible electronic posistions per atom. Now we will combine basis functions to make basis sets.

A “Minimal” Basis Set: A “minimal basis” is any basis set that provides the least number of
spatial orbitals necessary to model all of the electrons in each atom. For example, Li (atomic
number 3) has 3 electrons. An (overly) minimal basis set describing Li would include a 1s
spatial orbital and a 2s spatial orbital. However to be most accurate one should also include
a 2p orbital (Li has a bound, i.e. low energy, 1s1 2p2 state), and since all 2p orbitals are equal
in energy outside of a magnetic field (2px , 2py , and 2pz atomic orbitals are all equivalent) a
minimal basis set for Li is more commonly regarded to include 5 basis functions for Li: 1s, 2s,
2px , 2py , 2pz . In fact a minimal basis for all second row elements includes 5 basis functions:
1s, 2s, 2px , 2py , 2pz . I should emphasize, this in no way means that results calculated from
such a minimal basis will be accurate, but this is the least number of basis functions required
to model an atom in that row.

Split Valence Basis Sets: Valence electrons are electrons in the outermost “shell”, for C
these are the electrons in the 2s or 2p orbitals. Specifically, these are the electrons in orbitals described by the highest principle quatum number (the principle quantum number
being the row on the periodic table to which that element belongs). Core electrons are elec23

trons not in the valence shell, they instead fall in energy levels lower than that described
by the principle quantum number. Core electrons experience more Coulombic attractive
forces from the nucleus and, depending on the element, valence electrons may be far more
diffuse and/or polarizable than core electrons. Valence electrons also canonically participate in bonding. Their diffusivity and chemical activity often requires additional basis functions to model. As such, where a single CGTO might be sufficient to model core electrons,
valence electron orbitals might need a linear combination of multiple CGTOs to model accurately. A “split valence” basis set is one that uses multiple CGTO basis functions to describe a single valence spin-orbital. The term “zeta or ζ” is short hand for “number of functions”. Thus the term “double-ζ” means two basis functions per each valence spin-orbital,
“Triple-ζ” means three basis functions per each valence spin-orbital, and “quadruple-ζ” four
basis functions. Each CGTO used to describe each orbital provides different characteristics (more/less diffuse, longer range, more/less polarizability) and therefore using mulitple
basis functions for the valence electrons allows the electron to adapt to neighboring electron movement. This helps to model electron correlation without being able to calculate it
directly.

Pople Basis Sets: Pople basis sets are collections of CGTOs used to model atomic orbitals of each atom.[8, 9] They are widely used in computational chemistry and accepted
as some of the most efficient, while decently accurate, basis sets available. In my graduate
research I have used mostly Pople basis sets for modeling atomic orbitals.26 Nomenclature
of a double-ζ Pople basis set takes the form X-YZG: X being the number of GTOs linearly
combined to form the singular CGTO used to describe each core atomic spin-orbital. YZ indicate the “double-ζ” nature of this basis set, meaning there are two basis functions, Y and
Z, used to describe each valence orbital. Y is the number of GTOs linearly combined to create the first basis function describing each valence atomic spin-orbital, Z is the number of
26

In theoretical quantum chemistry, molecular orbitals are derived from atomic orbitals through the linear
combination of atomic orbitals (LCAO) model.
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GTOs linearly combined to create the second basis function describing each valence atomic
spin-orbital. There are also “triple-ζ” and “quadruple-ζ” Pople basis sets, those are named
as X-YZWG and X-YZWVG respecitively.27 Here are a list of several Pople basis sets along
with what basis functions they contain; you will find some of these basis sets referenced in
my thesis.

• 6-31G*: 6 GTOs combined linearly to give one CGTO per core atomic orbital; 3 GTOs
combined linearly to give first CGTO per valence atomic orbital; 1 GTO to give the
second CGTO per valence orbital. “*” indicates per heavy atom (atoms bigger than
hydrogen), all atomic orbitals have a polarizable GTO included. This basis set is very
common in computational chemistry and commonly accepted as the “smallest while
relatively accurate” basis set.
• 6-31+G*: 6 GTOs combined linearly to give one CGTO per core atomic orbital; 3 GTOs
combined linearly to give first CGTO per valence atomic orbital; 1 GTO to give the
second CGTO per valence orbital. “*” as before polarizable GTOs included in each
atomic orbital per heavy atoms. “+” indicates a diffuse GTO was included per heavy
atom atomic orbital.
• 6-31++G**: 6 GTOs combined linearly to give one CGTO per core atomic orbital; 3
GTOs combined linearly to give first CGTO per valence atomic orbital; 1 GTO to give
the second CGTO per valence orbital. “**” polarizable GTOs included in heavy atom
atomic orbital basis functions and in hydrogen atom atomic basis functions. “++” diffuse GTOs included in heavy atom atomic orbital basis functions and in hydrogen atom
atomic basis functions.
27

For triple- and quadruple-ζ basis sets, X, Y, Z all have the same meaning as in the double-ζ case. W is the
number of GTOs linearly combinded to give the third basis function describing valence orbitals, and V is the
number of GTOs linearly combined to give the fourth basis function describing valence orbitals.
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• 6-311+G**: 6 GTOs combined linearly to give one CGTO per core atomic orbital; 3
GTOs combined linearly to give first CGTO per valence atomic orbital; 1 GTO to give
the second CGTO per valence orbital; 1 GTO to give the third CGTO per valence orbital. “**” polarizable GTOs included in heavy atom and hygroden atom atomic orbitals. “+” diffuse GTOs included only in heavy atom basis functions.

In my graduate work I have largely used Pople basis sets. There are a few other types
of basis sets but all follow a very similar principle: collect up basis functions for each type
of atom. How many GTOs to model core electrons? How many functions total for valence
electrons? Do we add functions for polarization and diffusion? With basis sets described we
now have a working understanding of how QM methods model the electronic wavefunction
in an atom, Ψ(x)elec . Now we can move on to discussing how different QM methods “place”
electrons in orbitals described by Ψ(x)elec and how they treat the electronic Hamiltonian,
Ĥelec .

Hartree-Fock (HF): The Hartree-Fock method[10–17] is the central tool in computational
quantum chemistry for solving for Ψ(x)elec in a given basis and then calculating the electronic energy of Ψ(x)elec . The HF method relies on two fundamental principles: the Hartree
method[10] and the Fock Matrix.[15, 16] While Hartree’s solutions to the Schrödinger
equation were not antisymmetric (this was before implementation of Slater Determinants)
his major contribution was devising a proceedure for calculating solutons to Schrödinger’s
equations. He referred to this procedure (as it often is still referred today) as the SelfConsistent Field (SCF) approach. An initial guess (ansatz) of the electronic state was established, the total electronic energy of Ψ(x)elec in that state is calculated (using a Hamiltonian that ignores electronic correlation), then the energy of Ψ(x)elec is minimized through
an iterative process that searches for solutions lower in energy. In each iteration of the SCF
26

algorithm, electrons are treated as if they interact in a “self consistent field” or average potential of the other electrons. Thus, although the Hamiltonian operator, Ĥelec , does not treat
electronic Coulombic correlation explicitly, the total energy incorporates Coulombic correlation as a mean field potential, and Hartree originally completely neglected Fermi correlation (exchange). Hartree’s resultant equations may have been solutions to ĤΨ = EΨ but
they were not suitable to model fermions like electrons; they were not anti-symmetric nor
were enforced to be Pauli exclusive. A solution to this problem was quickly identified in the
Slater determinant (as described above).

The goal of the SCF iterative algorithm is to optimize each one electron spin-orbital (spatial orbital times spin eigenfunction) by minimizing the overall Ψ(x)elec . As such, we need a
Slater determinant consistent expression for the one electron spin-orbital functions. Such
an expression is the one electron Fock operator:

F̂ = Ĥ +

N/2
X

[2Jˆj − K̂j ]

(11)

j=1

In equation 11, Ĥ is the classical electronic Hamiltonian, expressing kinetic and potential
energies, Jˆj is the Coulomb operator (an approximation to electron correlation), and K̂j is
the Fermi exchange operator. While it may seem that we have explicity expressed correlation and exchange in including Jˆj and K̂j , we have not: Coulombic potential for electronic
correlation is still only handled in a self consistent sense, and the exchange operator is only
an artifact of expressing the Fock matrix as a determinant.

F̂ φi = i φi

(12)

In 12 it is worth emphasizing the φi are one electron spin-orbitals, also knowns as HartreeFock molecular orbitals. The complete Fock Matrix then is a N electron matrix of 1 electron
27

Hatree-Fock molecular orbitals (vectors). The SCF process therefore is an iterative process of ansatz, diagonalization, molecular orbital optimization, diagonalization, molecular
orbital optimization, diagonalization, and so on. This process continues until there is no
change in the electronic energy, this is then said to be Eelec for the solved Ψ(x)elec . So now
that we have a way to solve for Ψ(x)elec , let’s take a look at how some different methods
calculate Eelec from this Ψ(x)elec .

Kohn-Sham Density Functional Theory: Like with HF, instead of operating on the whole
wave function, DFT operates and determines the energy of each one electron spin-orbital
according to

Kohn-Sham equations which are Schrödinger-like equations. However DFT makes a few
key approximations. The derivations of these key approximates began with two theorems
posited and supported by Hohenberg and Kohn (known as the H-K theorems):[18]28

• The ground state properties of a many-electron system are uniquely determined by
the electron density. This theorem reduces the complication of calculating total energy for an N electron system from 3N spatial coordiantes to 3 spatial coordinates by
integrating over the electronic position to give a function of the electronic density.
• A functional can be defined that calculates energy from the above described electron
density. It can be shown that the ground state wave function is the one which gives
28

I believe putting science and scientific excellence within historical context is very important. Therefore I
would like to note that Walter Kohn (1923-2016) bravely escaped Nazi controlled Austria via the Kindertransport rescue operation when he was only 15 years old. Shortly after Hitler marched into his home of Vienna,
Austria, he boarded the Kindertransport without his parents and was able to make it to London. His parents
died in the Holocaust. At 17, he was held in a detention camp in Canada (despite the fact that he was a free
person who bravely fled an oppressive genocidal regime). While in the detention camp he studied math and
physics. He would later go on to win the Noble Prize in Chemistry along with John Pople for developments
in density functional theory. He was very proud of his Jewish identity and culture, and he promoted Jewish
cultural projects at University of California - San Diego and University of California - Santa Barbara. See Ref
19 for more information.
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a ground state electron density which minimizes this energy functional. (This might
sound confusing, but this is the same principle as the HF self-consistent algorithm but
with electron density rather than explicit Slater determinants of one electron integrals.)

The consequence of the above two statements is vastly improved computational efficiency
with very little cost to accuracy.29 H-K theorems allow Ĥelec to be reduced to kinetic and
potential energy, and does not need to include electron-electron interections. Walter Kohn
and Le Jeu Sham then expaned this work to illustrate expectation values like kinetic, potential, and total energies can be calculated from density functionals, collectively creating a set
of equations known as “Kohn-Sham DFT” (KS-DFT).[20] Electronic density for a given general Ψ(xN )elec (where xN is a shorthand for a vector representing some N electron system)
is calculated as:
Z
ρ(x1 ) = N

3

Z

d x2 ·

d3 rN Ψ∗ (xN )Ψ(xN ).

(13)

Notice, the above “density” is still a wavefunction as integration was only done from x2 to
xN . Furthermore, from Eq. 13 one could recalculate Ψ(xN ) as Eq. 13 is one-to-one, and
of course this means that ρ(x1 ) could be used to find the ground state Ψ(x)0 . The KS-DFT
energy functional is as follows:
Z
E(ρ) = Ts (ρ) +

d~rvext (~r)ρ(~r) + EH (ρ(~r)) + EXC (ρ(~r))

(14)

Term 1 of equation 14 is the KS kinetic energy, term 2 is the energy of the density interacting with an external potential which is at the very least the nuclei, term 3 (EH ) is the Hartree
correlation, which is a double integral but rather than between each atom pair it is between
two electron densities, and EXC is the exchange energy. There are many different expressions for the DFT total energy functional, each of those expressions calculates Coulombic
29

Depending on who you ask of course....
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or Fermi correlation (exchange) differently. I will list some of those functionals here and
briefly describe how they differ. Most of the functionals I have used are called “hybrid functionals” which incorporate some amount of exact exchange calculated from HF (expressed
in KS orbitals) with some amounts of either ab-inito or some amounts of empirically derived
exchange-correlation terms.

•BLYP: Becke exchange and Lee-Yang-Parr correlation, given by:[21, 22]
B88
BLY P
+ 0.5 · ECLY P
= 0.5 · EX
EXC

•B3LYP: Becke,

3-parameter,

(15)

Lee-Yang-Parr models exchange-correlation as

follows.[21–23]


B3LY P
LDA
HF
LDA
B88
LDA
EXC
= EX
+ 0.20 · EX
− EX
− 0.72 · EX
− EX

+ ECLDA + 0.81 ECLY P − ECLDA

(16)

Details about this functional are outside the scope of this work however I will list the deGGA
tails out of context here. EX
is the Becke 88 exchange functional, EcGGA is the Lee, Yang,

Parr correlation functional. The parameters 0.20, 0.72, and 0.82 are derived directly from
Becke’s original derivation of another hybrid functional B3PW91. ECLDA is a local density
approximation to the correlation energy. This is one of the most widely used hybrid functionals in DFT.

•OLYP[22, 24]
OLY P
OP T X
EXC
= 0.5 · EX
+ 0.5 · ECLY P
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(17)

•PBE: (Can also be specified as “PBE0PBE” in QChem) this is simply the Perdew-BurkeErnzerhof (PBE) functional used to calculate exchange and correlation.[25]

•PBE0:

The Perdew-Burke-Ernzerhof (PBE) functional mixed with HF exact

exchange.[25]
P BE0
HF
P BE
Exc
= 0.25 · EX
+ 0.75 · EX
+ ECP BE

(18)

In my thesis I use a few more functionals (ωB97x-D[26] and M06-2X[27]) but I believe
fully describing every functional is outside the scope of this introduction. Density functional
α
theory scales as O(Nbf
) where 2 < α < 3 and Nbf is the number of basis functions.

Post-Hartree Fock Electron Correlation: While Density Functional Theory is useful and
accurate in many cases, there are some cases for which it is not accurate enough for many
electronic structure theory investigations. When the most accurate methods are needed
one often turns to “Post-Hartree-Fock Methods”.[28, 29] These methods, also known as “ab
initio” (first principles) build on Self-Consistent Field calculations of Hartree-Fock while explicitly calculating electronic correlation effects[] (again Fermi correlation/exchange are inherently modeled in the Slater Determinant). One such post-Hartree-Fock method I have
used throughout my grauduate work is Coupled Cluster methods. I will describe the basics
of CC modeling below.

Coupled Cluster and CCSD(T): As mentioned, post-Hartree-Fock methods attempt to
model the problem of “electron correlation” more explicitly. Coupled cluster (CC), developed initially in the 1950s to study nuclear physics,[30–32] provides a unique, yet expensive, means for studing Coulombic correlation. CC uses a “cluster operator” to construct a
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wave function with excited state character from the ground state HF wavefunctions found
via traditional HF. More specifically:
|Ψi = eT |Ψ0 i

(19)

where Ψ0 is the ground state wavefunction solved for by the self-consistent field algorithm
of Hartree-Fock. eT is an operator that produces linear combinations of single or multielectron excitations of Ψ0 . The added computational expense on solving for and treating the
multiple excited state wavefunctions of course is on top of the expense required to solve for
the ground state HF wavefunction. In some investigations, were high accuracy is needed,
the expense is worthwhile as it produces a more realistic model: as electrons can access
excited states as a result of interactions with other electrons. Total energy of the multiexcited state wavefunctions can then be calculated as follows:
ĤΨ0 = ĤeT Ψ0 = EeT Ψ0

(20)

Finally, the astute reader might intuit that the more electronic excitations are allowed (i.e.
single excitations, vs double excitations, vs triple excitations, and so on) the more expensive
this method becomes. As such CC is most cost effective when limiting the number of combinations to 4 electron excitations. The user can also specify less accurate CC methods as
follows:

• CCS - Only single electron excitations considered.
• CCSD - Single and double electron excitations considered.
• CCSDT - Single, double, and triple excitations considered.
• CCSDTQ - Single, double, triple, and quadruple excitations considered.
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• CCSD(T) - Single and double excitations considered, triple excitations estimated.

CCSD(T) calculations are described in Chapter 3.4 to accurately calculate proton affinities
of small molecules in gas phase. CCSD(T) scales as O(N 7 ), meaning modeling He (2 electrons) is 128 times more computationally expensive than modeling H (1 electrons).

1.2.2

Semi-empirical Quantum Mechanical Models:

As we saw when studying QM: modeling electrons is costly. Semi-empirical quantum
models attempts to mitigate much of this computational expense by making approximations in the self consistent algorithm, either through neglecting terms or through added
empirically derived terms. There are many semi-empirical models each of which models
and arrives at Ψ(x)elec differently (MNDO, AM1, PM3, SAM1, RM1, MOPAC1, PM6 to name
a few). However, in my graduate research I have worked mostly with the Self-Consistent
Charge Density Functional Tight Binding method, particularly with DFTB3. As such I will
describe the formulation of that method in depth here.

Tight-binding: Oddly enough, to start with a description of SCC-DFTB and DFTB3, which
are now widely used in biochemical investigations, we need to consider solid-state physics
where the original tight-binding methodology was born. The tight-binding model says that
electrons in solids are likely to be “tightly-bound” to their respective atoms and therefore
the wavefunction of an electron in a solid should be very similar to the wavefunction of an
electron in the free atom.[33] Thus, it considers the energy of an electron in a solid structure
to be the energy of that electron in the corresponding free atom, minus a perturbation as a
result of potential provided by neighboring atoms, minus the bonding energy of that atom to
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surrounding atoms, plus the spatial overlap between neighboring atoms. In the TB case, the
overlap between two neighboring atoms is low therefore the potential energy as a result of
overlap and the overlap integral itself can largely be ignored. Thus, TB states the energy of
an electron in a tightly bound energy level is simply the energy of that electron in the free
atom, minus the bond energy between that atom and all atoms it is bonded with.[33]

Density Functional Tight Binding It should be emphasized, this tight-binding approximation and method was originally developed for use with HF and other ab initio methods,
however Marcus Elstner and coworkers[34] developed a method for far more efficient use
wherein energies are calculated from a tight binding approach but wth density functionals rather than wave functions. To do so, the DFT total energy is rewritten replacing the
DFT calculated density n(~r), with atomic densities, n0 (~r0 ), which will be input by the user
along with a density deviation term, δn(~r0 ). This gives a total density functional-tight binding (DFTB) energy of:
Z Z 0 i
n0 n0
1
E=
hΨi | Ĥ0 |Ψi i −
0 + Exc [n0 ]
2
|~
r
−
~
r
|
i

Z
Z Z 0
1
1
δ 2 EXC [n0 ]
− VXC [n0 ]n0 + Eii +
+
δnδn0
2
|~r − ~r0 |
δnδn0
X

(21)

In Eq 21 the final integration term reflects polarization on atomic densities by surrounding
atoms. In DFTB,[34] as done with TB, this is ignored. Instead, this final term is only utilized in
SCC-DFTB where charges are treated self-consistently and therefore allowed to update as
a result of polarization. DFTB therefore is highly simplified and represents the total energy
as a sum of the energies calculated by each reference density, and the energy as a result of
electron repulsion (second term Eq. 21). This is an acceptable approximation when the TB
approximation holds, i.e. in “tightly bound” states. This assumption may not hold, however,
for small molecules in solute or in a nuanced protein binding site.
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Self Consistent Charge-Density Functional Tight Binding: SCC-DFTB takes into consideration all terms in Eq. 21. While a complete derivation of Elstner and coworkers simplification of Eq. 21 is outside the scope of this work, it is worth providing the result. Elstner
and coworkers show that the final term in Eq 21 can be rewritten as:
N

Escc =

1X
∆qa ∆qb γα,β
2 α,β

(22)

Of course Eq 22 seems (once again) deceptively simple and in fact γα,β is obviscating much of
the complexity (as this itself is a giant function). However, thankfully when two charges are
separated sufficiently far, γα,β goes to 1 and Escc becomes a simple Coulombic interaction
between ∆qa and ∆qb . For the cases where qa and qb are quite close, Elstner and coworkers
have applied a simplification of γα,β which is derived from gas phase single atom LDA-DFT
calculations and therefore can be parameterized once and provided by the user. The parameter provided is related to the chemical hardness (i.e. the “Hubbard parameter”, the
difference in atomic ionization potential and the electron affinity, the energetic boundaries
by which an electron is held in a potential well within the atom). Thus, Eq. 22 can be simplified to Coulombic potential in sufficiently far cases and parameterized in sufficiently close
cases. With this new term in tow, the total energy from a self-consistent charge calculation
can be found as:
N

E

SCC−DF T B

=

X
i

1X
γα,β ∆qα ∆qβ + Erep
hΨi |Ĥ0 |Ψi i +
2 α,β

(23)

Certainly a far more “pleasing” representation. Here we see that SCC-DFTB models total
energy as: the energy according to a reference density from a tightly bound ground state
(which can be calculated once and does not need to be updated), plus Coulombic interactions of perturbed charges where γα,β is now parametrized based on chemical hardness
of two atoms in consideration, and the repulsive potential between atoms. Furthermore,
we now see that we have a means for varying charge and calculating energy as a function
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of charge fluctuations. The variational principle can then be applied for calculating charge
fluctuations self-consistently.[34]

DFTB3: DFTB3, authored by Gaus, Cui, and Elstner in 2011,[35] revisits the initial application of the tight binding model to a Density Functional reference density but expands
the δn0 terms to third order rather than truncating them at second order, as done with SCCDFTB. Complete derivation of this third order term is outside the scope of this introduction,
however we will include the result here for completeness:
E DF T B3 = E H0 +

1X 2
1X
∆qα ∆qβ γα,β +
∆qα ∆qb Γα,β + E rep
2 α,β
3 α,β

(24)

where E H0 is the same as the first term in Eq 23. It should be noted that adding third order
corrections improves proton affinities and other properties related bonding state changes.
Furthermore, in the release of DFTB3 the authors provide a solution to improve DFTB3’s
treatment of hydrogen bonding potentials. DFTB3 is efficient while still providing modeling
of electronic states. As such it is often used to provide at least an initial pass when modeling
chemical reactions in gas-phase, solution, or even in enzyme binding sites.[35, 36]

1.2.3

Molecular Mechanical Models:

The molecular mechanical (MM) model is a highly simplified one, but it is efficient for
simulating macromolecules (103 -106 atoms) over long timescales (ns-ms). With the right
treatment, through validation compared to experiment, and within limitations of the model,
MM can provide very accurate results.
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An MM model treats atoms as hard spheres of some mass connected to one another via
springs. Hooke’s law, i.e. the use of a ball and spring model, is used to describe the bond
and angle terms in a molecular mechanical forcefield. A periodic (trigonometric) function is
used to describe dihedral (torsional) degrees of freedom. There are two other added harmonic potential (i.e. Hooke’s law) terms, impropers and Urey Bradley terms; these terms are
the consequence of molecular orbital effects which, without modeling orbitals and electron
placement, cannot be described in molecular mechanics so we instead approximate their
effects.

Charge-charge (electrostatic) interactions are modeled with Coulomb’s law, and dispersion/van der Waals interactions are approximated through use of the Lennard-Jones potential. Dispersion effects are the result of electron-electron repuslion, and thus without
modeling electron position explicitly calculating dispersion effects exactly is not possible.

A molecular mechanical force field takes the following form:

Etot =

X

Ebonds +

+

pairs

Eang +

angles

bonds

X

X

ECoul +

X

X
dihe

Edihe +

X
improps
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X

EU B
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(25)

ELJ

pairs

where each term is calculated as follows:
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The collection of terms (α0 ,kα ) represent molecular mechanical parameters needed to establish the molecular mechanical force field. These parameters are generated in an algorithmic and self-consistent manner using empirically derived values as well as quantum
mechanical geometry optimizations. There are many force fields (collections of these α0 ,
kα ) each parametrized using similar principles. In my graduate work I have used two force
fields for modeling proteins and small molecules: OPLS3[37] and CHARMM (protein[38]
and general[39]) forcefields.

Docking Simulations: Docking simulations are key to predicting binding orientations of
ligands to protein binding sites as well as predicting intra- and intermolecular interactions
that govern the binding process. In chapter 2.1 I conducted docking simulations to predict interactions between P450 and inhibitor molecules. In chapter 2.3 I conducted docking
simulations to predict interactions between PET plastic oligomers and PETase enzyme. A
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docking simulation, much like docking a boat to a dock,30 requires bringing two molecules
(often a macromolecule and a small molecule/ligand) together in space, evaluating their interaction energetics, repeating this process several times for a pair of molecules and then
predicting many possible orientations for those two molecules between each other. We can
then rank all these predicted orientations and predict the most likely orientation as that
with the lowest predicted binding energy.

Docking simulations are useful for myriad investigations, two types of which have the
clearest importance and might help provide some context for the reader. Experimental testing of small molecules as drug treatments often requires either isolating or synthesizing thousands of compounds and then screening those against the drug target (i.e.,
against pathogen like a bacteria, virus, or eukaryotic pathogens, or for example, against
a breast cancer cell line). Each synthesis/isolation followed by screening of a drug candidate molecule costs money and time, and often produces large amounts of chemical waste.
Expense is poured into these drug candidates and as a result a vast amount of these compounds don’t have the initial affinity results needed to move forward with drug trials. As
computational docking simulations become more accurate, an increasingly emphasized alternative is to conduct virtual high throughput screening studies first, with a large set of
drug candidates, and experimentally test only those compounds that appear moderately
likely from computational results. Doman et al (Ref 40) succinctly illustrates this power of
docking simulations to increasing success and decrease experimental time and waste. The
authors experimentally screened 400,000 compounds against the protein known as protein
tyrosine phosphatase-1B (PTP1B). Their experimental screening resulted in 85 compounds
with acceptable binding affinity (compounds with IC50 < 100µM ), a hit rate of 0.02%. The
authors then virtually screened (computationally docked) 235,000 compounds against a
crystal structure of PTP1B. From the 235,000 compounds, the 500 compounds with the
30

As I sit here in this library, writing a never ending review of everything I learned in graduate school, I can’t
help but feel like I would desperately rather be on a boat. Sigh. By the time you read this, maybe I will be.
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lowest predicted binding energy were experimentally screened like the original 400,000.
Out of these 500, again predicted from computation to experimentally bind, 127 were experimentally shown to have acceptable binding affinity (compounds with IC50 < 100µM ),
more compounds than were identified from the experimental high throughput screen. This
resulted in a jump in hit rate to 34.8%.[40]

Docking simulations are also often used to predict binding modes and interactions between molecules for which experiment cannot obtain crystal structures of the bound state.
In our continued collaborative work with the experimental groups of John E. McGeehan and
Gregg Beckham, we have predicted binding modes of PET oligomers to the enzyme PETase
and its more efficient double mutant. Additionally, we have predicted binding modes for
MHET (the PET plastic monomer) to MHETase. In both instances, obtaining crystal structures of these enzymes with bound substrate was, for different reasons, not possible. However, our predicted binding modes provided a launching point for understanding active site
interactions fundamental to enzyme function. Furthermore as a result of docking simulations we provide a supportive explanation for increased depolymerase activity observed in
the double mutant PETase enzyme versus the WT PETase enzyme. During the course of
my graduate research I have conducted docking simulations with both objectives: filtering
large libraries of molecules for experimental validation, as well as predicting binding modes
when not experimentally possible (Chapters 2.1 and 2.3).

There are two widely accepted docking simulation models: rigid receptor-flexible ligand docking simulations (more succinctly “rigid docking”) and flexible receptor-flexible ligand docking (“flexible docking”). Rigid receptor-flexible ligand docking, as the name implies,
only considers ligand flexibility in the model. This is of course not a realistic model as we
know induced fit effects between protein and small molecules are important to binding and
protein function. However, considering protein flexibility, as is done in flexible docking, is
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more computationally expensive. Therefore, in many docking investigations practitioners
may first sort large libraries of compounds using rigid docking. Then for molecules that appear most likely to experimentally bind according to rigid docking, re-dock those binding
modes with the more accurate flexible docking model.

In Chapters 2.1 and 2.3 we have used the Schrödinger Suite docking tools: Glide SP,
Glide XP, and Induced Fit Docking. Individual docking programs model ligand flexibility, ligand placement, protontation states, and protein flexibility differently, therefore explaining
these algorithms here whould be outside of the scope of this introduction. Briefly, many
docking simulations require calculating interaction energy between the receptor and ligand molecule. This interaction energy is most often calculated according to molecular mechanical force fields, and some models use further approximated energy functions either
via coarse grained potentials or through use of an interaction energy grid (as is done with
Glide).

1.2.4

QM/MM:

As we have seen the description of QM and MM, these two models are applicable to
systems of vastly different scale: QM to small molecules less than 200 atoms, MM to larger
molecules and macromolecules of thosands of atoms.31 However, there are some investigations for which you may need electronic structure accuracy but within a large system, like a
protein. For example, modeling the energy along a reaction path in an enzyme binding site
requires treatment of bonds breaking and forming which can most accurately be accomplished through quantum mechanical modeling. In 1976 Warshel and Levitt introduced a
methodology to partition a complete enzymmatic system into pieces of varying interest and
31
Amaro et al have recently simulated a complete influenza viral capsid with all atom MM molecular dynamics simulations.[41]
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treat those pieces at different modeling scales. Quantum mechanical/molecular mechanical (QM/MM) hybrid modeling was born. In their first simulation with QM/MM, Warshel
and Levitt studied the carbonium ion intermediate during glycosidic bond cleavage in the
lysozyme protein.[42] Less than one year later, McCammon, Gelin, and Karplus published
the first molecular dynamics simulation of a complete protein: bovine pancreatic trypsin
inhibitor protein.[43].

The use of QM/MM, or multiscale modeling, is exceptionally beneficial allowing for increased accuracy where necessary without large increase in computational expense. The
impact and inguenuity in derivation and implementation of QM/MM was recognized in
2013 with a Nobel Prize, awarded to Martin Karplus, Arieh Warshel and Michael Levitt.[44]
A cursory Google Scholar search for “qm/mm” returns close to 100,000 results, approximately 4,000 of those hits from 2019 alone. Modern MM calculations scale in computa2
tional expense on the order of O(Natoms ) to O(Natoms
) (with most expensive calculations be3
ing pairwise electrostatic calculations). However, QM calculations scale as O(Nbf
) (where

Nbf is number of basis functions). Treating a complete protein with a QM model would be
intractable, even with modern computing power. Conducting QM-MD for any sufficient
length of time would also be intractable if explicit solvent molecules also required QM treatment QM/MM and similar multiscale modeling tools allow researchers to focus accuracy on
the region of interst while still incorporating long range electrostatic effects present from
the remainder of the system. I will provide a few key points of interest with regards to
QM/MM modeling methodology.

The QM/MM Energy Function: There are two approaches to calculating total energy in
a QM/MM scheme: Subtractive QM/MM and Additive QM/MM. See Figure 1.1 for general
illustration of systems referred to in either scheme.
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MM

QM

Figure 1.1: The general principle of QM/MM is to partition the total system into two regions where
the two regions are to be treated according to different models. The above is a protein called PTEN
solvated in a water box (the actual water box used for the above simulations was much larger than
is shown). PTEN is responsible for dephosphorylating a molecule important to cell proliferation and
cell maturation signalling. If we wanted to understand and model the enzyme mechanism of PTEN,
we could use our most accuract model, QM, to treat the enzyme active site (amino acids highlighted
in ball and stick). The remainder of the protein could be treated with the less expensive MM model.

Subtractive QM/MM: Subtractive QM/MM is less widely used, but it is slightly more intuitive in its total energy scheme.[45] In subtractive QM/MM, one calculates the total energy
of the system according to MM, UTMotM , the gas phase MM energy of the subsystem to be
MM
treated with QM, Usub1
, and the gas phase QM energy of the subsystem to be treated with
QM/M M

QM
QM, Usub1
(Figure 1.1). The total QM/MM energy, UT ot

QM/M M

UT ot

, can then be found as:

QM
MM
= UTMotM − USub1,g
+ USub1,g

(27)

As I have not used this method in my Ph.D. research, and as it is less widely used, we will not
consider it further, although it is worth mentioning for context.
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Additive QM/MM: Additive QM/MM was used by Warshel and Levitt in their early
QM/MM work and it remains the most popular for calculating QM/MM total energies. To
calculate total energy by the additive method, one simply calculates the MM energy of subQM
MM
, the QM energy of sybsystem 1, Usub1
, and then the interaction energy besystem 2,Usub2

tween subsystem 1 and 2. To find the total QM energy one simply does:
QM/M M

UT ot
QM/M M

where Uinter

QM/M M

QM
MM
= Usub2
+ Usub1
+ Uinter

(28)

is defined as:
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In equation 29 above, the third, fourth, and fifth terms are only required when QM and MM
subsystems are divided across a bond. For example, when treating an enzyme active site,
a division will have to be established between the active site residues to be treated with
QM and neighboring non-active site residues to be treated with MM. This is not an entirely trivial task, as it requires ensuring valence on all atoms is filled and polar bonds are
not broken. A complete discussion on the usage of dummy atoms to separate MM and QM
regions is outside the scope of this work but worth the brief mention. For MM and QM regions that are bridged by shared bonds, the energy of these shared bonded terms has to
be included in the QM/MM interaction energy, thus terms 3, 4, and 5. The majority of the
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QM/MM interaction energy is composed of a Coulombic term (term 1) and a Lennard-Jones
(vdW) term (term 2). Because QM atoms do not have fixed partial charges like MM region
atoms, two types of Coulombic interactions are considered: interaction between fixed point
MM charges with the integral over the electronic density in the QM region, and fixed MM
charges interacting with charge of QM nuclei. It is further important to note, MM atoms
cannot interact self-consistently with the QM atom, therefore the only choice for modeling dispersion between MM and QM regions is through LJ potentials. The same LJ terms
used in MM interactions are used for QM atoms. This introduces a likely source of excluded
volume error, but this error should be minute and systemmatic. In the following chapters,
QM/MM will be discussed in the context of free energy simulations: 3.1, 3.2, 3.3, and 3.4.

1.2.5

Free Energy Simulations:

Many processes observed in nature and the laboratory are proportional to a free energy difference between thermodynamic states: solvation free energies, binding free energies, conformational free energies, free energies along a reaction path, relative properties
between molecules, transition state free energies, free energies associated with protonation/deprotonation. The absolute free energy of a particular thermodynamic state is a measure of the amount of energy that state could transfer to its surroundings, or the amount of
thermodynamic work it could perform. A system moving from a state of high thermodynamic free energy to a state of low thermodynamic free energy can conduct a lot of thermodynamic work (maximize entropy) during the transition, and as a result this process is
spontaneous (i.e. ∆Grxn < 0). A system moving from low thermodynamic free energy to
high thermodynamic free energy is not spontaneous, and would instead need to be coupled
to another spontaneous process to occur (i.e. ∆Grxn > 0). Free energy differences are of
great interest to chemistry at large. Experimentalists investigate free energy properties via
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mutation, titration, kinetic, crystallographic, and spectroscopic studies. From a computational perspective, free energy simulation (FES) is a critical methodology.

Conducting a free energy simulation (or more appropriately, simulations) requires approximating an ensemble average at the limit of sufficient sampling by either MD or Monte
Carlo (MC, not considered in this thesis) simulations. From these simulations, observables
of interest are calculated (i.e., potential energy differences or nonequilibrium work values)
and averages are taken over the collection of those observables. In order to achieve converged free energy differences (i.e., low statistical noise, often provided by block averaging)
one must implement at least 105 -107 uncorrelated conformations per ensemble average (as
we will see, some free energy estimators require multiple ensemble averages).

Sample sizes of 105 -107 conformations/frames can be readibly achieved for a wide range
of systems according to a molecular mechanical/classical model. However, if the free
energy difference of interest relies on accurate treatment of subtle, polarizable or selfconsistent electrostatic interactions, then treatment with semi-empirical or quantum mechanical model might be necessary. A hybrid QM/MM treatment can help mitigate system
size issues by paritioning the total system into regions of higher interest (treated with QM)
and of approximate interest (treated with MM).[42] But even for systems treated according
to such a multiscale model, calculating quantum mechanical gradients for up to 200 atoms
(where QM calculations scale according to number of basis functions in use) can become
intractable if, again, 105 -107 uncorrelated frames are necessary. Many cases of interest to
biochemists require such accurate electrostatic modeling (i.e. transition state support provided by intermolecular interactions in an enzyme active site) while still requiring sufficent
sampling, if not lengthier sampling than for small molecules in solution (i.e. large-scale conformational changes resultant from protonation state changes). To incorporate (S)QM information in free energy simulations one simply needs to employ and advantageous ther46

modynamic cycle: calculate the costly “high” level free energy difference of interest first
according to a “low” level molecular model for which sampling can be achieved readily (e.g.,
MM), then correct/connect this “low” level FES via ∆A(low → high) at either endstate of
interest. Such schemes (Figure 1.2) have been used for decades, and we[46–54] along with
many others[55–74] have sought to improve calculation of ∆A(low → high).
∆A (0HIGH → 1HIGH )

(i)

(ii)

0LOW

1HIGH
∆A (1LOW → 1HIGH )

∆A (0LOW → 0HIGH )

0HIGH

∆A (0LOW → 1LOW )

(iii)

(iv)

1LOW

Figure 1.2: Scheme illustrating the indirect cycle. ∆A(0high → 1high ) = ∆A(0low → 1low ) +
∆A(1low → 1high ) – ∆A(0low → 0high ).

Scheme 1.2 has dual benefit: first, the low level of theory should be chosen such that
sampling is plentiful thus two sided methods (to be explained below) are cheap; secondly,
nonphysical λ states, common core models, dummy atoms, soft core potentials and many
other “tricks” of the classical alchemical free energy trade become trivial to implement.
Much research has been done to ensure convergence of and provide standardized best
practices for alchemical free energy simulations. In my graduate work, and in the labs of
H. Lee Woodcock and Stefan Boresch, we have thus turned our attention to the much more
challenging calculation of ∆A(low → high), as robust methods for converging this value
to ensure convergence in the complete indirect cycle, remains the frontier of FES. In Chapter 3.3 we release a dataset to the FES community with the intention of communicating the
current state of the art techniques for calculating ∆A(low → high) and evaluating convergence of such values. In this thesis, several free energy estimators are employed through47

out to calculate ∆A(low → high), the four most significant being Zwanzig’s equation,[75]
Bennett’s Acceptance Ratio,[76] Jarzynski’s equation,[77] and Crooks’ equations.[78] In
calculation of pKa s (Chapter 3.4) Bennett’s acceptance ratio was also used to calculate
∆AM M (AH → AD) for small molecules in solution. Let’s explore briefly how each of these
free energy estimators is implemented and how error can be estimated for each of these
calculations. (For a complete review of best practices in FES, please see 3.1.)

Zwanzig’s Equation: Derived by Robert Zwanzig in 1954 directly from the thermodynamic relationship between A and Q (A = kb T ln Q), Zwanzig’s equation can be applied
straightforwardly to calculate free energy differences between levels of theory as follows:

∆A(low → high) = −kB T ln hexp[−(Uhigh − Ulow )/kB T ]ilow

(30)

Zwanzig’s equation states, in order to calculate a free energy difference between two levels of theory one simply must conduct a long equilibrium simulation at the low level of theory (where “low” implies a level of theory at which sufficient sampling can be readily obtained). From this long equilibrium simulation, conformations (a.k.a “frames” or “coordinates”) should be sampled infrequently (i.e., they should be uncorrelated). The potential
energy of each sampled conformation then simply must be calculated at the “low” (Ulow )
and “high” (Uhigh ) and input into Eq 30. This methodology is simple to implement and computationally inexpensive as the potential energy calculations, if expensive based on choice
of high level and system size, can be parallelized. However, the distinct disadvantage to
this method is that it requires high overlap. The key assumption in derivation of Eq. 30 is
phase space explored at the starting state is the same as phase space explored at the ending state. In theory, this assumption is correct at the limit of infinite sampling. However, in
practice this assumption rarely holds. The failure of this assumption is often attributable to
discrepancies between MM and QM potential energy surfaces, particularly with respect to
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minima/maxima in intramolecular (i.e., bonds, angles, dihedrals) degrees of freedom. As a
result of these discrepancies, ∆Ulow→high distributia tend to be noisey, broadly distributed,
and may often not be Gaussian in nature. Furthermore, p(∆Ulow→high ) and p(−∆Uhigh→low ),
which should theoretically overlap well, tend to be distinct. Zwanzig’s equation should
therefore be wielded carefully, only when the user is sure the potential energy surfaces of
interest overlap significantly.

Jarzynski’s Equation: An improvement to Zwanzig’s exponential formalism came in 1997,
just over 40 years after Zwanzig’s derivation. Jarzynski’s equation is a nonequilibrium work
equivalent to Zwanzig’s equation which is far more accurate, but at increased computational expense. Jarzynski’s equation can be used to calculate free energy differences between two molecular models as follows:

∆A(low → high) = −kB T ln hexp[−Wlow→high /kB T ]ilow

(31)

Jarzynski’s equation states, in order to calculate a free energy difference between two levels of theory, low and high, by: (1) conducting a long equilibrium simulation at the low level
of theory, (2) saving uncorrelated coordinate and velocity sets from this simulation, and (3)
using coordinate and velocity sets to launch an ensemble of nonequilibrium switching simulations to the target level of theory. In the process of conducting the nonequilibrium switch
(which should be as long as your computational resources will optimally allow, as longer
switching protocols lead to more converged results) intramolecular degrees of freedom
can relax according to forces provided gradually by the target level of theory. As a result,
Wlow→high , are often far more narrowly distributed owing to decreased statistical noise provided by discrepancies between potential energy surfaces. Additionally, p(Wlow→high ) and
p(−Whigh→low ) distributia often overlap much better than their ∆U counterparts. As a result, while the more expensive alternative, JAR is often required to obtain well converged
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∆A(low → high). Furthermore, due to overemphasis of the exponential average on the
lowest values,[79] both ZWA and JAR can suffer convergence issues due to extreme outlier
values, but ∆U distributions are much more likely to contain such extreme outlier values.

Bennett’s Acceptance Ratio: Charles Bennett derived an efficient algorithm for estimating free energy differences in 1976 by starting with the detailed balance relationship of
f (x)/f (−x) = exp(−x). He illustrated that for any function f (x) which satisfies this detailed balance relationship, he could input the argument x = ∆U0→1 − C, take the ln and
ensemble average of all terms and iteratively solve for the missing constant C, which ultimately is ∆A. He chose the Fermi function, as the most efficient function to satisfy the
detailed balance condition. In general Bennett’s Acceptance Ratio (BAR) can be used to
calculate the free energy difference between any two states, but if applied to connecting
between levels of theory it would take the form:

∆A(low → high) = kB T

ln

hf (Ulow − Uhigh + C)ihigh
hf (Uhigh − Ulow − C)ilow

!
+C

(32)

where f (x) denotes the Fermi function f (x) = (1 + exp( kBxT ))−1 and
C = kB T ln

Qlow Nhigh
Qhigh Nlow

(33)

Qlow and Qhigh are the canonical partition functions, and Nlow and Nhigh are the number of
data points used to compute the ensemble averages. Eq. 32 is solved iteratively until the
condition
hf (Ulow − Uhigh + C)i1 = hf (Uhigh − Ulow − C)i0
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(34)

is fulfilled. With C determined in this manner, one obtains

∆A(low → high) = −kB T ln

Nhigh
+ C.
Nlow

(35)

BAR is a two sided method, meaning it requires calculating two ensemble averages; this
can be clearly seen in Eq. 32 from h...ilow and h...ihigh . Thus it is more expensive that ZWA, as
it requires conducting two simulations, and when calculating ∆A(low → high), it requires
conducting a simulation over the high level of theory. However, BAR is far more reliable as
it incorporates sampling information from both endstates, meaning the contribution to ∆A
per frame is not skewed as significantly by outliers. While BAR is known for requiring a very
small amount of potential energy overlap to achieve a converged (i.e. low standard deviation) free energy difference, it does require some overlap (> 2%), otherwise it can fail. As can
be seen in Chapter 3.4, I have also used BAR in classical alchemical free energy simulations.

Crook’s Equation: As JAR is the nonequilibrium work equivalent of ZWA, Crook’s equation (CRO) is the nonequilibrium work equivalent to BAR. To calculate the free energy difference between two levels of theory, CRO takes on the form:

∆A(low → high) = kB T

ln

hf (Whigh→low + C)ihigh
hf (Wlow→high − C)ilow

!
+C

(36)

where f (x) denotes the Fermi function f (x) = (1 + exp( kBxT ))−1 and
C = kB T ln

Qlow Nhigh
Qlow Nhigh

(37)

Qlow and Qhigh are the canonical partition functions, and Nlow and Nhigh are the number of
data points used to compute the ensemble averages. Eq. 36 is solved iteratively until the
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condition
hf (Whigh→low + C)i1 = hf (Wlow→high − C)ilow

(38)

is fulfilled. With C determined in this manner, one obtains

∆A(low → high) = −kB T ln

Nhigh
+ C.
Nlow

(39)

As with BAR, two equilibrium simulations thus have to be performed, one at the low and
one at the high. From these simulations (as with JAR) coordinate and velocity sets need to
be saved infrequently. Then nonequilibrium work switching protocols must be conducted
gradually switching over low → high and high → low. As with JAR, Wlow→high distributions
are far more conducive to converged ∆A calculations than their ∆U counterparts. Crook’s
is by far the most expensive free energy estimator when calculating free energy differences
between levels of theory as it requires a lengthy simulation at the high level of theory as
well as low → high and high → low switching simulations (which both require high level
force evaluations).

Block Averaging: Finally, we come to the first of two methods used herein to estimate
standard error from free energy simulations.


N
1 X
∆Ui
∆A = −kB T ln
exp −
N i−1
kB T




N/K
K
K
X
X
X
1
∆Uik 
? 1
−kB T ln K
=
∆Aik =
exp −
K i =1
K k=1
N i =1
kB T
k

(40)

k

Simply put, the above equation asks the question, do the parts represent the whole? Is a
free energy calculated from a “chunk” of the total data equal to the free energy calculated
from the total data set, within statistical error? Using the above method, we often calculate
∆A(low → high) using 10 “blocks”, each containing 1/10th of the total data. From these
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10 blocks, we then calculuate the average ∆A(low → high) over these 10 blocks and calculated a standard deviation amongst these 10 blocks. We then use the standard deviation
calculated from these blocks as the statistical error representative of the total dataset.

Π-bias Metric: Another key metric our group has utilized is the Π-bias metric derived by
Wu and Kofke:

s
Π0→1 =



√
1
s0→1
WL
(M − 1)2 − 2s0→1
s1→0
2π

(41)

Where WL is the Lambert function. A complete derivation and description of this function
is far outside the scope of this work, but the reader is encouraged to read the paper detailing the derivation here: Ref 80. However, a brief description of this useful biasing model is
warranted. Developed in 2004, in direct response to Jarzynski’s derivation of Eq. 31, the
Π-bias metric tests whether an input distribution of data is “free of bias”, bias meaning inaccuracy as a result of not approaching infinite sampling. This method provides an excellent
means for assessing whether a ∆A obtained from FES is accurate and precise, or simlply
precisely inaccurate. A poignant direct quote from their work emphasizes this problem:
“The difficulty is that the [nonequilibrium work] measurements can be inaccurate but also
very precise, meaning that they can reproducibly give an incorrect result”. Under such circumstances, the normal measurement of block averaging and standard deviations in ∆U s
and W s would indicate low standard error and converged ∆A. Certainly, for such a case
∆A is converged, it just has unfortunately converged to the wrong value. This effect once
again stems from the overemphasis on the most extreme values of ∆U and W (it should be
noted that BAR and CRO don’t exhibit such extreme overemphasis on these values, as they
inherently weight based on both ensembles thus calculating BAR and CRO can provide an
accuracy barometer). If these most extreme values (lowest ∆U s or W s) are not observed
from the equilibrium simulation then ∆A can be skewed.
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Wu and Kofke’s Π bias metric indicates whether sampling in the small sample size limit
has been sufficient for accurately predicting ∆A, even without knowing the true ∆A. The
model considers the possibility that there exist data points in a neglected tail (the lowest
possible values of W ) which have not been sampled in the distribution. The model then calculates the likelihood that such a point exists, and what the value of the free energy would
be if that point were included. The model then calculates the “damage done” by ignoring
the proposed point and reports this value back. Values of Π > 0.5 are said to be free of
small sample size biases, whereas values of Π<0.5 exhibit bias as a result of likely not sampling the lowest W s. This method has proved invaluable to illustrating convergence/nonconvergence in ∆A(low → high) as many of these values appear converged from block
averaging results.

For a complete description of all free energy estimators as well as functions key to estimating error in free energy simulations, please see chapters 3.1, 3.2, 3.3, and 3.4.

1.3

This Dissertation’s Message for Molecular Modeling at Large

Throughout my graduate career, as can be seen in the coming chapters, I have been fortunate to explore many different areas of molecular modeling. My chapters may appear disconnected at the surface, however each study can be summarized simply as “the microscale
governs the macroscale”, or “David defeats Goliath”.

As can be seen in my chapters covering docking of small molecules into Cytochrome
P450 proteins (Chap. 2.1) and the semi-aromatic polyesterase PETase (Chap. 2.3), aromatic
interactions can often be key for substrate binding and enzymatic function. Aromatic interactions are, at their core, electronic correlation effects (i.e. London dispersion). In Chapter
54

2.1, we see that erebusinone (a small molecule isolated from a sea sponge in Antarctica)
mimics the endogenous molt regulatory activity of xanthurenic acid. In the CYP315a1 active site, a channel of aromatic residues likely guide the substrate into appropriate catalytic
distance from the heme-iron; erebusinone capitalizes on this channel by forming a stable
edge-to-face aromatic interaction to Phe98. Thus, the Antarctic sea sponge Isodictya erinacea has evolved a chemical defense mechanism against crustacean predation that capitalizes on subtle electronic correlation (i.e. London dispersion) effects. Similarly, PETase
(as described in Chapter 2.3), a newly discovered enzyme responsible for depolymerizing
PET plastic, relies on aromatic interactions in its binding site for binding to and orienting
the semi-aromatic polyester in the binding cleft. Initial protein engineering experiments
suggest that increasing aromatic interactions in the binding cleft could further increase efficacy. In this case, subtle electronic dispersion interactions could be vital for solving the
global plastic pollution crisis. In our modeling of boronic acid based glucosechemosensors
(Chapter 2.2), we predicted many binding modes between d-fructose and the boronic acid
model receptor were likely in solution which helps explain the experimental difficulty in resolving the structure through crystallographic and spectroscopic methods.

While chapters 2.1, 2.2, and 2.3 illustrate David-scale electronic correlation can have
Goliath-scale biochemical implications, chapters 3.2, 3.3, and 3.4 show that David-scale
discrepancies between potential energy surfaces can have Goliath-scale impacts on free
energy simulation convergence error. For example, small differences in an LJ parameter
for bis-2-chloroethylether (2cle, 3.2) between the molecular model and the quantum mechanical model result in an inability to converge ∆A(M M → QM ) even when using long
(i.e., 1ps) switching protocol in gas phase. This sensitive testcase required simulation at the
high level of theory and use of Crook’s, or reparameterization of the low-level of theory, to
achieve convergence. In this case, statistical noise (of ≈ 0.5-0.7 kcal/mol) all due to slight
missmatch in the chlorine van der Waals radii between levels of theory. Our generation of
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a dataset to be used in indriect FES further confirmed this result: slight deviations in dihedral surfaces between levels of theory can have drastic implications for ∆A(M M → QM )
convergence. For many cases, W values were less noisely distributed, owing to relaxation
of stiff degrees of freedom according to the QM forces, but soft degrees of freedom still
plague even the most “excessive” ∆A(M M → QM ) calculation protocols. Finally, pKa is
well known to be a challenging and stringent test case for computational methods as subtle
deviations in electrostatic interactions can highly perturb predicted pKa s. In using indirect
free energy simulations to predict pKa s at the DFT level of theory, we saw that even choice
of DFT level and basis set could have drastic effects of predicted pKa accuracy (by upwards
of 4pKa units for ethylthiol). Thus, once again, inaccuracies in modeling electronic structure
can provide inaccuracies in protonation state prediction.

Thus, after 5 years of graduate study, I’d like to relay the following message to the molecular modeling community at large: the small often overcome the mighty. Never be afraid to
track down the smallest scale interactions, be they atomic or electronic, as these may be
key for predicting binding events, or these may induce severe convergence complications in
statistical ensembles.

“Exactly!” said Deep Thought. “So once you do know what the question actually
is, you’ll know what the answer means.”
- Douglas Adams, The Hitchhiker’s Guide to the Galaxy
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Investigations in Computer Aided Molecular Design

2.1

Elucidating a chemical defense mechanism of Antarctic sponges: A computational
study

Fiona L. Kearns, Sai Lakshmana Vankayala, Joseph D. Larkin, Bill J. Baker, H. Lee Woodcock
Published: November 6, 2016

This chapter is copied from Ref. 81 with permission from The Journal of Molecular Graphics and
Modeling. See Appendix A for all permission statements.

2.1.1

Abstract

In 2000, a novel secondary metabolite (erebusinone, Ereb) was isolated from the
Antarctic sea sponge, Isodictya erinacea. The bioactivity of Ereb was investigated, and it was
found to inhibit molting when fed to the arthropod species Orchomene plebs. Xanthurenic
acid (XA) is a known endogenous molt regulator present in arthropods. Experimental studies have confirmed that XA inhibits molting by binding to either (or both) of two P450 enzymes (CYP315a1 or CYP314a1) that are responsible for the final two hydroxylations in
the production of the molt-inducing hormone, 20-hydroxyecdysone (20E). The lack of crystal structures and biochemical assays for CYP315a1 or CYP314a1, has prevented further
experimental exploration of XA and Ereb’s molt inhibition mechanisms. Herein, a wide array
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of computational techniques – homology modeling, molecular dynamics simulations, binding site bioinformatics, flexible receptor - flexible ligand docking, and molecular mechanicsgeneralized Born surface area calculations – have been employed to elucidate the structure
- function relationships between the aforementioned P450s and the two described small
molecule inhibitors (Ereb and XA). Results indicate that Ereb likely targets CYP315a1 by
interacting with a network of aromatic residues in the binding site, while XA may inhibit
both CYP315a1 and CYP314a1 because of its aromatic, as well as charged nature.

Keywords: P450 enzyme erebusinone xanthurenic acid homology modeling molecular
dynamics simulations aromatic interactions

2.1.2

Introduction

Natural products research aims to isolate and characterize primary or secondary
metabolites released by biological systems. Novel compounds with relevant bioactive properties are then used in pharmaceuticals, neutraceuticals, cosmetics, chemical engineering
and more.[82, 83] One core component of successful natural products research is to identify sources of chemical diversity that are rooted in species diversity and thus also driven
by the evolutionary factors of competition, predation, and defense.[82, 83] Sessile species
hold unique promise for producing novel metabolites as they often rely on chemical defense
mechanisms due to their lack of mobility.[83] In 2000, Baker and coworkers reported one
such unique aromatic metabolite from the Antarctic sponge, Isodictya erinacea,[82] which
was named erebusinone (Ereb, Figure 2.1), after the Erebus Bay where the I. erinacea specimen was collected.
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Interest in Ereb’s ecological role piqued when feeding studies performed with Orchomene plebs revealed Ereb inhibits molting in this small arthropod, resulting in high mortality. These observations supported the hypothesis that Ereb chemically disrupts molting
in the crustacean predators of I. erinacea.[82] Other research has determined the effect of
xanthurenic acid (XA), a known endogenous molt inhibitor, on crustacean molting[84–86]
and, due to structural and functional similarities to Ereb, it was proposed the two may inhibit this pathway by the same mechanism.[82, 85–87] XA is known to interact with, and
inhibit, one or more P450s responsible for secretion of 20-hydroxyedysone (20E); however,
the exact details of how XA binds to either CYP315a1 or CYP314a1, and which binding site
is favored by XA, remain unclear.[84–86]

The circulatory molt inducing hormone (20E) is produced ultimately from extracellular cholesterol through a series of successive biotransformations in various physiological
locations.[88, 89] The final stages of this pathway are a series of hydroxylations performed
by a small set of closely related cytochrome P450 enzymes.32 [88–90] Ecdysis, or ecdysteroidogenesis, is the biochemical pathway by which ecdysteroids (molting hormones) are
produced and regulated for molting and growth in arthropods. This pathway has been studied thoroughly in insects, but remains somewhat clouded in the context of their crustacean
cousins.[91] There are some key results, however, that may allow us to apply knowledge
about insect ecdysis to crustaceans. In insects, the intermediate ecdysone (E) is released
from the prothoracic gland (PG) to surrounding tissues where it undergoes the final hydroxylation step to produce 20E.[90, 92] In crustaceans, E is secreted from the Y-organ complex
(YOC) to surrounding tissues followed by hydroxylation to produce 20E, thusly the insect
PG and crustacean YOC are often considered physiologically analogous, indicating a conservation of the pathway amongst arthropods.[87, 90, 92–98] It has been amply supported
32

Throughout this text we may refer to such closely related P450s as the “molting protein(s)” to emphasize
that these are responsible for the production of the molt-inducing hormone, 20E.
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that the original series of hydroxylation reactions that occur in crustaceans to produce 20E
is also highly conserved in insects.[97, 98]

As mentioned, enzymes responsible for the final hydroxylations to produce 20E, are
members of a small group of cytochrome P450 enzymes (also known as CYPs or P450s).
Studies performed on insect (Drosophila and Bombyx) species have provided most of our understanding about ecdysteroidogenesis and its molecular pathway.[90, 97, 99–101] Recent
studies have sequenced various crustacean genomes and have identified orthologs to insect
ecdysis P450s present in crustacean DNA, therefore the crustacean molting pathway can
be appropriately modeled with insect sequences. The overall 20E biosynthesis begins with
cholesterol and, after several steps, yields 2-deoxyecdysone (2-dE), the E precursor.[91, 97,
101, 102] 2-dE is hydroxylated by the C2-hydroxylase, CYP315a1, releasing E which binds
to CYP314a1 for hydroxylation at C20 finally producing 20E.[103, 104] Past studies report
that the target for regulation by XA is either CYP315a1 or CYP314a1.[83, 86] Figure 2.2
highlights these final two hydroxylation steps, which are herein investigated.

The purpose of this current work is to predict how Ereb and XA inhibit 20E biosynthesis
and thus crustacean molting.[83–85]. From here on we refer collectively to Ereb and XA as
“small molecule inhibitors,” or SMIs, Figure 2.1 compares these SMIs. A variety of computa-
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Figure 2.1: Structures of the small molecule inhibitors (SMIs) investigated in this work: erebusinone
(Ereb) and xanthurenic acid (XA). XA is shown here in both its keto and enol forms.
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tional methods including homology modeling, molecular dynamics (MD) simulations, binding mode analysis, flexible docking studies, and molecular mechanics - generalized Born surface area (MM-GBSA) calculations, have been used to investigate SMI binding in CYP315a1
and CYP314a1. Additionally, we compared the observed interactions between the SMIs
and P450 binding sites to the interactions between the native substrates (2-dE, E, and 20E)
and P450 binding sites to predict how SMI binding may interrupt enzymatic activity.

2.1.3

Computational Details

P450 Homology Modeling: Query amino acid sequences of Drosophila melanogaster
P450s, CYP315a1 and CYP314a1, were obtained from the NIH GenBank (accession
numbers AAS65010.1 and AAL86019.1 respectively).[103, 105] The BLAST (basic local alignment search tool) algorithm[106] was used to perform a local structural sequence alignment search through the non-redundant PDB[107] for a template homolog, and CYP24a1 was identified (PDB code: 3K9V chain A, a rat P450 that hydroxylates vitamin D), with the highest sequence similarity for both CYP315a1 (BLASTbit score: 173.3) and CYP314a1 (BLAST-bit score: 166.0). Homology models of the
Drosophila molting proteins CYP315a1 and CYP314a1 were constructed using the Prime
3.1 comparative modeling module.[108] The iron protoporphyrin IX (heme) and 3-[(3cholamidopropyl)dimethylammonio]-1-propanesulfonate (CPS, the CYP24a1 substrate,

CYP315a1
2deoxyecdysone(
2dE)

CYP314a1
Ecdysone(
E)

20Hydr
oxyecdysone(
20E)

Figure 2.2: The final two hydroxylation steps in the production of 20E, which results in the initiation
of the molting cycle in arthropods.
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Figure SI1) from the 3K9V-A crystal structure were retained in the query binding site to
aid in homology model construction. For serial loop sampling, Prime uses a hierarchical
refinement protocol with a loop buildup algorithm (see Supporting Information for more
details).[109] Further, side-chain optimizations are performed on filtered loop candidates,
followed by full minimizations of the loops until convergence of the gradient is reached (<
0.001 kcal·mol-1 ·Å-1 ). Prime uses the OPLS-2005 all atom force field[37] in conjunction with
generalized Born implicit solvation (GBSA) to score the energies of loop candidates. After loop refinement, the homology models were further improved using Truncated Newton
Conjugate Gradient (TNCG) minimization[110] until the RMSD of heavy atoms reached a
maximum cut-off of 0.3 Å from their respective initial coordinate geometries. Ramachandran plots were generated using PROCHECK.[111] Finally, an online homology modeling
Web-server, I-TASSER, was used to generate models for structural comparison with our
models.[112–114] Homology models of CYP315a1 and CYP314a1 were then simulated as
described below.

Molecular Dynamics Simulations: Molecular dynamics (MD) simulations were
performed using the CHARMM biomolecular simulation program.[38, 115, 116]
CHARMMing[117]

and

pdbtools

(https://github.com/harmslab/pdbtools)

were

used to parse the homology models for correct atom types and residue numbers and to
prepare the structures for simulation. The proteins were treated with the CHARMM (C22)
force field, while substrate topology and parameters were evaluated using the CHARMM
generalized force field (CGenFF) via the Paramchem Web-interface.[39, 118, 119] The
protein structures were solvated with the addition of 46,656 modified TIP3P waters[120]
in a cubic box of size of 90 x 90 x 90 Å, and Periodic Boundary Conditions (PBCs)[121] were
applied with particle-mesh Ewald (PME)[122] to handle long-range electrostatic interactions (κ = 0.34, order of B-spline interpolation set to 6). Lennard-Jones interactions were
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treated with a heuristically updated atom-based cutoff scheme, where the non-bonding
pair list was generated to include all atoms within 12 Å, and the switching function was
evaluated for atoms between 8 and 12 Å away from the atom of interest. Non-bonding pair
lists for atom images were also generated with a 12 Å radius. After waters were initially
added, SHAKE was applied to restrain all heavy-atom to hydrogen bonds at parameter
defined distances, and a loose/short (50 step) Steepest Descent (SD) minimization protocol
was used to minimize bad contacts.

The solvated protein systems were then neutralized with KCl salt at a concentration of
0.15 M. Another short minimization procedure was conducted after neutralizing, to again
reduce bad contacts: 10 steps of SD followed by 25 steps of Adopted Basis Newton Raphson minimization (both with default settings). The P450 model systems were then progressively heated, using Domain Decomposition (DOMDEC) compatible CHARMM,[116]
from 110.15 K to 310.15 K over 100 ps (time step of 1 fs). Once the systems were successfully heated, they were allowed to equilibrate for 2 ns under isothermial-isobaric conditions
(NpT ensemble), the Hoover thermostat[123] was used to maintain temperature fluctuations around 310.15 K.

Two types of post-equilibration simulations were conducted for each P450 system. The
first type was a 20 ns simulation of each system, with no substrate present in the P450
binding site (we refer to these simulations as “apoenzyme” or “apo” simulations), these were
conducted to ensure each model was globally stable over longer time-scales. “Stability” was
quantified by monitoring the root mean square deviation (RMSD) and radius of gyration (Rg )
over the course of the simulation. Root mean square fluctuations (RMSFs) were also calculated for all residues in each P450 across each 20 ns trajectory (see Supporting Information)
to identify which regions were the most rigid/flexible.
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Apart from illustrating thermodynamic stability, MD simulations can also be used to refine homology models and generate good starting structures for flexible docking studies.
Previous work by Weihua Li et al. has shown that refining homology models via MD simulation can be a necessary step in accurately predicting ligand binding modes in P450 proteins
(e.g., CYP2J2)[124]. From our own past experience with flexible docking studies,[125–129]
we have also seen that it is advisable to utilize protein structures with receptor conformations that are predisposed to ligand binding (i.e.,“productive” conformations). Past research has shown that apo P450 binding sites in particular can be very malleable,[130, 131]
therefore “holo-like” structures were desirable, i.e., protein structures similar to those with
a bound ligand, to ensure we had productive receptor conformations for docking. Thus,
we also set up structures of CYP315a1 and CYP314a1 homology models with CPS (the
template protein’s, CYP24a1, ligand) retained in the active sites. These complexes were
then prepared for MD simulation in CHARMM (ParamChem used to generate CPS parameters) according to the steps of solvation, neutralization, heating, and equilibration described
above. Then, we conducted 2 ns post-equilibration simulations (referred to as a “holoenzyme” or “holo” simulations, due to the inclusion of CPS) to refine the homology models
for docking studies. We chose shorter simulations for refinement than stability testing because, although we needed to maintain productive active site conformations, CPS is not the
native ligand of either CYP315a1 or CYP314a1 so we did not want to induce non-native
conformations by running long simulations. The resulting final snapshots from these 2 ns
holo simulations were used to generate grids for flexible docking studies.

DOMDEC compatible CHARMM was used for all simulations, apo and holo, (except the
20 ns apoenzyme post-equilibration simulation of CYP314a1 which was conducted using
the GPU based OpenMM as interfaced with CHARMM).[116, 132] The integration time
steps were 2 fs and a snapshot was saved every 1000 steps.
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Induced Fit Docking: An induced fit docking (flexible ligand-flexible receptor docking,
IFD) protocol was employed, with Schrödinger Software,[133, 134] to predict initial binding modes of the SMIs (Ereb and XA) and the native substrates/products (E, 2-dE, and 20E)
within CYP315a1 and CYP314a1 active sites. The following procedures were carried out
as part of our IFD protocol; unless otherwise noted, these procedures represent default
conditions in Schrödinger. First, all receptor active site residues within 9 Å around the
CPS ligand were mutated to alanine, opening the binding site pocket. The choice of a 9 Å
mutated region is not a default condition, but our group has seen that specifying a larger
region here allows for more accurate binding mode predictions, especially when docking
larger ligands.[125, 126] To initiate docking, Glide (Grid-base ligand docking with energetics) receptor grids were generated with CPS identified as the centroid of the protein active
site.[135, 136] Schrödinger’s LigPrep 2.3 module was used to pre-process substrate structures at pH 8 (not default)33 to generate relevant protonation states, tautomers, and energy minimized molecular structures.[138] GlideSP (Glide Standard Precision) docking was
done for all ligands with 0.5 ligand and 0.7 receptor van der Waals scaling.[135, 136] Onehundred partially optimized poses per ligand were requested within the receptor to generate a collection of ligand+P450 complexes. Next, the mutated alanine residues were backmutated to their respective original residue types in random orientations followed by side
chain refinement.[133, 134] Subsequently, the van der Waals radii were scaled back to 1.0
for the ligand+P450 complex, followed by Truncated Newton Conjugate Gradient (TNCG)
minimization,[110] using the OPLS-2005[37] All Atom force field with GBSA to produce an
ensemble of induced fit structures. All complexes within 50 kcal·mol-1 of the lowest energy
structure were retained for the final step, discarding other high energy structures. Finally,
GlideXP (Glide Extra Precision) re-docking was performed with full van der Waals scaling to
predict the relative binding energies represented by Glide scores (GScores).[135, 136, 139]
33

The choice of pH 8 for ligand preparation is not a default condition. Mangum and Shick[137] have previously reported the body fluid pH of marine decapods to be slightly basic pH (between 7.439 - 7.835 pH units),
and noted that the pH levels should rise in seasons other than midsummer. Thus, we presumed that pH 8 was
appropriate in preparing ligand protonation states.
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Binding Mode Analysis: To test the stabilities of SMI binding modes that were predicted
by IFD, the resulting poses were used as starting coordinates for 4 ns MD simulations (time
step of 2 fs and snapshots were saved every 1000 steps, or every 2 ps). We conducted only
4 ns of SMI+P450 complex simulation because we were mostly concerned with allowing the
SMI to find stable binding modes. These simulations were set-up and carried out with identical options (PBC/PME, LJ switching options and non-bonding list generation) as described
in the “Molecular Dynamics” section above. Root mean square fluctuations (RMSFs) were
calculated for each SMI in each binding site, over the final 3 ns of simulation, to illustrate the
relative stability of the interactions formed upon binding. These time correlated properties
were used to support hypotheses concerning which binding site may be preferred by which
SMI.

MM-GBSA: The Schrödinger Suite’s Prime 3.1 module[108] was used to conduct molecular mechanics-generalized Born surface area continuum solvation (MM-GBSA) calculations
to estimate the binding free energy of each SMI+P450 complex. A binding free energy can
be estimated according to ∆Gbind = Gcomplex − (Gprotein,f ree + Gligand,f ree ). MM-GBSA is
used to calculate the individual terms GX (subscript X denotes protein/ligand/complex)
as: GX = Gvac,X + ∆Gsolv,X = Gvac,X + ∆GvdW,X + ∆Gelec,X . In Prime, VSGB 2.0[140] is
used to model solvation effects implicitly in calculation of the ∆GvdW,X and ∆Gelec,X components. Although MM-GBSA results are typically only accurate with regard to relative
binding free energies, VSGB 2.0’s use in predicting binding free energies has recently been
reported to be approaching the accuracy of absolute binding free energies.[141] This accuracy has been attributed, in part, to VSGB 2.0’s novel energy function which incorporates
bonded and nonbonded parameters from the OPLS-AA (Optimized Parameters for Liquid
Simulation - all atom) force field.[142] VSGB 2.0 represents an improvement upon earlier
Prime implicit solvation models (SGB,[143] SGB-NP[144], and VSGB 1.0[145]) by includ66

ing additional terms to enhance prediction of inter- and intra-molecular hydrogen-bonding
geometries as well as π-π stacking geometries and energetics.[140] Additionally, VSGB 2.0
has shown improved performance in handling solvation effects of long loop regions.[140]

We used Prime MM-GBSA calculations in two ways: (1) to estimate the binding free
energy of the top pose so that we could compare relative binding free energies between
SMI+P450 complexes, and (2) to estimate the binding free energy across the 4 ns SMI+P450
complex trajectories, so that we could observe how conformations affected binding affinity
and compare binding energy averages to the estimated binding affinity of the top pose (we
should see at least qualitative consistency between the two). Because Prime treats solvent
effects implicitly with VSGB 2.0, all TIP3P water molecules were deleted from MD simulation frames prior to MM-GBSA calculations. MM-GBSA energies were then calculated for
every 4th saved frame from the 4 ns trajectory. The MM-GBSA energy of the “top pose”
was then found by searching the time correlated series for the corresponding frame. Binding free energies were averaged over the final 3 ns of each trajectory (allowing for 1 ns of
equilibration).

Top Pose Selection Protocol: In order to qualitatively and quantitatively describe the
most likely binding modes of the SMIs in each binding site, we devised a protocol to select
one pose from the 4 ns MD trajectory, that most likely represents the true binding mode, we
will refer to these selected poses as the “top poses” for expedience. We will first briefly outline the selection protocol, and then describe the procedure with complete detail for the interested reader (see the next paragraph): 1) each 4 ns SMI+P450 simulation was clustered
according to an RMSD cut-off using the CORREL module in CHARMM, 2) the representative structure of each cluster (from each simulation) was identified as the frame with the
lowest interaction energy between the SMI and P450 binding site, and finally 3) MM-GBSA
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calculations were used to identify the representative structure with the lowest predicted
binding free energy. This workflow is also described pictorially in the Supporting Information (Figure SI4).

The complete description of the top pose selection protocol is as follows: the CORREL
module in CHARMM was used to perform pairwise RMSD matrix calculations between every 4th frame of each 4 ns SMI+P450 trajectory. RMSD calculations were done by comparing the frame-to-frame positions on a subset of heavy atoms: specific active site residues,
the SMIs, and the heme. Residues His78, Trp84, Phe98, Phe99, Phe232, Asp285, Ala289,
Asp292, Thr293, Val340, Ala341, Phe343, Cys414 and Val452 were included in RMSD calculations for CYP315a1. Residues Leu78, Tyr84, Val98, Met99, Pro232, Leu285, Asp289,
Asp292, Lys293, Asn340, Ile341, Gln343, Arg414 and Glu452 were included for RMSD calculations in CYP314a1. Next, using a RMSD matrix with a radius cutoff value of 0.15 Å,
unique clusters were generated for each trajectory. The structure from each cluster with
the lowest interaction energy (calculated in CHARMM between the SMI and the protein)
was chosen as the representative structure for that cluster. The representative structures
from the five most populated clusters were selected to conduct binding energy calculations
with MM-GBSA using Schrödinger’s Prime module. For MM-GSBA calculations, all explicit
water molecules and ions were deleted as Prime treats solvent implicitly (VSGB 2.0), and
the complex was scored “in place” (minimizing non-polar hydrogens) using Glide. The representative structure with the lowest MM-GBSA binding energy was chosen as the most likely
binding mode for each SMI+P450 complex. To ensure that the “top pose” for each complex
did indeed represent the average across the final 3 ns of simulation: we qualitatively compared the top-pose binding energy to the average binding energy obtained in the “Binding
Mode Analysis” section. We supplemented MM-GBSA results with “per-residue interaction energy analyses” for each top pose to quantitatively describe particular interactions
that contribute to the binding energy. Per-residue interaction energies were calculated in
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CHARMM between the SMI and all protein residues within 10 Å. Explicit water molecules
were included in these calculations to capture potential water mediated interactions.

2.1.4

Results and Discussion

Homology model construction: Initial sequence alignments using Clustal Omega,[146,
147] with template sequence CYP24a1 (see Methods), retained 23% identities for both
CYP315a1 and CYP314a1. Low percentage sequence identities (i.e., falling below 20%)
is a common yet major challenge in the P450 family, even among similar members of
the family.[148] However, signature P450 motifs which include highly conserved familial
residues assure that characteristic P450 tertiary structural folds remain conserved.[99] To
account for low percentage identity between target and template sequences, the Prime
STA (single template alignment) module, which optimizes placement of α-helices and βsheets, was used. Then, conserved residues were anchored to retain “signature sites”, which
are known substrate receptor sites,[148] and the heme-binding region. Information regarding signature sites was obtained from the earlier sequencing of the closely related
P450, CYP306a1, in Kuruma Prawn crustaceans.[90] The sequences were further physically aligned to remove gaps between α-helices and β-sheets which resulted in slightly increased sequence identities: 26% for CYP315a1 and 27% for CYP314a1. The homology
models were then built by transferring the backbone and conserved side chain atoms from
template CYP24a1 to query P450 sequences, followed by protein loop refinement.[109]
The template ligand (CPS) and heme co-factor were retained as part of the build process.
Flexible loops were refined independently using Prime serial loop sampling (Supporting Information).
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Figure 2.3: Overview of tertiary structures revealing the “CYP fold” for CYP315a1 and CYP314a1.
The α-helix and the β-sheet labeling is consistent with the CYPED definitions of P450 general
structure.[149] Tertiary structural validation of 3D-homology models (purple) with respect to ITASSER 3D-models (green) and CYP24a1 template structure (yellow). a) CYP315a1 homology
model vs. CYP315a1 I-TASSER model, b) CYP315a1 homology model vs. CYP24a1 template structure, c) CYP314a1 homology model vs. CYP314a1 I-TASSER model, and d) CYP314a1 homology
model vs. CYP24a1 template structure.

CYP Protein Structures: Final homology models (whose backbone dihedral distributions
were verified via Ramachandran plots, Figure SI2, Table SI1) exhibit the conserved tertiary
structural elements defined as the “CYP fold”, which consists of α-helices A - L and β-sheets
1 - 5 (Figure 2.3). Moreover, both models have a heme-binding site comprised of four αhelices (E, I, L, and K) and two α-helices near the heme binding pocket (D and J), which is
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characteristic of P450 heme sites.[149] Final models were also validated via comparison
to models generated by the I-TASSER Web-interface[112–114] for protein structure prediction (Figure 2.3). The homology models of CYP315a1 and CYP314a1 aligned very well
with the highest ranked I-TASSER generated models (ranking determined by I-TASSER), and
there was strong agreement between our models and the I-TASSER models with respect
to the elements of the CYP fold. CYP315a1 and CYP314a1 both have several residues to
stabilize the heme prosthetic group via hydrogen bonding/electrostatic interactions: three
arginines, one tryptophan, and one heme-coordinated cysteine. Although both P450s have
the same tertiary folds, they still exhibit sequence and structural variability in the heme
binding site. This variability is likely correlated to the differences in P450 chemical activity and substrate specificity.[149] Hence, the models of CYP315a1 and CYP314a1 were
superimposed to probe active site structural similarities and differences (Figure 2.4). Additionally, a list of residues included within the actives sites is provided in the supporting
information (Table SI2). An aromatic cluster comprised of Phe98, Phe99, Trp84, Phe232,
His78, and the heme was identified in the binding site of CYP315a1, while CYP314a1 was
found to be largely devoid of similar aromatic character.

In many cases, aromatic residues have been shown to assist in structural stability, substrate recognition, secure ligand binding, protein folding, and protein-protein
interactions.[150–161] To illustrate this point, Lanzarotti et al. found that nearly half of
proteins listed in the PDB contain trimeric aromatic clusters, and a third of proteins contain
tetrameric and higher orders clusters, all of which contribute to tertiary structure definition and stability.[162] Furthermore, they defined an effective energy function based on
distance probability (Boltzmann inversion method) and calculated interaction energies between pairs of aromatic residues, followed by total stabilization interaction energy calculations at the quantum mechanical MP2/6-31++G∗∗ level of theory. They concluded that 4-11
kcal·mol-1 of stabilization energy can be attributed to trimeric, tetrameric, and pentameric
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Figure 2.4: In order to probe the differences in aromatic character between the CYP315a1 and
CYP314a1 active sites, we structurally superimposed our P450 enzyme models and CYP102a1, a)
CYP315a1 vs. CYP102a1 b) CYP315a1 vs. CYP314a1 and c) CYP314a1 vs. CYP102a1. The carbons
of CYP315a1, CYP314a1, and CYP102a1 are green, purple, and yellow respectively. The rest of the
atoms have standard color notation: oxygen in red, nitrogen in blue, sulfur in yellow, and hydrogen
in white. Some residues supporting the heme in the active site, including arginine and tryptophan
residues as mentioned in the text above, were omitted from this image for clarity though they are
present in the models.

aromatic clusters. Although aromatic interactions are often grouped together, several distinct types are observed, each with their own characteristic stabilities: sandwiched, parallel
displaced, T-shaped, edge-to-face; cation-π interactions also represent stabilizing interactions found in proteins (Figure 2.5).[163–170]

Commonly seen ring-ring centroid distances between aromatic residues in such clusters are between 5-8 Å.[162] Furthermore, they concluded that aromatic substrates should
preferentially bind in protein active sites with significant aromatic character.[162] We have
calculated aromatic ring centroid distances between all small molecules and aromatic protein residues to check if they fall within the mentioned 5-8 Å range, and as Table 2.1 illustrates they do.
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Figure 2.5: Illustration of stabilizing aromatic (π-π, cation-π) interactions with their corresponding
estimated stabilization energies.[163–165, 167–170] It should be noted that all of the π-π interaction energies shown here were calculated in the gas phase, while the cation-π term was calculated in
solution[163]: a) Sandwiched (1.8 kcal·mol−1 ),[167] b) edge-to-face (1.6 kcal·mol−1 ),[164] c) parallel
displaced (2.8 kcal·mol−1 ),[167] and d) T-shaped π-π interactions (2.8 kcal·mol−1 ),[167] as well as e)
cation-π interactions (2.8 kcal·mol−1 ).[163]
Table 2.1: Summary of average ring-ring distances measured between each pair of interacting aromatic species in the final 3ns of the 4ns simulations of Ereb and XA within the CYP315a1 active
site. The two leftmost columns list the particular pair of interacting species, including members of
the aromatic cluster and the SMIs (SMI = Ereb, XA). Columns 3 and 4 give the distances (in Å) between ring centroids for each aromatic pair. Column 3 gives those values as seen in the Ereb pose
in CYP315a1 and column 4 for XA in CYP315a1. “SMI” should be substituted for either Ereb or XA,
when reviewing data for columns 3 and 4 respectively.

Ereb

XA

Heme

SMI

5.28

5.52

SMI

Phe98

5.66

6.82

SMI

His78

7.91

10.16

Phe98

Phe99

6.46

6.41

Phe99

Trp84

6.36

6.42

Trp84

Phe232

5.42

5.41

One experimental mutation study, in particular, has demonstrated the importance
of aromatic residues as substrate selectors in the CYP102a1, a P450, active site.[171]
CYP102a1 contains a BC-loop phenylalanine (Phe87).

When Phe87 is mutated to

other non-polar residues, CYP102a1 has modified substrate specificity and regioselectivity.[171] Thus, it was concluded that Phe87 was functionally critical to CYP102a1
activity. Subsequent studies have compared CYP102a1 to 8,164 other P450s (within the
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CYPED) and found that 73% of residues that align with Phe87 are non-polar.[149] Of these
non-polar residues, phenylalanine and leucine were found to be the most conserved (at 22%
each). Additionally, an article by Oostenbrink & coworkers investigated many possible cooperative binding patterns of two molecules of Aflatoxin B1 (an aromatic compound) in the
active site of CYP3A4.[130] They observed that π-π stacking interactions between the two
molecules of AFB1 and the heme group, or between the two molecules and Phe304, were
maintained throughout the course of MD simulations, and in some cases were present in
almost the entirety of the trajectory.[130] They also found that aromatic interactions between ligands and the heme in CYP3A4 resulted in proper orientation of AFB1 for monooxygenation, which is the known function of CYP3A4 (≤ 6 Å from heme Fe).[130] Thus, we
know aromatic interactions can play a major role in P450 substrate recognition and reactivity.

To examine the role of aromatic residues in CYP315a1’s active site, we used the pairwise local structural alignment tool ProBiS (Figure SI3).[172–174] In order to determine the
differences in aromaticity between CYP315a1 and CYP314a1 active sites, we have superimposed their binding sites as well as with CYP102a1. We found that CYP315a1’s Phe98
occupies the same structural position (relative to the heme and the overall CYP fold) as
CYP102a1’s Phe87 (Figure 2.4a) and thus may serve a similar biochemical function. Similar
to CYP102a1’s Phe87, CYP315a1’s Phe98 may play a role in the recognition and stabilization of the substrates and uncharged aromatic inhibitors over the heme active center. For
example, when Phe98 forms a π stacking interaction with a substrate, it also interacts with
Phe99 via aromatic interactions. Therefore, the binding of a ligand with an aromatic moiety
(e.g., our SMIs) to the CYP315a1 active site, has the potential to add a “layer” to the established aromatic cluster (Phe98, Phe99, Trp84, Phe232, His78, and heme), and thus provide additional stability for said ligand upon binding. Comparing CYP102a1 and CYP314a1
shows that Val114 occupies the Phe87 position (Figure 2.4c). Out of the P450s examined
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in the CYPED, 12% had a Val at this structural position, indicating Val114 is semi-conserved
amongst P450s.[149]

MD simulations: To monitor system stability, as described in the Methods section, a 20
ns apoenzyme simulation was conducted for each homology model. Rg and RMSD values
(Figure SI8 and SI9) converged during the 20 ns simulations indicating that both systems
were stable and well equilibrated. To quantify dynamics on a per-residue basis, RMSFs of
all heavy atoms were calculated over the course of the simulations. The RMSF plots for
CYP315a1 and CYP314a1 (Figure SI10) show that residues from both active sites are relatively rigid throughout the simulation (i.e., RMSF < 2 Å). Following MD simulations, Ramachandran plots were again compiled. We observed an increase in population of residues
within the most favored regions for φ-ψ distribution: from 87% to 90% for CYP315a1 and
84% to 89% for CYP314a1 after MD Simulation (Figure SI11, Table SI3).

Native substrate/product binding, orientation, and stability: Binding sites for docking
simulations were again taken from the final structures of 2 ns holoenzyme simulations. To
illustrate that our constructed homology models retained their known function, the native
substrates/products were docked in their respective active sites using the IFD protocol. All
resulting poses were then ranked according to the Glide Score (an estimate of the binding
energy). The lowest energy poses were visually inspected for “chemically intuitive” geometries. As expected, when using a simulated protein-ligand complex (i.e., a simulated holoenzyme complex rather than an apoenzyme) for flexible docking studies (see Methods), intuitive binding geometries of the native substrates/products were obtained. Visual inspection
of IFD poses was supplemented with per-residue interaction energy analyses in CHARMM
to provide insight on active site residues’ stabilizing/destabilizing contributions towards
substrate binding (Table SI6 and SI7).
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The reactant (2-dE) and product (E) retained the same overall conformation in
CYP315a1 (Figure 2.6a, Table SI6), with Phe98 stabilizing the conjugated ketone moieties
of 2-dE and E via π stacking (2-dE: -4.05 kcal·mol-1 , E: -7.01 kcal·mol-1 ). Furthermore, three
residues (Asp285, Asp292, Met451) stabilize the reactant/product in CYP315a1 active site
via water mediated hydrogen bonds to the 14-hydroxy and 22-hydroxy groups of both 2-dE
and E (2-dE to Asp285: -15.94 kcal·mol-1 , 2-dE to Asp292 is not stabilizing, 2-dE to Met451:
-5.12 kcal·mol-1 , E to Asp285: -10.05 kcal·mol-1 , E to Asp292 -9.74 kcal·mol-1 , E to Met451:
-4.49 kcal·mol-1 ). Aspartate residues, along with π-π support from Phe98, appear to be important for holding 2-dE in a favorable orientation for hydroxylation at the C2 position and
the calculated distance between the C2 carbon and heme iron (2-dE: 4.42 Å; E: 4.71 Å) reflects this known behavior. The native substrates also interact favorably via van der Waals
interactions to the heme (2-dE: -11.58 kcal·mol-1 , E: -11.00 kcal·mol-1 ).

In the case of CYP314a1, the flexible docking protocol using holoenzyme models again
was able to predict substrate/product binding modes that clearly reflect hydroxylation at
the C20 position of E (Figure 2.6b, Table SI7). The C20 atom of both substrate and product is oriented above the heme iron and at a proper distance for hydroxylation (E: 5.27
Å; 20E: 5.25 Å). For both E and 20E in CYP314a1, the central gonane structure is stabilized by van der Waals interactions from Leu480 (E: -3.72 kcal·mol-1 , 20E: -4.15 kcal·mol-1 ),
van der Waals as well as electrostatic stabilization from Ala302 (E: -5.56 kcal·mol-1 , 20E:
-9.06 kcal·mol-1 ) and Ala303 (E: -2.97 kcal·mol-1 , 20E: -9.01 kcal·mol-1 ), and electrostatic
stabilization from Glu306 (E: -5.99 kcal·mol-1 , 20E: -9.00 kcal·mol-1 ). Waters in the active
site mediate hydrogen bonding between E and Cys368 (-5.34 kcal·mol-1 ) and Ala209 (-2.64
kcal·mol-1 ). Similarly, waters mediate hydrogen bonding between 20E and Pro92 (-4.79
kcal·mol-1 ), Gln213 (-5.71 kcal·mol-1 ), and Thr365 (-6.90 kcal·mol-1 ). Whereas 2-dE and E
are stabilized by Phe98 through π-π interactions, a similar aromatic substrate recognizing
residue is not present in the CYP314a1 active site.
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Figure 2.6: Orientations of native substrate/product in both models a)CYP315a1 and b)CYP314a1.
Substrate/product carbons for 2-dE in yellow, E in green, and 20E in pale yellow.

Ecdysteroidogenesis regulation/inhibition: Naya et al. have proposed that XA modulates
20E release by regulating CYP315a1 or CYP314a1, whereas Baker and co-workers have
posited that CYP314a1 may be the target.[82, 84] As discussed, Ereb (isolated from Antarctic sea sponge) is also capable of inhibiting the ecdysteroidogenic pathway[82, 85, 86]. We
have identified the likely protein target for each of the SMI using our computational approach.

IFD provided initial poses for Ereb and XA in CYP315a1 and CYP314a1. To gain additional insight about SMI+P450 interactions, we conducted 4 ns MD simulations from resultant IFD structures. We observed, based on ring-ring distances Figure SI16, that within the
first 1 ns of simulation in CYP315a1, Ereb adjusted its positioning relative to Phe98 and the
heme, thereby optimizing its distance from both active-site aromatic features (time correlated distance plots given in SI, Figure SI16). For this reason, analysis for each SMI+P450
simulation was done over the final 3 ns of the 4 ns simulations. We computed heavy-atom
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SMI RMSFs and average MM-GBSA energies over the final 3 ns, and isolated top poses according to the clustering scheme described in the Methods. Table 2.2 summarizes the RMSF
and MM-GBSA results, additionally the top poses are described in detail in the following subsections. The ∆Gbind (avg) for Ereb in CYP315a1 is -47.54 kcal·mol-1 versus -36.43
kcal·mol-1 in CYP314a1. This is a difference in binding free energy of over 10 kcal·mol-1 ,
suggesting Ereb would preferentially bind to CYP315a1. In the case of XA, both binding
free energies are very similar: -22.83 kcal·mol-1 in CYP315a1 and -24.45 kcal·mol-1 , suggesting perhaps no preferential target.
Table 2.2: ∆Gbind (avg) in kcal·mol-1 and RMSFs in Å of SMIs in each SMI+P450 complex. The values
reported are averages that have been calculated from the last 3 ns of the 4 ns SMI+P450 simulations.

Ereb

XA

∆Gbind (avg)

RMSF

∆Gbind (avg)

RMSF

CYP315a1

-47.53

1.86

-22.83

1.63

CYP314a1

-36.43

1.65

-24.45

1.58

It is interesting to speculate about how XA and Ereb’s different binding free energies
in either active site reflects their different roles in the crustacean. Ereb is a proposed inhibitor of ecdysis, while XA is a regulator. Thus, it might be expected that Ereb binds with
higher binding affinity to ecdysis proteins than XA because it should ideally cause nearlyirreversible inhibition. However, XA as a regulator should bind to these active sites without
permanently disrupting their function. The predicted binding free energies in Table 2.2 support these similar yet distinct roles.

In the next two subsections we will describe the top poses for each SMI+P450 complex. Additionally, we will provide a quantified means for rationalizing these poses, using
“per-residue interaction energies”. Past articles, by Florián & coworkers[175] and Bren
& coworkers,[176] have carefully demonstrated that a free energy, such as a binding free
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energy, can often be decomposed into distinct contributing terms (e.g., group-to-group
electrostatic or van der Waals terms). They also illustrate that, through free energy decomposition, one can more clearly elucidate dominant interactions when examining solute/environment affinities.[175] Therefore, in addition to visual inspection of all poses, we
have also calculated (in CHARMM) electrostatic and van der Waals interaction energies
between the docked SMI and each residue within 10Å, we refer to these results as “perresidue interaction energies”, Tables 2.3 and 2.4.

Figure 2.7: The top scoring SMI poses in the CYP315a1 active site: a) Ereb, b) XA.

Ereb: The following describes the top pose of Ereb in CYP315a1 (Figure 2.7a) with the
aromatic ring-ring distances and interaction energies given (Table 2.3a) for this particular
pose. Table 2.1 lists the average aromatic ring-ring distances taken over the final 3 ns of the
4 ns SMI+P450 simulation. Ereb’s aromatic moiety forms a parallel displaced interaction
to the heme plane below (ring centroid distances to heme 5.57 Å). The orientation of the
aromatic moiety over the heme also allows for the pyrrole nitrogens to electrostatically in79

Table 2.3: List of per residue interaction energies between CYP315a1 residues and SMIs (SMIs =
Ereb, XA). Interaction energies were calculated in CHARMM for the top poses. ETot represents the
total interaction energy, while EvdW and Eelec represent the van der Waals and electrostatic components. All energies are listed in kcal·mol-1 . A “–” denotes pairs in which no appreciable interaction
energy was calculated.

Ereb

XA

ETot

EvdW

Eelec

ETot

EvdW

Eelec

Heme

-25.58

-17.09

-8.49

8.27

-15.66

23.94

Gly96

-1.59

-0.14

-1.45

–

–

–

Leu97

-2.17

-0.95

-1.23

–

–

–

Phe98

-3.35

-2.77

-0.59

-2.50

-1.53

-0.97

His78

-0.18

-0.08

-0.10

-0.07

-0.02

-0.05

Ile282

-1.18

-1.15

-0.03

–

–

–

Asp285

1.83

-2.58

4.41

-1.60

-0.80

-0.80

Leu286

-1.19

-1.63

0.44

–

–

–

Ala290

-1.64

-1.59

-0.05

–

–

–

Thr293

-3.22

-0.49

-2.73

-10.98

-1.04

-9.95

Ala341

–

–

–

-3.27

-0.33

-2.94

Phe343

–

–

–

2.47

-0.02

2.49

Arg346

–

–

–

-5.21

-0.03

-5.18

Cys414

-1.14

-0.57

-0.57

–

–

–

Met451

–

–

–

3.24

-0.04

3.27

Val452

–

–

–

-1.78

-0.08

-1.70

teract with Ereb’s amine substituent, resulting in -25.58 kcal·mol-1 of stabilization from the
heme. Interaction energy analysis also reveals a water mediated hydrogen bond between
Ereb’s hydroxyl and Thr293’s side chain (-10.79 kcal·mol-1 ). The tail carbonyl of Ereb forms
another water mediated hydrogen bond to Asp285 (-4.44 kcal·mol-1 ). Finally, Ereb participates in an edge-to-face aromatic interaction with Phe98 (5.06 Å, -3.35 kcal·mol-1 ) as well
as an edge-to-face aromatic interaction with His78 (7.91 Å, -0.18 kcal·mol-1 ). Ereb’s interac80

Table 2.4: List of per residue interaction energies between CYP314a1 residues and SMIs (SMIs =
Ereb, XA). Interaction energies were calculated in CHARMM for the top poses. ETot represents the
total interaction energy, while EvdW and Eelec represent the van der Waals and electrostatic components. All energies are listed in kcal·mol-1 . A “–” denotes pairs in which no appreciable interaction
energy was calculated.

Ereb

XA

ETot

EvdW

Eelec

ETot

EvdW

Eelec

Heme

-21.99

-11.98

-10.02

-6.12

-10.85

4.74

Arg91

6.76

-1.59

8.34

-10.14

-1.81

-8.33

Pro92

-1.84

-0.07

-1.76

–

–

–

Val114

-0.09

-0.28

0.18

–

–

–

Asp220

-1.99

-0.12

-1.87

–

–

–

Ser221

-1.02

-0.04

-0.98

–

–

–

Phe300

-1.27

-0.06

-1.21

–

–

–

Thr307

-7.33

-1.44

-5.89

–

–

–

Thr365

-1.45

-0.69

-0.77

1.05

-0.44

1.49

Ala366

-6.92

-2.20

-4.72

-18.24

-18.24

-18.24

Phe367

-4.73

0.01

-4.75

-19.57

-1.33

-18.24

Cys368

-5.44

-1.78

-3.66

-6.20

-1.36

-4.84

Leu369

–

–

–

1.02

-0.29

1.31

Arg371

2.40

-0.06

2.46

-2.21

-0.02

-2.19

Cys392

–

–

–

2.24

-0.01

2.26

Gln393

–

–

–

-2.65

-0.02

-2.64

Asn394

–

–

–

-3.24

-0.04

-3.20

Cys443

–

–

–

-2.72

-0.31

-2.41

Phe478

–

–

–

-1.65

-0.11

-1.53

Leu480

–

–

–

4.12

-0.08

4.20

Ala481

–

–

–

-2.88

-0.18

-2.70

81

a)

b)

Asp220

Leu480

Pr
o92

Phe367

Cys368

Ar
g91

Cys368

Thr
307

Thr
307
Phe367

HEME
Cys443

Cys443

HEME

Figure 2.8: The top scoring SMI poses in the CYP314a1 active site: a) Ereb, b) XA.

tions with Phe98 and His78 represents not only a stabilizing interaction from two residues,
but also an additional layer to the already established aromatic network: Phe98 is itself
stabilized by pseudo edge-to-face aromatic interactions with Phe99 (6.47 Å), Phe99 forms
a pseudo T-shaped interaction to Trp84 (6.63 Å), and Trp84 establishes a pseudo edge-toface interaction with Phe232 (5.04 Å) forming an aromatic cluster of hexameric order upon
binding of Ereb (Table 2.1, Figure 2.7).

The top pose of Ereb in CYP314a1 (Figure 2.8a, Table 2.4a) is defined largely by hydrogen bonding interactions along with a single parallel displaced aromatic interaction with the
heme. Ereb’s aromatic ring is oriented such that its hydroxyl and amine substituents can
interact electrostatically with the heme pyrrole nitrogens below, similar to the binding of
Ereb in CYP315a1. This aromatic interaction coupled with electrostatics results in -21.99
kcal·mol-1 of stabilization energy from the heme. Furthermore, Ereb’s hydroxyl aromatic
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substituent donates a hydrogen bond to Thr307’s side chain (-7.33 kcal·mol-1 ). The tail carbonyl of Ereb also accepts dual hydrogen bonds from backbone -NH groups of Phe367 (4.73 kcal·mol-1 ) and Cys368 (-5.44 kcal·mol-1 ). Finally, the tail amine moiety forms a hydrogen bond network with two sequential bridging waters to the backbone carbonyl of Asp220
(-7.71 kcal·mol-1 ).

In summary, comparing average binding free energies (Table 2.2) for the two Ereb complexes, we predict that Ereb will preferentially target CYP315a1. Careful consideration
of the interaction energies provides further explanation: Ereb interacts with the aromatic
cluster present in CYP315a1 and additionally accesses hydrogen bonds, thus being dually
stabilized in the CYP315a1 binding site. In CYP314a1, Ereb is stabilized by interactions
with the heme below and hydrogen bonds, but there is no large aromatic cluster to provide
further stabilization.

XA: Similar average binding free energies for XA bound in CYP315a1 and CYP314a1 indicate that XA may bind both active sites (Table 2.2). The following describes the top pose
of XA in CYP315a1 (Figure 2.7b, Table 2.3b) again with instantaneous aromatic ring-ring
distances listed for the top pose (Figure SI16), however average ring-ring distance can be
found in Table 2.1. XA interacts with heme in a parallel displaced fashion (3.49 Å) while
XA’s carboxylate group interacts with one of the heme’s propionate groups via two bridging water molecules, resulting in an overall stabilizing contribution from heme of -17.92
kcal·mol-1 . XA’s carboxylate also interacts with Pro406 via two successive hydrogen bonds
from bridging water molecules, for a total interaction energy of -18.14 kcal·mol-1 . XA’s
ketone moiety is oriented to accept a hydrogen bond from Thr293’s hydroxyl side chain
(-10.98 kcal·mol-1 ). Electrostatic interactions are seen between XA’s carboxylate tail and
Arg346 (-5.21 kcal·mol-1 ). Though XA is oriented in a T-shaped fashion with respect to
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Phe98, the interaction energy from this residue is not as stabilizing as the Ereb - Phe98
interaction (-2.50 kcal·mol-1 vs. -3.35 kcal·mol-1 for Ereb, 5.97 Å XA to Phe98 distance)
likely as a result of XA’s hydroxyl and amine moieties that are between the aromatic rings
of Phe98 and XA. XA is oriented with an edge-to-face interaction to His78, (10.91 Å, -0.07
kcal·mol-1 ). The aromatic network was again identifiable in the CYP315a1 and XA complex: Phe98 edge to face to Phe99 (5.60 Å), Phe99 parallel displaced to Trp84 (6.16Å), and
Phe232 edge to face to Trp84 (5.30 Å) (Table 2.1).

The top pose for XA in CYP314a1 (Figure 2.8b, Table2.4b), reveals binding in this active
site is primarily driven by hydrogen bonding and electrostatic interactions. XA’s carboxylate forms hydrogen bonds with the backbone amine groups of Phe367 (-19.96 kcal·mol-1 )
and Cys368 (-6.20 kcal·mol-1 ). The same XA carboxylate also participates in consecutive
water mediated hydrogen bonds with the backbone carbonyl of Leu480 (-7.43 kcal·mol-1 ).
Further, XA’s ring hydroxyl substituent, participates in a water mediated hydrogen bond
(through two water molecules) to Pro92’s backbone carbonyl (-8.42 kcal·mol-1 ). Finally, the
parallel displaced interaction between XA and the heme accounts for -6.12 kcal·mol-1 . Thus,
the charged groups of XA encourage stabilization via hydrogen bonding and electrostatic
interactions. However, XA’s two fused aromatic rings and may still benefit from interaction
with the aromatic network as does Ereb in CYP315a1.

2.1.5

Conclusions

Homology models of CYP315a1 and CYP314a1 (Drosophila) were constructed using
CYP24a1 as a template. Short (2 ns) MD simulations of holoenzyme homology models (using the template’s ligand as a “stand in”) were performed to generate refined structures with
“productive” binding sites for later docking studies; apoenzyme homology models were
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simulated for 20 ns to monitor system stability via RMSD and Rg calculations. Additionally, RMSF analyses from the apoenzyme simulations have shown that both active sites are
fairly rigid (with RMSF’s < 2 Å) which can be important for substrate recognition and binding. Structure and sequence comparisons to the CYPED database and CYP102a1 crystal
structure using I-TASSER models also show that our homology modeling plus MD simulation methodology predicted the characteristic P450 structural elements. ProBiS binding
site analysis and structure superimposition revealed that CYP315a1’s Phe98 should play a
similar role to CYP102a1’s Phe87 in mediating substrate selectivities and substrate binding
orientation.

Substrates/products/SMIs were docked in CYP315a1 and CYP314a1 using a flexible
receptor-flexible ligand docking protocol. The conjugated ketone moieties of 2-dE and E
were seen to interact favorably via π-stacking with Phe98 in CYP315a1. This interaction
secures 2-dE over the heme iron at a distance and orientation appropriate for hydroxylation at the C-2 carbon, which supports the hypothesis that Phe98 acts as a substrate recognizing residue. The top pose of Ereb in CYP315a1 also features an aromatic interaction
between the SMI and Phe98, which represents an addition to the already established aromatic network. We therefore propose that this Ereb-Phe98 interaction is key to the inhibition of CYP315a1 by Ereb. Additionally, the estimated binding free energies for Ereb in
CYP315a1 and CYP314a1 suggest that Ereb would bind preferentially to CYP315a1. We
hypothesize that this preferential binding is largely due to aromatic interactions between
Ereb and CYP315a1, a hypothesis which we support with interaction energy analysis. Due
to XA’s aromatic as well as charged functional groups, XA can optimize aromatic and electrostatic interactions in both active sites. Thus we hypothesize that XA may not have a
strong preference for either of the P450s, which is supported by the similar low binding
energies for XA in either active site. In short, we have concluded that XA may bind to both
active sites, while aromatic interactions drive binding of Ereb in CYP315a1. Thus, inhibition
85

of the production of 20E by exogenous Ereb may be a result of Erebs aromatic interactions
with Phe98 and the heme group of CYP315a1.

Supporting Information: The following can be found in SI: Loop buildup algorithm details,
CPS ligand structure, Ramachandran plots for homology models and final structures from
MD simulations (holoenzyme and apoenzyme structures), details of structural superimposition results from ProBiS, trajectory analyses of 20 ns apo state simulations, detailed description of top pose selection, MM-GBSA results across 4 ns trajectory of simulated complexes, loop refinement details, methods for water simulation for electrostatic interaction
calculation, and per residue interaction energy analyses for the SMIs/substrates/products.
This material is available online free of charge.
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2.2.1

Abstract

Designing organic saccharide sensors for use in aqueous solution is a non-trivial endeavor. Incorporation of hydrogen bonding groups on a sensor’s receptor unit to target
saccharides is an obvious strategy, but not one that is likely to ensure analyte-receptor interactions over analyte-solvent or receptor-solvent interactions. Phenylboronic acids are
known to reversibly and covalently bind saccharides (diols in general) with highly selective affinity in aqueous solution. Therefore, recent work has sought to design such sensors and understand their mechanism for allowing fluorescence with bound saccharides.
In past work, binding orientations of several saccharides were determined to dimethylaminomethylphenylboronic acid (DMPBA) receptors with an anthracene fluorophore,
however the binding orientation of d-fructose to such a sensor could not be determined.
In this work, we investigate the potential binding modes by generating 20 possible bidentate and six possible tridentate modes between fructose and DMPBA, a simplified receptor model. Gas phase and implicit solvent geometry optimizations, with a myriad functional/basis set pairs, were carried out to identify the lowest energy bidentate and tridentate binding modes of d-fructose to DMPBA. An interesting hydrogen transfer was observed during selected bidentate gas phase optimizations, this transfer suggests a strong
sharing of the hydrogen atom between the boronate hydroxyl and amine nitrogen.
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2.2.2

Introduction

Carbohydrates are the most abundant class of compounds on Earth and are responsible
for a wide variety of crucial roles: cellulose provides structural integrity, starch and glycogen provide energy storage, oligo-saccharides are involved in protein targeting and folding, and controlling cell recognition, and of course d-glucose provides metabolic energy for
many organisms.[177–180] Malfunctions in d-glucose regulation in the body are related to
many health issues such as obesity, diabetes mellitus,[181] cancer,[182] cystic fibrosis,[183]
and renal glycosuria.[184] Thus, having tools to accurately monitor saccharide concentrations in biological solutions and the environment is of great interest to many.

Molecular recognition, binding, and signaling represent a chemist’s tools for communicating with analytes at the atomic scale.[185–188] Macromolecules (i.e., proteins, RNA, enzymes) can sequester specific substrates and use concentration information to incite downstream biochemical changes. Chemists, however, have only recently begun systematically
targeting analytes through molecular receptors to signal their real-time presence.[189]
Synthetic receptors designed to target neutral analytes often exploit intermolecular interactions, such as hydrogen bonding; but in aqueous solution it is challenging to design
receptor-analyte interactions that out-compete solvent-analyte interactions.[189]

Saccharides represent a particularly difficult class of compounds to sequester in aqueous solution for many reasons. References 188–208 represent a lengthy, but certainly incomplete, list of past works attempting to tackle this very challenge. The first difficulty in
sequestering saccharides is they are structurally complex; for example, the most abundant
monosaccharide, d-glucose, has four stereocenters, resulting in a total of 16 stereoisomers.
Furthermore, aqueous d-glucose exists in rapid equilibrium between its two cyclized forms,
furanose (five membered ring) and pyranose (six membered ring); further still, each of these
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cyclized forms exists in either an α or β anomeric form. Of course, all of d-glucose’s related
stereoisomers, such as d-fructose, also exist in α/β–furanose/pyranose forms, each in varying proportions in solution. Not to mention that d-glucose (and its stereoisomers) represent
examples of aldohexose monosaccharides; oligosaccharides and polysaccharides of varying
composition greatly exacerbate selectivity problems for molecular receptors.[189]

Additionally, by definition saccharides are poly-hydroxylated alkyl species most often
neutral at pH 7.[177, 179] Thus, exploiting hydrogen bonding interactions might be one’s
first instinct when designing an appropriate synthetic receptor for saccharides. However,
encouraging saccharide-receptor hydrogen bonding over saccharide-solvent or receptorsolvent hydrogen bonding can be difficult. Nature exploits the hydrophobic effect to overcome this challenge. Examining the crystal structure of E. coli glucose/galactose binding
protein with bound β-d-glucopyranose reveals a network of hydrogen bonding residues
surrounding β-d-glucose, and two hydrophobic residues above and below the ring plane.
As β-d-glucose binds, water molecules are expelled to the bulk, resulting in an entropic gain
with respect to water.[189, 209] Several groups have used this scheme to design molecular
receptors which incorporate hydrogen bonding as well as hydrophobic interactions to the
carbon-ring, but these designs still do not have high enough association constants to recognize saccharides in biological solution or at dilute concentrations.[188, 190, 200, 210]

It is well established that boronic acids bind to 1,2- and 1,3- diols covalently and
reversibly with high affinity in aqueous solution.[211, 212] Ever since Lorand and Edward’s 1959 demonstration that monosaccharides (d-glucose, d-fructose, d-mannose, and
d-galactose) have high affinity for phenylboronic acid (PBA) in aqueous solution,[189, 213]
much research has been devoted to the use of PBA as the foundation for designing aqueous
saccharide receptors.[189, 207, 208] As shown in Figure 1 in Ref. 196, the covalent and reversible binding of a diol to phenylboronic acid can result through two pathways, either first
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binding of hydroxyl and release of hydrogen followed by binding of the diol, or by binding of
diol then binding of hydroxyl and release of hydrogen.[189]

Photoinduced electron transfer (PET) has long been used in the design of fluorescent sensors for protons and metal ions in solution,[192, 193] and has recently been employed in the signaling of saccharides.[191–193, 195, 201, 207, 208] In 1994 James, Sandanayake, and Shinkai synthesized a saccharide receptor and sensor by adding a tertiary
amine connected to an anthracene fluorophore as an ortho substituent on PBA, see Figure 2.9 and structures 1 and 2 in Ref. 191. As glucose or fructose were added to an
aqueous sensor solution, fluorescence evolved in a manner proportional to saccharide
concentration.[191] It was originally hypothesized that binding of saccharide to the sensor induced N–B dative bond formation which prevented nitrogen lone pairs from quenching anthracene fluoresence.[191] Another hypothesis suggested that binding of saccharide
increased Lewis acidity of boron, making boron more likely to coordinate a local water
molecule, form boronate ester, and release H+ [214, 215]. In this boronate state, a strong
hydrogen bonding interaction could then occur between tertiary nitrogen and the hydroxyl
newly bound to boron, thus occupying the nitrogen lone pair and preventing quenching.
Other results suggest exciplex formation between fluorophore units is responsible for fluorescence quenching in the unbound state.[216] Saccharide binding to the sensors has been
shown to increase sensor solubility and therefore cause disaggregation which allows fluorescence to reemerge.[216] However, in fact, more recent work by Anslyn and coworkers
has arrived at a unifying “loose-bolt effect” explanation for the fluorescence mechanism in
potentially all o-aminomethylphenylboronic acid based saccharide sensors.[217] As Anslyn
and coworkers explain, nonradiative decay pathways may emerge via vibrational states
accepting electronic excitation energy; thus, high frequency vibrations from the -B(OH)−
3
group can quench fluorescence. However, upon strong binding of fructose, and other 1,2diols, to o-aminomethylphenylboronic acids decreases the number of high frequency vibra90

tional states and therefore decreases potential for this means of vibrational internal conversion, see Ref. 217.

Figure 2.9: Example fluorescent receptor with fluorophore. Sugar binding would take place at
phenylboronic acid sites, truncated receptors were modeled in this study.

Several groups have illustrated improved synthesis methods of such modular PBA saccharide sensors with tuned specificity for d-glucose.[195, 207, 208] They were also able to
identify the binding modes for d-glucose, l-glucose, and d-galactose, to the receptor, but due
to silence on circular dichroism spectra, they were unable to identify the binding mode of
d-fructose to the receptor.[207, 208] Although Ref 207 was unable to identify a specific dfructose binding motif to the fluorescent sensor, they illustrated that quantum chemical geometry optimzations sufficiently reproduced relative energy trends observed for the other
saccharides when binding to a DMPBA model receptor. In order to tune future molecular
receptors for the selection of d-fructose, one must know how d-fructose binds to PBA receptors. Towards this end we have conducted an extensive series of quantum mechanical
calculations (as done in Ref 207) to identify the most stable fructose isomer with respect to
PBA receptor binding, and in what binding orientation. As alluded to, d-fructose exists in
solution as an equilibrium between four possible isomers (each at varying concentrations):
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β-d-fructopyranose (57-67% in solution), α-d-fructopyranose (0-3%), β-d-fructofuranose
(27-31%), α-d-fructofuranose (6-9%). Bidentate binding of d-fructose to boron (i.e., two
fructose hydroxyls form B–O bonds to boron) may result in five total binding modes per isomer, resulting in 20 total bidentate binding modes between fructose and the PBA receptor.
Additionally, each d-fructose isomer may bind to dimethylaminomethylphenylboronic acid
(DMPBA) in a tridentate fashion (i.e., three B–O bonds to fructose), as such we have also
investigated these six possible structures. Investigating the fluorescence mechanism is outside the scope of this work, therefore to avoid unnecessary computational expense we have
chosen to represent the saccharide sensor in a simplified fashion, only treating dimethylaminephenyl boronic acid, DMPBA. The objective of this work is to identify the most likely
fructose binding mode to DMPBA which would aid in designing boronic acid sensors highly
selective for d-fructose.

2.2.3

Methods

Gas phase optimizations of bidentate complexes: dimethylaminomethylphenylboronic
acid (DMPBA) was taken as a simplified model of the PBA based saccharide receptor, Figure 2.10. Twenty possible bidentate d-fructose+DMPBA complexes were hypothesized and
constructed using ChemDraw 15.0.0, Figure 2.11. From ChemDraw structures, SMILES
codes were obtained for these 20 compounds and the National Cancer Institute’s online
SMILES translator was used to generate three-dimensional starting structures (https://
cactus.nci.nih.gov/translate/). Stereochemistry of the starting compounds were visually inspected and verified with VMD (Visual Molecular Dynamics).[218] All QM geometry
optimizations were carried out with Q-Chem 4.3.[219]
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Figure 2.10: Model receptor, dimethylaminomethylphenylboronic acid, DMPBA.

Figure 2.11: All 20 possible bidentate covalent binding modes of d-fructose isomers to DMPBA
model fluorescent receptor. For ease of reference, structures have been labeled a through t. (a e) Row 1: Complexes resulting from β-d-fructopyranose binding to DMPBA. (f - j) Row 2: Complexes
resulting from α-d-fructopyranose binding to DMPBA. (k - o) Row 3: Complexes resulting from βd-fructofuranose binding to DMPBA. (p - t) Row 4: Complexes resulting from α-d-fructofuranose
binding to DMPBA.

An initial B3LYP/6-31G* geometry optimization was conducted in gas phase for all 20
structures to eliminate bad starting contacts. Given the true binding mode of fructose
to DMPBA is not known, and that Larkin et al and others have observed, when modeling
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bonds to boron, different functional/basis set combinations often predict different relative stabilization energies among bonding patterns, we used a wide variety of functional
basis-set pairs to further optimize each potential binding mode.[208, 220] Thus, coordinates from the initial optimization were then used for secondary optimizations with the
following functional/basis set pairs: M06-2X/6-31+G*, M06-2X/6-311++G**, ωB97x-D/631+G*, ωB97x-D/6-311++G**, PBE/6-31+G*, PBE/6-311++G**, PBE1PBE/6-31+G*, and
PBE1PBE/6-311++G**. Final energies were taken from these secondary gas phase optimizations and compared to determine the lowest energy structures.

Implicit solvent optimizations of bidentate and tridentate complexes: Following gas
phase geometry optimizations, implicit solvent optimizations were conducted to identify
how effects of solvent could alter relative energies between the 20 bidentate structures.
Solvent Method 8 (SM8) was used to optimize all 20 structures in implicit water. Coordinates were again taken from SMILES translated codes and initially optimized with
SM8/ωB97x-D/6-31+G** and SM8/M06-2X/6-311++G** (with “loose” electronic correlation grid, i.e., XC_GRID = 1 and 75,302, respectively). The 7 lowest energy structures
from the initial “loose-XC_grid” optimizations were further optimized with SM8/ωB97xD/6-31+G** and SM8/M06-2X/6-31+G** with tighter grids (75,302 and 99,590, respectively). Final energies from these “tight-grid” optimizations were used to identify the lowest
energy structures in implicit solvent.

Six possible tridentate d-fructose+DMPBA binding modes were hypothesized and initially optimized at the ωB97x-D/6-311++G** level of theory in gas phase to clean up bad
initial contacts, Figure 2.12. The loosely optimized structures were then optimized in implicit water at the SM8/ωB97x-D/6-31+G** and SM8/M06-2X/6-31+G** levels with grid
sizes of 75,302 and 99,590, respectively.
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Figure 2.12: All 6 possible tridentate covalent binding modes of fructose isomers to DMPBA model
fluorescent receptor. For ease of reference, structures have been labeled u through z. Structure u represents β-d-fructopyranose binding to DMPBA, v represents α-d-fructopyranose binding to DMPBA. Structures w and x represent two possible binding modes for β-d-fructofuranose to
DMPBA. Structures y and z represent two possible binding modes for α-d-fructofuranose binding to
DMPBA.

2.2.4

Results & Discussion

Before discussing our results, we would like to comment about the intended scope of
this work. In order to accurately compare “binding motifs” of saccharides to a DMPBA
model receptor, ideally we would use explicit solvent simulations, in particular QM/MM
(quantum mechanical molecular mechanical hybrid modeling) free energy simulations (FES)
to account for entropic effects as well. QM/MM FES are incredibly computataionally expensive, and with 26 potential binding modes, calculating the relatively lowest energy binding mode of d-fructose to DMPBA would be intractable. As such, we hope to use the following results from our geometry optimizations to identify those structures which are most
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likely to contribute to binding of d-fructose in equilibrium, and then move on to explicit solvent QM/MM FES.

Gas phase optimizations: Table 2.5 indicates there are six low energy binding motifs for
fructose isomers in gas phase: a, b, c, f, g, n, with b being the lowest in energy. Structure g
follows close with relative energy differences from b between 0.05 – 1.54 kcal·mol−1 , depending on functional/basis-set. The final structures of the six lowest energy compounds
are depicted in Figure 2.13. Given that b represents a binding mode adopted by β-dfructopyranose – which is the most abundant fructose isomer in solution at 57-67% – these
gas phase data seem to indicate that structure b is the most likely fructose binding mode
to a DMPBA receptor. However, solvent effects could stabilize other β-d-fructopyranose
binding modes, therefore we also conducted implicit solvent geometry optimizations.

Additionally, an interesting protonation state change was observed over the course of
gas phase optimizations. As can be seen in Figure 2.11, all bidentate binding modes were
initially hypothesized to have tertiary amine N16 protonated by H18 with O20 existing as a
hydroxyl bound to boron, see Figure 2.14 insets for atom numbering. However, after initial
B3LYP/6-31G* gas-phase optimizations, the protonation arrangement changed for structures b, f, and g: H18 , originally protonating N16 , moved to O20 following the initial B3LYP/631G* optimization, leaving N16 deprotonated and O20 doubly protonated and bound to B,
with N16 and O20 tightly sharing H18 , see Figure 2.13(b,f,g). As such, we sought to identify
the energetic penalties, if any, associated with altering the protonation state of N16 and O20
in structure b. Thus we conducted reaction path mapping studies in gas phase.

Reaction path mapping in gas phase: To determine the energetic barrier associated with
shifting structure b’s H18 back to its initial position on N16 , we conducted a reaction path
96

Table 2.5: Relative energies calculated from gas phase geometry optimizations from all 20 fructose
receptor binding modes. Energies are listed in kcal·mol−1 relative to the lowest energy structure for
that functional/basis-set pairs.
B3LYP

PBE1PBE

ωB97x-D

M06-2X

PBE

6-31G*

6-31+G*

6-311++G**

6-31+G*

6-311++G**

6-31+G*

6-311++G**

6-31+G*

6-311++G**

a

10.06

7.64

8.22

7.80

7.99

8.65

8.59

14.42

16.39

b

0.13

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

c

8.47

1.77

2.32

5.04

5.27

2.06

1.98

16.41

18.11

d

12.86

7.93

6.96

10.78

10.92

9.48

9.36

17.79

19.73

e

17.27

14.67

14.94

14.35

14.19

15.68

15.35

20.88

22.57

f

5.09

5.62

5.41

5.09

4.88

5.33

5.52

6.77

5.90

g

0.00

0.05

1.54

0.14

1.54

1.51

2.75

11.67

14.30

h

40.33

34.43

34.83

37.06

37.11

35.26

34.82

27.31

29.34

i

10.11

6.97

8.23

8.97

10.07

6.66

7.56

20.37

22.84

j

14.30

11.46

12.40

12.42

13.22

13.32

13.83

20.55

23.02

k

14.07

10.45

10.54

11.94

11.74

12.68

12.19

18.79

20.45

l

37.16

32.43

33.07

35.27

36.07

32.33

32.49

38.55

40.58

m

23.40

13.54

13.47

15.11

14.57

16.72

16.16

17.82

19.06

n

9.52

4.31

4.66

8.23

8.41

6.53

6.54

15.98

17.81

o

26.86

9.80

10.03

12.02

11.89

12.08

11.56

23.46

24.71

p

29.75

25.65

26.11

27.49

27.62

26.45

26.15

31.61

33.29

q

33.61

30.66

30.93

29.87

29.70

33.53

33.18

32.15

33.82

r

35.14

30.61

30.91

31.72

31.68

32.31

32.20

36.49

38.43

s

21.84

11.78

11.97

16.26

16.17

10.09

9.65

21.01

22.27

t

31.83

26.96

27.17

30.41

30.17

29.66

29.22

30.13

31.37

mapping calculation in Q-Chem 4.3. We did this by using a new feature in QChem’s potential energy scan module (PESscan) in which one can specify bonds broken and formed. Here,
a defined reaction is carried out by restraining (via force-constant) the selected atom, e.g.
H18 , at various points between the reactant and product states. This restraint is realized by
defining a reaction coordinate, rval = r1 − r2 , where r1 is typically the bond to be broken (or
lengthened) and r2 is typically the bond to be formed (or shortened). The rval is then varied
to “move” the selected atom along the reaction coordinate. For the H18 shift from O20 to N16
in b, starting coordinates were taken from the ωB97x-D/6-311++G** optimized structure,
21 steps were conducted at 0.1Å increments to move rval from a value of -0.6Å (-BOH2 N,
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(a)

(b)

(c)

(f)

(g)

(n)

Figure 2.13: Final geometries of 6 lowest energy gas phase structures optimized in gas phase with
ωB97x-D/6-31+G**. Optimized gas phase geometries for structures (a) a, (b) b, (c) c, (f) f, and (n) n.

the reactant state) to 2.0 (-BOH NH, the product state), geometry optimizations were conducted at each step along the reaction coordinate restraining H18 at each given rval , energies
were collected at every step and are shown in Figure 2.14.

As can be seen in Figure 2.14, a local maximum was observed along the hydrogen transfer at rval = 0.0Å, and a local minimum at rval = 0.4Å. The transition state energy (differ98

Figure 2.14: Reaction coordinate calculated by moving H18 from O20 to N16 in gas phase. As can be
seen, the transition state energy involved in this transformation is 1.4 kcal·mol−1 at rval = 0.0, and
the difference in energy between the global and local minima is 0.88 kcal·mol−1 .

ence in energy between starting state and local maximum, ∆E ‡ ) was calculated to be 1.40
kcal·mol−1 , while the relative energy between the global and local minima was determined
to be 0.88 kcal·mol−1 (it should be noted, the difference in energy between global and local
minima is ∼ 1.4kT, thus close to thermal energy, potentially indicating significant population at either state). This suggests that the H18 could be tightly shared between O20 and N16 .
Additionally, the relative energy difference between these two states (O-H vs. N-H) is still
smaller than the difference in energy between optimized structures b and g. Therefore, in
gas phase, b appears to be the most preferential fructose binding mode, independent of H18
bonding, with g as the second most.

It should also be noted, assuming the PET explanation of fluorescence in these complexes, complete H18 transfer from N16 to O20 (i.e. deprotonation of N16 ) would be contrary
to experimentally observed upon fructose binding (as deprotonation would free N16 ’s lone
pair and allow quenching of the fluorophore). Thus, we should emphasize that our gas phase
99

optimizations indicate strong sharing of H18 between N16 and O20 , which likely would still
prevent fluorophore quenching by N16 lone pairs, not complete deprotonation. However,
this is why thorough investigation is also needed in solvent systems.

Implicit solvent optimizations: To identify whether gas phase trends in stability would be
consistent in solvent, we conducted implicit solvent geometry optimizations of all 20 structures. SM8 and gas phase optimizations agree with respect to the identity of 7 lowest energy structures – a, b, c, d, f, g, and n – however SM8 and gas phase results do not agree with
respect to the energetic ordering of these lowest energy structures. Furthermore, within
SM8 results there is disagreement between functionals, M06-2X versus ωB97x-D.

Results from SM8/M06-2X/6-31+G** optimizations (Table 2.6) point to c as the most
favorable binding mode, followed by b, g, f, a, n, and d. However, SM8/ωB97x-D/6-31+G**
points to g as the most favored binding mode followed by b, f, n, c, d, and a. Momentarily
considering only SM8/M06-2X results, structures c and b, both β-d-fructopyranose modes,
are predicted to be close in energy, ∆c/b = 1.47 kcal/mol, which is ∼ 2.5kT. Thus M06-2X
predicts a majority of d-fructose binding could be represented by structure c with potentially non-negligible contribution from structure b. However, according to SM8/ωB97xD, structures b and c are much closer in energy with ∆c/b = 0.36 kcal/mol < thermal energy, possibly indicating equal contribution from b and c in solution. Therefore, although
SM8/M06-2X and SM8/ωB97x-D do not strictly agree on energetic trends they do agree
structures b and c are both likely binding modes in solution. Furthermore, SM8/ωB97xD results indicate stable d-fructose binding to DMPBA could result from several orientations, possibly explaining the difficulty in experimentally resolving the structure. However, the two methods do not agree on overal ranking of the lowest energy structures. If
one calculates the difference energy between methods for b, c, and g, 0.52 kcal/mol, 1.31
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kcal/mol, and 1.77 kcal/mol, respectively,34 illustrate an average inter-method ∆∆E of 1.2
kcal/mol. This energetic disagreement between methods for the lowest energy 3 structures
is < ∆g/b (ωB97x-D) = 0.95 kcal/mol and ∼ ∆g/c (ωB97x-D) = 1.31 kcal/mol. Considering this,
structures b, c, and g could be considered isoenergetic when measured in SM8 water. Images of the SM8 optimized bidentate structures can be seen in Figure 2.15.

Interestingly, SM8 optimizations did not illustrate the same H18 transfer from N16 to O20
as was observed for gas phase optimizations. To test the penalties, if any, for transferring
H18 in the presence of solvent, we also conducted reaction path mapping with SM8 water.

Reaction path mapping in SM8 water: As can be seen in Figure 2.15, after optimization in
SM8 water, the H18 transfer from N16 to O20 as seen in gas phase for bidentate structures b,
f, and g was not observed. To understand why H18 would transfer to O20 in gas but not solvent, we estimated energetic penalties along this path again using reaction path mapping.
To do so, we took structure b gas phase reaction coordinates and re-optimized with SM8
implicit water, leaving the appropriate rval distance constraint on N16 , O20 , and H18 atoms.
Figure 2.16 shows the energy along this path, rval = -0.6Å corresponds to -BOH2 N bonding
as seen in gas phase optimized b, and rval = 0.6 Å corresponds to -BOH NH bonding as seen
in the initial structures generated from ChemDraw 15.0.0 and as seen in final optimized
SM8 structures (rval > 0.6 indicates shortening N-H bond beyond its equilibrium value).
There is a low energy minimum along this path at rval = 0.6Å, which corresponds to an N–H
distance of 1.05 Å, close to the equilibrium value. As can be seen, attempting to abstract H18
from N16 in SM8 (i.e., moving from rval = 0.6 to rval = −0.6) results in a large energy spike,
and thus H18 transfer does not appear likely in solution.
34

All energy values listed herein are relative energies, i.e. relative to the lowest energy structure per
given method. As such when calculating differences between methods, this is truly a ∆∆E = ∆EωB97x−D −
∆EM 06−2X .
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Table 2.6: Relative energies calculated from SM8 geometry optimizations of the bidentate fructose binding modes. Energies are reported in kcal·mol−1 relative to the lowest energy structure.
SM8/M06-2X/6-31+G** optimization of j was unable to converge, and therefore no energy is reported in that case.

ωB97x-D

M06-2X

6-31+G**

6-31+G**

a

2.24

2.39

b

0.95

1.47

c

1.31

0.00

d

2.45

8.75

e

6.54

5.84

f

1.87

2.69

g

0.00

1.77

h

21.59

21.01

i

93.49

17.12

j

10.57

–

k

8.14

7.34

l

23.37

22.37

m

7.41

9.67

n

1.85

2.21

o

9.58

9.05

p

18.99

18.05

q

19.99

20.74

r

23.80

25.62

s

6.84

5.00

t

11.52

11.38

It is not too surprising that H-transfer in vacuo appears likely/probable, but not so in implicit solvent. Without the influence of a dielectric constant, strongly polarized neighboring
groups may seak energetic minima via intramolecular interactions. In implicit solvent, however, such electrostatic interactions will likely be weakened. However, utilizing an explicit
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(a)

(b)
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(f)

(g)
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Figure 2.15: Final geometries of 6 lowest energy gas phase structures optimized with SM8/ωB97xD/6-31+G**. Optimized SM8 geometries for structures (a) a, (b) b, (c) c, (f) f, and (n) n.

solvent model – which would provide change in dielectric as well as approximate entropic
contributions, and hydrogen bonding networks – could lower the barrier to H transfer in
solvent, despite implicit solvent results. As such, it will be important to investigate potential H transfer in future explicit solvent simulations. Furthermore, given that H transfer in
implicit solvent does not appear likely, saccharide binding to the fluorescent receptor could
induce strengthening of the N-H bond, and therefore prevent quenching by N, however TD103

Figure 2.16: Reaction coordinate calculated by modeling the transfer of H18 between O20 and
N16 . Rval = -0.6 would indicate -BOH2 N bonding, while rval = 0.6 indicates -BOH NH bonding,
rval > 0.6 indicates shortening of NH bond beyond equilibrium value. Structures were taken from
gas phase reaction path optimizations H18 transfer optimizations and reoptimized with SM8/ωB97xD/6-31++G**. As can be seen, there is an energy minimum at rval = 0.6, which corresponds to an NH
bond distance of 1.05 Å, which is seen in the SM8 geometry optimized structure. Thus, under the
influence of SM8 water, hydrogen transfer from N16 to O20 is not likely, unlike gas phase results.

DFT calculations would be required to resolve this hypothesis, and other research suggests
the fluorescence mechanism relies on vibrational-electronic coupling (i.e. the “loose-bolt”
effect).
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Table 2.7: Relative energies calculated from SM8 geometry optimizations of all 6 tridentate fructose
bound compounds. Energies are listed in kcal·mol−1 relative to the lowest energy structure.

ωB97x-D

M06-2X

6-31+G**

6-31+G**

u

6.58

6.33

v

24.05

23.79

w

0.00

0.00

x

10.72

12.67

y

6.35

4.54

z

25.87

26.72

Implicit solvent tridentate binding modes: Tridentate binding modes for d-fructose isomers were also explored with SM8 water optimizations. Table 2.7 shows the relative energies for the six possible tridentate binding modes in kcal·mol−1 , visualized in Figures 2.12
and 2.17. Both ωB97x-D and M06-2X results predict structure w as the lowest energy
structure followed by y, u, v, and finally z. Structure w is a β-d-fructofuranose (27-31%)
binding mode and thus it is relatively populated in solution. However, structure u represents binding of β-d-fructopyranose, a more likely isomer in solution at 57-67%; ∆w/u is
large, ∼ 6 kcal/mol, which is nearly 3 times thermal energy at 2.4 kcal/mol. One could
therefore consider since the binding energy difference is large, and since there is a large
difference in solution population between furanose and pyranose forms that perhaps tridentate modes would be unlikely. However, the difference between bidentate and tridentate binding modes would largely come down to entropic contributions as a result of releasing another water molecule into solution. As such, we cannot yet rule out tridentate
modes w, y, and u as providing significant contributions to d-fructose/DMPBA binding. In
future work we plan to conduct free energy simulations to calculate relative free energies
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between these tridentate complexes as well as between tridentate complexes and bidentate complexes. Again, this result potentially indicates why experimental resolution of the
fructose binding to DMPBA is difficult: many different motifs are likely.

(u)

(v)

(w)

(x)

(y)

(z)

Figure 2.17: Final geometries of tridentate fructose receptor binding modes optimized with
SM8/ωB97x-D/6-31+G**.
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2.2.5

Conclusions

Gas phase geometry optimizations predict structure b to be the lowest energy bidentate fructose binding mode to DMPBA and illustrated an interesting H18 transfer from N16
to O20 in structures b, g, and f; however reaction path optimization results indicate that H18
is still tightly bound between both O20 and N16 . Implicit solvent optimizations with M06-2X
and ωB97x-D predict that structures a, b, c, d, f, g, and n are the lowest energy bidentate
structures, compared to the other 13 structures, a prediction that is in agreement with gas
phase results. However, implicit solvent optimizations point to either c or b as the lowest
energy bidentate binding modes (considering only β-d-fructopyranose modes). However,
SM8/ωB97x-D results indicate potential for c and b to exist in solution in similar populations as they are very close in energy. Finally, SM8 geometry optimizations indicate w, a
β-d-fructofuranose binding mode, to be the most favored tridentate binding mode with the
next most favorable binding mode being u. However, given β-d-fructofuranose is less frequent in solution relative to β-d-fructopyranose, and given u is ∼ 6 kcal/mol higher in energy (three times thermal energy) than w, we predict tridentate binding modes for fructose
to DMPBA may not be as likely as bidentate binding modes.

Supporting Information: Interested readers can find all of our QChem 4.3 input and output files (for all molecules optimized with all method/basis set combinations) at the following Zenodo link: https://doi.org/10.5281/zenodo.2592829.
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2.3.1

Abstract

Poly(ethylene terephthalate) (PET) is one of the most abundantly produced synthetic
polymers and is accumulating in the environment at a staggering rate as discarded packaging and textiles. The properties that make PET so useful also endow it with an alarming
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resistance to biodegradation, likely lasting centuries in the environment. Our collective reliance on PET and other plastics means that this buildup will continue unless solutions are
found. Recently, a newly discovered bacterium, Ideonella sakaiensis 201-F6, was shown to
exhibit the rare ability to grow on PET as a major carbon and energy source. Central to
its PET biodegradation capability is a secreted PETase (PET-digesting enzyme). Here, we
present a 0.92 resolution X-ray crystal structure of PETase, which reveals features common
to both cutinases and lipases. PETase retains the ancestral α/β-hydrolase fold but exhibits
a more open active-site cleft than homologous cutinases. By narrowing the binding cleft
via mutation of two active-site residues to conserved amino acids in cutinases, we surprisingly observe improved PET degradation, suggesting that PETase is not fully optimized for
crystalline PET degradation, despite presumably evolving in a PET-rich environment. Additionally, we show that PETase degrades another semiaromatic polyester, polyethylene2,5-furandicarboxylate (PEF), which is an emerging, bioderived PET replacement with improved barrier properties. In contrast, PETase does not degrade aliphatic polyesters, suggesting that it is generally an aromatic polyesterase. These findings suggest that additional
protein engineering to increase PETase performance is realistic and highlight the need for
further developments of structure/activity relationships for biodegradation of synthetic
polyesters.

Keywords: biodegradation, poly(ethylene terephthalate), poly(ethylene furanoate), plastics recycling, cutinase

Significance: Synthetic polymers are ubiquitous in the modern world but pose a global environmental problem. While plastics such as poly(ethylene terephthalate) (PET) are highly
versatile, their resistance to natural degradation presents a serious, growing risk to fauna
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and flora, particularly in marine environments. Here, we have characterized the 3D structure of a newly discovered enzyme that can digest highly crystalline PET, the primary material used in the manufacture of single-use plastic beverage bottles, in some clothing, and
in carpets. We engineer this enzyme for improved PET degradation capacity and further
demonstrate that it can also degrade an important PET replacement, polyethylene-2,5furandicarboxylate, providing new opportunities for biobased plastics recycling.

2.3.2

Introduction

In less than a century of manufacturing, plastics have become essential to modern society, driven by their incredible versatility coupled to low production costs. It is, however,
now widely recognized that plastics pose a dire global pollution threat, especially in marine ecosystems, because of the ultralong lifetimes of most synthetic plastics in the environment [222–230]. In response to the accumulation of plastics in the biosphere, it is becoming increasingly recognized that microbes are adapting and evolving enzymes and catabolic
pathways to partially degrade man-made plastics as carbon and energy sources [231–240].
These evolutionary footholds offer promising starting points for industrial biotechnology
and synthetic biology to help address the looming environmental threat posed by manmade synthetic plastics [240–244].

Poly(ethylene terephthalate) (PET) is the most abundant polyester plastic manufactured
in the world. Most applications that employ PET, such as single-use beverage bottles, clothing, packaging, and carpeting, employ crystalline PET, which is recalcitrant to catalytic or
biological depolymerization due to the limited accessibility of the ester linkages. In an industrial context, PET can be depolymerized to its constituents via chemistries able to cleave
ester bonds [245, 246]. However, to date, few chemical recycling solutions have been de110

ployed, given the high processing costs relative to the purchase of inexpensive virgin PET.
This, in turn, results in reclaimed PET primarily being mechanically recycled, ultimately resulting in a loss of material properties, and hence intrinsic value. Given the recalcitrance of
PET, the fraction of this plastic stream that is landfilled or makes its way to the environment
is projected to persist for hundreds of years [222].

In 2016, Yoshida et al. [238] reported a newly discovered bacterium, Ideonella sakaiensis 201-F6, with the unusual ability to use PET as its major carbon and energy source
for growth. Especially in the past decade, there have been multiple, foundational studies
reporting enzymes that can degrade PET [231, 247–252], but, to our knowledge, previous work had not connected extracellular enzymatic PET degradation to catabolism [232]
in a single microbe. As illustrated in Fig. 2.18, Yoshida et al. [238] demonstrated that
an I. sakaiensis enzyme dubbed PETase (PET-digesting enzyme) converts PET to mono(2hydroxyethyl) terephthalic acid (MHET), with trace amounts of terephthalic acid (TPA)
and bis(2-hydroxyethyl)-TPA as secondary products. A second enzyme, MHETase (MHETdigesting enzyme), further converts MHET into the two monomers, TPA and ethylene glycol
(EG). Both enzymes are secreted by I. sakaiensis and likely act synergistically to depolymerize PET. Sequence analysis and recent structural studies of PETase highlight similarities to
α/β-hydrolase enzymes [238, 253, 254], including the cutinase and lipase families, which
catalyze hydrolysis of cutin and fatty acids, respectively. This observation provides clues
to the origin of PETase, but further insights into its structural and functional evolution are
needed.
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Figure 2.18: PETase catalyzes the depolymerization of PET to bis(2-hydroxyethyl)- TPA (BHET),
MHET, and TPA. MHETase converts MHET to TPA and EG.

Beyond PET, humankind uses a wide range of polyesters, broadly classified by aliphatic
and aromatic content. PET, for example, is a semiaromatic polyester. Some aliphatic
polyesters, such as polylactic acid (PLA) [255], polybutylene succinate (PBS) [256], or polyhydroxyalkanoates [257], can be produced from renewable sources and are marketed as
biodegradable plastics, given their relatively low crystallinity and glass transition temperatures, in turn, providing relatively more direct enzymatic access to ester linkages. Aromatic and semiaromatic polyesters, conversely, often exhibit enhanced thermal and material properties and, accordingly, have reached substantially higher market volume but are
typically not as biodegradable as their aliphatic counterparts. An emerging, biobased PET
replacement is polyethylene-2,5-furandicarboxylate (or poly(ethylene furanoate); PEF),
which is based on sugar-derived 2,5-furandicarboxylic acid (FDCA) [258]. PEF exhibits improved gas barrier properties over PET and is being pursued industrially [259]. Even though
PEF is a biobased semiaromatic polyester, which is predicted to offset greenhouse gas emissions relative to PET [260], its lifetime in the environment, like that of PET, is likely to be
quite long [261]. Given that PETase has evolved to degrade crystalline PET, it potentially
may have promiscuous activity across a range of polyesters.
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In this study, we aimed to gain a deeper understanding of the adaptations that contribute to the substrate specificity of PETase. To this end, we report multiple high-resolution
X-ray crystal structures of PETase, which enable comparison with known cutinase structures. Based on differences in the PETase and a homologous cutinase active-site cleft [262],
PETase variants were produced and tested for PET degradation, including a double mutant distal to the catalytic center that we hypothesized would alter important substratebinding interactions. Surprisingly, this double mutant, inspired by cutinase architecture, exhibits improved PET degradation capacity relative to wild-type PETase. We subsequently
employed in silico docking and molecular dynamics (MD) simulations to characterize PET
binding and dynamics, which provide insights into substrate binding and suggest an explanation for the improved performance of the PETase double mutant. Additionally, incubation of wild-type and mutant PETase with several polyesters was examined using scanning electron microscopy (SEM), differential scanning calorimetry (DSC), and product release. These studies showed that the enzyme can degrade both crystalline PET [238] and
PEF, but not aliphatic polyesters, suggesting a broader ability to degrade semiaromatic
polyesters. Taken together, the structure/function relationships elucidated here could be
used to guide further protein engineering to more effectively depolymerize PET and other
synthetic polymers, thus informing a biotechnological strategy to help remediate the environmental scourge of plastic accumulation in nature [240–244].

2.3.3

Methods

Cloning and Protein Production. Codon optimized Escherichia coli expression clones were
constructed for PETase as described in SI Appendix, Fig. S2(b).
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Crystallization and Structure Determination. PETase was crystallized in five conditions,
and long-wavelength sulfur-single-wavelength anomalous diffraction and high-resolution
X-ray data collection was performed in vacuo at beamline I23. Standard X-ray data collection was performed at beamlines I03 and I04 at the Diamond Light Source. Detailed methods and statistics are provided in SI Appendix, Table S1.

Substrate Docking. The PETase crystal structure, PETase double mutant, and PET and
PEF tetramers were modeled using tools from Schrödinger. Protein preparation and ligand
preparation where conducted using tools in Schrödinger, along with IFD, to predict PET and
PEF binding modes to PETase wild type and double mutant. Additional details can be found
in SI Appendix [263–265].

Polymer Synthesis. PET and PEF were produced via the polycondensation of EG with TPA
and FDCA, respectively. Following polycondensation, the polymers were dissolved in trifluoroacetic acid, precipitated in methanol, and subsequently redissolved in trifluoroacetic
acid for film casting. Following casting, the coupons were annealed in a vacuum oven at
90°C (above their glass transition temperature). Additional details can be found in SI Appendix.

PETase Digestion of Polymer Films. Coupons sized ≈6 mm in diameter of each polymer
film were placed in a 1.5-mL Eppendorf tube with 500 µL of 50 nM PETase in 50 mM phosphate buffer at pH 7.2. The digestions were carried out at 30°C. Analysis of the films and
supernatant was done after 96 h of digestion.
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SEM. Polymer coupons sized ≈6 mm in diameter were examined by SEM, both before
and after PETase treatment for 96 h. PETase-treated samples were rinsed with 1% SDS,
followed by dH2O and then ethanol. Samples were sputter-coated with 8 nm of iridium.
Coated samples were mounted on aluminum stubs using carbon tape, and conductive silver
paint was applied to the sides of the samples to reduce charging. SEM imaging was performed using an FEI Quanta 400 FEG instrument under low vacuum (0.45 torr) operating
with a gaseous solid-state detector. Imaging was performed with a beam-accelerating voltage of 15 keV.

2.3.4

Results

PETase Exhibits a Canonical α/β-Hydrolase Structure with an Open Active-Site Cleft.
The high-resolution X-ray crystal structure of the I. sakaiensis PETase was solved employing
a newly developed synchrotron beamline capable of long-wavelength X-ray crystallography
[266]. Using single-wavelength anomalous dispersion, phases were obtained from the native sulfur atoms present in the protein. The low background from the in vacuo setup and
large curved detector resulted in exceptional diffraction data quality extending to a resolution of 0.92 Å, with minimal radiation damage (SI Appendix, Fig. S1 and Table S1).

As predicted from the sequence homology to the lipase and cutinase families, PETase
adopts a classical α/β-hydrolase fold, with a core consisting of eight β-strands and six αhelices (Fig. 2.19(a)). Yoshida et al. [238] noted that PETase has close sequence identity
to bacterial cutinases, with Thermobifida fusca cutinase being the closest known structural
representative (with 52% sequence identity; Fig. 2.19(b) and SI Appendix, Fig. S2(a)), which
is an enzyme that also degrades PET [247, 250, 262]. Despite a conserved fold, the surface
profile is quite different between the two enzymes. PETase has a highly polarized surface
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charge (Fig. 2.19(c)), creating a dipole across the molecule and resulting in an overall isoelectric point (pI) of 9.6. In contrast, T. fusca cutinase, in common with other cutinases, has
a number of small patches of both acidic and basic residues distributed over the surface,
conferring a more neutral pI of 6.3 (Fig. 2.19(d)).

Figure 2.19: Structure of PETase. (A) Cartoon representation of the PETase structure at 0.92 Å resolution (Protein Data Bank (PDB) ID code 6EQE). The active-site cleft is oriented at the top and highlighted with a dashed red circle. (B) Comparative structure of the T. fusca cutinase (PDB ID code
4CG1) [262]. (C) Electrostatic potential distribution mapped to the solvent-accessible surface of
PETase compared with the T. fusca cutinase as a colored gradient from red (acidic) at -7 kT/e to blue
(basic) at 7 kT/e (where k is Boltzmann’s constant, T is temperature and e is the charge on an electron). (D) T. fusca cutinase in the same orientation. (E) View along the active-site cleft of PETase corresponding to the area highlighted with a red dashed circle in A and C. The width of the cleft is shown
between Thr88 and Ser238. (F) Narrower cleft of the T. fusca cutinase active site is shown with the
width between Thr61 and Phe209 in equivalent positions. (G) Close-up view of the PETase active
site with the catalytic triad residues His237, Ser160, and Asp206 colored blue. Residues Trp159
and Trp185 are colored pink. (H) Comparative view of the T. fusca cutinase active site with equivalent catalytic triad residues colored orange. Residues His129 and Trp155 are colored pink. The
residues in PETase colored pink correspond to the site-directed mutagenesis targets S238F, W159H,
and W185A.

Another striking difference between PETase and the closest cutinase homologs is the
broader active-site cleft, which, upon observation, we hypothesized might be necessary to
accommodate crystalline semiaromatic polyesters. At its widest point, the cleft in PETase
approaches threefold the width of the corresponding structure in the T. fusca cutinase. The
expansion is achieved with minimal rearrangement of the adjacent loops and secondary
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structure (Fig. 2.18(e,f)). A single amino acid substitution from phenylalanine to serine in
the lining of the activesite cavity appears sufficient to cause this change, with the remaining cleft formed between Trp159 and Trp185 (Fig. 2.18(g)). This relative broadening of the
active-site cleft is also observed in comparisons with other known cutinase structures (SI
Appendix, Fig. 2.20(a-d)).

Figure 2.20: Comparison of PETase and the engineered enzyme S238F/W159H with PET. (A) Bufferonly control of PET coupon. (B) PET coupon after incubation with wild-type PETase. (C) PET coupon
after incubation with the PETase double mutant, S238F/W159H. All SEM images were taken after
96 h of incubation at a PETase loading of 50 nM (pH 7.2) in phosphate buffer or a buffer-only control. (Scale bar: A-C, 10µm.) (D) Percent crystallinity change (green, solid bar) and reaction product
concentration (MHET, blue diagonal lines; TPA, black hatching) after incubation with buffer, wildtype PETase, and the S238F/W159Hengineered enzymes. (E) Predicted binding conformations of
wild-type PETase from docking simulations demonstrate that PET is accommodated in an optimum
position for the interaction of the carbon (black) with the nucleophilic hydroxyl group of Ser160,
at a distance of 5.1 Å (red dash). His237 is positioned within 3.9 Å of the Ser160 hydroxyl (green
dash). Residues Trp159 and Ser238 line the active-site channel (orange and blue, respectively). (F)
Double mutant S238F/W159H adopts a more productive interaction with PET. The S238 mutation
provides new π-stacking and hydrophobic interactions to adjacent terephthalate moieties, while the
conversion to His159 from the bulkier Trp allows the PET polymer to sit deeper within the activesite channel. Two aromatic interactions of interest between PET and Phe238 are at optimal distance
(each at 5.4 Å).
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In terms of the active site, the well-studied catalytic triad is conserved across the lipases
and cutinase families [267]. In PETase, the catalytic triad comprises Ser160, Asp206, and
His237, suggesting a charge-relay system similar to that found in other α/β-fold hydrolases
[268]. The specific location and geometry between the active site found in cutinases is also
conserved in PETase (Fig. 2.19(h) and H and SI Appendix, Fig. S4). In common with most lipases, the catalytic residues reside on loops, with the nucleophilic serine occupying a highly
conserved position known as the nucleophilic elbow [269]. The nucleophilic serine sits in
the consensus sequence (Gly-X1-Ser-X2-Gly), and while this “lipase box” is common to most
lipases (SI Appendix, Fig. S4(a)) and cutinases (SI Appendix, Fig. S4(b)), the X1 position, usually occupied by a histidine or phenylalanine in cutinases and lipases, contains a tryptophan
residue, Trp159, in PETase [270] (Fig. 2.19(g)). This residue has the effect of extending the
hydrophobic surface adjacent to the active site (SI Appendix, Fig. S3(e,f)). In common with
the Fusarium solani cutinase, PETase has two disulfide bonds, one adjacent to the active site
and one near the C terminus of the protein. MD simulations have predicted that the activesite disulfide in F. solani cutinase is important for active-site stability, and it may play a similar
role in PETase [271].

To explore the potential effects of crystallization conditions and packing effects, three
additional crystallography datasets ranging in resolution from 1.58 to 1.80 Å provided a total of seven independent PETase chains (SI Appendix, Table S1). All domains adopt the same
fold (relative rmsd values are ≈0.28 Å), and all of the residues of the catalytic triad exhibit
the same conformation (SI Appendix, Fig. S5(a,b)), including Trp159. In one crystal form,
however, Trp185 was present in three distinct conformations, all with higher B-factors than
other residues in the putative binding cleft; these results were corroborated by MD simulations of the wild-type PETase (SI Appendix, Fig. S5(c-f)). In all crystal forms, the packing of
PETase involves extensive packing interactions in and around the hydrophobic cleft, resulting in little space for interaction with putative ligands.
118

Converting PETase to a Cutinase-Like Active-Site Cleft Enables Improved Crystalline PET
Degradation. From the PETase structure, we originally hypothesized that changes in the
active site relative to the T. fusca cutinase resulted from the evolution of I. sakaiensis in a PETcontaining environment, thus enabling more efficient PET depolymerization. To test this
hypothesis, we mutated the PETase-active site to make it more cutinase-like. Specifically,
a double mutant was produced, S238F/W159H, which, based on homology modeling, was
predicted to narrow the PETase active site, similar to the T. fusca cutinase. Additionally, we
produced the W185A mutant to examine the role of this highly conserved dynamic residue.

In the original report describing the discovery of PETase, Yoshida et al. [238] examined
PETase digestions of amorphous PET films with a crystallinity of 1.9%, which is lower than
that of most PET samples that would be encountered either in the environment or in an
industrial recycling context [272]. To examine the performance in the wild-type PETase relative to the two mutants, we examined PET digestion with coupons of higher crystallinity.
Specifically, PET coupons with an initial crystallinity of 14.8 ± 0.2% (for reference, a commercial soft drink bottle examined via the same methods exhibits a crystallinity of 15.7% as
measured by DSC) were synthesized and characterized by NMR spectroscopy to confirm
their structure and by DSC to determine their crystallinity (SI Appendix, Fig. S6(a)). Digestions were conducted at pH 7.2 and monitored with DSC, NMR spectroscopy, and SEM, and
reaction products were quantified by HPLC and NMR spectroscopy. Fig. 2.20(a-d) shows
the results of PET degradation, including a buffer-only control, the wildtype PETase, and
the double mutant. It is clear that PETase induces surface erosion and pitting of a PET film
with a crystallinity of 13.3 ± 0.2%, resulting in a 10.1% relative crystallinity reduction (absolute reduction of 1.5 %; SI Appendix, Table S2). Surprisingly, the PETase double mutant
outperforms the wildtype PETase by both crystallinity reduction and product release. The
absolute crystallinity loss is 4.13% higher, and the corresponding SEM images appear to
show that slightly more surface ablation occurs (Fig. 2.20(c)). After incubation, the digested
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PET samples for both the wild-type PETase and the double mutant exhibit a lower melting
temperature over a wider temperature range (SI Appendix, Fig. S6(f)), indicating that the
crystalline domain regions are reduced in size.

Understanding how PET binds in the PETase catalytic site is key to understanding the
improved performance of the PETase double mutant. We attempted multiple trials to obtain a ligand bound structure of PETase, to no avail. While this paper was in revision, Han
et al. [253] published a study with an R132G/S160A mutant (R132 and S160 in the numbering here) that was able to accommodate monomeric ligands, alongside the publication
of another PETase structure soon after [254]. Here, we sought to predict PET-PETase binding modes by conducting induced fit docking (IFD) (SI Appendix, Fig. S7(a)). Multiple PET
orientations were predicted by IFD in and around the active site of both the wild-type and
double-mutant enzymes. The orientation shown in Fig. 2.20 and SI Appendix, Fig. S7(a) is
one of several used to illustrate a productive PET-binding event in the wild-type enzyme:
A PET carbonyl carbon is at a chemically relevant distance (5.1 Å) for nucleophilic attack
from the Ser160 hydroxyl group [273, 274], His237 is at an ideal distance (3.9 Å) to activate
Ser160, and Asp206 provides hydrogen bonding support to His237 (2.8 Å). This binding
mode is predicted to have binding affinity (estimated by the docking score with descriptors
in SI Appendix, Table S3) of -8.23 kcal/mol. Thus, our IFD-predicted binding modes are consistent with a productive Michaelis complex for PET chain cleavage. Additionally, with this
low-energy, catalytically competent pose generated from flexible docking (i.e., IFD), we observe a marked difference in the position of Trp185 compared with the crystal structure (SI
Appendix, Fig. S7(i)). The N–Cα–Cβ–C dihedral in the crystal PETase structure is -177.5°,
whereas our predicted catalytically competent binding mode of PET indicates W185 rotates to accommodate aromatic interactions with PET, and thus adopts a dihedral angle of
98.4°. This dihedral rotation was observed to various extents in all docking results and in
apo MD simulations (SI Appendix, Fig. S5(f)), and thus illustrates the necessity for flexible
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protein treatment during ligand binding mode prediction, especially if binding and/or catalytic hypotheses are to be posited.

IFD results also suggest potential reasons for the improved performance of the PETase
double mutant over wild-type PETase, as the substrate may interact with Phe238 through
several aromatic interactions, as shown in Fig. 2.20(f). In this predicted pose (docking score
of -11.25 kcal/mol, with descriptors in SI Appendix, Table S3), a PET carbonyl is at an appropriate attack distance from Ser160 (3.1 Å), Ser160 is in the range for deprotonation
by His237 (2.9 Å; SI Appendix, Fig. S7(c)), and Asp206 is ready to accept a proton in the
shuttle (2.9 Å). PET aromatic rings are within ideal π-stacking distances [157] to binding
site residues (W185 and Y87), and, in particular, two aromatic interactions are formed to
Phe238 (point-to-face interaction at 5.4 Å and parallel displaced interaction at 5.4 Å). The
marked difference in predicted binding affinities between wild-type and double mutant enzymes for PET is consistent with the increased activity of the PETase double mutant on
PET, as observed experimentally, and we can identify aromatic interactions supported by
the S238F mutation as being integral to this enhancement. All aromatic ring-ring distances
for described binding modes are illustrated in SI Appendix, Fig. S7 (a,c).

In contrast to the double mutant, the W185A mutant exhibits highly impaired performance relative to the wild-type PETase, as described in SI Appendix, Fig. S5(g-j) and Table
S2. These data confirm a critical role for this residue. From the IFD, Trp185 is predicted
to play an important role by contributing π-stacking interactions to PET aromatic groups.
Additionally, in all productive binding modes (i.e., when the carbonyl is oriented to be in the
oxyanion hole and the carbonyl carbon is at a catalytic distance from Ser160), Trp185 is
predicted to reorient relative to the crystal structure, suggesting its movement opens the
activesite cleft, allowing PET binding (SI Appendix, Fig. S7(i)).
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PETase Depolymerizes PEF, but Not Aliphatic Polyesters. We were also interested in understanding the activity of wild-type PETase and the PETase double mutant on other polymeric substrates, including aliphatic and other semiaromatic polyesters. To that end, we
synthesized, characterized (SI Appendix, Fig. S6(c,d)), and conducted similar incubations
with the aliphatic polyesters PBS and PLA. None of these samples showed visual differences
between the control images and the PETase-treated samples (SI Appendix, Fig. S8), suggesting that PETase and the double mutant are not active on aliphatic polyesters.

PEF is another semiaromatic polyester marketed as a biobased PET replacement [259,
260]. Given the structural similarity of PET and PEF, and recent studies on PEF degradation by cutinases [275], we hypothesized that PETase may also depolymerize this substrate.
Accordingly, we synthesized PEF coupons, and Fig. 2.21(a-d) shows the results of PEF incubations with the wild-type PETase enzyme and the PETase double mutant, alongside a
buffer-only control. Visually, the surface morphology of PETase-treated PEF is even more
modified than PET, with SEM revealing the formation of large pits, suggesting that PETase is
potentially much more active on this substrate than PET. The observation of enhanced PEF
degradation by microscopy is corroborated by the DSC data for PEF, which show a reduction in relative crystallinity of 15.7% (absolute of 2.4%) compared with a relative reduction
of 10.1% for PET (SI Appendix, Fig. S6(e) and Table S2).

To predict how a PEF oligomer interacts with the wild-type and double-mutant PETaseactive sites, IFD was again performed. The expected PETase activity was again captured
from a structural standpoint, with the PEF ester oriented within nucleophilic attack distance of Ser160 (Fig. 2.21(e,f) and SI Appendix, Fig. S7(b)). As with PET IFD results,
we were able to identify interactions to support increased activity of the PETase doublemutant enzyme. In the PEF wild-type binding mode (docking score of -9.07 kcal/mol), two
aromatic interactions are formed to Trp185 and Trp159 (SI Appendix, Fig. S7(b)). However,
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in the PEF double-mutant binding mode (docking score of -10.07 kcal/mol), three aromatic
interactions were observed: parallel displaced to Trp185 (5.7Å), point to face to His237
(5.1Å), and parallel displaced to Phe238 (5.2Å). Additionally, Tyr87 is within range for a potential aromatic interaction at 6.2Å. One interesting interaction was observed in the PEF
double-mutant binding mode: His237 flipped âĂIJup,âĂİ out of the catalytic triad, to play
an aromatic stabilization role (replacing the wild-type Trp159 stabilization), and, instead,
His159 supported Ser160 via hydrogen bonding at 3.2Å. This interaction between Ser160
and His159 is also observed in apo MD simulations of the double-mutant structure. It could
thus be postulated that His159 serves as an additional means for shuttling protons in the
PETase double mutant, which will be examined in a future study. As seen with PET, docking
scores predict increased binding affinity of PEF to the double-mutant PETase (SI Appendix,
Table S3), and, structurally, we can relate this to aromatic interactions supported by F238
and a potential alternative pathway for proton shuttling during catalysis.

2.3.5

Discussion

The high-resolution structure described in the present study reveals the binding site architecture of the I. sakaiensis 201-F6 PETase, while the IFD results provide a mechanistic
basis for both the wild type and PETase double mutant toward the crystalline semiaromatic
polyesters PET and PEF. Changes around the active site result in a widening of the cleft
compared with structural representatives of three thermophilic cutinases (SI Appendix, Fig.
S3), without other major changes in the underlying secondary or tertiary structure. Furthermore, we demonstrated that PETase is active on PET of âĹij15% crystallinity; while this
observation is encouraging, it is envisaged that its performance would need to be enhanced
substantially, perhaps via further active-site cleft engineering similar to ongoing work on
thermophilic cutinases and lipases [247, 251, 276, 277]. Enzyme scaffolds capable of PET
123

Figure 2.21: Comparison of PETase and the engineered enzyme S238F/W159H with PEF. (a) Bufferonly control of PEF coupon. (a) PEF coupon after incubation with wild-type PETase. (c) PEF coupon
after incubation with the PETase double mutant, S238F/W159H. All SEM images were taken after
96h of incubation at a PETase loading of 50 nM (pH 7.2) in phosphate buffer or a buffer-only control.
(Scale bar: a-c, 10 µm.) (d) Percent crystallinity change (green, solid bar) and reaction product concentration (FDCA, blue bar) after incubation with buffer, wild-type PETase, and the S238F/W159H
double mutant. (e) Predicted binding conformations of wild-type PETase from docking simulations
demonstrate that PEF is accommodated in an optimum position for the interaction of the carbon
(black) with the nucleophilic hydroxyl group of Ser160, at a distance of 5.0Å (red dash). His237 is
positioned within 3.7Å of the Ser160 hydroxyl (green dash). Residues Trp159 (orange) and Ser238
(blue) line the active-site channel. (f) In contrast, the double mutant S238F/W159H significantly alters the architecture of the catalytic site for PEF binding. Residue His237 rotates away from Ser160,
and instead forms an aromatic interaction with PEF chain at 5.1Å. Surprisingly, the mutated His159
becomes an alternative productive H-bond partner at 3.2Å. Similar to interactions with PET, Phe238
also provides additional hydrophobic interactions to an adjacent furan ring of the extended PEF
polymer, creating a more intimate binding mode with the cleft, with a parallel displaced aromatic
interaction at 5.2Å.

breakdown above the glass transition temperature (>≈70°C for PET) [241, 243] will also
be pursued in future studies. Coupling with other processes such as milling or grinding,
which can increase the available surface area of the plastic, also merits investigation toward enzymatic solutions for PET and PEF recycling. Furthermore, in light of recent studies
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that demonstrate the impressive synergistic effect of combining multiple PET-active lipases
[247, 251, 276, 277], we expect that incorporation of I. sakaiensis MHETase will further increase the performance [278], and this will be pursued in future work. The highly basic surface charge of PETase requires further investigation since it is not observed in other close
structural homologs, but it is noteworthy that the MHETase partner is predicted to be a
fairly acidic protein, with a pI in the region of 5.2.

Both the IFD results and MD simulations independently indicate the PETase binding site
is characterized by highly flexible, large aromatic side chains, such as Trp185, Tyr87, and
Trp159, and Phe238 in the PETase double mutant. Binding of PET and PEF induces conformational changes in these residues relative to the crystal structure; thus, modeling protein
flexibility in response to PET/PEF is critical to predict catalytically relevant binding modes.
Additionally, results of these flexible docking studies agree with experimentally observed
trends in performance in the wild type relative to the double mutant, and provide structural
insight to explain this enhancement.

PETase activity on both PET and PEF, but not on aliphatic polyesters such as PBS
and PLA, provides the basis for characterizing this enzyme more broadly as an aromatic
polyesterase rather than solely as a PETase. It is likely that the enhanced gas barrier properties of PEF will lead to its adoption for beer bottles, and that this recalcitrant material will
thus ultimately find its way to the environment. It is therefore encouraging that PETase is
also natively capable of PEF degradation. It is also noteworthy that in this study, PETase
was freeze-dried and shipped between continents, and that it retained similar performance
profiles after freeze-drying, which is a positive feature for its potential use in applications
that require enzyme production and use be distinct, as it would potentially be the case for
most biobased recycling options.
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The problem of plastics depolymerization by enzymes closely mirrors that of enzymes
that depolymerize polysaccharides, such as cellulose and chitin [279, 280]. Indeed, strategies that have been used to understand and improve glycoside hydrolases, including the
development of quantitative assays for measuring enzyme (or enzyme cocktail) performance on solid substrates, likely can serve as inspiration for more quantitative metrics
for comparing plastics-degrading enzymes and enzyme mixtures, which will be reported
in future studies. Moreover, the method of PETase action is of keen interest for further
protein and enzyme mixture engineering studies. The direct catalytic mechanism could
be studied with mixed quantum mechanical/molecular mechanics MD-based approaches
similar to previous work on carbohydrateactive enzymes [281]. Beyond the active site,
the enzyme may interact with and cleave the substrate in an endofashion by cleaving PET
(or PEF) chains internal to a polymer or in an exofashion by only cleaving PET from the
chain ends. Methods employed in the cellulase and chitinase research community, such
as substrate labeling with easily detected reporter molecules or examination of product
ratios, could potentially shed light on this question, and will be pursued in future efforts
[282, 283]. Lastly, at low substrate loadings, many polysaccharide-active enzymes rely on
multimodular architectures, with a carbohydrate-binding module attached to the catalytic
domain [280]. For polyesterase enzymes, hydrophobins, carbohydrate-binding modules,
and polyhydroxyalkanoate-binding modules have been used to increase the catalytic efficiency of cutinases for PET degradation [284, 285]. Certainly, further opportunities exist
for engineering or evolving for higher binding affinity of accessory modules to increase the
overall surface concentration of catalytic domains on the PET surface.

Given the fact that PET was only patented roughly 80 years ago and put into widespread
use in the 1970s, it is likely that the enzyme system for PET degradation and catabolism in I.
sakaiensis appeared only recently, demonstrating the remarkable speed at which microbes
can evolve to exploit new substrates: in this case, waste from an industrial PET recycling
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facility. Moreover, given the results obtained for the PETase double mutant, it is likely that
significant potential remains for improving its activity further. This enzyme thus provides
an exciting platform for additional protein engineering and evolution to increase the efficiency and substrate range of this polyesterase, as well as to provide clues of how to further
engineer thermophilic cutinases to better incorporate aromatic polyesters, toward to the
persistent challenge of highly crystalline polymer degradation.

2.3.6

Conclusions

The discovery of a bacterium that uses PET as a major carbon and energy source has
raised significant interest in how such an enzymatic mechanism functions with such a highly
resistant polymeric substrate that appears to survive for centuries in the environment. This
work shows that a collection of subtle variations on the surface of a lipase/cutinase-like fold
has the ability to endow PETase with a platform for aromatic polyester depolymerization.
These findings open up the possibility to further utilize and combine the extensive platform
of cutinase and lipase research over the past decades with directed protein engineering and
evolution to adapt this scaffold further and tackle environmentally relevant polymer bioaccumulation and biobased industrial polyester recycling.
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3.1.1

Abstract

Enzyme activity is inherently linked to free energies of transition states, ligand binding, protonation/deprotonation, etc.; these free energies, and thus enzyme function, can
be affected by residue mutations, allosterically induced conformational changes, and much
more. Therefore, being able to predict free energies associated with enzymatic processes
is critical to understanding and predicting their function. Free energy simulation (FES) has
historically been a computational challenge as it requires both the accurate description of
inter- and intramolecular interactions and adequate sampling of all relevant conformational
degrees of freedom. The hybrid quantum mechanical molecular mechanical (QM/MM)
framework is the current tool of choice when accurate computations of macromolecular
systems are essential. Unfortunately, robust and efficient approaches that employ the high
levels of computational theory needed to accurately describe many reactive processes (i.e.,
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ab initio, DFT), while also including explicit solvation effects and accounting for extensive
conformational sampling are essentially nonexistent. In this chapter, we will give a brief
overview of two recently developed methods that mitigate several major challenges associated with QM/MM FES: the QM non-Boltzmann Bennett’s acceptance ratio method and the
QM nonequilibrium work method. We will also describe usage of these methods to calculate free energies associated with (1) relative properties and (2) along reaction paths, using
simple test cases with relevance to enzymes examples.

Keywords: reaction path, free energy, QM/MM, potential of mean force, Bennett’s acceptance ratio (BAR), reweighting QM-non-Boltzmann Bennett (QM-NBB)

3.1.2

Introduction

Understanding enzyme structure and function requires accurately accounting for free
energy changes associated with processes such as (de)protonation, ligand binding, transition state stabilization, and reactive pathways. Experimentalists investigate these properties with mutation, titration, kinetic, and crystallographic studies. From a computational
perspective, free energy simulation (FES) is the critical methodology. The standard approach to FES is to conduct a series of simulations – each consisting of 105 -107 energy
and force calculations – and estimate ∆A(0 → 1) using free energy perturbation (FEP),[75]
thermodynamic integration (TI),[286] or Bennett’s acceptance ratio (BAR)[76] (we will consider only FEP and BAR here).

Although molecular mechanical (MM) simulations are often the best choice for generating sufficient sampling in FES, in the case of many enzyme properties an MM description
of interactions is likely insufficient. Enzymes provide a range of subtle yet complex interac130

tions that often cannot be accurately modeled with MM force fields; eg, covalent bond formation, electrostatic stabilization, etc. In many cases this leads to modulation of conformational degrees of freedom. Additionally, solvent molecules very often play critical roles and
thus need to be accounted for explicitly. This begs the question: how can we incorporate
accurate descriptions of inter- and intra-molecular interactions (ie, quantum mechanicalQM) while still adequately sampling configurational space (i.e., conducting sufficiently long
simulations)?[46, 287]

The hybrid quantum mechanical/molecular mechanical (QM/MM)[42] framework is the
current tool of choice for tackling such daunting problems. However, robust and efficient
approaches that employ the high levels of computational theory needed to accurately describe many processes in enzymes (e.g., ab initio, DFT), while also including explicit solvation effects and accounting for extensive conformational sampling, are essentially nonexistent. Application of MM FES techniques would require us to conduct long QM/MM simulations and estimate free energy differences using FEP or BAR, but this solution is intractably
expensive[288, 289] Therefore, past attempts to do QM/MM FES have mostly employed
semiempirical QM/MM (SQM/MM) or empirical valence bond (EVB) models, where the
generated ensembles are reasonably accurate and conducting long simulations is feasible.
However, despite the fact that recent developments have improved the accuracy of SQM
methods while maintaining computational efficiency [290–295] weaknesses still remain
among them [296–299] and it is evident that ab initio or DFT methods are still required
for the most accurate FES. Herein we describe our recently developed techniques for efficiently incorporating high-level energetic detail in FES.

Background on FES: We will begin with a brief discussion of free energy estimators; however an in-depth description of FES is outside the scope of this chapter so some familiar131

ity will be assumed. Those interested in reviewing FES in more detail should refer to Refs
79, 300, 301. Additionally, we will use nomenclature to succinctly represent thermodynamic states and mathematical expressions. In general “0”/“1” will refer to two distinct
chemical/conformational states (i.e., solvated vs gas phase, protonated vs deprotonated,
etc.) with subscripts indicating the level of theory describing these states. Energy evaluations will be denoted UAX , where “A” representsthe chemical/conformational state (eg,
“0”/“1”), and X represents the level of theory at which the energy was evaluated. See the
Appendix for the complete set of terminology and definitions.

FEP is defined by Zwanzig’s exponential formula,[75]

∆A(0 → 1) = −kB T ln hexp[−(U1 − U0 )/kB T ]i0

(42)

where kB is Boltzmann’s constant and T the temperature. FEP is a one-sided method, meaning that if ∆A(0 → 1) is the free energy of interest, then a simulation at state 0 is conducted
with potential energies of the trajectory snapshots evaluated at both endstates, i.e.,U0 and
U1 , and the ensemble average is calculated as shown in Eq. 42. BAR (Eq. 60) is widely recognized as one of the most efficient free energy estimators, often converging easily for calculations where FEP does not: [76, 79, 302–305]

∆A(0 → 1) = kB T

hf (U0 − U1 + C)i1
ln
hf (U1 − U0 − C)i0


+C

(43)

where f (x) denotes the Fermi function f (x) = (1 + exp( kBxT ))−1 and
C = kB T ln
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Q0 N1
Q1 N0

(44)

Q0 and Q1 are the canonical partition functions, and N0 and N1 are the number of data points
used to compute the ensemble averages. Eq. 60 is solved iteratively until the condition

hf (U0 − U1 + C)i1 = hf (U1 − U0 − C)i0

(45)

is fulfilled. With C determined in this manner, one obtains

∆A(0 → 1) = −kB T ln

N1
+ C.
N0

(46)

As opposed to FEP, BAR is a two-sided method: if ∆A(0 → 1) is the free energy of interest,
two simulations must be conducted at states 0 and 1, and the snapshots of each simulation
are to be evaluated at both states of interest, i.e , h...i0 requires U0 and U1 for every snapshot
sampled at state 0, and h...i1 requires U0 and U1 for every snapshot sampled at state 1.[46,
76]

As discussed in Ref. 79, for one-sided methods (eg, FEP) to yield converged results a
sufficient number of configurations sampled in state 0 must be representative of state 1
(i.e., low energy conformations). This can be checked by plotting the forward and backward potential energy difference probability distributions, p(∆U0→1 ) and p(−∆U1→0 ), respectively.35 For two-sided methods (eg, BAR), even limited overlap between p(∆U0→1 ) and
p(−∆U1→0 ) is sufficient. In Fig. 3.1a, a sizable number of configurations of the forward distribution fall into the peak region of the backward distribution; under these circumstances,
FEP is likely to converge and result in correct free energy differences. By contrast, in Fig.
3.1b forward and backward energy distributions overlap, but only very few - if any within a
finite simulation - configurations of p(∆U0→1 ) are near the peak of p(−∆U1→0 ). While BAR
35
Where the “state” on the left side of the arrow is used to generate the ensemble. For example, 0 → 1
indicates that the ensemble was generated at state 0.
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is likely to work in this situation, FEP will most likely fail. Finally, Fig. 3.1c depicts a situation
where both FEP and BAR will not converge.
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Figure 3.1: Illustration of overlap between distributions of forward (p(∆U (0 → 1)), black dashed)
and backward (p(−∆U (1 → 0), black solid) energy differences. (a) Excellent overlap: a sufficient
number of samples from the forward distribution is in the peak region of the backward distribution;
FEP likely to work. (b) Weak overlap; BAR likely to work, FEP likely to fail. (c) No overlap, even BAR
is likely to fail. Note: normal distributions used for illustrative purposes; real distributions are likely
to have marked deviations from the Gaussian case.

Direct vs. Indirect Free Energy Simulations: As previously stated, many enzyme processes may not be modeled accurately enough with an MM description. For this reason we
now turn our attention to calculating high-level or QM/MM free energy differences. There
are two accepted approaches for calculating ∆A(0 → 1): “direct” and “indirect.” The direct
approach requires one to conduct QM/MM simulations at state 0 and use FEP to evaluate
∆A(0high → 1high )), or to conduct QM/MM simulations at states 0 and 1 and use BAR to
evaluate ∆A(0high → 1high ).

Alternatively, one could take an “indirect” approach to calculating ∆A(0high → 1high )
by devising an advantageous thermodynamic cycle around the ∆A of interest, Fig. 3.2,
and summing over the other legs of the cycle: ∆A(0high → 1high ) = ∆A(0low → 1low ) +
∆A(1low → 1high ) − ∆A(0low → 1low ).[55–74]

In Fig. 3.2, ∆A(0low → 1low ) can be calculated using any common free energy estimator
(e.g., BAR), while (ii) and (iv) are typically calculated with FEP as it does not require high134
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∆A (0LOW → 1LOW )

(iii)

(iv)

1LOW

Figure 3.2: Scheme illustrating the indirect cycle. ∆A(0high → 1high ) = ∆A(0low → 1low ) +
∆A(1low → 1high ) – ∆A(0low → 0high ).

level simulations (i.e., ∆A (0low → 1high )).
D
E
∆A(0low → 0high ) = −kB T ln exp[−(U0high − U0low )/kB T ]

.
0,low

(47)

It is important to emphasize the computational savings when choosing the indirect approach, as all simulations can be done with a low level of theory and only simulation snapshots have to be evaluated with high-level energetics. Additionally, when the “low” level is
chosen to be MM, then tools such as soft-core potentials can be used to avoid end-point
problems.

Although FEP is the most popular choice for calculating ∆A(0low → 0high ), recall that
it has demonstrable convergence and accuracy issues. As performance problems with FEP
have become more recognized, attempts have been made to alleviate errors by “freezing”
QM region atoms (i.e., atoms described quantum mechanically within the QM/MM framework) during MM simulations[67, 68]. Unfortunately, excluding QM region flexibility ignores entropic contributions. Warshel and coworkers have worked to maintain QM region
flexibility when using FEP [306, 307], namely by replacing MM simulations with EVB Hamil135

tonians parameterized to specifically reproduce QM endstates; still many of these calculations suffered the same poor convergence and inaccuracies typical of FEP [306, 308]. A
more robust method for computing ∆A(0low → 1high ) is clearly needed. This challenge is not
new for FES[46–48] as we and many others[55–74] have been working to reconcile these
conflicting requirements, but the subtle and complex nature of enzyme catalysis only stands
to amplify this challenge.

Efficiently Calculating ∆A(0low → 0high ): One of the main reasons FEP fails in “vertical”
(i.e., ∆A(0low → 1high ), Fig. 3.2) calculations is poor overlap between the low-level and
high-level potential energy surfaces. In principle, using BAR to calculate ∆A(0low → 0high )
would be ideal; however, the requirement of simulations at both endstates (specifically
0high ) makes this approach untenable. So, how can one improve the convergence of FES
between low and high levels of theory? We have recently developed two new methods
for doing exactly this: the QM non-Boltzmann Bennett method (QM-NBB) and the QM
nonequilibrium work (QM-NEW) method. In the next section we will describe the derivation of these methods and their basic usage.

QM-NBB: Recent work by our groups described a practical and conceptually simple
means to utilize high-level energies efficiently in BAR without high-level simulations. The
QM-NBB method employs biasing potentials to extract QM quality free energies from lowlevel simulations. Torrie and Valleau described how to extract unbiased ensemble averages
from biased simulations:[309]

X exp βV b bias
hXi =
hexp (βV b )ibias

(48)

where β is 1/kb T . The notation h...ibias denotes these ensemble averages are evaluated
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from simulations operating under a biasing potential, while hXi an unbiased ensemble
average[46]. The biasing potential V bias evaluated in general as V b = U 0 − U 1 , where U b
is the energy in the presence of the bias and U 0 is the energy in the absence of the bias[309].
To extract high-level ensemble averages from low-level simulations, one uses an unusual biasing potential, V b = U low − U high [46]. For example, consider ∆A(0QM → 1QM ): to extract
QM quality results from MM simulations, the MM simulations are regarded as QM simulations operating under this unusual biasing potential [46].
(49)

V b = U b − U 0 = U low − U high = U M M − U QM .

In practice, V b essentially reweights conformations from the MM ensemble based on
overlap with the QM ensemble[46]. Substituting Eqs. 48 and 49 into Eq. 60 we arrive at the
general NBB method,[46]

∆A(0 → 1) = kB T ln

f (U0 − U1 + C) exp βV1b



f (U1 − U0 − C) exp βV0b



exp βV0b



1,b

exp βV1b



0,b

!
0,b

+C

(50)

1,b

The notation follows Eq. 50, with an additional subscript b, indicating that ensemble averages were obtained in the presence of a biasing potential (Eq. 49)[46]. As Eq. 50 is written, one could calculate ∆A(0high → 1high ) in one step. However, many practical cases
have insufficient configurational overlap between endstates of interest (even when using
BAR), requiring many intermediate states.36 Thus, we focus on the use of NBB to calculate
∆A(0low → 1high ) via the “indirect” approach.

Using two-sided methods such as BAR and NBB requires performing two simulations.
For example, to compute∆A(0low → 0high ) via BAR means that the 0low ensemble would
36
One notable example of this is the computation of solvation free energies using MM- and QM-based implicit solvation models[46].
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likely be generated via a computationally affordable level of theory (eg, MM). On the other
hand, the target high level of theory is often QM, which quickly makes BAR untenable due
to theneed of the 0high ensemble. In contrast, QM-NBB circumvents the need for a 0high ensemble by introducing a “middle” level of theory; this 0mid is ideally more computationally
affordable (than QM) to generate, while also yielding QM-like ensembles. This 0mid ensemble can then be reweighted with a biasing potential (i.e., V b = U0mid − U0high ) to compute
∆A(0low → 0high ) via QM-NBB.

Figure 3.3 summarizes how QM-NBB can be applied to (ii) and (iv) of Figure 3.2. For example, to execute ∆A(0M M →0QM ) via QM-NBB, one can chose a low MM simulation and
a mid SQM simultion.[47] For the simulation at state 0M M , U0M M and U0QM need to be evalb
,
uated for every snapshot. For the simulation at state 0SQM , U0SQM , U0QM , U0M M , and V0,SQM
b
= U0SQM - U0QM .
need to all be evaluated for every snapshot of the trajectory. Where, V0,SQM
MM
b
- U0M M = 0.0. These enerThe other state, 0M M is not to be biased, therefore V0,M
M = U0

gies are then each substituted into their appropriate spots in Eqn. 50 to give Eqn. 51 below
which describes the particular use of QM-NBB to calculate ∆A(0M M → 0QM ) using an SQM
middle state:

∆A(0M M → 0QM ) = kB T ln

b
hf (U0M M −U0QM +C) exp(βV0,SQM
)i0,SQM
1
QM
b
M M −C)
f
(U
−U
hexp(βV0,SQM
)i0,SQM
h 0
i0,M M
0


+C
(51)

Brief Note: For the particular situation of computing free energy differences between an
MM and QM representation of a system, one should keep in mind that it may not be possible
to obtain p(−∆U MM →QM ) at all. Fig. 3.1c illustrates a case where 0 and 1 endstates are
very distinct, this can be applied to the MM → QM case if 0 is replaced with 0M M and 1 is
replaced with 0QM . This illustrates how far apart low and high level descriptions of a system
can be. An additional complication arises if the distribution p(∆U MM →QM ) is broad, as in
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Figure 3.3: Illustration of NBB use in calculating ∆A(0low → 0high ) in an indirect scheme. The same
scheme can be constructed to calculate ∆A(1low → 1high ) to calculate to other “vertical” leg of an
indirect cycle.

Fig. 3.1c. In this case, the exponential average 1/N

PN
i

exp(−β∆Ui ) will be very sensitive

to the negative tail of the distribution. Dellago and Hummer quantify “broad” as σ 2 (∆Ui ) 
(kT )2 [310]. If the distribution were Gaussian, as assumed for simplicity in Fig. 3.1, the
exponential averaging can be avoided by the use of the cumulant expansion [75], which in
the case of normal distributions converges faster and more reliably.[310] Unfortunately, in
practice p(∆U ) often is not distributed normally, and use of the cumulant approximation
may lead to systematic errors [310].

QM-NEW: Although the use of QM-NBB is appealing from both a conceptual and technical perspective, unfortunately there are inherent limitations to using equilibrium simulations for calculating ∆A(0low → 0high ) (vide supra). These limitations have primarily been attributed to mismatches between the so-called “stiff” degrees of freedom (e.g., bond stretching terms) observed in low and high level descriptions (e.g., MM and QM).[311, 312] Typically, these problems have been addressed by modifying how the low level ensemble is
generated[306, 308] or by excluding the energy terms responsible for poor overlap.[311,
313] However, we have recently demonstrated that “stiff” degrees of freedom mismatches
can easily be overcome by using more robust FES techniques, namely, non-equilibrium work
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(NEW) methods such as Jarzynski’s equation (JAR, Eqn. 58).[48, 77]37

∆A(0M M




−W0M M →0QM
→ 0QM ) = −kB T ln exp
kB T
0

(52)

JAR is the NEW equivalent to FEP and is calculated by replacing the potential energy differences of states 0M M and 0QM in FEP with the NEW (i.e., W0M M →0QM ). These work values are
obtained from relatively short switching simulations between the 0M M and 0QM , effectively
bridging the conformational gap by slowly connecting the ensembles generated at the low
and high levels of theory.

In practice, this entails a number of steps. First (1), one must carry out an extended equilibrium simulation at the low level where both coordinate and velocity information is saved
for a sufficient number of snapshots. Next (2), this saved information is then used to start
switching simulations from 0low → 0high (e.g., 0M M → 0QM ). Then (3), the potential energy
differences between each step in each switching simulation are summed to calculate an ensemble non-equilibrium work. Finally (4), all NEW data is used as input into Eqn. 58 and
∆A(0low → 0high ) is obtained.

Extending Fig. 3.1, we illustrate why fast switching improves convergence (Fig. 3.4).
Specifically, the use of JAR allows us to fulfill a fundamental requirement of any one-sided
method, that at least some configurations sampled at the low level should be low energy
structures at the high level.[? ] In the case of FEP, and most likely BAR, the ∆U distributions
in Fig. 3.4 would not lead to converged results.

Although NEW simulations are effective at circumventing mismatches in “stiff” degrees
of freedom, a more problematic issue arises: differences in “soft” degrees of freedom (e.g.,
37

A NEW equivalent to BAR, Crook’s equation (Ref. 78, Eqn. 19), can also be realized by replacing forward
and backward energy differences in BAR with forward and backward NEW values, but use of this will not be
covered in the scope of this article.[48, 78]
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Figure 3.4: Cartoon representation of overlap between distributions of forward (∆Ulow →high ) and
of (negative) backward energy (∆Uhigh→low ) differences compared to the distribution obtained from
NEW simulations (∆Wlow →high ).

conformational and/or environmental rearrangements). In such cases, both one- or twosided methods (e.g., FEP, BAR) would be very likely to fail; however, NEW methods are able
overcome this poor overlap albeit at a potentially high computational cost. For example, to
overcome overlap deficiencies in “soft” degrees of freedom one would have to significantly
extend the length of the switching simulation to accommodate for slower conformational
changes.

3.1.3

Alchemical FES

Calculating free energy differences, ∆A, between two chemically distinct (e.g., different
small molecules) states, 0 and 1, usually requires the introduction of “non-physical” intermediate states due to insufficient overlap. These intermediate λ or “hybrid” states represent
the degree of perturbation from 0 → 1, and are governed by a potential energy function
which mixes the endstate energies (typically linearly), e.g., E(λ) = (1 − λ)E0 + λE1 , 0.0 ≤
λ ≤ 1.0. After establishing the hybrid states, the total free energy difference can be found as
the sum of free energy differences between each state: ∆A(λ0.0 → λ1.0 ) = ∆A(λ0.0 → λ0.1 )
+ ∆A(λ0.1 → λ0.2 ) + · · · + ∆A(λ0.8 → λ0.9 ) + ∆A(λ0.9 → λ1.0 ). These individual ∆A values can
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then computed in a number of different ways,38 e.g., FEP,[75] TI,[286] or BAR.[76] In MM
force field based FES all three methods are widely used; however, several recent studies
have shown that BAR is the most efficient and robust.[79, 302–304]
∆A (0HIGH → 1HIGH )

0
HIGH
(i)

0
LOW

1

HIGH
(iii)
(ii)

0.1
LOW

(vi)

0.2
LOW

...

0.8
LOW

0.9
LOW

(iv)

(v)

1
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Figure 3.5: General scheme for conducting alchemical FES with λ-states. Here ∆A(0high → 1high ) is
tackled by simulating λ-states at a lower level of theory and ∆A’s. Legs (iii) and (vi) illustrate “corner
cutting.”

In practice, most alchemical FES in enzymes require λ-states (e.g., residue mutations,
protonation/deprotonation, etc). Thus it is again clear that the use of the “indirect” FES
scheme is preferred over the “direct” approach (see Section 1.2).[300] For example, the di1.0
rect calculation of ∆A(λ0.0
(S)QM/M M → λ(S)QM/M M ) would stipulate each λ state be simulated

at the (S)QM/MM level of theory,[64, 65, 314–322] very quickly becoming cost prohibitive.
Fortunately, since free energy is a state function, we can avoid treating λ-states with the
more expensive computational methods. In Fig. 3.5, λ-state simulations are all conducted
at the low level of theory, such as MM, while QM-NBB or QM-NEW can be used to connect
these simulations to the desired high level of theory, thus minimizing the total number of
QM evaluations needed. Also, one can easily incorporate a more gradual shift from 0 → 1,
by using more λ-states, at the low level of theory without adding high-level overhead.

QM-NBB in Alchemical FES. We have already described how QM-NBB can be used to calculate the “vertical” legs of an indirect cycle (see “Efficiently Calculating ∆A(0low → 0)), and
38

We, as in most alchemical FES, follow the “dual topology” paradigm in which a hybrid molecule is constructed with characteristic groups of both chemical states 0 and 1; topological information for both states is
included in the topology file, i.e., the psf.
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a similar calculation can be used in the case of λ-states with one additional note: when connecting levels of theory (i.e., low → high), the chemical/conformational states do not have to
0.0
remain constant. One can see this in Fig. 3.5 where leg (iii) connects ∆A(λ0.1
low → λhigh ) and
1.0
leg (vi) connects ∆A(λ0.9
low → λhigh ), thus we have chemical/conformational changes along

with level of theory changes; we refer to this as “corner-cutting”. Because there is a chemical/conformational change involved with “corner-cutting” a mid-level of theory is not re0.1
0.0
quired. Using QM-NBB to calculate ∆A(λM
M → λQM ) without a mid-level of theory would

look like the following:
0.1
∆A(λM
M

→

λ0.0
QM )


= kB T ln

M M −U QM +C) exp βV b
hf (U0.1
( 0.0,M M )i0.0,M M
0.0
1
QM
b
M
M
hexp(βV0.0,M
hf (U0.0 −U0.1 −C)i0.1,M M
M )i0.0,M M


+C
(53)

where
QM
b
MM
MM
b
MM
V0.1,M
= 0.0, V0.0,M
M = U0.1 − U0.1
M = U0.0 − U0.0 .

(54)

An alternative, and perhaps more robust, use of QM-NBB avoids “corner-cutting” entirely. Instead, legs (ii) and (iv) in Fig. 3.5 would be computed at the low-level (here MM) and
the use of QM-NBB would follow according to procedure laid out in Eqn. 51 and Fig. 3.3. In
our experience, the choice of a good SQM method (e.g., SCC-DFTB) serves as a appropriate
mid level of theory for connecting MM → QM and has several benefits over the aforemen0.0
tioned procedure, with the most obvious being that overlap between states λ0.0
M M and λQM
0.0
should be improved over that of λ0.1
M M and λQM .

QM-NEW in Alchemical FES. The application of QM-NEW techniques in alchemical FES
follows the latter usage of QM-NBB; i.e., legs (ii) and (iv) in Fig. 3.5 would be computed
0.0
1.0
using the low-level method to yield a converged ∆A(λM
M → λM M ). Following this pro0.0
1.0
cedure, extended equilibrium simulations are needed at both λM
M and λM M states. Note,

QM-NEW simulations require coordinate and velocity information to be saved at regular
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1.0
intervals during the λ0.0
M M and λM M simulations. Next, starting from each coordinate / ve0.0
locity set saved, “switching” simulations are initiated such that the λM
M state is smoothly
1.0
1.0
converted to λ0.0
QM (and likewise with λM M → λQM ). Subsequently, the indirect thermody1.0
namic cycle (Fig. 3.2) is completed to yield ∆A(λ0.0
QM → λQM ).

Examples. Alchemical FES are exceptionally useful for calculating relative properties in
enzymes such as free energies as a function of mutating residues, relative binding free energies of ligands, free energies of protonation state changes (i.e., pKa ), and more. We have
thus selected two cases that exemplify how to use QM-NBB and QM-NEW to efficiently
calculate QM/MM free energy differences. Additionally, we will describe special considerations that should be taken when calculating ∆A’s that involve a change in net charge (e.g.,
pKa s). The Appendix contains a section with general notes and caveats about the examples
presented herein.

QM-NBB ∆A(EthaQM → MeOHQM ): In Ref. 46, we calculated relative solvation free energies between small molecules of similar size using alchemical FES; e.g., Ethane (Etha) →
Methanol (MeOH). Such an alchemical change absolutely requires the use of non-physical
intermediates or λ-states. In order to calculate ∆A(EthaQM → MeOHM eOH ), we used the
indirect cycle presented in Figure 3.5 where: λ0.0 = Etha, λ1.0 = MeOH, low = MM, and high
= QM/MM. As in Figure 3.5, 11 λ-states were used to move 0 → 1, each at increments of ∆λ
= 0.1.

Conducting simulations at each λ-state requires, constructing a “dual-topology” hybrid
molecule from the two endstates, and using a simulation module capable of parsing hybrid
molecule energies (we used CHARMM’s multiscale modeling module, MSCALE [323]). A
“dual-topology” molecule is constructed by identifying what atom types the two molecules
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have in common, then connecting distinctive groups to this “core” group in such a way that
interactions between the distinctive groups are not considered (i.e., angles and dihedrals
between the distinctive groups are deleted). This means that atoms from both endstates
are present in the molecular topology file during all simulations, but the two halves do not
interact and energetic contributions from either state are scaled by (1 − λ) and λ. Etha and
MeOH both share a common CH3 and the distinctive groups are the additional CH3 and the
OH group respectively; thus we defined a hybrid molecule from Etha and MeOH as seen in
Fig. 3.6.

It is best to choose a “core” group (Fig. 3.6) in the hybrid molecule from atoms in the
two endstate molecules that have identical atom types, so that van der Waals parameters
are appropriately represented at either endstate. This is somewhat straight forward for
many enzyme problems as in an enzyme, a clear choice for “core” atoms would be the Cα
and backbone atoms as these are the same for most residues.

Figure 3.6: Illustration of hybrid molecule constructed in the Etha → MeOH alchemical mutation.
All atoms are present in the hybrid’s topology at all times. Black atoms represent the “core” group,
blue atoms represent those distinctive of ethane, red atoms represent those distinctive of methanol
atoms, grey atoms are those that are still present but at not contributing to the energy function at
the endstates.

In the case of ∆A(EthaQM → MeOHQM ) simulations were done at each λ-state using the CHARMM generalized force field (CGenFF);[39] QM calculations were done
with Q-Chem,[219] and QM/MM calculations were done using the CHARMM/Q-Chem
interface.[324] Please refer to Ref. 46 for more specifics on how λ-state simulations were
conducted. BAR was used to evaluate ∆A’s between λ0.1 and λ0.9 (as seen in Fig. 3.5). QM0.1
0.0
0.9
1.0
NBB was used to “corner-cut” and evaluate ∆A(λM
M → λQM ) and ∆A(λM M → λQM ), all
1.0
∆A’s were summed to give ∆A(λ0.0
QM → λQM ). Our calculations resulted in free energy dif-
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ferences that strongly agreed with experiment (error of 0.03 kcal·mol−1 ), illustrating QMNBB’s successful application to alchemical FES (see Ref. 46, pg. 1412, Table 2 for Etha →
MeOH data).

QM-NEW ∆A(AlaQM → SerQM ): Although QM-NBB can be ideal for many problems
of interest in computational enzymology, there are also cases where QM-NBB can result
in poorly converged FES. One such case that is directly related to enzymatic systems, and
where we have previously observed FES convergence problems, is the free energy difference between the blocked N-acetyl-methylamide amino acids alanine (Ala) and serine (Ser)
(“blocked” amino acids, often referred to as alanine and serine “dipeptides”), ∆A(AlaQM →
SerQM ). In an effort to overcome these convergence problems, which we attributed to poor
overlap stemming from mismatches in “stiff” degrees of freedom, we sought to apply our recently developed QM-NEW technique.[48]

As previously highlighted, QM-NEW simulations require only simulations at the “physical” endstates of the alchemical thermodynamic cycle (Fig.3.5). Here, the procedure for
obtaining the necessary NEW data for Ala and Ser is enumerated. Using the MSCALE module
in CHARMM,[38, 323] we are able to linearly combine multiple potential energy functions.
For this example we used CHARMM22 (C22) as our low level and SCC-DFTB as our high
level; however, MSCALE is extremely flexible and works with more accurate methods in
CHARMM (e.g., Q-Chem and GAMESS QM/MM interfaces) and easily interfaces to external MM and QM packages (e.g., AMBER, Tinker, Psi4, etc.)[325–327] Further, MSCALE supports the pert free energy facility of CHARMM; thus, the degree of mixing between MM
and QM is not only controllable but can also be modified continually through the course of
a MD simulation.
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As stated previously, to begin the QM-NEW procedure one must obtain a set of coordinate/velocity information (i.e., restart files) from an equilibrium simulation in the canonical
ensemble. Using this information, “fast-switching” simulations were carried out to obtain a
set of work values (W ). Switches were made linearly from the initial to final state using the
MSCALE and pert facilities. Fast switches over 100 steps of Langevin Dynamics were carried
out for all restart files saved. Next, the ensemble of work values (W0M M →SQM ) was used to
compute ∆A(0M M → 0SQM ) via Eq. 58.

Currently, we are continuing to explore the utility of QM-NEW methods for computing ∆A(M M → QM ) started in Hudson, Woodcock, Boresch (2015). Results so far give
some additional insights concerning the difficulty of obtaining converged numbers for this
quantity. First, if the two levels of theory lead to large differences in conformational preferences (as, eg, was the case for alanine and serine in Hudson, Woodcock, Boresch 2015), then
the computation of the free energy difference becomes much more difficult; i.e., convergence is poor. This confirms the concluding remark/considerations of Hudson, Woodcock,
Boresch (2015).39 Second, we have started to apply QM-NEW fast-switching simulations
to solutes/solvent systems, i.e., switching from a pure MM system to an SQM/MM system,
with SQM (specifically, SCC-DFTB) used to describe the solute and MM for the solvent. In
several cases the protocols (switching lengths of 0.25-1 ps) which were verified to work well
in the gas phase, failed in aqueous solution. Switching lengths of 5-10 ps were required to
regain convergence. It turns out that in these cases the charge distribution of the solute,
i.e., the regular partial charges of the force field, and the (average) Mulliken charges of the
SCC-DFTB method, is rather different. Consequently, the water configurations sampled
during the MM simulations are mostly incorrect when switching to an SQM description of
the solute. If switching of interactions is carried out over 5-10 ps, the waters near the solute
39

“Finally, our results show that differences between low (e.g., MM) and high (e.g., QM) levels of theory
are not restricted to the stiff degrees of freedom (e.g., bond stretching, angle bending); in fact, differences
in conformational preferences may well prove to be the more daunting challenge when connecting levels of
theory.”
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can adapt to the new charge distribution, whereas switching times <1 ps are insufficient for
water to rearrange. We would like to point out that this is a complication that would be
difficult, if not impossible, to detect by equilibrium methods in which the “switch” is instantaneous.

Brief Note: Many enzyme systems of interest may require a change in charge, for example, calculating free energies associated with mutating charged residues such as glutamate
or lysine to neutral residues like leucine, and calculating the free energy between protonation states (i.e., pKa ). As briefly mentioned, simulation of λ-states with explicit water is
very important as hydrogen bonds and explicit electrostatic interactions are likely to provide large amounts of stabilization to either endstate. Periodic boundary conditions (PBCs)
are typically used in MM simulations to mimic the effects of infinite solvent, while particle
mesh Ewald (PME) is used to compute the long-range electrostatic interactions in such periodic conditions. However, PME summation requires that the overall system charge be neutral. As λ-states deviate from this neutral charge, errors from electrostatic treatment are
expected. Thus, one should avoid using PBCs and PME in these cases and instead employ
solvent boundary potential methods. Such methods model water explicitly in a user-defined
volume of interest and then model beyond the explicit solvent with a dielectric constant appropriate for the rest of the system (eg, water or protein). We have begun applying efficient
QM-FES to predicting residue pKa s, and for this task we model infinite solvation with the
generalized solvent boundary potential modulein CHARMM. The interested reader should
also review Li and Cui (2003)’s scheme 2 and associated equations to understand how to
convert a free energy involved in protonation/deprotonation into a pKa .[319, 328]

Additionally, we should mention that when calculating ∆A(0M M → 0QM/M M ), if 0M M
QM/M M

simulations are conducted using PBC and PME, U0

should be calculated in such a

way to ensure that QM region atoms are included in the Ewald summation. In the past this
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was not possible and required creative work arounds,[46] but QM/MM Ewald functionality has recently been developed and implemented in Q-Chem and the Q-Chem/CHARMM
QM/MM interface.[324, 329]

3.1.4

Reaction Profiles

Enzyme active sites are tuned to carry out a wide range of biochemical processes. To
date, most high-level computations on enzymes have focused on modeling reactive processes, the hallmark of (S)QM/MM methodology. A plethora of methods, to this end, exist
and differ predominantly based on the details of how the reaction coordinate, ξ, is defined
and propagated. For example, discrete points (ξi ) along the path are typically enforced by
either suitable restraints (umbrella potentials) or constraints.

Further, various methods can be used to compute the free energy along the path investigated, i.e., the potential of mean force (PMF) along ξ. Self-penalty walk-based methods, the finite temperature string method and its derivatives, QM/MM-MFEP, QTCP, and
nudged elastic band variants make up a diverse class of methods that differ in both how ξ
is treated and how PMFs are computed (e.g., via free energy differences with FEP, WHAM,
etc.) [71, 72, 324, 330–359] Alternatively, one can use the average force in the direction of
reaction coordinate − h∂U/∂ξiξi and compute the PMF in analogy to TI.

As highlighted later, connection schemes between levels of theory are starting to become essential when developing robust reaction path methods. However, unlike alchemical FES, where one only has to care about connecting low and high-levels of theory at the
endstates, PMF generation requires accurate free energy differences at every step; i.e., all
intermediate states/reaction path steps have to be modeled accurately. Of course, accurate
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PMFs could be generated “directly,” by simulating every reaction intermediate at a high level
of theory, but as we have discussed, this is resource intensive and can easily lead to poor
results. Instead, in the interest of efficiency, one should incorporate high-level energy evaluations through either QM-NBB or QM-NEW to construct a high-level PMF from an extensively sampled low-level PMF. It is worth mentioning that for reaction path mapping, a low
level of theory will typically have to be chosen that can account for bond breaking/forming.
Therefore, low will likely be either a reactive MM force field or an SQM/MM simulation,
while high level of theory will likely be QM/MM.

Here we will describe possible means for calculating free energies along a path using
QM-NBB and QM-NEW and then illustrate the process using a simple example. We will
i
, where i denotes particular reaction intermedenote an arbitrary reaction coordinate as ξX

diates and X denotes the level of theory used. We will denote the change in free energy
between two reaction coordinates as ∆A(ξ i−i → ξ i ). To use NBB or NEW to extract a highlevel PMF from low-level simulations at each ξ i , one must first generate a low-level PMF and
i
i
then calculate ∆A(ξlow
→ ξhigh
) which represents a “correction” from the low-level PMF to

the high-level PMF at each reaction intermediate:

"
fhigh (ξ i ) =

i
X

#
k−1
k
i
i
∆A(ξlow
→ ξlow
) + ∆A(ξlow
→ ξhigh
).

(55)

k=1

QM-NBB: Figure 3.7 illustrates how this calculation would be done where high, mid, and
i
i
low descriptors are denoted. Recall that QM-NBB can be used to calculate ∆A(ξlow
→ ξhigh
)

so long as there are two simulations, and we can advantageously choose one simulation to
be at a mid-level of theory to avoid overlap problems between the low and high levels of
i−1
i
theory. As Figure 3.7 illustrates, BAR is used to calculate ∆A(ξlow
→ ξlow
), then QM-NBB is
i
i
used to calculate corrections to the high level ∆A(ξlow
→ ξhigh
) at every RP state via a mid-

150

level simulation to provide the high-level ensemble. The value of the free energy at each RP
step ξ relative to the reaction state (0) is then found by evaluating Eqn. 55.

ξ 1HIGH

Vb

Vb

BAR

ξ 1MID

ξ 1LOW

...

BAR

...

BAR

ξ n−1HIGH

ξ nHIGH

Vb

Vb

ξ n−1MID

ξ n−1LOW

QM-NBB

ξ 0LOW

QM-NBB

QM-NBB

ξ 0MID

...

QM-NBB

ξ 0HIGH

BAR

ξ nMID

ξ nLOW

Figure 3.7: QM-NBB applied in an indirect approach along a general reaction path with n steps.

QM-NEW: As noted previously, if overlap problems occur when using QM-NBB to connect low → high PMFs then QM-NEW methods can be used as a more robust alternative.
To accomplish this, one needs to simply follow the procedure laid out for using QM-NEW
methods (eg, JAR) to compute ∆A(AlaM M → AlaQM ).

Examples: Although (S)QM/MM is becoming more popular for alchemical FES, its traditional application has been for mapping reaction pathways in the condensed phase (i.e., water, protein, etc.). To this end, a significant number of methods have been developed for
calculating the free energies of these reactive processes. However, most of these dictate
that fairly substantial simulations be carried out at the (S)QM/MM level of theory. Here,
we will present a simple example (the torsional potential of gas phase butane) to illustrate
the use of both QM-NBB and QM-NEW for accurately and efficiently computing pathway
free energies. Our interest in such a simple example stems from the fact that FEP has significant problems yielding an accurate and converged free energy surface when using MM
and Hartree-Fock as the low and high levels, respectively (see Fig. 3.6, from Ref. 47).
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Butane’s profile is characterized by the central C-C-C-C dihedral taking on values from
−180° to +180°, over which four distinct conformations are observed, the anti, eclipsedGauche, Gauche, and eclipsed conformations. The path does not require bond breakage/formation, and thus MM is sufficient for the low-level simulation; however, this will not
always be the case. In such cases, SQM/MM methods serve as attractive alternatives for
the low level of theory. Because the reaction coordinate in this case is butane’s central dihedral, we will denote each reaction coordinate as φ rather than the more general ξ, where
φ can take on values between −180° ≤ φ ≤ +180°.

Butane Torsional Rotation, QM-NBB: In Hudson, White, et al. (2015), we were able to show
that the use of “indirect” approach was both efficient and accurate for calculating butane’s
torsional PMF. Of course, this approach first requires the PMF to be generated at the low
level of theory. Subsequently, the QM-NBB method was used, via a mid-level ensemble, to
calculate QM corrections to the low-level PMF as shown in Fig. 3.7

The reaction path was discretized into 37 states, one for each 10° rotation around butane’s central torsion (i.e., from −180° → +180°). A harmonic dihedral restraint was applied
to ensure butane sampled conformations around the φ of interest. Two simulations were
conducted for every discrete step along the reaction path: φM M and φSQM , where SCCDFTB was chosen as the SQM/mid level of theory. BAR (Eq. 60) was then used to calculate
−160°
−170°
−170°
the low-level PMF (i.e., ∆A(φ−180°
M M → φM M ), ∆A(φM M → φM M ), etc.). Next, QM energy

evaluations, at the HF/6-31G* level of theory, were performed on snapshots saved from
both MM and SQM simulations for every φ along the reaction path. The value of the PMF,
fQM (φ), at each φ is then found by evaluating Eq. 55 and plotting. Complete details of this
procedure can be found in Hudson, White, et al. (2015).
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From Fig. 3.7 in Hudson, White, et al. (2015), we were able to illustrate that QM-NBB
produced a converged PMF with only 10K (ie, 10,000) MM snapshots and only 1K SQM
snapshots (at each φ). When FEP was used to evaluate ∆A(φM M → φQM ) (without a mid
level of theory) 200K MM points and 200K QM evaluations were required at each φ to
achieve a converged high-level PMF; however, even this PMF still had irregularities. Two
important points should be gleaned from this: a mid or intermediate level of theory can be
used to better approximate the high level of theory, and QM-NBB calculating the “vertical”
legs of an indirect cycle does not require the same number of snapshots from the low- and
mid-level simulations. These points are of particular interest when considering the application of QM-NBB to enzyme systems, where SQM/MM methods will likely be needed to
account for bond breaking/making. Thus, even if QM/MM simulations are needed as the
mid level of theory, they can be run for a much shorter period of time.

Butane Torsional Rotation, QM-NEW: As noted above for QM-NBB usage, if SQM/MM
is used for low-level simulations, then an “appropriate” mid level of theory must also be
used. Unfortunately, the choice of this mid level may not always be clear. Thus, avoiding
this choice via the use of QM-NEW methods is very attractive; however, it will likely come
with a significant increase in computational cost when compared to QM-NBB. To demonstrate the advantages, we will again use the generation of butane’s high-level PMF (i.e.,
∆A(φM M → φQM )), as was done in Hudson, Woodcock, Boresch (2015), as our example.

The application of QM-NEW begins much the way QM-NBB does, i.e., by computing an
underlying PMF at the low level of theory (MM in this case). We used BAR to calculate
the MM PMF in analogy to the procedure listed above (see Hudson, Woodcock, Boresch,
2015 for full details). To evaluate the QM-NEW methodology, we only considered half of
butane’s PMF (i.e., from 0° to 180°); since it is symmetric, this was deemed to be sufficient
for proof of concept. The most significant difference between QM-NBB and QM-NEW low153

level simulations is the necessity to save both coordinate and velocity information, every
picosecond in this example.

Using each of these “restart” files, short switching simulations were used to smoothly
“switch” from MM → QM (HF/6-31G*). Again, the MSCALE module of CHARMM (vide infra) was used to carry out these switching simulations, 50 steps each. Upon completion of
all simulations, the potential energy difference between steps 1 and 50 of each simulation
was computed and used to determine∆A(φM M → φQM ) via Eq. (58). To evaluate performance of QM-NEW simulations, the “gold standard” from Hudson, White, et al. (2015) was
used (Fig. 1, Hudson, Woodcock, Boresch, 2015). QM-NEW results were obtained using
1K switching simulations per discrete reaction coordinate (i.e., φ value) and yielded a near
perfect match to the reference PMF (root mean squared error of 0.03 kcal/mol).

One final consideration is the total computational cost of these procedures. Comparing
PMF generation via FEP and QM-NEW yields a surprising conclusion, QM-NEW is actually more efficient. For example, FEP results used 100K snapshots per MM simulation per
φ value; these were saved and used for QM single point energy evaluations. In contrast,
QM-NEW required 50K QM energy and force evaluations per φ value. Taking into account
the cost of single point energy vs energy + force calculations, QM-NEW simulations were
roughly three-fourths the cost of FEP calculations!

3.1.5

Appendix

Relevant Nomenclature: We will use shorthand notations to succinctly describe thermodynamic endstates and mathematical expressions. The chemical/conformational state descriptor will be denoted by AX , where A represents the chemical/conformational state tak154

ing values 0 or 1, the optional subscript, X, denotes the level of theory at which to simulate of A. The λ-state descriptor will be denoted by λLX where L is the value of λ and X is
the level of theory at which the λ-state was simulated. The energy descriptor will be denoted by UAX , where the subscript and superscript indicate the energy should be evaluated
according to chemical/conformational state A and level of theory X, respectively. Ensemble averages will be denoted with angular brackets as h...iA,X where A and X represent the
chemical/conformational state and level of theory in which the ensemble was generated,
respectively. It is important to differentiate chemical/conformational changes from level of
theory changes. A chemical/conformational change will be denoted ∆A(0X → 1X ), where
X is the constant level of theory, if X is not given then any level of theory could be chosen. A level of theory change will be denoted as ∆A(Alow → Ahigh ), where A is the constant
chemical/conformational state having value “0”/“1”.

We will discuss “levels of theory” such as MM, SQM, QM, QM/MM,and SQM/MM
methodologies; (S)QM will refer to either SQM or QM. We will also more generally use the
terms “low” and “high” to illustrate how levels of theory can be selected based on system demands. The term “low” will to refer to levels of theory that can be simulated easily, “high” will
refer to more rigorous/expensive levels of theory, and “mid” will refer to some level of theory between “low” and “high.” Depending on system, “low” may be MM, SQM, or SQM/MM,
and “high” will most often be (S)QM/MM calculations; “mid” will likely be SQM/MM or polarizable MM force fields. The saved coordinates from a simulation will be called “snapshots.”

Finally, we describe methods in context of their use via the CHARMM and/or Q-Chem
packages[38, 360, 361]. Although all major simulation or quantum packages could be used
for the QM-NBB data generation, it is unclear how many packages support MSCALE-like
functionality for carrying out MM→QM switching simulations.
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3.2.1

Abstract

We demonstrate that Jarzynski’s equation can be used to reliably compute free energy
differences between low and high level representations of systems. The need for such a calculation arises when employing the so-called “indirect” approach to free energy simulations
with mixed quantum mechanical / molecular mechanical (QM/MM) Hamiltonians; a popular technique for circumventing extensive simulations involving quantum chemical computations. We have applied this methodology to several small and medium sized organic
molecules, both in the gas phase and explicit solvent. The test cases include several systems
for which the standard approach; i.e., free energy perturbation from the low to high level
description, fails to converge. Finally, we identify three areas in which the difference between low and high level representations make the calculation of ∆Alow →high difficult: bond
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stretching and angle bending, different preferred conformations, and the response of the
MM region to the charge distribution of the QM region.

3.2.2

Introduction

The free energy difference is the principal determinant for whether a chemical or biological process will proceed spontaneously. Thus, accurately computing free energy differences stands as a sort of “holy grail” for computational chemistry. There are several approaches for evaluating the free energy difference based on Monte Carlo (MC) or molecular
dynamics (MD) simulations; such techniques are often referred to as free energy simulations (FES). FES can be applied to a gamut of diverse cases; for example, the calculation of
solvation free energies, the calculation of pKa values, binding affinities etc.; we point the
readers to some recent reviews and articles for a more extensive overview of FES [362–
365].

While the theory underlying FES is rigorous, in practice, the correctness of FES depends
on two factors: (1) the accuracy with which interactions are described in the underlying
Monte Carlo or MD simulations, and (2) the extent to which phase space is sampled in these
simulations.[366, 367] These two requirements, however, are often contradictory. In general, given a fixed amount of computer capacity one must balance the requirements of accuracy, i.e., adequate description of interactions, and attainable simulation length, i.e., sampling of phase space. For example, any force field based description of interactions is necessarily an approximation, hence quantum chemistry, as a high level of theory, may be required for accurate calculations of interactions. But even today the computational effort
needed for high level quantum chemistry remains daunting; clearly, simulating condensed
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phase systems for multiple nanoseconds or even longer at this level of accuracy is untenable
at present.

The vast majority of FES have historically employed additive force fields. However, force
fields are not applicable in a number of cases as, for example, the modeling of chemical reactions often requires quantum chemistry (or at the very least reactive force fields) to model
bond breaking/formation. Additionally, metal ions, often found as enzyme cofactors, are
problematic to describe with classical force fields; similarly, certain classes of compounds,
such as carbohydrates are known to be challenging to model with force fields [368].

Mixed quantum mechanical/molecular mechanical (QM/MM) [42] approaches, in which
a small region of particular interest is treated quantum chemically while MM is used for
the remainder of the system, would seem to offer a viable compromise.[46] While use of
QM/MM Hamiltonians is not routine in FES yet, numerous applications have been reported
in the literature [300, 369–371]. Such FES that do employ QM/MM Hamiltonians are sometimes referred to as direct QM/MM FES.[64, 65, 300, 314–316, 318–322, 324, 328, 372]
Although in QM/MM simulations only a relatively small region is described quantum chemically, the computational effort is still extremely high. For this reason, many of the QM/MM
FES referenced above employed semi-empirical quantum chemical methods (SQM), rather
than ab initio QM methods.40 In addition to the high computational cost, use of (S)QM/MM
Hamiltonians interferes with some of the tricks of the trade used in FES, such as softcore potentials [300]. Many of these limitations can be circumvented by so-called indirect
(S)QM/MM free energy simulations, as pioneered by Warshel and coworkers, as well as
40

To emphasize this distinction, which is of relevance concerning the computational effort, we will use the
abbreviation QM for strict ab initio methods, e.g., Hartree-Fock, density functional theory (DFT), MP2 etc.,
and SQM for semi-empirical methods, such as density functional based tight binding (DFTB) etc. (S)QM is used
to indicate either category. Similarly, QM/MM indicates a hybrid QM and MM potential, SQM/MM indicates
hybrid SQM and MM potential and (S)QM/MM could again be either case.
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others.[55–58, 63, 65–74] Arguably, the majority of FES employing (S)QM/MM potential
energy functions are using this indirect approach.
∆Ahigh
A→B
Ahigh

B high

→high
∆Alow
A

→high
∆Alow
B

Alow

B low
∆Alow
A→B

Figure 3.8: Thermodynamic cycle underlying the ‘indirect’ scheme in FES employing (S)QM/MM potential energy functions.

The key idea of indirect FES is outlined in Fig. 3.8. The goal is to compute the free energy
difference between two states A and B at a high level of theory ∆Ahigh
A→B (dashed arrow),
where high denotes an accurate, but expensive method, e.g., a QM/MM potential energy
function using density functional theory for the quantum chemical part. Similarly, the label
low in Fig. 3.8 denotes a computationally affordable method, which may not be accurate
enough for the intended application. Often the low level of theory is a standard MM force
field, but it could also be a sufficiently fast SQM/MM method or a reactive/polarizable force
field. Since the free energy difference along any closed path is zero, the identity
low →high
low →high
+ ∆Alow
∆Ahigh
A→B + ∆AB
A→B = −∆AA

(56)

follows immediately from Fig. 3.8.

Eq. 56 is the foundation of indirect FES to avoid actual simulations with a (S)QM/MM
Hamiltonian. The remaining challenge is to compute ∆Alow →high for states A and B; the
free energy difference at the respective low level of theory ∆Alow
A→B is, in this article,
assumed to be well known. To date, ∆Alow →high has been computed almost exclusively
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by free energy perturbation (FEP), also referred to as thermodynamic perturbation or
Zwanzig’s equation.[75] In some cases, Warshel and co-workers also carried out simulations at the respective high level and used the linear response approximation to compute
∆Alow →high .[373] During the past years, several groups have pointed out that the convergence of free energy differences ∆Alow →high computed by FEP is dubious at best.[69, 311]
Analysis of the convergence problems focused on the factors leading to the observed large
fluctuations in the central quantity entering FEP, the energy difference between the high
and the low level representation of the system, ∆U = U high − U low . Several works have
noted that on many occasions the average bond lengths and angles, i.e., the hard/bonded degrees of freedom, tend to be subtly different at different levels of theory [46, 48, 311, 374].
For example, in most force fields, bond lengths and angles are described by simple harmonic
potential energy functions, whereas the true dependence of the energy as a function of the
bond length or the bond angle is certainly more complicated. While each individual error
may be small or even negligible, their effect is cumulative without the possibility for cancellation. The corollary to this observation is that fluctuations in ∆U = U high − U low tend
to increase with (S)QM region size;41 the more atoms in the (S)QM region, the more bond
stretching and angle bending degrees of freedom in the (S)QM region, and thus an increased
opportunity for small errors or mismatches to accumulate. As one moves to larger (S)QM
regions of interest, configurations generated at the low level of theory, where all or most
bond lengths/angles are at or near optimal values for the high level of theory, will become
more and more sparse.

Recent work in our labs has attempted to overcome the poor convergence of FEP.[46–
48] First, we introduced the QM-NBB (Non-Boltzmann-Bennett) method,[46, 47] and we
have reported convergence improvements when compared to the use of FEP. Others found
41

We refer to the (S)QM region here as those atoms which are to be described with (S)QM potentials in
the indirect cycle. For example, in a solvation free energy calculation, the solute of interest may be treated
with (S)QM potential at the high level while the solvent may still be treated with MM at the high level, as is
consistent with QM/MM based approaches.
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that QM-NBB led to no improvement, or found that MBAR was slightly more efficient.[375]
Ultimately, however, FEP, QM-NBB, and the MBAR scheme used in Refs. 46, 47, 375 all involve the energy difference ∆U = U high − U low . As fluctuations in this difference become
large, perhaps due to mismatches in bond lengths/angles as just discussed, the convergence
of any of the above methods will suffer. Recognizing that neither FEP, QM-NBB, or MBAR
in their current forms, were suitable for the most challenging of cases, we began to use nonequilibrium work (NEW) techniques, in particular Jarzynski’s equation (JAR), to compute
∆Alow →high [48].

The results of Ref. 48 clearly demonstrated that fast switching simulations help overcome the convergence problems caused by mismatches between the hard/bonded degrees
of freedom at the two levels theory. We did observe, however, that soft conformational degrees of freedom, e.g., different preferences in dihedral angle space, also hindered convergence even when fast switching was used. In Ref. 48 only calculations in the gas phase were
carried out. To demonstrate the general utility of NEW techniques to compute ∆Alow →high ,
tests and model calculations in explicit solvent are obviously critical. This is the main focus
of the current work, combined with a careful analysis of the convergence properties of the
various methods used, i.e., FEP and JAR with various lengths of the fast switching simulations.

Our model applications consist of two groups. First, further tests are carried out in
the gas phase, where we compare the convergence of FEP and JAR for several organic
molecules of increasing size, as well as conformational flexibility. In this manner, we can
investigate the influence of stiff/bonded vs. soft/conformational degrees of freedom on
the convergence of ∆Ahigh→low . The results also allow us to pin-point when and why FEP
fails to converge. The second group of model applications will consist of four molecules
from the first group solvated in explicit water: ethane and methanol as prototypes of “non161

complicated” (S)QM regions, for which all approaches work, as well as the blocked amino
acids alanine (ALA) and serine (SER) for which convergence issues are documented.[48]42
Since these four systems are studied in the gas phase and in solution, we can specifically
probe for difficulties resulting from interactions with solvent, or more generally interactions of a QM (high level of theory) region with its MM (low level of theory) environment.
Figure 3.9: Structures of 2CLE (top left), TAGL (top right) and blocked amino acid / “dipeptide”
(bottom) indicating relevant, conformational degrees of freedom. For ALA R = CH3 and for SER
R = CH2 OH
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Theory and Methods

Free energy methods: Herein we provide a very concise summary of the theoretical foundations used in this work. For further background on equilibrium and NEW methods to
compute free energies we refer the reader to Ref. 79 and Ref. 376, respectively. The reader
42

The terms “blocked” amino acid and “dipeptide” refer to N-acetyl-methylamide amino acids, see also
Fig. 3.9.
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should further keep in mind that we are focusing on the calculation of ∆Alow →high in connection with indirect cycles, not arbitrary alchemical free energy differences.

As mentioned in the introduction, FEP (Zwanzig’s equation) is by far the most widely
used method to compute ∆Alow →high . In this familiar approach the free energy difference
between two states 0 and 1 is computed according to

∆A0 →1




−∆U0→1
= −kB T ln exp
kB T
0

(57)

The symbols in Eq. 57 have the usual meaning: kB is Boltzmann’s constant, T is the temperature, and the angular brackets denote an ensemble average, i.e., averaging over all configurations sampled during the underlying MD or MC simulation. The energy difference
∆U0→1 = U1 −U0 is obtained by re-evaluating the configurations sampled at state 0 — hence
the subscript hi0 — with the potential energy functions for state 0 and 1, respectively. In our
specific application, states 0 and 1 correspond to the low and high levels of theory.

Almost twenty years ago, Jarzynski showed that ∆A0 →1 can be obtained from a series
of non-equilibrium switches, i.e., short simulations in which the Hamiltonian is switched incrementally from H0 to H1 [77]. In each such simulation, one obtains the non-equilibrium
work W0→1 , and the free energy difference is given by

∆A0 →1




−W0→1
= −kB T ln exp
kB T
0

(58)

Comparing Eqs. 57 and 58, one sees that W0→1 has formally replaced ∆U0→1 , i.e., the potential energy differences between states 0 and 1 was replaced by the non-equilibrium work.
The subscript hi0 in Eq. 58 indicates that the switching simulations were started from configurations (coordinates and velocities) sampled in equilibrium simulations at state 0.
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The work between two steps of a switching simulation is accumulated according to:

W (t + δt) = W (t) + H(r(t + δt), λ(t + δt)) − H((r(t + δt), λ(t)).

(59)

H is the Hamiltonian of the system, and r(t) denotes the configuration of the system. The
switch is enforced by changing the control parameter λ = λ(t) from λ(0) = 0 to λ(tswitch ) =
1 over nswitch time steps of step length δt for the full switching simulation, i.e., the switching
time is given by tswitch = nswitch · δt. The total non-equilibrium work W0→1 of Eq. 58 is the
sum of the nswitch individual contributions given by Eq. 59. The switching simulations are
started from coordinates/velocities saved during an equilibrium simulation in the canonical
ensemble, the actual switch can then be carried out during dynamics in the microcanonical
or canonical ensemble, including Langevin dynamics (LD).[376]

Bennett’s acceptance ratio (BAR) method,[76] a two-sided extension to FEP, has become
increasingly popular in the arena of classical FES. [79, 288, 302–305, 377] In contrast to
FEP, one needs simulations at both states to compute ∆A0 →1 ,

∆A0 →1 = kB T

hf (∆U0→1 + C)i1
ln
hf (∆U1→0 − C)i0


+C

(60)

where f (x) denotes the Fermi function f (x) = (1 + exp( kBxT ))−1 and
C = kB T ln

Q0 N1
Q1 N0

(61)

Q0 and Q1 are the canonical partition functions of the two states, N0 and N1 are the number of data points used to compute the ensemble averages for states 0 and 1, respectively.
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Eq. 60 is iterated until the condition

hf (∆U0→1 + C)i1 = hf (∆U1→0 − C)i0

(62)

is fulfilled. With C determined in this manner, one immediately obtains

∆A0 →1 = −kB T ln

N1
+C
N0

(63)

Shortly after Jarzynski’s work,[77] Crooks derived a non-equilibrium extension of BAR.[78]
Just as JAR can be seen as a non-equilibrium version of FEP, in which ∆U0→1 is replaced by
the non-equilibrium work W0→1 , one formally obtains Crooks’ equation (CRO) by replacing
the forward (0 → 1) and backward (1 → 0) energy differences in BAR with the corresponding forward and backward non-equilibrium work values.[78]

BAR and its multi-state extension, MBAR,[375, 378] along with thermodynamic integration have become the de facto methods of choice in classical FES. However, in order to
compute the free energy difference between two levels of theory (0 = low, 1 = high), a
two-sided approach such as BAR is impractical. As shown in Eq. 60, one also needs a converged, i.e., extensive, simulation at the high level of theory; exactly what the indirect cycle
intends to avoid to lower computational cost. For this reason, we are not even considering
the other “work-horse” of classical FES (i.e., thermodynamic integration[286]) in this work
since it requires multiple equilibrium simulations in which the high level Hamiltonian has to
be evaluated. BAR and CRO, however, are mentioned here as they will be used to obtain
additional reference results in special cases (cf. below).

Practical realization: In Eqs. 57–58 and 60–63, state 0 corresponds to a low level of theory (e.g., MM), where state 1 is the high level of theory (e.g., (S)QM). Using CHARMM [38],
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mixing MM and (S)QM descriptions is possible via the MSCALE facility.[323] This allows
combining of various “in house” features such as CHARMM’s MM force field with a semiempirical Hamiltonian such as SCC-DFTB[379, 380] or CHARMM’s QM/MM routines coupled with an external program (e.g. Q-Chem [219, 324, 360], GAMESS [381] etc.). Further,
MSCALE supports the PERT free energy facility of CHARMM; thus, the degree of mixing
between MM and QM is not only controllable, but can be modified continually through the
course of a MD simulation as in slow-growth free energy simulations. The free energy differences we obtain by our slow-growth simulations are in fact non-equilibrium work values:
[48, 382, 383] while in typical slow-growth calculations the control parameter λ is changed
so slowly that the system is assumed to be almost at equilibrium, here we deliberately use
rapid switches to extract work values and ultimately recover equilibrium free energy differences through JAR and CRO.

When working with Eqs. 57 and 58 to compute ∆Alow →high , one has to take into account
that the numeric values for ∆U and W can be quite large. Possible numerical problems
when evaluating the exponential function (over/underflow) can be easily avoided by rewriting each energy difference ∆Ui as

∆Ui = ∆U + δUi
in terms of ∆U = 1/N

PN
i

(64)

∆Ui , the arithmetic average of all energy differences, and an

offset δUi . It is obvious that ∆U can be factored out of Eq. 57 and later added as a correction.
The same is possible for the non-equilibrium work values and of course an analogous trick
can be applied to BAR/CRO.

This study is concerned with the following question: are the free energy differences
∆Alow →high obtained by various methods in fact converged? We have assessed convergence
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by monitoring sample size hysteresis in our data. [384]. The central idea introduced by
Wood et al. consists of examining to what extent the following equality holds:


N
1 X
∆Ui
∆A = −kB T ln
exp −
N i−1
kB T




N/K
K
K
X
K X
1 X
∆Uik 
? 1
=
−kB T ln
∆Aik =
exp −
K i =1
K k=1
N i =1
kB T
k

(65)

k

The left hand side of Eq. 65 is just Eq. 57, with the exponential average written explicitly.
Assume that N configurations were saved during the underlying MD simulation, and, consequently FEP is evaluated over N energy differences ∆Ui . Next, divide N into K blocks,
each containing N/K configurations. FEP is computed for each block and these K results,
∆Aik , are averaged arithmetically (right hand side of Eq. 65). Mathematically, the arithmetic
average over the block results will not equal the exponential average over all data. However,
if the simulation has converged, each block result should fluctuate only slightly around the
“full data” result. If this is the case, then the arithmetic average over the K blocks should
be quite similar to the full exponential average; i.e., the equality should hold at least approximately. Conversely, assume that the exponential average is converging poorly or not at
all. In this case, the exponential average on the left hand side of Eq. 65 will be dominated
by the most negative ∆Ui values. These most negative energy differences will be present
in/contribute to some of the block results, but not to all. In this scenario the full exponential
average will deviate noticeably from the result as found by arithmetic average over blocks.
As the exponential average becomes dominated by fewer and fewer ∆Ui values FEP fails to
converge [79, 384]. Wood et al. referred to this breakdown of FEP as sample size hysteresis,
and used varying block sizes to quantify this error. In the current work we employ blockaveraging as a tool to check for the presence of such a convergence problem. Therefore,
throughout this article FEP and JAR are always evaluated (i) using all available data, corresponding to the left hand side in Eq. 65, and (ii) for ten blocks of equal size, i.e., K = 10. The
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standard deviation about the arithmetic average of the block results will then be utilized as
a statistical error estimate. If/when we see that the full exponential average and the arithmetic average of results from 10 blocks differ by more than this standard deviation, then
we suspect sample size hysteresis and consider the result not reliable.

Systems studied / overview of calculations: In this work, standard MM force fields were
used as the low level of theory, i.e., the level of theory in which sampling was conducted.
Since we were foremost interested in studying the factors affecting convergence of FEP
and JAR, a semi-empirical method, SCC-DFTB,[379, 380] was used as the high level of theory. The reason SCC-DFTB was chosen as the high level of theory was because it is still sufficiently fast, meaning actual simulations at the “high” level of theory were feasible to provide
a comparison set. [293, 379, 385] Additionally, whenever convergence of one-sided methods (FEP/JAR) was in doubt, two-sided methods (BAR/CRO) could be used to verify their
accuracy and precision.

The model systems used in this work were small organic molecules, consisting of
less than 30 atoms; see Table 3.1 for the full list. We have computed ∆Alow →high =
∆AMM →SCC −DFTB in the gas phase and in aqueous solution. Assuming the solvation free
energies of each compound were computed using a MM force field (low level of theory), the
two ∆Alow →high steps serve to correct that result as is appropriate for a SQM/MM description of interactions, i.e., a solute described by SCC-DFTB [293, 379, 385] and surrounded by
MM waters. To depict this scenario, labels “low” and “high” in Fig. 3.8 need to be replaced by
MM and SQM/MM, and states A and B by (X)gasp and (X)solv , i.e., molecule X in the gas phase
and in aqueous solution.
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Table 3.1: Model compounds used in this study. Because it is often difficult to notice differences in
statistical errors when the free energy differences are so drastic as a result of intrinsic differences
between MM and (S)QM evaluations, we have listed the constant offset between a given molecules
description at the MM level of theory and the (S)QM level of theory. Future charts thus only consider
changes in tens-of kcal·mol−1 .
Full name

Natom a

offset [kcal·mol−1 ]b

MEOH

methanol

6/2

−4,100

MESH

methanethiol

6/2

−3,500

ETHA

ethane

8/2

−3,500

MFOR

methyl formate

8/4

−7,200

BUTA

n-butane

14/4

−6,600

2CLE

bis-2-chloroethylether

15/7

−12,200

PTFE

phenyl-trifluoroethyl-ether

19/12

−20,500

OCOH

1-octanol

27/9

−14,900

TAGL

triacetyl glycerol

29/15

−25,300

ALA

N-acetyl-alanine-methylamide

22/10

−16,400

SER

N-acetyl-serine-methylamide

23/11

−18,500

a

number of all atoms / number of non-hydrogen atoms
Offset of (free) energies reported later, these values should be added to those ∆Alow→high values listed
in the Results.
b

Gas phase: All systems listed in Table 3.1 were studied. The compounds include noncomplicated systems, such as ethane (ETHA) and methanol (MEOH), for which all methods
are expected to work well. Conversely we’ve also chosen more complicated systems, such
as the blocked amino acids ALA and SER, for which both FEP and NBB are known to fail
[48]. The remaining systems are a subset of previously studied compounds in Ref. 46 and
were included because conformational flexibility plays a critical role in their behavior. Two
solutes, bis-2-chloroethylether (2CLE) and triacetyl glycerol (TAGL), for which results elucidated unexpected insights, as well as a generic blocked amino acid are depicted in Fig. 3.9.
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All MM simulations utilized the CHARMM36 protein[386] and CGenFF [39] force fields.
The ParamChem website (www.paramchem.org) was used to provide “educated guesses”
when no full parameterization existed in CGenFF. For 2CLE, a second set of MM parameters
were additionally obtained by optimization from the General Automated Atomic Model Parameterization (GAAMP) protocol;[387] all data referring to this parameter set is labeled
2CLE/GAAMP. Each compound was equilibrated for 500 ps, followed by a production simulation of 1 µs. During the latter, restart files were saved every 10 ps (100,000 in total); these
were used to compute SCC-DFTB energies for FEP and to start the fast switching simulations needed for JAR. For ALA and SER, restart files were written every 5 ps; i.e., a total
of 200,000 restart files were saved. The molecules were fully flexible, i.e., SHAKE was not
used and the time step was set to 0.5 fs. Temperature was maintained by Langevin dynamics
around 300K, and a friction coefficient of 5 ps−1 was applied to all atoms. Neither cut-offs
nor tapering functions were applied when computing non-bonded interactions in the gas
phase.

The switching simulations were carried out using the MSCALE functionality in
CHARMM, as described earlier. Every tenth restart file saved during the production simulation was used as a starting point for switching simulations; thus, 20,000 switches were
carried out for ALA and SER, and 10,000 switches for all other systems. The conditions
for switching simulations were identical to production simulations; the total length of the
switching simulations were varied between 0.1, 0.5 and 1 ps; for ALA and SER only switches
over 1 ps were carried out. For comparison, FEP was evaluated for all available data.

For 2CLE, TAGL, ALA, and SER, production simulations were also carried out at the
SCC-DFTB [293, 379, 385] level, and BAR and CRO were used to compute free energy
differences, in addition to FEP and JAR as described above. For SCC-DFTB calculations,
the 3ob-3-1 parameter set was used [380, 388–390], and 3rd order corrections were
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employed.[391] For 2CLE and TAGL a total of 10,000 restart files were generated over
100 ns of cumulative simulation time. To distribute the computational effort, this cumulative simulation length was obtained through the combination of ten simulations of 10 ns
length each, started with different random velocities. When evaluating CRO, the 10,000
backward work values were combined with every 10th of the available 100,000 forward
work values. For ALA and SER, twenty MD simulations of 50 ns length each were carried
out, saving a total of 200,000 restart files. All coordinates saved in this manner were used
to compute energies at the MM level for use in BAR, and 20,000 switching simulations from
SCC/MM to MM were carried out. Non-equilibrium work values were computed during
switching simulations of 0.5 ps for 2CLE and TAGL, and 1 ps for ALA and SER.

Aqueous solution: Four of the compounds studied in gas phase were further examined in
aqueous solution: ETHA and MEOH as uncomplicated cases, where little to no problems
were expected, as well as ALA and SER which we knew to be difficult even in the gas phase.
→high
As before, we were interested in the free energy difference, ∆Alow
, between a force
solv

field representation of the system (CHARMM36, as in the gas phase) and the SQM/MM
energy function. Again for SCC-DFTB simulations, 3ob-3-1 parameters were used with 3rd
order corrections for the solute description and classical TIP3 water as solvent.

Explicit solvation was set up from a cubic box of 1,000 TIP3 waters [392] with a side
length of 31.1Å, in which the solutes were placed, deleting overlapping water molecules as
appropriate. This resulted in simulation systems containing 996 and 994 waters for MEOH
and ETHA, respectively. For these two systems, only NVT simulations were carried out
(with timestep of 0.5 fs) and the box size was left unchanged from that of the pure water
box. Following 50 ps of equilibration, production simulations of 50 ns length were carried
out for ETHA and MEOH, during which restart files were saved every 0.5 ps (100,000 total).
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Temperature was maintained near 300K by Langevin dynamics with the friction coefficient
set to 5 ps−1 on all atoms.

The ALA and SER systems were utilized in multiple contexts/inquiries and were, thus,
equilibrated more carefully. Both systems contained 986 waters. After constant pressure
equilibration, the average box sizes were quite similar and thus the overall average 30.915Å
was chosen in further work under constant volume conditions. The calculations used here
were restarted from earlier simulations of 100 ns length. The production simulations lasted
200 ns; a total of 200,000 restart files were saved at 1 ps intervals with a time step of
1 fs. Temperature was controlled by a Nose-Hoover thermostat around 300K.[393] In all
simulations, Lennard-Jones interactions were truncated beyond 12Å, and force switching
[394] was applied between 10–12Å. Electrostatic interactions were computed by the particle mesh Ewald method [395, 396] with a real space cut-off radius of 12Å and κ = 0.34Å−1 ;
a 32×32×32 grid was used for the fast Fourier transform calculations. The solute was fully
flexible, while SHAKE [397] was used to maintain rigid water geometries. Finally, in interest
of efficiently conducting simulations, DOMDEC-GPU accelerated code of CHARMM was
used.[38, 116]

Fast switching simulations (MM→SCC-DFTB/MM) were carried out under otherwise
identical conditions as in the production calculations. The switching times were 0.1 and 5 ps
for ETHA and MEOH, and 0.5 and 10 ps for ALA and SER. To control whether convergence
was achieved for ALA/SER, we also carried out production calculations using a hybrid SCCDFTB/MM Hamiltonian and computed backward energy differences (for BAR) as well as
SCC-DFTB/MM→MM switching simulations (for CRO). The cumulative simulation length
at the SCC-DFTB/MM level of theory was 100 ns, during which restart files were saved every 5 ps (20,000 restart files in total). As in the gas phase, the calculations were distributed
and the cumulative length was accomplished through the combination of 20 simulations
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started with different random seeds, each 5 ns in length. The time step in these calculations
was 0.5 fs. The non-bonded interactions were treated as they were in the pure force field
calculations; PME was used in both the SCC-DFTB and MM regions.[319]

3.2.4

Results

Gas phase: All results are summarized in Table 3.2. The most immediate question of interest is how well the standard approach (FEP) agrees with the NEW approach, columns
JAR1–JAR3 in Table 3.2. For several systems (MEOH, MESH, ETHA, MFOR, BUTA, OCOH,
PTFE) the agreement is, in fact, very good. While the statistical uncertainty is somewhat
higher, use of FEP overall seems appropriate and successful in these cases. Marked deviations between the FEP and JAR results were seen for 2CLE, TAGL, ALA, and SER. In these
four cases we used CRO to achieve an additional reference result. The failure to obtain converged results for ALA and SER is in accord with our previous study.[48]

An interesting observation concerning agreement/disagreement between FEP and JAR
results is the lack of a clear correlation with (S)QM region size. While ALA, SER and TAGL
belong to the largest (S)QM regions studied, where failure of FEP might be expected, 2CLE
represents somewhat of an outlier. For example, for the larger PTFE and OCOH molecules,
FEP gives acceptable results; in fact, OCOH is also larger than ALA and SER. A closer investigation into 2CLE reveals another interesting finding. All JAR results obtained based on
MM simulations using the standard CGenFF (entry 2CLE in Table 3.2) differ slightly from
the CRO reference result. Additionally, in all such cases, there are clear indications of sample size hysteresis, and statistical error estimate remains comparatively high. However, the
JAR results obtained when using the optimized force field (2CLE/GAAMP) are much improved. Already the shortest switch (JAR1) is close to the CRO reference result, though the
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Table 3.2: Overview of gas phase results. All reported free energy differences offset as indicated in
Table 3.1. For the estimate of statistical uncertainty (numbers in parentheses) see main text; a value
of (0.0) indicates that the value is < 0.05 kcal·mol−1 .

FEP

JAR1a

JAR2b

JAR3c

CROd

MEOH

-8.6(0.0)

-8.6(0.0)

-8.6(0.0)

-8.6(0.0)

MESH

-46.4(0.0)

-46.4(0.0)

-46.4(0.0)

-46.4(0.0)

ETHA

-86.5(0.1)

-86.5(0.0)

-86.5(0.0)

-86.5(0.0)

MFOR

-54.7(0.2)

-54.6(0.0)

-54.6(0.0)

-54.6(0.0)

BUTA

-82.0(0.1)

-82.0(0.0)

-82.0(0.0)

-82.0(0.0)

2CLE

-25.8(0.7)

-26.6(0.5)

-27.2(0.7)

-27.1(0.6)

-27.4(0.2)

2CLE/GAAMP

-37.3(0.3)

-38.8(0.7)

-38.6(0.1)

-38.6(0.1)

-38.6(0.0)

PTFE

-57.0(0.4)

-57.3(0.1)

-57.4(0.1)

-57.4(0.0)

OCOH

-55.6(0.2)

-55.8(0.0)

-55.7(0.0)

-55.7(0.0)

TAGL

-64.8(0.4)

-67.5(0.1)

-67.3(0.1)

-67.3(0.0)

ALA

-45.4(0.8)

-46.1(0.0)

-46.1(0.0)

SER

-32.4(2.0)

-27.3(0.3)

-27.3(0.2)

-67.2(0.0)

a

Jarzynski’s equation based on switches over 0.1ps
Jarzynski’s equation based on switches over 0.5ps
c
Jarzynski’s equation based on switches over 1ps
d
Reference result obtained by Crooks’ equation; calculated/reported only when convergence of the
Jarzynski results potentially doubtful
b

statistical error is still high; the JAR2 and JAR3 results are in excellent agreement with the
CRO result.

In Ref. 48 we analyzed conformational preferences for the amino acids when described
by MM and SCC, respectively, and observed marked differences. We hypothesized that
such differences in conformations also contributed to the failure of FEP in such cases. Here
we extend this type of analysis to 2CLE and TAGL. These results are shown in Figs. 3.10 and
3.11, which depict density plots of the sampling of two representative dihedrals in the two
molecules (see Fig. 3.9 for details). For TAGL (Fig. 3.10) the preferred conformational de174

grees of freedom are more or less identical in the MM and SCC representations. Certainly,
TAGL has more than two conformational degrees of freedom however, the two shown are
the ones exhibiting the largest differences at the MM and SCC levels of theory. Furthermore, the SCC potential energy surface for TAGL, as deduced from the density plot, appears
softer than its MM counterpart, i.e., most conformations sampled at the MM level are likely
to be acceptable at the SCC level because the SCC barriers and valleys are not so extreme.
Thus, for TAGL the failure of FEP seems mostly caused by mismatches in bond lengths and
bond angles. This is supported by the observation that even the JAR1 result, the shortest
switching protocol, gave acceptable results.
Figure 3.10: Conformational sampling in TAGL. 2D density plot of the frequency with which two
representative torsional angles, τ1 , τ2 (see Fig. 3.9), are sampled during the MM (left) and SCC (right)
simulations. Highest frequency in dark red; lowest in violet.
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A very different result was obtained for 2CLE. Comparing the τ1 /τ2 density plots labeled
MM (traditional CGenFF) and SCC in Fig. 3.11, one sees that the preferred regions (red and
orange) are vastly different. In MM, the region around 180◦ /180◦ is strongly favored, while
the SCC simulation sampled most frequently near ±50◦ /180◦ . Thus, very few configurations
sampled by the MM simulation, lie in the preferred conformational region as described by
SCC-DFTB. The MM/GAAMP result is much closer to the SCC-DFTB case, although the exact position of the minima is slightly shifted to ±75◦ /180◦ , and there appears to be a barrier
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about τ1 = 0◦ which is not present in SCC. In addition to the conformational preferences
observed in the respective equilibrium simulations, we also show the same density plots
obtained after the non-equilibrium switching simulations of 0.5 ps length (plots on the right
in Fig. 3.11). In the MM (traditional CGenFF) case, the system maintains its preference for
180◦ /180◦ . By contrast, for MM/GAAMP the most frequently sampled areas now coincide
almost perfectly with SCC. These data demonstrate that differences in conformational sampling affect not only the convergence of FEP, but also of JAR, as conformational barriers are
rarely overcome during the relatively short switching simulations. The findings for 2CLE
are exactly in line with what we observed for the φ/ψ/χ1 dihedrals in ALA and SER in Ref. 48,
where we also noted that even after switching simulations, conformational preferences had
not changed much (cf. Fig. S3 and S4 Ref. 48 Supplementary Material).

The present data, in particular the contrast between 2CLE and TAGL, confirms the conclusion from Ref. 48: clearly, mismatch between the description of stiff/bonded degrees
of freedom at different levels of theory, significantly contributes to the poor convergence
of FEP. Overall, convergence tends to become more difficult with increasing (S)QM region
size, but the soft conformational degrees of freedom, as strikingly exemplified by 2CLE
(Fig. 3.11), also play a critical role.

Aqueous solution: All results are summarized in Table 3.3. Starting with the uncomplicated cases, MEOH and ETHA, one sees that FEP as well as JAR, regardless of switching
time (JAR1 vs. JAR2), give identical results. Given the simplicity of the solutes and the small
size of the SQM region, this is not surprising; additionally, the agreement clearly validates
the use of JAR for systems in aqueous solution.
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Figure 3.11: Conformational sampling in 2CLE. 2D density plot of the frequency with which two
representative torsional angles, τ1 = Cl − C − C − O, τ2 = C − C − O − C (see Fig. 3.9), are sampled.
Highest frequency in dark red; lowest in violet. Left column, top to bottom: MM, MM refined by
GAAMP, SCC. The plots on the right show the dihedral angle distribution at the end of switching
simulations over 0.5 ps.
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Table 3.3: Overview of results in aqueous solution. All reported free energy differences offset as
indicated in Table 3.1. For the estimate of statistical uncertainty (numbers in parentheses) see main
text; a value of (0.0) indicates that the value is < 0.05 kcal·mol−1 .

MEOH
ETHA
ALA
SER

FEP
-6.8(0.0)
-86.9(0.1)
-54.7(1.1)
-32.4(0.8)

JAR1a
-6.8(0.0)
-86.9(0.0)
-57.1(0.3)
-36.4(0.6)

JAR2b
-6.8(0.0)
-86.8(0.0)
-57.0(0.0)
-36.1(0.1)

CROc
-57.0(0.0)
-36.1(0.1)

a

Jarzynski’s equation based on switches over 0.1ps (MEOH/ETHA) or 0.5ps (ALA/SER)
Jarzynski’s equation based on switches over 5ps (MEOH/ETHA) or 10ps (ALA/SER)
c
Reference result obtained by Crooks’ equation; calculated/reported only when convergence of the
Jarzynski results potentially doubtful
b

The results for ALA and SER, on the other hand, were somewhat surprising. First, comparing FEP and JAR1 (switching over 0.5 ps), the two methods lead to quite different results, differing by ≈ 2.5 kcal·mol−1 for ALA and 4 kcal·mol−1 for SER. FEP gave erroneous
results in both cases, and the failure in FEP was particularly more pronounced for ALA.
Even more concerning, however, inspection of the JAR1 results indicated that they too
are not converged. The statistical uncertainty of ±0.3 and ±0.6 kcal·mol−1 is significantly
higher than what was found in the corresponding gas phase calculations, using the same
switching length; cf. JAR2 results in Table 3.2. For SER there are also indications of sample
size hysteresis (difference between the overall free energy difference and block average of
≈ 0.5 kcal·mol−1 , cf. Theory and Methods) [384]. We, therefore, increased the switching
length (JAR2), and carried out production SCC-DFTB simulations in order employ CRO. As
one sees in Table 3.3, both approaches (JAR2, CRO) give identical results with very similar
statistical uncertainty. They also show that the JAR1 result is already acceptable, despite
the larger standard deviations. An interesting point of note concerns the use of BAR. Since
we had already carried out production simulations at the SCC/MM level, we first tried to
→SCC
compute ∆AMM
using BAR, rather than carrying out the additional backward switchsolv

ing simulations required for Crooks’ equation. While the overlap in the full data was sufficient, and the overall BAR results very close to the CRO results reported in Table 3.3, in sev178

eral blocks of 2,000 forward/backward energy differences, out of a total of 20,000, there
was no overlap and BAR failed for these cases. In other words, despite the simplicity and
small size of the SQM region, the potential energy surfaces of solvated ALA and SER are
sufficiently different at the two levels of theory so that even the most efficient equilibrium
method (BAR) nearly failed.

The ALA and SER results in Table 3.3 raise the question: how could the JAR1 protocol,
which was sufficient in the gas phase, perform poorly in aqueous solution? Clearly, the mismatch in the stiff/bonded degrees of freedom cannot be responsible, since bond length and
angles will relax at identical time scales in the gas phase and in solution. In the gas phase
data reported in Ref. 48, we observed marked differences in conformational preferences,
particularly the χ1 angle of SER; see Figs. S3 and S4 in the Supporting Information of Ref. 48.
A comparison of the φ, ψ and χ1 dihedral angle distributions in solvated SER, when using the
pure MM force field and the mixed SCC-DFTB/MM Hamiltonian, is shown in Fig. 3.12, MM
data are shown in the upper half and SCC-DFTB/MM data in the lower half of the figure.
The φ/ψ data for ALA are very similar to those of SER and thus are not shown. In comparison to the gas phase findings (Figs. S3 and S4 of Ref. 48 Supporting Information), the
conformational preferences are more similar, in particular as far χ1 is concerned. Thus, it
seems unlikely that differences in conformational preferences are responsible for the observed slow convergence. Further, even in the gas phase, the “overlap” in conformational
sampling seems to be sufficient enough to expect converged results when using switching
simulations of just 0.5 ps length, as in the JAR1 protocol.

Thus, the presence of solvent does seem to have a noticeable effect on convergence,
one that is largely unrelated to conformational preferences. Since the solutes in question
are polar, any differences are most likely related to the different electrostatic interactions
between solute and solvent. Therefore, we compared the partial charges used in the force
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Figure 3.12: Conformational sampling in SER, solvated in TIP3 water. Top: density plots of (a) Φ/Ψ
and (b) χ1 obtained using the CHARMM36 force to model the solute. Bottom: density plots of (c)
Φ/Ψ and (d) χ1 obtained using the SCC-3ob semi-empirical method to model the solute.
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field with the average Mulliken charges of the semi-empirical method (it should be noted
that SCC-DFTB intrinsically uses Mulliken charges [319], thus discussions about whether
Mulliken charges are the optimal choice etc. are, for now, moot). The result for SER is illustrated in Fig. 3.13, where the atoms are colored according to difference in partial charge.
Red indicates that the force field charges are more positive compared to Mulliken charges,
while blue indicates force field charges more negative than Mulliken charges. The largest
discrepancies are observed in the amide bonds. The force field partial charge of the carbonyl oxygens is too positive by 0.2 e when compared to SCC-DFTB, and amide nitrogens
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are too negative by about the same amount. While the absolute magnitude of these deviations is not large, the overall charge distribution in the amide bonds is noticeably affected,
such a change will certainly affect the solute’s interaction with water. During the force field
based MD simulations, solvent waters are distributed about the solute according to force
field partial charges. When switching to the SQM description for the solute, its charge distribution changes and as a result the surrounding waters are not in equilibrium.
Figure 3.13: Blocked SER colored according to difference in partial charges between MM and SCC
(Mulliken charges averaged over 20,000 configurations) ∆qi = qiM M − q̄iSCC . Red indicates charges
that are more positive and blue indicates charges that are more negative in MM compared to SCC.
SER is oriented so that the N-terminus of the blocked amino acid is on the left, C-terminus on the
right. Atoms OB and NB participate in the peptide bond but are members of the “blocking groups”,
which are used to model the nearest neighbor amino acid backbone atoms. It is evident that the most
extreme discrepancy between charge descriptions lies on the amide bond atoms.

The solvation dynamics of water is well understood [398]. Waters react to changes in
charge distribution, as is the case for excited states of solutes, on two timescales. First, a
very quick rearrangement happens on the order of 100 fs, then a slower rearrangement
process requires 1–2 ps. While the switching length of 0.5 ps should encompass at least
the fast process, one must not forget that the solute charges change gradually during the
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switching process as the Hamiltonian is updated. Thus, the switching has to be slow enough
so that the orientation of solvent waters does not lag behind the change in charges. From
this point of view, a switching length of 10 ps seems reasonable. We note in passing that for
ALA, very good results were already achieved within 5 ps (data not shown).

3.2.5

Discussion

Our results demonstrate that the standard approach to compute free energy differences between MM and (S)QM system representations can fail even if the (S)QM region is
quite small. By contrast, use of NEW techniques, in particular JAR, led to converged results.
Previous analyses showed that mismatches in bond stretching and angle bending terms at
the two levels of theory contribute to the large fluctuations in ∆U MM →QM ,[311] which prevent the convergence of FEP. In principle, “errors” of this type could be corrected easily by
short minimizations, but it is not clear how to account for the corresponding free energy.
This complication is avoided by NEW approaches, which simultaneously correct incorrect
bond lengths and angles and permit the calculation of ∆AMM →QM . Further, only very short
switching simulations proved sufficient in the majority of cases.

Nevertheless, we found two further factors making the convergence of ∆AMM →QM difficult. In our previous work,[48] we observed that conformational sampling was quite different at the MM and SQM levels of theory for the blocked amino acids. 2CLE, one of the gas
phase model systems in the present study, provides an even more extreme example of a convergence challenge. It was the only system for which the 0.1 ps switching protocol (JAR1)
was not sufficient. In fact, the statistical uncertainty remained quite high even when using
1 ps switches, a protocol which was amply sufficient for ALA and SER. Analysis of the dihedral angle distribution (Fig. 3.11) revealed that the standard CGenFF/ParamChem force
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field did not reflect the conformational preferences at the SCC-DFTB level of theory. When
using a custom optimized force field, convergence improved noticeably. The dihedral angle
space of 2CLE/GAAMP sampled at the MM level was already quite similar to SCC-DFTB,
and thus after switching simulations of 0.5 ps length the agreement was almost perfect (cf.
Fig. 3.11).

Another complication arises in aqueous solution. For the two amino acids, switching
simulations of at least 5ps length were necessary to achieve convergence and eliminate indications of sample size hysteresis. This simulation length of several picoseconds, together
with the comparison of the force field partial charges and the average charge distribution
of the SCC-DFTB method, strongly suggests, to us, that the water configurations about the
solute sampled at the MM level of theory are “wrong” at the SQM level of theory. In fact, it
became clear that in contrast to bond lengths and angles, which relax very quickly, the reorientation of the solvent in response to the gradual change in charge distribution requires
more time.

Thus, we discern three factors in which low and high level representations of systems
differ: (i) mismatches in bond lengths and angles, (ii) conformational preferences, and (iii)
the response of the solvent to the solute when represented at the low and high level of theory. Obviously, none of the above comes as a surprise. However, NEW methods make it possible to compute converged values for ∆AMM →QM , which were the prerequisite for these
analyses. JAR is efficient at bringing bond lengths and angles into an acceptable range for
the high level method. Thus, a major source of error in the traditional FEP based approach
to compute ∆AMM →QM has been dealt with. The relaxation of water in response to the
change in charge distribution of the MM vs the QM region takes a given amount of time,
but is otherwise straightforward. Given the fast speed at which waters adapt to changes in
charge distribution [398], switching lengths of 5–10 ps should be sufficient even for larger
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solutes / (S)QM regions. In a more general QM/MM setup, e.g., the active site of a protein
being described by QM and the remainder of the protein, as well as water by MM, the question arises how quickly the low level region will adapt to changes in charge distribution in
the low level/high level central region. Clearly, attention and care will have to be paid in such
calculations concerning convergence. In our opinion, however, different conformational
preferences in the low and high level description of the system may prove to be the biggest
challenge. Conformational changes tend to be slow, and, thus, are unlikely to be seen during relatively short switching simulations. For example, most conformations obtained after
switching simulations of 0.5 ps length, when using the standard CGenFF/ParamChem representation of 2CLE, were still extremely similar to the force field case, indicating conformational barriers were not crossed during the Hamiltonian switching. Similar observations
were made for ALA/SER in the gas phase (SI of Ref. 48).

Different conformational preferences at the two levels of theory are difficult, if not impossible to foresee. While for the non-complicated systems studied here one could devise
suitable restraints to force the system toward a more high level like conformational “behavior”, this is not feasible for larger/more complex systems of interest like amino acids in
an active site. There are two potential solutions to this challenge, which will have to be
investigated. First, enhanced sampling at the low level of theory may help to visit more
conformations which are relevant at the high level of theory. Second, the results obtained
from GAAMP calculations with the custom optimized force field for 2CLE are encouraging.
Clearly, the more similar the low level of theory is to the high level of theory, the easier it
will be to achieve convergence when computing ∆AMM →QM . Thus, additional approaches
for generating high level like representations at the low level of theory should be explored.

The use of NEW methods to compute ∆AMM →QM is certainly not cheap. Despite the
computational effort involved, one should keep in mind, however, that NEW represents a
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post-processing step. Further, each switching calculation is independent from all others, so
parallelizing the calculation of the NEW values needed is straightforward. At present NEW
based methods appear to be the only reliable and robust approach to obtain converged results when computing the free energy difference between two levels of theory as needed
in the indirect approach to QM/MM FES. For several of the toy systems studied here, FEP
leads to systematic errors of > 1 kcal·mol−1 . A recent study by Essex and co-workers also
demonstrated conclusively that results obtained by FEP cannot be converged [311], but did
not provide the means to achieve convergence.

Even if the computational effort may prove too high in large applications, one immediate application of JAR to compute ∆AMM →QM may well be the calculation of reference
results, which can be used to quantify the error resulting from the use of FEP and against
which other approaches can be tested rigorously. For example, König and co-workers recently outlined an approach in which bond lengths are constrained, thus removing one factor contributing to the poor convergence of FEP and related methods. The free energy contribution of the constraints is approximated in a separate step. Additionally, several groups
have started to operate with a modified FEP expression, in which the total energy difference ∆UMM →QM is replaced by the difference of interaction energies [311, 399, 400]. The
use of JAR presented here could be used to assess the errors (if any) of these approaches.
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3.3.1

Abstract

Indirect (S)QM/MM free energy simulations (FES) are vital to efficiently incorporating
sufficient sampling and accurate (QM) energetic evaluations when estimating free energies of practical/experimental interest. Connecting between levels of theory, i.e. calculating ∆Alow→high , remains to be the most challenging step within an indirect FES protocol.
In order to improve calculations of ∆Alow→high , we must (1) compare the performance of
all FES methods currently available, and (2) compile and maintain datasets of ∆Alow→high
calculated for a wide-variety of molecules so that future practitioners may replicate or
improve upon the current state-of-the-art. Towards these two aims we introduce a new
M →3ob
dataset, “HiPen”, which tabulates ∆AM
(the free energy associated with switching
gas

from an M M to an SCC-DFTB molecular description using the 3ob parameter set in gas
phase), calculated for 22 drug-like small molecules. We compare the calculation of this
value using free energy perturbation, Bennett’s acceptance ratio, Jarzynski’s equation, and
M →3ob
Crooks’ equation. We also predict the reliability of each calculated ∆AM
by evalugas

ating several convergence criteria including sample size hysteresis, overlap statistics, and
bias metric (Π). Within the total dataset, three distinct categories of molecules emerge: the
M →3ob
“good” molecules, for which we can obtain converged ∆AM
using Jarzynski’s equagas
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M →3ob
tion; “bad” molecules which require Crooks’ equation to obtain a converged ∆AM
;
gas
M →3ob
and finally “ugly” molecules for which we cannot obtain reliably converged ∆AM
with
gas

either Jarzynski’s or Crooks’ equations. We discuss, in depth, results from several example
molecules in each of these categories and describe how dihedral discrepancies between levels of theory cause convergence failures even for these gas phase free energy simulations.

Keywords: indirect free energy simulations, quantum mechanical molecular mechanical hybrid modeling, free energy perturbation, nonequilibrium work simulations, Bennett’s acceptance ratio, Jarzynski’s equation, Crooks’ equation

3.3.2

Introduction

Calculating accurate free energy differences from simulation involves two disparate
requirements: accurate energetic evaluations (e.g., semi-empirical quantum mechanics
(SQM) or high level electronic structure methods (QM))43 and sufficiently long simulations
to appropriately sample relevant regions conformational space. Of course one can see the
incongruity here: extensive simulations do not lend themselves to the time and resource intensive nature of (S)QM energy/force evaluations. As such, there is a large effort in the free
energy simulation (FES) field to take advantage of both the efficiency of force-field based
simulations, and accuracy of (S)QM energetics[49, 300, 370, 371, 401–403] Thus, we are
marching toward the goal of efficiently calculating free energies at the (S)QM/MM level of
theory (∆A(S)QM/M M ), but our destination is still far on the horizon.
43
We will use abbreviations to reference semiempirical quantum mechanical (SQM) methods, quantum mechanical (QM) methods such as DFT or ab initio, and molecular mechanical (MM) methods. We will also use the
abbreviations “QM/MM” to refer to quantum mechanical/molecular mechanical hybrid modeling, “SQM/MM”
to refer to semi-empirical quantum mechanical/molecular mechanical hybrid modeling, and “(S)QM/MM” to
refer to either QM/MM and SQM/MM.
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A useful ‘trick’ to combine the accuracy of (S)QM/MM levels of theory and the extent of
sampling only reachable using MM force fields is to carry out the (S)QM/MM FES indirectly
(S)QM/M M

[55–59, 63]. Since ∆A0→1

, a free energy difference of interest “0 → 1” at the desired

high44 level of theory, is a state function, it can be calculated by employing the thermodynamic cycle shown in Fig. 3.14. Specifically,
low→high
low→high
∆Ahigh
+ ∆Alow
.
0→1 = −∆A0
0→1 + ∆A1

(66)

low→high
and
Here ∆Alow
0→1 is a standard FES at the low level of theory, and the steps ∆A0

∆Alow→high
connect the low level back to the high level of interest. The low level is cho1
sen such that sufficient sampling can be conducted. Further, if a force field is used for the
low level, several tricks of the trade, e.g. soft-core potentials [404, 405], may help facilitate
alchemical transformations [300] In particular, if ∆Alow
0→1 is carried out at the MM level of
theory, any standard free energy estimator can be used for its calculation, such as free energy perturbation (FEP) [75], thermodynamic integration (TI) [286], Bennett’s Acceptance
Ratio (BAR) [76], its multi-state extension MBAR [378], vFEP [406], WHAM[407] etc. in
detail in this

Correction legs (ii) and (iv) have traditionally been calculated using FEP, Eq. 67, written
here for the specific application of connecting the low and high levels of theory:
low→high

∆A


= −kb T ln exp



−∆U low→high
kb T



(67)
low

Here kB and T have the usual meaning of Boltzmann’s constant and temperature, and
h. . .ilow denotes an ensemble average generated at the low level of theory and in the canonical ensemble. This is, of course, highly advantageous as costly simulations at the high
44

We will use the term "low" to refer to any level of theory capable of conducting sufficient sampling; we will
use the term "high" to refer to any level of theory which is too computationally expensive to conduct sufficient
sampling for FES but which provides accurate energetics for evaluating FES.
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∆Ahigh
0→1

(i)

(ii)

0low

1high

(iv)

(iii)
∆Alow
0→1

∆Alow→high
1

∆Alow→high
0

0high

1low

Figure 3.14: The indirect cycle underlying (S)QM/MM FES. “0” and “1” denote the two physical end
states, e.g., a molecule in gas phase and solution, or a ligand in the free state and bound to a receptor.

level of theory are not needed. In a post-processing step, the difference ∆U low→high =
U high − U low is computed for every frame saved during the low level simulation. For this
reason, FEP is a so-called “one-sided” method as it only requires simulation from “one side”
of the free energy difference.

Although Eq. 67 is formally exact, recent research has shown conclusively that FEP,
when applied to the calculation of ∆Alow→high , rarely gives converged free energy differences [46, 47, 69, 311–313, 374, 408]. In fact, by now few would dispute the statement
that FEP cannot be used to compute ∆Alow→high for systems of practical interest. In order
for Eq. 67 to converge in practice, at least some configurations sampled at the low level of
theory also need to be low energy configurations at the high level of theory, cf. Ref. [79].
Typically, however, there are disparities in “stiff” (bonds, angles) and “soft” (dihedrals) degrees of freedom between low (MM or SQM) and high (SQM or QM) levels of theory. Simply
put, in many cases an “MM” molecule does not look like a “QM” molecule, and slight differences between these structures can result in drastic convergence errors [46, 47, 69, 311–
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313, 374]. These disparities are exacerbated as the size of the high level/QM region increases. More generally, in most cases the phase space sampled at the low level of theory
has little or no overlap with the phase space which would be sampled if the system of interest were treated at a high level of theory. Following, e.g., Pohorille et al. [79], phase space
overlap can be quantified by comparing the distribution of forward (low → high) p(∆Uf w )
and (negative) backward (high → low) energy differences p(−∆Ubw ) (cf. below).45

The failure of FEP would suggest to use more efficient methods to compute ∆Alow→high ;
however, in the present context (as compared to regular alchemical FES) the choice is
severely limited. Consider, e.g., Bennett’s Acceptance Ratio (BAR, Eq. 68), a widely used
method for calculating ∆A’s [366]. If used to evaluate ∆Alow→high like in (ii) or (iv) it takes
the form:
∆Alow→high = kb T ln

f (U low − U high + C)

!
high

hf (U high − U low − C)ilow

+ C,

(68)

where f (x) = (1 + exp(x/kb T ))−1 and

C = kb T ln

Q0 N1
.
Q1 N0

(69)

As one sees from the use of h...ilow and h...ihigh in Eq. 68, BAR requires simulation at both
endstates, thus is a so-called “two-sided” method. The need for simulations at both levels
of theory makes the use of BAR problematic, i.e., computationally too expensive. Thus, the
search for reliable, less expensive methods to compute correction steps between low and
high levels of theory continues. We, and many others in the FES community have explored
many potential solutions including reweighting schemes [46], force-matching techniques
[52], and nonequilibrium work methods [47, 51].
45

E.g.,p(∆Uf w ) is the histogram obtained from configurations saved during a simulation at the low level of
theory, for which one computes ∆Uf w = U high − U low . The availability of p(−∆Ubw ), of course, depends
whether simulations at the high level of theory could be carried out.
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Given the underlying problem, poor or non-existing overlap between phase space sampled at the low and high level of theory, there are two paths towards reliably calculating
∆Alow→high . One possible path: enhance efficiency of methods used to compute free energy differences between disparate levels of theory. Another possible path may be to make
the low level of theory “look” more similar in configurational space to the high level of theory. Our proof-of-concept results using force-matching in Ref. 52 are an example of the latter strategy. Concerning the former, we have successfully used nonequilibrium work techniques to compute ∆Alow→high [47, 51]. In particular, we explored the utility of Jarzynski’s
(JAR) equation [409], the nonequilibrium analog to FEP. Formally, one replaces the energy
difference ∆U low→high in Eq. 67 by the nonequilibrium work W low→high needed to bring the
system from a low to high level description:

∆A(low → high) = −kb T ln exp



−W low→high
kb T



(70)
low

Although the nonequilibrium switching simulations needed to obtain W low→high do require
evaluation of high level energies and forces at every step, there are two factors which make
such calculations practicable. First, at least in our tests to date, rather short switching simulations (a few hundred to a few thousand MD steps per switch) were sufficient. Second,
these switching simulations are a post-processing step started from coordinate/velocity
sets saved during equilibrium simulations at the low level of theory (cf. Materials and Methods). Therefore, they can be run in parallel, making the JAR calculation scheme much more
computationally efficient than conducting a sufficiently long high level simulation, e.g. as
needed for BAR.

Given that FEP cannot be used to calculate free energy differences ∆Alow→high reliably,
another challenge in benchmarking performance of FES estimators like FEP and JAR is obtaining reference results. In the past, we have used BAR as well, as its nonequilibrium ana191

log, Crooks’ equation (CRO)[78], to generate reference results[47, 51]. As with FEP and
JAR, energy differences in BAR are formally replaced by nonequilibrium work values to give
CRO, i.e.,
∆A(low → high) = kb T ln

f (W high→low + C)

!
high

hf (W low→high − C)ilow

+C

(71)

Of all the methods discussed, CRO is the most computationally expensive. As with BAR,
one must conduct long equilibrium simulations at both levels of theory, level of theory and
then conduct nonequilibrium switching simulations, this time launched not only from low →
high but also from high → low. In real applications CRO and, most likely, BAR are far too
expensive to calculate ∆Alow→high within an indirect scheme of practical interest; however,
in the context of methodological work they provide a means to obtain reference results for
comparison to cheaper methods.

While our earlier work has demonstrated the utility of both nonequilibrium work methods, in particular JAR [47, 51], and force-matching approaches [52] for the computation of
∆Alow→high , the techniques were tested only on a relatively small number of systems. To
advance the state of the art, a broader test of the existing methodology is required and is
the subject of the current study. In previous unrelated work [410], we used ParamChem
(https://cgenff.umaryland.edu, a web-interface for automatically predicting parameter and
topology sets for small molecules [118, 119]) to obtain CHARMM generalized force-field
(CGenFF) parameters [39] for the Maybridge Hitfinder set [411]. As part of the ParamChem procedure, “penalties” are assigned which indicate the expected quality of generated
parameters. From the full Maybridge set we then selected 22 molecules to (1) represent
chemical diversity seen in medicinal chemistry, as the Maybridge set includes molecules
that are drug-like according to Lipinski’s rule of 5, and (2) which had high penalties for
bonded and/or charge parameters. We expect these systems, shown in Fig. 3.15, to be challenging cases when computing ∆Alow→high . Because of the high parameter penalties, we
refer to our chosen set as “HiPen”. Given the diversity of the compounds chosen, we view
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our HiPen set as a benchmark set which can be used to compare methods for computing
∆Alow→high in the context of indirect (S)QM/MM FES.

In related areas of computational chemistry, extensive benchmark sets have proven very
useful. E.g., the Benchmark Energy and Geometries Database (BEGDB, http://www.begdb.
com) is a highly utilized, online computational resource where quantum quality energies and
properties for a wide variety of molecules are deposited. BEGDB has a stated purpose of
“serv[ing] as benchmarks for testing and parameterization of other computational methods.” Datasets maintained in BEGDB have been cited a total of ≈2400 times, with some of
the more frequently cited datasets being S22 (1079 citations), and S66 (454 citations). Similarly, the Minnesota Databases 2.0 (MN2.0) are a large collection of datasets for comprehensive validation. Many of the works citing these BEGDB and MN2.0 datasets are methodological investigations aiming to develop, improve, or validate, the performance of Density Funtional Theory (DFT). For example, several DFT functionals that have either recently
(since 2015) been derived, validated, or improved upon using BEGDB or MN2.0 datasets include but are certainly not limited to: B97M-V[412], the occ-RI-K algorithm[282], ωB97MV [413], minimally adaptive basis (MAB)[283], ωB97M(2)[414], revised M06 (revM06)
[415], revised M06-L [416], and MN15 [417], as well as several large review-style validation studies of DFT methods in general[418, 419]. Additionally, the MN2.0 databases were
used by Peverati and Truhlar to search for a “universal” density functional in 2014 [420]. For
good measure, we will also list these seminal works in the DFT development field: 36, 421–
424. (It should be noted these references by no means represent a complete list of all DFT
improvements facilitated by BEGDB and MN2.0. For a more complete literary listing, travel
to http://www.begdb.com and https://comp.chem.umn.edu/db/ and follow links to each
dataset’s debut publications, then view all citing publications.) Thus, as online repositories
of maintained datasets, BEGDB and MN2.0 represent invaluable resources to the quantum
chemistry modeling discipline and in turn chemistry at large.
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Figure 3.15: The HiPen dataset modeled herein. Dihedrals that were probed or randomized (see
Methods) in this work have been identified for each molecule.

In the area of force-field focused alchemical FES, benchmarks and comparative tests
exist as well: e.g., a study comparing results for relative free energy differences obtained
with the most widely used programs was just published [425]. The data sets forming the
basis for the various SAMPL competitions are another excellent source of curated experimental reference values [426–428]. Several test systems can be downloaded from the
“alchemistry.org” web site (See https://www.alchemistry.org, follow the link “Test System Repository”). Since nothing comparable to these alchemical collections or to aforementioned QM benchmark sets yet exists for indirect (S)QM/MM FES, we view the HiPen
set (Fig. 3.15) as the core of a benchmark in this area. Studies with a related goal include
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work by Cave-Ayland et al. [311], in which forward p(∆Uf w ) and backward energy distributions p(−∆Ubw ) for a number of compounds were computed and compared systematically,
as well as Ref. [408], where Ryde searches for criteria to determine whether ∆Alow→high values have converged or not. Clearly, it should be useful to have available reference results
against which novel methodological developments can be compared. The present study is
the beginning of such a database, and we ask others in the field to join us.

In Ref. 51 we discerned three overall factors contributing to the difficulty of obtaining
converged results: (i) subtle differences in bond lengths and angles (i.e., the “stiff” degrees
of freedom), (ii) different conformational preferences, such as preferred ranges for dihedrals (i.e., “soft” degrees of freedom), and (iii) differences in charge distribution of the region
either described by the low or the high level of theory. The last complication arises only
in aqueous solution or in a protein–ligand complex. Here we concentrate on the first two
complications, mismatches in stiff and soft degrees of freedom; hence, all calculations are
carried out in the gas phase. Further, in the present work we use the MM force field as
the low level “as is”, i.e., we do not attempt to improve phase space overlap through forcematching or related techniques. Additionally, for the purposes of generating reference results via two sided methods like BAR and CRO, we have chosen to utilize a semi-empirical
method as our high level of theory as it is still cheap enough to achieve relatively efficient
sampling. Specifically, we are interested whether, at least for some systems, FEP is enough
to compute ∆Alow→high
, whether JAR with short switching protocols is sufficient for congas
verged results, or whether two-sided methods, which are too expensive for general use are
needed.

As already alluded to, converging FES between levels of theory (i.e. ∆Alow→high ) can be
quite challenging, and such challenges should be taken into consideration when constructing a data set for future comparison as described above [47, 51]. In Ref. [51] we discerned
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three overall factors contributing to the difficulty of obtaining converged results: (i) subtle differences in bond lengths and angles (i.e., the “stiff” degrees of freedom), (ii) different
conformational preferences, such as preferred ranges for dihedrals (i.e., “soft” degrees of
freedom), and (iii) differences in charge distribution of the region either described by the
low or the high level of theory. The last complication arises only in aqueous solution or in a
protein–ligand complex. Here, in our first collection of ∆Alow→high , we concentrate on the
first two complications, mismatches in stiff and soft degrees of freedom. Such discrepancies
are likely to only be compounded upon when entering solution/condensed phase as issues
of charge and solvent distribution discrepancies between the two levels arise [51]. Thus,
before moving into more complicated environments, any future indirect FES method worth
its clout should be able to first calculate gas phase ∆Alow→high . We have, therefore, chosen
to focus first on providing gas phase data, and in future work we will move into solution and
ultimately enzyme FES to benchmark QM/MM hybrid modeling.

Furthermore, in the present work we use the MM force field as the low level and treat
it “as is”, i.e., we do not attempt to improve phase space overlap through force-matching or
related techniques; specifically we have used the CHARMM 36 General Force Field, which
we will refer to simply as “M M ”. Additionally, for the purposes of generating reference results via two sided methods like BAR and CRO, we have chosen to utilize a semi-empirical
method as our high level of theory as it is still cheap enough to achieve relatively efficient
sampling; thus we modeled the high level of theory using SCC-DFTB3 with the 3ob parameter set, which we will refer to simply as “3ob”. We are interested whether or not, at least
for some systems, FEP is enough to compute ∆Alow→high
, whether JAR with short switching
gas
protocols is sufficient for converged results, or whether two-sided methods, which are too
expensive for general use are needed.
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M M →3ob
In addition to reporting ∆Agas
obtained with each of these methods, we report cri-

teria we have in the past found useful to identifying failures in “convergence” (obtaining the
correct ∆Alow→high within reasonable certainty). These include comparing differences in
magnitude of “forward” and “backward” ∆A’s (i.e. ∆AM M →3ob vs. −∆A3ob→M M ) [46], calculating “sample size hysteresis” (Eq. 10 in Ref. 51), calculating the standard deviation in
∆U low→high /W low→high and vice versa [50] (cf. also [408]), calculating distribution overlaps
in ∆U low→high and W low→high values [47, 49–52], and finally applying the Π criterion introduced by Wu and Kofke [429] to the forward/backward energy distributions or work distributions [50, 52]. In order to understand difficult cases and failures, we also computed
distributions of dihedral angles sampled during simulations at the two levels of theory, as
well as at the end of forward and backward switching simulations [46, 47, 51].

In Ref. 51 we have defined “sample size hysteresis” by mathematically posing the simple
question: do the parts equal the whole? If we calculate ∆A from the whole data set, then divide the data set into, for example, 10 smaller “blocks” and calculate ∆A’s from those blocks,
does the ∆A from the complete set equal, within variance of the blocks, the average of ∆A
taken from the 10 blocks.

3.3.3

Results

Given that the zero points of energy between M M and 3ob differ on the order of
M →3ob
105 kcal/mol, ∆AM
by default can be quite large. Thus, even large standard deviagas
M →3ob
tions, σ(∆AM
), of 10 kcal/mol or even more are easy to overlook. Therefore, we have
gas

listed “offset” values in Table 3.4, which must be added for reported positive ∆A and subM →3ob 46
tracted for reported negative ∆A to give the actual total ∆AM
. Extracting “offset”
gas
46

For values <0 in coming tables, the offset should be subtracted to give the true ∆A, for values >0 in
coming tables, the offset should be added to give the true ∆A.
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values allows trends in variance and convergence failure to be more apparent, and allows
data to be presented more compactly.
Table 3.4: ZINC Database ID’s for each HiPen molecule; the total number of atoms (Ntot ) and total
number of heavy atoms (Nheavy ) per molecule; ParamChem reported CGenFF penalties; calculated
∆A “offset” for each molecule in the dataset should be added or subtracted (to positive and negative
∆A’s respectively) to every ∆A listed in Tables 3.5 and 3.6 to give the total calculated ∆A.
CGenFF Penalties

Offset

ZINC ID

Ntot /NHeavy

Param

Charge

(kcal/mol)

1

00061095

36/21

432.10

200.99

29000

2

00077329

16/10

378.50

347.24

15000

3

00079729

18/13

683.00

207.72

17000

4

00086442

21/12

312.50

283.62

19000

5

00087557

31/17

378.50

347.31

25000

6

00095858

25/16

567.90

361.40

25000

7

00107550

21/11

378.50

347.29

16000

8

00107778

22/15

378.50

347.29

21000

9

00123162

34/21

385.50

217.28

29000

10

00133435

34/22

470.50

27.14

28000

11

00138607

36/20

336.00

261.56

29000

12

00140610

20/12

449.00

214.90

17000

13

00164361

23/14

424.00

194.49

20000

14

00167648

44/26

436.50

226.60

35000

15

00169358

26/16

540.40

142.16

22000

16

01755198

28/12

329.00

21.11

19000

17

01867000

32/18

470.50

5.82

22000

18

03127671

41/24

329.00

25.20

34000

19

04344392

52/29

329.00

24.78

40000

20

04363792

28/21

698.00

185.49

28000

21

06568023

30/18

329.00

21.60

25000

22

33381936

33/21

545.50

395.62

30000
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Additionally, in Table 3.4 we have listed the bonded and charge parameter penalties
reported for the CGENFF parameters by ParamChem, and we have listed the number of
atoms (total/non-hydrogen) in each selected molecule. As described in the Introduction, we
specifically chose the twenty two molecules based on high parameter penalties, in addition
to picking molecules to represent chemical diversity seen in small molecule drug sets. TaM →3ob
bles 3.5 and 3.6 provide all calculated ∆AM
results for each of the 22 HiPen molecules.
gas

In addition, we report values for the convergence criteria considered: hysteresis (Hyst)
calculated by comparing ∆A calculated from the complete data set to block averaged ∆A,
standard deviations of ∆A calculated from 10 blocks, average ∆U or average W , standard
deviation of ∆U /W to indicate width of input distributions,47 one-sided Π values, and percentage overlap of “forward” and “backward” distributions. If so, then this indicates ∆A
from the complete data set is likely converged; if not, this indicates there are likely some
outlier points which are skewing results from the total data set, and ∆A calculated from the
total data set is likely not converged. A mathematical definition of this criterion can be seen
in Ref. 50.48

Another criterion we found useful to predict whether free energy differences obtained
from free energy estimators FEP, BAR, JAR, and CRO are likely to be converged [50, 52] is
Π, introduced by Wu and Kofke [429]. Π provides a quantitative means for determining if a
distribution was collected from a sufficiently large sample in a manner free of bias. A complete discussion of the Π criterion in theory and derivation is beyond the scope of this work,
but we strongly advise the reader to see Wu and Kofke’s works in 2004 and 2005 introducing this measure and it’s uses [80, 429]. In Ref 52, Equation 3 gives the one-sided Π criterion which we have used to determine “reliability” of distributions used herein. Π should
be > 0.5 to indicate a “well behaved” distribution of ∆U low→high or W low→high . It should be
47

The average energy differences / work values and their standard deviations could also be used to estimate
∆A according to the second order cumulant expansion; however, the underlying distributions are far from
Gaussian.
48
This criterion is a simplified version of considerations by Woods and co-workers [384].
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noted, however, that the Π criterion assumes input energy or work distributions obey at
least an approximate Gaussian distribution, which is not necessarily likely for molecules of
practical interest, and as we will see is not always the case in HiPen. Nevertheless, we have
still found reasonable correlation between Π values and deviations from reference results
in Ref. 50.

In Ref. 50 we also noted that FEP/JAR is likely to fail when the standard deviation of energy difference or work values (σ∆U low→high or σW low→high ), i.e., the raw data entering Eq. 67
or Eq. 70, becomes too large; σ > 4kB T being the absolute threshold of reliability, beyond
which the corresponding ∆A is likely untrustworthy. A similar observation in the context
of indirect (S)QM/MM FES was recently also made by Ryde [408]. All of these criteria have
proven useful in the past to indicate convergence of ∆Alow→high , as well as while investigating convergence failure in more difficult cases. As such, for each ∆AM M →3ob presented in
this work, we have also calculated each of these metrics to evaluate the “quality of convergence”.

In order to utilize said convergence criterion in future comparison, Tables 3.5 and 3.6
M →3ob
results for each of the 22 HiPen molecules. In addition,
provide all calculated ∆AM
gas

we report values for the convergence criteria considered: hysteresis (Hyst) calculated by
comparing ∆A calculated from the complete data set to block averaged ∆A, standard deviations of ∆A calculated from 10 blocks, average ∆U or average W , standard deviation of
∆U /W to indicate width of input distributions,49 one-sided Π values, and percentage overlap of “forward” and “backward” distributions. If so, then this indicates ∆A from the complete data set is likely converged; if not, this indicates there are likely some outlier points
49

The average energy differences / work values and their standard deviations could also be used to estimate
∆A according to the second order cumulant expansion; however, the underlying distributions are far from
Gaussian.
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which are skewing results from the total data set, and ∆A calculated from the total data set
is likely not converged. A mathematical definition of this criterion can be seen in Ref. 50.50
Table 3.5: Equilibrium results. ∆AM M →3ob calculated with FEP(fw), FEP(bw), and BAR, as well as
calculated convergence metrics. For each ∆A, we divide the total dataset into 10 blocks, calculate
∆Ai from each of these i blocks, and compare the average of those ∆Ai to ∆A calculated from the
total data set (giving Hyst), and we also report the standard deviation of these ∆Ai (σ∆A ). To determine the reliability of ∆U distributions for calculating ∆A we report: ∆U , the standard deviation of
∆U ’s (σ∆U ) as narrower distributions are likely to provide converged results, and finally we report
one sided Π which, when > 0.5, likely indicates the ∆U distribution is resultant from sufficient and
unbiased sampling. Finally, we report percentage overlap in ∆U between forward and backward
distributions.
FEP(fw)

FEP(bw)

BAR

Overlap(%)

∆A

Hyst

σ∆A

∆U

σ∆U

Π

∆A

Hyst

σ∆A

∆U

σ∆U

Π

∆A

Hyst

σ∆A

∆U

1

-301.11

4.08

5.29

-282.47

7.89

-3.14

305.82

1.87

2.02

322.87

7.30

-3.29

-303.34

-0.15

3.15

0.04

2

-255.52

0.19

0.51

-245.10

4.29

-1.15

258.88

0.29

0.60

268.72

5.28

-1.47

-256.87

-0.05

0.11

0.28

3

-412.88

0.35

0.65

-402.47

3.49

-1.17

416.38

0.54

0.78

428.26

4.86

-2.06

-414.19

-0.01

0.01

0.12

4

-254.51

0.43

0.69

-239.09

5.66

-2.43

259.24

0.51

0.84

269.67

4.34

-1.64

-256.34

0.00

0.03

0.06

5

-589.94

2.30

2.38

-570.06

5.78

-3.41

604.61

2.25

2.49

626.49

7.84

-4.29

-596.97

0.48

0.25

0.00

6

-109.58

2.58

2.59

-86.31

7.14

-4.07

130.57

4.83

4.41

162.27

10.42

-6.04

-118.33

0.56

2.35

0.00

7

-992.13

0.33

0.67

-982.02

3.94

-1.06

994.96

4.83

12.05

1011.88

19.05

-3.26

-993.15

0.21

0.49

0.28

8

-994.00

4.16

4.03

-982.45

4.39

-1.46

988.29

9.09

5.74

1009.22

7.77

-4.10

-992.02

1.03

14.08

3.72

9

-447.42

2.99

3.12

-423.12

9.04

-4.27

451.15

8.94

4.93

475.54

6.40

-4.77

-449.44

1.02

5.61

0.02

10

-336.30

0.84

0.99

-320.41

5.46

-2.54

341.91

0.31

0.72

352.24

4.10

-1.61

-337.98

0.11

0.07

0.04

11

-460.25

1.37

1.30

-441.09

7.09

-3.26

464.90

1.43

1.15

482.37

8.89

-3.38

-461.88

0.11

0.07

0.02

12

-70.74

2.17

1.31

-54.33

4.82

-2.66

84.97

0.85

1.21

115.59

11.07

-5.86

-77.20

0.25

0.02

0.00

13

-556.49

2.79

1.67

-547.25

5.39

-3.27

571.83

1.37

1.32

587.80

5.62

-3.28

-567.59

0.18

0.15

0.01

14

-80.28

0.79

0.97

-65.97

4.62

-2.17

85.55

0.78

0.77

100.32

6.15

-2.89

-82.62

0.12

0.10

0.03

15

-406.76

0.18

0.46

-398.31

3.39

-0.56

408.29

0.32

0.54

419.87

5.52

-2.04

-407.59

0.02

0.00

0.51

16

-633.17

1.32

1.57

-621.65

4.28

-1.45

638.22

2.26

2.73

664.09

8.08

-5.12

-636.14

0.72

0.68

0.05

17

-673.11

0.21

0.55

-664.21

3.29

-0.70

672.67

-0.13

0.71

682.01

3.11

-1.71

-673.41

-0.03

0.01

0.69

18

-518.20

1.82

1.80

-501.32

5.34

-2.76

525.15

4.99

4.91

551.31

9.84

-5.09

-520.79

0.90

3.94

0.10

19

-879.27

3.54

2.13

-857.72

6.10

-3.74

892.96

1.86

2.43

918.55

9.50

-4.99

-885.39

0.51

0.21

0.00

20

-691.39

3.08

4.83

-676.22

6.43

-2.37

713.26

0.83

1.34

753.13

14.99

-7.29

-702.33

0.83

1.13

0.00

21

-70.62

2.52

1.58

-59.20

3.66

-1.43

69.86

1.10

1.30

87.37

8.66

-3.39

-69.33

0.25

0.84

0.37

22 -177.51
50

0.73

0.97

-165.15

4.25

-1.68

181.81

0.82

1.04

213.38

37.01

-6.02

-179.19

0.14

0.22

0.07

This criterion is a simplified version of considerations by Woods and co-workers [384].
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Table 3.6: Nonequilibrium results. ∆AM M →3ob calculated with JAR(fw), JAR(bw), and CRO, as well
as calculated convergence metrics. For each ∆A, we divide the total dataset into 10 blocks, calculate ∆Ai from each of these i blocks, and compare the average of those ∆Ai to ∆A calculated from
the total data set (giving Hyst), and we also report the standard deviation of these ∆Ai (σ∆A ). To
determine the reliability of W distributions for calculating ∆A we report: W , the standard deviation
of W ’s (σW ) as narrower distributions are likely to provide converged results, and finally we report
one sided Π which, when > 0.5, likely indicate the W distribution is resultant from sufficient and
unbiased sampling. Finally, we report percentage overlap in W between forward and backward distributions.
JAR(fw)

JAR(bw)

CRO

Overlap(%)

∆A

Hyst

σ∆A

W

σW

Π

∆A

Hyst

σ∆A

W

σW

Π

∆A

Hyst

σ∆A

W

1

-305.97

2.92

3.87

-299.85

5.07

-0.80

300.95

0.47

0.39

302.15

1.97

1.60

-301.61

0.53

4.44

32.71

2

-272.53

0.21

0.48

-271.48

0.60

1.86

271.88

0.13

0.48

272.59

1.59

2.19

-271.84

0.09

0.08

53.89

3

-408.69

0.00

0.03

-408.18

0.90

2.40

408.63

0.00

0.05

409.03

0.63

2.57

-408.66

0.00

0.00

56.68

4

-271.25

0.00

0.03

-271.10

0.41

3.02

271.15

0.00

0.02

271.31

0.49

3.00

-271.20

0.00

0.00

79.52

5

-539.16

0.58

0.98

-535.17

1.98

0.08

537.50

2.26

2.71

543.25

3.18

-0.66

-538.78

0.36

0.37

8.76

6

-143.51

3.69

2.10

-137.78

2.08

-0.65

138.57

1.46

2.12

143.83

3.12

-0.47

-140.17

0.41

1.70

23.95

7

-999.40

0.42

0.69

-998.41

0.69

1.91

998.80

1.37

2.82

1000.98

3.29

1.03

-999.02

0.42

0.28

44.88

8

-995.50

3.54

3.79

-990.77

4.06

-0.25

989.35

6.99

4.61

998.13

4.05

-1.69

-995.41

0.90

9.68

24.92

8(5ps)

-995.88

2.90

3.74

-991.48

4.16

-0.18

989.36

7.05

3.29

997.91

3.78

-1.71

-995.87

0.68

1.60

27.70

9

-426.22

1.72

1.95

-414.69

8.21

-2.48

415.08

7.74

5.19

428.09

4.12

-2.87

-423.89

0.91

8.28

22.83

9(5ps)

-426.53

-0.28

1.04

-419.30

7.09

-1.24

412.65

9.23

5.75

425.23

4.45

-2.95

-425.45

1.22

6.82

60.27

10

-285.45

0.02

0.15

-284.78

0.82

2.25

285.36

0.00

0.03

286.22

1.18

2.03

-285.41

0.01

0.00

46.14

11

-510.05

0.02

0.17

-507.81

2.93

0.99

509.50

0.23

0.41

510.72

0.96

1.68

-509.92

0.03

0.01

44.12

12

-81.64

0.00

0.03

-81.37

0.55

2.78

81.48

0.00

0.03

81.77

0.63

2.73

-81.56

0.00

0.00

72.35

13

-558.93

0.00

0.02

-558.82

0.36

3.13

558.80

0.00

0.01

558.91

0.36

3.12

-558.86

0.00

0.00

84.07

14

-61.10

0.00

0.05

-60.35

0.91

2.08

60.95

-0.01

0.09

61.75

0.99

1.97

-61.03

0.02

0.00

45.35

15

-408.64

0.00

0.02

-408.50

0.39

2.63

408.56

0.00

0.00

408.70

0.42

3.03

-408.59

0.01

0.00

76.59

16

-604.94

1.73

2.59

-600.37

2.46

-0.55

599.77

2.54

0.82

607.38

4.70

-1.37

-602.79

0.52

2.78

33.53

17

-672.92

0.00

0.02

-672.79

0.38

3.08

672.88

0.00

0.01

673.01

0.41

3.07

-672.90

0.00

0.00

76.92

18

-533.65

2.30

2.30

-527.81

2.42

-0.69

529.28

2.69

3.09

536.11

5.43

-1.05

-530.42

0.61

3.72

26.08

19

-912.05

4.65

3.21

-904.31

3.36

-1.53

906.22

0.00

0.81

909.91

3.03

0.05

-907.05

0.45

1.40

25.82

20

-704.48

2.63

4.45

-699.99

4.35

-0.18

697.46

5.67

3.51

706.31

2.49

-1.72

-704.26

0.77

7.32

13.21

21

-55.94

1.36

1.40

-53.45

1.12

0.82

53.51

-0.02

0.04

54.19

1.09

2.05

-53.70

0.09

0.53

60.60

22

-172.40

6.19

3.39

-162.42

1.51

-2.45

165.24

0.37

0.78

171.36

7.48

-0.80

-165.13

0.11

0.20

9.71

3.3.4

Discussion

Looking at Tables 3.5 and 3.6, one immediate observation is that equilibrium methods
(FEP/BAR) overall provided results we would consider “unreliable.” This can be seen in Table 3.5: for most molecules FEP(fw), FEP(bw), and BAR, results differ by several kcal/mol;
most ∆U distributions are broad (with σ∆U  4kB T ) and do not pass the Π sampling cri202

terion requirement of being > 0.5; calculated Hyst values are > 1kcal/mol; and finally the
percentage overlap in nearly all cases is not large enough to ensure sufficient sampling for
even the two-sided estimator BAR. Therefore, we did not see fit to classify molecules according to performance of FEP/BAR, and results obtained by equilibrium methods are not
considered further. While compiling nonequilibrium results, three clusters of molecules
emerged within HiPen, which we have named the Good, the Bad, and the Ugly. “Good”
M →3ob
molecules were any molecules for which a converged ∆AM
could be calculated usgas

ing JAR(fw). “Bad” molecules were any molecules for which JAR(fw)/JAR(bw) calculations
appeared unconverged, but for which CRO was (largely) converged. “Ugly” molecules were
any molecules for which even CRO exhibited convergence issues according to all of our convergence metrics. It is worth expounding upon some examples in each Good, Bad, Ugly case
and illustrate how nonequilibrium switches can be used to sharpen distributions and improve configurational overlap between levels of theory in most of these cases. Although we
have collected ∆U /W distribution overlaps as well as rotatable dihedral distributions for
every molecule in the HiPen data set, presenting all such data would overwhelm the reader,
and represent somewhat of a digression from the purpose of this work. For those looking
to validate their own data, all plots can be found in Supporting Information. Additionally,
all data including input scripts will be made available upon request, and we have compiled
all minimized topology/coordinates as well as parameters and input files and those can be
found at https://zenodo.org/record/2328952 (doi:10.5281/zenodo.2328952). Before
we begin the classification and discussion, we would like to emphasize that our classifications of “Good”, “Bad”, and “Ugly” are merely intended for grouping comparable results and
attempting to describe trends from those groups without having to describe results from
every molecule. Within each group, there are further gradients of “best” and “worst” convergence performers.
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M →3ob
The Good: We were able to calculate ∆AM
using our JAR(fw) protocol (a 1 ps “forgas

ward” switching protocol, see Methods for details) for the following molecules: 2, 3, 4, 7, 10,
11, 12, 13, 14, 15, and 17. Thus, for these molecules obtaining ∆Alow→high within an indirect
scheme should be fairly straightforward and should not require full simulations at the high
level of theory. We will focus our discussion here on molecules 2 and 11.

Molecule 2: (4-chloro-1-methyl-1H-pyrazole-3-carbaldehyde oxime, ZINC00077329), is
a pyrazole oxime compound, which can be used to synthesize other pyrazole oximes which
have antitumor, insecticidal, and acaricidal activities [430].

The potential energy overlaps, shown in Figure 3.16a, indicate Pmm 51 and P3ob are quite
distinct, with ∆U M M →3ob

MM

− −∆U 3ob→M M

3ob

, i.e. the difference between distribu-

tion means, being 23.62 kcal/mol, while the standard deviation of these distributions is 4.29
kcal/mol and 5.28 kcal/mol respectively; resulting in an overlap (area under intersecting
Pmm and P3ob distributions) of only 0.29%. Further, FEP(fw) and FEP(bw) results are not
equal in magnitude, i.e. -15255.52 kcal/mol vs 15258.88 kcal/mol, and by the calculated one
sided Π values of -1.15 and -1.47, for FEP(fw) and FEP(bw), respectively. Thus, potential energy distributions from equilibrium simulations are not “well behaved” for 2, and using FEP
M →3ob
or BAR to calculate ∆AM
is not likely to provide converged or accurate results. Howgas

ever, utilizing nonequilibrium W M M →3ob instead of ∆U M M →3ob vastly improves overlap of
Pmm and P3ob (shown in Figure 3.16b) to 53.89%, and improves one sided Π values to 1.86
and 2.19 for JAR(fw) and JAR(bw) respectively. One point of concern regarding W distributions for 2 is the “tail”, or small secondary peak, seen around -4 kcal/mol in P3ob , however
despite this secondary peak there appears to be enough configurational overlap to provide
converged results in JAR(fw) and JAR(bw).
51

We will use Pmm here to refer to the probability density, from an MM simulation, of p(U 3ob − U M M )
or p(W M M →3ob ), respectively. We will use P3ob to refer to the probability density p(−(U M M − U 3ob )) or
p(−W 3ob→M M ), respectively, obtained from a 3ob simulation.
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(a) Pmm = p(U 3ob − U M M ), P3ob = −p(U M M − (b) Pmm
=
U 3ob )
−p(W 3ob→M M )

p(W M M →3ob ),

P3ob

=

Figure 3.16: (a) 2’s potential energy “forward” (Pmm ) and “backward” (P3ob ) distributions plotted as
“offset” from the ∆U M M →3ob to simplify the x-axis. (b) 2’s nonequilibrium work “forward” (Pmm ) and
“backward” (P3ob ) distributions plotted as “offset” from the W M M →3ob to simplify the x-axis.

It should also be noted how poorly FEP performs compared to converged results from
M →3ob
= -15255.52 kcal/mol, while CRO predicts
JAR and CRO: FEP(fw) predicts ∆AM
gas
M →3ob
= -15271.84 kcal/mol, a difference of 16.32 kcal/mol. This FEP/CRO discrep∆AM
gas

ancy is quite concerning as these are gas phase FES, and thus the only potential sources
M →3ob
for error in ∆AM
are due to lack of overlap in “stiff” and “soft” degrees of freedom,
gas

i.e., intramolecular degrees of freedom. In aqueous solution, or in simulations of a protein–
ligand complex, errors resulting from the use of FEP are likely to be even larger. Further, it
would be foolish to hope for error cancellation in steps ∆Alow→high
and ∆Alow→high
of the
0
1
full indirect scheme in Figure 3.14, as the two corrections may be computed in different environments. This highlights the need for improving overlap/convergence when computing
free energy differences between levels of theory.

Molecule 11: (ZINC00138607, IUPAC name 2-[5-(2-hydroxyphenyl)-4,5-dihydro1, 2, 4oxadiazol-3-yl]1-tetrahydro-1H-pyrrol-1-ylethan-1-one) contains chemical features seen
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in a large number of molecules within the PubChem database. Thus, correctly modeling
such a molecule is imperative for providing theoretical aid to experimentalists applying
some of 11’s chemical features in drug discovery or other application-driven investigations.

As seen with 2, potential energy distributions coming from M M and 3ob equilibrium
simulations are disparate, with merely 0.03% overlap, Figure 3.17a. Additionally, Π values (-3.26 and -3.38 for FEP(fw) and FEP(bw), respectively (see Table 3.5)) indicate that
these potential energy distributions are not suited to providing converged FES between
levels of theory. Poor convergence can also be seen in: high sample size hysteresis values
(>1 kcal/mol), deviation between FEP(fw) and FEP(bw), and broadened ∆U M M →3ob distributions themselves. By all metrics, FEP and BAR fail for molecule 11, a small molecule in gas
phase with chemical features seen in many experimental contexts. However, as again seen
with molecule 2, W M M →3ob distributions were far more suited for calculating converged
M →3ob
∆AM
(Fig. 3.17b). Π values were much improved compared to their equilibrium coungas

terparts, being 0.99 and 1.68 for JAR(fw) and JAR(bw), respectively; overlap between the
two distributions is also dramatically improved at 44.12%; JAR(fw) and JAR(bw) are essentially absent of sample size hysteresis, and agree with each other within ≈ 0.5 kcal/mol.

Comparing dihedral distributions between M M , 3ob, and nonequilibrium switching simulations illustrates again M M and 3ob levels of theory agree on low energy dihedral conformations although they may not largely agree on relative energy differences between said
dihedral angles (Figure 3.18). However, there appears to be enough dihedral overlap to allow for converged JAR and CRO, but likely distinctions between “stiff” degrees of freedom
(i.e., bonds, angles) cause issues in FEP/BAR convergence, whereas bond/angle discrepancies are likely resolved during nonequilibrium switching simulations.
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(a) Pmm = p(U 3ob − U M M ), P3ob = −p(U M M − (b) Pmm
=
U 3ob )
−p(W 3ob→M M )

p(W M M →3ob ),

P3ob

=

Figure 3.17: (a) 11’s potential energy “forward” (Pmm ) and “backward” (P3ob ) distributions plotted
as “offset” from the ∆U M M →3ob to simplify the x-axis. (b) 11’s nonequilibrium work “forward” (Pmm )
and “backward” (P3ob ) distributions plotted as “offset” from the W M M →3ob to simplify the x-axis.

It again should be noted how poorly FEP performed compared to converged JAR/CRO:
M →3ob
to be -460.27 kcal/mol
FEP(fw) predicts (excluding offset values in Table 3.4) ∆AM
gas

where CRO predicts -409.50 kcal/mol (see Tables 3.5 and 3.6), a difference of 49.23
kcal/mol. Again, considering the only sources of convergence difficulties here are the intramolecular degrees of freedom (i.e. bonds, angles, dihedrals, and intramolecular nonbonded interactions) one cannot expect error cancellation in a full indirect QM/MM FES.

M →3ob
The Bad: For several molecules, we could not obtain converged ∆AM
using
gas

JAR(fw) alone but rather needed long equilibrium 3ob simulations and nonequilibrium
3ob → M M simulations to obtain a converged value via CRO. These molecules include:
1, 5, 6, 16, 18, 19, 21, and 22. We will focus our discussion here on molecules 5 and 6, as
representative examples.
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(a) χ1

(b) χ2

(c) χ3

Figure 3.18: Dihedral populations for 11’s dihedral degrees of freedom, see Figure 3.15 for dihedral
lables.

Molecule 5: (ZINC00087557, 3-phenylcyclopropane-1,2-dicrabohydrazide) contains
functional groups useful in metal-organic chemistry [431], and thus has potential for future
modeling focus not only in drug discovery projects but also in inorganic modeling. However,
M →3ob
we have seen that it is quite difficult to obtain converged ∆AM
for this species even
gas

with nonequilibrium switching simulations.

5’s equilibrium ∆U M M →3ob distributions are quite broad and exhibit little to no overlap
(≈0.0%) (see Figure 3.19a). Convergence issues in FEP/BAR are further indicated by very
low one sided Π values, sample size hysteresis is seen in FEP(fw), FEP(bw) and BAR, and
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once again magnitude differences between FEP(fw) and FEP(bw) (see Table 3.5). Unlike
with the “Good” molecules, although nonequilibrium simulations of 5 improved overlap and
resulted in narrower distributions (Fig. 3.19b), JAR(fw)/JAR(bw) metrics still indicate potential convergence failure and CRO results might require further validation. For example,
for JAR(fw) Π=0.08, and JAR(bw) Π=-0.66, both indicate unreliable one-sided distributions.
Additionally, JAR(bw) exhibits sample size hysteresis (Hyst = 2.26 kcal/mol), and JAR(fw)
and JAR(bw) disagree by 1.66 kcal/mol. CRO results, on the other hand, do barely pass convergence metrics: sample size hysteresis is low, and overlap is sufficient for a two sided
method at 8.76%. So, while CRO may be able to calculate a trustworthy result, it is far from
the stellar nonequilibrium convergence results seen from “Good” molecules.

(a) Pmm = p(U 3ob − U M M ), P3ob = −p(U M M − (b) Pmm
=
U 3ob )
−p(W 3ob→M M )

p(W M M →3ob ),

P3ob

=

Figure 3.19: (a) 5’s potential energy “forward” (Pmm ) and “backward” (P3ob ) distributions plotted as
“offset” from the ∆U M M →3ob to simplify the x-axis. (b) 5’s nonequilibrium work “forward” (Pmm ) and
“backward” (P3ob ) distributions plotted as “offset” from the W M M →3ob to simplify the x-axis.

Through examining the dihedral distributions of 5, we see that χ2 and χ3 could be causing convergence issues in FEP, BAR, and JAR (Figure 3.20). For example, consider M M and
3ob dihedral populations in χ2 and χ3 . These populations have distinct minimum angles at
the two levels of theory, which doubtless are contributing to convergence failure when us209

ing FEP/BAR. However, when conducting M M → 3ob switching simulations, the barriers
to rotation from M M prefered dihedral conformations to 3ob prefered dihedral conformations may be too hight to traveers during the shorter nonequilibrium switching simulations
(i.e., 1 ps). Although the switching simulation dihedral populations are more similar to their
respective target level of theories, there are still discrepancies. For example, considering 5’s
χ3 , we see M M predicts two low energy angles at 60o and -140o while 3ob predicts one low
energy dihedral value at 140o . After M M → 3ob switching simulations, the two peaks predicted by M M relax to one larger peak vaguely encompassing the low energy region in 3ob
simulations, although this low energy dihedral peak does not have the same population density as seen from 3ob equilibrium simulations. It is likely that longer switching simulations
may be needed to allow these dihedral degrees of freedom to completely relax. However, by
pooling both W M M →3ob and W 3ob→M M values, we were able to obtain marginally converged
CRO results.

M →3ob
Finally, CRO predicts ∆AM
to be -537.50 kcal/mol, while FEP(fw) predicts -587.63
gas

kcal/mol and JAR(fw) -539.16 kcal/mol. The FEP(fw) result is again ≈50 kcal/mol from the
CRO value; an error which almost certainly will not be resolved via error cancellation in the
indirect scheme. However, the JAR(fw) result is only ≈1.66 kcal/mol from the CRO value. So
the JAR(fw) result may have given essentially the “correct” result in an indirect cycle (“correct” when compared to our calculated CRO value), yet this result may have been spurious,
and thus it is always wise to evaluate convergence metrics before trusting nonequilibrium
switching simulations to resolve most configurational disparities in a distribution.

Molecule 6: (ZINC00095858, ethyl N-[(2-chlorophenyl)sulfonyl]carbamate) is a flexible
small molecule with thousands of similar structures available in the PubChem Database,
thus ensuring accurate FES modeling of 6 could be beneficial for modeling many other small
molecules.
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(a) χ1

(b) χ2

(c) χ3

(d) χ4

(e) χ5

Figure 3.20: Dihedral populations for 5’s dihedral degrees of freedom, see Figure 3.15 for dihedral
lables.

As seen with 5, FEP and BAR results for 6 are unreliable: ∆U M M →3ob distributions are
broad and non-overlapping (Fig 3.21a), Π values are poor, sample size hysteresis for FEP(fw)
211

and FEP(bw) is high, and FEP(fw) and FEP(bw) differ by ≈21 kcal/mol (see Tab. 3.5). Unfortunately, as with with FEP, JAR(fw) and JAR(bw) results are also not immediately trustworthy, with one sided Π values of -0.65 and -0.47 for JAR(fw) and JAR(bw), respectively, and
discrepancy between JAR(fw) and JAR(bw) of ≈5kcal/mol (see Tab 3.6). However, by utilizing data from both M M → 3ob and 3ob → M M switching simulations, i.e. CRO, we are able
M →3ob
to calculate a marginally converged ∆AM
. Overlap between nonequilibrium work disgas

tributions (23.95%) is much improved compared to ∆U M M →3ob distributions (0.00%), c.f.
Figure 3.25.

(a) Pmm = p(U 3ob − U M M ), P3ob = −p(U M M − (b) Pmm
U 3ob )

=

p(W M M →3ob ),

P3ob

=

−p(W 3ob→M M )

Figure 3.21: (a) 6’s Potential energy “forward” (Pmm ) and “backward” (P3ob ) distributions plotted as
“offset” from the ∆U M M →3ob to simplify the x-axis. (b) 6’s nonequilibrium work “forward” (Pmm ) and
“backward” (P3ob ) distributions plotted as “offset” from the W M M →3ob to simplify the x-axis.

Again, qualitatively comparing dihedral distributions illuminates possible causes for
JAR convergence failures (Figure 3.22). Although most of the dihedral populations appear
largely similar for 6, χ3 may be distinct enough to cause convergence errors, certainly with
FEP/BAR as trans-χ3 is vastly overrepresented from M M simulations. This may also be
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the case in JAR(fw) and JAR(bw) results, as M M → 3ob switching simulations are unable to
replicate the near degeneracy of the trans- and gauche-χ3 conformations as seen in 3ob simulations. However, pooling together all switching simulations may provide enough gaucheχ3 conformations to achieve convergence.

(a) χ1

(b) χ2

(c) χ3

(d) χ4

Figure 3.22: Dihedral populations for 6’s dihedral degrees of freedom, see Figure 3.15 for dihedral
lables.
M →3ob
Once again, we should point out that FEP(fw) predicts ∆AM
to be -109.58
gas
M M →3ob
to be -140.17 kcal/mol, an error of ≈30 kcal/mol,
kcal/mol, while CRO predicts ∆Agas

and an error which would not necessarily be resolved in error cancellation within the indirect cycle. Thus using convergence metrics, like Π, is important for evaluating the reliability
of a data set.
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The Ugly: Finally, there were three molecules for which we observed severe convergence issues even when using CRO: molecules 8, 9, and 20. We will focus our discussion
here on molecules 8 and 9.

Molecule 8: (ZINC ID 00107778, 4,6-dichloro-2H-chromene-3-carbaldehyde oxime) is
another oxime species similar to molecule 2. As mentioned earlier, oxime species have
been used recently as promising anti-cancer agents, and thus the computational community should ensure our methods can properly model such compounds [430, 432–434].

As in earlier cases, FEP/BAR results again are unconvincing. Yet, interestingly, the metrics do not indicate there should be much more of a convergence problem than as seen for
the “Bad” molecules. Π values illustrate the ∆U M M →3ob distributions are unreliable as expected, and yet FEP(fw) and FEP(bw) differ by only ≈6 kcal/mol, and ∆U M M →3ob distributions do exhibit barely enough overlap for a converged result at 3.74% (Figure 3.23). Surprisingly this potential energy overlap percentage indicates equilibrium results for 8 should
M →3ob
result in marginally converged ∆AM
, and yet other analyses of ∆U distributions indigas

cate these are unreliable datasets. Despite the fact that W M M →3ob distributions do overlap
considerably better than ∆U M M →3ob , at 24.92%, Π evaluations of W M M →3ob (fw and bw) distributions indicate only marginally improved reliability, and not enough to be sufficiently
confident in JAR or even CRO results. Additionally, the W distributions in Figure 3.23b
seem to be oddly polymodal. Considering the difficulties in convergence observed, we conducted longer switching simulations (5 ps) in the hopes of improving convergence by allowing longer relaxation times. Data from 5 ps switching simulations is given in Table 3.6 in row
“8(5ps)”, and distributions are shown in Figure 3.23c. Unfortunately, even conducting 5 ps
switching simulations did not allow for significantly improved W M M →3ob distributions.
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(a) Pmm = p(U 3ob − U M M ), (b) Pmm
P3ob = −p(U M M − U 3ob )

=

p(W M M →3ob ), (c) Pmm

P3ob = −p(W 3ob→M M )

=

p(W M M →3ob ),

P3ob = −p(W 3ob→M M )

Figure 3.23: (a) 8’s potential energy “forward” (Pmm ) and “backward” (P3ob ) distributions plotted as
“offset” from the ∆U M M →3ob to simplify the x-axis. (b) 8’s nonequilibrium work “forward” (Pmm )
and “backward” (P3ob ) distributions from 1 ps switching simulations plotted as “offset” from the
W M M →3ob to simplify the x-axis. (c) 8’s nonequilibrium work “forward” (Pmm ) and “backward” (P3ob )
distributions from 5 ps switching simulations plotted as “offset” from the W M M →3ob to simplify the
x-axis.

Examining 8’s dihedral populations may provide insight into this molecule’s convergence
issues: although χ1 is fairly consistent between M M and 3ob distributions, χ2 is quite distinct between M M and 3ob (see Fig 3.24). M M and 3ob simulations agree there is a low
energy cis-χ2 conformation, however 3ob simulations also predict the gauche- and trans-χ2
conformation is populated, while M M simulations do not visit this region. It should also be
noted, as will be described in the Methods, equilibrium simulations were launched by initiating randomized dihedrals to ensure thorough dihedral sampling. Even after randomizing
χ2 , M M simulations did not visit trans regions that were shown to be energetically stable
in 3ob simulations. Furthermore, even after M M → 3ob switching simulations of 1 ps and
5 ps, M M configurations are not able to relax into the trans- and gauche-χ2 conformations
predicted by 3ob. Thus, the barrier to rotation around χ2 must be too high to overcome,
even during longer/slower switching protocols. This is a case where intramolecular force
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matching may improve low-level classical parameters and thus overlap to the higher level
of theory.

(a) χ1

(b) χ2

Figure 3.24: Dihedral populations for 8’s dihedral degrees of freedom, see Figure 3.15 for dihedral
lables.

M →3ob
Finally, FEP(fw) predicts ∆AM
= -944.00 kcal/mol, JAR(fw, 1ps) gives -991.95
gas

kcal/mol, JAR(fw, 5ps) gives -995.88 kcal/mol, and CRO(5ps) gives -995.87 kcal/mol. Thus,
although conducting lengthened switching simulations in this case does appear to improve convergence (Π values improve marginally from 1 ps to 5 ps switching protocols, i.e.,
JAR(fw,5 ps) and CRO(5 ps) are in closer agreement than their 1 ps counterparts), it is clear
from visualizing the W M M →3ob distributions that these values are not converged. Additionally, FEP(fw) is ≈50 kcal/mol from the CRO(5 ps) result, although even CRO(5 ps) result
cannot be entirely trusted. Thus, molecule 8 is truly one of the toughest convergence cases
in our HiPen dataset.

Molecule

9:

(ZINC

ID

00123162,

1-phenyl-1,2,3-butanetrione

2-[N-(4-

chlorophenyl)hydrazone]), contains chemical features seen in thousands of molecules
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available in the PubChem database, and therefore ensuring appropriate FES modeling with
9 could ensure appropriate FES modeling of many other compounds in the near future.

M →3ob
for
Equilibrium FES methods were, once again, unable to calculate reliable ∆AM
gas

9: FEP(fw), FEP(bw), and BAR exhibited sample size hysteresis; FEP(fw) and FEP(bw) did
not agree in magnitude; Π values did not indicate well-behaved ∆U distributions at -4.27
and -4.77 for FEP(fw) and FEP(bw), respectively; and finally forward and backward ∆U distributions exhibited only 0.02% overlap (see Figure 3.25a). Additionally, 1 ps nonequilibrium switching protocol did not improve according to convergence criteria as would be expected: JAR(fw,1ps), JAR(bw,1ps), and CRO(1ps) exhibit considerable sample size hysteresis; JAR(fw,1ps) and JAR(bw,1ps) differ in magnitude by ≈ 11 kcal/mol; and Π values are 4.64 and -2.48, for JAR(fw,1ps) and JAR(bw,1ps), respectively, with 22.83% overlap (see Figure 3.25b). As such, we once again conducted longer nonequilibrium switching simulations
(5 ps). Much like with 8, such longer nonequilibrium switching simulations only marginally
improved results compared to 1 ps switching simulations. JAR(fw,5ps) and JAR(bw,5ps) still
do not agree in magnitude, although JAR(fw,5ps) agrees with CRO(5ps), and JAR(bw,5ps)
exhibits ≈ 10 kcal/mol in sample size hysteresis. Calculated Π values (-1.24 and -2.95, for
JAR(fw,5ps) and JAR(bw,5ps), respectively) indicate W distributions after 5 ps are still not
well behaved.

M →3ob
Given the difficulty in arriving at a converged ∆AM
for 9 we again hoped to pingas

point convergence issues in dihedral degrees of freedom, Figure 3.26. As can be seen in
Figures 3.26a and 3.26b, χ1 and χ2 distributions between equilibrium M M and 3ob simulations are fairly similar, low energy dihedral conformations are consistent between levels
of theory and relative populations between such angles are also consistent. However, for
χ3 , χ4 , χ5 , and χ6 there are large discrepancies between M M and 3ob regarding the low energy dihedral values and their relative populations, such discrepancy is especially clear in
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(a) Pmm = p(U 3ob − U M M ), (b) Pmm
=
p(W M M →3ob ), (c) Pmm
=
p(W M M →3ob ),
P3ob = −p(U M M − U 3ob )
P3ob = −p(W 3ob→M M )
P3ob = −p(W 3ob→M M )

Figure 3.25: (a) 9’s potential energy “forward” (Pmm ) and “backward” (P3ob ) distributions plotted as
“offset” from the ∆U M M →3ob to simplify the x-axis. (b) 9’s nonequilibrium work “forward” (Pmm )
and “backward” (P3ob ) distributions from 1 ps switching simulations plotted as “offset” from the
W M M →3ob to simplify the x-axis. (c) 9’s nonequilibrium work “forward” (Pmm ) and “backward” (P3ob )
distributions from 5 ps switching simulations plotted as “offset” from the W M M →3ob to simplify the
x-axis.

χ6 (Figure 3.26g). Furthermore, such discrepancies are not completely resolved within 1,
or even 5 ps nonequilibrium switching simulations, as is the case for χ3 and χ4 . Thus, these
dihedrals likely represent the roadblock to converged ∆Alow→high for 9 and further likely
require intramolecular force matching to be resolved.

3.3.5

Materials and Methods

All molecular modeling described herein was conducted using CHARMM (Chemistry at
Harvard Molecular Modeling) software (version C43a2).[38]

Equilibrium Simulations: The complete Maybridge Hitfinder set, a curated online
database of “drug-like” (according to Lipinski rules) molecules (https://www.maybridge.
com) was scanned through ParmChem, an online tool for generating parameter and topology files used in CHARMM (https://cgenff.umaryland.edu). Standard ParamChem out218

(a) χ1

(b) χ2

(c) χ3

(d) χ4

(e) χ5

(f) χ6

Figure 3.26: Dihedral populations for 9’s dihedral degrees of freedom, see Figure 3.15 for dihedral
lables.

put includes listing “parameter and charge penalties”. These penalties represent how
trustworthy the output parameters and topologies are, thus higher penalties may indicate
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less trustworthy parameters and potential modeling inaccuracies. From the Maybridge
Hitfinder set, 22 molecules were chosen which returned high parameter or charge penalties from ParamChem and these 22 molecules constituted our “HiPen” dataset.

Initial 3D coordinates of each HiPen molecule were collected from the ZINC12 Structural Database (http://zinc.docking.org [435]); see Table 3.4 for the ZINC IDs. As mentioned, CGenFF (CHARMM Generalized Force Field [39]) parameter and topology files for
each molecule were obtained through the ParamChem web interface (https://cgenff.
umaryland.edu [118, 119]). The starting coordinates were optimized by 1000 steps of
Steepest Descent minimization, followed by 1000 steps of Adopted Basis Newton Raphson
M →3ob
according to the various methods compared in this
minimization. To calculate ∆AM
gas

work (FEP, BAR, JAR, and CRO), Langevin Dynamics (LD) simulations were performed at
the two levels of theory, MM and SCC-DFTB/3ob. In all cases, a friction coefficient of 5ps-1
was applied to all atoms, and random velocities were added at each step corresponding to a
temperature bath of 300K.

MM simulations: For each molecule ten LD simulations were carried out, which were
started from different initial random velocities. Additionally, to enhance sampling, we employed different starting coordinates if/when the molecule contained rotable bonds (cf.
Fig. 3.15). First, all rotatable bonds were randomized. Next, 1000 steps of Adopted Basis Newton Raphson minimization were carried out while restraining the dihedral angles
harmonically (k = 100 kcal/mol/A2 ) to their randomized value(s). Finally, restraints were
removed and 10 ps of LD were carried out as equilibration. As molecules were simulated in
the gas phase, all nonbonded interactions were calculated explicitly during the simulation;
neither switching nor shifting functions were applied. Following these preparation steps,
10 million steps of LD were carried out with a timestep of 1 fs; this corresponds to 10 ns
per run, and a cumulative simulation length of 100 ns for the ten runs per molecule. Restart
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files (containing both coordinates and velocities) were saved every 100 steps, resulting in 1
million coordinate and velocity sets per molecule. For use in FEP and BAR, the energies for
each coordinate set were computed at both the MM and SCC-DFTB/3ob levels of theory.
We further computed the instantaneous dihedral angles of all rotable bonds considered.

SCC-DFTB3/3ob simulations: All simulations employing the SCC-DFTB/3ob potential energy function, were conducted according to a protocol closely mirroring what was just described for the MM simulations. However, in the case of SCC-DFTB/3ob simulations, the
simulation length per run (again, 10 runs per molecule) was only 1 ns (a timestep of 1 fs was
used); the cumulative simulation length, therefore, was 10 ns. Coordinate and velocity information was saved every 100 steps resulting in a total of 100,000 restart files. As in the
MM case, for each of the coordinate sets we computed the energy at the force field and
SCC-DFT3/3ob levels of theory, as well as the instantaneous values of the dihedrals of the
rotable bonds.

M →3ob
Nonequilibrium “switching” simulations: To compute ∆AM
using JAR (Eq. 70) or
gas

CRO (Eq. 71), one must repeatedly compute the nonequilibrium work for switching from
the MM Hamiltonian to the SCC-DFTB/3ob Hamiltonian and/or vice versa. In CHARMM
this can be accomplished using the program’s MSCALE [323] and PERT [38] functionalities. The multi-scale (MSCALE) modeling module of CHARMM allows the user to treat
a system, in part or whole, according to two (or more) different energy functions. In the
present case, MSCALE is employed to mix the MM and SCC-DFTB/3ob energy functions
as needed. In combination with the PERT free energy facility of CHARMM in slow-growth
mode, the degree of mixing can be changed continuously from 100% MM to 100% SCCDFTB/3ob. Since during switching over any finite time window the system is not at equilibrium, the “energy differences” obtained in slow-growth calculations really are nonequilibrium work values. This is even more the case when switches are carried out very quickly
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(within a few ps or less) to avoid excessive computational cost, as is the case when switching to (S)QM/MM Hamiltonians. For full details, we refer the reader to our earlier work
[47, 51]; additionally, a recent general review about nonequilibrium work methods can be
found in Ref. 376. Switching simulations in both forward (MM → SCC-DFTB/3ob) and backward (SCC-DFTB/3ob → MM) direction where started from the restart files saved during
the respective equilibrium simulations (see above). The timestep during all switching simulations was 1 fs.

MM to 3ob Switching simulations: M M → 3ob switching simulations were launched from
every 10,000th M M simulation step, i.e., from snapshots saved at 10 ps intervals during
the M M equilibrium simulations. Per molecule, this resulted in a total of 10,000 M M →
3ob nonequilibrium switches. Unless otherwise noted, all switching simulations were conducted for 1 ps (1000 steps). W M M →3ob was recorded per switch and post-processed using
JAR and CRO. For each of the final coordinates we also computed the dihedral angles of the
rotable bonds.

3ob to MM Switching simulations: 3ob → M M switching simulations were launched from
every 1,000th 3ob simulation step, or every 1 ps. Per molecule, this resulted in a total of
10,000 3ob → M M nonequilibrium simulations. Unless otherwise noted all switching simulations were conducted for 1 ps (1000 steps). W 3ob→M M was recorded per switch and postprocessed according to JAR and CRO. As was done at the end of the M M → 3ob switching
simulations, dihedral angle values were recorded.
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3.3.6

Conclusions

We present here a new dataset to be used for future method development in the
M →3ob
QM/MM FES community. In particular we have calculated ∆AM
for 22 drug-like small
gas

molecules obtained from the Maybridge Hitfinder set. In compiling our dataset, we observed 3 categories of molecules emerge: “good”, molecules for which JAR(fw) could obM →3ob
, “bad”, molecules for which JAR(fw) results proved
tain a reliably converged ∆AM
gas

unreliable but CRO results were reliably converged, and “ugly” molecules for which even
CRO could not produce reliably converged results. Although we have yet to derive any
strict/concrete patterns quantitatively relating our convergence criteria to how “wrong” a
calculated ∆Alow→high may be (i.e. we cannot yet tell from a one sided Π value calculated
from ∆U M M →3ob distribution how wrong the resultant FEP(fw) will be), we have illustrated
that several convergence metrics should always be evaluated and compared before trusting
a ∆A, especially those calculated from equilibrium FES. We have also seen, once again, how
discrepancies in “stiff” and “soft” degrees of freedom between levels of theory can result in
drastic convergence errors which may not always be ameliorated via nonequilibrium work
(even extended) switching simulations, as was seen in the case of “ugly” molecules 8 and 9.
We intend to use this data in the near future for further method development as well as evalutating the same criterion/metrics in solvent phase free energy simulations. Furthermore,
we hope this dataset will prove as useful to FES practitioners in providing standardized results as the BEGDB and MNDB2.0 datasets are to the quantum mechanical calculation community.

Author Contributions: Conceptualization, SB and HLW; methodology, SB and HLW; software, CHARMM, FLK; validation, FLK, LW, SB, HLW; formal analysis, FLK, LW.; investigation, FLK, LW; resources, University of South Florida Research Computing Cluster; data cu223
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MM

Molecular Mechanics

QM

Quantum Mechanics

SQM

Semiempirical Quantum Mechanics

QM/MM

Quantum Mechanical/Molecular Mechanical hybrid methods

SQM/MM

Semiempirical Quantum Mechanical/Molecular Mechanical hybrid methods

FEP

Free Energy Perturbation

BAR

Bennett’s Acceptance Ratio

JAR

Jarzynski’s equation

CRO

Crooks’ equation
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3.4.1

Abstract

pKa is a critical property to many phenomena in chemistry. Accurate and robust prediction of pKa via computation remains an elusive yet worthwhile goal, as such a tool would
be of great benefit to experimental and computational practitioners. Free energy simulations (FES) would provide a rigorous means for computing free energies of deprotonation. With new insights in (S)QM/MM FES, we take another look at applying an indirect
cycle to calculating DFT/MM quality pKa s. Herein, we calculate pKa s of a test set of amino
acid analogs (acetic acid, ethylthiol, methylammonium, ethylammonium, methanol, ethanol,
4-methylimidazole(N ), and p-cresol) according to several DFT functionals (BLYP, B3LYP,
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OLYP, ωB97x-D, and M06-2X), at two different basis sets (6-31G(d) and 6-31++G(d,p))
and with or without Grimme third order dispersion corrections. We also introduce an
QM/M M

interaction energy correction scheme to our total QM/MM energy (ĤT ot

), in which

we treat the internal energy of the QM region according to ωB97x-D and correct the
QM/M M

QM/MM interaction energy, Ĥinter

, to the “less sophisticated” BLYP/6-31G(d). The re-

sulting interaction energy corrected free energy of deprotonation provided the most robust results compared to experiment with an average RMSE of 2.9 pKa across all analogs,
and RMSE of 1.5 pKa across analogs of the canonically titratable amino acids (i.e., acetic
acid, ethylthiol, methylammonium, ethylammonium, 4-methylimidazole(N ), and p-cresol).
This interaction energy corrected method was the most robust with the following RMSEs
compared to experiment: acetic acid 0.4 pKa , ethylthiol 1.3 pKa , methylammonium 0.2,
ethylammonium 1.0, methanol 6.9, ethanol 7.3, 4-methylimidazole (N ) 2.1, p-cresol 3.9.
While results for acetic acid, methylammonium, ethylammonium, and (to a lesser extent) 4methylimidazole(N ) indicate excellent agreement with experiment, there is still quite a bit
of room for improvement especially for methanol and ethanol (all methods were precisely
inaccurate for these molecules). In this work we outline interesting trends with regards to
particular DFT method perfomance in predicting pKa s and we note several conclusions regarding choice of method/basis (either can affect pKa prediciton on average by 0.6 pKa ) or
use of added dispersion correction terms (added GD3 terms only improved calculation by
0.03 pKa ). Finally, we discuss the unique challenge of ethlythiol pKa prediction which is the
most sensitive to choice of functional and basis set.

Keywords: pKa prediction, indirect QM/MM free energy simulations, DFTB3, Density
Functional Theory, Alchemical Free Energy Simulations
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3.4.2

Introduction

pKa is a central property to all aspects of chemistry. Acid/base equilibria certainly, but
also synthesis, material properties, and of course enzymmatic catalysis are often intrinsically entwined with pKa . Given the proportionality of a molecule’s pKa to it’s free energy
of deprotonation (∆AAH/A− ), free energy simulations (FES) may seem to be an obvious tool
for pKa prediction. While the application of FES to pKa is direct and would be rigorous,
the ever dueling requirements of sampling and high level energetic evaluations have ensured high computational expense in past attempts at QM/MM FES based pKa prediction.
The pKa of a solute, as with any thermodynamic property, is dependent on an ensemble of
the conformational microstates; the more thoroughly sampled these microstates the more
likely a predicted value is to experiment. Furthermore, in many protein cases of interest,
protonation/deprotonation events may result in drastic conformational changes to support
pKa shifts.

One such case, although there are many, is protonation of K102, a burried Lysine, in
T4 Lysozyme M102K mutant results in drastic conformational change resulting in unwinding of the E108 to G113 α-helix. This is a well described phenomenon experimentally, and
therefore stands as a stringent test for free energy methods and pKa prediction. Riccardi
et al (2005) found pKa calculation of this burried K102 to be quite difficult as their simulation region of the protein was minimal and restrained.[319] However, even with fully flexible protein simulations of M102K-T4 Lysozyme, unfolding of an α-helix often requires hundreds of nanoseconds, if not microseconds to capture. This is truly a challenging pKa test
case. Another example illustrating the importance of conformation (again there are many),
is the enzyme ferrochelatase. Ferrochelatase is responsible for the final step in the biosynthesis of heme, a central biochemical cofactor to many lifeforms on Earth. Ferrochelatase
catalyzes biosynthesis of heme through a series of glutamate residues poised like an as227

sembly line on a solvent facing α-helix. When ferrochelatase is ready to accept new Fe(2+)
from bulk, the pKa of the outermost Glu drops, Glu deprotonates causing a conformational
change from α- to π-helix. The outermost Glu then chelates the incoming Fe(2+), conformation shifts back to α-helix and Fe(2+) is shuttled in to the heme binding site via another
two Glu residues. Fe(2+) is then placed at the center of porphyrin via distal His residues,
and biosynthesized heme leaves the active site.[436] For ferrochelatase, pKa induced conformational changes is central to the funciton of this enzyme.52

Additionally, pKa s are highly sensitive to subtle electrostatic perturbations in microenvironment. Our lab is particularly interested in pKa of serine in several serine hydrolase
enzymes. In recent work, our experimental collaborators have observed, and we have supported through QM/MM reaction path studies, β-Lactamase can be inhibited by a noncovalently bound ligand. When bound to the active site, this ligand perturbs active site electrostatics such that Ser-70 (the catalytic nucleophile in β-lactam hydrolysis) can no longer
be deprotonated by neighboring Lys-73.[437, 438] This example raises two points of interest to our group: (1) it underscores the importance of accurate electrostatic treatment (i.e.
need for incorporating polarization and/or dispersion), and (2) it introduces the challenge
of calculating pKa as a function of ligand binding. Many classical pKa calculation tools cannot accurately account for electrostatic effects induced by ligands as accurate parameterization of said ligands is not a guarantee and methods such as PropKa cannot account for
conformational changes resultant from ligand binding.

It is also worth emphasizing that pKa is a highly sensitive property: it is directly proportional to ∆AAH/A− and therefore deviation/inaccuracy in ∆AAH/A− by ±1.3 kcal/mol results in deviation of predicted pKa by ±1.0 pKa unit. This translates to an order of mag52

Perhaps the most famous example of protonation/deprotonation induced conformational changes is the
life-giving ATP-Synthase in that protons falling down the mitochondrial concentration gradient via aspartates,
turns the “wheel” of ATP Synthase, which triggers a subunit conformational change that induces ADP + P →
AT P .[177]
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nitude in error of predicted proton concentration, or predicted conjugate acid/bases concentration at a given pH. Due to the competing requirements of accurate energetic treatment/sufficient sample, and the sensitive nature of this property: pKa is well known to be
one of the most challenging test cases by which to gauge the accuracy of any FES method.

The above challenging protein examples illustrate a need for high level energetic evaluations (i.e., (S)QM/MM53 ) while still incorporating effects of conformational sampling. In this
work we aim to calculated ∆AAH/A− according to density functional theory, while still incorporating sufficient sampling. We do this through use of indirect QM/MM free energy simulations as we[46–49, 51–54, 79] and others[55–59, 63, 79, 300, 318–320, 328, 371, 372]
have described in the past.

Indirect QM/MM Free Energy Simulations: While the requirements of energetic accuracy and sufficient sampling are often at odds, our past work[46–49, 51–54] as well as
the work of many others[55–59, 63, 79, 300, 318–320, 328, 371, 372] have shown that
(S)QM/M M

when appropriate care is taken, ∆AA→B
(S)QM/M M

M
∆AM
A→B − ∆AA

(S)QM/M M

+ ∆AB

(S)QM/M M

can be calculated indirectly (∆AA→B

=

) as shown in Fig 3.27.

As emphasized in Chapters 3.1, 3.2, and 3.3, use of the indirect scheme to calculate
(S)QM/M M

∆AA→B

provides several advantages: the “low” level of theory can be chosen such that

abundant sampling is affordable, and if MM is chosen as the low level of theory then several “tricks” of the classical alchemical FES “trade” become available such as use of dummy
atoms, non-physical λ states, and soft-core potentials. As long as sampling is plentiful at the
chosen “low” level, any free energy estimator of interest can be used to calculate ∆Alow
A→B
53

As in past chapters, we will use “QM” to refer to quantum mechanical modeling, “MM” to refer to molecular mechanical or classical mechanical modeling, “SQM” to refer to semi-empirical quantum mechanical modeling, “QM/MM” to refer to quantum mechanical/molecular mechanical hybrid modeling, “SQM” to refer to
semi-empirical quantum mechanical/molecular mechanical hybrid modeling, and “(S)QM/MM” to refer to either QM/MM or SQM/MM modeling.
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(S )QM /MM

∆AA→B
A(S )QM /MM

B (S )QM /MM

MM →(S )QM /MM

MM →(S )QM /MM

∆AA

∆AB

AMM

B MM
∆AMM
A→B

Figure 3.27: Thermodynamic cycle underlying the ‘indirect’ scheme in FES employing (S)QM/MM
(S)QM/M M
M M →(S)QM/M M
M
potential energy functions.
Here ∆AA→B
= ∆AM
+
A→B − ∆AA
M M →(S)QM/M M
∆AB
. A and B represent generic chemical endstates of interest; in this current work
A will represent the solute at its protonated (conjugate acid) endstate and B will represent the same
solute at is deprotonated (conjugate base) endstate.

with good convergence. In this work we will use Bennett’s acceptance ratio to calculate the
free energy associated with mutating a proton to a non-interacting dummy atom:
(
M
∆AM
A→B = kb T ln

f (UAM M − UBM M + C)

)
B,M M

hf (UBM M − UAM M − C)iA,M M

+C

(72)

where:
C = kb T ln

QA NB
QB NA

(73)

and:
f (x) =

1
.
1 + exp(β · x)

(74)

However, particular care must be taken when calculating the “vertical” legs of Fig 3.27.
Again, as described in past Chapters (3.1, 3.2, 3.3), connecting between levels of theory has traditionally been accomplished via Zwanzig’s equation (ZWA, a.k.a. Free Energy
Perturbation):[75]
M M →(S)QM/M M

∆AX

= −kb T ln exp(−β∆U M M →(S)QM/M M )
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X,M M

(75)

where h...iX,M M indicates an average over microstates generated from the XM M ensemble,
and X indicates either A or B endstates. The central assumption underlying ZWA is the
ensemble generated at state XM M is sufficient to describe phase space for both endstates
of interest (i.e., XM M and X3ob ). This assumption is formally exact: at the limit of complete
phase space sampling, an ensemble average over one state should also capture complete
conformational degrees of freedom of the other state. However, achieving the infinite sampling required by this assumption is often difficult, and for many systems of interest likely
intractable. Convergence of ZWA therefore suffers when the potential energy surfaces
between two endstates disagree. We refer to the degree of agreement/disagreement between potential energy surfaces as the degree of “overlap”. When overlap between potential energy surfaces is poor, ZWA suffers severe convergence issues. However, when there
is agreement (high overlap) between potential energy surfaces, ZWA is an excellent means
for calculating ∆A as it is inexpensive.[46–49, 51, 52, 54] For cases with poor overlap between potential energy surfaces, a better alternative for calculating ∆AM M →(S)QM/M M is
Jarzynksi’s (JAR) equation:[46–49, 51, 52, 54]
M M →(S)QM/M M

∆AX

= −kb T ln exp(−βW M M →(S)QM/M M )

X,M M

.

(76)

While a complete description of the advantages/disadvantages of each free energy estimator is beyond the scope of this work,54 a few benefits to Jarzynski’s equation are worth mentioning here. Jarzynski’s (eq. 76) and Zwanzig’s equations (eq. 76) both follow the same
exponentional formalism (derived from A = −kb T ln Q), but rather than ∆U s, Jarzynski’s
equation requires calculating an exponential average over an ensemble of “nonequilibrium
work values”. Over the course of a nonequilibrium trajectory (described in detail in our
Methods section), the force description is continually updated from that of the initial state,
e.g. AM M , to that of the final state, e.g. A(S)QM/M M . Calculating the difference in energy
54

The interested reader should see Refs. 46–49, 51, 52, 54, 75–77, 79 for more complete discussion of the
advantages and disagvantages to each free energy estimator.
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between each step in a nonequilibrium trajectory, and summing over all steps in this trajectory thus results in calculating the work required to “switch” from one state description to
another. This allows degrees of freedom to relax according to the new potential energy surface, and as a result W values between potential energy surfaces are more tightly clustered
(i.e. σW ) than equilibrium potential energy differences (σ∆U ) and W provide more consistent results from which to calculate ∆AM M →(S)QM/M M . Jarzynski’s equation is useful when
potential energy surfaces between endstates do not, or are not likely to, overlap. Unfortunately, as with most methods, the increased accuracy comes at the cost of increased expense as one must conduct additional simultions, and if switching from “low” to “high” level
of theory, this requires calculating “high” level force gradients. However, nonequilibrium
work switching simulations can be short (<1ps in gas phase and only 1-10ps in solution) and
still provide accurate results. Furthermore, nonequilibrium work simulations can be highly
parallelized as each are completely independent. Thus, while JAR is certainly a more expensive free energy estimator than ZWA, with modern large scale computing resources use of
JAR to connect between levels of theory is not infeasible and highly accurate.

The “pKa Cycle” from Indirect FES: Qui et al in 2005 (Ref. 319) report accurate relative
pKa s of canonically titratable amino acid analogs in solution using SCC-DFTB and the second order cumulant expansion to estimate ∆ASQM →QM for protonated and deprotonated
species in solvent. Thus, they showed accurate calculation of small molecule pKa in solvent
is possible via indirect alchemical free energy simulations. We aim to extend their work
by conducting the alchemical free energy simulations with classical MD, and correct up to
a DFT quality free energy of deprotonation via via Jarzynski’s and Zwanzig’s equations. In
essence we aim to calculate DFT quality absolute pKa s from classical alchemical free energy
simulations. Doing so can be realized by following the indirect thermodynamic cylce below,
Fig. 3.28.
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JAR

AH(aq)MM

ZWA

AH(aq)SQM

AH(aq)QM

∆AAH/A−

A− (aq)

QM

QM

+ H+ (aq)

∆A(1)
[A− –D](aq)

MM

∆Asolv
H+

∆A(2)
A− (aq)

MM

+ D(g)MM

∆A = 0.0
A− (aq)

MM

+ H+ (g)

MM

SQM

JAR

A− (aq)

+ H+ (g)

SQM

QM

ZWA

A− (aq)

QM

+ H+ (g)

QM

A− (aq)
∆A = 0.0

+ H+ (g)

QM

Figure 3.28: Indirect free energy cycle used in this work to calculate DFT quality pKa ’s from MM
simulations. Here ∆A(1) = ∆AM M (AH(aq) → A− − D(aq)) and ∆G(2) = ∆Abond
+ ∆AvdW
D
D .

From Fig. 3.28 one can calculate ∆AAH/A− , the free energy of deprotonation, as follows:
∆AAH/A− =∆AM M (AH(aq) → [A− − D](aq)) + ∆AM M (D(g) → H + (g))
+ ∆Abond
+ ∆AvdW
D
D
M →3ob
T
+ ∆∆AM
+ ∆∆G3ob→DF
T ot
T ot
DF T →CCSD(T )

(77)

+ ∆ZP E DF T + ∆EP A
where

M →3ob
∆∆AM
= − ∆AAH(aq) (M M → 3ob) + ∆AA− (aq) (M M → 3ob)
T ot

(78)

+ ∆AH + (g) (M M → 3ob)
and
T
= − ∆AAH(aq) (3ob → DF T ) + ∆AA− (aq) (3ob → DF T )
∆∆A3ob→DF
T ot

(79)

+ ∆AH + (g) (3ob → DF T ).

In this work, we may refer to Eq. 78 as “the 3ob correction”, and we may similarly refer to
DF T →CCSD(T )

vdW
DF T
Eq. 79 as “the DFT correction”. Terms ∆Abond
, and ∆EP A
D , ∆AD , ∆ZP E
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, will

be described in detail in the Methods section below. The energy of a gas phase proton according to DFTB3/3ob is non-zero (it is -151.04 kcal/mol). Although we are ultimately correcting between MM and DFT (where the energy of a proton in gas phase is 0 by necessity
at both levels of theory), Cui et al reported ∆∆A3ob→DF T including this -151.04 kcal/mol.
While this was necessary in their work (Ref. 319) as they were correcting SCC-DFTB to
DFT, it is not necessary for us to report as this correction will cancel between Eqs. 78 and
79. However, we choose to report this value explicitly here for completeness and so that
T
T
our ∆∆GT3ob→DF
values can be directly comparable to Ref. 319’s ∆∆AT3ob→DF
. From Eq.
ot
ot

77, pKa is calculated as:
pKa =

3.4.3

∆AAH/A−
2.303RT

(80)

Methods

A small set of side chain amino acid analogs was modeled as a test case for pKa prediction (Fig 3.29: acetic acid (to model aspartate, glutamate), ethylthiol (to model cysteine), methylammonium (lysine), ethylammonium (also lysine, examining effects of additional methyl group), methanol (serine, and threonine), ethanol (Serine and threonine, again
to estimate effects of extra methyl group), 4-methylimidazole (N ,histidine).

All MM and SQM/MM molecular dynamics simulations described herein were conducted using Chemistry at Harvard Molecular Modeling (CHARMM) software (version
c40a2).[38] The CHARMM36 Generalized Force Field (refered to here as either CGENFF36
or C36) was used for all classically treated molecules.[39, 120] The ParamChem web
interface was used to obtain C36 compatible parameters for any solutes not defined
within CGENFF[118, 119] (necessary for ethylamine, p-cresolate, doubly protonated 4methylimidazole). All DFT and ab initio calculations described herein were conducted us234

Figure 3.29: Set of amino acid side chain analogs modeled in this work.

ing Q-Chem (version 5.1.0)[219, 360, 361]. The CHARMM+Q-Chem interface was used to
calculate DFT/MM energies as necessary for Zwanzig’s equation.[324]

Initial Setup and Equilibration: Molecules were solvated in an initial waterbox of 46,656
TIP3 water molecules (100Å x 100Å x 100Å); water molecules overlapping with, or within
2.5Å of the solute were deleted, as well as water molecules beyond 16Å from the solute. In
order to maintain consistency between the number of water molecules at protonation endstates, each resultant pair of solvated solutes was inspected for number of water molecules,
and in the case of mismatches water molecules were deleted where necessary. See Table 3.7
for structural information summary.
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Table 3.7: Summary of solute/solvent structural data.
molecule

exp pKa

prot state

charge

name

Ntotal /Nheavy

NT IP 3

acetic acid

4.76

prot

0

ACEH

8/4

499

deprot

-1

ACET

7/4

499

prot

0

ETSH

9/3

500

deprot

-1

ES1

8/3

500

prot

+1

MAMM

8/2

502

deprot

0

MAM1

7/2

502

prot

+1

EAMM

11/3

500

deprot

0

EAM1

10/3

500

prot

0

MEOH

6/2

502

deprot

-1

METO

5/2

502

prot

0

ETOH

9/3

498

deprot

-1

ETO

8/3

498

prot

0

PCRO

16/8

496

deprot

-1

PCR1

15/8

496

double prot

+1

MIME

13/6

495

single prot (N )

0

MIMI

12/6

495

ethlylthiol

methylammonium

ethylammonium

methanol

ethanol

p-cresol

4-methylimidazole

10.6

10.64

10.7

15.54

15.9

10.3

7.52 ()

Unlike the classical Lennard-Jones potential, the functional form of Coulomb’s law never
converges to E = 0kcal/mol. Thus, in explicit condensed phase simulations, all electrostatic
interactions must be calculated. This becomes especially costly when periodic images are
used to model bulk conditions. Particle mesh Ewald (PME) makes use of reciprocal space
to converge long range Coulombic terms, and real space to calculate nearby charge-charge
interactions. PME is fast and accurate, making it the (arguably) de facto method for modeling Coulombic interactions in aqueous phase. However, PME exhibits a well-known error
associated with introducing charge within a periodic box.[439–443] This “error” is more of
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a feature rather than a bug. In order to maintain convergence in Coulombic potential calculations between a molecule in the periodic unit cell and images in neighboring cells, the
simulation box must remain overall electrical neutrality. PME ensures this is the case by introducing a “tin-foil” boundary potential (or a “gellium”) which spreads neutralizing charge
density throughout the periodic unit cell.[439–443] In many cases the periodic box can be
neutralized “manually” through the addition of counterions, or the “gellium” can be safely
used to ensure neutrality. If the study of interest is invariant to bulk electrostatic charges
then this the gellium an acceptible solution to maintaing neutrality. However, in the particular case of pKa calculations, introduction of a neutralizing charge at one endstate results
in introduction of interaction energy at one endstate the is not present at the other. As a
one sided error (i.e. only present at the charged endstate of Fig 3.28) it will certainly introduce error in our final pKa prediction. Unfortunatley, not even relative pKa prediction is
safe from the insidious gellium, as the neutralizing charge density is distributed differently
based on system composition and periodic box size. While this “tin-foil boundary” error is
well studied, and there are tools available for calculating it, in this work we chose a solvation
method more suitable to introduction of charge during alchemical mutations: Generalized
Solvent Boundary Potential (GSBP).[444, 445]

GSBP models the complete system in a layered fashion: the “inner region” for which all
atoms (solute and solvent) are treated explicitly, and the “outer region” for which solvent is
treated as an infinite dielectric and any large solute molecules extending in to this region
(e.g. protein) are constrained and modeled as a distribution of point charges with user defined dielectric. A complete derivation of terms important to GSBP is beyond the scope
of this work, however we will describe it briefly here. GSBP decomposes the electrostatic
component of solvation free energy into three terms:
oo
io
ii
∆Welec = ∆Welec
+ ∆Welec
+ ∆Welec
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(81)

Figure 3.30: Each small molecule was solvated in a 16Å watersphere, bulk electrostatics were modeled with an inner region reaction field, φrxn expanded out to 18Å, reacting with a dielectric continuum of 80 (modeling infinite water). TIP3 water molecules are represented here simply by their
oxygen atoms for clarity.
oo
In equation 81, ∆Welec
represents the electrostatic contribution to solvation free energy
io
from outer-outer region interactions; ∆Welec
represents the electrostatic contribution to
ii
solvation free energy from inner-outer region interactions; finally ∆Welec
represents the

electrostatic contribution to solvation free energy from inner-inner region interactions.
Terms 1 and 2 in equation 81 can be simplified using the single calculation of a static re238

action field (φrf (~r)) by Kirkwood’s multipolar expansion.[446] φrf (~r) is calculated once before simulation (using the Poisson-Boltzmann solver in CHARMM) and then is simply read
in during simulations. The inner-inner region electrostatic contribution needs more careful consideration (again outside the scope of this work) but it can be summarized with the
following:
1
∗
ii
Qn
∆Welec
= Σmn Qm Mmn
2

(82)

∗
In equation 82, Mmn
is a generalized reaction field matrix for the system in the inner region.

Rather than calculating pairwise Coulombic interactions, GSBP models inner region electrostatics as according to a Green’s Function interaction between generalized multipoles
Qn . While Qn are dependent on instantaneous configuration of the inner region and thus
∗
need to be calculated per step, the inner region reaction field matrix (Mmn
) can be calcu-

lated once at the beginning of the simulation. In the present work, the inner reaction field
matrix and the outer static reaction field were calculated using an initial grid with dimensions 111 Å3 with grid point spacing of 1.2Å, values were further focussed to a grid spacing
of 0.4Å. The coarse and fine grids were centered around the solute, which was mass oriented to the origin. A dielectric constant of 80 was used to model infinite bulk outside of
the explicitly modeled water molecules. The static reaction field began at 18Å, allowing explict water molecules to approach but not pass the boundary. The inner reaction field matrix
was calculated according to 5 basis functions, as has been done in past studies with similarly
simplistic systems.[319]

A flat bottom well geometric restraint (via CHARMM’s MMFP GEO module) was applied to restrain water molecules within 16Å from the solute, quartic restraining force was
kicked in at 13.5Å with force constant of 0.5kcal/mol/Å2 . A harmonic spherical geometric restraint was applied to the center of mass of the solute molecule (0.5kcal/mol/Å2 ) to
ensure it remained far from the solvent boundary potential. GSBP requires group electrostatics with infinite cutoff values, thus we used the following cutoff scheme: cutnb 100.0Å,
239

ctofnb 99.0Å, ctonnb 98.0Å, ctexnb 999.0 Å. Electrostatic interactions and van der Waals
terms were switched off between ctonnb and ctofnb. Special thanks to Qiang Cui’s group
for consultantion on how to use GSBP with this simple solute/solvent system. Unless otherwise noted, GSBP, the flat-bottom well restraint on water molecules, and the harmonic
restraint on the solute, we used in all molecular dynamics simulations described herein.

All systems (solute in r = 16 spherical water droplet, with number of waters specified
in Table 3.7) were initially equilibrated for 200 ps (200,000 steps at 1fs timestep, SHAKE
on all water molecules). Final coordinates after 200ps equilibration were then passed on to
M
both classical alchemical simulations (∆AM
AH→AD ) and nonequilibrium switching simulations
M →3ob
).
(∆AM
solute

M
∆AM
AH→AD : Classical alchemical mutations from protonated to deprotonated solute were

conducted using CHARMM’s multi-scale module module (MSCALE). MSCALE allows the
user to establish multiple energy functions on subprocesses driven by a head process. The
energy of each subprocess is scaled to give the total energy function at a defined λ state,
U~r (λ) = (1 − λ) · U~r (0) + λ · U~r (1), where U0 is the energy of the protonated endstate, and
U1 is the energy of the deprotonated endstate.

The single topology alchemical mutation model was used to model the deprotonated
state. I.e. the mutation was defined as shifting, over 11 λ windows from C36 protonated
point charges and atom types to C36 deprotonated point charges and atom types. The
acidic hydrogen was mutated to a non-interacting dummy atom, with no charge. 55 An atom
type “DUM” (for dummy) was defined in CHARMM topology and parameter files, this was
55

For precise ∆A(prot → deprot), the van der Waals terms (i.e. LJ potentials), would also have to be
switched to 0.0 gradually over the course of the mutation. However, past work has shown that the van der
Waals contribution of the single hydrogen atom is only ≈0.1-0.2 kcal/mol (and even less for larger solutes),
therefore we will only incorporate that contribution once we are sure our method is within 0.5 pKa units of
accuracy.??
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an atom with 1.008amu, hydrogen LJ terms, but charge of 0.00. Over the course of the mutation, the number of degrees of freedom defining the position of the dummy atom were
reduced to only those most necessary (in accordance with Boresch and coworker’s soon to
be published work “Dummy atoms for dummies”). As such, the dummy atom position relative to the conjugate base was defined by only one bond, one angle, and one dihedral term.
The free energy resultant from deleting these remaining non-redundant parameters – and
therefore completely deprotonating the solute – can be analytically solved for, as seen in
the section below detailing the calculation of ∆Abond .[319, 328, 447]

M
The complete classical mutation (i.e. ∆AM
AH→AD ) was repeated at least 3 times for re-

produceability and to estimate standard deviations from the final ∆A. λ windows for first
“trial” alchemical mutations were launched by restarting from coordinates and velocities
saved from the aforementioned 200ps equilibration, and then conducting another 200ps
equilibration at the given λ window. Further “trials” were launched by reading from restart
files saved at the end of each λ simulation for the trial previous.

Each of 11 λ windows was simulated for 500ps (total of 700ps for the trial 1, but where
the first 200ps were discarded as equilibration), timestep of 1fs, with coordinates saved
during simulation ever 10 steps (10fs). Number of coordinates saved during simulation
therefore was 50,000 per λ window, per trial. Potential energies were calculated at each
λ state for the respective simulation, as well as at neighboring λ states. Bennett’s Acceptance Ratio (Eq. 83) was used to calculate the free energy difference between each λ state.
The total free energy difference between the protonated species and deprotonated species
with non-interacting dummy atom was calculated as a sum of ∆A’s between each λ window.
The complete classical free energy of deprotonation was then found by adding the ∆Abond
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contribution calculated in a later section.

∆A(λa → λa+1 ) = kb T ln

hf (Ua − Ua+1 + C)ia+1
+C
hf (Ua+1 − Ua − C)ia

(83)

The total free energy between protonated (here denoted as “0”) and deprontated (here denoted as “1”) states can then be found as:

∆A(0 → 1) =

N
λ −1
X

∆A(λa → λa+1 )

(84)

a

Classical alchemical results were then used in conjunction with the remaining terms to calculate accurate pKa predictions for each side chain amino acid analog studied herein. All
mutations were conducted in triplicate, launched from randomized starting velocities; standard deviation was calculated from triplicates.

∆AM M →3ob via Jarzynski’s Equation: Ten independent equilibrium classical simulations
were launched from randomized initial velocities starting from coordinates saved after the
200ps equilibration (see “Initial Setup and Equilibration”). An initial secondary equilibration of 200ps was conducted per random seed (200,000 steps at 1fs timestep), resulting
in a total of 400ps of equilibration per random seed. Per random seed, 1ns “production”
simulations were launched: 1,000,000 steps at 1fs time step per random seed, at 10 random seeds thus 10ns of production simulation total per molecule. CHARMM restart files,
which provide coordinate and velocity information, were saved every 100 steps from these
equilibrium simulations (i.e., every 0.1 ps). Resulting in a total of 10,000 sets of coordinate
and velocity data per random seed, per molecule; thus, 100,000 coordinate/velocity sets
per molecule over the 10 random seeds. Nonequilibrium work switching protocols were
launched from every 10th saved restart file (i.e. from every 1,000th step in the originating

242

production simulation). Thus nonequilibrium trajectories were ultimately launched from
every 1ps of initial equilibrium simulation.

Nonequilibrium work switching protocols between MM and a semi-empirical or quantum mechanical level of theory can be realized in CHARMM via the MSCALE and pert modules. As described above, MSCALE allows the user to establish two energy functions, which
can be applied to the same sets of coordinates and scaled to provide a “hybrid” energy function. In alchemical FES, this is often used to generate λ windows (as done above) in which
the total energy takes the form of: Uλ = (1 − λ) · U0 + λU1 . In our alchemical calculations U0 was the energy of the solute at the protonated endstate and U1 was the energy
of the solute at the deprontated endstate. But U0 and U1 need not be physical endstates,
but rather they may be different mathematical models of the same system. Thus, through
MSCALE we can say U0 = UC36 and U1 = U3ob ; where UC36 is the potential energy calculated
from CGENFF, and U3ob is the potential energy according to SCC-DFTB3/3ob parameter set.
Thus, the energy at every step of our nonequilibrium work switching protocols is given by
Uλ = (1 − λ) · UC36 + λ · U3ob . To drive the nonequilibrium switching protocols, we utilize the slow-growth function in pert which allows each frame of the simulation to be conducted at a different energy function. In order to save on computational expense, we then
conduct these switching protocols over short timescales (i.e. 0.1ps - 10ps). Because the
forces from each frame are operating according to a new energy function, potential energy
differences between frames are, by definition, work values or W ’s. Summing all of these
W ’s over a nonequilibrium switching protocol will give the total work required to switch
between levels of theory. In this work, we conducted nonequilibrium switching protocols
between an MM model describing solute and solvent atoms, and an SCC-DFTB (with 3ob
parameters) model describing solute and MM force field describing all water molecules (i.e.
∆AM M →SQM/M M using nomenclature from 3.1).
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Over the course of 5ps switching simulations (each switching simulation was 5,000
steps, with a 1fs timestep, 10,000 switching simulations were conducted per molecule).56
These W (C36 → 3ob) values were then incorporated into Jarzynski’s, Eq. 85 below.
∆A(C36 → 3ob) = −kb T ln exp(−βW C36→3ob )

C36

(85)

The complete data set of 10,000 W ’s per molecule was divided into 10 blocks of 1,000 W ’s
to calulate ∆A from each block, calculated the standard deviation of the blocks and then
compare the total ∆A to the average ∆Ai over all blocks (we refer to this as our Hysteresis
measurement, described in Chapter 3.2. We also calculated the Π bias metric, described by
Wu and Kofke, to determine whether or not our equilibrium sampling was unbiased.

At the end of each non-equilibrium swithching simulation, a final CHARMM restart
file was saved.

The coordinates from this restart file were used to calculate a

∆A3ob/M M →DF T /M M via Zwanzig’s equation. The whole procedure above was conducted
independently for both the protonated and deprotonated states of solute (as is detailed in
Fig 3.28).

∆A3ob→DF T via Zwanzig’s Equation: To calculate ∆A3ob/M M →DF T /M M , U 3ob/M M and
U DF T /M M were calculated for each restart file written after the last step in the nonequilibrium work switching protocols. The collection of restart files saved at the end of nonequilibrium work switching protocols was thus treated as if it were an ensemble of states calculated from the 3ob/M M level of theory. From this approximate “ensemble” we also calculated Wu and Kofke’s Π biasing metric to ensure that this was a fair assumption (i.e. to ensure “sampling” from this approximate trajectory appeared unbiased). As 10,000 nonequi56
We have used a “longer” switching protocol here than typical for our group’s work because water
molecules require 1-2ps of time to rearrange, and as we update from MM to 3ob charges, water molecules
will need time to adapt.
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librium work switching simulations were conducted per protonation state, 10,000 QM/MM
single point energy evaluations were conducted per protonation state. We then calculated
∆A3ob/M M →DF T /M M according to the following equation (Eq. 86):

∆A = −kb T ln hexp(−β∆U (3ob/M M → DF T /M M ))i3ob/M M

(86)

In 2016, König et al calculated solvation free energies for a total set of 36 small
molecules in explicit TIP3 water using their newly described MESS-E-QM/MM method
(multiple environment single system QM/MM with Roothan type extrapolation). In the introduction to their work, the authors wrote:

“Needless to say, the quality of QM/MM corrections depends on the underlying
QM/MM energy function, which involves the following: (a) the QM method in use;
(b) the MM charges that polarize the QM wave function; and (c) the parametrization
of the van der Waals (vdW) interactions between QM and MM atoms. In addition,
a QM/MM correction can improve the accuracy of MM hydration free energy only if
the MM potential energy surface (PES) in use significantly overlaps with the QM/MM
PES,[46, 374] i.e. all essential configurations are already sampled in the MM ensemble
which requires an agreement of the bonded terms.”

Thus, they highlight several areas of necessary concern when calculating free energy corrections to QM/MM. To satisfy condition (a) above, König et al sought to identify which QM
method would provide the most accurate results compared to experiment for a training set
of 12 molecules (the larger data set being submitted to the SAMPL4 competition). They employed BLYP, B3LYP, PBE0, M06-2X, and ωB97x-D each coupled with a small Pople basis set,
6-31G*. BLYP/6-31G* gave the best results compared to experiment (mean square error of
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-0.55 compared to -1.35, -1.87, -1.90, and -2.06 for the other four methods respectively).
However, all solutes modeled by König et al were charge neutral. We therefore decided to
calculate ∆A3ob/M M →DF T /M M with several different DFT methods, in the event some methods may be better than others at modeling not only QM/MM effects, but changes in those
effects as a function of a change in total charge. We calculated ∆A3ob/M M →DF T /M M with all
possible combinations of the following functionals, basis sets and added dispersion effects:

• Functionals: BLYP, B3LYP, OLYP, ωB97x-D, M06-2X.
• Basis sets: 6-31G*, 6-31++G**.
• Dispersion effects: none, Grimme 3rd order dispersion.

This resulted in a total of 20 ∆A3ob/M M →DF T /M M calculations per protonation state (requiring 10,000 QM/MM single point energy calculations per ∆A3ob/M M →DF T /M M . The
CHARMM/QChem interface[324] was used to calculate U DF T /M M necessary in Eq. 86.

Furthermore, the final point made by König et al was phase space overlap is required
between the low and high levels of theory in order for a ∆Alow→high correction to be
worthwhile. Phase space overlap between DFTB3 (with 3ob parameters) to DFT has been
shown to be quite good,[380] as it should be given it was derived using DFT electron reference densities. However, our group has shown time and again the MM phase space exhibits insufficient overlap with DFTB3 and DFT and as such Zwanzig’s equation often does
not converge, even for small systems in gas phase.[46–49, 51, 52, 54] We have also seen
that this overlap only decreases when molecules are considered in solvent.[51, 53] However, we have seen that nonequilibrium work simulations can be used to reliably calculate
∆AM M →3ob , at relatively cheap computational expense (force calculations at DF T /M M
would still largely be intractable at the time of this manuscript. Thus we have used Jarzyn246

ski’s equation to calculate ∆AM M →3ob/M M , while we have used Zwanzig’s equation to calculate ∆A3ob/M M →DF T /M M .

∆ZP E: Calculating the alchemical free energy difference between two chemical species
at a quantum mechanical level of theory such as DFT requires also calculating the change in
Zero Point Energy (∆ZP E) between those endstates. Thus we have calculated the ∆ZP E
between all protonated/deprotonated endstates of interest. ZP E for each endstate was
calculated for a single conformation of each compound in gas phase at the DFT method of
interest, using a simple QM harmonic frequency calculation (i.e., the “freq” jobtype in QChem). ∆ZP E per titratable small molecule were then calculated as:
DF T
T
∆ZP E DF T = ZP EAH
− ZP EADF
−

(87)

These values contribute significantly to the final pKa as they range between -5 and -10
kcal/mol.

∆E(P A): Gas phase proton affinities calculated by DFT are well known to be inaccurate
relative to experiment and higher level ab initio calculations. The gas phase proton affinity
of any molecule is the negative of the enthalpy of gas phase protonation, where gas phase
protonation follows the following chemical equations:
A− + H + → AH
B + H + → BH +
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(88)

The enthalpy of protonation in gas phase can thus be calculated as:

Erxn = EAH − EA− − EH +
Erxn = EBH + − EB − EH +

(89)

where A− is a generic conjugate base that is negatively charged when deprotonated (e.g.
acetate), AH is a generic acid that is neutral when protonated (e.g. acetic acid), BH + is a
conjugate acid that is positively charged when protonated (i.e. methylammonium), and B is
a generic base that is neutral when deprotonated (i.e. methylammine). The proton affinity,
as the negative of the enthalpy of protonation, is thus (where EH+ = 0.0 at DFT and ab
initio):

EP A (AH) = −Erxn (AH) = EA− − EAH
EP A (BH + ) = −Erxn (BH + ) = EB − EBH +

(90)

The gas phase proton affinity as calculated by DFT methods has been demonstrated to be
significantly inaccurate relative to experiment and higher level ab initio calculations. To
correct the gas phase proton affinity as calculated by DFT (which is inherently included in
∆ADF T (AH → A− )) to the more accurate CCSD(T), we simply do the following:

∆EP A (DF T → CCSD(T )) = EP A (CCSD(T )) − EP A (DF T )

(91)

T
This term is added to our ∆ADF
AH→AD , as shown in Fig. 3.28.

∆Abond : In alchemical mutation from AH → AD we maintained one bond, one angle, and
one dihedral parameter for each dummy atom bound to its conjugate base species. However, doing so of course leaves these three terms present in the AD configurational integral,
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and thus the free energy of completely dissociating the dummy atom needs to be calculated.
This can be calculated according to the following:
∆Abond
= −kb T ln
D

V
5
p 0
kb T
+
2
2
rD
sin θD (2πkb T )2 /Kθ Kτ

(92)

where rD is the bond distance assigned between the conjugate base and dummy atom, θD
is the bond angle assigned between the conjugate base atoms and dummy atom. Kb , Kθ ,
Kτ are the force constants associated with the bond, angle, and dihedral parameters assigned to characterize interactions between the dummy atom and the conjugate base. V0 is
the molecular volume of the protonated species (i.e. AD). 5kb T /2 is the free energy resultant from releasing a proton in the gas phase: kb T from +pV and 3kb T /2 from 3 degrees of
translational free energy.

3.4.4

Results & Discussion

In the following charts we detail all of the terms necessary to calculate pKa s according
to Fig. 3.28 and Eq. 77. While each data point is not of much relevance on it’s own, there are
a few intermittent results of note. Firstly, alchemical free energy simulations between protonated and “deprotonated” (with dummy atom) species produced converged results, Tab.
3.8. As we will later calculate variance in our predicted pKa s according to Gaussian error
propagation from each individual ∆A term, low variance (i.e. “convergence”) in calculated
∆A is important at each step.

An aside about the use of dummy atoms: as shown in Table 3.8 the free energy associated with removing dummy atom parameters for each solute here ranges between 4 and 6
kcal/mol. A significant contribution especially when considering that amounts to ≈ 3.5-4.6
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Table 3.8: ∆A(AH → AD) calculated for each titratable amino acid analog. Values reported in
kcal/mol, σ calculated from repeat trials launched from randomized starting velocities.
molecule

∆AAH→AD
MM

acetic acid

-57.41 ± 0.07

-5.98

ethylthiol

-92.12 ± 0.01

-4.78

methylammonium

71.50 ± 0.04

-5.00

ethylammonium

58.80 ± 0.02

-6.31

methanol

-114.68 ± 0.02

-5.47

ethanol

-112.54 ± 0.70

-5.51

4-methylimidazole()

13.93 ± 0.02

-5.38

p-cresol

-124.40 ± 0.02

-5.78

∆Gbond
D

pKa units. It should also be noted that while the contribution of the dummy is similar between species, it is not constant, with the largest deviation in our analog test set being ≈1.5
kcal/mol (≈1 pKa unit). The consequences of this are nontrivial when considering many
practitioners take a “relative” approach to pKa calculations which affords the benefit of fortuitous error cancelation. Unfortunately this means, however, the dummy atom must be
accounted for carefully at each alchemical endstate. Our calculation for ∆Gbond
is relatively
D
cost-free, thus this requirement should not be prohibitive; but it is worth emphasizing: free
energy terms related to dummy atoms cannot be assumed to cancel.

In the table below, Tab 3.9, we list our calculations of ∆∆AM M →3ob . In this table we have
also listed several values which we have found useful in the past for determining convergence in (S)QM/MM FES, see Chapters 3.1, 3.2, 3.3.

From the above Jarzynski’s results, it is clear that our ∆A(M M → 3ob) calculations
are converged. Applying our past convergence criterion[54]: Hysteresis is practically not
present (∆G − ∆Ablock ≈ 0.0), block averaging blocks are all tightly clustered (σ∆A <
0.1kcal/mol), W values are tightly clustered (σW < 0.6kcal/mol), and the Π-bias metric indicates no sampling bias from the underlying equilibrium simulations. This convergence
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Table 3.9: ∆AM M →3ob calculated according to Jarzynski’s equation. ∆A’s reported alongside conM →3ob is the total “3ob correction” term
vergence criterion metrics emphasized in Ref. 54. ∆∆GM
T ot
and can be calculated according to Eq. 78, where ∆G
p H + (M M → 3ob) = 151.04 kcal/mol. Standard
deviation in ∆∆AM M →3ob is calculated as σ∆∆A = (σ∆A )2 + (σ∆G )2 .

∆AM M →3ob

M →3ob
∆AM
block

σ∆A

W

σW

Π

ACEH

-7196.40

-7196.40

0.07

-7196.12

0.55

2.77

ACET

-7015.68

-7015.68

0.01

-7015.56

0.37

3.11

ETSH

-5096.28

-5096.28

0.01

-2096.26

0.13

3.53

ES1

-4875.93

-4875.93

0.02

-4875.66

0.56

2.79

MAMM

-5377.12

-5377.12

0.01

-5377.10

0.14

3.54

MAM1

-5302.93

-5302.93

0.01

-5302.88

0.24

3.08

EAMM

-3838.60

-3838.60

0.01

-3838.59

0.12

3.50

EAM1

-3871.73

-3871.73

0.01

-3871.60

0.39

2.79

MEOH

-4106.63

-4106.63

0.03

-4106.61

0.13

3.51

METO

-3853.07

-3853.07

0.01

-3852.92

0.43

3.02

ETOH

-5639.92

-5639.92

0.02

-5639.81

0.36

3.15

ETO

-5387.79

-5387.79

0.02

-5387.60

0.49

2.93

MIME

-8826.87

-8826.87

0.01

-8826.80

0.28

3.26

MIMI

-8700.03

-8700.02

0.05

-8699.94

0.32

3.20

PCRO

-11477.57

-11477.57

0.03

-11477.53

0.23

3.34

PCR1

-11215.96

-11215.96

0.05

-11215.09

0.98

3.20

M →3ob
∆∆AM
T ot

331.76 ± 0.07
371.39 ± 0.02
225.23 ± 0.02
207.91 ± 0.01
404.60 ± 0.03
404.17 ± 0.03
277.88 ± 0.05
412.65 ± 0.06

success is likely due to an “overly ambitious” switching protocol. Per endstate, as described
in the Methods, we conducted 10,000 nonequilibrium work switching simulations, each of
5ps length. Water molecule rearragnments happen on a timescale of 1-2 ps, and thus past
work in our labs has shown[48] switching simulations in solvent often require at least 1 ps
to achieve convergence, and longer for particularly stubborn test cases.[48] In this work
we therefore opted for longer switching protocols than in comparable gas phase work (i.e.
5ps compared to past gas phase work using 0.5ps - 1ps). Each 5ps switching simulation in
16Å waterball (with ≈500 TIP3 water molecules) took ≈5 minutes (on 4 cpus), thus 10,000
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switching simulations required ≈1000 hours of computing time on 4 cpus (MSCALE requires
at least 3 cpus) per endstate (i.e. per protonated/deprotonated species). We are fortunate
to have access to large scale computing resources, and therefore we could easily parallelize
these simulations as each switching simulation is independent from one another. Thus, such
large scale resources greatly alleviate the expense of these legs in Figure 3.28, but this step
is admitedly non-trivial. However, we have also calculated ∆A(M M → 3ob) according
to Zwanzig’s equation and block averaging indicated a σ∆G ≈ 1.5 kcal/mol, contributing to
≈1 pKa unit of uncertainty in the final result. Thus, the sensitivity of pKa ’s prediction requires the most thorough calculation protocols which unfortunately are accompanied by
increased computational expense.

Below we list the values of correction to DFT, for the five functional and basis set combinations considered, as well as those method/basis set pairs with and without added Grimme
third order dispersion terms, Tab. 3.10. It is clear that basis set size profoundly affects
the value of ∆∆A3ob→DF T , however until incorporated with ∆ZP E DF T and ∆EP A , it is not
clear whether smaller (6-31G(d)) or bigger (6-31++G(d,p)) basis set provides more accurate
pKa results. The average difference in ∆∆A3ob→DF T calculated between basis sets is 7.5
kcal/mol, or an average percent difference between ∆∆A by basis set of 65.1%. Conversely,
use of Grimme third order dispersion corrections only perturbs ∆∆A3ob→DF T by, on average, ≈0.6 kcal/mol (percent difference of 7.7% between GD3 results and results calculated
without GD3).

A complete listing of all terms required to calculate ∆∆A3ob→DF T , including calculated
convergence criterion, would require presenting, frankly, a torturous amount of data to the
reader. Instead we have provided those data in Supporting Information: tables 3.15 (ACEH),
3.16 (ETSH), 3.17 (MAMM), 3.18 (EAMM), 3.19 (MEOH), 3.20 (ETOH), 3.21 (MIME), and
3.22 (PCRO). While a complete description of these data is outside the scope of this work,
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Table 3.10: ∆∆G3ob→DF T calculated per analog at each functional/basis set pair considered herein.
Complete lists of the terms required to calculate ∆∆A3ob→DF T can be found in the Supporting Information.
method
BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

basis set

ACEH

ETSH

MAMM

EAMM

MEOH

ETOH

MIMI()

PCRO

6-31G(d)

17.35 ± 0.51

13.87 ± 0.55

12.98 ± 0.32

11.61 ± 0.48

28.83 ± 0.75

26.99 ± 1.46

-4.78 ± 0.41

12.04 ± 0.76

6-31G(d)+GD3

17.75 ± 0.51

14.39 ± 0.53

13.48 ± 0.26

12.14 ± 0.49

29.15 ± 0.74

26.99 ± 1.46

-4.15 ± 0.41

12.50 ± 0.75

6-31++G(d,p)

3.55 ± 0.69

9.05 ± 0.85

8.41 ± 0.30

6.96 ± 0.55

10.70 ± 0.50

10.49 ± 0.92

-9.58 ± 0.52

0.71 ± 0.64

6-31++G(d,p)+GD3

3.97 ± 0.69

9.64 ± 0.84

8.81 ± 0.31

7.50 ± 0.57

10.99 ± 0.50

10.85 ± 0.96

-8.96 ± 0.52

1.14 ± 0.64

6-31G(d)

15.50 ± 0.62

12.43 ± 0.53

13.17 ± 0.22

12.21 ± 0.24

28.56 ± 0.57

27.50 ± 1.23

-5.08 ± 0.47

12.24 ± 0.42

6-31G(d)+GD3

15.85 ± 0.61

12.82 ± 0.53

13.49 ± 0.22

12.66 ± 0.25

28.77 ± 0.57

27.81 ± 1.24

-4.59 ± 0.46

12.62 ± 0.42

6-31++G(d,p)

4.25 ± 0.59

8.56 ± 0.92

9.72 ± 0.27

8.73 ± 0.26

12.83 ± 0.52

13.07 ± 0.63

-8.96 ± 0.70

2.22 ± 0.39

6-31++G(d,p)+GD3

4.60 ± 0.60

8.99 ± 0.91

10.04 ± 0.27

9.19 ± 0.27

13.02 ± 0.52

13.36 ± 0.65

-8.36 ± 0.68

2.59 ± 0.41

6-31G(d)

18.98 ± 0.53

15.97 ± 0.59

14.84 ± 0.28

13.92 ± 0.32

30.37 ± 0.74

29.03 ± 1.39

-3.52 ± 0.34

13.22 ± 0.59

6-31G(d)+GD3

19.31 ± 0.52

15.97 ± 0.57

15.10 ± 0.30

14.36 ± 0.33

30.60 ± 0.74

29.36 ± 1.41

-3.04 ± 0.34

13.58 ± 0.59

6-31++G(d,p)

7.59 ± 0.59

11.61 ± 0.96

11.49 ± 0.26

10.61 ± 0.34

15.05 ± 0.55

14.99 ± 0.81

-6.96 ± 0.55

3.99 ± 0.44

6-31++G(d,p)+GD3

7.93 ± 0.59

12.03 ± 0.94

11.80 ± 0.26

11.05 ± 0.35

15.24 ± 0.55

15.28 ± 0.83

-6.48 ± 0.54

4.35 ± 0.46

6-31G(d)

15.21 ± 0.72

11.53 ± 0.60

14.90 ± 0.23

14.09 ± 0.21

29.31 ± 0.47

28.50 ± 1.18

-4.06 ± 0.49

12.90 ± 0.38

6-31G(d)+GD3

14.85 ± 0.72

11.15 ± 0.63

14.11 ± 0.23

13.30 ± 0.22

28.84 ± 0.46

28.11 ± 1.13

-4.86 ± 0.51

12.59 ± 0.58

6-31++G(d,p)

5.64 ± 0.66

8.46 ± 1.00

12.18 ± 0.27

11.32 ± 0.23

15.13 ± 0.49

15.37 ± 0.65

-7.12 ± 0.73

4.18 ± 0.41

6-31++G(d,p)+GD3

5.13 ± 0.66

8.42 ± 1.01

11.45 ± 0.27

10.57 ± 0.24

14.50 ± 0.49

14.77 ± 0.61

-7.84 ± 0.75

3.63 ± 0.41

6-31G(d)

12.54 ± 0.74

8.08 ± 0.63

10.86 ± 0.26

9.87 ± 0.21

26.13 ± 0.40

25.35 ± 1.09

-8.81 ± 0.54

10.04 ± 0.37

6-31G(d)+GD3

13.81 ± 0.62

10.25 ± 0.64

11.99 ± 0.22

10.96 ± 0.24

27.14 ± 0.46

26.53 ± 1.02

-6.81 ± 0.51

11.56 ± 0.33

3.82 ± 0.67

5.02 ± 0.97

8.47 ± 0.28

7.41 ± 0.22

12.98 ± 0.47

13.08 ± 0.66

-11.54 ± 0.78

1.86 ± 0.41

6-31++G(d,p)
6-31++G(d,p)+GD3

3.71 ± 0.60

7.04 ± 1.04

9.21 ± 0.28

8.10 ± 0.26

12.32 ± 0.50

12.58 ± 0.52

-9.97 ± 0.71

2.02 ± 0.35

6-31G(d)

16.60 ± 0.91

12.74 ± 0.62

15.23 ± 0.22

14.34 ± 0.17

32.06 ± 0.64

32.18 ± 1.32

-3.19 ± 0.45

15.94 ± 0.50

ωB97x-D +

6-31G(d)+GD3

16.32 ± 0.92

12.43 ± 0.64

14.42 ± 0.22

13.51 ± 0.17

31.74 ± 0.63

32.05 ± 0.94

-3.97 ± 0.46

15.66 ± 0.50

BLYP

6-31++G(d,p)

4.91 ± 0.77

5.17 ± 0.71

12.53 ± 0.19

11.56 ± 0.18

15.48 ± 0.56

17.32 ± 0.68

-5.22 ± 0.48

7.76 ± 0.38

6-31++G(d,p)+GD3

4.99 ± 0.77

5.24 ± 0.75

11.79 ± 0.19

10.80 ± 0.19

15.05 ± 0.55

17.02 ± 0.59

-5.94 ± 0.49

7.44 ± 0.37

we do wish to mention briefly the difference in convergence success between protonated
and deprotonated endstates. As can be seen in Tables 3.16 (ETSH), 3.19 (MEOH), 3.20
(ETOH), and 3.22 (PCRO), Π calculated for these protonated endstate largely indicates
unbiased sampling (Π > 0.5), but for these deprotonated endstates largely indicates biased sampling (Π < 0.5). For acetic acid, Tab 3.15, Π indicates marginally unbiased sampling at the protonated state, but biased sampling at the deprotonated state. However, the
amine solutes illustrate decent convergence at both endstates: in Tab 3.17 (MAMM), 3.18
(EAMM), and 3.21 (MIME), Π indicates unbiased sampling at protonated and deprotonated
T
endstates. These results indicate ∆A3ob→DF
for the amine solutes is well converged, howdeprot
T
ever it indicates there likely are convergence issues in ∆A3ob→DF
for negatively charged
deprot
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endstates. Future work will be done treating the first solvation shell of water molecules according to DFTB3 and/or DFT with hopes of improving charge/charge interactions between
the solute and first solvation shell.
Table 3.11: ∆ZP E DF T calculated per titratable amino acid analog at each functional/basis set pair.

method
BLYP

B3LYP

OLYP

basis set

ACEH

ETSH

MAMM

EAMM

MEOH

ETOH

MIMI()

PCRO

6-31G(d)

-8.41

-6.31

-9.45

-10.54

-10.50

-10.09

-8.63

-8.73

6-31G(d)+GD3

-8.42

-6.38

-9.46

-10.56

-10.53

-10.13

-8.67

-8.71

6-31++G(d,p)

-8.35

-6.30

-9.46

-10.49

-10.33

-9.65

-8.65

-8.81

6-31++G(d,p)+GD3

-8.36

-6.32

-9.47

-10.52

-10.35

-9.69

-8.68

-8.80

6-31G(d)

-8.61

-6.44

-9.63

-10.83

-10.50

-10.11

-8.79

-8.87

6-31G(d)+GD3

-8.61

-6.46

-9.64

-10.86

-10.53

-10.15

-8.82

-8.86

6-31++G(d,p)

-8.62

-6.44

-8.29

-10.77

-10.33

-9.87

-8.80

-8.98

6-31++G(d,p)+GD3

-8.62

-6.45

-9.66

-10.81

-10.35

-9.90

-8.83

-8.98

6-31G(d)

-8.62

-6.43

-9.58

-10.70

-10.60

-10.15

-8.69

-8.89

6-31G(d)+GD3

-8.62

-6.39

-9.59

-10.73

-10.63

-10.20

-8.71

-8.89

6-31++G(d,p)

-8.59

-6.45

-9.57

-10.63

-10.44

-9.74

-8.72

-9.02

6-31++G(d,p)+GD3

-8.59

-6.38

-9.58

-10.67

-10.48

-9.78

-8.75

-9.02

6-31G(d)

-8.91

-6.50

-9.71

-11.04

-10.51

-10.35

-8.89

-8.97

-8.86

-6.55

-9.67

-10.96

-10.41

-10.21

-8.86

-8.92

6-31++G(d,p)

-8.92

-6.49

-9.74

-10.99

-10.32

-10.18

-8.90

-9.11

6-31++G(d,p)+GD3

-8.86

-6.53

-9.72

-10.91

-10.21

-10.03

-8.86

-9.06

6-31G(d)

-8.70

-6.47

-9.53

-10.75

-10.31

-9.89

-8.71

-8.80

6-31G(d)+GD3

-8.51

-6.41

-9.47

-10.78

-10.08

-9.68

-8.72

-8.68

6-31++G(d,p)

-8.74

-6.48

-9.59

-10.65

-10.23

-9.84

-8.74

-9.00

6-31++G(d,p)+GD3

-8.58

-6.40

-9.51

-10.74

-9.91

-9.57

-8.73

-8.88

ωB97x-D 6-31G(d)+GD3

M06-2X

DF T →CCSD(T )

Tab. 3.11 and 3.23 list ∆ZP E DF T and ∆EP A

per DFT method. Although

a complete discussion of choice of method and basis set would be outside the scope of
this work, an interesting result emerges when one considers the total DFT contribution
per molecule/method/basis set. Theoretically, one should be able to sum ∆∆A3ob→DF T ,
∆ZP E DF T and ∆EP A to arrive at a relatively invariant total “3ob to DFT correction”,
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Table 3.12: ∆EP A calculated per titratable amino acids between DFT and CCSD(T)/6-311+G(d,p).

method
BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

basis set

ACEH

ETSH

MAMM

EAMM

MEOH

ETOH

MIMI()

PCRO

6-31G(d)

-8.21

-1.68

-1.06

-2.74

-5.15

-5.32

-2.24

-2.49

6-31G(d)+GD3

-8.59

-2.22

-1.50

-3.40

-5.41

-5.63

-2.89

-2.94

6-31++G(d,p)

8.34

9.83

3.41

3.93

12.33

13.04

1.60

8.36

6-31++G(d,p)+GD3

7.95

9.27

2.97

3.27

12.04

12.68

0.95

7.90

6-31G(d)

-8.44

-1.42

-1.42

-2.45

-7.70

-8.24

-2.84

-4.70

6-31G(d)+GD3

-8.76

-1.83

-1.76

-2.97

-7.89

-8.50

-3.33

-4.70

6-31++G(d,p)

5.13

7.65

1.93

2.83

7.35

7.02

-0.08

4.19

6-31++G(d,p)+GD3

4.81

7.23

1.59

2.31

7.14

6.73

-0.56

3.82

6-31G(d)

-10.40

-4.30

-2.94

-5.12

-7.45

-7.85

-1.61

4.98

6-31G(d)+GD3

-10.71

-4.69

-3.28

-5.63

-7.63

-8.10

-4.28

-4.39

6-31++G(d,p)

4.11

5.85

0.48

0.44

8.49

9.36

-1.13

4.98

6-31++G(d,p)+GD3

3.79

5.45

0.14

-0.08

8.29

9.07

-1.61

4.61

6-31G(d)

-9.02

-1.58

-3.32

-4.06

-9.71

-10.64

-4.39

-6.52

6-31G(d)+GD3

3.83

-1.32

-2.50

-3.13

-9.57

-10.52

-3.60

-6.25

6-31++G(d,p)

2.28

5.53

-0.71

0.25

3.43

2.32

-2.46

0.74

6-31++G(d,p)+GD3

2.61

5.39

0.04

1.11

3.70

2.48

-2.46

1.03

6-31G(d)

-6.63

2.47

0.90

0.16

-7.55

-8.04

-1.60

-3.53

6-31G(d)+GD3

-7.53

-0.03

-0.04

-0.59

-8.40

-9.24

-1.30

-5.17

6-31++G(d,p)

3.82

9.58

3.21

4.29

5.05

4.26

2.36

3.36

6-31++G(d,p)+GD3

4.13

9.58

2.54

3.70

5.23

3.95

0.67

2.31

T
∆∆AT3ob→DF
. We see this is not, at least with the current calculation protocol, a guarantee.
ot
T
(See Supporting Information, Table 3.24 for ∆∆G3ob→DF
s per method/basis set/molecule.)
T ot
T
Choice of basis set affects the total ∆∆A3ob→DF
on average, by 1.5kcal/mol (1.1 pKa unit).
T ot

However, per molecule the affect can be much more pronounced: for ethylthiol, choice of
T
basis set on average affects ∆∆A3ob→DF
by 4.2 kcal/mol (3.1 pKa ), acetic acid 2.2 kcal/mol
T ot

(1.6 pKa ), methylammonium 0.2 kcal/mol (0.2 pKa ), ethylammonium 1.8 kcal/mol (1.3 pKa ),
methanol 1.2 kcal/mol (0.9 pKa ), ethanol 1.3 kcal/mol (1.0 pKa ), 4-methylimidazole(N ) 0.6
kcal/mol (0.4 pKa ), p-cresol 1.29 kcal/mol (0.9 pKa ). Ethylthiol being, by far, the most sensi255

tive to choice of basis set, and the amines being the least sensitive. Similarly, over all analogs,
T
on average, choice of method affects ∆∆A3ob→DF
1.7 kcal/mol (1.3 pKa ). As with basis set
T ot

choice, this effect is more pronounced per molecule: for ethylthiol choice of method affects
T
∆∆AT3ob→DF
by 3.1 kcal/mol (2.3 pKa ), acetic acid 2.8 kcal/mol (2.0 pKa ), methylammoot

nium 0.2 kcal/mol (0.2 pKa ), ethylammonium 0.4 kcal/mol (0.3 pKa ), methanol 3.1 kcal/mol
(2.2 pKa ), ethanol 3.2 kcal/mol (2.4 pKa ), 4-methylimidazole(N ) 1.0 kcal/mol (0.7 pKa ), and
p-cresol 2.2 kcal/mol (1.6 pKa ). However, we once again see that including Grimme third
T
order dispersion correction has very little affect on ∆∆A3ob→DF
: average affect over all
T ot

molecules 0.17 kcal/mol, ethylthiol 0.3 kcal/mol, acetic acid 0.3 kcal/mol, methylammonium
0.2 kcal/mol, ethylammonium 0.1 kcal/mol, methanol 0.1 kcal/mol, ethanol 0.2 kcal/mol, 4methylimidazole(N ) 0.2 kcal/mol, p-cresol 0.1 kcal/mol. Without including the remaining
cycle components from Figure 3.28, we cannot yet comment on which method/basis set
pair is most accurate for calculating pKa . However, this discussion underscores the general
importance of benchmarking DFT method performance for each particular system of interest. Finally, with all components of Fig. 3.28 calculate, we can sum all terms according to
Eq. 77 and calculate pKa , Eq. 80. Our calculated results are listed in Tab 3.13 along with
experimental pKa s.

pKa Accuracy by Method/Basis Choice: From these data (Tab 3.13, Fig 3.31) several results emerge. First, accuracy in our pKa predictions continues to be plagued by choice of
method/basis set (see Supporting Information tabels 3.25 and 3.26 for comparisons). The
average accuracy in our pKa prediction tool (average RMSE over all methods, all basis sets,
and over all molecules) is 3.4 pKa units (row 25, column 6, Tab 3.26). Comparing the average accuracy per method (rows 26-31, column 6, Tab 3.26), choice of method can affect
accuracy by 1.8 pKa units for all analogs (BLYP vs. ωB97x-D), and 1.5 pKa units for canonically titratable analogs. On average, choice of methods (out of those modeled here) affects
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Table 3.13: pKa calculated per titratable amino acid analog compared to experimental pKa . Standard deviation calculated from Gaussian error propagation of all other added terms. ∆AH+
solv = -262.4
kcal/mol.

method

basis set

ACEH

ETSH

MAMM

EAMM

MEOH

ETOH

MIMI()

PCRO

4.76

10.6

10.64

10.8

15.5

15.9

7.52

10.3

6-31G(d)

4.88 ± 0.52

13.09 ± 0.55

10.55 ± 0.32

9.94 ± 0.48

25.65 ± 0.75

24.98 ± 1.62

6.10 ± 0.41

15.22 ± 0.76

6-31G(d)+GD3

4.89 ± 0.52

13.02 ± 0.53

10.58 ± 0.26

9.83 ± 0.49

25.67 ± 0.74

24.72 ± 1.62

6.05 ± 0.41

15.23 ± 0.75

6-31++G(d,p)

6.93 ± 0.70

17.97 ± 0.84

10.47 ± 0.30

11.45 ± 0.55

25.32 ± 0.51

26.66 ± 1.16

5.39 ± 0.53

14.80 ± 0.64

6-31++G(d,p)+GD3

6.95 ± 0.70

17.98 ± 0.84

10.43 ± 0.31

11.34 ± 0.57

25.29 ± 0.50

26.63 ± 1.19

5.35 ± 0.52

14.79 ± 0.65

6-31G(d)

3.22 ± 0.62

12.13 ± 0.54

10.29 ± 0.23

10.38 ± 0.25

23.60 ± 0.57

23.21 ± 1.42

5.33 ± 0.47

13.65 ± 0.42

6-31G(d)+GD3

3.24 ± 0.62

12.10 ± 0.53

10.27 ± 0.23

10.31 ± 0.25

23.60 ± 0.58

23.21 ± 1.42

5.31 ± 0.47

13.93 ± 0.42

6-31++G(d,p)

4.92 ± 0.60

15.93 ± 0.92

11.19 ± 0.27

11.74 ± 0.26

23.24 ± 0.52

23.99 ± 0.95

4.51 ± 0.70

12.75 ± 0.39

6-31++G(d,p)+GD3

4.93 ± 0.60

15.92 ± 0.91

10.18 ± 0.27

11.66 ± 0.27

23.20 ± 0.52

23.96 ± 0.96

4.50 ± 0.69

12.75 ± 0.41

6-31G(d)

4.33 ± 0.54

12.34 ± 0.59

10.44 ± 0.28

9.78 ± 0.32

25.04 ± 0.74

24.58 ± 1.56

5.85 ± 0.34

14.83 ± 0.59

6-31G(d)+GD3

4.34 ± 0.53

12.36 ± 0.57

10.37 ± 0.31

9.70 ± 0.33

25.04 ± 0.74

24.60 ± 1.57

5.82 ± 0.34

14.83 ± 0.59

6-31++G(d,p)

6.61 ± 0.60

16.82 ± 0.96

10.50 ± 0.26

11.46 ± 0.34

25.59 ± 0.55

27.18 ± 1.07

5.26 ± 0.55

14.58 ± 0.44

6-31++G(d,p)+GD3

6.63 ± 0.60

16.89 ± 0.94

10.47 ± 0.26

11.38 ± 0.35

25.56 ± 0.55

27.16 ± 1.09

5.24 ± 0.54

14.57 ± 0.46

6-31G(d)

1.37 ± 0.73

11.32 ± 0.60

10.11 ± 0.23

10.43 ± 0.21

22.68 ± 0.48

22.01 ± 1.37

4.88 ± 0.49

12.80 ± 0.38

6-31G(d)+GD3

0.92 ± 0.73

11.19 ± 0.63

10.15 ± 0.23

10.57 ± 0.22

22.51 ± 0.47

21.92 ± 1.33

4.89 ± 0.52

12.74 ± 0.38

6-31++G(d,p)

3.62 ± 0.67

14.72 ± 1.00

10.01 ± 0.27

11.58 ± 0.23

22.06 ± 0.49

22.02 ± 0.96

4.05 ± 0.73

11.56 ± 0.42

6-31++G(d,p)+GD3

3.54 ± 0.67

13.98 ± 1.01

10.05 ± 0.28

11.72 ± 0.24

21.88 ± 0.49

21.80 ± 0.93

4.08 ± 0.75

11.42 ± 0.41

6-31G(d)

2.32 ± 0.75

11.78 ± 0.63

10.37 ± 0.26

10.63 ± 0.21

22.08 ± 0.41

21.94 ± 1.30

3.58 ± 0.55

12.95 ± 0.38

6-31G(d)+GD3

2.73 ± 0.63

11.58 ± 0.64

10.56 ± 0.23

10.86 ± 0.24

22.36 ± 0.46

22.08 ± 1.24

5.24 ± 0.51

12.95 ± 0.34

6-31++G(d,p)

3.55 ± 0.68

14.27 ± 0.98

10.27 ± 0.29

11.92 ± 0.22

21.74 ± 0.47

22.01 ± 0.97

4.45 ± 0.78

11.87 ± 0.42

6-31++G(d,p)+GD3

3.82 ± 0.60

16.25 ± 1.05

10.37 ± 0.28

11.93 ± 0.26

21.62 ± 0.50

21.60 ± 0.88

4.36 ± 0.72

11.30 ± 0.36

6-31G(d)

5.29 ± 0.92

12.23 ± 0.62

10.48 ± 0.22

10.61 ± 0.17

24.65 ± 0.64

24.69 ± 1.49

5.51 ± 0.46

14.95 ± 0.50

ωB97x-D+ 6-31G(d)+GD3

4.56 ± 0.93

12.23 ± 0.64

10.54 ± 0.22

10.74 ± 0.18

24.62 ± 0.63

24.79 ± 1.18

5.54 ± 0.47

14.98 ± 0.51

BLYP

6-31++G(d,p)

4.35 ± 0.77

11.88 ± 0.71

10.37 ± 0.19

11.75 ± 0.18

22.32 ± 0.56

23.43 ± 0.97

5.42 ± 0.49

14.17 ± 0.39

6-31++G(d,p)+GD3

4.39 ± 0.78

11.89 ± 0.75

10.44 ± 0.20

11.88 ± 0.19

22.28 ± 0.55

23.44 ± 0.92

5.45 ± 0.50

14.19 ± 0.38

experiment
BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

pKa prediction accuracy by 0.6 pKa units over all analogs (0.4 over canonically titratable
analogs). Similarly, choice of basis set on average effects accuracy by 0.6 pKa units for all
analogs (0.4 for canonically titratable analogs). Use of Grimme third order dispersion only
affects accuracy by 0.03 pKa units.

pKa Accuracy by Analog: Secondly, accuracy, or lack thereof, in our pKa prediction is
highly analog dependent. All methods performed excellently for methylammonium (average RMSE to experiment of 0.3 pKa ) and ethylammonium (average RMSE to experiment
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Table 3.14: Signed error in pKa calculated per titratable amino acid analog relative to experimental
pKa . Our calculated pKa ’s can then be found as such: pKa (calc) = pKa (exp) + ∆pKa . ∆AH+
solv =
-262.4 kcal/mol.

method

ACEH

ETSH

MAMM

EAMM

MEOH

ETOH

MIMI()

PCRO

experiment

4.76

10.6

10.64

10.8

15.5

15.9

7.52

10.3

6-31G(d)

0.12

2.49

-0.09

-0.86

10.15

9.08

-1.42

4.92

6-31G(d)+GD3

0.13

2.42

-0.06

-0.97

10.17

8.82

-1.47

4.93

6-31++G(d,p)

2.17

7.37

-0.17

0.65

9.82

10.76

-2.13

4.50

6-31++G(d,p)+GD3

2.19

7.38

-0.21

0.54

9.79

10.73

-2.17

4.49

6-31G(d)

-1.54

1.53

-0.35

-0.42

8.10

7.31

-2.19

3.35

6-31G(d)+GD3

-1.52

1.50

-0.37

-0.49

8.10

7.31

-2.21

3.63

6-31++G(d,p)

0.16

5.33

0.55

0.94

7.74

8.09

-3.01

2.45

6-31++G(d,p)+GD3

0.17

5.33

-0.46

0.86

7.70

8.06

-3.02

2.45

6-31G(d)

-0.43

1.74

-0.20

-1.02

9.54

8.68

-1.67

4.53

6-31G(d)+GD3

-0.42

1.76

-0.27

-1.10

9.54

8.70

-1.69

4.53

6-31++G(d,p)

1.86

6.22

-0.14

0.66

10.09

11.28

-2.26

4.28

6-31++G(d,p)+GD3

1.87

6.29

-0.17

0.58

10.06

11.26

-2.28

4.27

6-31G(d)

-3.39

0.72

-0.53

-0.37

7.18

6.11

-2.64

2.50

6-31G(d)+GD3

-3.84

0.59

-0.49

-0.23

7.01

6.02

-2.63

2.44

6-31++G(d,p)

-1.14

3.67

-0.63

0.78

6.56

6.12

-3.47

1.26

6-31++G(d,p)+GD3

-1.22

3.38

-0.59

0.92

6.38

5.90

-3.44

1.12

6-31G(d)

-2.44

1.18

-0.27

-0.17

6.58

6.05

-3.94

2.65

6-31G(d)+GD3

-2.03

0.98

-0.08

0.06

6.86

6.18

-2.28

2.65

6-31++G(d,p)

-1.21

4.12

-0.37

1.12

6.24

6.11

-3.07

1.57

6-31++G(d,p)+GD3

-0.94

5.65

-0.26

1.13

6.12

5.70

-3.16

1.00

6-31G(d)

0.52

1.63

-0.16

0.02

9.15

8.79

-2.01

4.64

ωB97x-D +

6-31G(d)+GD3

-0.20

1.63

-0.10

0.06

9.36

8.89

-1.98

4.68

BLYP

6-31++G(d,p)

-0.41

1.28

-0.27

0.95

6.82

7.54

-2.10

3.87

6-31++G(d,p)+GD3

-0.37

1.29

-0.19

1.08

6.78

7.54

-2.07

3.89

BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

basis set

of 0.7 pKa ), results for acetic acid were also relatively predictive overall (average RMSE
1.3 pKa ). pKa s predicted for 4-methylimidazole(N ) and p-cresol were acceptable but not
nearly within our 1pKa unit target (average RMSEs of 2.5 and 3.2 pKa units respectively).
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Figure 3.31: Error (in pKa units) between calculated and experimental pKa . (a) Error calculated as
RMSE. (b) Mean signed error (MSE) or “pKa shift” between calculated and experimental pKa . For
(a) and (b) the following symbols are used:  Acetic acid.  Ethylthiol.  Methylammonium. I
Ethylammonium.  4-methylimidazole().  Methanol. I Ethanol.  p-Cresol. Average over all
analogs. Average over canonically titratable analogs.

Conversely, all DFT methods produced precisely inaccurate results relative to experiment
for methanol (average RMSE of 8.0 pKa ) and ethanol (average RMSE of 8.0 pKa ). However,
ethylthiol remains the most problemmatic test case, choice of method and basis set drastically affected accuracy relative to experiment (see column 4, Tab 3.25). Clearly success of
our QM/MM FES pKa protocol depends on the identity of the solute, not ideal when the
desired method should calculate accurate absolute pKa s of solutes or protein residues regardless of chemical identity.

When comparing RMSEs averaged over all molecules per method, the most accurate
method is ωB97x-D/6-31++G(d,p) with GD3 corrections, at an (underwhelming) accuracy
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of 2.9 pKa units (Tab 3.26), 1 pKa unit more accurate than our total average. However, upon
closer inspection we see that this method is not robust in that it only calculates the pKa of
methyl- and ethylammonium within 1 pKa unit of experiment. While other molecules are
wildly inaccurate (RMSEs: ethylthiol 3.4, methanol 6.4, ethanol 5.9, 4-methylimidazole(N )
3.44). Table 3.13 illustrates that some DFT treatments are (frustratingly) better suited for
some analogs than others. This trend is most comically evident between acetic acid and
ethylthiol, once again indicating ethylthiol might require unique treatment.

Interaction Energy Corrections: Nikoo et al (2018) calculated geometries, bond dissociation energies, proton affinities, and thermodynamic properties for a large selection of sulfur, disulfur, and trisulfer molecules in gas phase with a wide range of DFT functionals and
Pople basis sets.[448] Their results indicated B3LYP could not achieve converged geometries (relative to MP2 and QCISD geometries) even in the 6-311++G(3df,3pd) basis. They
also showed B3LYP performs poorly in bond dissociation energy calculation for their test
cases, so poorly they did not report thermochemistry data from B3LYP.[448] However, they
showed the best functionals for optimization of thiols compared to QCISD geometries were
B3PW91 (not considered in our work, but indicative that LYP correlation likely problematic for sulfur), ωB97x-D, and M06-2X. Furthermore, they showed the best functional/basis
set pair for calculating proton affinities, bond dissociation energies, and thermochemistries
was ωB97x-D/6-311G(2d,p). Our results are moderately consistent with their results as we
see the lowest average RMSEs and MSEs for ETSH with ωB97x-D and M06-2X, however
RMSE with these two methods is still 3.5 and 4.9 pKa units on average for ethylthiol.

Work from König et al (2016) provides another key to unwraveling the errors seen
in our pKa model. In Ref 449, the authors introduce a new scheme for conducting indirect QM/MM free energy simulations and compared success and computational expense
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of their method57 to QM/MM-NBB (a method pioneered by our group). To compare the
two methods, they calculated solvation free energies for a total of 34 small molecules in implicit and explicit solvent and treated the QM solutes according to five different functionals
(BLYP, B3LYP, PBE0, M06-2X, and ωB97x-D). They then compared all results to experimental solvation free energies. Their results showed ωB97x-D and M06-2X exhibit the largest
errors (RMSE and MSE) compared to experiment. They report RMSEs for BLYP, B3LYP,
PBE0, M06-2X, and ωB97x-D, of 1.02, 1.63, 2.10, 2.15, and 2.29 kcal/mol,58 respectively.
In their work, they consistently illustrated BLYP/6-31G(d) produced the most accurate solvation free energy results compared to experiment. They posit this effect is due to overpolarization on the QM region (particularly in the QM and MM region interaction energy) by
the fixed point charges inherent to the TIP3 water model. They emphasize overpolarization
thus becomes more pronounced when methods with increased contribution of HartreeFock exchange (such as ωB97x-D and M06-2X) are used.[449] König et al only calculated
solvation free energies for neutral molecules in solution, however, considering this effect
is rooted in polarization it cannot be assumed this error would cancel between our protonated and deprotonated endstates. Therefore, some of our error relative to experimental
pKa could stem from overpolarization on the solute by fixed MM charges, and this effect
would potentially be more pronounced in ωB97x-D and M06-2X results.

We arrive at a problem with conflicting solutions: more “sophisticated” functionals suffer from over-polarization due to TIP3 point charges, but BLYP likely is not accurate enough
to treat more complicated solutes and BLYP and B3LYP are inaccurate for sulfur containing
57

MESS-E-QM/MM: the multiple-environment single-system quantum mechanical molecular/mechanical
calculations with a Roothaan-step extrapolation.[449]
58
These results were errors for 22 of their 34 total small molecules. For the other 12 they report RMSEs (kcal/mol) of 1.00, 1.25, 1.59, 1.64, and 1.69, respectively. For methanol specifically, they report RMSEs
(kcal/mol) of 1.29, 0.65, 0.35, 0.10, 0.07, respectively. For ethanol, they report RMSEs (kcal/mol) of 1.20, 0.55,
0.19, 0.05, 0.03, respectively. However, for methanethiol, they report RMSEs (kcal/mol) of 1.85, 1.95, 2.21,
1.98, 2.16, respectively. And for phenol they report RMSEs (kcal/mol) of 0.69, 0.03, 0.82, 0.89, 0.94, respectively. These results are strikingly consistent with our pKa results and once again point to the importance of
method/basis choice.
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compounds. Ideally we’d find a QM treatment that works robustly for most/all solutes. Perhaps, we could treat the solute interal energy according to the more “sophisticated” ωB97xD, and treat the interaction energy between the QM solute and MM waters (which is affected by polarization) according to BLYP/6-31G(d) as suggested by König et al. As such, we
incorporated a correction to the QM/MM interaction energy:
ωB97x−D/basis+BLY P/6−31G(d)

UT ot

BLY P/6−31G(d)

ωB97x−D/basis
T IP 3
= Uqm
+ Umm
+ Uinter

(93)

where “qm” indicates the gas phase energy of QM region atoms, “mm” indicates molecular
mechanical potential energy of MM region atoms (in this case simply TIP3 water molecules),
“inter” meaning the interaction energy between the two regions, and “basis” refers to whatever basis set used to calculate the gas phase ωB97x-D energy. Eq. 93 can be calcuBLY P/6−31G(d)/M M

lated simply from UT ot
ωB97x−D/basis

Uqm(g)

BLY P/basis

, Uqm(g)

and from the gas phase quantum mechanical energies

as such:

ωB97x−D/basis+BLY P/6−31G(d)

UT ot

BLY P/6−31G(d)/M M

=UT ot

BLY P/6−31G(d)

T IP 3
+ Umm
+ Uinter

BLY P/6−31G(d)

+ Uqm(g)

=Uqm(g)
−Uqm(g)

BLY P/6−31G(d)

In this case, Uinter

BLY P/6−31G(d)

− Uqm(g)

ωB97x−D/basis

+ Uqm(g)

BLY P/6−31G(d)

ωB97x−D/basis

(94)

is not as sensitive to overpolarization as the more HF heavy

ωB97x−D
, but this still allows for high level energetic treatement of the solute in the gas
Uinter

phase component of the total QM/MM energy. Results calculated with this “interaction
energy correction” are listed in the last 4 rows of Tables 3.10 and 3.13.59
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As gas phase contributions to the total QM/MM energy are calculated according to ωB97x-D/basis, the
∆ZP E DF T and ∆EP A for this method are taken to be the ωB97x-D/basis values.
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We see that use of BLYP/6-31G(d) to describe interaction energies and ωB97x-D to
treat quantum region energetics was very successful in providing more robust results.
When averaged over results from all basis sets and all molecules, ωB97x-Die (interaction energy corrected ωB97x-D) is as accurate as ωB97x-D, but is the most accurate method when
considering only the canonically titratable analogs (i.e. excluding methanol and ethanol),
MSE 0.8 pKa and RMSE 1.5 pKa , Tab 3.26. For the canonically titratable analogs these results are quite promising, as we have calculated absolute pKa s here, where as many methods who obtain results of similar or improved accuracy can do so only by calculating relative
pKa shifts. Relative pKa calculations are certinaly advantageous as sources of systemmatic
error will likely cancel, however it assumes all sources of error in the pKa scheme are systemmatic.

Somewhat surprisingly, our results are moderately more accurate than those calculated
from density funcitonal based molecular dynamics. Mangold et al calculated absolute pKa s
of amino acid side chains in solution using density functional based molecular dynamics simulations where solute and solvent (up to 63) molecules are treated according to BLYP (core
electrons treated with GTH pseudopotentials and valence electrons modeled in the TZV2P
basis, simulations conducted for 10-20ps).[450] They calculated an average accuracy relative to experiment of 2.1 pKa units. Thus, our results are in excellent agreement with theirs,
but at likely a fraction of the simulaton cost. They reported significant water structural rearrangments upon deprotonation, and this effect was most pronouned in, unsurprisingly,
protonated to deprotonated cysteine side-chain (which we model with ethylthiol). Mangold et al describe the importance of water rearrangements to the predicted pKa , which
once again points to the importance of conformational sampling.[450]

Finally, as mentioned in the Introduction, there are many reported literature values for
the solvation free energy of a proton, most commonly circulating being -262.4 kcal/mol[],
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-264 kcal/mol[], and -251 kcal/mol[]. In all results described in this work, we used -262.4
kcal/mol as that provided the most reliable results with across all analogs. However, as can
be seen, these reported values vary by up to 13 kcal/mol. In the very near future our group
will work to calculate the solvation free energy of a proton (or Hydronium) and apply this
value to the pKa results presented here.

3.4.5

Conclusions

We have presented here an accurate and cost-effective absolute pKa prediction tool utilizing indirect QM/MM free energy simulations. We have calculated absolute pKa s for several side chain amino acid analogs, including Serine and Threonine analogs (methanol and
ethanol). We illustrate this tool can be used to calculate DFT quality pKa s from MM alchemical free energy simulations, in conjunction with parallelizable nonequilibrium switching simulations (Eq. ??) and parallelizable DFT single point energy evaluations (Eq. 86).

Upon thorough examination of pKa results from five different methods, two basis sets,
and inclusion/exclusion of Grimme third order dispersion terms, we can enumerate the following short term conclusions:

• Choice of DFT method affects accuracy of precited pKa on average by 0.6 pKa units;
for sensitive solutes, method choice can affect predicted pKa by up to 4.0 pKa units.
• Choice of basis set affects accuracy of predicted pKa on average by 0.6 pKa units; for
sensitive solutes, basis set choice can affect predicted pKa by up to 2.0 pKa units.
• Inclusion of added Grimme third order dispersion terms on average only affected pKa
accuracy by 0.03 pKa units. As we are still outside of robust 1pKa unit accuracy, in264

cluding Grimme third order dispersion terms are thus likely not a priority at this current stage.
• All methods performed well for methylammonium (average RMSE 0.3 pKa ), ethylammonium (average RMSE 0.7 pKa ), and acetic acid (average RMSE 1.4 pKa ).
• All methods performed precisely inaccurately for methanol (average RMSE of 8.0
pKa ) and ethanol (average RMSE of pKa ). However, for these two molecules, their
component free energies (Tab 3.8, 3.9, 3.19, and 3.20) are converged (low σ∆A ) while
T
∆U 3ob→DF T s appear moderately biased. Furthermore their ∆∆A3ob→DF
corrections
T ot

are relatively invariant with respect to DFT method, Tab 3.24. Thus, the inability of
our method to calculate accurate pKa s for ethanol and methanol is an open area of
research in our lab. We believe incorporation of a few solvent molecules in the QM
region will likely improve stabilization of the anion and therefore lower predicted pKa
calculations.
• Ethlythiol was the most stringent test case for our QM/MMpKa method. While
QM/MMpKa did not perform well for ethanol and methanol, results were consistent
between methods and basis sets. However, choice of method and basis set drastically
affected accuracy of predicted ethylthiol pKa .
• A QM/MM corrected interaction energy approach (∆U ωB97x−D/basis+BLY P/6−31G(d) )
provided the most robust and accurate results across all canonically titrable analogs
including ethlythiol. While

As mentioned, this work is still actively ongoing and there are many likely sources of
error upon which we can improve. Future lines of investigation include:
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• Using a similar indirect QM/MM solvation free energy scheme to calculate the solvation free energy of a hydronium ion.
• Calculating ∆∆AM M →3ob and ∆∆G3ob→DF T wherein the first solvation shell of water
molecules is treated at the target level of theory as well. This will certainly increase
the computational expense, but it will likely improve accuracy and robustness of the
method.
• Applying this method to challenging protein examples of interest such as those described in the Introduction.

Overall, QM/MMpKa is a (relatively) accurate means for calculating absolute pKa s of
small molecules in solution. It is more accurate than other results calculated from direct
density functional based molecular dynamics simulations which are far more resource intensive. Our method also incorporates conformational sampling effects, which many currently available pKa packages cannot do, but which many authors report is of importance
in predicting pKa . There is still much work to do to improve this method, but it represents
an excellent start for including both conformational sampling and nuanced electrostatic effects in pKa estimation.

Acknowledgements: FLK would like to thank Phillip Hudson-Bookhamer for his insightful conversations regarding free energy simulations and QM/MM interaction energy correction calculations. FLK would also like to acknowledge Veronika Zeindlhofer for exceptionally helpful conversations about DFT method performance and (mind-numbing) intricacies. FLK acknowledges the National Science Foundation Graduate Research Fellowship for
funding (project number 3900101301). Finally, FLK, SB, and HLW would like to graciously
acknowledge Qiang Cui for insgithful conversations about pKa calculations via indirect
266

QM/MM FES as well as GSBP. HLW would like to highlight that this material is based upon
work supported by the National Science Foundation under CHE-1464946. Finally, FLK and
HLW would like recognize additional computational support was provided, through collaboration with University of South Florida’s Computing Cluster (CIRCE) team, via NSF’s Major
Research Instrumentation Program (MRI-1531590). S.B. gratefully acknowledges support
of this work from the FWF (grant P31024).

3.4.6

Supporting Information
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not publicly available, I have chosen to include these tables in this “Supporting Information”
section here. These tables are too detailed to include in the main work, although I reference
them quite frequently.
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Table 3.15: ∆A3ob→DF T for acetic acid and acetate calculated according to Zwanzig’s equation. All
values are reported in kcal/mol. (a)For conciseness, ∆A is reported as an offset from the true calculated ∆A3ob→DF T by -136,000 kcal/mol. Thus, to arrive at our calculated values simply add this
offset value to each value indicated in these columns. (b)The total 3ob → DF T “correction” can be
T = −∆A3ob→DF T + ∆A3ob→DF T + ∆A3ob→DF T , where ∆A3ob→DF T =
found as follows: ∆A3ob→DF
T ot
ACEH
ACET
H+
H+
-151.04kcal/mol.

ACEH
method

BLYP

B3LYP

OLYP

basis set

(a)

∆A

Hyst

σ∆A

(a)

ACET
W

σW

Π

(a)

∆A

Hyst

σ∆A

(a)

W

σW

Π

(b)

∆A3ob→DF T

6-31G(d)

-446.06

0.21

0.48

-442.34

2.27

0.20

-277.67

0.02

0.15

-274.18

2.19

0.31

17.35 ± 0.51

6-31G(d)+GD3

-448.39

0.21

0.49

-444.64

2.28

0.19

-279.59

0.02

0.15

-276.07

2.20

0.3

17.75 ± 0.51

6-31++G(d,p)

-465.27

0.19

0.48

-461.90

2.15

0.38

-310.68

0.20

0.49

-306.15

2.66

-0.16

3.55 ± 0.69

6-31++G(d,p)+GD3

-467.39

0.19

0.48

-464.20

2.16

0.36

-312.58

0.20

0.49

-308.04

2.66

-0.17

3.97 ± 0.69

6-31G(d)

-486.11

0.07

0.31

-483.05

2.10

0.53

-319.56

0.18

0.49

-315.87

2.18

0.22

15.50 ± 0.62

6-31G(d)+GD3

-487.98

0.7

0.30

-484.89

2.11

0.52

-321.09

0.25

0.53

-317.38

2.19

0.21

15.85 ± 0.61

6-31++G(d,p)

-503.22

0.04

0.24

-500.39

1.96

0.76

-347.73

0.22

0.54

-343.60

2.54

0.01

4.25 ± 0.59

6-31++G(d,p)+GD3

-504.90

0.04

0.24

-502.23

1.97

0.74

-349.26

0.22

0.54

-345.11

2.54

0.00

4.60 ± 0.59

6-31G(d)

-441.01

0.13

0.41

-437.62

2.19

0.36

-270.98

0.09

0.33

-267.31

2.22

0.22

18.98 ± 0.53

6-31G(d)+GD3

-442.87

0.12

0.40

-439.46

2.20

0.35

-272.52

0.09

0.33

-268.82

2.23

0.21

19.31 ± 0.52

6-31++G(d,p)

-458.94

0.09

0.34

-456.04

2.04

0.62

-300.31

0.18

0.49

-295.96

2.60

-0.08

7.59 ± 0.66

6-31++G(d,p)+GD3

-460.80

0.08

0.33

-456.89

2.05

0.61

-301.83

0.09

0.33

-297.47

2.61

-0.09

7.93 ± 0.66

6-31G(d)

-439.26

0.07

0.29

-436.16

2.12

0.51

-273.00

0.41

0.66

-268.91

2.27

0.03

15.21 ± 0.72

6-31G(d)+GD3

-444.84

0.06

0.28

-441.73

2.13

0.50

-278.95

0.42

0.66

-274.85

2.27

0.03

14.85 ± 0.72

6-31++G(d,p)

-453.75

0.03

0.21

-451.06

1.98

0.73

-297.07

0.35

0.63

-292.70

2.55

-0.10

5.64 ± 0.66

6-31++G(d,p)+GD3

-459.62

0.03

0.21

-456.92

1.98

0.72

-303.44

0.35

0.63

-299.06

2.55

-0.10

5.13 ± 0.66

6-31G(d)

-423.54

0.05

0.25

-420.23

2.20

0.4

-259.96

0.47

0.70

-255.71

2.30

-0.04

12.54 ± 0.74

6-31G(d)+GD3

-444.18

0.07

0.30

-441.10

2.12

0.52

-279.33

0.28

0.55

-275.74

2.16

0.27

13.81 ± 0.62

6-31++G(d,p)

-437.29

0.03

0.20

-434.38

2.06

0.61

-282.43

0.37

0.64

-278.03

2.54

-0.11

3.82 ± 0.67

6-31++G(d,p)+GD3

-459.60

0.05

0.25

-456.92

1.97

0.73

-304.85

0.22

0.53

-300.86

2.49

0.08

3.71 ± 0.60

6-31G(d)

-437.76

0.9

0.34

-434.36

2.29

0.36

-270.11

0.65

0.85

-264.94

2.52

-0.43

16.60 ± 0.92

ωB97x-D +

6-31G(d)+GD3

-443.37

0.08

0.32

-439.96

2.30

0.36

-276.00

0.67

0.86

-270.80

2.52

-0.44

16.32 ± 0.92

BLYP

6-31++G(d,p)

-450.85

0.06

0.29

-447.89

2.12

0.58

-294.89

0.46

0.71

-290.67

2.25

-0.03

4.91 ± 0.77

6-31++G(d,p)+GD3

-456.70

0.06

0.28

-453.74

2.12

0.58

-301.16

0.48

0.72

-296.93

2.25

-0.03

4.50 ± 0.77

ωB97x-D

M06-2X
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Table 3.16: ∆A3ob→DF T for ethylthiol and ethylthiolate calculated according to Zwanzig’s equation.
All values are reported in kcal/mol. (a)For conciseness, ∆A is reported as an offset from the true
calculated ∆A3ob→DF T by -294,000 kcal/mol. Thus, to arrive at our calculated values simply add this
offset value to each value indicated in these columns. (b)The total 3ob → DF T “correction” can be
T = −∆A3ob→DF T + ∆A3ob→DF T + ∆A3ob→DF T , where ∆A3ob→DF T =
found as follows: ∆A3ob→DF
T ot
ET SH
ES1
H+
H+
-151.04kcal/mol.

ETSH
method

BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

basis set

(a)

∆A

Hyst

σ∆A

ES1
(a)

W

σW

Π

(a)

∆A

Hyst

σ∆A

(a)

W

σW

Π

(b)

∆A3ob→DF T

6-31G(d)

-815.58

0.07

0.31

-812.60

1.94

0.56

-650.67

0.13

0.46

-646.31

2.50

-0.09

13.87 ± 0.55

6-31G(d)+GD3

-818.53

0.06

0.29

-815.52

1.96

0.55

-653.10

0.13

0.45

-648.72

2.51

-0.10

14.39 ± 0.53

6-31++G(d,p)

-825.23

0.06

0.28

-822.39

1.91

0.64

-665.14

0.65

0.81

-658.49

3.04

-0.99

9.05 ± 0.85

6-31++G(d,p)+GD3

-828.20

0.07

0.28

-825.32

1.92

0.62

-667.52

0.60

0.79

-660.90

3.03

-0.98

9.64 ± 0.84

6-31G(d)

-867.54

0.05

0.24

-865.35

1.62

1.02

-704.07

0.18

0.49

-699.86

-2.44

-0.02

12.43 ± 0.54

6-31G(d)+GD3

-869.88

0.04

0.22

-867.70

1.63

1.02

-706.02

0.17

0.48

-701.81

2.44

-0.02

12.82 ± 0.53

6-31++G(d,p)

-876.34

0.03

1.81

-874.27

1.62

1.09

-716.73

0.84

0.91

-710.31

2.89

-0.91

8.58 ± 0.92

6-31++G(d,p)+GD3

-878.68

0.02

1.64

-876.62

1.62

1.10

-718.65

0.81

0.89

-712.26

2.89

-0.9

8.99 ± 0.91

6-31G(d)

-837.00

0.05

0.24

-834.62

1.71

0.90

-670.38

0.23

0.54

-666.03

2.46

-0.09

15.58 ± 0.59

6-31G(d)+GD3

-839.34

0.04

0.21

-836.97

1.72

0.91

-672.33

0.22

0.53

-667.98

2.46

-0.09

15.97 ± 0.57

6-31++G(d,p)

-846.53

0.03

0.18

-844.28

1.69

0.98

-683.88

1.01

0.94

-677.16

2.92

-1.01

11.61 ± 0.96

6-31++G(d,p)+GD3

-848.67

0.02

0.17

-846.63

1.69

0.99

-685.79

0.97

0.93

-679.11

2.92

-1.00

12.03 ± 0.57

6-31G(d)

-832.12

0.03

0.17

-829.95

1.63

1.03

-669.55

0.30

0.58

-665.04

2.50

-0.15

11.53 ± 0.60

6-31G(d)+GD3

-833.82

0.02

0.17

-831.61

1.65

1.00

-671.63

0.34

0.61

-666.92

2.56

-0.24

11.15 ± 0.63

6-31++G(d,p)

-839.76

0.02

0.14

-837.67

1.63

1.08

-680.25

1.09

0.99

-673.64

2.87

-0.98

8.46 ± 0.97

6-31++G(d,p)+GD3

-841.49

0.02

0.15

-839.35

1.65

1.05

-682.21

1.15

1.00

-675.42

2.91

-1.04

8.24 ± 1.01

6-31G(d)

-805.28

0.02

0.16

-803.17

1.62

1.06

-646.16

0.36

0.61

-641.50

2.56

-0.22

8.08 ± 0.63

6-31G(d)+GD3

-816.93

0.02

0.14

-814.74

1.65

1.02

-655.64

0.37

0.63

-650.69

2.65

-0.34

10.25 ± 0.64

6-31++G(d,p)

-812.29

0.01

0.13

-810.23

1.63

1.10

-656.22

1.03

0.97

-649.57

2.92

-0.99

5.02 ± 0.97

6-31++G(d,p)+GD3

-825.19

0.03

0.20

-823.02

1.66

0.94

-667.11

1.21

1.03

-659.98

3.02

-1.16

7.03 ± 1.04

6-31G(d)

-831.71

0.03

0.17

-829.69

1.57

1.12

-667.93

0.32

0.59

-663.39

2.52

-0.17

12.75 ± 0.62

ωB97x-D + 6-31G(d)+GD3

-833.40

0.02

0.17

-831.34

1.59

1.10

-669.93

0.36

0.62

-665.22

2.57

-0.24

12.43 ± 0.64

BLYP

6-31++G(d,p)

-839.46

0.01

0.12

-837.46

1.56

1.13

-683.244

0.52

0.70

-678.61

2.45

-0.21

5.17 ± 0.71

6-31++G(d,p)+GD3

-841.16

0.03

0.17

-839.12

1.58

1.11

-684.87

0.58

0.73

-680.05

2.50

-0.29

5.25 ± 0.75
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Table 3.17: ∆A3ob→DF T for methylammonium and methylamine calculated according to Zwanzig’s
equation. All values are reported in kcal/mol. (a)For conciseness, ∆A is reported as an offset from
the true calculated ∆A3ob→DF T by -56,000 kcal/mol. Thus, to arrive at our calculated values simply
add this offset value to each value in indicated columns. (b)The total 3ob → DF T “correction” can be
T = −∆A3ob→DF T + ∆A3ob→DF T + ∆A3ob→DF T , where ∆A3ob→DF T =
found as follows: ∆A3ob→DF
T ot
M AM M
M AM 1
H+
H+
-151.04kcal/mol.

MAMM
method

BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

basis set

(a)

∆A

Hyst

σ∆A

(a)

MAM1
W

σW

Π

(a)

∆A

Hyst

σ∆A

(a)

W

σW

Π

(b)

∆A3ob→DF T

6-31G(d)

-522.47

0.03

0.19

-520.50 1.54

1.16

-358.45

0.05

0.23

-355.26

2.03

0.44

12.98 ± 0.32

6-31G(d)+GD3

-523.92

0.03

0.19

-521.90 1.65

1.13

-359.40

0.02

0.17

-356.27

2.04

0.44

13.48 ± 0.26

6-31++G(d,p)

-531.44

0.04

0.23

-529.36 1.56

1.09

-371.99

0.03

0.19

-368.79

2.08

0.43

8.41 ± 0.30

6-31++G(d,p)+GD3

-532.90

0.04

0.23

-530.76 1.58

1.06

-373.04

0.03

0.20

-369.79

2.10

0.41

8.81 ± 0.31

6-31G(d)

-557.99

0.01

0.12

-556.65 1.26

1.61

-393.78

0.03

0.19

-390.95

1.89

0.60

13.17 ± 0.22

6-31G(d)+GD3

-559.11

0.01

0.12

-557.74 1.27

1.59

-394.57

0.03

0.19

-391.74

1.90

0.59

13.49 ± 0.22

6-31++G(d,p)

-566.89

0.02

0.14

-565.43 1.30

1.52

-406.13

0.05

0.23

-403.21

1.97

0.58

9.72 ± 0.27

6-31++G(d,p)+GD3

-568.00

0.02

0.14

-566.52 1.31

1.52

-406.92

0.04

0.23

-404.00

1.97

0.58

10.04 ± 0.27

6-31G(d)

-531.20

0.01

0.12

-529.76 1.26

1.61

-365.22

0.05

0.25

-362.35

1.94

0.61

14.84 ± 0.28

6-31G(d)+GD3

-532.22

0.01

0.12

-530.84 1.27

1.59

-366.08

0.05

0.30

-363.12

1.96

0.56

15.10 ± 0.30

6-31++G(d,p)

-541.08

0.02

0.15

-539.59 1.31

1.50

-378.55

0.04

0.21

-375.67

1.95

0.63

11.49 ± 0.26

6-31++G(d,p)+GD3

-542.20

0.02

0.15

-540.68 1.32

1.48

-379.35

0.04

0.21

-376.46

1.96

0.62

11.80 ± 0.26

6-31G(d)

-539.17

0.01

0.11

-537.92 1.23

1.69

-373.23

0.03

0.20

-370.28

1.96

0.59

14.90 ± 0.23

6-31G(d)+GD3

-539.96

0.01

0.11

-538.71 1.22

1.69

-374.81

0.03

0.20

-371.87

1.95

0.59

14.12 ± 0.23

6-31++G(d,p)

-547.35

0.01

0.13

-546.01 1.26

1.61

-384.13

0.04

0.24

-381.09

2.02

0.54

12.18 ± 0.27

6-31++G(d,p)+GD3

-548.32

0.01

0.13

-546.98 1.27

1.61

-385.83

0.05

0.24

-382.77

2.02

0.53

11.45 ± 0.27

6-31G(d)

-519.40

0.01

0.13

-518.03 1.27

1.59

-357.50

0.04

0.22

-354.56

1.95

0.57

10.86 ± 0.26

6-31G(d)+GD3

-529.06

0.01

0.14

-537.67 1.28

1.58

-366.03

0.02

0.18

-363.14

1.93

0.62

11.99 ± 0.22

6-31++G(d,p)

-527.18

0.02

0.15

-525.70 1.31

1.51

-367.67

0.05

0.24

-364.64

2.01

0.57

8.47 ± 0.28

6-31++G(d,p)+GD3

-537.86

0.02

0.15

-536.39 1.31

1.51

-377.60

0.04

0.23

-374.57

2.01

0.55

9.21 ± 0.28

6-31G(d)

-538.72

0.00

0.08

-537.68 1.12

1.87

-372.45

0.03

0.20

-371.46

1.80

0.77

15.23 ± 0.22

ωB97x-D +

6-31G(d)+GD3

-539.50

0.00

0.08

-538.47 1.12

1.87

-374.04

0.03

0.20

-371.46

1.80

0.77

14.42 ± 0.22

BLYP

6-31++G(d,p)

-546.50

0.00

0.08

-545.52 1.09

1.92

-382.93

0.02

0.17

-380.50

1.71

0.85

12.53 ± 0.19

6-31++G(d,p)+GD3

-547.45

0.00

0.08

-546.48 1.09

1.93

-384.61

0.02

0.17

-382.18

1.72

0.85

11.80 ± 0.19
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Table 3.18: ∆A3ob→DF T for ethylammonium and ethylamine calculated according to Zwanzig’s
equation. All values are reported in kcal/mol. (a)For conciseness, ∆A is reported as an offset from
the true calculated ∆A3ob→DF T by -79,000 kcal/mol. Thus, to arrive at our calculated values simply
add this offset value to each value indicated in these columns. (b)The total 3ob → DF T “correcT = −∆A3ob→DF T + ∆A3ob→DF T + ∆A3ob→DF T , where
tion” can be found as follows: ∆A3ob→DF
T ot
EAM M
EAM 1
H+
T = -151.04kcal/mol.
∆A3ob→DF
H+

EAMM
method

BLYP

B3LYP

OLYP

basis set

(a)

∆A

Hyst

σ∆A

(a)

EAM1
W

σW

Π

(a)

∆A

Hyst

σ∆A

(a)

W

σW

Π

(b)

∆A3ob→DF T

6-31G(d)

-624.56

0.11

0.32 -622.34

1.66

1.00

-461.92

0.09

0.36

-4601.73

2.35

0.00

11.61 ± 0.48

6-31G(d)+GD3

-628.06

0.11

0.32 -625.81

1.69

0.98

-464.88

0.10

0.38

-460.73

2.35

0.44

12.14 ± 0.49

6-31++G(d,p)

-636.06

0.14

0.36 -633.75

1.67

0.95

-478.05

0.16

0.42

-474.03

2.34

0.06

6.96 ± 0.55

6-31++G(d,p)+GD3

-639.56

0.13

0.36 -633.75

1.67

0.93

-481.02

0.19

0.45

-476.90

2.36

0.04

7.50 ± 0.57

6-31G(d)

-677.44

0.02

0.16 -676.05

1.32

1.58

-514.19

0.03

0.19

-510.95

2.06

0.42

12.21 ± 0.24

6-31G(d)+GD3

-680.17

0.02

0.16 -678.76

1.33

1.56

-516.47

0.03

0.20

-513.19

2.07

0.37

12.66 ± 0.25

6-31++G(d,p)

-688.61

0.02

0.18 -687.12

1.35

1.50

-528.84

0.03

0.19

-525.61

2.10

0.43

8.73 ± 0.26

6-31++G(d,p)+GD3

-691.33

0.03

0.18 -689.05

1.36

1.49

-531.10

0.03

0.21

-527.85

2.11

0.44

9.19 ± 0.26

6-31G(d)

-637.58

0.05

0.23 -636.04

1.37

1.46

-472.61

0.04

0.23

-469.09

2.18

0.28

13.92 ± 0.32

6-31G(d)+GD3

-640.30

0.05

0.23 -638.75

1.38

1.46

-474.90

0.04

0.24

-471.33

2.19

0.38

14.36 ± 0.33

6-31++G(d,p)

-649.99

0.06

0.25 -648.32

1.41

1.37

-488.34

0.04

0.22

-484.97

2.15

0.36

10.61 ± 0.34

6-31++G(d,p)+GD3

-652.71

0.06

0.25 -651.03

1.42

1.36

-490.62

0.05

0.24

-487.22

2.15

0.29

11.05 ± 0.35

6-31G(d)

-651.28

0.01

0.13 -649.94

1.29

1.62

-486.14

0.02

0.17

-482.78

2.11

0.38

14.09 ± 0.21

6-31G(d)+GD3

-653.11

0.01

0.13 -651.77

1.29

1.62

-488.79

0.02

0.17

-485.43

2.11

0.38

12.38 ± 0.22

6-31++G(d,p)

-661.38

0.02

0.14 -659.97

1.32

1.55

-499.02

0.02

0.19

-495.67

2.15

0.38

11.32 ± 0.23

6-31++G(d,p)+GD3

-663.40

0.02

0.15 -661.97

1.32

1.55

-501.78

0.03

0.19

-498.42

2.16

0.38

10.58 ± 0.24

6-31G(d)

-625.23

0.01

0.13 -623.82

1.32

1.57

-464.31

0.02

0.16

-460.99

2.10

0.39

9.87 ± 0.21

6-31G(d)+GD3

-638.80

0.02

0.15 -637.37

1.34

1.54

-476.81

0.03

0.19

-473.49

2.10

0.40

10.96 ± 0.24

6-31++G(d,p)

-634.71

0.02

0.14 -633.20

1.36

1.49

-476.26

0.02

0.17

-472.94

2.13

0.40

7.41 ± 0.22

6-31++G(d,p)+GD3

-649.74

0.02

0.17 -648.22

1.37

1.48

-490.59

0.03

0.20

-487.25

2.15

0.38

8.10 ± 0.26

6-31G(d)

-650.66

0.01

0.11 -649.55

1.17

1.81

-485.28

0.01

0.13

-482.35

1.96

0.60

14.34 ± 0.17

ωB97x-D +

6-31G(d)+GD3

-652.48

0.01

0.11 -651.37

1.18

1.81

-487.93

0.01

0.14

-485.00

1.96

0.60

13.51 ± 0.17

BLYP

6-31++G(d,p)

-660.35

0.01

0.10 -659.32

1.14

1.87

-497.75

0.02

0.15

-495.03

1.87

0.71

11.56 ± 0.18

6-31++G(d,p)+GD3

-662.34

0.01

0.10 -661.30

1.14

1.87

-500.50

0.02

0.16

-497.76

1.87

0.70

10.80 ± 0.18

ωB97x-D

M06-2X
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Table 3.19: ∆A3ob→DF T for methanol and methoxide calculated according to Zwanzig’s equation.
All values are reported in kcal/mol. (a)For conciseness, ∆A is reported as an offset from the true
calculated ∆A3ob→DF T by -68,000 kcal/mol. Thus, to arrive at our calculated values simply add this
offset value to each value indicated in these columns. (b)The total 3ob → DF T “correction” can be
T = −∆A3ob→DF T + ∆A3ob→DF T + ∆A3ob→DF T , where ∆A3ob→DF T =
found as follows: ∆A3ob→DF
T ot
M EOH
M ET O
H+
H+
-151.04kcal/mol.

MEOH
method

BLYP

B3LYP

OLYP

basis set

(a)

∆A

Hyst

σ∆A

(a)

METO
W

σW

Π

(a)

∆A

Hyst

σ∆A

(a)

W

σW

Π

(b)

∆A3ob→DF T

6-31G(d)

-491.10

0.01

0.12

-489.78

1.30

1.63

-311.22

0.32

0.74

-304.34

3.24

-1.07

28.83 ± 0.75

6-31G(d)+GD3

-492.00

0.01

0.12

-490.62

1.33

1.58

-311.81

0.32

0.73

-304.95

3.24

-1.07

29.15 ± 0.74

6-31++G(d,p)

-507.44

0.01

0.08

-505.62

1.56

1.26

-345.70

0.18

0.50

-339.01

3.38

-1.01

10.70 ± 0.50

6-31++G(d,p)+GD3

-508.34

0.01

0.08

-506.46

1.59

1.22

-346.31

0.18

0.49

-339.61

3.38

-1.01

11.00 ± 0.50

6-31G(d)

-520.34

0.01

0.10

-519.37

1.08

1.93

-340.74

0.20

0.56

-334.18

3.25

-0.96

28.56 ± 0.57

6-31G(d)+GD3

-521.04

0.01

0.10

-520.06

1.09

1.92

-341.23

0.20

0.57

-334.70

3.24

-0.95

28.77 ± 0.57

6-31++G(d,p)

-535.09

0.01

0.13

-533.58

1.36

1.48

-337.21

0.15

0.50

-364.85

3.33

-0.89

12.83 ± 0.52

6-31++G(d,p)+GD3

-535.79

0.01

0.13

-534.27

1.37

1.47

-371.73

0.20

0.57

-334.70

3.24

-0.95

13.02 ± 0.52

6-31G(d)

-491.09

0.00

0.09

-490.11

1.11

1.92

-309.67

0.33

0.73

-302.34

3.41

-1.23

30.38 ± 0.74

6-31G(d)+GD3

-491.80

0.01

0.09

-490.79

1.12

1.89

-310.16

0.33

0.73

-302.86

3.41

-1.22

30.60 ± 0.74

6-31++G(d,p)

-506.69

0.01

0.11

-505.33

1.31

1.60

-340.61

0.17

0.54

-333.90

3.43

-1.02

15.05 ± 0.55

6-31++G(d,p)+GD3

-507.41

0.01

0.11

-506.02

1.32

1.58

-341.12

0.17

0.54

-334.42

3.43

-1.01

15.24 ± 0.55

6-31G(d)

-496.15

0.01

0.13

-495.06

1.13

1.82

-315.80

0.14

0.46

-309.31

3.31

-0.94

29.31 ± 0.47

6-31G(d)+GD3

-497.87

0.02

0.13

-496.79

1.13

1.83

-317.98

0.13

0.44

-311.55

3.31

-0.92

28.85 ± 0.46

6-31++G(d,p)

-509.16

0.02

0.18

-507.57

1.37

1.42

-342.99

0.13

0.46

-336.69

3.37

-0.87

15.13 ± 0.49

6-31++G(d,p)+GD3

-511.09

0.03

0.18

-509.50

1.37

1.42

-345.55

0.12

0.45

-339.25

3.38

-0.87

14.50 ± 0.49

6-31G(d)

-483.16

0.01

0.13

-482.06

1.13

1.82

-305.98

0.10

0.38

-299.83

3.25

-0.81

26.13 ± 0.40

6-31G(d)+GD3

-492.47

0.01

0.12

-491.40

1.13

1.84

-314.29

0.12

0.45

-308.30

3.17

-0.76

27.14 ± 0.46

6-31++G(d,p)

-495.34

0.02

0.18

-493.75

1.36

1.42

-331.31

0.12

0.44

-325.22

3.31

-0.79

12.98 ± 0.47

6-31++G(d,p)+GD3

-506.05

0.02

0.15

-504.46

1.39

1.42

-342.68

0.14

0.47

-336.51

3.30

-0.82

12.32 ± 0.50

6-31G(d)

-494.93

0.00

0.07

-494.12

1.01

2.08

-311.87

0.27

0.63

-304.83

3.30

-1.13

32.02 ± 0.64

ωB97x-D +

6-31G(d)+GD3

-494.66

0.00

0.07

-495.86

1.00

2.08

-313.87

0.26

0.62

-306.90

3.30

-1.11

31.74 ± 0.63

BLYP

6-31++G(d,p)

-506.47

0.00

0.07

-505.70

0.97

2.12

-339.95

0.22

0.55

-335.58

2.40

-0.10

15.48 ± 0.56

6-31++G(d,p)+GD3

-508.38

0.00

0.07

-507.61

0.97

2.13

-342.28

0.22

0.55

-337.96

2.39

-0.08

15.05 ± 0.55

ωB97x-D

M06-2X
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Table 3.20: ∆A3ob→DF T for ethanol and ethoxide calculated according to Zwanzig’s equation. All
values are reported in kcal/mol. (a)For conciseness, ∆A is reported as an offset from the true calculated ∆A3ob→DF T by -91,000 kcal/mol. Thus, to arrive at our calculated values simply add this
offset value to each value indicated in these columns. (b)The total 3ob → DF T “correction” can be
T = −∆A3ob→DF T + ∆A3ob→DF T + ∆A3ob→DF T , where ∆A3ob→DF T =
found as follows: ∆A3ob→DF
T ot
ET OH
ET O
H+
H+
-151.04kcal/mol.

ETOH
method

BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

basis set

(a)

∆A

Hyst

σ∆A

ETO
(a)

W

σW

Π

(a)

∆A

Hyst

σ∆A

(a)

W

σW

Π

(b)

∆A3ob→DF T

6-31G(d)

-594.28

0.02

0.15

-592.59

1.49

1.36

-416.25

1.88

1.46

-407.05

3.56

-1.82

26.99 ± 1.46

6-31G(d)+GD3

-596.88

0.02

0.15

-595.15

1.51

1.33

-418.38

1.85

1.45

-409.18

3.56

-1.82

26.99 ± 1.46

6-31++G(d,p)

-613.10

0.01

0.14

-610.96

1.72

1.05

-451.57

0.69

0.91

-443.68

3.61

-1.41

10.49 ± 0.92

6-31++G(d,p)+GD3

-615.68

0.02

0.15

-613.53

1.72

1.05

-453.79

0.69

0.91

-443.68

3.61

-1.41

10.85 ± 0.96

6-31G(d)

-640.82

0.00

0.08

-639.61

1.26

1.72

-462.28

1.17

1.22

-454.08

3.60

-1.51

27.50 ± 1.23

6-31G(d)+GD3

-642.85

0.00

0.08

-641.63

1.26

1.71

-464.00

1.18

1.23

-455.78

3.60

-1.52

27.81 ± 1.24

6-31++G(d,p)

-657.80

0.01

0.10

-656.10

1.49

1.35

-493.68

0.29

0.63

-486.61

3.58

-1.14

13.07 ± 0.63

6-31++G(d,p)+GD3

-659.80

0.01

0.10

-658.13

1.48

1.36

-495.40

0.30

0.65

-488.31

3.58

-1.14

13.36 ± 0.65

6-31G(d)

-598.48

0.01

0.11

-597.11

1.33

1.59

-418.40

1.64

1.39

-409.14

3.73

-1.84

29.04 ± 1.39

6-31G(d)+GD3

-600.51

0.01

0.11

-599.13

1.33

1.58

-420.12

1.64

1.40

-410.83

3.73

-1.85

29.36 ± 1.41

6-31++G(d,p)

-616.46

0.01

0.09

-614.81

1.49

1.38

-450.43

0.63

0.80

-442.56

3.68

-1.40

14.99 ± 0.81

6-31++G(d,p)+GD3

-618.47

0.01

0.09

-616.83

1.48

1.39

-452.15

0.64

0.82

-444.26

3.67

-1.41

15.28 ± 0.83

6-31G(d)

-608.89

0.01

0.09

-607.54

1.33

1.61

-429.35

1.05

1.18

-421.15

3.68

-1.12

28.50 ± 1.18

6-31G(d)+GD3

-611.82

0.01

0.09

-610.48

1.32

1.61

-432.67

0.94

1.13

-424.65

3.72

-1.45

28.11 ± 1.13

6-31++G(d,p)

-623.83

0.01

0.13

-622.06

1.51

1.30

-457.42

0.28

0.64

-450.30

3.67

-1.15

15.37 ± 0.65

6-31++G(d,p)+GD3

-627.00

0.01

0.13

-625.21

1.52

1.29

-461.19

0.23

0.59

-454.16

3.68

-1.12

14.76 ± 0.61

6-31G(d)

-589.80

0.01

0.08

-588.44

1.32

1.60

-413.40

0.86

1.09

-405.64

3.69

-1.37

25.35 ± 1.09

6-31G(d)+GD3

-603.27

0.01

0.09

-601.96

1.30

1.64

-425.69

0.78

1.02

-418.34

3.56

-1.23

26.53 ± 1.02

6-31++G(d,p)

-603.75

0.01

0.14

-601.95

1.51

1.28

-439.63

0.27

0.65

-432.66

3.65

-1.10

13.08 ± 0.66

6-31++G(d,p)+GD3

-619.08

0.01

0.12

-617.30

1.52

1.29

-455.46

0.18

0.51

-448.75

3.58

-1.01

12.58 ± 0.52

6-31G(d)

-607.66

0.00

0.06

-606.54

1.22

1.80

-424.43

1.24

1.32

-415.51

3.83

-1.74

32.18 ± 1.32

ωB97x-D +

6-31G(d)+GD3

-610.60

-1.68

0.06

-609.49

1.22

1.81

-427.51

1.13

0.94

-418.78

3.82

0.00

32.05 ± 0.94

BLYP

6-31++G(d,p)

-621.103

0.00

0.07

-620.08

1.16

1.88

-452.74

-1.42

0.66

-447.50

3.00

-0.57

17.32 ± 0.67

6-31++G(d,p)+GD3

-624.23

0.00

0.07

-623.20

1.16

1.88

-456.17

0.27

0.58

-451.01

2.99

-0.50

17.02 ± 0.59
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Table 3.21: ∆A3ob→DF T for 4-methylimidazole (doubly protonated) and 4-methylimidazole (N
deprontated) calculated according to Zwanzig’s equation. All values are reported in kcal/mol.
(a)For conciseness, ∆A is reported as an offset from the true calculated ∆A3ob→DF T by -157,000
kcal/mol. Thus, to arrive at our calculated values simply add this offset value to each value in inT =
dicated columns. (b)The total 3ob → DF T “correction” can be found as follows: ∆AT3ob→DF
ot
3ob→DF T + ∆A3ob→DF T + ∆A3ob→DF T , where ∆A3ob→DF T = -151.04kcal/mol.
−∆AM
IM E
M IM I
H+
H+

MIME
method

BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

basis set

(a)

∆A

Hyst

σ∆A

MIMI
(a)

W

σW

Π

(a)

∆A

Hyst

σ∆A

(a)

W

σW

Π

(b)

∆A3ob→DF T

6-31G(d)

-994.69

0.09

0.33

-992.06

1.75 0.76

-848.42

0.05

0.24

-845.74

1.87

0.74

-4.78 ± 0.41

6-31G(d)+GD3

-999.53

0.08

0.32

-996.91

1.75 0.77

-852.63

0.05

0.25

-849.96

1.86

0.74

-4.15 ± 0.41

6-31++G(d,p)

-1008.00

0.13

0.39 -1005.05 1.84

0.59

-866.54

0.10

0.35

-863.19

2.10

0.38

-9.58 ± 0.52

6-31++G(d,p)+GD3

-1012.83

0.12

0.38 -1009.90 1.84

0.60

-870.75

0.10

0.35

-867.40

2.09

0.39

-8.96 ± 0.52

6-31G(d)

-1063.41

0.04

0.23 -1061.00 1.69

0.89

-917.45

0.13

0.64

-914.40

1.83

0.54

-5.08 ± 0.47

6-31G(d)+GD3

-1067.15

0.04

0.22 -1064.75 1.69

0.89

-920.70

0.12

0.41

-917.67

1.82

0.55

-4.58 ± 0.46

6-31++G(d,p)

-1076.07

0.05

0.26 -1073.44 1.77

0.76

-933.99

0.37

0.65

-930.20

2.03

0.17

-8.96 ± 0.70

6-31++G(d,p)+GD3

-1079.81

0.04

0.25 -1077.19 1.77

0.77

-937.23

0.37

0.65

-930.20

2.03

0.17

-8.46 ± 0.68

6-31G(d)

-1007.63

0.04

0.23 -1005.37 1.62

0.98

-860.12

0.04

0.25

-857.57

1.74

0.81

-3.53 ± 0.34

6-31G(d)+GD3

-1011.37

0.04

0.23 -1009.12 1.62

0.99

-863.37

0.05

0.25

-860.84

1.73

0.82

-3.04 ± 0.34

6-31++G(d,p)

-1021.44

0.06

0.28 -1018.90 1.71

0.82

-877.36

0.20

0.48

-874.14

1.93

0.45

-6.96 ± 0.55

6-31++G(d,p)+GD3

-1025.17

0.05

0.27 -1022.65 1.71

0.83

-880.61

0.19

0.47

-877.41

1.93

0.46

-6.48 ± 0.54

6-31G(d)

-1008.24

0.03

0.20 -1005.38 1.88

0.64

-861.25

0.16

0.45

-857.64

2.00

0.25

-4.06 ± 0.49

6-31G(d)+GD3

-1016.28

0.04

0.23 -1013.41 1.90

0.62

-870.10

0.17

0.46

-866.42

2.01

0.22

-4.86 ± 0.51

6-31++G(d,p)

-1019.35

0.00

0.21 -1016.32 1.94

0.55

-875.41

0.43

0.70

-871.12

2.16

-0.06

-7.11 ± 0.73

0.53

-884.37

0.45

0.71

-880.00

2.18

-0.10

-7.84 ± 0.75

1.91 0.61

-844.27

0.21

0.50

-840.57

1.99

0.21

-8.81 ± 0.54

0.59

-866.67

0.15

0.46

-863.18

1.96

0.31

-6.81 ± 0.51

1.91 0.61

-857.78

0.49

0.74

-853.41

2.14

-0.10

-11.54 ± 0.78

6-31++G(d,p)+GD3

-1027.57

0.04

0.22 -1024.50 1.96

6-31G(d)

-986.50

0.03

0.21

-983.60

6-31G(d)+GD3

-1010.90

0.03

0.21 -1019.75 1.91

6-31++G(d,p)

-986.50

0.03

0.21

6-31++G(d,p)+GD3

-1010.90

0.03

0.22 -1008.13 1.85

0.69

-881.63

0.38

0.67

-877.47

2.13

0.00

-9.97 ± 0.71

6-31G(d)

-1007.33

0.02

0.17 -1004.84 1.72

0.84

-859.48

0.14

0.43

-865.15

1.85

0.51

-3.19 ± 0.45

ωB97x-D + 6-31G(d)+GD3

-1015.38

0.02

0.17 -1012.84 1.74

0.82

-868.30

0.14

0.43

-865.15

1.85

0.48

-3.97 ± 0.46

BLYP

6-31++G(d,p)

-1017.95

0.02

0.16 -1015.51 1.70

0.87

-872.13

0.16

0.46

-869.08

1.79

0.53

-5.22 ± 0.48

6-31++G(d,p)+GD3

-1026.13

0.02

0.16 -1023.64 1.72

0.84

-881.04

0.17

0.47

-877.93

1.81

0.50

-5.95 ± 0.49

-983.60
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Table 3.22: ∆A3ob→DF T for p-cresol and p-cresolate calculated according to Zwanzig’s equation.
All values are reported in kcal/mol. (a)For conciseness, ∆A is reported as an offset from the true
calculated ∆A3ob→DF T by -205,000 kcal/mol. Thus, to arrive at our calculated values simply add
this offset value to each value in indicated columns. (b)The total 3ob → DF T “correction” can be
T = −∆A3ob→DF T + ∆A3ob→DF T + ∆A3ob→DF T , where ∆A3ob→DF T =
found as follows: ∆A3ob→DF
T ot
P CRO
P CR1
H+
H+
-151.04kcal/mol.

PCRO
method

BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

basis set

(a)

∆A

Hyst

σ∆A

PCR1
(a)

W

σW

Π

(a)

∆A

Hyst

σ∆A

(a)

W

σW

Π

(b)

∆A3ob→DF T

6-31G(d)

-1032.38

0.06

0.28 -1029.91 1.73 0.86

-869.29

0.26

0.70

-862.63 3.36 -1.00

12.04 ± 0.75

6-31G(d)+GD3

-1039.59

0.06

0.27 -1037.14 1.73 0.86

-876.05

0.25

0.70

-869.40 3.36 -0.99

12.50 ± 0.75

6-31++G(d,p)

-1055.90

0.21

0.44 -1052.80 1.89 0.51

-904.15

0.15

0.46

-897.97 3.26 -0.82

0.71 ± 0.64

6-31++G(d,p)+GD3

-1063.12

0.19

0.43 -1060.03 1.90 0.52

-910.93

0.16

0.48

-904.74 3.26 -0.82

1.14 ± 0.64

6-31G(d)

-1126.32

0.02

0.14 -1124.63 1.43 1.35

-963.04

0.10

0.40

-957.41 3.24 -0.61

12.24 ± 0.42

6-31G(d)+GD3

-1132.14

0.01

0.12 -1130.44 1.43 1.35

-968.49

0.10

0.40

-962.85 3.24 -0.61

12.62 ± 0.42

6-31++G(d,p)

-1147.58

0.03

0.21 -1145.51 1.58 1.10

-994.31

0.09

0.33

-989.13 3.07 -0.44

2.22 ± 0.39

6-31++G(d,p)+GD3

-1153.41

0.04

0.21 -1151.33 1.58 1.09

-999.78

0.10

0.35

-994.57 3.07 -0.44

2.59 ± 0.41

6-31G(d)

-1044.59

0.03

0.19 -1042.71 1.53 1.22

-880.32

0.17

0.56

-873.68 3.53 -0.99

13.22 ± 0.59

6-31G(d)+GD3

-1050.40

0.02

0.17 -1048.53 1.53 1.23

-885.77

0.17

0.56

-879.12 3.53 -0.99

13.58 ± 0.60

6-31++G(d,p)

-1066.66

0.03

0.19 -1064.59 1.60 1.10

-911.63

0.13

0.39

-905.61 3.32 -0.76

3.99 ± 0.44

6-31++G(d,p)+GD3

-1072.48

0.03

0.18 -1070.40 1.61 1.10

-917.09

0.14

0.42

-911.05 3.32 -0.77

4.35 ± 0.46

6-31G(d)

-1051.40

0.03

0.20 -1049.22 1.60 1.04

-887.37

0.07

0.32

-881.49 3.35 -0.71

12.99 ± 0.38

6-31G(d)+GD3

-1062.08

0.04

0.21 -1059.88 1.61 1.02

-898.45

0.07

0.32

-892.60 3.34 -0.69

12.59 ± 0.38

6-31++G(d,p)

-1069.67

0.06

0.27 -1067.21 1.69 0.86

-914.45

0.08

0.31

-909.18 3.13 -0.47

4.17 ± 0.41

6-31++G(d,p)+GD3

-1080.52

0.06

0.28 -1078.02 1.71 0.84

-925.84

0.07

0.30

-920.61 3.11 -0.45

3.63 ± 0.41

6-31G(d)

-1028.09

0.03

0.19 -1025.93 1.59 1.04

-867.00

0.07

0.32

-861.34 3.27 -0.63

10.04 ± 0.37

6-31G(d)+GD3

-1059.31

0.02

0.15 -1057.31 1.56 1.14

-896.71

0.06

0.29

-891.47 3.11 -0.46

11.56 ± 0.33

6-31++G(d,p)

-1045.54

0.07

0.28 -1043.09 1.69 0.87

-892.64

0.07

0.30

-887.50 3.07 -0.42

1.86 ± 0.41

6-31++G(d,p)+GD3

-1078.68

0.04

0.22 -1076.32 1.70 0.92

-925.62

0.06

0.27

-920.79 2.95 -0.29

2.02 ± 0.41

6-31G(d)

-1049.67

0.01

0.09 -1048.14 1.35 1.47

-882.69

0.17

0.49

-886.64 3.74 -1.09

15.94 ± 0.50

ωB97x-D + 6-31G(d)+GD3

-1060.35

0.01

0.09 -1058.80 1.36 1.45

-893.65

0.17

0.49

-886.64 3.74 -1.11

15.66 ± 0.50

BLYP

6-31++G(d,p)

-1067.09

0.01

0.11 -1065.67 1.30 1.54

-908.29

0.09

0.37

-902.57 3.26 -0.65

7.76 ± 0.38

6-31++G(d,p)+GD3

-1077.90

0.01

0.10 -1076.45 1.31 1.53

-919.43

0.09

0.36

-913.70 3.26 -0.65

7.44 ± 0.37
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Table 3.23: ∆EP A calculated per titratable amino acids between DFT and CCSD(T)/6-311+G(d,p).
ACEH

ETSH

MAMM

EAMM

MEOH

ETOH

MIMI()

MIMI(δ)

PCRO

method

basis set

E(P A)

∆E(P A)

E(P A)

∆E(P A)

E(P A)

∆E(P A)

E(P A)

∆E(P A)

E(P A)

∆E(P A)

E(P A)

∆E(P A)

E(P A)

∆E(P A)

E(P A)

∆E(P A)

E(P A)

CCSD(T)

6-311+G(d,p)

357.92

–

366.42

–

225.51

–

234.30

–

395.35

–

391.02

–

238.35

–

237.79

–

359.96

–

6-31G(d)

366.16

-8.21

368.10

-1.68

226.57

-1.06

237.05

-2.74

400.50

-5.15

396.34

-5.32

240.60

-2.24

240.52

-2.72

362.45

-2.49

BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

∆E(P A)

6-31G(d)+GD3

366.53

-8.59

368.65

-2.22

227.00

-1.50

237.70

-3.40

400.76

-5.41

396.66

-5.63

241.25

-2.89

241.30

-3.51

362.89

-2.94

6-31++G(d,p)

349.60

8.34

356.59

9.83

222.10

3.41

230.37

3.93

383.02

12.33

377.98

13.04

236.75

1.60

236.22

1.58

351.60

8.36

6-31++G(d,p)+GD3

349.99

7.95

357.15

9.27

222.54

2.97

231.03

3.27

383.31

12.04

378.34

12.68

237.40

0.95

237.00

0.80

352.05

7.90

6-31G(d)

366.38

-8.44

367.84

-1.42

226.93

-1.42

236.75

-2.45

403.05

-7.70

399.26

-8.24

241.19

-2.84

241.10

-3.30

364.66

-4.70

6-31G(d)+GD3

366.70

-8.76

368.25

-1.83

227.27

-1.76

237.27

-2.97

403.24

-7.89

399.52

-8.50

241.68

-3.33

241.68

-3.88

364.66

-4.70

6-31++G(d,p)

352.81

5.13

358.77

7.65

223.58

1.93

231.47

2.83

388.00

7.35

384.00

7.02

238.43

-0.08

237.93

-0.13

355.76

4.19

6-31++G(d,p)+GD3

353.13

4.81

358.19

7.23

223.91

1.59

231.99

2.31

388.21

7.14

384.29

6.73

238.92

-0.56

238.51

-0.71

356.13

3.82

6-31G(d)

368.34

-10.40

370.72

-4.30

228.45

-2.94

239.42

-5.12

402.80

-7.45

398.87

-7.85

242.14

-1.61

242.17

-4.38

363.99

4.98

6-31G(d)+GD3

368.65

-10.71

371.11

-4.69

228.79

-3.28

239.93

-5.63

402.98

-7.63

399.12

-8.10

242.63

-4.28

242.75

-4.95

364.35

-4.39

6-31++G(d,p)

353.83

4.11

360.58

5.85

225.03

0.48

233.87

0.44

386.86

8.49

381.66

9.36

239.48

-1.13

239.04

-1.24

354.98

4.98

6-31++G(d,p)+GD3

354.15

3.79

360.97

5.45

225.37

0.14

234.38

-0.08

387.06

8.29

381.95

9.07

239.97

-1.61

239.61

-1.82

355.35

4.61

6-31G(d)

366.97

-9.02

368.00

-1.58

228.83

-3.32

238.36

-4.06

405.06

-9.71

401.66

-10.64

242.74

-4.39

242.73

-4.93

366.47

-6.52

6-31G(d)+GD3

366.78

3.83

367.75

-1.32

228.01

-2.50

237.43

-3.13

404.92

-9.57

401.54

-10.52

241.96

-3.60

241.91

-4.11

366.21

-6.25

6-31++G(d,p)

355.67

2.28

360.89

5.53

226.22

-0.71

234.06

0.25

391.91

3.43

388.70

2.32

240.81

-2.46

240.44

-2.64

359.22

0.74

6-31++G(d,p)+GD3

355.33

2.61

361.03

5.39

225.47

0.04

233.19

1.11

391.65

3.70

388.54

2.48

240.08

-2.46

239.69

-2.64

358.92

1.03

6-31G(d)

364.58

-6.63

363.95

2.47

224.61

0.90

234.14

0.16

402.90

-7.55

399.06

-8.04

237.76

-1.60

237.16

0.14

363.48

-3.53

6-31G(d)+GD3

365.47

-7.53

366.45

-0.03

225.55

-0.04

234.89

-0.59

403.75

-8.40

400.26

-9.24

239.65

-1.30

239.47

-1.68

365.12

-5.17

6-31++G(d,p)

354.12

3.82

356.84

9.58

222.30

3.21

230.01

4.29

390.30

5.05

386.76

4.26

-235.99

2.36

235.54

2.26

356.59

3.36

6-31++G(d,p)+GD3

353.81

4.13

356.84

9.58

222.97

2.54

230.61

3.70

390.11

5.23

387.07

3.95

237.68

0.67

237.16

0.64

357.65

2.31
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T calculated per titratable amino acid analog at each method/basis set pair.
Table 3.24: ∆∆A3ob→DF
T ot

method

BLYP

B3LYP

OLYP

ωB97x-D

M06-2X

basis set

ACEH

ETSH

MAMM

EAMM

MEOH

ETOH

MIMI()

PCRO

6-31G(d)

0.72 ± 0.51

5.88 ± 0.55

2.47 ± 0.75

-1.68 ± 0.48

13.17 ± 0.75

11.58 ± 1.46

-15.65 ± 0.41

0.82 ± 0.75

6-31G(d)+GD3

0.74 ± 0.51

5.78 ± 0.53

2.52 ± 0.74

-1.82 ± 0.49

13.20 ± 0.74

11.22 ± 1.46

-15.71 ± 0.41

0.85 ± 0.74

6-31++G(d,p)

3.54 ± 0.67

12.58 ± 0.85

2.36 ± 0.51

0.40 ± 0.55

12.72 ± 0.51

13.89 ± 0.92

-16.61 ± 0.52

0.25 ± 0.51

6-31++G(d,p)+GD3

3.57 ± 0.69

12.59 ± 0.84

2.31 ± 0.50

0.26 ± 0.57

12.68 ± 0.50

13.84 ± 0.96

-16.69 ± 0.52

0.24 ± 0.50

6-31G(d)

-1.56 ± 0.62

4.57 ± 0.54

2.12 ± 0.57

-1.07 ± 0.24

10.36 ± 0.57

9.15 ± 1.23

-16.71 ± 0.47

-1.33 ± 0.42

6-31G(d)+GD3

-1.53 ± 0.61

4.52 ± 0.53

2.09 ± 0.57

-1.17 ± 0.25

10.35 ± 0.57

9.16 ± 1.24

-16.74 ± 0.47

-0.95 ± 0.42

6-31++G(d,p)

0.78 ± 0.59

9.77 ± 0.92

3.35 ± 0.52

0.79 ± 0.26

9.86 ± 0.52

10.22 ± 0.63

-17.83 ± 0.70

-2.56 ± 0.40

6-31++G(d,p)+GD3

0.79 ± 0.59

9.77 ± 0.91

1.97 ± 0.52

0.69 ± 0.27

9.81 ± 0.52

10.18 ± 0.65

-17.86 ± 0.68

-2.57 ± 0.41

6-31G(d)

-0.03 ± 0.53

4.85 ± 0.59

2.33 ± 0.74

-1.89 ± 0.32

12.33 ± 0.74

11.04 ± 1.39

-16.00 ± 0.34

0.30 ± 0.59

6-31G(d)+GD3

-0.02 ± 0.52

4.88 ± 0.57

2.23 ± 0.74

-2.00 ± 0.33

12.34 ± 0.74

11.06 ± 1.41

-16.04 ± 0.34

0.30 ± 0.60

6-31++G(d,p)

3.11 ± 0.59

11.00 ± 0.96

2.40 ± 0.55

0.41 ± 0.34

13.10 ± 0.55

14.61 ± 0.81

-16.80 ± 0.55

-0.05 ± 0.44

6-31++G(d,p)+GD3

3.13 ± 0.59

11.10 ± 0.94

2.37 ± 0.55

0.30 ± 0.35

13.06 ± 0.55

14.57 ± 0.83

-16.84 ± 0.54

-0.06 ± 0.46

6-31G(d)

-4.10 ± 0.72

3.45 ± 0.60

1.87 ± 0.47

-1.00 ± 0.21

9.09 ± 0.47

7.51 ± 1.18

-17.33 ± 0.49

-2.50 ± 0.38

6-31G(d)+GD3

-4.72 ± 0.72

3.27 ± 0.63

1.92 ± 0.46

-0.81 ± 0.22

8.86 ± 0.46

7.39 ± 1.13

-17.31 ± 0.51

-2.58 ± 0.38

6-31++G(d,p)

-1.00 ± 0.66

7.50 ± 1.00

1.74 ± 0.49

0.57 ± 0.23

8.24 ± 0.49

7.51 ± 0.65

-18.47 ± 0.73

-4.20 ± 0.41

6-31++G(d,p)+GD3

-1.11 ± 0.67

7.10 ± 1.01

1.78 ± 0.49

0.77 ± 0.24

8.00 ± 0.49

7.22 ± 0.61

-18.43 ± 0.75

-4.39 ± 0.41

6-31G(d)

-2.79 ± 0.74

4.09 ± 0.60

2.22 ± 0.40

-0.76 ± 0.21

8.27 ± 0.40

7.42 ± 1.09

-19.11 ± 0.54

-2.29 ± 0.37

6-31G(d)+GD3

-2.23 ± 0.62

3.81 ± 0.63

2.49 ± 0.46

-0.41 ± 0.24

8.66 ± 0.46

7.60 ± 1.02

-16.83 ± 0.51

-2.29 ± 0.33

6-31++G(d,p)

-1.10 ± 0.67

8.12 ± 0.98

2.09 ± 0.47

1.05 ± 0.22

7.80 ± 0.47

7.51 ± 0.66

-17.92 ± 0.78

-3.38 ± 0.41

6-31++G(d,p)+GD3

-0.74 ± 0.59

10.22 ± 1.05

2.24 ± 0.50

1.06 ± 0.26

7.65 ± 0.50

6.95 ± 0.52

-18.04 ± 0.71

-4.55 ± 0.35

6-31G(d)

1.27 ± 0.91

4.70 ± 0.62

2.37 ± 0.22

-0.47 ± 0.17

11.81 ± 0.64

11.19 ± 1.32

-16.46 ± 0.45

0.45 ± 0.50

ωB97x-D+

6-31G(d)+GD3

0.28 ± 0.92

4.70 ± 0.64

2.46 ± 0.22

-0.40 ± 0.18

11.76 ± 0.63

11.32 ± 0.94

-16.43 ± 0.46

0.50 ± 0.50

BLYP

6-31++G(d,p)

-0.01 ± 0.77

4.22 ± 0.71

2.23 ± 0.19

1.16 ± 0.18

8.60 ± 0.56

9.46 ± 0.67

-16.58 ± 0.48

-0.62 ± 0.38

6-31++G(d,p)+GD3

0.05 ± 0.77

4.24 ± 0.75

2.33 ± 0.19

1.17 ± 0.19

8.55 ± 0.55

9.47 ± 0.59

-16.54 ± 0.49

-0.59 ± 0.37
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Table 3.25: Root Mean Square Errors (RMSEs) averaged over all methods, all basis sets, and all dispersion treatments, per analog.

method

basis set

ACEH

ETSH

MAMM

EAMM

MEOH

ETOH

MIMI()

PCRO

all

all

1.37 ± 1.02

3.21 ± 2.13

0.31 ± 0.16

0.66 ± 0.40

7.97 ± 1.35

7.87 ± 1.73

2.52 ± 0.61

3.22 ± 1.22

BLYP

all

2.18 ± 0.46

7.37 ± 4.13

0.19 ± 0.10

0.60 ± 0.09

9.80 ± 1.19

10.74 ± 2.42

2.15 ± 0.01

4.49 ± 0.81

B3LYP

all

0.17 ± 0.18

5.32 ± 2.53

0.51 ± 0.18

0.90 ± 0.11

7.72 ± 1.30

8.08 ± 0.44

3.01 ± 0.96

2.44 ± 1.48

OLYP

all

1.87 ± 1.07

6.26 ± 3.94

0.15 ± 0.26

0.62 ± 0.15

10.07 ± 2.04

11.27 ± 3.64

2.27 ± 0.25

4.27 ± 1.26

ωB97x-D

all

1.18 ± 0.86

3.52 ± 1.55

0.61 ± 0.23

0.85 ± 0.53

6.47 ± 0.14

6.01 ± 0.10

3.46 ± 0.35

1.19 ± 1.08

M06-2X

all

1.08 ± 0.30

4.88 ± 2.84

0.31 ± 0.07

1.13 ± 0.79

6.18 ± 2.14

5.91 ± 2.19

3.11 ± 0.81

1.28 ± 2.58

ωB97x-D+BLYP

all

0.39 ± 0.70

1.29 ± 1.35

0.23 ± 0.08

1.21 ± 0.39

6.80 ± 0.84

7.54 ± 0.23

2.08 ± 0.32

3.88 ± 0.48

all

6-31G(d)

1.41 ± 1.44

1.55 ± 0.64

0.27 ± 0.18

0.48 ± 0.45

8.45 ± 1.37

7.67 ± 1.33

2.31 ± 0.42

3.77 ± 1.08

all

6-31G(d)+GD3

1.36 ± 0.78

1.48 ± 2.14

0.23 ± 0.20

0.49 ± 0.24

8.47 ± 1.69

7.65 ± 2.24

2.04 ± 0.58

3.81 ± 1.42

all

6-31++G(d,p)

1.16 ± 0.80

4.66 ± 2.20

0.35 ± 0.17

0.89 ± 0.27

2.88 ± 1.73

8.32 ± 2.35

2.67 ± 0.59

2.99 ± 1.57

all

6-31++G(d,p)+GD3

1.13 ± 1.14

4.88 ± 0.84

0.31 ± 0.13

0.88 ±0.36

7.81 ± 1.13

8.20 ± 1.21

2.69 ± 0.79

2.87 ± 0.92

all

all, no disp

1.28 ± 1.12

3.11 ± 2.35

0.31 ± 0.17

0.68 ± 0.41

8.16 ± 1.53

7.99 ± 1.85

2.49 ± 0.59

3.38 ± 0.59

all

all, GD3

1.24 ± 0.96

3.18 ± 2.20

0.27 ± 0.16

0.68 ± 0.37

8.14 ± 1.37

7.93 ± 1.77

2.38 ± 0.67

3.34 ± 1.17
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Table 3.26: Mean Signed Errors (MSEs) and Root Mean Squared Errors (RMSEs) averages over all
molecules and per method/basis pairs, as well as averages per method, averages per basis, and averages per dispersion treatment.

MSE
row#

method

1

basis set

(a)

avg

RMSE
(b)

avg

(a)

avg

(b)

avg

6-31G(d)

3.05 ± 4.54

0.86 ±4.73

3.64 ± 4.01

1.64 ± 3.79

6-31G(d)+GD3

3.00 ± 4.51

0.83 ± 4.77

3.62 ± 3.96

1.66 ± 3.78

3

6-31++G(d,p)

4.35 ± 4.64

2.37 ± 4.59

4.70 ± 4.14

2.83 ± 3.75

4

6-31++G(d,p)+GD3

4.09 ± 4.80

2.04 ± 4.88

4.68 ± 4.13

2.83 ± 3.76

5

6-31G(d)

1.97 ± 3.94

0.06 ± 3.96

3.09 ± 3.01

1.56 ± 2.98

6-31G(d)+GD3

1.99 ± 3.97

0.09 ± 4.00

3.14 ± 3.00

1.62 ± 2.97

6-31++G(d,p)

2.78 ± 3.93

1.07 ± 4.12

3.53 ± 3.17

2.07 ± 2.67

8

6-31++G(d,p)+GD3

2.64 ± 4.02

0.89 ± 4.13

3.51 ± 3.17

2.05 ± 2.67

9

6-31G(d)

2.65 ± 4.44

0.49 ± 4.58

3.48 ± 3.73

1.60 ± 3.53

6-31G(d)+GD3

2.63 ± 4.46

0.47 ± 4.60

3.50 ± 3.71

1.63 ± 3.51

6-31++G(d,p)

4.00 ± 4.89

1.77 ± 4.80

4.60 ± 4.24

2.57 ± 3.67

12

6-31++G(d,p)+GD3

3.99 ± 4.90

1.76 ± 4.82

4.60 ± 4.24

2.57 ± 3.68

13

6-31G(d)

1.20 ± 3.84

-0.62 ± 3.69

2.93 ± 2.56

1.69 ± 2.71

2

6

BLYP

B3LYP

7

10

OLYP

11

14

6-31G(d)+GD3

1.11 ± 3.85

-0.69 ± 3.61

2.91 ± 2.57

1.70 ± 2.70

15

6-31++G(d,p)

1.64 ± 3.55

0.08 ± 3.72

2.95 ± 2.39

1.82 ± 2.30

16

6-31++G(d,p)+GD3

1.56 ± 3.45

0.03 ± 3.61

2.87 ± 2.29

1.78 ± 2.21

6-31G(d)

1.20 ± 3.75

-0.50 ± 3.85

2.91 ± 2.45

1.78 ± 2.50

6-31G(d)+GD3

1.54 ± 3.46

-0.12 ± 3.41

2.64 ± 2.59

1.35 ± 2.61

19

6-31++G(d,p)

1.81 ± 3.42

0.36 ± 3.51

2.97 ± 2.30

1.91 ± 2.07

20

6-31++G(d,p)+GD3

1.91 ± 3.51

0.57 ± 3.83

3.00 ± 2.49

2.02 ± 2.42

ωB97x-D

17
18

M06-2X

21

6-31G(d)

2.82 ± 4.24

0.77 ± 4.34

3.37 ± 3.76

1.50 ± 3.57

22

ωB97x-D +

6-31G(d)+GD3

2.76 ± 4.30

0.68 ± 4.33

3.33 ± 3.81

1.44 ± 3.55

23

BLYP

6-31++G(d,p)

2.45 ± 3.37

0.88 ± 3.33

2.94 ± 2.85

1.52 ± 2.36

6-31++G(d,p)+GD3

2.26 ± 3.48

0.63 ± 3.31

2.92 ± 2.87

1.50 ± 2.35

24
averages:
25

all

all

2.43 ± 3.89

0.59 ± 3.89

3.39 ± 3.00

1.88 ± 2.70

26

BLYP

all

4.22 ± 4.71

2.20 ± 4.72

4.69 ± 4.14

2.83 ± 3.75

27

B3LYP

all

2.71 ± 3.97

0.98 ± 4.13

3.52 ± 3.17

2.06 ± 2.67

28

OLYP

all

3.99 ± 4.89

1.77 ± 4.81

4.60 ± 4.24

2.57 ± 3.68

29

ωB97x-D

all

1.60 ± 3.50

0.05 ± 3.66

2.91 ± 2.34

1.80 ± 2.26

30

M06-2X

all

1.86 ± 3.45

0.47 ± 3.65

2.97 ± 2.38

1.97 ± 2.21

31

ωB97x-D+BLYP

all

2.36 ± 3.41

0.75 ± 3.32

2.93 ± 2.86

1.51 ± 2.36

32

all

6-31G(d)

2.15 ± 4.09

0.18 ± 4.17

3.24 ± 3.18

1.63 ± 3.1

33

all

6-31G(d)+GD3

2.17 ± 4.06

0.21 ± 4.10

3.19 ± 3.20

1.57 ± 3.15

34

all

6-31++G(d,p)

2.84 ± 3.90

1.09 ± 3.93

3.61 ± 3.09

2.12 ± 2.63

35

all

6-31++G(d,p)+GD3

2.74 ± 3.94

0.98 ± 3.93

3.60 ± 3.08

2.13 ± 2.64

36

all

all, no disp

2.49 ± 3.93

0.63 ± 3.96

3.43 ± 3.07

1.87 ± 2.78

37

all

all, GD3

2.46 ± 3.93

0.60 ± 3.93

3.39 ± 3.07

1.85 ± 2.78
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4

Concluding Remarks

In summary, I described (ad nauseam) several molecular models including molecular
mechanics, quantum mechanics, semi-empirical quantum mechanics, and QM/MM hybrid
modeling. I then presented seven investigations I conducted during my graduate research
in which I employed several of those molecular models. Here are a few key highlights from
each work:

Elucidating a chemical defense mechanism of Antarctic sponges: A computational study
In this work we constructed homology models for two cytochrome P450 enzymes known to
control molting in crustacean species. We conducted docking studies of erebusinone and a
closely related molecule, xanthurenic acid. We posit, based on docking results, erebusinone
binds to CYP315a1 through a key aromatic interaction in the CYP315a1 active site. Binding
of erebusinone to CYP315a1 we believe leads to inhibition of this protein. Experimentally,
erebusinone is known to inhibit molting in crustaceans. Thus our results provide an explanation for this mechanism of action.

Modeling Boronic Acid Based Fluorescent Saccharide Sensors: Computational Investigation of D-Fructose Binding to Dimethylaminomethylphenylboronic Acid In this work
we investigated all possible binding modes between d-fructose and a model boronic acid
saccharide receptor. A fluorescent saccharide receptor, with possible applications as a synthetic glucose chemosensor, is known to bind glucose and many other saccharides. Past
experiment could not capture the structure of d-fructose binding to this sensor. Know280

ing the exact binding motif is vital to improving efficacy and/or specificity of this potential
chemosensor. We used quantum mechanical structural studies to predict which binding
modes were lowest in energy. We also posit why the binding mode was difficult to ascertain
experimentally. I am very proud to say that we published this work in a special issue of Journal of Chemical Informatics and Modeling highlighting Women in Computational Chemistry.

Characterization and engineering of a plastic-degrading aromatic polyesterase This
work was undoubtedly a highlight of my graduate career. It represents the combined efforts
of over 21 different authors, at 5 different institutions, spanning three different continents.
I was fortunate to be included in a co-first authorship role. In this work, our experimental collaborators provide some of the first images of PETase, the plastic degrading enzyme
isolated from a PET plastic recycling plant in Japan. In our role as lead computational collaborators, we conducted docking studies to predict how PET plastic oligomers bound to
the PETase active site. Docking studies between PETase and PET of this scale had not been
done before. We were able to gain key understanding of structure/function relationships
between PET and the PETase binding cleft. Furthermore, we were able to predicted increased activity of the PETase double mutant, observed by our collaborators, was due to
increased aromatic interactions in the binding site. This work continues with protein engineering experiments, QM/MM reaction path modeling studies, and with further docking
investigation of MHETase, PETases sister enzyme.

Methods of Efficiently and Accurately Computing Quantum Mechanical Free Energies for
Enzyme Catalysis This work is a review of best practices for conducting (S)QM/MM free
energy simulations, particularly as they apply to biochemical/protein systems of interest.
We lay out several options for calcualting accurate alchemical free energy differences, and
we provide several schemes for connecting between levels of theory.
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Computing Converged Free Energy Differences between Levels of Theory via Nonequilibrium Work Methods: Challenges and Opportunities In this work we examine a few
particularly challenging ∆AM M →SQM convergence cases. These include bis-2-chloroethyl
ether and serine dipeptide in solution. From these challenge tests we have learned a few
lessons: (1) longer nonequilibrium work switching protocols may not always be sufficient to
achieve convergence in ∆AM M →SQM , rather reparameterization of the low level may be required; (2) convergence issues can be diagnosed by mismatches in stiff/soft/solvent degrees
of freedom. In this work we also establish several best practices for tracking and monitoring
convergence success.

The Good, the Bad, and the Ugly: “HiPen”, a New Dataset for Validating (S)QM/MM Free
Energy Simulations In this work we compiled ∆AM M →SQM data and presented it to the
computational community to serve as a benchmark against which to compare performance
of future (S)QM/MM methods. While tedius, this is vital work for our field. Many other
subdisciplines in computation have datasets where practioners can retrieve past calculated
data and attempt to either improve on accuracy or improve on computational efficiency.
Providing data to the public helps progress the field as a whole.

QM/MM Free Enery Simulations and Application to pKa Prediction We apply indirect
QM/MM free energy simulations to the calculation of pKa of amino acid side chain analogs.
This method performs very well for some molecules, but more work is need to ensure the
method is robust for all solutes desired. We present interesting results related to the particular performance of individual DFT methods.

I’d like to conclude with a short story. It was a moment of inspiration that has remained
with me to this day and I think it provides an emotional conclusion to my dissertation.
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Reader, travel back in time with me to a particular session of my 10th grade chemistry class
in 2009. I don’t remember what we were learning that day, or why this particular student
was so frustrated, but a student blurted out a common, annoying question, one posed to
(nearly) every teacher: “Mrs. Paxton, why do we need to know this?” To be clear, the student was trying very hard to understand the concepts presented, and they just weren’t getting it. They weren’t being dismissive, the tone that often accompanies that question, they
were exhasperated and losing hope. Mrs. Paxton – one of my lifelong role models for intelligence, femininity, and leadership, serious when necessary, comical when appropriate –
did not admonish the student, she did not tell the student “because it will be on the test,” instead she took it as a teachable moment, a moment to inspire. Mrs. Paxton stopped writing
on the blackboard, came around the demonstration table, sat on her stool and took off her
glasses, this was her “serious” face. She said in an empathetic tone, “I know this is difficult,
and I know some of you may never need this information after high school so it might feel
pointless to learn, but hopefully at the very least you will walk away from this class knowing a little bit more about how the world works and have an understanding for its beautiful
complexitiy.” She taught me to never admonish a question, always recognize when someone is trying, and that chemistry is frustratingly, beautifully, complex but always worth the
pursuit.

“So long, and thanks for all the fish.”
- Douglas Adams, The Hitchhiker’s Guide to the Galaxy
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