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a b s t r a c t
This paper is concernedwith the asymptotic stability property of somenumerical processes
by discretization of parabolic differential equations with a constant delay. These numerical
processes include forward and backward Euler difference schemes and Crank–Nicolson
difference scheme which are obtained by applying step-by-step methods to the resulting
systems of delay differential equations. Sufficient and necessary conditions for these
difference schemes to be delay-independently asymptotically stable are established. It
reveals that an additional restriction on time and spatial stepsizes of the forward Euler
difference scheme is required to preserve the delay-independent asymptotic stability due
to the existence of the delay term. Numerical experiments have been implemented to
confirm the asymptotic stability of these numerical methods.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Many problems in applied science, physics, and engineering aremodeledmathematically by partial differential equations
(PDEs). The following one-dimensional differential equation
∂
∂t
u(x, t) = k ∂
2
∂x2
u(x, t), t > 0, 0 ≤ x ≤ pi,
u(0, t) = u(pi, t) = 0, t > 0,
u(x, 0) = Φ(x), 0 ≤ x ≤ pi,
(1)
has been used to describe the temperature in an insulated rod with ends held at temperature equal to zero and the initial
temperature distribution along the rod beingΦ(x). Here k > 0 stands for the thermal diffusivity of the insulated rod.
In many circumstances, the asymptotic stability is of interest in the theory of differential equations. We introduce the
following definition for asymptotic stability of PDE (1).
Definition 1.1 (cf. [1]). The trivial solution of PDE (1) is called asymptotically stable if the solutionu(x, t)of (1) corresponding
to any sufficiently differentiable functionΦ(x)withΦ(0) = Φ(pi) = 0 satisfies
lim
t→∞ maxx∈[0,pi ]
|u(x, t)| = 0.
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It is straightforward to show that
Lemma 1.2 (cf.[1]). The trivial solution of PDE (1) is asymptotically stable for k > 0.
Applying the process of semi-discretization (with respect to the spatial variable x) to problem (1), one arrives at a system
of ordinary differential equations (ODEs) which can be solved by ODE solvers (see, e.g.,[2–5]).
Let∆t > 0 and∆x > 0 be time and spatial stepsizes. Define mesh points
tj = j∆t, j = 0, 1, . . . and xi = i∆x, i = 0, 1, . . . ,N,
where∆x = piN for a given integer N . The forward Euler difference scheme is defined as
uj+1i − uji
∆t
= ku
j
i+1 − 2uji + uji−1
∆x2
, i = 1, 2, . . . ,N − 1, j = 0, 1, . . . ,
uj0 = ujN = 0, j = 0, 1, . . . ,
u0i = Φ(xi), i = 1, 2, . . . ,N − 1,
(2)
while the backward Euler difference scheme is defined as
v
j+1
i − vji
∆t
= kv
j+1
i+1 − 2vj+1i + vj+1i−1
∆x2
, i = 1, 2, . . . ,N − 1, j = 0, 1, . . . ,
v
j
0 = vjN = 0, j = 0, 1, . . . ,
v0i = Φ(xi), i = 1, 2, . . . ,N − 1.
(3)
Combination of the forward and backward Euler difference schemes leads to the Crank–Nicolson difference scheme
w
j+1
i − wji
∆t
= kw
j+1
i+1 − 2wj+1i + wj+1i−1
2∆x2
+ kw
j
i+1 − 2wji + wji−1
2∆x2
, i = 1, 2, . . . ,N − 1, j = 0, 1, . . . ,
w
j
0 = wjN = 0, j = 0, 1, . . . ,
w0i = Φ(xi), i = 1, 2, . . . ,N − 1.
(4)
Corresponding to Definition 1.1, we introduce a definition of numerical stability for numerical methods.
Definition 1.3 (cf. [1]). A numerical method applied to PDE (1) is called asymptotically stable if its approximate solution yji
corresponding to any sufficiently differentiable functionΦ(x)withΦ(0) = Φ(pi) = 0 satisfies
lim
j→∞ max1≤i≤N
|yji| = 0.
Numerical stability analysis is to study whether the propagated error arising from the starting error can be controlled and
will tend to zero. Some results on convergence and asymptotic stability of numerical methods are as follows.
Lemma 1.4 (cf. [1]). Consider PDE (1) with k > 0.
(a) The forward Euler difference scheme (2) is convergent and asymptotically stable if and only if k∆t
∆x2
≤ 12 ;
(b) The backward Euler difference scheme (3) is convergent and asymptotically stable for all∆x and∆t.
(c) The Crank–Nicolson difference method (4) is convergent and asymptotically stable for all∆x and∆t.
Since there is sometimes amemory or delayed effect, partial functional differential equations (PFDEs) are used frequently
for describing and modeling mathematically many real life phenomena. The following delay parabolic differential equation
(DPDE)
∂
∂t
u(x, t) = k ∂
2
∂x2
u(x, t)+ r ∂
2
∂x2
u(x, t − τ), t > 0, 0 ≤ x ≤ pi,
u(0, t) = u(pi, t) = 0, t ≥ −τ ,
u(x, t) = Φ(x, t), −τ ≤ t ≤ 0, 0 ≤ x ≤ pi
(5)
has been studied in [6]with k > 0, r ≥ 0 and τ > 0. Uniqueness, local existence, and global continuation are straightforward
as in [7].
Application of semi-discretization with respect to the spatial variable x to PFDE results in a system of delay differential
equations (DDEs)which can be solved byDDE solvers. Numericalmethods and numerical stability for the numerical solution
of DDEs have been discussed in [8–20]. The method of lines and its stability for another type of linear DPDEs has been
discussed in [21,22]. Stability in the numerical solution of a nonlinear reaction–diffusion equation with a delay term was
studied in [23].
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We concentrate in this paper on delay-independent asymptotic stability of DPDEs (5) and the corresponding numerical
asymptotic stability of finite difference methods. In Section 2, we give a sufficient condition for the trivial solution of
DPDE (5) to be delay-independently asymptotically stable. Then we analyze the asymptotic stability of classical numerical
schemes applied to DPDE (5) in Section 3. For the convergent forward Euler difference scheme to be delay-independently
asymptotically stable, an additional restriction on the time and spatial stepsizes is required. However, the backward Euler
and Crank–Nicolson difference schemes are unconditionally delay-independently asymptotically stable. In Section 4, some
numerical experiments have been implemented to confirm the derived results on the asymptotic stability of the numerical
methods.
2. Delay-independent asymptotic stability of DPDEs
We first give a sufficient condition for the trivial solution of DPDE (5) to be delay-independently asymptotically stable
and unstable.
Theorem 2.1. The trivial solution of DPDE (5) is delay-independently asymptotically stable for k > r and unstable for r > k.
Proof. Let X = C[0, pi] be the Banach space equipped with the maximum norm. Define D(A) = {y ∈ X : y′′ ∈ X, y(0) =
y(pi) = 0} andAy = y′′ for y ∈ D(A).
Let Un = kn2, n = 1, 2, . . . be the eigenvalues of −A. As in [24,25], the trivial solution of DPDE (5) is asymptotically
stable if all zeros of the characteristic equations
fn(λ) = λ+ kn2 + rn2e−λτ
have negative real part for all n, while it is unstable if at least one zero has positive real part.
Denote λ = a˜ + b˜i, a˜, b˜ ∈ R. Then fn(λ) = 0 implies a˜ + b˜i = −kn2 − rn2e−(a˜+b˜i)τ . Separating the real and imaginary
parts, we arrive at
a˜ = −kn2 − rn2e−a˜τ cos(b˜τ) and b˜ = rn2e−a˜τ sin(b˜τ).
When k > r , all zeros of the characteristic equations fn(λ) have negative real part and hence the trivial solution of DPDE
(5) is delay-independently asymptotically stable.
When r < k, we take n = 1, then the characteristic equation f1(λ) is equivalent to that of DDEw′(t) = −kw(t)− rw(t−
τ). It follows from [9] that there exists a zero λ0 with positive real part such that f1(λ0) = 0 for some τ > 0, which implies
that the trivial solution is unstable. This completes the proof. 
3. Numerical stability of finite difference schemes
Forward and backward Euler difference schemes and Crank–Nicolson difference scheme are among the simplest finite
difference schemes for solving PDEs numerically. In this section, we shall focus our attention to numerical stability property
of these schemes when applied to DPDE (5).
Let ∆t and ∆x be time and spatial steps, respectively. We also assume that ∆t satisfies the constraint τ = m∆t , where
m ≥ 1 is an integer. Define mesh points
tj = j∆t, j = −m,−m+ 1, . . . and xi = i∆x, i = 0, 1, . . . ,N,
where∆x = piN for a given integer N . The forward Euler difference scheme solving DPDE (5) is defined as
uj+1i − uji
∆t
= ku
j
i+1 − 2uji + uji−1
∆x2
+ r u
j−m
i+1 − 2uj−mi + uj−mi−1
∆x2
, i = 1, 2, . . . ,N − 1, j = 0, 1, . . . ,
uj0 = ujN = 0, j = −m,−m+ 1, . . . ,
uji = Φ(xi, tj), i = 1, 2, . . . ,N − 1, j = −m,−m+ 1, . . . , 0,
(6)
the backward Euler difference scheme is defined as
v
j+1
i − vji
∆t
= kv
j+1
i+1 − 2vj+1i + vj+1i−1
∆x2
+ r v
j+1−m
i+1 − 2vj+1−mi + vj+1−mi−1
∆x2
, i = 1, 2, . . . ,N − 1, j = 0, 1, . . . ,
v
j
0 = vjN = 0, j = −m,−m+ 1, . . . ,
v
j
i = Φ(xi, tj), i = 1, 2, . . . ,N − 1, j = −m,−m+ 1, . . . , 0,
(7)
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and the Crank–Nicolson scheme is defined as
w
j+1
i − wji
∆t
= k
2
[
w
j+1
i+1 − 2wj+1i + wj+1i−1
∆x2
+ w
j
i+1 − 2wji + wji−1
∆x2
]
+ r
2
[
w
j+1−m
i+1 − 2wj+1−mi + wj+1−mi−1
∆x2
+ w
j−m
i+1 − 2wj−mi + wj−mi−1
∆x2
]
, i = 1, 2, . . . ,N − 1, j = 0, 1, . . . ,
w
j
0 = wjN = 0, j = −m,−m+ 1, . . . ,
w
j
i = Φ(xi, tj), i = 1, 2, . . . ,N − 1, j = −m,−m+ 1, . . . , 0.
(8)
Definition 3.1 (cf. [26]). A numerical method applied to DPDE (5) is called delay-independently asymptotically stable if
its approximate solution yji corresponding to any sufficiently differentiable function Φ(x, t) with Φ(0, t) = Φ(pi, t) = 0
satisfies
lim
j→∞ max1≤i≤N
|yji| = 0.
3.1. Forward euler difference scheme
The forward Euler difference scheme (6) can be written as
U j+1 = AU j − CU j−m, (9)
where
U j = (uj1, . . . , ujN−1)T, a =
k∆t
∆x2
, b = r∆t
∆x2
, (10)
A = (1− 2a)I + aS, C = 2bI − bS, (11)
S =

0 1 0 0 · · · 0
1 0 1 0 · · · 0
...
. . .
. . .
. . .
...
...
...
...
. . .
. . .
. . .
...
...
...
...
. . .
. . . 1
0 0 0 · · · 1 0

. (12)
To investigate thenumerical stability of the trivial solution of the forward Euler difference scheme (6),we rewrite the relation
(9) as an augmented system of first-order difference equations in R(N−1)×(m+1)
Uj+1 = HUj, (13)
where
Uj =

U j
U j−1
...
U j−m
 and H =

A 0 · · · −C
I 0 · · · 0
...
. . .
. . .
...
0 · · · I 0
 .
It is well known that the trivial solution of (13) is asymptotically stable if and only if the spectral radius ρ(H) < 1. Simple
calculation yields
det(zI − H) =
∏
λj∈σ [S]
[zm+1 − (1− 2a+ aλj)zm + 2b− bλj].
Therefore the forward Euler difference scheme (6) is delay-independently asymptotically stable if and only if
PFm,j(z) ≡ zm+1 − (1− 2a+ aλj)zm + 2b− bλj
is Schur for allm ≥ 1 and λj ∈ σ [S], j = 1, 2, . . . ,N − 1 (that is, the modulus of all zeros of the characteristic polynomial
is less than 1).
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In order to prove that the characteristic polynomial is a Schur polynomial, we need the following lemma.
Lemma 3.2 ([15]). Let γm(z) = α(z)zm − β(z) be a polynomial, where α(z) and β(z) are polynomials of constant order. Then
the polynomial γm(z) is a Schur polynomial for any m ≥ 1 if and only if the following conditions hold
(a) α(z) = 0 ⇒ |z| < 1,
(b) |β(z)| ≤ |α(z)|,∀z ∈ C, |z| = 1 and
(c) γm(z) 6= 0,∀z ∈ C, |z| = 1,∀m ≥ 1.
The following theorem provides a sufficient and necessary condition such that the convergent forward Euler difference
scheme (6) is delay-independently asymptotically stable.
Theorem 3.3. Suppose that 0 ≤ r < k and k∆t
∆x2
≤ 12 . Then the forward Euler difference scheme (6) is delay-independently
asymptotically stable if and only if
1+ cos∆x < (∆x)
2
(k+ r)∆t . (14)
Proof. Denote
αj(z) = z − (1− 2a+ aλj), βj(z) = bλj − 2b.
Then
PFm,j(z) = αj(z)zm − βj(z).
Note that the jth eigenvalue λj of the matrix S is
λj = 2 cos(j∆x), j = 1, 2, . . . ,N − 1.
Since a = k∆t
∆x2
≤ 12 , we have |1 − 2a + aλj| < 1, j = 1, 2, . . . ,N − 1. Thus αj(z) = 0 ⇒ |z| < 1, which implies that
Condition (a) of Lemma 3.2 holds for j = 1, 2, . . . ,N − 1.
Case I: 2a[1− cos(j∆x)] ≤ 1. For ∀z ∈ C, |z| = 1, we have
|αj(z)| = |(z − 1)+ 2a[1− cos(j∆x)]|
≥ 2a[1− cos(j∆x)].
Then
|βj(z)| = |2b[1− cos(j∆x)]|
= 2b[1− cos(j∆x)]
< 2a[1− cos(j∆x)]
= |αj(z)|.
Case II: 2a[1− cos(j∆x)] > 1. For ∀z ∈ C, |z| = 1, we have
|αj(z)| = |(z − 1)+ 2a[1− cos(j∆x)]| ≥ 2− 2a[1− cos(j∆x)].
Then by Condition (14) we deduce that
|βj(z)| = |2b[1− cos(j∆x)]|
≤ 2b[1+ cos(∆x)]
< 2− 2a[1+ cos(∆x)]
≤ |αj(z)|.
Thus Conditions (b) and (c) of Lemma 3.2 hold for j = 1, 2, . . . ,N − 1. Application of Lemma 3.2 yields that the forward
Euler difference scheme is delay-independently asymptotically stable.
We now prove the necessary part by contradiction.
Case I: 1+cos∆x = (∆x)2
(k+r)∆t . Letm be even and j = N−1. Then PFm,N−1(−1) = 0. This implies that Condition (c) of Lemma 3.2
does not hold and hence the forward Euler difference scheme is not asymptotically stable.
Case II: 1+ cos∆x > (∆x)2
(k+r)∆t . Let j = N − 1 and z = −1. In this case, |αN−1(−1)| < |β(−1)|. This implies Condition (c) of
Lemma 3.2 does not hold and hence the forward Euler difference scheme is not asymptotically stable.
Combing Cases I and II, we conclude that Condition (14) is necessary for delay-independent asymptotic stability. This
completes the proof. 
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3.2. Backward Euler difference scheme
The backward Euler difference scheme (7) can be written as
BV j+1 = V j − CV j+1−m, (15)
where
V j = (vj1, . . . , vjN−1)T, B = (1+ 2a)I − aS. (16)
Analogous to the forward Euler difference scheme, the backward Euler difference scheme (7) is delay-independently
asymptotically stable if and only if
PBm,j(z) ≡ (1+ 2a− aλj)zm − zm−1 + 2b− bλj
is Schur for allm ≥ 1 and λj ∈ σ [S], j = 1, 2, . . . ,N − 1.
We establish the stability result of the backward Euler difference scheme.
Theorem 3.4. Suppose that 0 ≤ r < k. Then the backward Euler difference scheme (7) is delay-independently asymptotically
stable.
Proof. Denote
αˆj(z) = (1+ 2a− aλj)z − 1, βˆj(z) = bλj − 2b.
Then
PBm,j(z) = αˆj(z)zm−1 − βˆj(z).
Since the jth eigenvalue λj of the matrix S is
λj = 2 cos(j∆x), j = 1, 2, . . . ,N − 1,
then
|1+ 2a− aλj| = 1+ 2a[1− cos(j∆x)] > 1, j = 1, 2, . . . ,N − 1,
which implies αˆj(z) = 0 ⇒ |z| < 1. Thus Condition (a) of Lemma 3.2 holds for j = 1, 2, . . . ,N − 1.
For any z ∈ C, |z| = 1, we have
|αˆj(z)| = |[1+ 2a(1− cos(j∆x))]z − 1|
≥ |[1+ 2a(1− cos(j∆x))]z| − 1
= 2a[1− cos(j∆x)].
Meanwhile, it holds
|βˆj(z)| = |2b[1− cos(j∆x)]| = 2b[1− cos(j∆x)].
It follows from 0 ≤ r < k that |βˆj(z)| < |αˆj(z)| for z ∈ C, |z| = 1, j = 1, 2, . . . ,N − 1. Thus Conditions (b) and (c) of
Lemma 3.2 hold for j = 1, 2, . . . ,N − 1.
Application of Lemma3.2 yields that the backward Euler difference scheme is delay-independently asymptotically stable.
This completes the proof. 
3.3. Crank–Nicolson difference scheme
The Crank–Nicolson difference scheme (8) can be written as
G1W j+1 = G2W j − G3W j+1−m − G4W j−m, (17)
where
W j = (wj1, wj2, . . . , wjN−1)T, G1 = (1+ a)I −
a
2
S, (18)
G2 = (1− a)I + a2S, G3 = bI −
b
2
S, G4 = bI − b2S. (19)
Similarly, the Crank–Nicolson difference scheme (7) is delay-independently asymptotically stable if and only if
PGNm,j(z) ≡
(
1+ a− a
2
λj
)
zm+1 −
(
1− a+ a
2
λj
)
zm +
(
b− b
2
λj
)
z + b− b
2
λj
is Schur for allm ≥ 1 and λj ∈ σ [S], j = 1, 2, . . . ,N − 1.
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Fig. 1. Forward Euler difference scheme.
Theorem 3.5. Suppose that k > r ≥ 0. Then the Crank–Nicolson difference scheme (8) is delay-independently asymptotically
stable.
Proof. Denote
α˜j(z) =
(
1+ a− a
2
λj
)
z −
(
1− a+ a
2
λj
)
, β˜j(z) =
(
b
2
λj − b
)
(z + 1).
Then
PGNm,j(z) = α˜j(z)zm − β˜j(z).
Since the jth eigenvalue λj of the matrix S is
λj = 2 cos(j∆x), j = 1, 2, . . . ,N − 1,
then ∣∣∣∣1− a+ a2λj1+ a− a2λj
∣∣∣∣ = ∣∣∣∣1− a[1− cos(j∆x)]1+ a[1− cos(j∆x)]
∣∣∣∣ < 1, j = 1, 2, . . . ,N − 1,
which implies α˜j(z) = 0 ⇒ |z| < 1. Thus Condition (a) of Lemma 3.2 holds for j = 1, 2, . . . ,N − 1.
In order to show that |β˜j(z)| < |α˜j(z)| for z ∈ C, |z| = 1, j = 1, 2, . . . ,N − 1, we define the complex variable function
w = [1+ a− a cos(j∆x)]z − [1− a+ a cos(j∆x)]
z + 1 . (20)
Note that this function maps the unit circle in the z-plane onto the generalized circle (straight line)w = a[1− cos(j∆x)] in
the w-plane. It follows from 0 ≤ r < k that |β˜j(z)| < |α˜j(z)| for z ∈ C, |z| = 1, j = 1, 2, . . . ,N − 1. Thus Conditions (b)
and (c) of Lemma 3.2 hold for j = 1, 2, . . . ,N − 1.
Application of Lemma3.2 yields that the Crank–Nicolsondifference scheme is delay-independently asymptotically stable.
This completes the proof. 
4. Numerical simulations
We conduct numerical experiments to illustrate our numerical stability analysis of the difference schemes when applied
to DPDE (5). We take the initial function as Φ(x, t) = sin x, τ = 1, k = 1.5 and r = 1.0 such that the trivial solution of
DPDE (5) is asymptotically stable. Numerical results are obtained and plotted at time T using different∆t and∆x.
The numerical solutions in Fig. 1 are obtained by the forward Euler difference scheme (6). In Fig. 1 (a),∆t = 140 ,∆x = pi10 ,
which implies 1 + cos(∆x) > (∆x)2
(k+r)∆t . It follows from Theorem 3.3 that the forward Euler difference scheme (6) is not
asymptotically stable, which is confirmed by Fig. 1(a). In Fig. 1(b),∆t = 150 ,∆x = pi10 , which implies 1+ cos(∆x) < (∆x)
2
(k+r)∆t .
It follows from Theorem 3.3 that the forward Euler difference scheme (6) is asymptotically stable, which is confirmed by
Fig. 1(b).
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Fig. 2. Backward Euler difference scheme and Crank–Nicolson difference scheme.
The numerical solutions in Fig. 2 are obtained by the backward Euler difference scheme (7) and Crank–Nicolson difference
scheme (8). In Fig. 2(a) and (b),∆t = 140 ,∆x = pi10 . These figures show that the trivial solution is asymptotically stable.
The numerical experiments conducted confirm our theoretic analysis.
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