In an unpublished note Golomb proposed a family of "strange" recursions of metafibonacci type, parametrized by k. Previously we showed that contrary to Golomb's conjecture, for each k there are many increasing solutions, and an explicit construction for multiple solutions was displayed. By reformulating our solution approach using matrix dynamics, we extend these results to a characterization of the asymptotic behaviour of all solutions of the Golomb recursion. This matrix dynamics perspective is also used to construct what we believe is the first example of a "nontrivial" nonincreasing solution, that is, one that is not eventually increasing.
Introduction
In [3] , Golomb introduced the recursion b(b(n) + kn) = 2b(n) + kn (1) with initial conditions b(1) = 1 and b(2) = 3 for k = 1 and b(2) = 2 for k > 1. Here k is a fixed positive integer parameter and n ranges over the positive integers. This recursion, which Golomb describes as "strange", was suggested to him by Fraenkel [2] , who shows that one solution is given by b(n) = nρ , where ρ is the positive root of the equation
In the particular case that k = 1, ρ is equal to τ , the golden ratio which satisfies τ 2 = 1+τ and τ > 0. The sequence b(n) is called the homogeneous Beatty sequence of ρ. See [3] , where a considerably more general recursion that (1) is discussed, based upon iterates of the floor function nρ for any algebraic number ρ.
Golomb noted that the solution b(n) of (1) was not unique, but conjectured
that "it appears to be the only monotonically increasing solution" [4,p14] . In Golomb remarks that no finite set of initial conditions is sufficient to specify uniquely the solutions for (1) for any given k. We have seen in [1] that the recursion (1) together with each initial condition specifies an infinite subsequence on which the solution must be increasing, and that any solution to (1) necessarily involves the "piecing together" of these restricted functions. In particular, we showed that it is possible to do so in many ways to generate different increasing solutions to (1) .
Recently, an examination of the properties of several of these increasing solutions has revealed that as n grows, all of them come close to the solution above identified by Fraenkel. This inspired a reformulation of (1) using standard dynamical theory of a matrix operator. Based on this approach, in Section 2, we are able to characterize the asymptotic behaviour of all the solutions of (1), including possibly nonincreasing ones (should they exist). Indeed, using this approach, we also determine explicitly an (uncountably) infinite family of increasing solutions to (1) , all of which are closely related to Fraenkel's solution.
It is easy to select a set of initial conditions for (1) so that the solution is initially nonincreasing. However, since each initial condition specifies an infinite subsequence upon which the solution is increasing, it turns out to be more challenging to determine solutions for (1) that are eventually not increasing. In Section 3, we use the matrix dynamics perspective to show that this is possible, where, as in [1] , the Fibonacci numbers play a prominent role.
Matrix dynamics
For the positive integer u 1 , let v 1 = b(u 1 ). Then applying the recursion (1) successively determines two sequences of values {u n }, {v n }, where v n = b(u n ) and the pairs (u n , v n ) satisfy the linear recursions
In [1] , we call the sequence {u n } the descendent sequence of the initial argument or "seed" u 1 . It is easy to see that both {u n } and {v n } are strictly increasing.
The pair of recursions (3) arising from the assignment
The eigenvalues µ and ν for the matrix satisfy the characteristic equation
It is straightforward to check that µ = 
.
Suppose that u 1 and v 1 = b(u 1 ) are both positive. Then, using the fact that (ρ 2 − 2ρ) + (kρ − k) = 0, we find that, for n ≥ 1,
This leads to the following propositions: Proposition 1. Let u 1 and v 1 be positive integers for which v 1 = b(u 1 ) and de ne u n and v n by (3) . Then
That is, for large n, b(u n ) is the nearest integer to ρu n , which turns out to be the ceiling of ρu n if v 1 > ρu 1 and the floor of ρu n otherwise.
Proof. Observe that, since 0 < 2 − ρ < 1, (a) holds and ρu n − v n always has the same sign as ρu 1 − v 1 . Since, for each n, v n = b(u n ) is an integer and since |ρu n − v n | < 0.5 for n sufficiently large, (b) now follows.
Proposition 2. Let 0 ≤ α ≤ 1 and de ne
where n ∈ N. Then B k,α (n) is a solution of (1) . In particular, nρ and nρ are solutions corresponding to α = 0, 1 respectively.
Proof. Let u 1 be any positive integer and let
Since u 1 and v 1 are integers, then so are u 2 and v 2 . Hence
We will denote the solution B k,1/2 simply by B k .
Remark. In a similar way, it can be shown that setting b(n) equal to nρ for all n or to nρ for all n will also yield solutions to (1).
Generating sets and non-increasing solutions
The results of the previous section show that there are uncountably many natural increasing solutions to (1). In this section, we use the matrix dynamics perspective developed above to construct a solution b which decreases infinitely often.
We have already noted that b is increasing on the descendants of any single seed. Experimentation shows that we can choose values for finitely many seeds in such a way that b is well-defined (on the union of the descendant sets of the seeds) but not initially increasing. Since Proposition 1 shows that any b constructed in this manner will ultimately be increasing on this domain, we will need to consider infinite sets of seeds in order to find a b that decreases infinitely often. To illustrate what might be possible, consider the similar recursion
This has an increasing solution given by f (n) = 2n. But there is an additional nonincreasing solution
for m = 0, 1, 2, · · · and 0 ≤ r ≤ 4 × 3 m − 1.
To check this, note that, if n = 2 × 3 m + r and 0 ≤ r ≤ 4 × 3 m − 1, then
In particular, f (3
The recursion (5) provides more room to manoeuvre than Golomb's recursion, so (1) will require more delicate handling. For a pair u v of positive integers, let
the set of pairs involving u and its descendents, together with their corresponding values under b. For a set S of such pairs of positive integers, let
Define S to be a generating set for a solution b of the Golomb recursion with parameter k if
is well-defined and satisfies (1).
A function b that is well-defined by (6) satisfies (1) for those n for which there exists 
The following result provides an interesting infinite family of singleton generating sets. Proof. Observe that, since k = 1, ρ = τ. There is nothing to check for (i). Let
, and define u n and v n by (3). Since
it follows from (4) with ρ = τ and (2 − τ )
and v 3 = τ u 3 + 0.5 . Therefore, to check (ii), it suffices to check that Consider u 2 = u + τ u + c and v 2 = u + 2 τ u + 2c. To check (ii), we need show only that
since B 1 (n) is increasing in n. Now
The result follows.
We now apply the generating set idea to construct a solution of (1) in the case k = 1 which is not eventually increasing. In this case, as we remarked above, the generating set for the solution must be infinite.
Proposition 4.
Let F n be the nth Fibonacci number, with F 1 = F 2 = 1 and
Then, for the case k = 1,
is a generating set.
Proof. Observe that
We first establish that each entry beyond the third has the form u v with v = B 1 (u), so that conditions (i) and (ii) have to be checked only for the first three terms.
Observe that, for each positive integer n,
so that, from (3), |τ u − v| < 0.5 for each entry u v beyond the third. Since
and F k+2 − F k ≥ 6 for k ≥ 5, it can be seen that condition (i) is satisfied.
To check condition (ii), we must show that for each positive integer n, F 2n+1 +1, F 2n+3 − 1 and F 2n+5 − 4 cannot be of the form x + B 1 (x) for any integer x. Now
Finally
and
Since B 1 (n) is strictly increasing, F 2n+5 − 4 cannot be of the form x + B k (x).
Notice that, since b(
, the solution obtained with this generating set decreases infinitely often, as required.
For k > 1, we believe that a similar approach will lead to a solution to (1) which is not eventually increasing.
Concluding remarks
The matrix dynamics approach described in Section 2 can be applied to the more general recursion Alternatively, one could introduce higher orders of recursion, such as occur in equations of the type
The matrix dynamics procedure suggests considering triples (u n , v n , w n ) with v n = f (u n ) and w n = f (v n ) = f(f(u n )), so that f (a 0 u n + a 1 v n + a 2 w n ) = b 0 u n + b 1 v n + b 2 w n .
While we can define u n+1 = a 0 u n + a 1 v n + a 2 w n and v n+1 = b 0 u n + b 1 v n + b 2 w n , we would need further information on the type of recursion to sensibly define w n+1 and utilize our techniques. Such information might be available in a specific context, but it is beyond the scope of this paper to explore the hypothetical possibilities.
