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Abstract. A common approach for analysis of anatomical variability
relies on the estimation of a template representative of the population.
The Large Deformation Diffeomorphic Metric Mapping is an attractive
framework for that purpose. However, template estimation using LD-
DMM is computationally expensive, which is a limitation for the study
of large datasets. This paper presents an iterative method which quickly
provides a centroid of the population in the shape space. This centroid
can be used as a rough template estimate or as initialization of a tem-
plate estimation method. The approach is evaluated on datasets of real
and synthetic hippocampi segmented from brain MRI. The results show
that the centroid is correctly centered within the population and is stable
for different orderings of subjects. When used as an initialization, the ap-
proach allows to substantially reduce the computation time of template
estimation.
1 Introduction
Large imaging datasets are being increasingly used in neuroscience, thanks to
the wider availability of neuroimaging facilities, the development of computing
infrastructures and the emergence of large-scale multi-center studies. Such large-
scale datasets offer increased statistical power which is crucial for addressing
questions such as the relationship between anatomy and genetics or the discovery
of new biomarkers using machine learning techniques for instance.
Computational anatomy aims at developing tools for the quantitative analy-
sis of variability of anatomical structures, its variation in healthy and pathologi-
cal cases and relations between functions and structures [1]. A common approach
in computational anatomy is template-based analysis, where the idea is to com-
pare anatomical objects by analyzing their variations relatively to a common
template. These variations are analyzed using the ambient space deformations
that match each individual structure to the template.
A common requirement is that transformations must be diffeomorphic in
order to preserve the topology and to consistently transform coordinates. The
Large Deformation Diffeomorphic Metric Mapping (LDDMM) framework [2][3]
has been widely used for the study of the geometric variation of human anatomy,
of intra-population variability and inter-population differences. It focuses the
study on the spatial transformations which can match subject’s anatomies one to
another, or one to a template structure which needs to be estimated. These trans-
formations not only provide a diffeomorphic correspondence between shapes, but
also define a metric distance in shape space.
Several methods have been proposed to estimate templates in the LDDMM
framework [4–8]. Vaillant et al. proposed in 2004 [4] a method based on geodesic
shooting which iteratively updates a shape by shooting towards the mean of
directions of deformations from this shape to all shapes of the population. The
method proposed by Glaune`s and Joshi [5] starts from the whole population and
estimates a template by co-registering all subjects. The method uses a backward
scheme: deformations are defined from the subjects to the template. The method
optimizes at the same time the deformations between subjects and the template,
and the template itself. The template is composed, in the space of currents (more
details on section 2.2), by all surfaces of the population. A different approach
was proposed by Durrleman et al. [6, 7]. The method initializes the template
with a standard shape, in practice it is often an ellipsoid. The method uses a
forward scheme: deformations are defined from the template to the subjects.
Again, it optimizes at the same time the deformations and the template. The
template is composed by one surface which presents the same configuration as
the initial ellipsoid. The method presented by Ma et al. [8] introduces an hyper
template which is an extra fixed shape (which can be a subject of the population).
The method aims at optimizing at the same time deformations from the hyper
template to the template and deformations from the template to subjects of
the population. The template is optimized via the deformation of the hyper
template, not directly.
A common point of all these methods is that they need a surface matching
algorithm, which is very expensive in terms of computation time in the LDDMM
framework. When no specific optimization is used, computing only one matching
between two surfaces, each composed of 3000 vertices, takes approximately 30 to
40 minutes. Then, computing a template composed of one hundred such surfaces
until convergence can take a few days or some weeks. This is a limitation for the
study of large databases. Different strategies can be used to reduce computation
time. GPU implementation can substantially speed up the computation of con-
volutions that are heavily used in LDDMM deformations. Matching pursuit on
current can also be used to reduce the computation time [9]. Sparse represen-
tations of deformations allow to reduce the number of optimized parameters of
the deformations [7].
Here, we propose a new approach to reduce the computation time called dif-
feomorphic iterative centroid using currents. The method provides in N -1 steps
(with N the number of shapes of the population) a centroid already correctly
centered within the population of shapes. It increases the convergence speed of
the template estimation by providing an initialization that is closer to the target.
Our method has some close connections with more general iterative methods
to compute means on Riemannian manifolds. For example Arnaudon et al. [10]
defined a stochastic iterative method which converges to the Fre´chet mean of the
set of points. Ando, Li and Mathias [11] gave a recursive definition of the mean
of positive definite matrices which verifies important properties of geometric
means. However these methods require a large number of iterations (much larger
than the number of points of the dataset), while in our case, due to the high
computational cost of matchings, we aim at limiting as much as possible the
number of iterations.
The paper is organized as follows. First, we present the mathematical frame-
work of LDDMM and currents (Section 2). Section 3.1 then introduces the tem-
plate estimation and the iterative centroid method. In Section 4.1, we evaluate
the approach on datasets of real and synthetic hippocampi extracted from brain
magnetic resonance images (MRI).
2 Notation and mathematical setup
For the Diffeomorphic Iterative Centroid method, we use the LDDMM frame-
work (2.1) to quantify the difference between shapes. To model surfaces of the
population, we use the framework of currents (2.2) which does not assume point-
to-point correspondences.
2.1 Large Diffeomorphic Deformations.
The Large Diffeomorphic Deformation Metric Mapping framework allows quan-
tifying the difference between shapes and provides a shape space representation:
shapes of the population are seen as points in an infinite dimensional smooth
manifold, providing a continuum between shapes of the population. In this frame-
work a diffeomorphism deforms the whole space, not only a shape.
Diffeomorphisms as flows of vector fields. In the LDDMM framework, deforma-
tion maps ϕ : IR3 → IR3 are generated by integration of time-dependent vector
fields v(x, .) in an Hilbert space V , with x ∈ IR3 and t ∈ [0, 1]. If v(x, t) is regular
enough, i.e. if we consider the vector fields (v(·, t))t∈[0,1] in L
2([0, 1], V ), where
V is a Reproducing Kernel Hilbert Space (R.K.H.S.) embedded in the space of
C1(IR3, IR3) vector fields vanishing at infinity, then the transport equation:{
dφv
dt (x, t) = v(φv(x, t), t) ∀t ∈ [0, 1]
φv(x, 0) = x ∀x ∈ IR
3 (1)
has a unique solution, and one sets ϕv = φv(·, 1) the diffeomorphism induced
by v(x, t). The induced set of diffeomorphisms AV is a subgroup of the group
of C1 diffeomorphisms. To enforce velocity fields to stay in this space, one must
control the energy
E(v) :=
∫ 1
0
‖v(·, t)‖
2
V dt. (2)
Metric structure on the diffeomorphisms group The induced subgroup of diffeo-
morphisms A
V
is equipped with a right-invariant metric defined by the rules:
∀ϕ, ψ ∈ AV ,{
D(ϕ, ψ) = D(Id, ϕ−1 ◦ ψ)
D(Id, ϕ) = inf
{∫ 1
0
‖v(·, t)‖V dt ; v ∈ L
2([0, 1], V ), ϕv = ϕ
} (3)
D(ϕ, ψ) represents the shortest length of paths connecting ϕ to ψ in the diffeo-
morphisms group. Moreover, as in the classical Riemannian theory, minimizing
the length of paths is equivalent to minimizing their energy, and one has also:
D(Id, ϕ)) = inf
{
E(v) ; v ∈ L2([0, 1], V ), ϕv = ϕ
}
(4)
Discrete matching functionals. Considering two surfaces S and T , the optimal
matching between them is defined in an ideal setting, as the map ϕv minimizing
E(v) under the constraint ϕv(S) = T . In practice such an exact matching is
often not feasible and one writes inexact unconstrained matching functionals
which minimize both E(v) and a matching criterion which evaluates the spatial
proximity between ϕv(S) and T , as we will see in the next section.
In a discrete setting, when the matching criterion depends only on ϕv via
the images ϕv(xi) of a finite number of points xi (such as the vertices of the
mesh S) one can show that the vector fields v(x, t) which induce the optimal
deformation map can be written via a convolution formula over the surface
involving the reproducing kernel KV of the R.K.H.S. V . This is due to the
reproducing property of V ; indeed V is the closed span of vectors fields of the
form KV (x, .)α, and therefore v(x, t) writes
v(x, t) =
n∑
i=1
KV (x, xi(t))αi(t), (5)
where xi(t) = φv(xi, t) are the trajectories of points xi, and αi(t) ∈ IR
3 are time-
dependent vectors called momentum vectors, which parametrize completely the
deformation. Trajectories xi(t) depend only on these vectors as solutions of the
following system of ordinary differential equations:
dxj(t)
dt
=
n∑
i=1
KV (xj(t), xi(t))αi(t), (6)
for 1 ≤ j ≤ n. This is obtained by plugging formula 5 for the optimal velocity
fields into the flow equation 1 taken at x = xj . Moreover, the energy E(v) takes
an explicit form as expressed in terms of trajectories and momentum vectors:
E(v) =
∫ 1
0
n∑
i,j=1
αi(t)
TK
V
(xi(t), xj(t))αj(t) dt. (7)
These equations reformulate the problems in a finite dimensional Riemannian
setting. Indeed E(v) appears as the energy of the path t 7→ (xi(t))1≤i≤n in the
space of landmarks Ln = {x = (xi)1≤i≤n, xi 6= xj ∀i, j} equipped with local
metric g(x) = K(x)−1, where K
V
(x) is the 3n × 3n matrix with block entries
K
V
(xi, xj), 1 ≤ i, j ≤ n.
Geodesic equations and local encoding. As introduced previously, the minimiza-
tion of the energy E(v) in matching problems can be interpreted as the esti-
mation of a length-minimizing path in the group of diffeomorphisms A
V
, and
also additionally as a length-minimizing path in the space of landmarks when
considering discrete problems. Such length-minimizing paths obey some geodesic
equations [4] (distances are define as in 3), which write as follows in the case of
landmarks (using matrix notations):{
dx(t)
dt = KV (x(t))α(t)
dα(t)
dt = −
1
2∇x(t)
[
α(t)TKV (x(t))α(t)
]
,
(8)
Note that the first equation is nothing more than equation 6 which allows to com-
pute trajectories xi(t) from any time-dependant momentum vectors αi(t), while
the second equation gives the evolution of the momentum vectors themselves.
This new set of ODEs can be solved from any initial conditions xi(0), αi(0),
which means that the initial momentum αi(0) fully determine the subsequent
time evolution of the system (since the xi(0) are fixed points). As a consequence,
these initial momentum vectors encode all information of the optimal diffeomor-
phism. This is a very important point for applications, specifically for group
studies, since it allows to analyse the set of deformation maps from a given tem-
plate to the observed shapes by performing statistics on the initial momentum
vectors located on the template shape. We also can use geodesic shooting from
initial conditions xi(0)αi(0) in order to generate any arbitrary deformation of
a shape in the shape space. We will use this tool for the construction of our
synthetic dataset Data1 (see section 4.1).
2.2 Currents
The idea of the mathematical object named “currents” is related to the theory
of distributions as presented by Schwartz in 1952 [12], in which distributions are
characterized by their action on any smooth functions with compact support. In
1955, De Rham [13] generalized distributions to differential forms to represent
submanifolds, and called this representation currents. This mathematical object
serves to model geometrical objects using a non parametric representation.
The use of currents in computational anatomy was introduced by J. Glaune´s
and M. Vaillant in 2005 [14][15] and subsequently developed by Durrleman
([16]) in order to provide a dissimilarity measure between meshes which does
not assume point-to-point correspondence between anatomical structures. The
approach proposed by Vaillant and Glaune`s is to represent meshes as objects in
a linear space and supply it with a computable norm. Using currents to repre-
sent surfaces has some benefits. First it avoids the point correspondence issue:
one does not need to define pairs of corresponding points between two surfaces
to evaluate their spatial proximity. Moreover, metrics on currents are robust to
different samplings and topologies and take into account not only the global
shapes but also their local orientations. Another important benefit is that the
space of currents is a vector space, which allows to consider linear combinations
such as means of shapes in the space of currents. This property will be used in
the centroid and template methods that we introduce in the following.
We limit the framework to surfaces embedded in IR3. Let S be an oriented
compact surface, possibly with boundary. Any smooth and compactly supported
differential 2-form ω of IR3 - i.e. a mapping x 7→ ω(x) such that for any x ∈ IR3,
ω(x) is a 2-form, an alternated bilinear mapping from IR3 × IR3 to IR - can be
integrated over S ∫
S
ω =
∫
S
ω(x)(u1(x), u2(x))dσ(x). (9)
where (u1(x), u2(x)) is an orthonormal basis of the tangent plane at point x, and
dσ the Lebesgue measure on the surface S. Hence one can define a linear form
[S] over the space of 2-forms via the rule [S](ω) :=
∫
S
ω. If one defines a Hilbert
metric on the space of 2-forms such that the corresponding space is continuously
embedded in the space of continuous bounded 2-forms, this mapping will be
continuous [14], which will make [S] an element of the space of 2-currents, the
dual space to the space of 2-forms.
Note that since we are working with 2-forms on IR3, we can use a vectorial
representation via the cross product: for every 2-form ω and x ∈ IR3 there exists
a vector ω(x) ∈ IR3 such that for every α, β ∈ IR3,
ω(x)(α, β) = 〈ω(x) , α× β〉 = det(α, β, ω(x)), (10)
Therefore we can work with vector fields ω instead of 2-forms ω. In the following,
with a slight abuse of notation, we will use ω(x) to represent both the bilinear
alternated form and its vectorial representative. Hence the current of a surface
S can be re-written from equation 9 as follows:
[S](ω) =
∫
S
〈ω(x) , n(x)〉 dσ(x) (11)
with n(x) the unit normal vector to the surface: n(x) := u1(x) × u2(x).
We define a Hilbert metric 〈· , ·〉W on the space of vector fields of IR
3, and
require the space W to be continuously embedded in C10 (IR
3, IR3). The space of
currents we consider is the space of continuous linear forms on W , i.e. the dual
space W ∗, and the required embedding property ensures that for a large class
of oriented surfaces S in IR3, comprising smooth surfaces and also triangulated
meshes, the associated linear mapping [S] is indeed a current, i.e. it belongs to
W ∗.
The central object from the computational point of view is the reproducing
kernel of space W , which we introduce here. For any point x ∈ IR3 and vector
α ∈ IR3 one can consider the Dirac functional δαx : ω 7→ 〈ω(x) , α〉 which is an
element of W ∗. The Riesz representation theorem then states that there exists
a unique u ∈ W such that for all ω ∈ W , 〈u , ω〉W = δ
α
x (ω) = 〈ω(x) , α〉. u
is thus a vector field which depends on x and linearly on α, and we write it
u = K
W
(·, x)α. Thus we have the rule
〈K
W
(·, x)α, ω〉
W
= 〈ω(x) , α〉 . (12)
Moreover, applying this formula to ω = K
W
(·, y)β for any other point y ∈ IR3
and vector β ∈ IR3, we get
〈K
W
(·, x)α,K
W
(·, y)β〉
W
= 〈K
W
(x, y)β , α〉 (13)
= αTK
W
(x, y)β =
〈
δαx , δ
β
y
〉
W∗
.
K
W
(x, y) is a 3 × 3 matrix, and the mapping K
W
: IR3 × IR3 → IR3×3 is called
the reproducing kernel of the space W . Now, note that we can rewrite equation
11 as
[S](ω) =
∫
S
δn(x)x (ω) dσ(x) (14)
Thus using equation 13, one can prove that for two surfaces S and T ,
〈[S] , [T ]〉
2
W∗ =
∫
S
∫
T
〈nS(x) , KW (x, y)nT (y)〉 ds(x)ds(y) (15)
This formula defines the metric we use for evaluating spatial proximity between
shapes. It is clear that the type of kernel one uses fully determines the metric
and therefore will have a direct impact on the behaviour of the algorithms. We
use scalar invariant kernels of the form K
W
(x, y) = h(‖x − y‖2/σ2W )I3, where
h is a real function such as h(r) = e−r (gaussian kernel) or h(r) = 1/(1 + r)
(Cauchy kernel), and σW a scale factor. In practice this scale parameter has a
strong influence on the results; we will go back to this point later.
We can now define the optimal match between two currents [S] and [T ],
which is the diffeomorphism minimizing the functional
JS,T (v) = γE(v) + ‖[ϕv(S)]− [T ]‖
2
W∗ (16)
This functional is non convex and in practice we use a gradient descent algorithm
to perform the optimization, which cannot guarantee to reach a global minimum.
We observed empirically that local minima can be avoided by using a multi-
scale approach in which several optimization steps are performed with decreasing
values of the width σ
W
of the kernel K
W
(each step provides an initial guess for
the next one).
In practice, surfaces are given as triangulated meshes, which we discretize in
the space of currentsW ∗ by combinations of Dirac functionals : [S] ≃
∑
f∈S δ
nf
cf ,
where the sum is taken over all triangles f = (f1, f2, f3) of the mesh S, and
cf =
1
2 (f
1 + f2 + f3), nf =
1
2 (f
2 − f1) × (f3 − f1) denote respectively the
center and normal vector of the triangle. Given a deformation map ϕ and a
triangulated surface S, we also approximate its image ϕ(S) by the triangulated
mesh obtained by letting φ act only on the vertices of S. This leads us to the
following discrete formulation of the matching problem:
JdS,T (α) = γ
∫ 1
0
n∑
i=1
αi(t)
TK
V
(xi(t), xj(t))αj(t) dt
+
∑
f,f ′∈S
nTϕ(f)KW (cϕ(f), cϕ(f ′))nϕ(f ′)
+
∑
g,g′∈T
ngKW (cg, cg′)ng′ − 2
∑
f∈S,g∈T
nTϕ(f)KW (cϕ(f), cg)ng (17)
where ϕ denotes the diffeomorphism associated to momentum vectors αi(t) and
trajectories xi(t), xi = xi(0) being the vertices of mesh S, and where we have
noted for any face f , ϕ(f) = (ϕ(f1), ϕ(f2), ϕ(f3)). We note 3 important param-
eters, γ which controls the regularity of the map, σ
V
which controls the scale
in the space of deformations and σ
W
which controls the scale in the space of
currents.
3 A template estimation for large database via LDDMM
3.1 Why building a template?
A central notion in computational anatomy is the generation of registration
maps, mapping a large set of anatomical data to a common coordinate system
to study intra-population variability and inter-population differences. In this
paper, we use the method introduced by Glaune`s et al. [5] which estimates a
template given a collection of unlabelled points sets or surfaces in the framework
of scalar measures and currents. In our case we use the framework of currents.
This method is posed as a minimum mean squared error estimation problem and
uses the metric on the space of diffeomorphisms. Let Si be N surfaces in IR
3 (i.e.
the whole surface population). Let [Si] be the corresponding current of Si, or its
approximation by a finite sum of vectorial Diracs. The problem is formulated as
follows:
{
vˆi, Tˆ
}
= argmin
vi,T
N∑
i=1
{
‖T − [ϕvi(Si)] ‖
2
W∗ + γE(vi)
}
, (18)
where the minimization is performed over the spaces L2([0, 1], V ) for the velocity
fields vi and over the space of currentsW
∗ for T . The method uses an alternated
optimization i.e. surfaces are successively matched to the template, then the
template is updated and this sequence is iterated until convergence. One can
observe that when ϕi is fixed, the functional is minimized when T is the average
of [ϕi(Si)] in space W
∗:
T =
1
N
N∑
i=1
[ϕvi(Si)] , (19)
which makes the optimization with respect to T straightforward. This optimal
current is not a surface itself; in practice it is constituted by the union of all
surfaces ϕvi(Si), and the
1
N factor acts as if all normal vectors to these surfaces
were weighted by 1N . At the end of the optimization process however, all surfaces
being co-registered, the ϕˆvi(Si) are close to each other, which makes the optimal
template Tˆ close to being a true surface.
In practice, we stop the template estimation method after P loops, and with
the datasets we use, P = 7 seems to be sufficient to obtain an adequate template.
As detailed in section 2, obtaining a template allows to perform statistical
analysis of the deformation maps via the initial momentum representation to
characterize the population. One can run analysis on momentum vectors such as
Principal Component Analysis (PCA), or estimate an approximation of pairwise
diffeomorphic distances between subjects using the estimated template (Yang et
al [17]) in order to use manifold learning methods like Isomap [18].
In the present case, the optimal template for the population is not a true
surface but is defined, in the space of currents, by the mean Tˆ = 1N
∑N
j=1 ϕˆvj [Sj ].
However this makes no difference from the point of view of statistical analysis,
because this template can be used in the LDDMM framework exactly as if it
was a true surface.
One may speed up the estimation process and avoid local minima issues by
defining a good initialization of the optimization process. Standard initialization
consists in setting T = 1N
∑N
i=1[Si], which means that the initial template is
defined as the combination of all unregistered shapes in the population. Alter-
natively, if one is given a good initial guess T , the convergence speed of the
method can be improved. This is the primary motivation for the introduction of
the iterative centroid method which we present in the next section.
3.2 The Iterative Centroid method
As presented in the introduction, computing a template in the LDDMM frame-
work can be highly time consuming, taking a few days or some weeks for large
real-world databases. To increase the speed of the method, one of the key points
may be to start with a good initial template, already correctly centred among
shapes in the population. Of course the computation time of such an initial-
ization method must be substantially lower than the template estimation itself.
The Iterative Centroid method presented here performs such an initialization
with N − 1 pairwise matchings only.
The LDDMM framework, in an ideal setting (exact matching between shapes),
sets the template estimation problem as the computation of a centroid on a Rie-
mannian manifold, which is of finite dimension in the discrete case (we limit our
analysis to this finite dimensional setting in what follows). The Fre´chet mean
is the standard way for defining such a centroid and provides the basic inspira-
tion of all LDDMM template estimation methods. Since our Iterated Centroid
method is also inspired by considerations about computation of centroids in
Euclidean space and their analogues on Riemannian manifolds, we will briefly
discuss these ideas in the following.
Centroid computation on Euclidean and Riemannian spaces. If xi, 1 ≤ i ≤ N
are points in IRd, then their centroid is defined as
bN =
1
N
N∑
i=1
xi. (20)
It satisfies also the following:
bN = argmin
y∈IRd
∑
1≤i≤N
‖y − xi‖
2. (21)
Now, when considering points xi living on a Riemannian manifoldM (we assume
M is path-connected and geodesically complete), the definition of bN cannot be
used because M is not a vector space. However the variational characterization
of bN has an analogue, which leads to the definition of the Fre´chet mean, also
called 2-mean, which is uniquely defined under some constraints (see [10]) on
the relative locations of points xi in the manifold:
bN = argmin
y∈M
∑
1≤i≤N
dM (y, xi)
2. (22)
Many mathematical studies (as for example Kendall [19], Karcher [20] Le [21],
Afsari [22, 23]), have focused on proving the existence and uniqueness of the
mean, as well as proposing algorithms to compute it. The more general notion
of p-mean of a probability measure µ on a Riemannian manifold M is defined
by:
b = argmin
x∈M
Fp(x), Fp(x) =
∫
M
dM (x, y)
pµ(dy). (23)
Arnaudon et al. [10] published in 2012 for p ≥ 1 a stochastic algorithm which
converges almost surely to the p-mean of the probability measure µ. This algo-
rithm does not require to compute the gradient of the functional Fp to minimize.
The authors construct a time inhomogeneous Markov chain by choosing at each
step a random point P with distribution µ and moving the current point X to a
new position along the geodesic connecting X to P . As it will be obvious in the
following, our method shares similarities with this method for the case p = 2, in
that it also uses an iterative process which at each step moves the current posi-
tion to a new position along a geodesic. However our method is not stochastic
and does not compute the 2-mean of the points. Moreover, our approach stops
after N − 1 iterations, while on the contrary the stochastic method does not
ensure to have considered all subjects of the population after N iterations.
Other definitions of centroids in the Riemannian setting can be proposed.
The following ideas are more directly connected to our method. Going back
to the Euclidean case, one can observe that bN satisfies the following iterative
relation: {
b1 = x1
bk+1 =
k
k+1 bk +
1
k+1xk+1, 1 ≤ k ≤ N − 1,
(24)
which has the side benefit that at each step bk is the centroid of the xi, 1 ≤ i ≤ k.
This iterative process has an analogue in the Riemannian case, because one can
interpret the convex combination kk+1 bk +
1
k+1xk+1 as the point located along
the geodesic linking bk to xk+1, at a distance equal to
1
k+1 of the total length of
the geodesic, which we can write geod(bk, xk+1,
1
k+1 ). This leads to the following
definition in the Riemannian case:{
b˜1 = x1
b˜k+1 = geod(b˜k, xk+1,
1
k+1 ), 1 ≤ k ≤ N − 1,
(25)
Of course this new definition of centroid does not coincide with the Fre´chet
mean when the metric is not Euclidean, and furthermore it has the drawback to
depend on the ordering of points xi. Moreover one may consider other iterative
procedures such as computing midpoints between arbitrary pairs of points xi,
and then midpoints of the midpoints, etc. In other words, all procedures that are
based on decomposing the Euclidean equality bN =
1
N
∑N
i=1 xi as a sequence of
pairwise convex combinations lead to possible alternative definitions of centroid
in a Riemannian setting. Based on these remarks, Emery and Mokobodzki [24]
proposed to define the centroid not as a unique point but as the set BN of points
x ∈M satisfying
f(x) ≤
1
N
N∑
i=1
f(xi), (26)
for any convex function f on M (a convex function f on M being defined by
the property that its restriction to all geodesics is convex). This set BN takes
into account all centroids obtained by bringing together points xi by all possible
means, i.e. recursively by pairs, or by iteratively adding a new point, as explained
above (see Fig.2).
Outline of the method The Iterated Centroid method consists roughly in apply-
ing the following procedure: given a collection of N shapes Si, we successively
update the centroid by matching it to the next shape and moving along the
geodesic flow. Figure 1 illustrates the general idea. We propose two alternative
ways for the update step (algorithms 1 and 2 below).
Fig. 1. Illustration of the method. Left image: red stars are subjects of the population,
the yellow star is the final Centroid, and orange stars are iterations of the Centroid.
Right image: Final Centroid with the hippocampus population from Data1 (red). See
section 4.1 for more details about datasets.
Direct Iterative Centroid : IC1 The first version of the method computes a cen-
troid between two objects O1 and O2 by transporting a first object O1 along
the geodesic going from this object to O2. The transport is stopped depending
of the weights of the objects. If the weight of O1 is w1, and the weight of O2
is w2 with w1 + w2 = 1, we stop the deformation of O1 at time t = w2. Since
the method is iterative, the first two objects are two subjects of the population,
for the next step we have as a first object the previous centroid and as a second
object a new subject of the population. The algorithm proceeds as presented in
the Algorithm 1.
Data: N surfaces Si
Result: 1 surface BN representing the centroid of the population
B1 = S1;
for i from 1 to N − 1 do
Bi is matched using the equation (16) to Si+1 which results in a
deformation map φvi(x, t);
Set Bi+1 = φvi (Bi,
1
i+1 ) which means we transport Bi along the
geodesic and stop at time t = 1i+1 ;
end
Algorithm 1: Iterative Centroid 1 (IC1)
Iterative Centroid with averaging in the space of currents : IC2 Because match-
ings are inaccurate, the centroid computed with the method presented above
accumulates small errors which can have an impact on the final centroid. Fur-
thermore, the centroid computed with algorithm 1 is in fact a deformation of the
first shape S1, which makes the procedure even more dependent on the ordering
of subjects than it would be in an ideal exact matching setting. In this second
Fig. 2. Diagrams of the iterative processes which lead to the centroid computation. The
tops of the diagrams represent the final centroid. The diagram on the left corresponds to
the Iterative Centroid algorithms (IC1 and IC2). The diagram on the right corresponds
to the pairwise algorithm (PW).
algorithm, we modify the updating step by computing a mean in the space of
currents between the deformation of the current centroid and the backward flow
of the curent shape being matched. Hence the computed centroid is not a true
surface but a current, i.e. combination of surfaces, as in the template estimation
method. The weights chosen in the averaging reflects the relative importance of
the new shape, so that at the end of the procedure, all shapes forming the cen-
troid have equal weight 1N . The algorithm proceeds as presented in Algorithm
2.
Data: N surfaces Si
Result: 1 current BN representing the centroid of the population
B1 = [S1];
for i from 1 to N − 1 do
Bi is matched using the equation (16) to Si+1 which results in a
deformation map φvi(x, t);
Set Bi+1 =
i
i+1 ∗ φvi(Bi,
1
i+1 ) +
1
i+1 [φui(Si+1,
i
i+1 )] which means we
transport Bi along the geodesic and stop at time t =
1
i+1 ;
where ui(x, t) = −vi(x, 1 − t), i.e. φui is the reverse flow map.
end
Algorithm 2: Iterative Centroid 2 (IC2)
Note that we have used the notation φvi(Bi,
1
i+1 ) to denote the transport
(push-forward) of the current Bi by the diffeomorphism. Here Bi is a linear
combination of currents associated to surfaces, and the transported current is the
linear combination (keeping the weights unchanged) of the currents associated
to the transported surfaces.
An alternative method : Pairwise Centroid (PW) Another possibility is to group
objects by pairs, compute centroids (middle points) for each pair, and then re-
cursively apply the same procedure to the set of centroids, until having only
one centroid (see Fig. 2). This pairwise method also depends on the ordering
of subjects, and also provides a centroid which satisfies the definition of Emery
and Mokobodzki (disregarding the inaccuracy of matchings).
When the population is composed of more than 3 subjects, we split the pop-
ulation in two parts and recursively apply the same splitting until having two
or three objects in each group. We then apply algorithm 1 to obtain the cor-
responding centroid before going back up along the dyadic tree, and keeping
attention to the weight of each object. This recursive algorithm is described in
algorithm 3.
Data: N surfaces Si
Result: 1 surface B representing the centroid of the population
if N ≥ 2 then
Bleft = Pairwise Centroid (S1, ..., S[N/2]);
Bright = Pairwise Centroid (S[N/2]+1, ..., SN );
Bleft is matched to Bright which results in a deformation map φv(x, t);
Set B = φv(Bleft,
[N/2]+1
N ) which means we transport Bleft along the
geodesic and stop at time t = [N/2]+1N ;
end
else
B = S1
end
Algorithm 3: Pairwise Centroid
3.3 Implementation
The methods presented just before need some parameters. Indeed, in each al-
gorithm we have to compute the matching from one surface to another. For
each matching we minimize the corresponding functional (see equation 17 at
the end of section 2.2) which estimates the news momentum vectors α, which
then are used to update the positions of points xi of the surface. A gradient
descent with adaptive step size is used for the minimization of the functional
J . Evaluation of the functional and its gradient require numerical integrations
of high-dimensional ordinary differential equations, which is done using Euler
trapezoidal rule.
The main parameters for computing J are maxiter which is the maximum num-
ber of iterations for the adaptive step size gradient descent algorithm, γ for the
regularity of the matching, and σ
W
and σ
V
the sizes of the kernels which control
the metric of the spaces W and V .
We selected parameters in order to have relatively good matchings in a short
time. We chose γ close enough to zero to enforce the matching to bring the first
object to the second one. Nevertheless, we must be prudent: choosing a γ too
small could be hazardous because the regularity of the deformation could not be
preserved. For each pairwise matching, we use the multi-scale approach described
in section 2.2 page 5, performing four consecutive optimization processes with
decreasing values by a constant factor of the σW parameter which is the size of
the R.K.H.S. W , to increase the precision of the matching. At the beginning,
we fix this σW parameter with a sufficient large value in order the capture
the possible important variations or differences between shapes. This is for this
reason that for the two first minimizations of the functional, we use a small
maxiter parameter. For the results presented after, we used very small values
for the parameter maxiter = [50, 50, 100, 300], to increase the velocity of the
method. Results can be less accurate than in our previous study [25] which used
different values for maxiter: [40, 40, 100, 1000], which take twice as much time to
compute. For the kernel size σ
V
of the deformation space, we fix this parameter
at the beginning and have to adapt it to the size of the data.
The first method starts from N surfaces, and gives a centroid composed by
only one surface, which is a deformation of the surface used at the initialization
step. An example is shown in Fig. 3. This method is rather fast, because at each
step we have to match only one mesh composed by n1 vertices to another, where
n1 is the number of vertices of the first mesh of the iterative procedure.
The second method starts from N surfaces and gives a centroid composed
of deformations of all surfaces of the population. At each step it forms a com-
bination in the space of currents between the current centroid and a backward
flow of the new surface being matched. In practice this implies that the centroid
grows in complexity; at step i its number of vertices is
∑i
j=1 j ∗ nj . Hence this
algorithm is slower than the first one, but the mesh structure of the final cen-
troid does not depend on the mesh of only one subject of the population, and the
combination compensates the bias introduced by the inaccuracy of matchings.
Fig. 3. On the left, an Iterative Centroid of the dataset Data2 (see section 4.1 for more
details about datasets) computed using the IC1 algorithm, and on the right the IC2
algorithm.
The results of the Iterative Centroid algorithms depend on the ordering of
subjects. We will study this dependence in the experimental part, and also study
the effect of stopping the I.C. before it completes all iterations.
4 Experiments and Results
4.1 Data
Fig. 4. Left panel: coronal view of the MRI with the meshes of hippocampi segmented
by the SACHA software [26], the right hippocampus is in green and the left one in
pink. Right panel: 3D view of the hippocampi.
To evaluate our approach, we used data from 95 young (14-16 years old) sub-
jects from the European database IMAGEN. The anatomical structure that we
considered was the hippocampus, which is a small bilateral structure of the tem-
poral lobe of the brain involved in memory processes. The hippocampus is one
of the first structures to be damaged in Alzheimer’s disease; it is also implicated
in temporal lobe epilepsy, and is altered in stress and depression. 95 left hip-
pocampi were segmented from T1-weighted Magnetic Resonance Images (MRI)
of this database (see Fig. 4) with the software SACHA [26], before computing
meshes from the binary masks using BrainVISA software 8.
We denote as RealData the dataset composed of all 95 hippocampi meshes.
We rigidly aligned all hippocampi to one subject of the population. For this rigid
registration, we used a similarity term based on measures (as in [27]) rather than
currents.
We also built two synthetic populations of hippocampi meshes, denoted as
Data1 and Data2. Data1 is composed of a large number of subjects, in order
to test our algorithms on a large dataset. In order to study separately the ef-
fect of the population size, meshes of this population are simple. Data2 is a
synthetic population close to the real one, with the difference that all subjects
8 http://www.brainvisa.info
have the same mesh structure. This allows to test our algorithms in a popula-
tion with a single mesh structure, thus disregarding the effects of different mesh
structures. These two datasets are defined as follows (examples of subjects from
these datasets are shown on Fig. 5):
– Data1. We chose one subject S0 that we decimated (down to 135 vertices) and
deformed using geodesic shooting in 500 random directions with a sufficiently
large kernel and a reasonable momentum vector norm in order to preserve the
overall hippocampal shape, resulting in 500 deformed objects. Each deformed
object was then further transformed by a translation and a rotation of small
magnitude. This resulted in the 500 different shapes of Data1. All shapes in
Data1 have the same mesh structure. Data1 thus provides a large dataset
with simple meshes and mainly global deformations.
– Data2. We chose the same initial subject S0 that we decimated to 1001
vertices. We matched this mesh to each subject of the dataset RealData
(n = 95), using diffeomorphic deformation, resulting in 95 meshes with 1001
vertices. Data2 has more local variability than Data1, and is closer to the
anatomical truth.
Fig. 5. Top to bottom: meshes from Data1 (n=500), Data2 (n=95) and RealData
(n=95)
4.2 Effect of subject ordering
Each of the 3 proposed algorithms theoretically depends on the ordering of
subjects. Here, we aim to assess the influence of the ordering of subjects on
the final centroid for each algorithm.
For that purpose, we compared several centroids computed with different
orderings. For each dataset and each algorithm, we computed 10 different cen-
troids. We computed the mean m1 and maximal distance between all pairs of
centroids. The three datasets have different variabilities. In order to relate the
previous mean distance to the variability, we also computed the mean distance
m2 between each centroid and all subjects of a given dataset. We finally com-
puted the ratio between these two mean distances m1/m2. Distances between
surfaces were computed in the space of currents, i.e. to compare two surfaces
S and T , we computed the squared norm ‖ [S]− [T ]‖2W∗ . Results are presented
in Table 1. Additionnaly, we computed the mean of distances between centroids
computed using the different methods. Results are presented in Table 2.
Table 1. Distances between centroids computed with different subjects orderings, for
each dataset and each of the 3 algorithms. The three first columns present the mean,
standard deviation and the maximum of distances between all pairs of centroids com-
puted with different orderings. The fourth colum displays the mean of distances between
each centroid algorithm and all subjects of the datasets. Distances are computed in the
space of currents.
From different order: To the dataset:
mean (m1) max std mean (m2) m1/m2
Data1 IC1 0.8682 1.3241 0.0526 91.25 0.0095
IC2 0.5989 0.9696 0.0527 82.66 0.0072
PW 3.5861 7.1663 0.1480 82.89 0.0433
Data2 IC1 2.4951 3.9516 0.2205 16.29 0.1531
IC2 0.2875 0.4529 0.0164 15.95 0.0181
PW 3.8447 5.3172 0.1919 17.61 0.2184
RealData IC1 4.7120 6.1181 0.0944 18.54 0.2540
IC2 0.5583 0.7867 0.0159 17.11 0.0326
PW 5.3443 6.1334 0.1253 19.73 0.2708
Table 2. In columns, average distances between centroids computed using the different
algorithms.
IC1 vs IC2 IC1 vs PW IC2 vs PW
Data1 1.57 5.72 6.31
Data2 1.89 3.60 3.42
RealData 3.51 5.31 4.96
For each dataset and for each type of centroid, the mean of distances be-
tween all 10 centroids is small compared to the mean of distances between the
centroid and the subjects. However, the three algorithms IC1, IC2 and PW were
not equally influenced by the ordering. IC2 seems to be the most stable: the dif-
ferent centroids are very close one to each other, this being true for all datasets.
This was expected since we reduce the matching error by combining in the space
of currents the actual centroid with the deformation of the new subject along
the reverse flow. For IC1, the distance was larger for Data2 and RealData, which
have anatomically more realistic deformations, than for Data1, which has rather
simplistic shapes. This suggests that, for real datasets, IC1 is more dependent
on the ordering than IC2. This is due to the fact that IC1 provides a less precise
estimate of the centroid between two shapes since it does not incorporate the
reverse flow. For all datasets, distances for PW were larger than those for IC1
and IC2, suggesting that the PW algorithm is the most dependent on the sub-
jects ordering. Furthermore, centroids computed with PW are also farther from
those computed using IC1 or IC2. Furthermore, we speculate that the increased
sensitivity of PW over IC1 may be due to the fact that, in IC1, n − 1 levels
of averaging are performed (and only log2 n for PW) leading to a reduction of
matching errors.
Finally, in order to provide a visualization of the differences, we present
matchings between 3 centroids computed with the IC1 algorithm, in the case of
RealData. Figure 6 shows that shape differences are local and residual. Visually,
the 3 centroids are almost similar, and the amplitudes of momentum vectors,
which bring one centroid to another, are small and local.
4.3 Position of the centroids within the population
We also assessed whether the centroids are close to the center of the population.
To that purpose, we calculated the ratio
R =
‖ 1N
∑N
i=1 v0(Si)‖V
1
N
∑N
i=1 ‖v0(Si)‖V
, (27)
with v0(Si) the vector field corresponding to the initial momentum vector of the
deformation from the template or the centroid to the subject i. This ratio gives
some indication about the centering of the centroid, because in a pure Rieman-
nian setting (i.e. disregarding the inaccuracies of matchings), a zero ratio would
mean that we are at a critical point of the Fre´chet functional, and under some
reasonable assumptions on the curvature of the shape space in the neighbour-
hood of the dataset (which we cannot check however), it would mean that we
are at the Fre´chet mean. To compute R, we need to match the centroid to all
subjects of the population. We computed this ratio on the best (i.e. the centroid
which is the closest to all other centroids) centroid for each algorithm and for
each dataset.
Results are presented in Table 3. We can observe that the centroids obtained
with the three different algorithms are reasonably centered for all datasets. Cen-
troids for Data1 are particularly well centered, which was expected given the
nature of this population. Centroids for Data2 and RealData are slightly less
Fig. 6. A. First row: 3 initial subjects used for 3 different centroid computations with
IC1 (mean distance between such centroids, in the space of currents, is 4.71) on Re-
alData. Second row: the 3 centroids computed using the 3 subjects from the first row
as initialization. B: Maps of the amplitude of the momentum vectors that map each
centroid to another. Top and bottom views of the maps are displayed. One can note
that the differences are small and local.
well centered but they are still close to the Fre´chet mean. It is likely that using
more accurate matchings (and thus increasing the computation time of the al-
gorithms) we could reduce this ratio for RealData and Data2. Besides, one can
note that ratios for Data2 and RealData are very similar; this indicates that the
centering of the centroid is not altered by the variability of mesh structures in
the population.
Table 3. Ratio values for assessing the position of the representative centroid within
the population, computed using Equation 27 (for each algorithm and for each dataset).
R IC1 IC2 PW
Data1 0.046 0.038 0.085
Data2 0.106 0.102 0.107
RealData 0.106 0.107 0.108
4.4 Effects of initialization on estimated template
The initial idea was to have a method which provides a good initialization for
template estimation methods for large databases. We just saw that IC1 and
IC2 centroids are both reasonably centered and do not depend on the subjects
ordering. Despite the fact that IC2 has the smallest sensitivity to the subjects
ordering, the method is slower and provides a centroid composed of N meshes.
Because we want to decrease the computation time for the template estimation
of a large database, it is natural to choose as initialization a centroid composed
by only one mesh (time saved in kernel convolution) in a short time. We advocate
to choose IC1 over PW because we can stop the IC1 algorithm at any step to
get a centroid of the sub-population used so far. Furthermore, PW seems to be
more sensitive to subjects ordering.
Now, we study the impact of the use of a centroid, computed with the IC1
algorithm, as initialization for the template estimation method presented in sec-
tion 3.1. To that purpose, we compared the template obtained using a standard
initialization, denoted as T (StdInit), to the template initialized with IC1 cen-
troid, denoted as T (IC1). We chose to stop the template estimation method
after 7 iterations of the optimization process. We arbitrarily chose this number
of iterations, it is large enough to have a good convergence for T (IC1) and to
have an acceptable convergence for T (StdInit). We did not use a stopping cri-
terion based on the W ∗ metric because it is highly dependent on the data and
is difficult to establish when using a multiscale approach. In addition to com-
paring T (IC1) to T (StdInit), we also compared the templates corresponding to
two different IC1 intialization based on two different orderings. We compared
the different templates in the space of currents. Results are presented in Table
4. We also computed the same ratios R as in equation 27. Results are presented
in Table 5.
Table 4. Distances between templates initialized via differents IC1 (T (IC1)) for each
datasets, and the distance between template initialized via the standard initialization
(T (StdInit)) and templates initialized via IC1.
T (IC1) vs T (IC1) T (IC1) vs T (StdInit)
Data1 0.9833 40.9333
Data2 0.6800 20.4666
RealData 4.0433 26.8667
Table 5. Ratios R for templates (T (IC1)) and for the template with its usual initial-
ization T (StdInit), for each datasets.
R T (IC1) T (StdInit)
Data1 0.0057 0.0062
Data2 0.0073 0.0077
RealData 0.0073 0.0074
Fig. 7. Estimated template from RealData. On the left, initialized via the standard
initialization which is the whole population. On the right, estimated template initialized
via a IC1 centroid
One can note that the differences between T (IC1) for different orderings are
small for Data1 and Data2 and larger for RealData, suggesting that these are due
to the mesh used for the initialization step. We can also observe that templates
initialized via IC1 are far, in terms of distances in the space of currents, from
the template initialized by the standard initialization. These results could be
alarming, but the results of ratios (see Table 5) prove that templates are all very
close to the Fre´chet mean, and that the differences are not due to a bad template
estimation. Moreover, both templates are visually similar as seen on Figure 7.
4.5 Effect of the number of iterations for Iterative Centroids
Since it is possible to stop the Iterative Centroid methods IC1 and IC2 at any
step, we wanted to assess the influence of computing only a fraction of the N
iterations on the estimated template. Indeed one may wonder if computing an
I.C. at e.g. 40% (then saving 60% of computation time for the IC method) could
be enough to initialize a template estimation. Moreover, for large datasets, the
last subject will have a very small influence: for a database composed of 1000
subjects, the weight of the last subject is 1/1000. We performed this experiment
in the case of IC1. In the following, we call ”IC1 at x%” an IC1 computed using
x×N/100 subjects of the population.
We computed the distance in the space of currents between ”IC1 at x%” and
IC1. Results are presented on Figure 8. These distances are averaged over the
10 centroids computed for each datasets. We can note that after processing 40%
of the population, the IC1 covers more than 75% of the distance to the final
centroid for all datasets.
We also compared T(IC1 at 40%) to T(IC1) and to T(StdInit), using dis-
tances in the space of currents, as well as the R ratio defined in Equation 27.
Results are shown on Table 6). They show that using 40% of subjects lowers sub-
stantially the quality of the resulting template. Indeed the estimated template
seems trapped in the local minimum found by the IC1 at 40%. We certainly have
to take into account the size of the dataset. Nevertheless, we believe that if the
dataset is very large and sufficiently homogeneous we could stop the Iterative
Centroid method before the end.
Table 6. Results of initialization of template estimation method by a IC1 at 40%
Data1 Data2 RealData
T(IC1 at 40%) vs T (StdInit) 41.41 24.41 24.82
T(IC1 at 40%) vs T(IC1 at 100%) 9.36 9.56 6.18
R value for T(IC1 at 40%) 0.040 0.106 0.105
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Fig. 8. first row: Graphs of average W ∗-distances between the IC1 at x% and the final
one. The second row present the same results with IC2.
4.6 Computation time
To speed up the matchings, we use a GPU implementation for the computation
of kernel convolutions, which constitutes the most time-consuming part of LD-
DMM methods. Computations were performed on a Nvidia Tesla C1060 card.
Computation times are displayed in Table 7.
We can note that the computation time of IC1 is equal to the one of PW
and that these algorithms are faster than the IC2 algorithm, as expected. The
computation time for any IC method (even for IC2) is much lower (by a factor
from 10 to 80) than the computation time of the template estimation method.
Morevoer, initializing the template estimation with IC1 can save up to 70% of
computation time over the standard initialization. On the other hand, using
T(IC1 at 40%) does not reduce computation time compared to using T(IC1).
It could be interesting to evaluate the parameters which would lead to a more
precise centroid estimate in a time that would still be inferior to that needed
for the template estimation. We should also mention that one could speed up
computations by adding a Matching Pursuit on currents as described in [9].
5 Conclusion
We have proposed a new approach for the initialization of template estimation
methods. The aim was to reduce computation time by providing a rough initial
estimation, making more feasible the application of template estimation on large
databases.
To that purpose, we proposed to iteratively compute a centroid which is cor-
rectly centered within the population. We proposed three different algorithms
to compute this centroid: the first two algorithms are iterative (IC1 and IC2)
and the third one is recursive (PW). We have evaluated the different approaches
on one real and two synthetic datasets of brain anatomical structures. Over-
all, the centroids computed with all three approaches are close to the Fre´chet
Table 7. Computation time (in hours) for Iterative Centroids and for template estima-
tion initialised by IC1 (T (IC1)), the standard initialization (T (StdInit)) and by IC1
at 40% (T(IC1 at 40%)). For T (IC1), we give the complete time for the whole process
i.e. the time for the IC1 computation plus the time for T (IC1) computation itself.
Computation time (hrs) Data1 Data2 RealData
IC1 1.7 0.7 1.2
IC2 5.2 2.4 7.5
PW 1.4 0.7 1.2
T (IC1) 21.1(= 1.7 + 19.4) 13.3(= 0.7 + 12.6) 27.9(= 1.2 + 26.7)
T (StdInit) 96.1 20.6 99
T(IC1 at 40%) 24.4(= 0.7 + 23.7) 10.4(= 0.3 + 10.1) 40.7(= 0.5 + 40.2)
mean of the population, thus providing a reasonable centroid or initialization for
template estimation method. Furthermore, for all methods, centroids computed
using different orderings are similar. It can be noted that IC2 seems to be more
robust to the ordering than IC1 which in turns seems more robust than PW.
Nevertheless, in general, all methods appear relatively robust with respect to
the ordering.
The advantage of iterative methods, like IC1 and IC2, is that we can stop the
deformation at any step, resulting in a centroid built with part of the population.
Thus, for large databases (composed for instance of 1000 subjects), it may not
be necessary to include all subjects in the computation since the weight of these
subjects will be very small. The iterative nature of IC1 and IC2 provides another
interesting advantage which is the possible online refinement of the centroid
estimation as new subjects are entered in the dataset. This leads to an increased
possibility of interaction with the image analysis process. On the other hand, the
recursive PW method has the advantage that it can be parallelized (still using
GPU implementation), although we did not implement this specific feature in
the present work.
Using the centroid as initialization of the template estimation can substan-
tially speed up the convergence. For instance, using IC1 (which is the fastest
one) as initialization saved up 70% of computation time. Moreover, this method
could certainly be used to initialize other template estimation methods, such as
the method proposed by Durrleman et al [6].
As we observed, the centroids, obtained with rough parameters, are close to
the Fre´chet mean of the population, thus we believe that computing IC with
more precise parameters (but still reasonable in terms of computation time),
we could obtain centroids closer to the center. This accurate centroid could be
seen as a cheap alternative to true template estimation methods, particularly if
computing a precise mean of the population of shapes is not required. Indeed, in
the LDDMM framework, template-based shape analysis gives only a first-order,
linearized approximation of the geometry in shape space. In a future work, we
will study the impact of using IC as a cheap template on results of population
analysis based for instance on kernel principal component analysis. Finally, the
present work deals with surfaces for which the metric based on currents seems to
be well-adapted. Nevertheless, the proposed algorithms for centroid computation
are general and could be applied to images, provided that an adapted metric is
used.
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