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The abil i ty to differentiate similar  experiences into discrete events 
in memory is  a fundamental  component of the episodic memory.  
Computational  models and experimental  evidence have suggested 
that projections from the dentate gyrus (DG) to CA3 play important 
roles in representing orthogonal information (i .e. ,  pattern separation)  
in the hippocampus. However,  the effects of  el iminating the DG on 
neural f ir ing patterns in the CA3 have rarely been tested in a goal-
directed memory task that  requires both the DG and CA3. In this 
thesis,  the simultaneous applicat ion of lesion and in-vivo 
electrophysiology were used to examine the role of the DG inputs to  
the CA3 as the animal processes scene memory. Selective lesions in  
the DG were made using colchicine in male Long-Evans rats ,  and 
CA3 single units were recorded as the rats  performed visual  scene 
memory tasks.  The original  scenes used in training were modified 
during testing by blurring to varying degrees,  by using visual  masks,  
or  by overlaying competing scenes to examine how changes in scenes 
differential ly  recruit  the DG-CA3 circuits .  Compared with controls,  
the performance of rats  with DG lesions was part icularly impaired 
when blurred scenes were used in the task. The fir ing-rate modulation 
associated with visual  scenes in these rats  was significantly reduced 
 
 ii 
in the single units  recorded from the CA3 when blurred scenes were 
presented,  largely because DG-deprived CA3 cells did not  show 
stepwise,  categorical  rate changes across varying degrees of scene 
ambiguity compared with controls.  These f indings suggest that  the 
DG plays key roles not only during the acquisi t ion of scene memories 
but also when modified visual  scenes are processed in conjunction 
with the CA3 by making the CA3 network respond orthogonally to 
ambiguous scenes.  
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1. Scene and the hippocampus 
The hippocampus plays an essential  role in remembering events as 
discrete memories (Eichenbaum, 2000).  The first  study to report  the 
functional  significance of the hippocampus was based on a case study 
centering on a human patient,  Henry Gustav Molaison, who 
underwent a bi lateral  medial temporal lobectomy (Scovil le and 
Milner,  1957).  The surgical  removal of  the bilateral medial temporal 
lobe,  which included the hippocampus,  have caused specif ic 
mnemonic impairments.  The patient suffered from anterograde 
amnesia and part ial  retrograde amnesia but was spared with motor 
skil l  learning.  This f inding has led many neuroscientists  to further 
investigate the role of the hippocampus in episodic memory,  as well  
as organizing different  types of memory systems (Squire and Zola-
Morgan, 1991).   
Endel Tulving’s definit ion of episodic memory is the memory of 
an event or series of events that  comprise an episode (Tulving et  al . ,  
1972).  The mental  representation of such memory would contain 
“what”,  “where” and “when” information, which led to using 
associative learning tasks to invest igate how episodic memory is  
formed in the brain.  In humans,  incidental associat ion tasks have 
been used to identify what brain regions were activated when 
successful  source memory was retr ieved in the later  test ing sessions 
 
 ２
(Brewer et  al . ,  1998; Davachi et  al . ,  2003; Stark and Okado, 2003;  
Kirwan et  al . ,  2008).  In rodent and nonhuman primate studies,  
‘episodic-like’ memory tasks have been used to examine what brain 
regions are essential  for learning the association and how it  is 
represented in the brain on the neuronal level(Murray and Mishkin,  
1998; Aggleton and Brown, 1999; Dudchenko et  al . ,  2000; Eacott  and 
Norman, 2004; Fortin et  al . ,  2004).   
The other important  function of the hippocampus is  i ts  role in 
spatial  memory. In 1971, O’Keefe and Dostrovsky found the place 
cells  in the hippocampus,  which are neurons that show highly 
selective f ir ing based on the location of the animal (O'Keefe and 
Dostrovsky, 1971).  The discovery of the place cells has shown that  
the hippocampus has an internal  representation of the environment 
and provided solid support  for the cognit ive map theory (O'Keefe and 
Nadel,  1978).  Further studies have reported that  the spatial  f ir ing of 
the place cells  was modulated by visual  changes in the surrounding 
environment and that  the place cells  may be cri t ical  for  mnemonic 
information processing of the hippocampus (O'Keefe and Conway, 
1978; Muller and Kubie,  1987; Lee et  al . ,  2004a; Delcasso et  al . ,  
2014).   
Gaffan was one of the f irst  to suggest  that  the scene memory 
could be the basis of the episodic memory (Gaffan,  1991, 1994).  A 
scene can be defined as a set  of  visual  st imuli  that  convey a 
semantically coherent view of the environment,  composed of 
background elements and objects in a specific spatial  layout 
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(Henderson and Hollingworth,  1999).  A scene represents a space in 
which objects or actors move and make events.  Therefore,  the abil i ty 
to process scenes could be a major component needed for both 
episodic memory and spatial  memory.   
Literature in both humans and animals is consistent with the 
notion that  the hippocampus is  important for scene processing.  
Human patient  studies have suggested that  the damages to the 
hippocampus disrupted the abil i ty to process or construct  scenes 
(Hassabis et  al . ,  2007; Mullally et  al . ,  2014).  Neuroimaging studies 
have further supported the idea by report ing that the activi ty patterns 
in the human hippocampus are modulated when scene processing is  
required (Bonnici  et  al . ,  2012; Brown et  al . ,  2014; Zeidman et  al . ,  
2015).  In rodents,  perturbation studies have shown that  functioning 
hippocampus is required in scene-dependent spatial  choice tasks (Lee 
and Solivan,  2010; Kim et al . ,  2012; Lee et  al . ,  2014).  
Electrophysiological  recording of the hippocampal CA1 single-units 
has shown scene-dependent f ir ing rate modulations during the same 




2. Anatomical properties of hippocampal subregions 
and their proposed roles 
Distinct  anatomical  characterist ics of the hippocampus that  differs 
from the neocortex have captured the at tention of neuroanatomists  
from the earl ier  era of the neuroscience.  Contrary to the reciprocal  
projections commonly found in the neocortex (Felleman and Van 
Essen,  1991),  the connection between hippocampal subregions are 
mostly unidirectional (Ramón y Cajal ,  1893; de No, 1934).  The 
hippocampal formation refers to brain regions that  are part  of  these 
feedforward connections and is composed of the dentate gyrus,  the 
hippocampus proper,  the subicular  complex, and the entorhinal cortex 
(Amaral  and Witter,  1989).  The term “trisynaptic circuit” is used to 
define three excitatory projections within the hippocampal formation 
that  has been the center of focus.  I t  refers to the connection 
originating from the entorhinal cortex to DG which projects to CA3, 
which projects  to CA1 (Andersen et  al . ,  1969).   
The dentate gyrus mostly receives i ts input from layer II  of  the 
entorhinal cortex, which is named the perforant pathway (Ramón y 
Cajal ,  1893).  The inputs from the entorhinal cortex via perforant path 
f ibers mostly innervate granule cells  (Claiborne et  al . ,  1990),  which 
are principal  neurons located in the molecular layer of  the dentate 
gyrus.  The number of granule cells  is six t imes much larger than that  
of  other hippocampal subregions (Boss et  al . ,  1985; Amaral  et  al . ,  
1990).  Granule cells  are also known for their  sparse activity,  which 
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is  supported by the local  inhibitory network (Barnes et  al . ,  1990).  
CA3 receives i ts input from three regions:  dentate gyrus,  
entorhinal  cortex,  and CA3 itself .  The projection from the dentate 
granule cells  to the CA3 pyramidal cells is called the mossy fiber  
pathway  (Amaral  et  al . ,  2007).  CA3 also receives projections from 
the entorhinal  cortex via the perforant  pathway,  as well  as from CA3 
itself  via recurrent collaterals (Gonzales et  al . ,  2001).  Compared to 
diffuse projections from the entorhinal  cortex or CA3, CA3 neurons 
only receive sparse and topographic projections from the mossy fiber  
pathway  (Claiborne et  al . ,  1986).  Due to i ts  proximity to soma, the 
mossy fiber inputs are known to have larger synapses and suggested 
to be stronger compared to other inputs  (Brown and Johnston, 1983).   
Based on the anatomical  connections within the hippocampus,  
computational models have suggested that the hippocampus supports 
forming and retr ieving distinct  memory representations by providing 
two key processes:  pattern separation and completion (Marr,  1971; 
O'Reilly and McClelland, 1994; Rolls and Kesner,  2006).  Pattern 
separation consists of the formation of orthogonal  representations 
despite similar input patterns,  whereas pattern completion consists of  
the retr ieval  of original  memory representations when presented with 
modified or ambiguous st imuli .   
Computational  models have suggested that different subregions 
of the hippocampus are responsible for pattern separation and 
completion processes (O'Reil ly and McClelland,  1994; Treves and 
Rolls ,  1994; Kesner and Rolls,  2015).  Specifically,  some 
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computational  models have emphasized that  the dentate gyrus (DG) 
subregion in the hippocampus is cri t ical  in the formation of 
orthogonal representations of events and places in the CA3, the 
hippocampal structure downstream of the DG. The CA3 is important  
in recovering the original  memory representation (i .e. ,  pattern 
completion) when sl ightly modified inputs are fed from the cort ical  
areas,  mainly due to the recurrent  network component in the CA3. To 
have orthogonalized representations in the CA3 despite i ts  auto-
associative network propert ies,  CA3 neurons require sparse,  but  
strong inputs from the DG. It  has been hypothesized that two 
seemingly opposite computational  processes performed in the 
hippocampus are cri t ical  in classifying a current  environment based 




3. Physiological evidence for pattern separation in the 
hippocampus 
Consistent with the computational  models,  experimental  evidence 
using rodents has provided support  for these computational  models 
(McNaughton et  al . ,  1989; Gilbert  et  al . ,  1998; Gilbert  et  al . ,  2001; 
Lee and Kesner,  2004; Lee et  al . ,  2004a; Lee et  al . ,  2004b; Leutgeb 
et  al . ,  2004; Lee and Solivan, 2010; Neunuebel and Knierim, 2014; 
Lee et  al . ,  2015; van Dijk and Fenton,  2018).  For example,  behavioral  
studies using rats with lesions in the DG found significant  
impairment in memory retr ieval when performing tasks requiring the 
differentiat ion of similar locations (Gilbert  et  al . ,  2001) or similar 
object-place paired associates (Lee and Solivan,  2010).  We recently 
reported that  DG lesions impair  the acquisi t ion of new visual  scenes 
and that  rats  with DG lesions were deficient in recognizing visual  
scenes when the original  scenes were al tered to make them ambiguous 
(Ahn and Lee, 2014).  These findings indicate that DG is important  
for disambiguating similar  experiences.  
Studies using human subjects have also reported the roles of 
the hippocampus in pattern separation (Kirwan and Stark,  2007; 
Bakker et  al . ,  2008; Brown et  al . ,  2010; Lacy et  al . ,  2011; Motley and 
Kirwan, 2012; Berron et  al . ,  2016).  These studies have employed a 
task called “mnemonic similari ty task (MST)”,  in which part icipants 
had to respond differently to the novel,  repeated,  and lure images.  
The increased activity when the part icipant  viewed ‘lure’ images,  in 
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which a minor component within the image has changed, compared 
to repeated images were observed around the dentate gyrus.  However,  
these studies provide l imited information since the dist inction 
between the DG and CA3 is difficult  to make using the current fMRI 
techniques.  These technical  challenges also apply to the 
electrophysiology characterization of the DG/CA3 areas in pattern 




4. Limitations of past electrophysiological studies in 
examining the role of the dentate gyrus in pattern 
separation 
Physiologically,  very few granule cells  are active during behavior in 
the DG and those active ones tend to fire only in a single environment  
(Danielson et  al . ,  2017; GoodSmith et  al . ,  2017; Senzai  and Buzsaki,  
2017),  suggesting their  roles in pattern separation (Nakazawa, 2017).  
Despite the behavioral  and physiological evidence supporting the 
role of  the dentate gyrus in pattern separation in the hippocampus,  
the underlying neural  mechanisms are largely unknown. In contrast ,  
electrophysiological  studies of the CA3 have yielded evidence for 
both pattern separation (Leutgeb et  al . ,  2007) and pattern completion 
(Lee et  al . ,  2004b; Neunuebel  and Knierim, 2014).  Heterogeneity  may 
be present along the transverse axis of the CA3, with the proximal 
and distal  CA3 special ized for pattern separation and pattern 
completion,  respectively (Lee et  al . ,  2015).   
Fenton and his  colleagues have reported that optogenetic 
inhibit ion of dentate granule cells  caused behavioral impairment in 
the place avoidance task only when there was a conflict ing memory 
(van Dijk and Fenton, 2018).  Despite the spatial  remapping observed 
in DG place cells  in response to spatial  cue modifications,  the authors  
did not find any changes in spatial  f iring patterns in the DG granule 
cells  that  reflected the memory discrimination.  Leutgeb group has 
reported that  colchicine-induced DG lesions caused impaired 
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performance in the spatial  working memory task on the radial  arm 
maze (Sasaki et  al . ,  2018).  In addit ion,  CA3 units  with DG lesion 
showed reduced spatial  selectivity,  as well  as reduced occurrence of 
sharp-wave ripple (SWR) events near the goal  locations.  
 Recently,  l i terature has focused on more specific components 
within the dentate gyrus,  such as mossy cells or adult  neurogenesis.  
Knierim and his colleagues have used a juxtacellular  recording 
technique to dissociate the activit ies of granule cells,  mossy cells ,  
and CA3 pyramidal cells  (GoodSmith et  al . ,  2017).  In this study, the 
rats  performed foraging tasks on different mazes while the authors 
recorded spatial  f ir ing patterns in these three types of neurons.  The 
result  shows that  the granule cells  and CA3 pyramidal  cells  showed 
place fields in mostly one or none of the mazes,  while the mossy cells  
showed multiple place fields across different mazes.  In a study by 
Senzai  and Buzsaki,  the sparse f ir ing characterist ics of the granule 
cells and multiple place fields in the mossy cells were similarly  
reported (Senzai and Buzsaki,  2017).  In this study, the place fields 
of the dentate granule cells  were more stable across different  mazes 
compared to the mossy cells  or  CA3 pyramidal cells ,  which conflicts  
with the results from the Knierim’s group, where granule cells’ place 
fields often appeared in only one of the mazes.  The importance of the 
mossy cells  is  well  supported by another study by Nakazawa and his  
colleagues (Jinde et  al . ,  2012).  This study reported that  the selective 
ablation of mossy cells resulted in hyper-excitabil i ty of DG granule 
cells  and caused impaired behavior in the contextual  fear 
 
 １１ 
conditioning task in which the mice had to discriminate two contexts.  
 Most previous physiological studies,  however,  were 
conducted using behavioral paradigms that did not  require rats to use 
such computational  processes to guide their  behavior (GoodSmith et  
al . ,  2017; Senzai and Buzsaki,  2017).  Although physiological  
recordings were made after  the DG became dysfunctional in 
mnemonic tasks in some studies,  there was a lack of control  over 
st imulus ambiguity (McNaughton et  al . ,  1989; Jinde et  al . ,  2012; 
Sasaki et  al . ,  2018; van Dijk and Fenton,  2018).  More importantly,  
these studies did not characterize the changes in neural  activity in 
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The hippocampus is  important  for visual  scene memory.  Previous 
studies in our laboratory have shown that the inactivation of the 
dorsal  hippocampus results  in impaired performance in the visual  
scene memory tasks (Kim et  al . ,  2012; Delcasso et  al . ,  2014; Lee et  
al . ,  2019).  Based on the anatomical  characterist ics of the dentate 
gyrus,  theoretical models have suggested that  the DG-CA3 circuit  is  
important for storing similar,  but different experiences into 
orthogonalized representations (O'Reilly and McClelland, 1994; 
Treves and Rolls ,  1994).  Behavioral  and physiological  studies have 
consistently supported that  the dentate gyrus is  important  for 
encoding  (Rolls  and Kesner,  2016).  However,  the role of  the dentate 
gyrus in the retr ieval  process has been overlooked,  specifically when 
there are al terations in the well- learned st imuli .  
In this study, the effects of  the selective lesion to the dentate 
gyrus are examined while rats  performed visual  scene memory (VSM) 
tasks.  The scene st imuli  used in the VSM tasks were manipulated to 
increase ambiguity in various manners to investigate the role of the 
dentate gyrus in the retr ieval  of well- learned scene memory from 




Materials and methods 
Subjects 
Eight male rats (Long-Evans) weighing 300–400 g were used. Food 
was restr icted to maintain the body weight at  85% of free-feeding 
weight,  and water was available ad l ibitum. All animals were 
individually housed with a 12 h l ight/dark cycle.  All  animal protocols 
were approved by the Insti tutional  Animal Care and Use Committee 
of Seoul National University.  
 
Behavioral apparatus 
The behavioral  task was conducted on an elevated,  T-shaped l inear  
track (73 x 8 cm stem with two 38 x 8 cm arms),  containing a food 
well  (2.5 cm diameter,  0.8 cm deep) at  the end of each arm (Fig.  1).  
Each food well  was covered by a black,  acrylic washer with a si lver 
reflective st icker at tached on the bottom surface to record the 
moment the rat  displaced the washer to access the reward with an 
optic sensor (Autonics)  at tached to the center of the food well .  One 
of the food wells was baited during the intertr ial  interval while the 
rat  was confined in a start  box. To prevent the rat  from locating the 
baited food well  by possible unintended auditory cues from 
manipulat ing the washer on the corresponding side,  both washers 
were adjusted equally during the procedure.  A guil lot ine door-
operated start  box (22.5 x 16 x 31.5 cm) was at tached to the side 
opposite to the stem. Three LCD monitors displaying visual  scene 
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stimuli  were installed to surround the arm portions of the T-shaped 
track.  Four optic f iber sensors were inserted along the track at  
distances from the start-box door of 1,  27,  47, and 67 cm to detect 
the posit ion of the animal and to control  the onset  and offset  of the 
scenes.  Sensor signals were sent  to a data-acquisi t ion system (Digital  
Lynx SX, Neuralynx) as transistor-transistor logic (TTL) signals.  
Custom-writ ten software created in MATLAB (MathWorks) and 
Psychtoolbox was used to control  scene st imuli  and transmit TTL 
signals containing trial  information to the data-acquisi t ion system. 
During the task,  the experimental  room was dimly l i t  with an array 
of dim LEDs. A camera was at tached to the ceil ing to record the rat’s 
position and head direction at  a  sampling rate of 30 Hz. The apparatus 
was surrounded with a black curtain,  and white noise was played by 
two speakers (80 dB) during behavioral  sessions to mask unwanted 




Figure 1. Behavioral apparatus for the visual scene memory task. The apparatus 
is based on a T-maze. In each trial, the door on the start box (grey box in the bottom) 
was manually opened, which were detected by one of the four optic sensors. The 
scene stimuli were presented on three LCD monitors immediately after opening the 
start box door. Rats were trained to make a spatial choice toward either left or right 
arm, depending on the scene presented. Each arm had a food well covered with a 
black acrylic washer. Pushing the washer aside was detected by optic sensors 
attached beneath the well.  
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Visual scene memory task 
A visual  scene memory (VSM) task previously used to show that rats  
with DG lesions were impaired in the acquisi t ion of visual  scene 
memory and the retr ieval  of ambiguous scenes was used in the present  
study (Ahn and Lee,  2014).  A trial  was started by opening the door  
of the start  box.  This opening was detected by the optical  sensor,  
which immediately tr iggered the presentation of the visual  scenes on 
the monitors.  The rat  ran along the track to the end of the stem and 
had to choose ei ther the left  or r ight arm, depending on the visual  
scene,  to obtain food reward (Fig.  1) .  A food well  was placed at  the 
end of each arm and covered with a black acrylic disk to prevent the 
animal from using odor to sense a reward.  A quarter  piece of cereal  
(Froot-Loops,  Kellogg’s) was hidden in the food well  in the arm that 
was correctly associated with the scene;  the rat  retr ieved the hidden 
reward by pushing aside the black acrylic disk.  If  the rat  chose 
incorrectly,  no reward was provided, and the rat  was gently guided 
back to the start  box immediately after  making the incorrect  choice.  
The intertr ial  intervals (ITIs) following correct  and incorrect  choices 
were set  at  10 s and 20 s,  respectively.   
 During each ITI,  a reward for the next tr ial  was placed in one 
of the food wells while the rat  was confined to the start  box. Four 
grayscale visual  patterns (zebra,  pebbles,  bamboo, and mountains) 
were used as scene st imuli .  The luminance of the visual  scenes was 
equalized to an average intensi ty of 103 in Adobe Photoshop. Zebra 
and bamboo scenes were associated with the left  food well ,  whereas 
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pebbles and mountain scenes were associated with the right food well  
(Fig.  2).  Rats were trained to cri terion (70% correct choice for each 
scene on two consecutive days),  ini t ial ly with a pair  of  visual  scenes 
and subsequently with a second pair  of scenes.  Training sessions 
before surgery consisted of 40 trials .  The presentation sequence for 
scenes in a given session was pseudorandomized so that  (1) each 
scene was presented an equal number of t imes in every 20 tr ials,  and 
(2) the same food well  was not used for reward during four 
consecutive trials.  Surgery was performed once the rats  had learned 
both pairs of  scene stimuli  to criterion.  
Figure 2. Original four visual scenes used in the VSM task. During the pre-
surgical training, zebra and pebble scenes used first as a pair. Once performance 
reached criterion, the second pair of scenes (bamboo and mountain) were used. Zebra 
and bamboo scenes were associated with the left arm, and pebble or mountain scenes 




Rats trained to criterion were randomly assigned to the lesion group 
or the control  group. Rats were placed under deep anesthesia by 
intraperi toneal  injection of sodium pentobarbital  (Nembutal ,  65 
mg/kg),  and their  heads were f ixed in a stereotaxic frame (Kopf 
Instruments,  Tujunga,  CA).  Anesthesia was maintained with 0.5–2% 
isoflurane mixed with 100% O2 throughout the surgery. An incision 
was made along the midline of the scalp to expose the skull .  The 
stereotaxic adapters were adjusted to place the bregma and lambda 
on the same horizontal  plane.  Four small  burr holes and one big burr 
hole were dril led.  The small  burr  holes were used for injection and 
the large holes for hyperdrive implantation.  Either colchicine (7 
mg/mL, 0.2 μL/site at  10 mL/h) or sal ine (0.2 μL/site at  10 mL/h) 
was injected into the dorsal  DG at  the fol lowing coordinates:  1)  2.8 
mm posterior  to the bregma, ±1.1 mm lateral  to the midline,  and 3.7 
mm ventral  from the dura,  and 2) 4.0 mm posterior to the bregma, 
±2.3 mm lateral to the midline and 3.2 mm ventral  from the dura.  
 Colchicine is  a  neurotoxin that ,  when injected into the 
hippocampus,  selectively ablates granule cells in the DG, while 
having a minimal effect  on the principal  cell  layers in the CA1 and 
CA3 (Walsh et  al . ,  1986; Xavier et al . ,  1999).  Colchicine or sal ine 
was injected using a custom-made 10 μL glass pipette (Marienfeld,  
Germany) with t ips at  least  8 mm long to minimize damage to the 
overlying cort ical  regions.  At each si te,  the glass pipette was 
maintained at the injection depth for 2 minutes after infusion to avoid 
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the possible upward spread of colchicine. Control animals underwent  
the same surgical  procedures except that artif icial  cerebrospinal  fluid 
(aCSF) was injected into the DG. All  injections were made by 
connecting a 10 mL Hamilton syringe operated with a microinjection 
pump (Cole-Parmer,  Vernon Hills ,  IL).  
 Once injections were f inished,  a hyperdrive carrying 24 
tetrodes and three reference electrodes was implanted into each rat  
to record spikes from single units  in the dorsal  CA3. The impedance 
of each tetrode was adjusted to 100–300 kOhm (measured in gold 
solution at  1 kHz with an impedance tester)  2 days before surgery. 
The surgical  coordinates for making the large burr hole was 
predetermined to al low the tetrodes to cover a range 2.5–5 mm 
posterior to the bregma and 2.5–5 mm lateral  to the midline.  The 
hyperdrive was affixed to the skull  by applying bone cement to i ts  
bundle and multiple skull  screws around the bundle.  After surgery, 
rats were orally administered diluted ibuprofen syrup to attenuate 
pain and cared for in a veterinary intensive care unit  for  24 hr.  The 
details of these surgical  procedures have been described previously 
(Ahn and Lee,  2014; Delcasso et  al . ,  2014).  
 
The behavioral paradigm for recording sessions 
Once the electrophysiological  recording session began, al l  four  
scenes shown during the training period were presented in a  
pseudorandomized order in a test ing session of familiar  scenes 
(Familiar,  ~160 tr ials  per session) (Fig.  2) .  Once rats  performed well  
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in familiar  sessions for two consecutive days,  they were subjected to 
a blurred version of the task (Blurred) .  Each Blurred  session began 
with 10 tr ials  of an unaltered pair of  scenes (zebra and pebble scenes 
on the f irst  day, and bamboo and mountain scenes on the second day),  
followed by a presentat ion of modified versions of the original  pair 
of  scenes (30%, 40%, 50% and 70% Gaussian blurred images) along 
with the original  scenes (~160 tr ials per session) (Fig.  3A).  After two 
days of  Blurred  sessions,  rats  were subjected to Overlay  sessions for 
two days,  fol lowed by a Masked  session.  Procedures for the Overlay  
and Masked  sessions were identical  to those of the Blurred  sessions,  
except that  visual  scene st imuli  were al tered differently.  For the 
Overlay  sessions,  two scene st imuli  with different opacity values 
were mixed to create a single visual scene (Fig.  3C, bottom).  In the 
Masked  sessions,  Gaussian blurred images were replaced by part ial ly  
occluded images with visual  masks composed of viewing holes of 
four different diameters (Fig.  3B, middle).  This manipulation was 
intended to create part ial  cues that  may require pattern completion.  
Once the Masked  sessions were completed,  rats were subjected to a 
session with novel scenes for two days.  The results of the Novel scene 





Figure 3. Altered scenes used in the VSM task. (A) In the Blurred condition, 
original scenes were applied with different levels of Gaussian smoothing. (B) In the 
Masked condition, original scenes were masked with different sizes of circular 
openings. (C) In the Overlay condition, paired scenes (zebra and pebble, bamboo, 






Once all  recording sessions were concluded, the rats  were subjected 
to histological  procedures to assess the extent  of the neurotoxic 
lesions and to determine the locations of the tetrodes.  Rats were 
administered an inhaled overdose of CO2 and transcardially perfused 
with a solution of 4% (v/v) formaldehyde in 0.1 M PBS. Their  brains 
were extracted and stored in a 30% sucrose-formalin solution until  
they were fully submerged. Each brain was gelat in-coated, again 
soaked in 30% sucrose-formalin solution,  and sectioned at  40 μm 
depth using a freezing microtome (HM 430, ThermoFisher Scientif ic) .  
The brain sections were mounted and stained with thionin,  and 
photomicrographs of these sections taken with a digital  camera 
(Eclipse 80i,  Nikon) at tached to a microscope at  x1 magnification.  
Brains were reconstructed from these sections to match the 
configuration of the tetrodes of the pre-surgical  bundle design.  The 
exact  locations of tetrodes were determined using the 3D 
reconstructed images and physiological  depth profi les recorded 
during the tetrode adjustment period.  To examine the integrity of cel l  
layers in the DG and CA3, additional photomicrographs of the brain 
sections were taken with a digital  s l ide scanner (MoticEasyScan,  
Motic) at  x40 magnification.  
 
Volumetry 
To evaluate the effect  of  colchicine infusion,  we conducted a 3D 
volumetric analysis (Lee et  al . ,  1999; Ahn and Lee, 2014) for 
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hippocampal subregions: CA1, CA3, and DG. Among the thionin-
stained brain sections acquired,  18 brain sections from 2 to 4 mm 
posterior to the bregma were used for the volumetric analysis.  In each 
section,  principal  cell  layers were traced with a color corresponding 
to one of the hippocampal subregions.  For each subregion,  we 
calculated the percent voxel index of individual rats,  in which the 
mean of the number of colored pixels from four control  rats was set 
as 100% (ImageJ,  NIH).  For stat istical  comparison,  we performed a 
two-way ANOVA with group and subregion as factors,  implemented 
in JMP 11 stat ist ical  software package (SAS Insti tute,  Cary,  NC). The 
results  of post-hoc t- tests  comparing groups and subregions were 
corrected using a Bonferroni correction procedure for multiple 
comparison corrections.  To ensure that the recording locations 
between the control  and DG-lesion groups were homogeneous,  we 
calculated the relat ive posit ion of each tetrode by measuring the 
length of the CA3 layer.  The relative posit ion of zero denotes the 
most proximal CA3, whereas 1 denotes the boundary between CA3 
and CA2 pyramidal layers.  
 
Data analysis 
Experimental design and statist ical analysis 
Behavioral  performance from all  recording sessions (Familiar,  
Blurred ,  Overlay ,  Masked ,  and Novel)  was analyzed using a three-
way repeated-measures ANOVA (group, session type,  and day) with 
the rat  identi ty nested within the group factor,  implemented in JMP 
 
 ２５ 
11 stat ist ical  software package (SAS Insti tute,  Cary,  NC).  The results 
of post-hoc t- tests for ANOVA tests (Fig.  4) comparing session type 
and group were corrected using a Bonferroni  correction procedure for 
multiple comparison corrections.  For the Blurred ,  Overlay,  and 
Masked  sessions,  a two-way repeated-measures ANOVA (group, 
ambiguity level)  with the rat  identity nested within the group factor 
was used (Fig.  5) .  The post-hoc t- tests  for comparing ambiguity 
levels and groups were corrected using Bonferroni  correction 





Lesions in the DG impair the abil ity of rats to disambiguate visual 
scenes 
Four rats  each in the control  group and DG lesion groups were f irst  
tested with unaltered,  familiar  visual  scenes (Fig.  2),  fol lowed by the 
Blurred ,  Overlay  and Masked  sessions (Fig.  3).  Compared with 
controls,  DG lesions affected performance differently,  depending on 
the type of st imulus manipulations.  Three-way repeated-measures 
ANOVA, with group, session type and day as factors,  revealed a  
significant  main effect  of  session type (F( 4 ,  5 3 . 0 8 )  = 11.045, p = 0.001) 
and significant  interaction between group and session type (F( 4 ,  5 3 . 0 8 )  
= 4.16, p = 0.005).  The main effect  for group (F( 1 ,  1 2 . 2 1 )  = 3.61, p = 
0.081) or day (F( 1 ,  5 3 . 1 7 )  = 0.038, p = 0.845) and interaction between 
group and day (F( 1 ,  5 3 . 1 7 )  = 0.174,  p = 0.678),  session and day (F( 4 ,  
5 3 . 1 7 )  = 2.49,  p = 0.054),  and the three-way interaction (F( 4 ,  5 3 . 1 7 )  = 
1.66, p = 0.173) were not significant.  When the original  scenes were 
used as st imuli  in the Familiar  session,  the control  and DG-lesion 
groups performed similarly,  around 90% (t ( 5 3 . 2 7 )  = 0.09, p = 0.249,  
Bonferroni-corrected,  Familiar  in Fig.  4).  However,  when visual  
scenes were made ambiguous in the Blurred  session,  rats  with DG 
lesions showed a significant reduction in response accuracy 
compared with controls ( t ( 5 3 . 2 7 )  = -2.68, p = 0.01, Bonferroni-
corrected post-hoc t- test ,  Blurred  in  Fig.  4).  In the Masked  sessions,  
both groups showed about 85% accurate responses,  with no 
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significant difference between the control  and DG-lesion groups 
( t ( 5 3 . 2 7 )  = -1.42,  p = 0.35,  Bonferroni-corrected post-hoc t- test ,  
Masked  in Fig.  4) .  Similarly,  behavioral  performances were similar  
between two groups during the Overlay  sessions ( t ( 5 3 . 2 7 )  = 1.65,  p = 
0.10, Bonferroni-corrected post-hoc t- test ,  Overlay  in Fig.  4).  
 
Figure 4. Behavioral performance in the VSM task. The behavioral performance 
of the two groups under different scene conditions is shown. Mean ± standard error.  
***p < 0.001. 
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 The accuracy of choices made by the control  and DG-lesion 
groups across different ambiguity levels during the Blurred ,  Masked  
and Overlay  sessions were compared by two-way repeated-measures 
ANOVA, with group and ambiguity level  as factors.  In the Blurred  
session,  the results showed a significant interaction between group 
and ambiguity level (F( 4 , 6 4 )  = 3.901, p = 0.006).  Compared with 
control  rats ,  rats with DG lesions showed significant impairment in 
response accuracy at  ambiguity levels ≥  40 (t ( 6 8 )  = -2.22, p = 0.015, 
t ( 6 8 )  = -3.87,  p = 0.0001 and t ( 6 8 )  = -3.38,  p = 0.001,  respectively for 
40,  50 and 70 conditions,  Bonferroni-corrected post-hoc t-test ,  Fig.  
5A), but  not  at  ambiguity levels < 40 (t ( 6 8 )  = 0.35, p = 0.723 and t ( 6 8 )  
= -0.58, p = 0.28, respectively for 0 and 30 conditions,  Bonferroni-
corrected post-hoc t- test) .  However,  in the Masked  (Fig.  5B) and 
Overlay  (Fig.  5C) sessions,  the main effect  of ambiguity level  was 
significant (Masked :  F ( 4 , 6 4 )  = 10.128, p = 0.001; Overlay :  F( 3 , 4 3 )  = 
4.746,  p = 0.01) with no significant  group effect (Masked :  F ( 1 , 6 8 . 8 3 )  = 
0.013, p = 0.91; Overlay :  F ( 1 , 4 3 . 1 8 )  = 0.003, p = 0.956) and no 
significant interaction effect  as well  (Masked :  F( 4 , 6 4 )  = 0.947, p = 






Figure 5. Behavioral performance across ambiguity levels in altered scene 
conditions. (A) Behavioral performance of the two groups across different 
ambiguity levels in Blurred sessions. Mean ± standard error. n.s.: not significant. *p 
< 0.05. (B) Same as E, but in Masked sessions. Mean ± standard error. (C) Same as 




Histological verification of colchicine-induced lesions 
Injection of colchicine into the dorsal  DG ablated the granule cel l  
layer and the hilar  region while leaving the CA3 pyramidal  layer 
relat ively intact (Fig.  6B).  Compared to the aCSF-injected controls 
(Fig.  6A, effect  of interaction:  F( 2 ,  1 2 )  = 91.08,  p = 0.001),  the rats  
with colchicine injection showed almost complete damage (~85%, 
t ( 1 5 . 8 8 )  = -18.59, p = 0.001, Bonferroni-corrected) of the DG granule 
cell  layer (Fig.  7) .  CA1 subregion also showed considerable damage 
(~35%, t ( 1 5 . 8 8 )  = -6.90,  p = 0.001, Bonferroni-corrected),  but  there 
was no significant difference between control and lesion group in the 
CA3 (t ( 1 5 . 8 8 )  = -2.74, p = 0.22, Bonferroni-corrected).  The extent  of  
the damages observed in this study was consistent with the previous 
reports (McNaughton et  al . ,  1989; Lee and Kesner,  2004; Ahn and 




Figure 6. Histological verification of DG lesions. (A) Examples of thionin-stained 
sections from the control and DG-lesion groups. For each hippocampal section (4x 
magnification, left), the DG/hilar area (white rectangle) was zoomed and shown as 
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a magnified image (10x magnification, middle). The suprapyramidal blade of the 
DG and the hilar area (dashed white rectangle) was further zoomed to show changes 
observed in the DG granule cell layer and CA3 pyramidal layer (40x magnification, 
right). Solid and open arrowheads indicate intact and damaged granule cell layers in 
the control and lesion groups, respectively. Asterisks in the DG-lesion group denote 
the relatively intact pyramidal cell layers in the CA3. Scale bars are shown below 
the sections. AP coordinates (distances from bregma) are given at the left bottom 
corner of each section.  
 
Figure 7. The extent of the lesion in the hippocampal subregions based on the
3D volumetry. Proportions of intact tissue in individual rats are shown in colored





These findings strongly suggest  that  the DG plays an important role 
in recognizing ambiguously blurred versions of the familiar  visual  
scenes,  but  not when the visual  scenes are unaltered in other ways.  
Because the performance of the control  and lesion groups did not 
differ  significantly from each other when the visual scenes were 
relat ively mildly blurred (i .e. ,  30%), i t  is l ikely that the DG lesions 
affected visual  pattern separation when substantial  noise ( i .e. ,  ≥  
40% Gaussian blur)  was added to the original  scene st imuli .  
 In the previous study from our laboratory,  DG lesions have 
caused behavioral impairment in both retr ieval  of blurred scenes and 
the acquisit ion of novel scenes (Ahn and Lee,  2014).  Therefore,  i t  
was possible to interpret  that  the DG-lesioned rats  were impaired in 
processing any new scenes. The novelty of the behavioral  f indings in 
the current thesis is  that  we have shown that  not  any modifications 
to the well- learned stimuli  are affected by DG lesions.  This f inding 
sheds l ight  on the importance of the DG in the retrieval  process,  
which was often overlooked in the hippocampal l i terature.  
 In the current  study,  the injection of colchicine for DG lesions 
also caused mild damages in the CA1 pyramidal layer.  However,  i t  is 
less l ikely that  impaired performance in the Blurred  sessions was 
caused by the damages to the CA1. In a previous study from Kesner’s 
group have shown that  colchicine induced lesions are different from 
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ibotenic acid-induced CA1 lesions (Gilbert  et  al . ,  2001).  In this study,  
rats  with DG lesion or CA3 lesion were impaired in the spatial  pattern 
separation task,  while being intact  in the temporal  sequence retr ieval  
task.  Conversely,  rats  with CA1 lesions were impaired in the temporal  
sequence retr ieval task,  but intact  in the spatial  pattern separation 
task.  The dissociat ions found between the DG lesion and CA1 lesion 
groups indicate that  the result  of the current s tudy was not  driven by 
the damages to the CA1. 
 Interestingly,  the DG-lesioned rats  were also minimally  
affected by the overlaying of two visual scene st imuli  (Overlay  
session).  The overlaying visual  st imuli  were intended to mimic the 
visual object  morphing conditions (Ahn and Lee,  2014).  The scene 
overlay may have been quali tat ively different  from the object  
morphing.  Visual  st imuli  with two scenes overlaying on each other 
with different opacity levels may have left  s tructural cues for both 
scenes.  The image analysis using the structural  similari ty  index 
(Wang et  al . ,  2004) suggested that  overlaid or masked scene st imuli  
were more similar  to the original images compared to blurred scene 
st imuli .  The difference in task difficulty may have driven different 
impairment patterns observed between the Blurred sessions and the 
other two session types.  However,  degraded structural components in 
the blurred scene st imuli  alone cannot explain the impairment 
patterns observed in the Blurred  sessions.  Based on the structural  
similari ty index,  the blurred scene st imuli  (L30~70 or B30~70) 
showed a l inear structural  degradat ion from the original  scenes.  In 
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contrast ,  the rats  with DG lesion showed non-l inear impairment  
patterns,  where they were able to perform normally in less blurred 
condit ions and impaired in only highly blurred conditions.  Future 
studies may employ other ways of morphing two scenes that  severely 




Chapter 2. Impaired pattern separation in 
scene-dependent rate modulation in CA3 single 






Computational  theories on the hippocampus suggest that  DG-CA3 
circuitry is important  for pattern separation and completion,  two key 
processes which are seemingly opposite computational  processes but  
are essential  in classifying current environment based on prior  
experience (O'Reilly and McClelland, 1994; Treves and Rolls,  1994; 
Rolls  and Kesner,  2016).  A handful  of  studies have investigated how 
the perturbation of the DG affected place cell  activit ies in the CA3 
(McNaughton et  al . ,  1989; Sasaki et  al . ,  2018; van Dijk and Fenton,  
2018; Lee et  al . ,  2019).  However,  these studies did not use behavioral  
tasks in which rats had to make explici t  choices using the 
computational  processes supported by the DG-CA3 circuit ,  and the 
exact  mechanism in which such processes occur on a single-unit  level  
remains unclear.  
 In this part  of the thesis,  I  will  present  electrophysiological  
evidence on the effect  of DG lesion on the pattern separation of 
scene-dependent f ir ing activit ies in the CA3 single units ,  when the 







Materials and methods 
 
Electrophysiological recording 
After a five-day recovery period,  rats  were retrained (~160 tr ials per 
session using the same pairs of scenes used before surgery) unti l  they 
showed stable performance (>75% correct choices for each scene),  
during which tetrodes were gradually lowered into target areas.  To 
adjust  the tetrodes,  the rats  were placed on a pedestal  in a custom-
made aluminum booth outside the behavioral testing room. Neural  
signals were transmitted through the headstage (HS-36, Neuralynx) 
and the tether at tached to the electrode interface board (Neuralynx)  
of the hyperdrive to the data-acquisi t ion system. Neural  signals were 
digit ized at  32 kHz (fi l tered at  600–6000 Hz) and amplif ied 1000–
10,000 t imes.  Tetrodes were lowered daily by small  increments to 
reach the target  areas.   
 During the behavioral  task,  neural s ignals were relayed 
through a sl ip-ring commutator (Neuralynx) to the data-acquisit ion 
system, and an array of green and red LEDs was at tached to the 
headstage to monitor the animal’s posit ion and head direction using 
a digital  camera on the ceil ing (sampling rate at  30 Hz).  
 
Unit isolation 
Single units  from the dorsal  CA3 were isolated manually using 
custom-writ ten software (WinClust) .  Various waveform parameters,  
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such as peak and energy,  were used during the procedure as described 
(Delcasso et  al . ,  2014).  Neurons were included in analyses if  they 
showed ≥  50 spikes during an outbound journey from the start  box 
to the food well ,  i f  the mean fir ing rate of the session was < 10 Hz,  
and if  the spatial  information score was > 0.2 (Table 1).  
 
Table 1. The number of CA3 units included in the analysis after unit inclusion
and place field definition. The number of CA3 units from each session per group
are shown. Complex-spiking units were used for comparing basic firing properties




Description of  basic f ir ing properties 
The amount of spatial  information conveyed by a unit  was measured 
by constructing a l inearized fir ing-rate map (Fig.  8).  For this purpose,  
posit ion data from a behavioral session were scaled down to a bin 
size of 4 cm2, and a raw spatial  rate map was constructed by dividing 
the number of spikes by the duration of a visi t  for  each bin.  Spatial  







 bit/spike  
,  where i  denotes the bin,  𝑝  is  the occupancy rate of the i th bin,  
λ i  is  the mean fir ing rate of the i th bin,  and λ  is the overall  mean 
fir ing rate.  The mean fir ing rate of  a unit  was calculated by averaging 
the fir ing rates in the raw rate map. A burst  index was defined as the 
power of autocorrelation during the 1–6 ms period normalized by the 
power during the 1–20 ms period. 
 
Definition of the boundaries of a place f ield and its  center 
A place field was defined as three or more contiguous bins with f ir ing 
rates >20% of the peak fir ing rate of  the unit .  Only CA3 units  with 
both the start  and end bins identif ied in a l inearized fir ing rate map 
were included in the analysis for place f ields (Fig.  8) .  The mean 
fir ing rate used to calculate the rate-modulation index were measured 




Figure 8. Illustration of the linearization process of a CA3 place field. The choice 
point was defined as the bin in which the trajectories for the left and right trials
differed significantly for at least two consecutive bins. 
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Rate modulation analysis 
To quantify the changes in discharge patterns of single units across 
different  scene st imuli ,  a  rate modulation index (RMI) was calculated 
using the mean fir ing rate of the place field for each condit ion.  To 
directly compare the degrees of rate modulation during different 
sessions,  the difference in f ir ing rate between the left  and right 
response-associated scene conditions was calculated as:  
RMI |
𝑚𝑒𝑎𝑛 𝐹𝑅 𝑚𝑒𝑎𝑛 𝐹𝑅
𝑚𝑒𝑎𝑛 𝐹𝑅 𝑚𝑒𝑎𝑛 𝐹𝑅
| 
,  where FR1 and FR2 denote in-field firing rates of the tr ials  
associated with the two condit ions.   
The rate modulation patterns across different levels of visual  
al terations for the scenes in the Blurred ,  Masked,  and Overlay  
sessions were evaluated by quantifying the relat ionships between the 
mean fir ing rates and the levels of manipulations associated with 
visual scene st imuli ,  with these relat ionships visualized using a 
tuning curve. Due to a smaller  number of correct  t rials  observed in 
scene st imuli  with higher difficulty levels,  the mean fir ing rates for 
the last  two difficulty levels in the Blurred  and Masked  sessions were 
combined (L50 and L70 into L57, R50 and R70 into R57 in the 
Blurred  session; L3 and L4 into L34, R3, and R4 into R34 in the 
Masked  session).  The mean fir ing rates for eight condit ions ( two 
scenes x four ambiguity  levels)  were normalized from 0 to 1,  using 
the following equation: 
Normalized FR𝑐𝑜𝑛𝑑 
𝐹𝑅𝑐𝑜𝑛𝑑 𝑚𝑖𝑛 𝐹𝑅




,  where Normalized FRc o n d  is  normalized firing rate for a 
condit ion (cond),  FRc o n d  denotes mean fir ing rate for a condition,  
min(FR1 - 8)  and max(FR1 - 8)  denote the minimum and maximum value 
among the eight  mean firing rates from each condit ion.  Normalized 
fir ing rates were oriented so that  the scene category associated with 
the higher fir ing rates were always on the r ight-hand side of the graph.   
The tuning curve was produced by f i t t ing the data with the 
following set  of  model equations: 
 
(1) Quadratic model:     α + β *(scene)  + γ * (scene)2 





,  where L  and U  are the lower and upper asymptotes,  respectively, 
the scene  denotes the level  of manipulation for the scene st imulus,  
and α  and β  are the inflection point  and slope at  that  point ,  
respectively,  of  the sigmoidal curve (Fig.  9).  The quadratic model  
and sigmoidal  model were compared using the Bayesian information 
cri terion (BIC),  where the model with the lower BIC value was 
defined as the best one to explain the unit  data (Schwarz,  1978).  The 
model with a better fi t  was displayed in a solid l ine along with i ts  
coefficient  of determination.  The two models were compared with 
each other to identify the single units  that  exhibited a categorical  
response near the optimal decision point  (defined by the task demand).  
Specifically,  if  a  unit  showed a categorical  response across different  
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levels of ambiguity,  the neural act ivi t ies should be better explained 
by the sigmoidal  model than by the quadratic model (Fig.  9) .  However,  
i f  a  unit  exhibited gradual  changes,  i t  should be f i t  bet ter  by the 
quadrat ic model  than by the sigmoidal  model (Fig.  9) .  The 
proport ions of units  better  explained by the sigmoidal  model were 
compared in the control  and DG-lesion groups using Chi-square tests  
for within-session comparisons and Z-score tests for comparing 
across different  sessions.  This analytical  strategy was previously 
used to successfully differentiate functional  classes of cells in the 
perirhinal cortex during an object  recognition task (Ahn and Lee,  




Figure 9. Sigmoidal and quadratic model estimation for scene-tuning curves
in the CA3 units. (A) Illustration of the four-parameter sigmoidal model used to
evaluate the stepwise and categorical rate modulation across ambiguous visual
scenes. The ‘neural state’ denotes the median normalized firing rate (FR) of the
points above and below the inflection point. U: Upper asymptote, L: Lower
asymptote. (B) Illustration of the quadratic model used to evaluate the gradual
rate modulation across ambiguous visual scenes. 
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The linear model and three-parameter sigmoidal model,  which 
are reduced forms of the quadratic model and the sigmoidal  model,  
were also used for the scene-tuning curve estimation.  The linear 
model is identical  to the quadratic model,  except that  the third term 
(γ)  was removed.  For the three-parameter sigmoidal  model,  the upper 
and lower asymptotes were combined as a single parameter.   
 To assess the tuning curve on a population level ,  each unit’s  
normalized mean firing rates were reoriented based on the sign of the 
slope of the better-fi t ted model in the individual model fi t t ing results.  
Reoriented normalized mean fir ing rates were averaged for each of 
eight levels,  separately for the control and lesion groups, to produce 
the population mean fir ing rate for each scene category.  Estimation 
of the scene-tuning curve for the population data was performed in  
the same manner as for individual  units as described above.  
 
Local f ield potential  (LFP) analysis  
The LFP data from tetrodes that were located in the CA3 cell  layer 
and showed more than f ive well- isolated clusters were down-sampled 
from 32 kHz to 2 kHz using the CSC File Rate Reducer program 
(Neuralynx).  Down-sampled LFP data were analyzed with a custom-
writ ten script implemented in MATLAB (Mathworks).  The LFP data 
were separated into two data sets  by applying two different  frequency 
ranges.  First ,  the LFP data for r ipple frequency range (150 Hz – 250 
Hz) were bandpass-fi l tered with following parameters:  
 Passband edge frequency (Wp):  145 Hz – 255 Hz 
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 Stopband edge frequency (Rp):  130 Hz – 270 Hz 
 Passband ripples (Rp):  3 dB 
 Stopband attenuation (Rs):  15dB 
To identify movement-related art ifacts,  the LFP data were fi l tered 
using a different  frequency, ranging from 350 Hz to 450 Hz. The 
following parameters were applied for noise detection:  
Passband edge frequency (Wp):  345 Hz – 455 Hz 
 Stopband edge frequency (Rp):  330 Hz – 470 Hz 
 Passband ripples (Rp):  3 dB 
 Stopband attenuation (Rs):  15dB 
Both r ipple frequency and noise frequency fi l tered LFP data were 
then smoothed by a Gaussian fi l ter (bin size:  25/2000 s).  
 
Sharp-wave ripple (SWR) detection 
To identify SWR events during the recording sessions,  f i l tered LFP 
data were applied with the Hilbert  t ransform and smoothed with a 
Gaussian fi l ter  (bin size:  25/2000 s).  The envelope from the ripple-
frequency data (150 Hz – 250 Hz) was defined as the period where 
the signal  exceeded 2 t imes of standard deviation (S.D.)  from the 
mean.  Ripple events whose durations were less than 20 ms were 
discarded and events with intervals with less than 20 ms were 
considered as one event.   
To identify the movement-related art ifacts,  the velocity of the animal  
during the behavior session,  and the noise-frequency envelopes 
during the entire session (pre-sleep/behavior/post-sleep sessions) 
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were analyzed.  Ripple events were considered void,  1)  if  the velocity  
of the rat  exceeded 5 cm/s in more than half  of  the r ipple duration,  
2)  or if  r ipple event did not co-occur at  least  two tetrodes,  3) or i f  
the r ipple co-occurred with a noise event.  A noise event was defined 
in an identical  method to ripple event,  except that  the procedure was 
applied to the noise frequency data.  
 
Experimental design and statist ical analysis 
Differences in unit  f ir ing properties were compared by Kolmogorov–
Smirnov tests  (K-S test) ,  with the level of stat ist ical significance set  
at  α  = 0.05,  implemented in StatView software package (SAS Insti tute,  
Cary, NC). Chi-square tests  for independence,  implemented in JMP11, 
was used for comparing the proportions between the groups within a 
session.  Z-score tests  were used for comparing two proportions 
associated with different  sessions.  A two-way ANOVA (group, 
session type as factors)  were run in JMP 11 to compare the difference 
in the coefficient of determinations (R2) from the sigmoidal model 
f i t .  The results of post-hoc t- tests for ANOVA comparing session type 
and group were corrected using a Bonferroni  correction procedure for 







Tetrode locations along the transverse axis were unaffected by DG lesions 
To assess whether there were any differences in tetrode tracks 
between two groups,  we identif ied AP and ML coordinates of  al l  the 
tetrodes in which any unit  was recorded during the entire sessions 
(Fig.  2C).  There was no significant  difference between two groups in 
both AP and ML coordinate distr ibutions (AP: χ2 ( 2 )  = 6.624, p = 0.073, 
ML: χ2 ( 2 )  = 1.989, p = 0.74,  KS test) .  Similarly,  there was no 
significant difference between the two groups in the relat ive 
recording locations (χ2 ( 2 )  = 4.764, p = 0.185, Fig.  2D).  This result  
indicates that  the differences found between two groups unlikely to  
be caused by the functional heterogeneity along the proximodistal  






Figure 10. Verification of recording locations within the CA3. (A) Distribution of
the AP and ML coordinates of tetrodes. Tetrodes from control rats are depicted as
open circles and those of the DG-lesioned rats are as filled circles. Individual rats are
shown in different colors. (B) Distribution of the relative locations of the tetrodes in
the control and DG-lesion groups. The relative location of 1 denotes the boundary
between CA3 and CA2. The black curves denote estimated normal distribution. 
 
 ５１ 
Basic firing properties were unaffected by DG lesions 
Despite the absence of DG inputs,  there was no significant difference 
in raw spike waveforms (Fig.  11A, B).  Spike width (χ2 ( 2 )  = 5.45= ,  p  
= 0.131,  KS test) ,  burst  index (χ2 ( 2 )  = 4.29,  p = 0.233, KS test) ,  mean 
fir ing rate (χ2 ( 2 )  = 3.84, p = 0.293, KS test)  and peak fir ing rates (χ2 ( 2 )  
= 6.61,  p = 0.073,  KS test)  in CA3 units recorded during the Familiar  
sessions did not differ  significantly between the lesion and control  
groups (Fig.  11C, D).  Intact  place cells were observed in the CA3 
during the VSM task in both control group (Fig.  12A) and DG-lesion 
group (Fig.  12B), which is  consistent with the previous studies 
reporting intact spatial  selectivity of CA3 cells after the DG lesion 





Figure 11. Basic firing properties of CA3 neurons during Familiar sessions. (A)
Raw spike waveform examples from control group. The average spike waveforms
from four channels of a tetrode are shown. The scale bars indicate waveform
amplitude (vertical) and width (horizontal). (B) Raw spike waveform examples from
DG lesion group. (C) Scatterplot for spike width and mean firing rate, peak firing
rate, burst index) of CA3 cells from the two groups during the Familiar sessions (N
= 142 neurons). No significant differences were observed. . (D) Scatterplot for burst
index and peak firing rate of CA3 cells from the two groups during the Familiar




Figure 12. Individual examples of CA3 place cells in the Familiar sessions. (A)
Examples of spatial firing patterns of CA3 units with intact DG. Cell identities are
marked on top of the unit examples, which denote information about the rat, session,
tetrode and cluster identity of each unit in that order. Numbers on the top of the color
bar indicate a peak firing rate. In-field mean firing rates are shown below each spatial
firing rate map. Black dots indicate the center of mass of the place field. (B)
Examples of spatial firing patterns of CA3 units from rats with DG lesions. 
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Categorical rate modulation in the CA3 across ambiguous scenes occurs in the 
control, but not the DG-lesion, group 
Pattern separation is  a computational  process that  reduces the amount 
of overlap in output  patterns using similar input patterns (O'Reilly  
and McClelland, 1994; Treves and Rolls,  1994).  To test  if  pattern 
separation occurred in the CA3 for ambiguous visual  scenes in the 
VSM task, the neuronal  f ir ing rates for ambiguous scenes,  including 
the originals,  were calculated from the place f ields defined on a 
l inearized rate map (Fig.  8).  For each unit ,  the f ir ing rates across 
different scene st imuli  were normalized and the difference (rate-
modulation index [RMIL R])  between the f ir ing rates for the left  and 
right choice-associated scenes was determined.  Although the degree 
of rate modulation between left  and right scenes was similar in the 
Familiar  session for both groups (Z = -0.05,  p = 0.960,  Mann-Whitney 
U test ,  Fig.  13),  rate modulation was lower in the DG-lesion group 
when ambiguity was introduced into the scene st imuli  during the 
Blurred  sessions (Z = -2.04,  p = 0.041, Mann-Whitney U test) .  
However,  the group differences in rate modulations were not 
observed during the Masked  (Z=1.02, p = 0.307, Mann-Whitney U 
test)  or Overlay  sessions (Z = -0.411, p = 0.681, Mann-Whitney U 




Figure 13 Scene-dependent firing rate modulation in the CA3 during the VSM
task. Rate modulation index (RMI) between the left and right response-associated
scenes in the Familiar, Blurred, Masked and Overlay sessions are shown. Mean ±
standard error. n.s.: not significant, *p < 0.05. 
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Firing-rate tuning curves for visual  scenes were subsequently  
determined for individual CA3 cells .  Place cells  in the CA3 showing 
a categorical  tuning curve across the blurred scene st imuli  according 
to their choice contingency were regarded as pattern separators (Fig.  
9A).  In contrast ,  place cells in the CA3 showing a gradual change in 
f ir ing rates across the blurred scenes were regarded as non-pattern 
separators (Fig.  9B).  To objectively determine the categorical  nature 
of neuronal f ir ing for the scene st imuli ,  the normalized fir ing rates 
of a cell  were fi t ted using two models,  i .e. ,  a s igmoidal  model that 
for fi t t ing stepwise (or categorical)  data (Fig.  9A) and a quadratic 
model for  f i t t ing gradually changing data (Fig.  9B).  The model that 
better  fi ts the data was regarded as the tuning curve of the cell .   
To test  the validity of the unit-categorizing procedures described 
above,  we first  f i t  al l  units (N= 179 neurons) from three session types 
(Blurred ,  Masked  and Overlay)  using the sigmoidal  model  (including 
the ones from the units  better f i t  by the quadratic models)  to quantify  
the similari ty between the two scene representations coded by the 
neural  states (measured by median) above and below the inflection 
point  (Fig.  9A).  The distance between the neural  states was larger in 
the pattern separators than in the non-pattern separators,  meaning 
that  the pattern separating neurons coded ambiguous st imuli  into  
more discrete states (χ2 ( 2 )  = 32.754, p = 0.001, K-S test)  (Fig.  14A). 
The unit-categorization procedure seemed valid because,  the units 
whose tuning curves for scenes were f i t  better  by sigmoidal  models 
( i .e. ,  pattern separators) showed tighter  fi t t ing than those f i t  by 
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quadratic models ( i .e. ,  non-pattern separators)  (χ2 ( 2 )  = 53.175,  p = 
0.001, K-S test)  and had inflection points located closer to the 
midpoint  of  the ambiguity levels (χ2 ( 2 )  = 27.281, p = 0.001, K-S test)  
(Fig.  14B).  
Figure 14. Characterization of two different unit types using model comparison
analysis. (A) State distance (i.e., the distance between neural state 1 and 2 in Fig.
5A) between two categorical responses of the pattern separator and non-pattern
separator cells from the Blurred, Masked and Overlay sessions. Mean ± standard
error. ***p < 0.001. (D) Scatterplot showing the correlation between the coefficient
of determination (R2) and the distance of the inflection point from the midpoint of
ambiguity levels from the Blurred, Masked and Overlay sessions (N = 179 neurons).
The unit types defined by the BIC comparisons are depicted in different colors. The
percent unit distribution on the right-hand side shows the R2 distributions for the
pattern separators (blue), non-pattern separators (red), and all cells together without
any functional categorization (black dotted line). The percent unit distribution on the
top shows the distance distributions for the pattern separators (blue), non-pattern




We found that  the scene-related f ir ing patterns of  the CA3 cells 
in the control group were better to f i t  by the sigmoidal  model than 
the quadratic model (Fig.  15A),  and vice versa for the lesion group 
(Fig.  15B).  That is ,  pattern separators were more frequently found in 
the control group than in the lesion group and vice versa for non-
pattern separators.   
The goodness of f i t  for the sigmoidal model (measured by the 
coefficient  of determination) was significantly higher on average in 
the control group (N = 24) than in the lesion group (N = 16) during 
Blurred sessions (χ2 ( 2 )  = 9.60,  p = 0.016, K-S test)  (Fig.  16A).  The 
inflection points were also distr ibuted closer to the optimal decision 
point  in the control  group than in the lesion group (χ2 ( 2 )  = 8.817, p < 
0.05, K-S test)  (Fig.  16A). The proport ion of pattern separator-like 
cells  was significantly lower in the DG-lesion than in the control 
group in the Blurred session (χ2 ( 1 )  = 5.934,  p = 0.015, Chi-square test)  
(Fig.  16B). The at tenuation of pattern separator-l ike activity was also 
observed at  a population level.  That is ,  the population tuning curve 
for visual  scene in the DG-lesion group was similarly explained by 
the sigmoidal model (BIC = -15.12) and quadratic model (BIC = -
14.59),  whereas the sigmoidal  model explained the neural  f ir ing more 
powerfully in the control group (BIC = -26.62 for sigmoidal model;  
BIC = -23.29 for quadratic model) (Fig.  16C and 16D). These 
f indings suggest that the behavioral  impairment observed in rats  with 
DG lesions (Fig. 4 and 5A) may be related to the degradation of  
discrete memory representations for similar  visual  scenes.  
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Figure 15. Individual examples of CA3 place cells in the Blurred sessions. (A) 
Examples of stepwise rate modulation in the CA3 units with intact DG. M denotes
the in-field mean firing rate, R2 denotes the goodness of fit of the better explaining
model. BIC values (blue from the sigmoidal model and red from the quadratic model)
used for the categorization are shown below the rate map. Blue lines indicate well-fit 
sigmoidal models and red lines indicate well-fit quadratic models. The dotted lines
indicate poor fit (R2 < 0.3) of the models. (B) Examples of gradual rate modulation




Figure 16. Disrupted categorical rate modulation in the CA3 with DG lesions.
(A) Scatterplot of the inflection points and the goodness-of-fit parameters from 
sigmoidal model during Blurred sessions (N = 40 neurons). The control and lesion
groups are marked in different colors. Units with inflection points lower than 1 were 
excluded from the plot (7 from lesion group and 2 from control group). (B) The
proportions of units that are better explained by the sigmoidal model (pattern
separator-like cells, blue) and by the quadratic model (non-pattern separators, red) 
in the control and lesion groups. (C) The population scene-tuning curve from control 
(left) and (D) DG-lesion group (right) in the Blurred sessions. BIC values from the




I t  is unlikely that  the abovementioned differences between the 
groups were caused by the inherent differences in f ir ing rates that  
might be better  suited for ei ther model f i t t ing because the place cells  
of  the two groups during the Blurred  sessions (N = 40 neurons) were 
similar  to each other with respect  to the in-field mean fir ing rate (χ2 ( 2 )  
= 3.267, p = 0.39,  K-S test) ,  normalized fir ing rate (χ2 ( 2 )  = 6.667, p 
= 0.071, K-S test) ,  and the standard deviation of the normalized fir ing 
rate (χ2 ( 2 )  = 3.28,  p = 0.39,  K-S test)  (Fig.  17A).  To equate the 
parameters between the models,  we also tried a reduced sigmoidal  
model and a l inear model to est imate the scene-tuning curve.  The 
reduced sigmoidal  model was intended to match the number of 
parameters to that  of the quadratic model.  However,  consolidating 
the upper and lower asymptotes to one parameter resulted in non-
optimal fi t t ing results  in mult iple units (Fig.  17B).  For example,  
when est imating the scene-tuning curve of a unit ,  the reduced model 
showed the inflect ion point near the first  level,  fol lowed by a steep 
negative slope which deviated from the scene st imuli-associated 






Figure 17. Alternative models for the categorical rate modulation in the CA3.
(A) Distribution of the mean firing rates, normalized mean firing rates, and the
standard deviation of the normalized firing rates of place cells from Blurred sessions
(N = 40 neurons). (B) Scatterplot of the inflection points and the slope at those points,
estimated by the reduced sigmoidal model using only a single parameter for both
upper and lower asymptotes. The dotted box indicates the units with the non-optimal
fit. (C) Example of non-optimal fit caused by the reduced model (left), shown along
with the model fit result from the full sigmoidal model. 
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Categorical firing patterns in the CA3 for visually masked or mixed scene 
stimuli are not affected by DG lesions 
To determine whether changes in the visual  scene could cause the 
degradation of rate modulation in the CA3 after DG lesions,  data from 
the Masked  sessions,  in which visual  scenes were part ial ly occluded,  
but the pattern i tself  remained visible,  were analyzed.  The 
performance of the two groups did not differ significantly during the 
Masked  sessions (Fig.  5B and C),  suggesting that partial  occlusion of 
the visual  scene does not  affect  pattern separation in the CA3 as much 
as does blurring of the scene. 
 Consistent  with these behavioral  results ,  the pattern 
separator-l ike cells  were equally abundant in the DG-lesion (Fig.1 
8B) and control (Fig.  18A) groups during the Masked  sessions (χ2 ( 1 )  
= 0.004, p = 0.949, Chi-square test) .  Similarly,  the percentages of  
pattern separator-l ike (44.8%) and non-pattern separator-l ike (55.2%) 
cells  were similar  in the DG-lesion group (Z = -0.79, p = 0.429, Z-
score test ,  Fig.  19A).  The proportion of pattern separator-l ike cells  
in the CA3 of the DG-lesion group during Masked  sessions (44.8%) 
was similar to that  of the control group (50.9%) in the Masked  (Z = 
-0.53, p = 0.596, Z-score test)  and Blurred  (Z = -0.37, p =0. 703, Z-
score test)  sessions,  but  was significantly higher than that  of the DG 
lesion group during Blurred  sessions (Z = 1.75, p = 0.04, Z-score 
test) .  The population tuning curves for visual  scenes were similar  
between the two groups in the Masked  sessions (Fig.  19B).  The 
sigmoidal  model explained the neural f ir ing more powerfully in the 
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control  group (BIC = -27.81 for sigmoidal  model;  BIC = -21.65 for 
quadratic model),  as well  as in the DG lesion group (BIC = -25.38 





Figure 18. Individual examples of CA3 place cells during retrieval of partially 
occluded visual scenes. (A) Examples of stepwise rate modulation in CA3 units 
with intact DG, as shown in Fig. 6A. Blue lines indicate well-fit sigmodal models. 
BIC values (blue from the sigmoidal model and red from the quadratic model) used 
for the categorization are shown below the rate map. (B) Examples of categorical 




Figure 19. Scene-dependent rate modulation in the CA3 during retrieval of
partially occluded visual scenes. (A) The proportion of units that were better
explained by the sigmoidal model (pattern separator-like cells, blue) and by the 
quadratic model (non-pattern separator-like units, red) in the control and DG 
lesion groups during the Masked sessions. (B) The population scene-tuning curve 
from control (left) and DG-lesion group (right) in the Masked sessions. BIC 
values from the sigmoidal model (blue) and quadratic model (red) are shown
below the scene tuning curve. 
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 Similar  to the Masked  session,  performance in the Overlay  
session was not affected by DG lesions.  During the Overlay  session,  
pattern separator-l ike cells  were as frequently  found in the DG-lesion 
group (Fig.  20B and 21A) as in the control group (Fig.  20A) (χ2 ( 1 )  = 
0.003, p = 0.957, Chi-square test ) .  Similarly,  the population tuning 
curves for visual  scenes were similar  between the two groups in the 
Overlay  sessions (Fig.  21B). The sigmoidal model explained the 
neural  f ir ing more powerfully in the control  group (BIC = -28.82 for 
sigmoidal model;  BIC = -14.23 for quadratic model) ,  as well  as in 
the DG lesion group (BIC = -21.57 for sigmoidal  model;  BIC = -16.09 




Figure 20. Individual examples of CA3 place cells in the Overlay sessions. (A) 
Examples of stepwise rate modulation in CA3 units with intact DG, as shown in Fig. 
6A. Blue lines indicate well-fit sigmodal models. BIC values (blue from the 
sigmoidal model and red from the quadratic model) used for the categorization are 
shown below the rate maps. (B) Examples of categorical rate modulation in CA3 




Figure 21. Scene-dependent rate modulation in the CA3 during the retrieval of 
partially mixed visual scenes. (A) The proportion of units that were better explained 
by the sigmoidal model (pattern separator-like cells, blue) and by the quadratic 
model (non-pattern separator-like units, red) in the control and DG lesion groups 
during the Overlay sessions. (B) The population scene-tuning curve from control 
(left) and DG-lesion group (right) in the Overlay sessions. BIC values from the 




Comparing the goodness-of-fi t  of  the sigmoidal  model across three 
session types revealed a significant interaction between the group 
and session type factors (F ( 2 , 1 7 3 )  = 3.904, p = 0.022, two-way ANOVA) 
only during the Blurred  session (t ( 1 7 3 )  = -3.401, p = 0.001, 
Bonferroni-corrected),  but not in the Masked  ( t ( 1 7 3 )  = -1.241,  p = 
0.216, Bonferroni-corrected) or Overlay  session (t ( 1 7 3 )  = 0.20, p = 
0.842, Bonferroni-corrected) (Fig.  22).   
These findings indicate that impaired performance of DG-
lesioned rats during Blurred  sessions was not due to any visual  
changes in original ,  familiar  scenes.  Altering the original  visual 
scenes in such a way that  rats could st i l l  see the overall  patterns in 
the st imuli  did not  significantly disrupt  performance as much as using 
blurred scenes.  Moreover,  the relat ively robust  stepwise tuning 
curves of the CA3 cells  in the DG-lesioned rats maybe the neural  
correlates of such robust  performance in the lesion group. 
 
Figure 22. Degree of categorical rate modulation across altered scene conditions. 
The coefficient of determination (R2) of the sigmoidal model fit from the control and 
DG-legion groups across the Blurred, Masked, and Overlay sessions are shown. 
Mean ± standard error. ***p < 0.001. 
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Selective DG lesions eliminate the concentration of CA3 place fields 
near the choice point 
Normally in the VCM task,  place fields tend to over-represent the 
choice region of the T-maze,  and DG lesions seemed to el iminate such 
propert ies of place cells ,  a  f inding reported in other goal-directed 
tasks (Kobayashi et  al . ,  1997; Wood et al . ,  2000; Lee et  al . ,  2006).  
Similar  results were observed in the current  study.  That is ,  CA3 place 
cells  whose f ir ing fields were near the crossroad of the T-maze were 
not  uncommon in the control  group (Fig.  12A).  In the DG-lesion 
group, however,  such spatial  bias in field location was rarely 
observed (Fig.  12B).  Differences in spatial  bias were l ikely not  due 
to any special  occupancy patterns for posit ions,  as session (F( 2 , 2 )  = 
1.09,  p = 0.35),  group (F( 1 , 1 )  = 0.18,  p = 0.68),  and their  interaction 
(F( 2 , 2 )  = 1.03, p = 0.37) did not significantly affect  median latency.   
 This phenomenon was described more quanti tat ively by 
l inearizing the two-dimensional f ir ing field (Fig.  8),  followed by 
measuring the center of each place f ield relat ive to the center of mass 
(COM) in the l inearized place field. When the distr ibutions of the 
COM positions of al l  place f ields in the CA3 were compared in the 
control  and DG-lesion groups,  i t  was clear that  the place cells  in the 
CA3 in the DG-lesion group underrepresented the choice location of 
the maze,  defined as the f irst  bin in which left  and right  tr ials  showed 
significantly  different lateral  posit ions for at  least  two consecutive 
bins and differed significantly with those recorded in the control 
group (Fig.  23A, Z = 3.24, p < 0.01).  However,  the under-
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representation of the choice region were not correlated rate 
modulation types and did not show session-specific differences 
(Fig.23B).   
 
Figure 23. Spatial firing characteristics of CA3 cells with DG lesions. (A) The 
difference in the distribution of place-field locations (COM) in CA3 cells from the 
two groups from the Familiar sessions. The vertical dotted line indicates the choice 
point that was positioned at the border between the stem and reward locations. 
***p<0.001. (B) The difference in the distribution of place-field locations (COM) in 
pattern separators and non-pattern separators from the Blurred sessions. 
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Selective DG lesions affected SWR patterns regardless of session type 
Sharp-wave r ipples (SWRs) found in the hippocampal LFP are 
suggested to support  memory consolidation and spatial  learning 
(Jadhav et  al . ,  2016; Sasaki et  al . ,  2018).  Therefore,  we examined the 
effect  of DG lesions on how SWR occurrence patterns in the CA3 
(Fig.  24A). In the control group,  the ratio between SWR events 
observed during the post-sleep sessions was higher compared to the 
pre-sleep sessions.  Interest ingly,  the bias toward the post-sleep 
sessions were at tenuated by DG lesion (F( 1 , 1 )  = 16.997, p < 0.001).  
However,  the at tenuation of the post-sleep session bias was observed 
across al l  session types (session type:  F( 3 , 3 )  = 1.714, p = 0.165; 
interaction:  F( 3 , 3 )  = 0.845, p = 0.471).   
A previous study by Leutgeb group has also reported that  damages to 
the dentate gyrus reduced SWR events near the goal location.  
Therefore,  we analyzed the proportion of SWR events that occurred 
in the arm during the behavior session (Fig.  24B).  Compared to the 
control group, the DG lesion group had lower proportion of SWR 
occurrences in the arm area (group: F( 1 , 1 )  = 21.567, p < 0.001),  
regardless of session type (session type:  F( 3 , 3 )  = 1.416, p = 0.239; 




Figure 24. SWR occurrence patterns affected by DG lesions. (A) SWR ratio 
between SWR events in the pre-sleep session and post-sleep session across different 
session types are shown. n.s.: not significant, *p<0.05, **p<0.01,***p<0.001. (B) 







This thesis is the f irst  study to have identif ied the effect  of the DG 
lesions on pattern separation processes occurring in CA3 single units  
during retrieval.  The current study showed that rats with severe 
damage to the DG were impaired in processing ambiguous scenes,  but  
not  when the scenes were unaltered.  Corroborating these behavioral  
results ,  scene-associated rate modulation in the CA3 was weaker in 
rats  with DG lesions than rats  with intact DG. Also,  fewer pattern 
separator-l ike cells  were present in the CA3 of rats with than without 
DG-lesions.  These neural  f indings were specific to condit ions in 
which the original  scenes were made ambiguous by blurring, but not 
to condit ions in which the original  scenes were masked to al low rats  
to recognize the overall  visual  patterns in scene st imuli .  
 The degradation of the pattern separation in the CA3 units 
may have been driven by unstable f ir ing rates across different  scene 
st imuli .  However,  we did not f ind any differences in the variance of 
normalized fir ing rates between the control  and DG lesion group (Fig.  
17A). In addition, the goodness-of-f it  for the quadratic model,  which 
were measured in R2,  did not  show significant group differences in 
the Blurred sessions (χ2 ( 1 )  = 4.817, p = 0.180, K-S test) .  Therefore,  i t  
is  unlikely that the impaired pattern separation in CA3 units  with DG 
lesions was caused by unstable f ir ing rates.  
We have also reported changes in the CA3 activity that were 
affected by the lesion but  did not depend on the type of modificat ion 
 
 ７６ 
made to scenes.  Cells  in the DG-lacking CA3 network tended to 
under-represent the choice point  in the maze compared with controls.  
In the LFP signals,  rats  with DG lesions showed a reduced proportion 
of SWR events occurring near the goal  location.  Reductions in DG 
inputs have been reported to reduce reward-related activi ty in the 
CA3  (Sasaki et  al . ,  2018).  I t  is diff icult  to provide a mechanist ic 
explanation of this phenomenon because the underlying neural  
mechanisms by which place cells  over-represent motivationally or  
strategically important  areas in space during goal-directed navigation 
remain unclear when compared with random foraging (Eichenbaum et  
al . ,  1987; Kobayashi et  al . ,  1997; Hollup et  al . ,  2001; Hok et  al . ,  
2007; Dupret  et  al . ,  2010; McKenzie et  al . ,  2013; Brown et  al . ,  2014).  
Inputs from the DG may be cri t ical for the CA3 network to reliably 
slow down the rats  at  the vantage point  of the maze optimal for 
analyzing the visual  scene and making decisions.  Moreover,  
backpropagation of associative plast ici ty from the reward location 
may attract  the place f ields toward the reward locations in the 
hippocampus (Lee et  al . ,  2006),  with the DG playing key roles in this 
type of reward-based synaptic plastici ty,  perhaps involving dopamine,  







Computational ,  behavioral and physiological  studies have shown that  
the DG-CA3 networks are essential  in  pattern separation (Marr,  1971;  
O'Reilly and McClelland, 1994; Treves and Rolls,  1994; Gilbert  et  
al . ,  2001; Leutgeb et  al . ,  2007; Bakker et  al . ,  2008; Lee and Solivan, 
2010; Nakashiba et  al . ,  2012; Ahn and Lee,  2014; Neunuebel and 
Knierim, 2014; GoodSmith et  al . ,  2017; van Dijk and Fenton, 2018).  
Behavioral  evidence of pattern separation in the DG-CA3 networks 
was obtained predominantly  using spatial  memory tasks,  in which 
rats  were required to distinguish among similar  spatial  locations or 
environments (Gilbert  et  al . ,  2001; Nakashiba et  al . ,  2012; van Dijk 
and Fenton, 2018).  In contrast ,  most physiological  studies have 
recorded cells in the DG or CA3 when rats forage for randomly 
scattered food, not during the performance of memory tasks 
(GoodSmith et  al . ,  2017; Senzai and Buzsaki,  2017).  The results of 
our study may fi l l  the gap between behavioral and physiological  
results ,  by showing that  CA3 cells require the DG network to 
physiologically display the characterist ics of the pattern separating 
unit ,  including categorical and orthogonal coding of similar  
environmental  st imuli .  The absence of these pattern separator-l ike 
CA3 units in the DG-lesion group impaired their  performance in 
Blurred  sessions.  
 One of the models explaining the roles of the DG in 
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facil i tat ing pattern separation emphasizes i ts  abil i ty to provide 
sparse,  yet  powerful  inputs via mossy f ibers to a small  subset  of CA3 
cells during the acquisit ion of memory (Treves and Rolls,  1994).  The 
subset  of  cells  chosen by the sparse inputs of  the DG may form a 
cri t ical  node,  result ing in a r ich Hebbian association of 
environmental  st imuli  mostly  fed via the perforant path from the 
entorhinal  cortex.  This model suggests that  these memory 
representations in the CA3 network can be retrieved mostly  by the 
cues provided via the perforant path and that the DG may not be 
involved in the retr ieval  of memory. Although these results  may seem 
to disagree with predict ions made by these computational  models,  
because DG lesions impaired rat  performance during Blurred  sessions,  
performance defici ts  were not  observed when the original visual 
scenes were unaltered,  part ial ly occluded, or blurred sl ightly (Fig.  5).   
The previous computational models simulated the retr ieval  
mostly  of the original  representat ions from the CA3 using part ial  
and/or noisy cues (O'Reil ly and McClelland,  1994).  A part ial  cue is 
defined as being a subset  of  the original  act ivi ty patterns and a noisy 
cue is defined as being a combination of a subset  of the original  
activity patterns and extra noise (O'Reil ly and McClelland, 1994).  
When part ial  cues are given,  the pattern completion process alone is  
suggested to be sufficient for the recall  of the stored memories  
(Treves and Rolls ,  1992),  but recall  from a noisy cue is  suggested to 
tr igger pattern separat ion (O'Reil ly and McClelland, 1994).  
Therefore,  solving ambiguity embedded in the blurred scenes 
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requires dentate gyrus which supports  pattern separation,  but  solving 
ambiguity embedded in the masked scenes only requires intact  CA3 
recurrent  connections and the perforant path inputs from the EC.  
While the distinction between the blurred and masked scene 
st imuli  are more clear,  the difference between the blurred and overlay 
scenes seems more arbitrary.  The degree of overlap with the original  
scenes could have affected whether the perforant path inputs can 
recruit  the CA3 units .  The relat ively intact  performance of DG-
lesioned rats  under mildly blurred condit ions provides support for 
such an explanation (Fig.  5A).  Computational  models have also 
suggested that partial  act ivi ty patterns in EC may not be sufficient 
for recruit ing the original  subset of the DG neurons (O'Reil ly and 
McClelland,  1994).  However,  the group difference observed in highly 
blurred scene stimuli  (Fig.  5A) suggests that  the degree of changes 
in the EC needed for recruit ing the original  subset  of DG neurons are 
relat ively resi l ient to noise and more important  factor could be 
whether competing subsets within the DG are recruited,  such as in 
the Overlay sessions.  Our results suggest  that  the DG is indispensable 
for this  type of memory retr ieval .  Therefore,  when environmental  
inputs are ambiguous, the mossy f iber-mediated inputs from the DG 
may carry some cri t ical  information for the CA3 network to access 
the original  memory representations.  Intact  basic f ir ing propert ies of 
CA3 cells  in the DG-lesioned rats when retrieving relat ively familiar 
visual scenes (Fig.  12) suggest  that  the DG network have more 
important  role to play when environmental  ambiguity  exceeds a 
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certain threshold.  Future studies should address the mechanism by 
which the DG network detects  the level  of ambiguity in the st imulus.  
 Consistent with the previous studies,  there was some damage 
in the CA1 subfield as a result  of  the colchicine injection into the 
DG (Lee and Kesner,  2004; Jerman et  al . ,  2005; Ahn and Lee, 2014).  
The degraded pattern separation of the single units in the CA3 in the 
DG-lesion group might be at tr ibutable to the partial  damage in the 
CA1. However,  prior behavioral  studies reported dissociations in  
performance with similar  colchicine-based lesion techniques and 
with a similar  amount of damage in the CA1 (Gilbert  et  al . ,  2001; Lee 
and Kesner,  2003).  Furthermore, the CA3 receives major inputs from 
the DG, CA3, or the entorhinal  cortex, but  not  directly from the CA1 
(Gonzales et  al . ,  2001).  Taken together,  i t  is  unlikely that  the partial  
damage in the CA1 was the major cause of the degraded pattern 
separation in the DG-lesion group. 
Another concern for the DG-lesion group is  the absence of 
mossy cells in the hilar area in that  group. Mossy cells  in the hilar  
region may play key roles in providing feedback information to 
granule cells  in the DG and bridging the CA3 and DG (Buckmaster  et  
al . ,  1996).  Inactivating mossy cells induced hyperactivi ty in granule 
cells  and impaired pattern separation (Jinde et  al . ,  2012).  
Unfortunately,  because colchicine el iminates granule cells and mossy 
cells ,  i t  is impossible to determine the differential  contributions of 
the different cell  types in the current study. Future studies with more 
cell  type-selective methods are required to address these issues.  
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How does the result  of  the current  study fi t  the findings in 
recent electrophysiological  studies on DG-CA3 circuitry? Despite  
using colchicine-induced DG lesion, we did not observe degraded 
spatial  selectivity in CA3 units with DG lesion reported in a previous 
study (Sasaki et  al . ,  2018).  I t  is  possible that  the more complex nature 
of the radial  arm maze used in their  study could have tr iggered 
impaired spatial  pattern separation between different  arms and led to 
lower spatial  selectivity.  Also, there is a possibil i ty that there are 
heterogeneous groups within the CA3 units  with DG lesion since 
reduced spatial  selectivity was only observed in the CA3 with the 
least  mossy fiber input group in their  study. Previous l i terature was 
divided on whether spatial  f ir ing patterns of the DG granule cells  or 
CA3 pyramidal cells  remain stable or remap when the external  
environment is  changed (GoodSmith et  al . ,  2017; Senzai  and Buzsaki,  
2017; van Dijk and Fenton, 2018).  Results of the current study 
support  that  CA3 units remap by modulating i ts  rate when different 
scenes are presented.  The rate modulation observed in the current  
study could be driven by using two explici t  scene st imuli ,  as  
compared to using an internal  spatial  reference frame(van Dijk and 
Fenton, 2018) or distal- local reference frames(GoodSmith et  al . ,  
2017).   
One of the key f indings in the current study is  that ,  unlike 
blurring the scenes,  the part ial  occlusion of the visual  scene st imulus 
(Masked  session) enabled rats  perform the task without the DG and 
that CA3 cells  exhibited pattern separation normally  without the DG. 
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The neural  mechanisms to explain why the DG is necessary only in 
recognizing the noisy st imuli  ( i .e. ,  blurry scenes) but not for the 
part ial  st imuli  ( i .e . ,  masked scenes)  al low only speculations at  this 
point .  Although computational  models assume that  noisy and partial  
inputs might equally tr igger pattern separation in the DG-CA3 
networks (O'Reilly and McClelland, 1994),  noisy inputs might 
necessitate the DG functions more than part ial  ones for pattern 
separation in the CA3. Another possibil i ty is  that  the extra test ing 
period during which rats experienced the blurred and overlaid st imuli  
might have al lowed the CA3 network to develop a new way to conduct  
pattern separation (or pattern completion) without the DG. One may 
think of a possibili ty that  rats might have dealt  with the masked 
st imuli  as objects and used the perirhinal  cortex to solve the task 
without the DG. Although that  might explain why the DG lesions did 
not  result  in performance deficits ,  i t  cannot explain how the CA3 
network sti l l  exhibit  pattern separation without the DG. Furthermore, 
our masks appeared at  pseudo-random locations of the screen on 
different trials ,  making i t  diff icult  for the rat  to see the same local  
patterns across different  masked tr ials .  
 Recently,  we have shown that  neurons in the perirhinal  cortex 
also exhibit  pattern separator-l ike responses when rats were required 
to recognize ambiguously morphed images (Ahn and Lee, 2017).  
Although it  would be ideal to record CA3 cells  in the same object-
recognit ion paradigm, several reasons make such an at tempt difficult .  
First ,  in rodents,  i t  is often difficult  to use the touchscreen-based 
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recognition paradigm (Ahn and Lee,  2017)  when physiologically 
recording neural  activit ies from the hippocampus because principal  
neurons in the hippocampus are mostly  place cells (especially in the 
dorsal  hippocampus),  meaning that  they fire only when the animal is  
posit ioned within the place f ields of those cells .  The posit ion-based 
f ir ing propert ies of hippocampal cel ls  make i t  very difficult  to sample 
neural  activit ies from enough cells  when a behavioral  apparatus 
requires the rat  to perform the task in a f ixed area.  Second, unlike 
the results from the human studies (Kirwan and Stark, 2007; Bakker 
et  al . ,  2008; Lacy et  al . ,  2011; Motley and Kirwan, 2012; Stevenson 
et  al . ,  2020),  prior behavioral studies suggest  that object  recognition 
i tself  may not be hippocampal-dependent in rodents (Gilbert  and 
Kesner,  2003; Jo and Lee,  2010).  On the other hand,  inactivating the 
perirhinal  cortex in the current  visual scene task resulted in only 
minor deficits  (Park et  al . ,  2017),  compared to the devastat ing effects 
of the hippocampal inactivation (data not shown).  Therefore,  we 
reasoned that  using a task that  requires spatial  navigation based on 
visual  patterns that  can be manipulated similarly  as in the Ahn and 
Lee study for objects should provide the best  experimental design to 
physiologically examine pattern separation in the CA3 with or 
without the DG. The results  of the current  study,  together with our 
f indings in the perirhinal  cortex for object  recognit ion (Ahn and Lee,  
2017),  strongly suggest  that the neural networks perform the 
signature behavior of pattern separation across different regions of 
the brain when the optimal type of st imulus (e.g. ,  objects in the 
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perirhinal cortex,  visual scenes in the hippocampus) is  ambiguously  
al tered from the original pattern.  
 In the absence of the DG, cells in the CA3 tended to respond 
gradually to continuously changing ambiguous visual  scenes.  Inputs 
from the entorhinal cortex via the perforant  path to the CA3 network 
are l ikely to scale l inearly with the degree of st imulus similari ty.  The 
CA1 network also receives direct  inputs from the entorhinal cortex,  
with prior studies showing the relat ively l inear mapping of 
environmental  ambiguity by CA1 cells (Lee et  al . ,  2004a; Leutgeb et  
al . ,  2004; Vazdarjanova and Guzowski,  2004).  Our study confirms the 
nature of these entorhinal  inputs to the hippocampus and 
reemphasizes the cri t ical  roles of the DG in implementing categorical  
dynamics in information processing using gradually changing inputs 
from the entorhinal  cortex in the hippocampal network.  Our f indings 
suggest that  the pattern-separating operations of the DG network may 
be necessary for the acquisi t ion of novel environmental  contexts as 
well  as for the retr ieval  of memory representations when 
encountering altered environments.  Such a pattern-separating 
computational  component may be essential  in orchestrat ing network 
dynamics to strategically organize behavior for  eff icient  problem-
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치상회 손상에 따른 CA3 장소세포의 장면의존적 




특정 환경에 적합한 행동을 하기 위해 우리는 과거에 그 환경에서 어떠한 경험
을 하였는지 반추한다. 해마는 이와 같이 과거에 경험한 사건 등에 대한 일화 
기억을 처리할 때 중요한 뇌 영역이라고 알려져 있다. 항상 변화하는 환경 속에
서 매번 과거와 동일한 자극을 경험하긴 어렵다. 따라서, 일화 기억의 처리에는 
서로 유사하지만 다른 상황을 구분하는 과정이 필요하다. 해마의 하위 영역인 
치상회는 서로 유사한 자극을 분리하여 저장하기 위해 필요하다고 알려져 있으
나, 단위신경세포 수준의 정보처리 기전은 아직 알려진 바 없다. 
이 논문에서는 최근 일화 기억의 저장과 인출 과정이 시각적으로 들어오는 장
면에 대한 처리와 밀접한 연관을 가지고 있다는 주장에 기반하여, 유사한 장면 
자극들이 해마에서 처리되는 기전에 대한 연구를 진행하였다. 이 연구에서는 콜
치신을 사용한 쥐의 치상회의 손상이 시각 장면 기억 과제의 수행을 저해하는
지 그 행동적 영향을 검증하였다. 또한, 치상회로부터 정보를 받는 CA3영역의 
단위신경세포의 활동 전위가 어떠한 방식으로 장면 자극을 표상하고, 기존에 학
습했던 장면 자극이 변형되었을 때는 어떻게 표상하는지, 그리고 그 표상 방식




통제 집단에 비해 치상회 손상 집단은 기존에 학습하였던 장면 자극이 흐릿하
게 제시될 때에만 낮은 과제 수행률을 보였다. 동시에 치상회가 손상된 쥐들의 
CA3 단위신경세포의 시각 장면 관련 발화율 변조가 흐릿한 장면 자극이 제시
되었을 때 현저하게 감소하였다. 이는 치상회가 손상된 쥐의 CA3 단위신경세포
가 통제 집단에 비해 흐릿한 장면 자극의 모호성의 정도에 따른 범주적 변화를 
보여주지 않았기 때문이다. 본 연구는 치상회가 CA3 영역이 애매한 장면에 직
교적으로 반응하게 함으로써 장면 기억을 저장하는 과정뿐만 아니라, CA3와 함
께 수정된 시각 장면이 처리될 때에도 핵심적인 역할을 한다는 것을 규명하였
다. 
 
