Mary neuropsychiatric disorders impact functional connectivity of the brains at the network level. However, identification of differentially expressed connectivity subnetworks in patients through the massive data collected using modern imaging methods remain challenging on theory, computation, and statistical inferences. We define an abnormal connectome subnetwork as a network-object that includes three classes: nodes, differentially expressed edges, and an organized graph topology. We propose novel statistical methods to detect and test the hidden and disease-related connectivity patterns as network-objects. The network-object statistical approach is robust in both simulations and actual data, and found to be replicable. Comparing to the conventional statistical methods, the proposed approach yields results with simultaneously reduced false positive and negative discovery rates by letting edges 2 borrow strength precisely with the guidance of graph topological information, which effectively improves the reproducibility of findings across brain connectome studies.
Introduction
Many neuropsychiatric brain disorders involve systematic impairment of brain functional or/and structural connectome at the circuitry level that is usually not visually apparent ( [1] ; [2] ; [3] ; [4] ).
Successful identification these networks is challenging but critical for understanding the neural pathophysiological mechanism and selecting potential biomarkers as intervention targets ([5] ; [6] ; [7] ; [8] ; [9] ). Most of these disease networks are hidden under massive brain imaging data and cannot be fully described prior to experiments, and thus are challenging to detect and even more difficult to test with statistical rigor. ( [10] ; [11] ; [12] ). To address this challenge, we develop network-object statistic (NOS) methods to extract and test hidden and disease related brain connectome subnetworks.
To illustrate the concept of network level inferences on hidden disease network and what the new method aims to achieve, we start with a simulated data as shown in Figure 1 . Assume that a study has collected resting state functional magnetic resonance imaging (rs-fMRI) from 50 patients with a neuropsychiatric illness and 50 matched healthy controls. After data acquisition and preprocessing, we calculate the functional connectivity metrics (e.g. Fisher's Z transformed Pearson correlation coefficients of time series) of 190 edges between the 20 regions of interest (ROIs), and next compare the 190 connectivity metrics between the two cohorts using two sample t test. The resulting p-values are transformed by -log(p) and displayed in a heatmap (Fig   1a) . Figure 1b is an according graph where each node represents an ROI. Red edges indicate the (true) differentially expressed connectivity between patients and controls; blue edges for the (true) non-differentially expressed edges. The typical statistical inference methods on individual edges, e.g. applying FDR methods to adjust the multiplicity, may yield results with both false positive and false negative findings, and miss the opportunity to identify the underlying organized graph topological structure (pathway). In contrast, we intend to capture a network-object: a subgraph of differentially expressed edges in an organized graph topological structure. By leveraging subgraph detection algorithms ( [14] ; [15] ), the latent differentially expressed connectomic subnetwork with a bipartite graph topology can be successfully extracted. Within the organized subgraph (red circle in Figure 1c ), most edges are differentially expressed between cases and controls and we consider this detected subnetwork representing a systematically distrupted brain connectome circuitry by the disease. We use the term "subnetwork" (instead of "network") to denote a connectome subgraph with any organized graph topological structure, as the term "network" is widely used for the complete subgraph (clique or community). In Figure 1c , we reorder the 20 ROIs by listing the nodes/ROIs in the detected bipartite subgraph first (red square).
A bipartite graph is a graph whose nodes can be divided into two disjoint sets and an edge only exists when it connects two nodes, each from a disjoint set. The only difference between Figure   1a and 1c is the order of nodes. Figure 1d shows the topological structure in a graph model where red and blue shades are the two disjoint sets of nodes of the bipartite subgraph. Note that the organized network topology of bipartite subgraph (i.e. the latent and systematicly impaired circuitry by brain illness) is automatically detected by the algorithms ( [14] ; [15] 4, 4 K in a complete graph 20 K , where blue edges represent no patientcontrol differences on connections between nodes and red for differences on connections between groups. (c) Reordered heatmap to explicitly display the impaired subnetwork in the left-top corner; the 4, 4 K topological pattern is highlighted. (d) The two disjoint sets in shades are highlighted. positive noises and it does not account for the organized graph topology.
Here we present the NOS methods to extract and test any latent, well-organized and disease related connectome subnetworks from the whole brain connectome. We develop the subnetwork extraction algorithms based on an integrated solution ofgraph covering problem and statistical parameter estimation. We develop the network level statistical inferential procedure by examining the clustering/clusters of differentially expressed edges in the graph topological space which naturally links the brain connectome differential expression to the graph combinatorics.
We demontrate the application of our new approach by using simulated brain connectome data and compare its performance with existing methods. We further apply the NOS methods to a rsfMRI study for schizophrenia research including 70 patients and 70 matched controls, accompanied with a replicate data set of 30 patients and 30 controls. The network-level findings are highly reproducible across the two data sets.
Methods

Background
We introduce the NOS methods under the context of functional connectivity analysis, though the methods are applicable for connectivity analysis from other imaging and non-imaging modalities. The brain areas are denoted as nodes (vertices) and the connections between them as edges ( [1] ; [16] ; [17] ). The connectivity is often measured by a scalar metric, for instance, one commonly used connectivity metric is the Pearson correlation coefficient between the fMRI time series of a pair of brain areas. 
Subnetwork extraction
We propose a foundmentally new heuristic to extract latent and systematically disrupted subnetworks from the whole brain connectome.  can be included in the union set of subgraphs to cover the differentially expressed edges. Therefore, we consider the general NOS subgraph extraction objective function as a shrinkage estimator of the network object (shrinking the size of the network-object to zero). We have recently develop subgraph detection algorithms including parsimonious connectivity network detection (Pard, [14] for the clique structure) and k-partite graph detection (KPGD, [15] for the multipartite structure) .We next determine the statistical signficance of the extracted subgraphs.
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Testing Hypotheses
One of the overarching goals of brain connectome analysis is to answer whether the connectivity patterns are differentially expressed between different clinical groups.
Testing individual edges vs. subnetworks
Most conventional statistical methods perform multivariate edge-wise statistical inferences on brain connectome analysis, for instance, family-wise error rate (FWER), false discovery rate Therefore, we may miss the opportunity to identify k G in the study.
One alternative way is to test on the network-object k R directly based on the extracted k G by examining whether k R is differentially expressed. The formal statistical testing hypotheses are: 0 H : There is no differentially expressed connctome subnetwork when comparing the connectivity patterns across clinical subpopulations, which is equivalent to:
C1: there are no differentially expressed edges; or C2: there are differntially expressed edges, but they are randomly distributed in the whole graph Monte Carlo and permutation tests have been used to account for the multiplicity( [19] ; [20] ; [21] ; [11] ). In addition, these permutation testing procedures do not specify their sizes or locations before cluster detection in each simulation iteration and prone to selection bias (i.e. the so-called 'Texas Sharpshooter' problem [22] ). Therefore, new Monte Carlo and permutation tests are needed in the graph sapce to conduct subnetwork level statistical inferences.
Monte Carlo Tests
We develop two strategies to examine the hypotheses above by taking the graph combinatorics into consideration, the first strategy tests C1 and C2 simultaneously and the strategy two sequentially.
Group label permutation
Group label shuffling technique is widely used to extract altered brain activation features ( [21] ) and connectivity features ( [11] ). The group label permutation randomly assigns each subject's clinical group label for each iteration. The machinery of group label shuffling is that with shuffled group labels the brain connectivity levels are expected to show no difference between (shuffled) clinical groups ( 0 H : C1); and even though some edges are false-positively significant they are not likely to be distributed in an organized pattern as the original data set (C2).
Therefore, in each iteration the GLP simulates a data set under the null hypothesis that follows both C1 and C2.
Test statistic
For each group label permuted data set, we perform group level statistical analysis by applying statistical tests and the Pard and KPGD algorithms, identifying the potential subnetworks, and store the maximum test static of all these subnetworks. The test statistic is used to summarize difference between 'groups' regarding all edges collectively in the detected brain connectivity , we consider it is significant ( [19] ; [20] ; [21] ; [11] 
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In general, the GLP algorithm is similar to the case-control scan statistic method, whereas the GEP algorithm is linked with the incidence/case only scan statistic method. 
Clinical Samples
Results
Altered Connectivity Subnetworks by Schizophrenia
3.1.1Group level connectome analysis
We define the nodes of the connectome graph G by using 90 automated anatomical labeling (AAL) regions ( [26] ). We average the preprocessed time courses of all voxels within a region as the region-wise signal. Next we calculate 4005 Pearson correlation coefficients between the time courses of the 90 AAL regions, and perform Fisher's Z transformation and empirical Bayes normalization ( [17] ) to obtain connectivity matrices for all subjects. We then conduct
Wilcoxon rank sum tests on the normalized correlation coefficients for all edges and store 4005
p-values.
We first examine whether any individual edge in G is significant by applying multiple testing adjustment. The false discovery rate (FDR, [27] ) is used, and none of 4005 edges is found significant by using the threshold q=0.2 .The network based statistics (NBS) yields no differentially expressed structure either ( [11] ). However, this is likely due to loss of power by multiple comparison adjustment without utilizing the topological and dependency structures.
In contrast, we perform subnetwork level analyses by extracting and testing the latent differentially expressed connectome subnetworks from . The whole brain graph edge-wise testing result matrix W , where entry i, j is log( )
Wp  as demonstrated in Figure 2a) . We apply the latent subnetwork detection algorithms (i.e. Pard and KPGD) and GLP and GEP tests to determine the significantly differential connectome subnetworks between patients and controls.
The testing results show one subnetwork is significant ( < 0.001 p ). The significant subnetwork Table 2 ).
This altered subnetwork combines part of fronto-parietal network and part of cingulo-opercular network, which have been frequently associated with abnormalities in schizophrenia during attention, working memory, and exective control functional imaging studies ( [29] ; [6] ). Note that among the 60 differentially expressed edges, 59 edges show decreased connections in patients with schizophrenia and only one shows hyperconnection. This is aligned with the previous findings suggesting that schizophrenia is a 'dysconnectivity' disorder ( [29] ; [30] ;[31]).
Verification of findings in a replicate data set
The same pre-processing steps and connectivity metric calculation were applied in the 30 patients and 30 healthy controls. We first perform traditional edge-wise and network level inferences on the 4005 edges for both D1 and D2 separately to examine the agreement of findings of two indepeedent data sets.
Comparing edge-wise findings between D1 and D2
Wilcoxon rank sum tests are used to obtain the edge-wise testing result p-values and matrix 
Comparing the subnetworks detected from D1 alone and D2 alone
We then perform NOS analysis on D2 alone and compare it with 1 R . A subnetwork ( 2 R ) of 21 nodes in a clique structure is identified by using D2 alone. Interestingly, we note that 12  RR .
Unlike edge-wise analysis that yields less than 7% of replications, the NOS method identified the altered subnetwork in D1 that can be completely rediscovered when analyzing D2 independently, though the subnetwork in D2 is larger (a clique of 21 nodes). This is likely because D2 has more small p-value edges resulting in a larger network is detected accordingly (see Venn diagrams in Fig3) . In summary, by utilizing an independent replication data set collected posteriorly we can conclude that the findings identified by the NOS approach are more reproducible. 
Performance and sensitivity analysis
To further evaluate the performance on efficiency and false positive rates by the NOS methods.
We generate group level connectome data sets  . We set a compound symmetry covariance matrix within the subnetwork, and otherwise independent. We shuffle the order of nodes in G and thus the altered connectivity subnetwork is latent in the data set. ). In addition, we utilize two sample sizes (60 and 120) to represent the commonly observed sample size from a single study. We simulate each setting with different ,  and number of subjects for each group for 100 times. The results show that generally FDR has higher FP but lower FN rates, and in the contrary for fdr (i.e. fdris more conservative). We also note that the GLP and GEP methods outperform FDR and fdr when jointly considering FP and FN rates. We also apply the NBS method, but no subnetwork is detected when tuning the cutoff parameter from 3 to 6 (not shown in Table 1 ). One possible reason of the NOS methods overperfoming the others is that we allow edges to borrow strength with each other within the detected subnetwork object k R . The GLP method seems to be more robust to the noise level than GEP. In summary, the NOS inferential procedures demonstrate excellent performance for testing altered subnetwork and providing edge-wise inference.
On Type I error rate, we counted the number of false positive significant subnetworks for the data sets with no differentially expressed connectome networks (e.g. =0

). Based on simulation of 1000 iterations, the network level false positive rates of GLP is 1.2% and GEP is 2.9%.
Therefore, the network level Type I error is well controlled and below the subnetwork claimed level of 5%.
Discussion
It has been a long-term challenge for brain connectomics analysis to identify hidden and disease related subnetworks. The NOS methods are designed to provide new tools to integrate individual edge-wise inference and graph topological information to uncover disease-control differentially expressed connectome patterns at the network level. In this approach, each latent subnetwork is treated as an object of three components that consolidates the localized information of individual edges and graph topology. The latent altered subgraphs are extracted from the whole-brain connectome graph (rather than pre-defined), which is important for discovery of novel underlying circuit-level neuropathology. We develop these new NOS methods by leveraging novel statistcal learning techniques and two new Monte Carlo tests in the graph space (GLP and GEP) for statistical inferences while taking the multiplicity and pre-selection into account.
The subnetwork findings of the schizophrenia rs-fMRI study reveal the latent disrupted functional connectome subnetwork that includes both part of fronto-parietal network and cingulo-opercular network. An indepednent data set collected posteriorly verifies the replicability of the subnetwork. Moreover, we utilize the two independent data sets to evaluate the reproducibility of findings by comparing with the traiditonal edge-wise and network level inferences. The results clearly show that the same altered subnetwork is identified in both D1 and D2 by NOS, while a small proportion of edge-wise findings in D1 and D2 overlap. The networkobject statistics may provide a new pathway to conduct reproducible research using biomedical big omics data. Although we utilize functional connectivity from rs-fMRI data in this study, our methods are applicable to other brain connectomics data platforms and connectivity metrics because this method only requires the input data as a set of connectivity matrices.
The NOS method also demonstrates superior statistical properties.False negative and false positive discovery rates of differential edges are decreased by allowing edges borrowing power from each other within the same subnetwork. Both simulation and replication data sets verify this claim. More importantly, our approach appears empirically reliable and may improve the reproducibility and replicability of high-throughput omics study. From the graph combinatorics point of view, the individual edge false positive/negative finding is likely, whereas the false positive/negative rate of an well-organized differential subnetwork is relatively small because the
