Abstract. Tomography is concerned with the reconstruction of images from their projections. In this paper, we consider the reconstruction problem for a class of tomography problems, where the images are restricted to binary grey levels. For any given set of projections, we derive an upper bound on the difference between any two binary images having these projections, and a bound on the difference between a particular binary image and any binary image having the given projections. Both bounds are evaluated experimentally for different geometrical settings, based on simulated projection data for a range of images.
Introduction
The field of tomography studies the problem of reconstructing an object from its projections, recorded along a range of viewing angles. Projection images are typically acquired by sending a certain beam (i.e., X-rays, electrons, neutrons) through the object, while measuring the attenuated beam profile that results after beam-object interaction. If a sufficient number of high-quality projection images are available, an accurate reconstruction of the object can be computed using a tomographic reconstruction algorithm [1, 2] .
In various applications of tomography, only few projections can be acquired, or the range of available projection directions is limited. Such reconstruction problems are known as limited-data problems. In electron tomography, for example, the shape of the sample holder limits the angular range of the projections [3] . In industrial tomography for quality assurance, limitations on the duration of a scan impose an upper bound on the number of projections.
Applying classical reconstruction algorithms such as Filtered Backprojection to limited-data problems often results in inferior reconstruction quality. Several approaches have been proposed for overcoming these problems, by incorporating various forms of prior knowledge about the object in the reconstruction algorithm. The field of discrete tomography focuses on the reconstruction of images that consist of a small, discrete set of grey values [4, 5] . By exploiting the knowledge of these grey values in the reconstruction algorithm, it is often possible to compute accurate reconstructions from far fewer projections than required by classical "continuous" tomography algorithms. Still, despite the discrete grey level assumption, the reconstruction problem may be underdetermined and a large number of solutions may exist. In such cases, it can be important to know how different these solutions can be. If one can give a bound on the maximum difference between two solutions, this also bounds the maximum difference between the unknown ground truth image, of which projections have been measured, and any other solution.
In this paper, we focus on binary reconstruction problems, where the unknown image is known to have only two grey levels, 0 and 1. The problem of bounding the difference between binary reconstructions is closely related to the stability problem, which concerns the question how the reconstruction changes if the projections are slightly modified [6] [7] [8] [9] . In [10, 11] , Van Dalen presented sharp bounds on the difference between any two binary images having the same projections for the case of two projections: horizontal and vertical.
The bound we present here is much more general, as it can incorporate an arbitrary number of projections and can even be applied in different geometrical settings (lattice images, as well as discretized continuous images). It is based on the observation first made by Hajdu and Tijdeman in [12] , that the Euclidean norm of all binary solutions does not depend on the particular solution, and can be determined directly from the projections. Using a multi-dimensional variant of Pythagoras' theorem, this allows for bounding the Euclidean norm of the difference between two such solutions. Although the resulting bound will not be strict in general, it is the first general bound for binary tomography problems that can be used in a wide range of reconstruction problems. This paper is structured as follows. In Section 2, we define a general class of reconstruction problems and discuss two specific examples of such problems, for lattice images and a strip projection model, respectively. We also introduce notation and recall some basic properties. In Section 3, a general bound is derived on the difference between two binary images having a given set of projections. In Section 4, a bound is derived on the difference between a particular binary image, which is relatively easy to compute, and any binary solution of the tomography problem. Section 5 presents a series of simulation experiments and their results. From these results, the practical value of the proposed bounds can be evaluated for different types of images. Section 6 concludes the paper.
Notation and model

Tomography models
Throughout the discrete tomography literature, several imaging models have been considered. In the grid model, an image is formed by assigning a value to each point in a regular grid. In the case of binary images, each point is assigned a value of either 0 or 1. Here, we consider square grids of the form A = {(i, j) ∈ Z 2 : 1 ≤ i, j ≤ s} for s ≥ 1; see Fig. 1(a) . A projection is formed by considering the set of parallel lines through one or more grid points in a certain direction (a, b) ∈ Z 2 , with a ≥ 0 and (a, b) coprime, and summing the values of the points on each line. The grid model can be used to model nanocrystals, that consist of discrete atoms positioned in a regular grid [13] . In many tomography applications, a continuous representation of the object is more realistic, as there is no intrinsic grid structure. In such cases, the unknown image is typically approximated by an image defined on a discrete pixel grid. A common model for computing the projections of such a pixelized image is the strip model. In the strip model, a projection is computed by considering a set of parallel strips in a given direction and computing a weighted sum of all the pixels that intersect with each strip, with a weight that is determined by the intersection area between the strip and the pixel.
We now define some general notation. An image is represented by a vector x = (x i ) ∈ R n . We refer to the entries of x as pixels, although they can also correspond with grid points, in the grid model. The derivation of our main results does not depend on the particular projection model. Throughout this paper we assume that all images are square, consisting of c rows and c columns, where n = c 2 . A binary image corresponds with a vectorx ∈ {0, 1} n . For a given set of k projection directions, the projection map maps an image x to a vector p ∈ R m of projection data, where m denotes the total number of line measurements. As the projection map is a linear transformation, it can be represented by a matrix W = (w i j ) ∈ R m×n , called the projection matrix. Entry w i j represents the weight of the contribution of x j to projected line i. Note that for the grid model the projection matrix is a binary matrix, while for the strip model its entries are real values in [0, 1]. The projection matrix W and vector p can be decomposed into k blocks as
where each block
. . , k) represents the projection map for a single direction and each block p d represents the corresponding projection data. From this point on, we assume that the projection matrix has the property that m i=1 w i j = k for all j = 1, . . . , n. This property is certainly satisfied for the grid model, as every x j is counted with weight 1 for exactly one line in each projection direction. The property is also satisfied for the strip projection model, as the total pixel weight for each projection angle is equal to the area of a pixel, which is 1. Note that the property is not satisfied for some other models commonly used in tomography, such as the line model, where the weight of a pixel is determined by the length of its intersection with a line.
The general reconstruction problem consists of finding a solution of the system W x = p for given projection data p, i.e., to find an image that has the given projections. In binary tomography, one seeks a binary solution of the system. For a given projection matrix W and given projection data p, let S W ( p) := {x ∈ R n : W x = p}, the set of all real-valued solutions corresponding with the projection data, and letS
n , the set of binary solutions of the system. As the main goal of incorporating prior knowledge of the binary grey levels in the reconstruction is to reduce the number of required projections, we focus on the case where m is small with respect to n, such that the real-valued reconstruction problem is severely underdetermined.
As the projection matrix is typically not a square matrix, and also does not have full rank, it does not have an inverse. Recall that the Moore-Penrose pseudo inverse of an m × n matrix A is an n × m matrix A † , satisfying the following four conditions
For any matrix A, there exists such a matrix A † , which is unique; see [14] . Let x * = W † p. Then x * has the following properties (see Chapter 3 of [14]): (i) it is the solution of the system W x = p of minimal Euclidean norm. (ii) it is orthogonal to the nullspace N(W) of W. We call x * the central reconstruction of p. The central reconstruction plays an important role in the binary reconstruction problem. We will show in the next section that all binary solutions of the system have equal distance to x * , so that one can consider the central reconstruction as lying "in the middle" of all binary solutions.
As our bounds on the distance between binary solutions depend on x * , computation of x * is necessary to compute the corresponding distance bounds. Due to the size of the matrix W, explicit calculation of W † is usually unpractical for large images. As an alternative, an iterative method for solving the system W x = p, called CGLS (Conjugate Gradient Least Squares), can be used [15] . Apart from numerical errors, applying CGLS to the system W x = p results, after convergence, in the computation of W † p, while not computing the matrix W † explicitly (see also [16] ).
A bound on the difference between all binary solutions
We start this section by showing that the Euclidean norm of any binary solution of W x = p is completely determined by p.
and therefore
The following lemma illustrates the importance of the central reconstruction, the shortest real-valued solution in S W ( p), by showing that the binary solutions are the shortest among all integer solutions of the system. Lemma 2. Letx ∈S W ( p) and y ∈ S W ( p) ∩ Z n . Then x 2 ≤ y 2 , with equality if and only if y ∈S W ( p).
Proof. Note that the statement is proved in [12] , see Problem 2 and the subsequent paragraph. However, for the convenience of the reader we give the proof here.
We have
Observing that
with equality if and only if y is binary, yields the result.
Supposing the existence of at least two different binary solutions, Lemma 1 allows us to derive an upper bound for the Euclidean distance between those solutions.
Proof. From the definition of x * we have (x − x * ) ∈ N(W), and x * ⊥ (x − x * ). Using Pythagoras' theorem and Lemma 1 yields
which means that any binary solution is on the hypersphere centered in x * with radius
2 ). Proof. Asx andȳ are binary, we have x −ȳ 1 = x −ȳ 2 2 . The corollary now follows directly from Theorem 1.
The norm x −ȳ 1 corresponds to the number of pixels that are different betweenx andȳ. As one is typically mainly interested in the fraction of pixels that can be different, we introduce the variability of (W, p), defined by V := 4R 2 n , which is an upper bound for the fraction of pixels that are different between any two binary solutions.
A bound on the difference with a particular binary image
The fact that all elements ofS W ( p) have equal distance to the central reconstruction x * , combined with the facts that binary solutions are the shortest solutions among all integer solutions (Lemma 2) and that x * is the shortest real-valued solution, suggests that binary solutions can often be found near x * . It is therefore natural to consider the image that is obtained by rounding each entry of x * to the nearest binary value.
Let α = min(|α|, |α − 1|) for α ∈ R, and put T = n i=1 x * i 2 , i.e., the Euclidean distance from x * to the nearest binary vector.
then all solutions inS W ( p) can be obtained by rounding the values in x *
to the nearest binary values, and variations are only possible for the entries i where
n such that r − x * 2 = T , i.e.,r is among the binary vectors that are nearest to x * in the Euclidean sense. If R > T and R − T is small, it is possible to say that a fraction of the rounded values are correct, i.e., to provide an upper bound on the number of pixel differences between any solution inS W ( p) andr.
In most cases we can not say which rounded values are correct. Suppose thatx ∈ S W (p) and thatr i = 1 whereasx i = 0. Note that we have x * i ≥ 
Then at most s pixels can have the wrong value inr with respect tox and at least n − s pixels must have the correct value.
Proof. Due to the increasing order of the b i 's, changing more than s pixels inr will result in a vectorr for which ||r − x * || 2 > R, which cannot be an element ofS W ( p). In fact, Corollary 3 can be sharpened as follows. Theorem 2 bounds the number of pixel differences betweenx andr, and betweenȳ andr. When using these two bounds to determine an upper bound on the number of differences betweenx andȳ, we can assume that these two sets of pixel differences are disjoint, as otherwise the difference betweenx andȳ will only be smaller. This observation leads to the following corollary: 
Then at most t pixels can be different betweenx andȳ.
Experiments and results
A series of experiments was performed to investigate the practical value of the bounds given in Theorems 1 and 2, for a range of images. The experiments are all based on simulated projection data obtained by computing the projections of the test images (socalled phantoms) in Fig. 2: (1) a simple, nearly convex object; (2) a more complex object, containing a small hole; (3) a cross-section of a cylinder head from a combustion engine; (4) a cross-section of femur rat bone. All phantoms have a size of 512×512 pixels. To perform images with varying image size (smaller than 512×512), the phantoms have been downscaled to obtain binary images of the appropriate sizes.
In each experiment, the central projection x * was first computed using the CGLS algorithm. Based on the central reconstruction, the variability V was computed, andr was computed by rounding x * to the nearest binary vectors (
2 ). The upper bound s from Theorem 2 on the number of differences betweenr and the phantom imagex was then computed, followed by a bound on the fraction of pixel differences U := s n , and the actual fraction of differences E := e n , where e is the number of pixel differences betweenr andx.
In the next subsections, the experimental results will be presented for the grid model and the strip model, respectively. Experiments have been performed based on the three phantom images, scaled to sizes of 32×32, 128×128 and 512×512 respectively, varying the number of projection directions. The results are shown in Fig. 3 . In a second series of experiments, the size of the image was varied from 32×32 up to 512×512. When increasing the image width c, the number of pixels grows quadratically with c, while the number of line sums per projection direction grows linearly with c. To compare results for different image sizes, the ratio The experiments for the strip model have been performed using projection angles equally distributed between 0 and 180 degrees. Projections have been computed based on sets of parallel strips, each strip having a width that equals the pixel size.
Experiments have been performed based on the three phantom images, scaled to sizes of 32×32, 128×128 and 512×512 respectively, varying the number of projection directions. The results are shown in Fig. 3 . In a second series of experiments, the size of the image was varied from 32×32 up to 512×512. while keeping the ratio Despite the facts that the four phantoms have strong differences in shape and morphology, and that the grid and strip models are quite different, the results shown in Figs. 3-6 are surprisingly consistent throughout all experiments. Clearly, both the variability V and the upper bound U on the fraction of pixel differences betweenr and x * become smaller as the number of projection directions is increased. We see that the phantomx is typically much closer tor than to x * , and that the actual number of differences between these two images is approximated quite sharply by the upper bound U. Fig. 5 (c) and (d), part of the graphs for U and E are missing. In fact, in these cases both U and E are zero, such that they cannot be displayed in the logarithmic scale. This illustrates that Theorem 2 can be used to prove uniqueness of a binary solution, even when the corresponding real-valued system of equations is underdetermined.
In the strip model, the total number of measured line sums is given by ck, whereas the total number of unknown pixels is c 2 . Fig. 6 illustrates that even if c k ≥ 4, the bound from Theorem 2 leads to a guarantee that the fraction of pixel differences betweenx andr is of the order of 1%, sor is a very good approximation of the original binary image.
Outlook and conclusions
In this article, we have presented two general bounds on the accuracy of reconstructions in binary tomography, with respect to the unknown original object. The bounds can be computed efficiently and give guarantees on the number of pixels that can be different between any two binary reconstructions that satisfy given line sums, and on the difference between a particular binary image, obtained by rounding the central projection to the nearest binary vector, and any binary image satisfying the projections. The experimental results show that by using these bounds, one can prove that the number of differences between binary reconstructions must be very small, even when the corresponding real-valued system of equations is severely underdetermined. In order to make these bound practically useful, our results will have to be extended to deal with noisy projection data, which we will incorporate in future research. 
