We consider distributed gradient descent in the presence of stragglers. Recent work on gradient coding and approximate gradient coding have shown how to add redundancy in distributed gradient descent to guarantee convergence even if some workers are stragglers-that is, slow or non-responsive. In this work we propose an approximate gradient coding scheme called Stochastic Gradient Coding (SGC), which works when the stragglers are random. SGC distributes data points redundantly to workers according to a pair-wise balanced design, and then simply ignores the stragglers. We prove that the convergence rate of SGC mirrors that of batched Stochastic Gradient Descent (SGD) for the 2 loss function, and show how the convergence rate can improve with the redundancy. We also provide bounds for more general convex loss functions. We show empirically that SGC requires a small amount of redundancy to handle a large number of stragglers and that it can outperform existing approximate gradient codes when the number of stragglers is large.
I. INTRODUCTION
We consider a distributed setting where a master wants to run a gradient-descent-like algorithm to solve an optimization problem distributed across several workers. Let X ∈ R m× be a data matrix and let x i ∈ R denote the i'th row of X. Let y ∈ R m be a vector of labels, so x i has label y i . Define A [X|y] to be the concatenation of X and y. The master wants to find a vector β * ∈ R that best represents the data X as a function of the labels y. That is, the goal is to iteratively solve an optimization problem
for a given loss function L, by simulating or approximating an update rule of the form
Many natural loss functions L(A, β) can be written as the sum over individual rows a i of A, i.e.,
such loss functions lend themselves naturally to distributed algorithms. In a distributed setting, the master partitions the data matrix A into rows a i which are distributed between the workers. Each worker returns some linear combination(s) of the gradients ∇L(a i , β t ) that it can compute, and the master aggregates these together to compute or approximate the update step (2) .
In this work, we introduce an approximate gradient coding scheme called Stochastic Gradient Coding (SGC) which works in the random straggler model and which does well simultaneously on desiderata (A)- (D) . We analyze the convergence rate of SGC, and we present experimental work which demonstrates that SGC outperforms the most recently proposed schemes [16] , [18] when p (the fraction of workers that the master will ignore in each iteration) is relatively large. 1 
A. Contributions
We consider an approach that we call Stochastic Gradient Coding (SGC). The idea-which is similar to previous approaches in approximate gradient coding [16] -is simple: the master distributes data to the workers with a small amount of repetition according to a pair-wise balanced scheme (which we will define below); a data point x i is replicated d i times, and d i can vary from data point to data point. Below, the redundancy parameter d refers to the average of the d i 's. Once the data is distributed, the algorithm proceeds similarly to the Ignore-Stragglers-SGD algorithm described above: workers compute gradients on their data and return a linear combination, and the master aggregates all of the linear combinations it receives to do an update step.
One contribution of this work is to provide a rigorous convergence analysis of SGC. We show that SGC with only a small amount of redundancy d is able to regain the benefit of (A) from the (exact) coded approaches, while still preserving the benefits of (B), (C), (D) that the "Ignore-Stragglers-SGD" approach sketched above does. A second contribution is extensive experimental evidence which suggests that for the same small redundancy factor d SGC outperforms other schemes when there are many stragglers.
More precisely, our contributions are as follows (all in the stochastic straggler model):
• In the special case of the 2 loss function, we show that SGC with redundancy factor d > 1, can obtain error bounds where β * − β t 2 decreases at first exponentially and then proportionally to 1 td . This mirrors existing results on SGD (which corresponds to the case d = 1), and quantifies the trade-off between replication and error. This is made formal in Theorem 3.
• For more general loss functions, we show that SGC has at least the same convergence rate as IgnoreStragglers-SGD, and we give some theoretical evidence that the error β * − β t may decrease as d increases. This is made formal in Theorem 5.
• We provide numerical simulations comparing SGC to gradient descent, Ignore-Stragglers-SGD and a few other versions of SGD, and other approximate gradient coding methods. Our simulations show that indeed SGC improves the accuracy of Ignore-Stragglers-SGD, with far less redundancy than would be required to implement exact gradient descent using coding. In addition, we compare SGC to other approximate gradient methods existing in the literature and show that SGC outperforms the existing methods when the probability of workers being stragglers is high.
B. Relationship to previous work on approximate gradient coding
We provide a more detailed description of previous work in Section VIII, but first we briefly mention some of the main differences between our work and existing work on approximate gradient coding [8] , [16] - [20] .
First, we note that our SGC scheme is quite similar to Bernoulli Gradient Coding (BGC) studied in [16] , where the data is distributed uniformly at random to d workers. One difference between our work and that work is that we allow for the redundancy of different data points x i to vary for different i; we will see that for the 2 loss function it makes sense to choose d i based on x i 2 . A second difference between our work and [16] is that [16] does not provide a complete convergence analysis. The works [8] , [19] , [20] also study schemes similar in flavor to SGC, but these works also do not provide complete convergence analyses.
The works of [17] , [18] do provide convergence analyses, although for schemes that are quite different from SGC. More precisely, [17] studies a scheme with LDPC coding, rather than repetition. The work of [18] studies a scheme based on Fractional Repetition (FR) codes, which was proposed in [16] . This scheme partitions the data and the workers into different blocks; every worker in a block receives all of the data from the corresponding block.
Additionally, we obtain slightly different error guarantees than the analyses of [17] , [18] . More precisely, the analysis of [18] proves a bound where the error decreases exponentially in T (the number of iterations of the algorithm) until some noise floor is hit. The analysis of [17] studies the special case of the 2 loss function, and shows that the error decays like O(1/ √ T ). In contrast, for SGC and for the special case of the 2 loss function, we show that the error decays exponentially in T at first and then switches to dacaying like O(1/T ); this mirrors existing results for SGD for the 2 loss function. We give a more general result that holds for general convex loss functions and show that the error decays as O(1/T ).
Finally, we provide empirical results which suggest that our scheme can outperform existing gradient coding schemes (in particular, the FR-based approach of [16] , [18] and BGC [16] ) in some parameter regimes. We do not compare our scheme empirically to that of [17] , [20] because they requires more work on the master's end (to encode and decode) and are thus not directly comparable to our work.
C. Organization
We give a more precise definition of our set-up in Section II. We describe the SGC algorithm in Section III. In Section IV, we give a more detailed overview of both our theoretical and empirical results, which are fleshed out in Sections V and VI respectively. The proofs of our results can be found in Section VII. We provide more detail on related work in Section VIII.
II. SETUP

A. Probabilistic model of stragglers
In this paper, we adopt a probabilistic model of stragglers. More precisely, we assume that at every iteration each worker may be a straggler with some probability p, and this is independent between workers and between iterations. This is a strong assumption, but it is a natural starting place. 2 Our probabilistic model is similar to the model in [8] , [16] - [20] and is in contrast to the worst-case model assumed by much of the literature on coded computation.
B. Computational model
Our computational model has two stages, a distribution stage and a computation stage. In the distribution stage, the master decides which data to send to each worker. More precisely, the master can decide to send each row a i of A to d i different workers. We refer to the parameter d = 1 m m i=1 d i as the redundancy of the scheme. The computation stage is made up of rounds, each of which contains two repeating steps. In the first step, the master does some local computation and then sends a message to each worker. In the second step, each worker does some local computation and tries to send a message back to the master; however, with probability p the message may not reach the master. Then the round is over and the master repeats the first step to begin the next round. We refer to the total amount of communication per round as the communication cost of the scheme.
III. STOCHASTIC GRADIENT CODING
In this section, we describe our solution, which we call Stochastic Gradient Coding (SGC). The idea behind SGC is extremely simple. It is very much like the Ignore-Stragglers-SGD algorithm described above, except we introduce a small amount of redundancy. We describe the distribution stage and the computation stage of our algorithm below. Our scheme has parameters d 1 , . . . , d m , which control the redundancy of each row, and a parameter γ t which controls the step size. We will see in the theoretical and numerical analyses how to set these parameters.
In our analysis, we focus on pair-wise balanced schemes: Definition 1. We say that a distribution scheme that sends a i to d i different workers is pair-wise balanced if for all i = i , the number of workers that receives a i and a i is
n . Notice that with a completely random distribution scheme, the expected number of workers who receive both a i and a i for i = i is equal to did i n . In our analysis, it is convenient to deal with schemes that are exactly pair-wise balanced. However, for small d i it is clear that no such schemes exist (indeed, we may have did i n < 1). In our simulations, we choose a uniformly random scheme 3 which seems to work well (see Section VI). We believe that our analysis should extend to a random assignment as well, although for simplicity we focus on pair-wise balanced schemes in our theoretical results.
The way SGC works is as follows:
• Distribution Stage. The master creates d i copies of each row a i , i = 1, . . . , m, and sends them to d i distinct workers according to a pair-wise balanced scheme. We denote by S j , j = 1, . . . , n, the set of indices of the data vectors given to worker W j , i.e., S j = {i; a i is given to W j }.
• Computation Stage. At each iteration t, the master sends β t to all the workers. Each worker W j computes
and sends the result to the master. The master aggregates all the received answers from non straggler workers, sums them and updates β as follows:
where I j i is the indicator function for worker j being non straggler and having obtained point a i during the data distribution, i.e., Note that I j i depends on the iteration t, however we drop t from the notation for notational convenience since the value of t will be clear from the context.
For use below, we defineĝ
We callĝ t the estimate of the gradient at iteration t which estimates the exact gradient of the loss function in (3),
∇L(a i , β t ).
IV. SUMMARY OF OUR MAIN RESULTS
In this section, we summarize both our theoretical and numerical results.
A. Theoretical results
Our main theoretical contributions are to derive results for SGC that mirror known results for SGD and Batch-SGD. There are two important differences between our results and those for Batch-SGD.
1) First, one of our goals is to show how the error β * − β t 2 2 depends on the redundancy parameter d; we show that it is roughly like 1/d. This explains why SGC can work much better than IgnoreStragglers-SGD (say, so that β t − β * 2 2 is half as large), even with relatively low redundancy (say, d = 2). In Batch-SGD we always have d = 1.
2) Second, it is nontrivial to adapt existing results for Batch-SGD to our setting. The reason is that the batches are not uniform in our setting; rather, they depend on the way that the data is distributed. We note that this is true even if the data is distributed randomly to begin with: in that case it is true that the marginals of the batches are uniformly random (that is, in each round the set of gradients that the master receives is a uniformly random subset of all of them) but because the randomness from the initial distribution is fixed throughout the computation, if we view it this way then the batches are no longer independent. The main technical challenge in our analysis (in particular, the proof of Theorem 1 below) is to deal with this issue. 4 We adapt existing result from the SGD literature to prove a tighter bound that holds for arbitrary convex loss functions. And we derive a stronger convergence guarantee for the 2 loss function.
Special case: 2 loss function. We begin with a result which is specialized for the 2 loss function. This result is of a similar flavor as the results of [21] - [23] on SGD and the randomized Kaczmarz algorithm. 5 Those works show that the speed of convergence is exponential to begin with, and then begins to decay polynomially like 1/t once an unavoidable limit is reached. In this work, we show an analogous result for the 2 loss function. in this case we show that the convergence is exponential to begin with, until the noise is on the order of 2 normal of the residual r Xβ * − y, and then it begins to decay polynomially like 1/(dt).
Thus, our analysis generalizes the case when d = 1 (aka, Ignore-Stragglers-SGD), and we see that as the repetition factor d increases, the error of SGC decreases. We state our main theorem informally below, and we state the formal version in Section V. Throughout the paper we abuse notation use the superscript T to denote the transpose of a matrix. . Suppose than n is sufficiently large and that
Choose an error tolerance ε > 0. Then, it is possible to choose a step size γ t at each step t so that the following guarantee holds on the iterates β T of SGC, for T ≥ 2 log(1/ε 2 ):
That is, if the residualr is very tiny, so that the second term is smaller than the first, then the algorithm reaches accuracy ε in roughly log(1/ε) steps. However, ifr is larger, then the convergence becomes polynomial, matching what we expect from SGD. In this second case, the difference is that the replication factor d appears in the denominator, so that when d is larger, the error is smaller, explaining why replication helps. Notice that if p is constant, we expect good performance when d = O(1). In contrast, to exactly simulate gradient descent via coding would require d = Ω(n).
The main difficulty in proving Theorem 3 (the formal version of Theorem 1) is that because the data distribution is fixed ahead of time, the "batches" that the master acquires in each round are not uniformly random, but rather come from some distribution determined by the data distribution.
Beyond 2 loss function. Our result above is limited in that it only applies to the 2 loss function. We believe that the analysis of Theorem 3 should apply to general loss functions, but for now we observe that in fact a convergence rate of 1/t does follow for SGC from a result of [13] .
In that work, the authors give a general analysis of stochastic gradient descent, which works as long as (in our language) the master is computing an unbiased estimator of the gradient. The convergence speed of the algorithm then depends on the variance of this estimate. This result applies in our setting: Theorem 2 (Informal; see Theorem 5 for a formal version). Suppose that SGC is run on a matrix A
[X|y] of dimension m × ( + 1) distributed to n workers. Suppose that the distribution scheme is pairwise balanced, and that each row a i of A is sent to d i different workers, d i ≤ n. Consider a version of the optimization problem in (1) where β is constrained to a convex set W. Under some mild assumptions on the loss function L and assuming there exists a constant C such that
and for all β ∈ W, then there is a way to choose the step size γ t at each step t so that the error after T iterations is bounded by
The proof of Theorem 2 (given Lemma 1 in [13] ) boils down to showing that our gradient estimator g t is an unbiased estimator of the true gradient and that E ĝ t 2 2 is bounded for all t, which we do in Section VII.
We give more precise statements of these theorems in Section V, and prove them in Section VII. Final convergence of all algorithms run for T = 5000 iterations as function of p the probability of workers being stragglers. We omit GD in this setting, because it has the same performance as all algorithms when p = 0.
B. Numerical simulations
We run extensive simulations on synthetic data A of dimension 1000 × 100 generated from a Gaussian distribution. We compare SGC to four other algorithms detailed in Section VI and show that SGC outperforms all other algorithms when there are many stragglers. A typical result is shown in Figure 1 . In it, we observe that SGC and ERASUREHEAD outperform Ignore-Stragglers-SGD at the expense of doubling the redundancy. In Figure 2 we plot the convergence of approximate gradient codes as function of p. We observe that SGC outperforms ERASUREHEAD when the number of stragglers is large, p > 0.6. As expected, the approximate algorithms have worse accuracy than full-blown gradient descent, but we note that implementing exact gradient descent with a p fraction of stragglers would require redundancy d ≈ pn 2. Moreover, we observe the flexibility of the approximate algorithms in the number of stragglers, and we note that computing GD exactly would lack this flexibility. In Section VI, we comment on how the dependency between stragglers affect the convergence of SGC. Our implementation is publicly available [24] .
V. THEORETICAL RESULTS
In this section we precisely state our theoretical results. We begin with a specialized result for the 2 loss function, and then include a result for more general loss functions.
A. Special case: 2 loss function
We begin with a result that holds for the special case of an 2 loss function, aka, regression. Inspired by the approach of [23] for SGD, our approach is to consider a weighted distribution scheme; that is, we choose d i proportionally to x i 2 2 . While the statement below is only for the 2 loss function, we conjecture that it holds for more general loss functions.
Define a parameter
This parameter measures how incoherent X is. If X is orthogonal, µ = 1, while if, for example, X is the all-ones matrix, then µ = 1/m. It is not hard to check that µ ∈ [0, 1].
Suppose that D is a pair-wise balanced distribution scheme which sends a i to d i different workers, where
Notice that, as stated, it is possible that the d i end up being non-integral; in the following, we will assume for simplicity below that
Suppose the stragglers follow the stochastic model of Section II, and that each worker is a straggler independently with probability p. Choose ε > 0 and choose T ≥ 2 log(1/ε 2 ).
Suppose that the number of workers n satisfies n ≥ 8 p 1−p , and that
Choose a step size
Then, after T iterations of SGC, we have
where the expectation is over the stragglers in each of the T iterations of SGC and where µ is as above, and wherer
Corollary 4. Suppose that Xβ * = y (that is, we are solving a system for which there is a solution) and that n ≥ 8p/(1 − p). Then the algorithm described in Theorem 3 converges with
In particular, since µ ≤ 1, this says that we need to take d p/(1 − p) and the algorithm converges extremely quickly.
B. Beyond 2 loss function
Now, we consider a constrained version of the problem given in (1), where β belongs to a bounded set W. In this section, we state a result for general loss functions L which are λ-strongly convex:
Definition 2 (Strongly convex function).
A function L is λ-strongly convex, if for all β, β ∈ R and any subgradient g of L at β,
Theorem 5 below follows from the analysis in [13] .
Theorem 5. Suppose that SGC is run on a matrix A [X|y] of dimension m × ( + 1) distributed to n workers with each row of A sent to d i different workers, d i ≤ n, according to a pairwise balanced distribution scheme. Consider a version of the optimization problem in (1) where β is constrained to a convex set W, i.e.,
and at each step of the algorithm β t+1 = Π W (β t − γ tĝt ), where Π is the projection operator. Let p denote the probability of a given worker being a straggler at a given iteration. Suppose that the loss function L is λ-strongly convex with respect to the optimal point β * ∈ W, and that all of the partial gradients ∇L(a i , β) are bounded for i ∈ [n] and β ∈ W, i.e. there exists a constant C so that
Suppose that the step size is set to be γ t = 1/(λt). Then the error after T iterations is bounded by
where d min min
This shows that SGC does have a convergence rate of O(1/T ), matching regular SGD [13, Lemma 1]. This shows that at least the convergence rate is not hurt by the fact that the data assignment is fixed. However, unlike Theorem 3, this result does not always significantly improve as d increases (although we note that the bound above is decreasing in d min , so in some parameter regimes-when n m and p is close to 1-this does indicate some improvement). We leave it as an interesting open problem to fully generalize our result of Theorem 3 to general loss functions.
VI. SIMULATION RESULTS
A. Simulation setup
We simulated the performance of SGC on synthetic data X of dimension 1000 × 100. The data is generated as follows: each row vector x i is generated using a Gaussian distribution N (0, 100). We pick a random vectorβ with components being integers between 1 and 10 and generate y i ∼ N ( x i ,β , 1). Our code and the generated data set can be found in [24] .
We run linear regression using the 2 loss function, i.e.,
Algorithm Brief description
Stochastic Gradient Code (SGC)
The master sends each data vector x i to d i workers chosen at random, where d i is proportional to the 2 norm of x i and is computed as in (6) with d = 2. Each worker sends to the master the weighted sum of its partial gradients as in (4) . The master computes the gradient estimate as the sum of the received results from non straggling workers.
Bernoulli Gradient Code (BGC) [16] Similar to SGC but all data vectors are replicated d times, i.e., d i = 2 for all i ∈ [m].
ERASUREHEAD [16] , [18] Partitions the data set equally and sends each partition to d workers. Workers send the sum of the partial gradients to the master who computes the gradient estimate as the sum of distinct received partial gradients divided by total number of data vectors.
Ignore-Stragglers-SGD [2] Partitions the data among the workers with no redundancy. Workers send the sum of the partial gradients to the master who computes the gradient estimate as the sum of distinct partial gradients divided by the average number of data vectors received per iteration.
SGC-Send-All
Same as SGC with one difference: at each iteration the workers send all the partial gradients to the master. The master computes the gradient estimate as the sum of distinct partial gradients divided by the average number of data vectors received per iteration. We show simulations for n = 10 workers. For each simulation we vary the probability of a worker being a straggler from p = 0 to p = 0.9 with a step of 0.1. We run the algorithm for 5000 iterations with a variable step size given 6 by
For all simulations, we run each experiment 10 times and average the results. For SGC, each data vector x i is replicated d i times, where the d i 's are computed as in (6) and (7) with d = 2. Then, each d i is rounded to the nearest integer. Due to rounding, the actual value of d given in (8) will be close to 2. In our generated data set, the majority of the d i 's are equal to 2 while the others are either 1 or 3 resulting in average redundancy d = 2.024. For the other algorithms in Table I , the average redundancy d is chosen to be exactly equal to 2.
6 In our theoretical analysis we assumed that the step size γt is proportional to 1/t. In our numerical simulations, we tried different functions of γt and observed that the one in (11) gives better convergence rate for all the considered algorithms. Convergence as function of probability of workers being stragglers p is shown for small p = 0.1 in (a) and for large p = 0.7 in (b) for n = 10 workers. SGC convergence has two phases: an exponential decay in the beginning until it reaches an error floor. SGC has same performance as BGC, but outperforms ERASUREHEAD for large values of p. In (c) the error floor at T = 5000 iterations is shown versus p.
We omit comparing SGC to the gradient codes in [8] and [20] because they do not match our setting; the former requires a high redundancy factor d and the latter requires the master to run a decoding algorithm at each iteration.
B. Convergence
In Figures 3a and 3b , we plot the error β t − β * for up to 5000 iterations for small and large probability of workers being stragglers, namely for p = 0.1 and p = 0.7, respectively. Here, β * given in (1) is computed using the pseudoinverse of X, i.e., β * = X T X −1 X T Y . We notice that for all p the convergence rate of SGC exhibits two phases: an exponential decay followed by an error floor. To see the benefit of replication, we compare SGC to Ignore-Stragglers-SGD. Both have the same performance in the exponential phase, but SGC has a lower error floor due to redundancy. A lower bound on the performance of SGC is SGC-Send-All which has a lower error floor because it computes a better estimate of the gradient at the expense of a higher communication cost. However, as p increases the gap between the two error floor of SGC and SGC-Send-All decreases. In our simulations, we notice the error floor of both algorithms almost match for p ≥ 0.6 as can be seen in Figure 3c . For our chosen data set, SGC and BGC have similar performance. This is mainly due to the fact that most of the data vectors have the same replication factor in BGC and SGC which is 2 times. For other data sets with more variance in the d i 's, we observe that SGC can have better performance. ERASUREHEAD has better error floor than SGC for small values of p. However, for large p the rate of the exponential decay drastically decreases for ERASUREHEAD.
C. Dependency between stragglers across iterations
Our theoretical analysis assumes that the stragglers are independent across iterations. We check the effect of this dependency on the numerical performance of SGC. We use a simple model to enforce dependency of stragglers across iterations by fixing the stragglers for ν iterations, after which the stragglers are chosen again randomly and iid with a probability p and this is repeated until the algorithm stops. The special value of ν = 1 implies that the stragglers are independent. A large value of ν implies a longer dependency among the stragglers across iterations. We observe in Figure 4 that SGC still maintains the two phases behavior. However, as ν increases, the rate of convergence decreases and the error floor increases. Iterations until stragglers change, ν
Error at iteration T = 5000 versus ν.
Fig. 4:
The effect of the dependency of stragglers across iterations on the performance of SGC. We assume that the identity of the stragglers change every ν iterations. In (a) the convergence of the error as function of the number of iterations is shown for different values of ν and p = 0.7. SGC maintains an exponential decay in the error for the tested values of ν and p. However, the rate of the decay decreases and the error floor increases with the increase of ν. In (b), the error at iteration T = 5000 as function of ν is shown for different values of p.
VII. PROOFS
A. Proof of Theorem 3
In this section, we prove Theorem 3. In the case when the loss function is
Fix an iteration t. Let Z i (which depends on t; we suppress this dependence in the notation) be defined by
That is, Z i is the number of workers who hold a i who are not stragglers at round t. Thus, Z i is a binomial random variable with mean d i (1 − p) and variance
From the definition of β t+1 and replacingĝ t by its value from (5), we have
where we define
(Notice that δ i also depends on t; we suppress this for notational convenience).
Expanding out the terms, we have
where we have split up Z i = EZ i +Z i and
Letting r := Xβ * − y be the optimal residual and writing the above in matrix notation, we have
where DZ is diagonal with entriesZ i , D δ is diagonal with entries δ i , and D d is diagonal with entries
Thus we can simplify the above as
using the fact that X T r = 0 since r = Xβ * − y is the optimal residual. We simplify this further as:
Now we compute E β t+1 − β * 2 , where the expectation is over the choice of β t+1 , conditioned on β t . We have
We handle each of these terms below. First, we observe that (15) and (16) are zero because EDZ = 0. In order to handle (12) , (13), (14), we compute
The off-diagonal elements are given by
and the diagonal elements are given by
Now, we proceed by induction, using the fact that the stragglers are independent between the different rounds, to conclude that
This proves the theorem.
B. Proof of Theorem 5
In this section we prove Theorem 5. Our proof of Theorem 5 relies on the following result from [13] which shows that any stochastic algorithm with a "good" estimator of the true gradient converges with rate O( 1 T ). We translate this result to our setting. Theorem 6 (Lemma 1 in [13] ). Suppose L is λ-strongly convex with respect to β * over a convex set W, and thatĝ t is an unbiased estimator of a subgradient g t of the loss function L at β t , i.e., Eĝ t = g t . Suppose also that for all t, E ĝ t 2 2 ≤ G.
7 Then if we pick γ t = 1/λt, it holds for any T that
Proof of Theorem 5. In order to apply Theorem 6, we need to show that the estimate of the gradient obtained by the master at each iteration is unbiased. To see this, recall that at each iteration t, the master computes the following estimate of the gradient:
Therefore,
Recall that I j i is an indicator function equal to 1 if worker j is non straggler and has data vector a i . Thus,
Now, we need to show that under the conditions of the theorem, the variance E ĝ(A, β t ) 2 2 is bounded. (Here, the randomness is over the choice of the stragglers in round t). As in the proof of Theorem 3, let Z i be the binomial random variable that counts the number of non-stragglers (in a given round t) who have block i. Thus we have
We compute
where above we have used the fact that the terms
are all positive to move the maximum inside the sum. We have
by Cauchy-Shwarz, and thus
by the assumptions of the theorem. Thus, we may continue the derivation above as
Plugging this estimate into Theorem 6 proves Theorem 5.
VIII. RELATED WORK
In this section we survey the related work more broadly than in the introduction. a) Coding techniques for straggler mitigation: Straggler workers are the bottleneck of distributed systems and mitigation of stragglers is a must [1] . Amongst popular techniques, coding theoretic techniques are being used for straggler mitigation in different applications such as machine learning, see e.g. [5] , [6] , [8] , [17] , [25] - [35] , matrix multiplication, see e.g., [7] , [36] - [44] , linear transforms, see e.g., [45] - [48] , and content download, see e.g., [49] - [54] . In gradient-descent applications, a framework called gradient coding is studied [5] , [6] , [25] in which the authors present coding techniques to avoid stragglers and perform a gradient descent update at each iteration, i.e., at each iteration the master observes the gradient evaluated at the whole data matrix A. This framework requires the master to replicate the data redundantly to the workers. The amount of redundancy depends on the number of stragglers that the master wants to tolerate. In this work, we restrict our focus to techniques for straggler mitigation in machine learning applications and in particular to stochastic gradient-descent-type algorithms.
b) Approximate gradient coding: The works that are closely related to our work are [2] , [5] , [6] , [16] - [20] , [25] . In [2] the authors require the workers to sample a subset of the data from the master. Each worker computes one update of the gradient and sends the result to the master. The master waits for the fastest n − s workers, for a given s < n, and performs an update on β. This method is the closest to the Ignore-Stragglers-SGD algorithm that we discussed above. The difference is that in [2] the workers sample a different subset at each iteration, whereas in Ignore-Stragglers-SGD the workers are given a partition of the data that is fixed throughout the algorithm. In [17] , the authors focus on linear loss functions and use LDPC codes to encode the data sent to the workers. If fewer than s stragglers are present, then the master can compute the exact gradient. However, if more than s stragglers are present the master leverages the LDPC code to computes an estimate of the gradient. In [20] the authors propose to distribute the data to the workers using an LDGM code. The main drawback is that the master has to run a decoding algorithm to decode the sum of the partial gradients at each iteration. In [5] , [16] , the authors present coding frameworks that trade redundancy for computing the exact gradient with high probability. The main idea is to show how far the computed gradient is from the actual gradient as a function of the redundancy factor, the distance between the actual gradient and the computed gradient is termed as error. In [5] the authors present a data distribution scheme based on Ramanujan graphs. In [16] the authors present two constructions. The first is based on fractional repetition codes (FRC) and partitions the workers and data into blocks; within a block, each worker receives every data point from the corresponding block. The second construction called Bernoulli Gradient Coding (BGC) distributes each data point randomly to d different workers. We note that BGC is an approximation of the pairwisebalanced schemes we consider and can be seen as a case of SGC when all the data a i have the same norm. In [19] the authors present fundamental bounds on the error as function of the redundancy. In [18] , the authors analyze the convergence rate of the fractional repetition scheme presented in [16] and show that under standard assumptions on the loss function, the algorithm maintains the convergence rate of centralized stochastic gradient descent. c) Other work on stochastic gradient descent: Beginning with its introduction in [55] , there has been a huge body of work on stochastic gradient descent (in a setting without stragglers), and we draw on this mathematical framework for our theoretical results. In the special case of 2 loss (which we focus on in this work), SGD coincides with the randomized Kaczmarz method [21] , [22] , and our proof of Theorem 3 is inspired by these analyses.
There has been a great deal of work on SGD and Batch-SGD in distributed settings. We discussed some of it above; most of the remaining work focuses on schemes which do not add any redundancy between the workers, see .eg., [23] , [56] - [59] . In addition to the synchronous setting in which the master waits for all workers to make an update on β, there has been lots of work on the asynchronous setting in which the master makes an update on β every time a worker gets back, see e.g., [11] , [60] - [62] . The tradeoff between synchronous and asynchronous SGD is in the time per iteration versus number of iterations till convergence. Synchronous SGD requires less number of iterations to converge, however due to the synchrony between workers, each iteration takes a longer time. On the other hand, in asynchronous SGD, every time a worker finishes computing the gradient at hand, it sends the result to the master who updates β and sends its new value to this worker to start a new computation. The problem of asynchronous SGD is that each worker is operating on a different value of β which may be very old compared to the value of β held at the master which creates problems in the convergence. Theoretical convergence of asynchronous SGD is hard to analyze by itself, however researchers try to compare the behavior of asynchronous SGD to that of synchronous SGD. For example, [63] shows that asynchronous SGD asymptotically behaves similarly to synchronous SGD in terms of convergence for convex optimization and under the similar assumptions on the loss function. In [62] , the authors compare the convergence rate of synchronous and asynchronous SGD as a function of the wall clock time rather than number of iterations. The authors show that in the beginning of the algorithm asynchronous SGD is faster than synchronous SGD, but gets slower as the algorithm evolves.
