Zwick's (1 + ε)-approximation algorithm for the All Pairs Shortest Path (APSP) problem runs in time O( n ω ε logW ), where ω ≤ 2.373 is the exponent of matrix multiplication and W denotes the largest weight. This can be used to approximate several graph characteristics including the diameter, radius, median, minimum-weight triangle, and minimum-weight cycle in the same time bound.
INTRODUCTION
Scaling is one of the most fundamental algorithmic techniques. On a problem involving weights from a range {1, . . . ,W }, the main idea of scaling is to consider each of the logW bits one-by-one. Roughly speaking, in each phase we only consider the current bit, which simplifies the weighted problem to an unweighted problem. The scaling technique was particularly successful for graph problems (e.g., [14, 19, 20, 25, 33] ). For instance, a scaling-based algorithm solves maximum weighted matching in time O(m √ n log(nW )) [20] , which was recently improved to time O(m √ n logW ) [14] . However, in some situations scaling-based algorithms may be slower than alternative approaches, since they naturally require a factor logW in the running time. In particular, in practice weights are often given as floating-point numbers, and thus logW can easily be as large as n, rendering most scaling-based algorithms inferior to naive approaches. For this reason as well as for the genuinely theoretical interest, research on strongly polynomial algorithms received major attention (e.g., [32, 38, 42, 49] ). We say that an algorithm runs in strongly polynomial time if its number of arithmetic operations does not depend on W . For example, the fastest strongly polynomial algorithms for maximum weight matching run in time O(nm) [16, 43] . (Here and throughout the paper we let O(T ) = O(T polylogT ), in particular, O(n c ) never hides a factor logW .)
The resulting challenge is to design improved strongly polynomial algorithms whose running times come as close as possible to the best known scaling-based algorithms, but without any logW -factors. In this paper, we tackle this challenge for a large class of approximation algorithms. This is achieved in part by an algorithmic framework that allows us to switch between approximate problems over the (min,+)-semiring and exact problems over the (min,max)-semiring.
Approximating APSP, Matrix Products, and Graph Characteristics
In this paper, we study the following problems (see the full version for more details).
• Shortest path problems: The All-Pairs Shortest Path problem (APSP) asks to compute, given a directed graph with positive edge weights, the length of the shortest path between any two vertices. • Matrix products: Given matrices A,B ∈ R n×n + , their product over the (⊕, ⊗)-semiring is the matrix C ∈ R n×n
. In general, the product can be computed using O(n 3 ) semiring operations. Over the (+, ·)-ring, the problem is standard matrix multiplication and can be solved in time O(n ω ) ≤ O(n 2.373 ) [23] . Min-Plus Product is the problem of computing the matrix product over the (min, +)-semiring. • Graph characteristics: Specifically, we study the graph characteristics Diameter, Radius, Median, Minimum-Weight Triangle, and Minimum-Weight Cycle.
These graph characteristics and Min-Plus Product can be reduced to APSP, and thus all of these problems can be solved in time O(n 3 ) [17, 50] and using a recent algorithm by Williams [51] in time n 3 /2 Ω( √ log n) . Moreover, with the exception of Diameter, an O(n 3−δ )-algorithm for one of these graph characteristics, or for Min-Plus Product, or for APSP would yield an O(n 3−δ ′ )-algorithm for all of these problems [1, 52] . It is therefore conjectured that none of them can be solved in truly subcubic time [1, 52] .
Zwick designed a (1 + ε )-approximation algorithm for APSP running in time O( n ω ε logW ) [55] . This yields approximation schemes with the same guarantees for Min-Plus Product and the mentioned graph characteristics [1, 35] . Zwick's running time is close to optimal 1 , except that it is open whether the factor logW is necessary. To the best of our knowledge, no strongly polynomial approximation scheme is known for any of the mentioned problems. This leads to our main question: Do APSP, Min-Plus Product, and the mentioned graph characteristics have strongly polynomial approximation schemes running in time O( n ω ε )? Or at least in time O( n 3−δ ε ) for some δ > 0? Note that in the setting of strongly polynomial algorithms, by time we mean the number of arithmetic operations. However, there is also a corresponding question that considers the bit complexity. In fact, variants of our main question are reasonable and open in at least three different settings:
• Number of arithmetic operations: When we only count arithmetic operations, then in particular we can add/multiply two logW -bit input integers in constant time. Thus, it is not clear why the running time of an algorithm should depend on logW at all. Nevertheless, Zwick's algorithm requires O( n ω ε logW ) arithmetic operations. It is open whether this can be reduced to O( n ω ε ) (or even to O( n 3−δ ε ) for any δ > 0).
• Bit complexity with integers: In bit complexity, an arithmetic operation on b-bit integers has cost O(b). Note that the input to APSP consists of n 2 many logW -bit integers, and suppose that we keep this number format throughout the algorithm. Running Zwick's algorithm in this setting results in a bit complexity of O( n ω ε log 2 W ), since each arithmetic operation has bit complexity O(log(nW )). One logW -factor is natural, since we operate on logW -bit integers. The question thus becomes whether the second logW -factor of Zwick's algorithm is necessary, or whether it can be improved to bit complexity O( n ω ε logW ). • Bit complexity with floating point approximations: One can improve upon the bit complexity of Zwick's algorithm as described above by changing the number format to floating point. Note that changing any input number by a factor in [1, 1 + ε] changes the resulting distances by at most 1 + ε and thus still yields a (1 + O(ε))-approximation. We can therefore round any input integer in the range {1, . . . ,W } to a floating point number with an O(log 1 ε )-bit mantissa and an O(log logW )-bit exponent. We argue that this is the natural input format of Approximate APSP in Section 2.1. In this format, arithmetic operations on input numbers have bit complexity O(log 1 ε + log logW ), and thus a factor log logW in the bit complexity would be natural. However, implementing Zwick's algorithm in this setting yields bit complexity O( n ω ε logW ). The question now becomes whether this can be improved to O( n ω ε log logW ), after converting the input numbers to floating point in time O(n 2 logW ) (we will ignore this conversion time throughout the paper since it is near-linear in the input size).
Note that in all three settings potentially Zwick's algorithm could be improved by a factor up to O(logW ). We focus on the first setting in this paper, where our goal is to design algorithms whose number of arithmetic operations is independent of W . However, our algorithms also yield improvements in the other two settings, which we will briefly mention below.
Our Results
In this paper, we answer our main question affirmatively for all listed problems (for Directed APSP we need the relaxed form of the question). Our results hold on the Word RAM, see Section 2.1 for details of the machine model.
For the mentioned graph characteristics, obtaining time O( n ω ε ) is an easy exercise. Since the result is a single number, we can first compute a poly(n)-approximation, round edge weights to obtain W = poly(n/ε ), and then use the O( n ω ε logW )-time approximation scheme as a black box. For APSP restricted to undirected graphs, we also obtain time O( n ω ε ). We augment an essentially standard scaling-based algorithm for APSP by contracting light edges. This is more involved than our solution for graph characteristics, and is inspired by an iterative algorithm of Tardos [42] . Similar edge contraction arguments have been used in the context of parallel algorithms for approximate APSP on undirected graphs [11, 28] . Due to space restrictions, the proof of the following theorem is deferred to the full version of this paper.
For APSP on directed graphs the ideas used above fail, since there are n 2 output numbers and we cannot contract directed edges. As our most involved result in this paper, we obtain a truly subcubic strongly polynomial approximation scheme for APSP; no such algorithm was known before.
Our approximation scheme for (directed) APSP is, in fact, a reduction from approximate APSP to the exact problem Min-Max Product, i.e., the problem of computing the matrix product over the (min, max)-semiring. This problem is closely related to the All-Pairs Bottleneck Path problem. 3 Min-Max Product and All-Pairs Bottleneck Path can be solved in time O(n ω +3
2 ) [13] , which is why this term appears in our approximation scheme for APSP.
Furthermore, our reduction also works in the other direction, which yields an equivalence of approximation schemes for APSP and exact algorithms for Min-Max Product. In particular, for readers willing to believe that the best known running time for Min-Max Product is essentially optimal, this can be seen as a conditional lower bound for approximate APSP, showing that any improvements upon our approximation scheme in terms of the exponent of n is unlikely. Our techniques also transfer to other problems over the (min,+)semiring. In particular, we design a strongly polynomial O( n 3/2 √ ε )time approximation scheme for Min-Plus Convolution. As an application, we obtain an approximation scheme with the same guarantees for the related Tree Sparsity problem. Finally, we prove an equivalence of approximating Min-Plus Convolution and exactly solving Min-Max Convolution. Due to space restrictions, these results are deferred to the full version of this paper.
Technical Overview
Our main technical contribution is the following Sum-to-Max-Covering, which yields a framework for reducing approximate problems over the (min,+)-semiring to exact or approximate problems over the (min,max)-semiring. The most intriguing results of this paper (the approximation scheme for directed APSP as well as the equivalence with Min-Max Product) are essentially immediate consequences of Sum-to-Max-Covering, see Sections 3 and 4. Here we denote [n] = {1, . . . ,n}. Theorem 1.5 (Sum-to-Max-Covering). Given vectors A,B ∈ R n + and ε > 0, in linear time in the output size we can compute vectors
:
There are two main issues that make the proof of this statement non-trivial.
For [j]} differ by less than a factor 1+ε, so we do not have to change any values. However, we need to remove some entries (by setting them to ∞) in order to not interfere with close pairs. We show how to cover all distant pairs but no tooclose pairs, via a recursive splitting into log n levels of chunks and treating boundaries between chunks by introducing several shifts of restricted areas. For details see Distant Covering (Lemma 5.3).
Further Related Work
It is known that in general not every scaling-based algorithm can be made strongly polynomial, see, e.g., Hochbaum's work on the allocation problem [26] .
APSP and Min-Plus Product. For undirected graphs with weights in {−W , . . . ,W }, APSP can be solved exactly in time O(W n ω ) [5, 21, 39, 41] , where ω < 2.373 is the matrix multiplication exponent [23] . For directed graphs with weights in {−W , . . . ,W }, Zwick [55] presented an O(W 0.68 n 2.575 )-time algorithm that also uses fast matrix multiplication (in fact, recent advances for rectangular matrix multiplication yield slightly stronger bounds [22, 24] ).
The closest related work to our paper is by Vassilevska and Williams [47] , who considered the real-valued Min-Plus Product. They proposed a method to compute the k most significant bits of each entry of the Min-Plus Product in time O(2 k n 2.687 log n), in the traditional comparison-addition model of computation. This is similar to an additive W /2 k -approximation. However, it is incomparable to a (1 + ε )-approximation algorithm for Min-Plus Product, since (1) the k most significant bits might all be 0, in which case they do not provide a multiplicative approximation, and (2) a (1 + ε)-approximation not necessarily allows to determine any particular bit of the result, e.g., if a number is very close to being a power of 2. Subsequently, their dependence on n was improved to O(2 k n 2.684 ) [53] , which was further refined to O(2 0.96k n 2.687 ) and to O(2 ck n 2.684 ) for some c < 1 [29] .
For approximate APSP for real-valued graphs with weights in [−n o (1) ,n o (1) ], Yuster [54] presented an additive ε-approximation in time O(n ω +3 2 ). More recently, among other results, Roditty and Shapira [34] gave an algorithm computing every distance d G (u,v) up to an additive error of d G (u,v) p in time O(W n 2.575−p/(7.4−2.3p ) ). For very small W , this interpolates between Zwick's fastest exact algorithm and his approximation algorithm [55] .
In this paper we will focus on the problem of (1+ε)-approximating APSP when ε is close to 0. For ε < 1 the problem is at least as hard as Boolean matrix multiplication [12] and thus requires time Ω(n ω ). However, there are more efficient algorithms in the regime ε ≥ 1 for undirected graphs, using spanners and distance oracles [45] .
All-Pairs Bottleneck Path and Min-Max Product. The All-Pairs Bottleneck Path (APBP) problem is, given an edge-weighted directed graph G, to determine for all vertices u,v the maximal weight w such that there is a path from u to v using only edges of weight at least w. It is known that APBP is equivalent to Min-Max Product, up to lower order factors in running time. The first truly subcubic algorithm for Min-Max Product was given by Vassilevska et al. [48] , which was improved to time O(n ω +3
2 ) by Duan and Pettie [13] . Shapira et al. [40] proposed an O(n 2.575 )-time algorithm for a vertex-weighted variant of APBP. Duan and Ren [15] introduced the problem All-Pairs Shortest Path for All Flows (APSP-AF) and provided an approximation algorithm in time O(n ω +3 2 ε −3/2 logW ). They also proved an equivalence with Min-Max Product. However, in contrast to the equivalences presented in this paper, their equivalence loses a factor logW , and thus does not work for strongly polynomial algorithms.
APSP and APBP can be easily computed in time O(n 2.5 ) on quantum computers [30] . Le Gall and Nishimura [29] designed the first quantum algorithm for computing Min-Max Product in time O(n 2.473 ), and noted that every problem equivalent to APBP admits a nontrivial O(n 2.5−ε )-time algorithm in the quantum realm.
It is also worth mentioning that there are efficient algorithms for products in other algebraic structures, e.g., dominance product, (+, min)-product, (min, ≤)-product (see, e.g., [46] ).
Hardness of Approximation in P.
There is a growing literature on hardness of approximation in P (see, e.g., [2, 3, 9, 10, 27, 36] ), building on recent progress in fine-grained complexity theory. For readers that are willing to believe that the current algorithms for Min-Max Product are close to optimal, our equivalence of approximating APSP and exactly computing Min-Max Product is a hardness of approximation result, and in fact it is one of the first tight lower bounds for approximation algorithms for problems in P (cf. [10] ).
Organization
After preliminaries on the machine model in Section 2, we present our approximation scheme for APSP in Section 3 and the equivalence with Min-Max Product in Section 4. The main technical result, Max-to-Sum-Covering, is proved in Section 5. In Section 6 we discuss certain graph characteristics. The proofs of our results for Undirected APSP and Min-Plus Convolution are deferred to the full version of this paper.
PRELIMINARIES
Notation. By W we denote the largest input weight. We use Onotation to suppress polylogarithmic factors in n and ε, but never in W . By ω < 2.373 we denote the exponent of matrix multiplication [23] . Observe that ω+3 2 < 2.687. We use [n] to denote the set {1, 2, . . . ,n}. We assume all input weights to be positive real numbers -in particular after scaling we can assume all numbers to be at least 1, so the input range is
We denote by W the largest finite input number.
We will state our results for both directed and undirected graphs. By default, G denotes a graph, V the set of its vertices and E set of edges. In most cases the graph is weighed with a function w : E → R + . When we talk about graph algorithms, n denotes the number of vertices and m the number of edges. We consider multiplicative (1 + ε)-approximation algorithms, where the deviation from the exact value is always one-sided. We assume that ε > 0 is sufficiently small (ε < 1/10). For formal definitions of the problems considered in this paper, see the full version.
Machine Model and Input Format
Throughout the paper, we will assume that for all approximate problems input numbers are represented in floating-point, while for all exact problems input numbers are integers represented in usual bit representation. This choice of representation is not necessary for our new approximation algorithms (they would also work on the Word RAM with input in bit representation or on the Real RAM allowing only additions and comparisons); however, it is necessary for our equivalences between approximate and exact problems, as we discuss at the end of this section. We first describe the details of these formats as well as why this choice is well-motivated and natural.
The reader is invited to skip over the machine model details and consider an unrealistic, but significantly simpler model of computation throughout the paper: A Real RAM model where all logical and arithmetic operations on real numbers have unit cost, including rounding operations. This model is too powerful to be a realistic model of computation [37] , but considering our algorithms in this model captures the main ideas.
Floating-Point Representation for Approximate Problems. For all approximate problems considered in this paper, we can change every input weight by a factor 1 + ε in a preprocessing step; this changes the result by at most a factor 1 + ε. It therefore suffices to store for each input weight w its rounded logarithm e = ⌊log 2 w⌋, which requires only O(log logW ) bits, and a (1 + ε)-approximation of w/2 e ∈ [1, 2] , which requires only O(log 1/ε) bits. Note that this is floating-point representation. Hence, floating-point is the natural input format for the approximate problems studied in this paper!
The necessity for rigorous models for floating-point numbers in theoretical computer science was observed in [4, 7, 44] . Here we follow the format proposed by Thorup [43] , except that we slightly simplify it, since we only want to represent positive reals.
In floating-point representation, a positive real number is given as a pair x = (e, f ), where the exponent e is a κ-bit integer and the mantissa f is a γ -bit string f 1 , . . . , f γ . The pair x represents the real number
Here γ ,κ are parameters of the model. Moreover, we assume that all arithmetic operations on floating-point numbers can be performed in constant time.
For all approximate problems considered in this paper, we assume the input weights to be given in floating-point format. In particular, if the input weights are in the range [1,W ] , we assume floating-point representation with Θ(log n)-bit mantissa and Θ(log n + log logW )-bit exponent. The unit-cost assumption (that all arithmetic operations on floating-point numbers take constant time) thus hides at most a factor O(log n + log logW ) compared to, e.g., the complexity of performing these operations by a device operating on bits. Note that many other formats can be efficiently converted into floating-point, and thus our algorithms also work in other settings.
Note that using a fixed floating-point precision introduces inherent inaccuracies when performing arithmetic operations. For simplicity of presentation, however, we shall assume that all arithmetic operations yield an exact result. For the algorithms in this paper, it is easy to see that this assumption can be removed by increasing the precision slightly.
Bit Representation for Exact Problems. The only two exact problems that we consider in this problem are Min-Max Product and Min-Max Convolution. Since both problems are of the Min-Max type, it is easy to see that we can replace all input numbers by their ranks, i.e., their index in the sorted ordering of all input numbers. Solving the problem on the ranks, we can then infer the result. Hence, up to additional near-linear time in the input size to determine the ranks, we can assume that all input numbers are integers in the range {1, . . . , poly(n)}, and thus all input numbers are O(log n)bit integers. This is the reason why for the exact problems studied in this paper, bit representation is the natural input format, and not floating-point! As usual for the Word RAM, we assume that each memory cell stores Ω(log n)-bit integers, and thus operations on input numbers can be performed in constant time.
Necessity of our Choice of Input Representation. We crucially use our choice of input formats in our equivalences of approximate Min-Plus and exact Min-Max problems (see Theorem 1.4): In the reduction from exact Min-Max to approximate Min-Plus we need to exponentiate some numbers. In usual bit representation, this would translate O(log n)-bit integers to poly(n)-bit integers and thus not be efficient enough. However, if m is an O(log n)-bit integer in standard bit-representation, then we can store 2 m in floatingpoint representation by storing m as the exponent; the resulting floating-point number has an O(log n)-bit exponent (and an O(1)bit mantissa).
For the other direction, from approximate problems in floatingpoint to exact problems in bit representation, we use that for Min-Max problems we can replace input numbers by their ranks, which converts floating-point numbers to O(log n)-bit integers in bit representation.
STRONGLY POLYNOMIAL APPROXIMATION FOR DIRECTED APSP
We present a strongly polynomial (1 + ε )-approximation algorithm for APSP with running time O(n ω +3 2 ε −1 ), proving Theorem 1.3. To this end, we first recall the reduction from approximate APSP to approximate Min-Plus Product from [55] (see Theorem 3.1). Then we observe that Sum-To-Max-Covering yields a reduction from approximate Min-Plus Product to Min-Max Product. Using the known O(n ω +3
2 )-time algorithm for the latter shows the result (see Theorem 3.2). Theorem 3.1 (Implicit in [55] ). If (1 + ε)-Approximate Min-Plus Product can be solved in time T (n,ε), then (1 + ε)-Approximate APSP can be solved in time O T (n,ε/ log n) · log n .
Proof. For the sake of completeness, we repeat the argument of Zwick [55, Theorem 8.1] . Let A be the adjacency matrix of a given edge-weighted directed graph G, i.e., if there is an edge
We also add self-loops of weight 0, i.e, we set A[i,i] = 0 for all i ∈ [n]. Given ε > 0, we set ε ′ := ln(1 + ε)/ log n (where ln is the natural logarithm and log is base 2). We will perform log n iterations of repeated squaring. In each iteration, we execute (1+ε ′ )-Approximate Min-Plus Product on the current matrix A with itself, i.e., we square the current matrix A. An easy inductive proof shows that after r iterations each entry A[i, j] is bounded from below by the distance from i to j in G, and bounded from above by (1 + ε ′ ) r times the length of the shortest 2 r -hop path from i to j. Since any shortest path uses at most n edges, after ⌈log n⌉ iterations each entry A[i, j] is an approximation of the distance from i to j in G, by a multiplicative factor of
The direct running time of the reduction is O(n 2 log n) and there are O(log n) calls to (1 + ε ′ )-Approximate Min-Plus Product with ε ′ = Θ( ε log n ). □ Proof. We use Sum-To-Max-Covering to reduce approximate Min-Plus Product to exact Min-Max Product and then use a known algorithm for the latter; the pseudocode is shown in Algorithm 1.
Consider input matrices A,B ∈ R n×n + on which we want to com-
. We view the matrices A,B as vectors in R n 2 + , in order to apply Sum-To-Max-Covering (Lemma 5.1). This yields vectors A (1) , . . . ,A (s ) , B (1) , . . . ,B (s ) ∈ R n 2 + , which we re-interpret as matrices in R n×n + . We compute the Min-Max Product of every layer A (ℓ) ,B (ℓ) and return the entry-wise minimum of the results, see Algorithm 1. (Note that we can replace the entries of A (ℓ) ,B (ℓ) by their ranks before computing the Min-Max Product and then infer the actual result -this is necessary since our input format for approximate Min-Plus Product is floating-point, but for Min-Max Product our input format is standard bit representation.)
Let us prove that the output matrixC is a (1 + ε)-approximation of C. Sum-To-Max-Covering yields that for any i, j,k we have
In particular, sincẽ 
Sum

EQUIVALENCE OF APPROXIMATE APSP AND MIN-MAX PRODUCT
We next prove our equivalence of approximating APSP, exactly computing the Min-Max Product, and other problems. The theorem is restated here for convenience. Proof. Equivalence of (1 + ε)-Approximate APSP and (1 + ε)-Approximate Min-Plus Product is essentially known. One direction is given by Theorem 3.1. For the other direction, given matrices A,B we build a 3-layered graph, with edge weights between the first two layers as in A, edge weights between the last two layers as in B, and all edges directed from left to right. Then we observe that the pairwise distances between the first and third layers are in one-to-one correspondence to Min-Plus Product on A,B, also in an approximate setting.
Equivalence of Min-Max Product and All-Pairs Bottleneck Path is folklore (see, e.g., [13] ). Both directions of this equivalence work exactly as for (approximate) Min-Plus Product vs. APSP.
Our main contribution is the equivalence of (1 + ε)-Approximate Min-Plus Product and exact Min-Max Product. Observe that if Min-Max Product can be solved in time T (n) then the algorithm from 
Using this claim, we can infer C from C ′ by computing C[i, j] = ⌊log r C ′ [i, j]⌋ (i.e., we simply read the most significant bits of the exponent of the floating-point number C ′ [i, j]). If (1 +ε)-Approximate Min-Plus Product can be solved in time T (n) (recall that ε is fixed), then this yields an algorithm for Min-Max Product running in time O(T (n)). □ Proof of Claim 4.1. We will use min k
and by r ≥ 4(1 + ε) 2 
We remark that for scaling algorithms this proof shows an equivalence of the O(W n ω )-time exact algorithm for Min-Max Product and the O( n ω poly(ε ) logW )-time approximation scheme for Min-Plus Product.
SUM-TO-MAX-COVERING
In this section, we prove the main technical result of this paper, which we slightly reformulate here. 
) for close pairs. Numbers in non-overlapping parts differ by so much that their sum and their max are equal up to a factor 1 + ε. This ensures that they do not interfere with the close pairs.
We can compute such vectors A (1) , . . . ,A (s ) ,B (1) , . . . ,B (s ) in time O( n ε log 1 ε + n log n log 1 ε ).
We split the construction into two parts, covering the pairs i, j with A[i] B[j] ∈ [ε, 1/ε] (Close Covering Lemma, Section 5.1) and covering the remaining pairs (Distant Covering Lemma, Section 5.2). We show how to combine both cases in Section 5.3.
Close Covering
We However, naively we would need to repeat this construction for too many values of d. The main observation of our construction is that we can perform this construction in parallel for all values d ∈ D = {s, 2s, 3s, . . .}. That is, we only remove an entry of A if it is irrelevant for all d ∈ D, and similarly for the entries of B. For a sufficiently large integer s = Θ( 1 ε log 1 ε ), it turns out that the considered entries for different d's do not interfere. Performing this construction for all shifts D + 1,D + 2, . . . ,D + s covers all close pairs. See Figure 1 for an illustration. 
We can compute such vectors
Proof. We choose s = Θ( 1 ε log 1 ε ) with sufficiently large hidden constant, and for any ℓ ∈ {1, . . . ,s} construct vectors A (ℓ) ,B (ℓ) as described in Algorithm 2.
Algorithm 2 CloseCovering(A,B,ε ).
3:
end if 11: end for 12: return {(A (1) ,B (1) ), . . . , (A (s ) ,B (s ) )} Note that the condition for B[j] is well-defined in the sense that it applies for at most one d ∈ D ℓ . To see this, since two consecutive values in D ℓ differ by s, we only need to show the inequality 1 
We consider two cases.
where the last inequality uses s ≥ 1 + log 1+ε (1/ε 2 ). This yields
In both cases we have max{A (ℓ) 
which proves property (i). □
Distant Covering
We now want to cover all pairs i, j with A[i]
[ε, 1/ε]. Our solution for this case is similar to the well-known Well-Separated Pair Decomposition (see [6, 8] ), which we use in a one-dimensional setting and in log-scale. The main difference is that we unite sufficiently distant pairs of the decomposition that lie on the same level.
Our constructed vectors A (ℓ) will correspond to subsets of the entries of A, i.e., we have A (ℓ) [i] ∈ {A[i], ∞}, and similarly for B. For this reason, we switch to subset notation for the majority of this section, and then return to our usual notation of vectors A (ℓ) ,B for any x,y ∈ Z with d (x,y) ≥ 2 ε and x < y there is ℓ ∈ [s] such that x ∈ X ℓ and y ∈ Y ℓ . We can compute sets X 1 , . . . ,X s and Y 1 , . . . ,Y s satisfying (1) and (2) time O(n log n log 1 ε ).
We will later use Z as the set of all entries of vectors A and B. Regarding (i), observe that if d (x,y) > 1 ε , then the sum x +y and the maximum max{x,y} differ by less than a factor 1 + ε. This allows us to ensure point (i) of Sum-to-Max-Covering. Property (ii) ensures that we cover all distant pairs and thus corresponds to point (ii) of Sum-to-Max-Covering.
The proof outline is as follows, see also Algorithm 3 for pseudocode. To simplify notation we assume n to be a power of 2 (this is without loss of generality since we can fill up Z with arbitrary numbers). We first sort Z , so from now on we assume that Z = {z 1 , . . . ,z n } with z 1 ≤ . . . ≤ z n . The algorithm performs log n iterations. In iteration r , we split Z into chunks of size n/2 r , and we remove some chunks that are irrelevant for covering distant pairs, see procedure SplitChunks and Figure 2 . Then we separate the resulting list of chunks into two sub-lists, see procedure SeparateChunks and Figure 3 . Finally, we handle the transition between any two chunks by introducing a restricted area at their boundary, applied with O(log 1 ε ) different shifts, see procedure ShiftedTransitions and Figure 4 . In the following subsections we describe the individual procedures in detail. T r := SplitChunks(T r −1 ,ε)
5:
T r,1 ,T r,2 := SeparateChunks(T r ) 6:
S r,1 := ShiftedTransitions(T r,1 ,ε ) 7:
S r,2 := ShiftedTransitions(T r,2 ,ε ) 8: end for 9: return r S r,1 ∪ S r,2 5.2.1 SplitChunks. Algorithm 4 describes the procedure of selecting chunks T r in every level, see also Figure 2 for an illustration. We start with a big chunk T 0 [1] = Z , containing the whole input. Then we iterate over all levels r = 1, 2, . . . , log n and construct refined chunks as follows. In iteration r , we iterate over all previous chunks
does not contain any two numbers in distance greater than 1 ε , then we can ignore it. Otherwise, we split T r −1 [i] at the middle into two chunks of half the size and add them to the list of chunks T r . For any r , this yields a list of chunks T r such that (P1) every chunkT r [i] is a subset of Z of the form {z a ,z a+1 , . . . ,z b } and of size |T r [i]| = n/2 r , and (P2) every x ∈ T r [i] is smaller than every y ∈ T r [j], for any i < j. Note that at the bottom level, chunks have size 1. Moreover, for any r > 0 the list T r contains an even number of chunks; this will also hold for all lists of chunks constructed later. The main property of our splitting procedure is that all x,y ∈ Z with d (x,y) > 1 ε eventually are contained in consecutive chunks (see Figure 2 ) -note that we will only make use of consecutive chunks with indices 2k − 1, 2k for some k (as opposed to 2k, 2k + 1). This construction ensures that consecutive chunks with indices 2k and 2k + 1 have distance at least 1 ε , as shown in the following claim. Naively, we would like to assign every odd chunk to X t and every even chunk to Y t , i.e., X t = k T [2k 
end for 7:
Proof. Let T = T r,b . By Claim 5.6 and sortedness (see property (P2)), any chunks T [i] and T [j] with j ≥ i + 2 have distance greater than 1 ε . Since X t only contains numbers from odd chunks T [2k − 1], and Y t only contains numbers from even chunks T [2k], we obtain that any x ∈ X t ,y ∈ Y t within distance 1 ε satisfy x ∈ T [2k − 1],y ∈ T [2k] for some index k. However, in any iteration t the subsets
are chosen to have distance greater than 1 ε , and hence d (X t ,Y t ) > 1 ε . □ Otherwise, let t ∈ N be minimal with x ≤ ε2 t · z min . By sortedness Figure 3 : Illustration of SeparateChunks, which separates the list of chunks T r on some level r into two sub-lists T r,1 and T r,2 . The selected chunks are marked in red/light-shaded and blue/dark-shaded. (In the next step, the red/light-shaded chunks will form a set X ℓ , and the blue/dark-shaded ones will form a set Y ℓ . Note that within T r,1 every red chunk is ε-distant from every blue chunk, except for its right neighbor. This will be used by the procedure ShiftedTransitions.) Dashed areas represent the added/removed numbers from iteration t to t + 1. In each iteration, we shift to the right by a factor 2, resulting in at most log 2 1 ε iterations. Note that in each iteration the red/light-shaded numbers are in distance greater than 1 ε from the blue/dark-shaded numbers. Moreover, the distance between any two numbers in the dashed area is less than 2 ε .
1/ε
(see property (P2)) we have x < z min and thus t ≤ log 2 1 ε . Hence, in iteration t the set T ′ [2k − 1] contains x. Moreover, by minimality of t and d (x,y) ≥ 2 ε we have ε2 t −1 · z min < x ≤ ε 2 y, and thus y > 2 t ·z min , so y is contained in 
The size and time bounds are immediate. For any numbers x,y ∈ R + with d (x,y) > 1 ε we claim that max{x,y} ≥ (1−ε )(x +y). Indeed, assume without loss of generality x < εy, then we have max{x,y} = y > (1 − ε)y + x ≥ (1 − ε)(x + y). We can compute such vectors A (1) , . . . ,A (s ) ,B (1) , . . . ,B (s ) in time O( n ε log 1 ε + n log n log 1 ε ). Proof of Lemma 5.1. To prove the stronger variant given in the beginning of Section 5, we have to remove the factor 1 − 2ε on the right hand side of property (i) in Lemma 5.11. To this end, given A,B,ε, we run the construction from Lemma 5.11 on A,B,ε ′ with ε ′ := ε 5 , and we divide every entry of the resulting vectors by 1−2ε ′ , see Algorithm 8. For correctness, note that the division by 1 − 2ε ′ removes the factor 1 − 2ε ′ from property (i) in Lemma 5.11, i.e., we obtain the claimed max{A 
STRONGLY POLYNOMIAL APPROXIMATION FOR GRAPH CHARACTERISTICS
One of the fundamental challenges in network science is the identification of "important" or "central" nodes in a network. Different graph characteristics have been proposed to capture this notion [18] . For example the Median of a graph is a node that minimizes the sum of the distances to all other nodes in graph, the Center of a graph is a node that minimizes the maximum distance to any other node (this distance is called Radius) and the Diameter of a graph is the distance of the furthest pair of vertices in the graph. Centrality measures are actively generalized to weighted graphs [31] . In this section, we present a simple argument that yields strongly polynomial approximation schemes for these problems. The following theorem is restated from the introduction. Abboud et al. [1] observed that Diameter, Radius and Median admit O( n ω ε logW )-time approximation schemes via Zwick's approximation of APSP. Similarly, Roditty and Williams [35] observed that Minimum Weight Triangle admits an O( n ω ε logW )-time approximation scheme. They used this as a black-box to show that Minimum Weight Cycle (both in directed and undirected graphs) admits an O( n ω ε logW )-time approximation scheme.
Proof of Theorem 1.1. Let G be a given graph. For any number w ∈ R + , define G w as the graph G where we remove all edges of weight > w and change the weight of all remaining edges to w. On G w we can compute a 2-approximation for each of the considered problems in time O(n ω ) (since ε = 1 is constant and there are only two different edge weights, so also W is constant). Note that if the result on G w is infinite, then the solution value on G is greater than w, as we need to include at least one edge of weight greater than w. Moreover, if the solution value on G w is finite, then it is at most w · n 2 , since this is the total weight of all edges in G w . In particular, this means that the solution value of G is at most wn 2 .
We use this as follows. First, we sort all edge weights of G and perform binary search to determine the smallest edge weight w of G such that the solution value on G w is finite. It follows that the solution value on G is in [w,wn 2 ], so we have an O(n 2 )-approximation. Now we round up all edge weights of G to multiples of wε/n 2 . This changes the total edge weight of G by at most εw, and thus also the weight of an optimal solution by at most a multiplicative factor 1 + ε. The ratio between the largest and smallest weight in the resulting graph G ′ is at most W ≤ n 4 ε . Hence the O( n ω ε logW )-time approximation scheme runs in time O( n ω ε ) on G ′ . □
