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ABSTRACT 
■V'- 
The purpose of this thesis is to investigate an alternative 
sampling methodology for the continuous sampling of citizen atti- 
tudes.  By using methodology similar to sequential estimation, it 
is expected that the sample size (and cost) necessary for obtaining 
valid and reliable information will be less than what is usually 
required for a conventional survey.  Through sequential sampling, 
it should be possible to identify at an early stage the strata of 
the population where significant differences in attitudes exist. 
Hence, it may not be ndcessary to sample certain sub-populations, 
and the result is a smaller sample at a lower cost. The advantage 
over conventional sampling is that prior assumptions about what are 
the significant strata need not be made. 
Attempts were made to develop a decision model that can 
quickly evaluate the responses of all past samples after each 
sample is taken in an attempt to determine the significant character- 
istics of the population. This model would appear in the form of 
a computer program that could be accessed via remote terminal by 
any researcher performing a telephone survey.  In the end, the 
characteristics of these approximations could be used to determine 
the stratification scheme best suited to that population with regard 
to the issues of interest. An intermediate result of this evaluation 
procedure should be the determination of which sample to be taken 
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next (as determined by demographic input value). The response of 
the next sample would initiate the reiteration of the evaluation 
procedure.  In this way, the process becomes sequential and con- 
tinually attempts to improve its own estimates of population charac- 
teristics. 
Two different mathematical strategies were employed while 
attempting to establish this decision model. First, the parameter 
estimates were performed by the method of maximum likelihood. 
Later, the Bayesian method of estimation was used.  Both of these 
methods were derived mathematically and tested by the use of a 
computer simulation model. The results showed both positive and 
negative characteristics. Although they are not conclusive in any 
way, they can provide a basis for further exploration into this 
largely unexplored area of sequential sampling. 
Chapter I / 
PROBLEM DEFINITION 
Statement..of ..the...Problem 
The complexity of decision making in local government requires 
that government officials obtain valid and reliable information from 
citizens, including perception of issues, attitudes toward local 
government, use and evaluation of government services, and satis- 
faction with their quality of life. Such information when gathered 
on a regular basis would provide a scientific basis for needs 
assessment, program development, resource allocation, priority 
setting and program evaluation. 
In the last decade, survey research methodology has rapidly 
advanced. As a result, urban researchers have accomplished a number 
of citizen attitude studies.  For the most part, these studies have 
been "one shot" efforts. A major reason has been the high cost of 
the survey ($20 to $30/interview). Another problem has been the 
data base from which the sample is drawn. Usually the Census and 
Polk Directory tapes are used for sampling. Unfortunately, these 
sources rapidly become obsolete (especially for ci\ies with a high 
turnover).* 
1. The City of Allentown and Lehigh University, A Joint Proposal 
Submitted to the National League of Cities (Allentown: Urban 
Observatory Program, 1975), pp 14-16. 
2. Ibid. 
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While these efforts have provided valuable results in many 
cases, they have often been very cumbersome, unreliable, and costly. 
By the very nature of local government, they are deficient in one 
major respect.  While the information requirements for local 
government are fairly continuous, these direct inputs from the 
citizens through "one shot" surveys are at best sporadic.  It has 
become evident that an alternative mechanism to provide a more 
continuous, more reliable, and cheaper flow of information would be 
very useful. 
Objective of the Research 
The purpose of this thesis is to investigate an alternative 
sampling methodology for the continuous sampling of citizen atti- 
tudes.  By using methodology similar to sequential estimation, it 
is expected that the sample size (and cost) necessary for obtaining 
valid and reliable information will be less than what is usually 
required for a conventional survey. Through sequential sampling, 
it should be possible to identify at an early stage the strata of the 
population where significant differences in attitudes exist. 
Hence, it may not be necessary to sample certain sub-populations, 
and the result is a smaller sample at a lower cost.5 The advantage 
over conventional sampling is that prior assumptions about what 
are the significant strata need not be made.  Also, the constant 
3. Ibid. 
4. Ibid. 
5. Ibid. 
6. Ibid. 
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monitoring of this sequential sampling process can provide a more 
steady flow of information to local government functions. This 
could be especially helpful in identifying changes of attitudes 
over time. 
In order to attain the above mentioned goals, iftuis convenient 
to begin the investigation by making the assumption that the survey 
being discussed involves only one issue. Most surveys in the past 
have been concerned with many issues. However, since the population 
is rarely stratified the same way among different issues, compromises 
with respect to stratification are required. This adds to the cost 
and decreases the effectiveness of stratification.  By using contin- 
uous telephone sampling, a one-issue per call survey could be made 
feasible. This kind of survey, backed by governmental demographic 
information and a decision model to analyze the results, could 
sequentially determine the stratification necessary to optimize the 
final sampling strategy regarding that issue. In this way, multiple 
issue surveys could be conducted by simply restricting the procedure 
so that not all of the issues are included in each call. 
The purpose of this research is to develop a decision model 
that can quickly evaluate the responses of all past samples after 
each sample is taken in an attempt to determine the significant 
characteristics of the population. This evaluation procedure should 
approximate the important parameters of the relationship between the 
input variable and the response variable over the range of the 
population.  In the end, the characteristics of these approximations 
can be used to determine the stratification scheme best suited to 
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that population with regard to that particular issue. In addition, 
it should provide a stopping rule which would suggest a basis for 
deciding when to abandon the search for strata in the belief that 
no clearly defined strata exist. An intermediate result of this 
evaluation procedure should be the determination of which demographic 
input value to be sampled next in order to provide the most additional 
information concerning possible strata. The actual sample dictated 
by this input value initiates the reiteration of the evaluation pro- 
cedure.  In this way, the process becomes sequential and continually 
attempts to improve its own estimates of population characteristics. 
In a practical sense, this kind of model could lend itself well 
to the actual sampling procedure.  Over a given population, relation- 
ships between demographic factors and citizen attitudes with regard 
to a particular issue will exist. These prejudices may be unknown 
to the researcher. Starting from an assumption of total ignorance 
regarding them, the researcher can use this model as a decision tool 
in his sequential sampling process. After each sample, or predefined 
set of samples, he will rely upon the model to dictate his future 
sampling strategy.  It will determine his short range strategy in 
terms of which specific value to sample next. It will establish his 
long range strategy by giving him insight into the nature of the 
population with regard to this issue. This model will be in the 
form of a computer program that should be accessible to him via a 
terminal capable of providing him with quick responses. This paper 
represents an attempt to develop such a tool. 
There has been very little work done in this area of sequential 
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sampling and analysis. No significant references were found. This 
paper represents somewhat of an initial effort to develop the 
decision tools described above. Therefore, little emphasis was 
placed on the design of the experiments described in Chapters IV and 
V.  The emphasis is on defining some initial qualitative inferences 
rather than final quantitative results. This paper is intended to 
be merely a starting point for the investigation of these issues. 
7 - 
Chapter II 
THE WORTH OF STRATIFIED SAMPLING 
The objective of a survey is to obtain an estimate of how 
attitudes are distributed over a population or sub-population. One 
is naturally interested in obtaining the best estimate possible with- 
in the constraints imposed on the sampling procedure. The best 
estimate is one which is unbiased and whose standard error is 
smallest for any given sample size.'  In situations where some basic 
knowledge of the nature of the population indicates that it is 
significantly heterogeneous with respect to the issues of interest, 
sampling techniques other than simple random sampling can provide 
increased efficiency in the pursuit of the best estimates. We often 
know in advance that the population consists of different kinds of 
individuals who are likely to show different characteristics with 
respect to the variables of interest.  For example, we may know that 
younger people have attitudes regarding a specific issue that are 
significantly different than those of older people. We can make use 
of this information by the employment of stratified random sampling 
techniques to improve the precision of our estimation process. 
The information requirements for the proper use of this tech- 
nique are greater than those for simple random sampling. This 
7. The city of Allentown and Lehigh University, Op. cit., pp 10-11. 
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information should define the entire heterogeneous population as an 
aggregate of smaller more homogeneous sub-populations (strata).  The 
nature of each stratum should be known along with the size of the 
entire population. The size of these subgroups and how they range 
over the population should be part of this information. 
Through the proper application of this information, stratified 
random sampling can provide unbiased estimates of how attitudes 
are distributed over a population. The task of sampling the popula- 
tion is divided into sampling each sub-population.  Sampling within 
each stratum is conducted randomly, but the results are initially 
kept apart from the results obtained from other strata. The results 
are later combined by weighting them according to the relative size 
of each sub-population. The end result is an unbiased estimate of 
attitudes over the entire population. The supplemental information 
of the sampling results within each strata may also be of interest. 
The real value of stratified random sampling is realized in its 
ability to provide increased efficiency in the sampling process. 
This is of particular interest in cases where special constraints are 
imposed on the sampling procedure. Realistic circumstances often 
impose serious constraints in the foims of time, money, and accuracy 
required.  In cases where the constraints are very real, stratified 
sampling can provide significant benefits through decreased standard 
error for a fixed sample size, or decreased sample size for a fixed 
standard error. Either way, in situations involving significantly 
heterogeneous populations, this instrument provides increased pre- 
cision in the sampling process. 
- 9 - 
The common measure for the standard error of a sample is the 
sample variance.  Shown below is the mathematical development of how 
to minimize the sample variance by the use of stratified random 
sampling: 
N = total population size 
N^ = size of sub-population (stratum) h "" ' 
L 
L = number of strata ( 2t Nv=N) 
h=l n 
n = total sample size 
n^ = sample size for stratum h 
A^ = actual number of elements of stratum h that fall into some 
defined class C. 
a_ = number of elements sampled from stratum h that fall into 
defined class C. 
At, 
Pv=— = actual proportion of stratum h in defined class C. h
 Nh 
ah p,=— = sample proportion of stratum h in defined class C. 
1 L 
P=—^N^ P^ = actual mean for proportion of total population in 
defined class C. 
1 <- P=i. <£.N, p^ = sample mean for proportion of total population in 
defined class C. An objective of the stratified 
sampling process is for p to be the best possible 
estimate of P. 
Var (PrJ = actual variance of proportion mean of stratum h in 
defined class C. 
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Varfpjar^V   "    h" h    •  VarCphJ  = sampie variance for proportion 
fa    Nh"!      nh 
of total population in defined 
class C.  In this or any of the following formulas, 
the actual strata variances, VarCP^J, can be 
estimated by the strata sample variance, Var(p ). 
h 
If we know that the estimate p is unbiased, then the best way to 
improve this estimate is to minimize its sample variance, Var (p). 
When the sample size represents less than 10% of the total population, 
Var(p) can be approximated by: 
Var(p)^i(>)2 . VarCph) 
h-\  N      nh 
To minimize this approximated Var(p) for a fixed total sample size, 
n^ should be designed so that 
nh^n . NhA/VarCPh) 
±  NhY^F(PhT 
In other words, to maximize precision with respect to sample size, 
the sampling fraction in each stratum should be proportional to the 
square root of the actual variance in that stratum.  Again, P^ for 
each stratum can be estimated by p^. 
To minimize the approximated Var(p) for a fixed sampling cost 
(where total sampling cost C=Co+ X C^n^), n^ should be designed so 
that 
8. Alan Stuart, Basic Ideas of Scientific Sampling (London: Charles 
Griffin and-Co. Limited, 1968) p 52. 
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n.^n        Ni/VvarCPhJ/Ch 
"h ^    "r: ,■    ,  ' i ■ 
£ Nh^VarCPh)/Ch 
This is merely a generalization of the Tn&ximum precision rule given 
above to accommodate cases where the cost of an observation differs 
among strata. 
The above formulas for optimum n^ are dependent upon a previously 
established n. To optimize this value of n for a fixed total sampling 
u 
cost (again C=Co+ 2L C^n^): 
n = CC-Co) ^,(Nh.yVar(Ph)/nh/VCh) 
X(Nh.yVar(Ph)/nh. VcJ") 
h-l 
To optimize this value of n for a fixed sample variance V 
L L 
n =  CS/Nh/N)^ Var(Ph)/nh. VCJQ ( %, (Nh/N) CVVar(Ph)/n"h)/VCh) 
V+d) Z(Nh/N)CVar(Ph) z         
h-l       nh 
Some illustrative calculations conveying an idea of the differ- 
ences in sample variances among different combinations of strata size 
and response proportion are given below. Each case assumes a popu- 
lation with two strata regarding an issue with two possible responses. 
The distribution of the responses within a stratum is binomial. The 
total sample size is assumed to be small ( <1 10% of population size). 
Probability of   Optimum      Estimated 
Relative Strata     Positive      Relative      Sample 
Size      Response     Sample Sizes   Variance 
Ni = .IN PT = .9       ni = .0637n   Va,.r„i-^223 
N^ = .9N P2 = .4       n2 =   .9363n   VarCp)«nT" 
NX = .IN Pi = .6       n, = .In .24 
Nj = .9N P2 = .4       n\  = ,9n     Var(p)tf— 
12 
N.   =   .SN 
N2 =   .5N 
Pl  -   .9 
P2=   .4 
n,   =   .3898n 
TI2 =   .6202n Var(p) 
.156 
n 
Nx  =   .5N 
N2  =   .5N 
Pi  =   .6 
P2=   .4 
rij  =   . Sn 
n2 =   .5n Var(p) 
.24 
n 
The method of stratified sampling provides a mechanism of greater 
precision for the sampling of citizen attitudes.  It can significantly 
reduce the standard sampling error for a fixed sample size, or reduce 
the sample size required to obtain a specified standard error. The 
degree to which these benefits can be realized is dependent upon 
several factors. 
The relative differences among the response probabilities 
associated with a given issue among the different strata are very 
important.  If the differences among these P. from one strata to the 
next are not significant, it will not be possible to reduce the over- 
all sampling variance to any great degree through the use of strati- 
fied sampling. When these differences are great the strata are more 
clearly defined, and the use of a more specialized sampling plan 
becomes more advantageous. 
The variances of the response proportions within each stratum is 
another factor that is important in the definition of these strata. 
Large variances of these strata response proportions imply the exist- 
ence of strata that are not clearly defined, or perhaps not defined 
at all.  Stratified sampling among strata that are not clearly 
defined produces nearly the same results as simple random sampling 
over the entire population. On the other hand, stratified sampling 
among strata with small variances relative to that of the entire 
population can reduce the overall sampling variance significantly. 
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Generally, response proportions approaching 0 or 1 have lower rela- 
tive variances than those near ,5. 
Another factor which affects the potential usefulness of the 
technique of stratified sampling in realistic situations is how the 
population is distributed over the strata.  If N^ is near 0 for a 
given stratum i, stratification of the sampling effort may become 
impractical or unnecessary.  Separation of a very small portion of. 
the population for the purpose of special sampling could be extremely 
difficult in a realistic sampling environment. A small stratum's 
minor impact on the overall analysis might not warrant the extra 
effort required by this special technique. 
Perhaps the most overriding factor affecting the benefits of 
stratified sampling is its cost. The costs associated with strat- 
ified sampling are greater than those of simple random sampling. 
Under realistic circumstances, stratified sampling will require more 
time and money than simple random sampling to perform an equivalent 
number of total samples.  If these costs are large, they could negate 
all of the potential benefits associated with this more sophisticated 
technique. These additional resource requirements could be greater 
than those required by simple random sampling to provide the same 
degree of increased precision.  Random sampling can provide most of 
the same benefits by simply employing a larger sample size. The 
cost/benefit trade-offs in this situation are very real. 
The discussion of stratified sampling to this point has only 
included the considerations to be made after the nature of the popu- 
lation has been defined in terms of the strata it contains. This is 
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really the second step of a two step process. Unless the sampler 
has access to previous information regarding the population, he must 
first set out to obtain this knowledge. He must learn of the exist- 
ence or non-existence of the strata. He must make a judgement on 
the usefulness of stratified sampling techniques in light of this 
information. 
In the past, all sampling of citizen attitudes has been done in 
large "one-shot" surveys. Any stratification techniques were designed 
on the basis of the results of previous "one-shot" surveys. The 
sampling techniques proposed in this paper are sequential in nature. 
They involve sampling a population sequentially with regard to a very 
few issues at a time. The emphasis is on discovering the nature of 
any existing strata early in the procedure so that later sampling can 
be designed by strata.  No prior assumptions are made about how re- 
sponses are distributed across the population. 
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Chapter III 
DESCRIPTION OF METHODOLOGY 
Underlying Distributions 
Throughout the entire project, age was used as the demographic 
input variable. The output variable represented a response with two 
possible values, yes or no. Two basic types of causal relationships 
between the variables were explored.  One was a simple discrete step 
model, where one particular age group responded to the question 
according to fixed probabilities of answering yes or no, and the 
remainder of the population responded according to a set of proba- 
bilities that were significantly different. The behavior of the 
population under these conditions was characterized by a discrete 
break between the strata at the age where the population was divided 
according to response probabilities. The unknown parameters in 
this case are the respective response probabilities on each strata 
and the age at which the population is divided. This model was 
believed to be relatively simple and therefore a suitable starting 
point for the research. The results of the work involving this 
model are described in Chapter IV of this paper. 
The other causal relationship investigated was one where the 
change in response probability along the range of population was 
continuous. The probability of a "yes" response was lowest at one 
particular end of the age scale, and increased monotonically to its 
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highest value at the other end of the scale- The rate of increase in 
response probability along the age scale was to approximate a normal 
distribution. This was done by having the probability of a "yes" 
response represented by the logistic function along the range of ages. 
This created an effect of having two plateaus and a fairly steep 
slope between them. The parameter of interest in this case is the 
approximate midpoint separating the two plateaus. This problem is 
more, realistic and provided a logical direction in which to go from 
the discrete function. This model is described and its results are 
treated in Chapter V. 
Use of Computerized Simulation 
The objective of the research in both of the above mentioned 
models was to develop an accurate and efficient method of estimating 
the unknown parameters through a sequential sampling process.  In 
many respects this required a "hit or miss" type of methodology. 
Each possible method, or variation thereof, had to be evaluated on 
both absolute and relative scales regarding its proficiency. They 
had to be tested under different specific underlying population 
distribution characteristics. All of the decision models considered 
made the determination of the input value for each observation de- 
pendent upon all those that preceded it. This fact made any kind 
of mathematical evaluation very difficult. 
For this reason, the operation of each model was evaluated by 
simulating the actual sampling/estimating process involved. The 
rules governing the behavior of each model were developed out of 
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mathematical considerations, and the effects of their operation 
were studied by computerized simulation. This simulation model 
provided an ideal testing ground for various ideas.  In fact, this 
simulation process could reveal the precise behavior of the decision 
rule with respect to actual or transformed "real world" data. 
The computer simulation model that was developed, program 
SIMTEST, has three major components. The first basic component of 
the model is a portion that defines the underlying characteristics 
Q 
of the population in terms of a probability distribution.  This 
distribution specifically defines the probability of yes/no responses 
over the entire range of the population. Through this component, 
the user can put either of the two types of causal relationships 
discussed earlier, into the model. Any other type of relationship 
, or variation can be tested by simply altering this portion of the 
model accordingly. The second major part of the model takes each 
new sample input and response values together with all previous 
values and analyzes them according to some predefined process.  This 
analysis is an attempt to identify important parameters of the under- 
lying probability distribution over the population. The third com- 
ponent of the system determines the best input value to use for the 
next sample. The objective here is to select and input a value whose 
response will add the most possible information regarding the popu- 
lation characteristics. This selection process is very closely 
9, Sutton Monro, Andrew Greenawalt, Sampling Methods for Citizen 
Attitude Surveys (Allentown: Urban Observatory Program, 1976); 
pp 16-23. 
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associated with the evaluation technique in that it is an attempt to 
make the next evaluation (the one that is performed after the next 
sample is taken) a more accurate description of the actual condi- 
tions. 
Program SIMTEST begins operation by processing all of the initial 
samples which were predefined by the user. This initialization 
process is flexible in that any number of different initial conditions 
can be established by these forced observations. After all the 
initial sampling has been done and the data has been recorded and 
processed, the model begins normal operation by making its first 
evaluation of the responses received thus far. On the basis of this 
evaluation it will select the next sample it desires in an attempt 
to gain more information, This sample is then "taken" by applying 
the underlying probabilities to it to determine which response is 
observed. At this point this and all previous responses are evalu- 
ated and a new sample is selected. This process is repeated as 
often as the user specifies to get his final estimate. After each 
iteration the results of the evaluation, the next sample selected, 
and its response are printed so that the user can study the step-by- 
step procedure.  Finally, a summary of all samples and responses is 
printed at the end of the process.   At this point the user can 
make some final judgment about the effectiveness of a particular 
procedure relative to given conditions, and to the performance of 
other procedures under similar conditions. A flow diagram illus- 
10. Ibid. 
11. Ibid. 
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trating this process is shown in figure III-l. 
The specific application of this model to the analysis of the 
step function is described in Chapter IV.  Its adaptation to the 
logistic function is described in Chapter V. Many of the features 
of the model were necessarily imbedded in the logic of the program. 
Therefore, to alter any of them required changing portions of the 
logic itself. The program was designed in a modular fashion so that 
these changes could be made as easily and as independently of each 
other as possible. Many of the parameters were described in input, 
and therefore were easily changed from one run to the next.12 The 
complete analysis of the two causal relationships examined, including 
variations of input parameters, alterations of algorithms within, 
analysis of output, and recommendations for future study, is discussed 
in Chapters IV and V. 
Program SIMTEST was written for an implemented on the CDC 6400 
computer at Lehigh University.  It utilizes GASP II, General Activity 
13 Simulation Program (version two), supported by Fortran IV.   GASP II 
is an event oriented simulation language, and is merely the structure 
around which the logic of Program SIMTEST is built.  It was selected 
because it conveniently manages the simulation process and does much 
of the required bookkeeping.  It defines the structure of the program 
as being a series of subroutines managed by one "control" subroutine. 
As illustrated in figure III-l, the main program portion of SIMTEST 
12. Ibid. 
13. Ibid. 
14. Ibid. 
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PROGRAM 
SIMTEST 
START 
AK 
Initialize Variables 
Write echo check 
Transfer control to GASP 
GASP 
EVNTS 
Initialization y no 
Store results 
in 
Archive File 
A 
Determine response 
according to 
underlying distribution 
<" 
no 
_V 
Determine response 
according to 
underlying distribution 
SL 
Store results 
in Archive File 
^V 
Figure III-l 
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EVAL V 
Make estimates 
of unknown 
parameters. 
SELECTX \k 
Select optimum input value for 
next sequential sample. 
V 
Call OTPUT to print results 
of this iteration. 
no 
*© 
yes 
AL 
Call OTPUT to 
print summary 
of results 
.V 
END 
Figure III-l (continued) 
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merely performs some initialization tasks, writes an echo check of 
some of the input parameters, and transfers control to GASP II. 
GASP II operates on a "next event" basis.  In SIMTEST these events 
are synonymous with the samples being processed.  Samples are 
scheduled by placing them in the events file, one of two GASP files 
maintained by SIMTEST.  Samples are processed when GASP removes the 
next sample from the events file and passes control to subroutine 
EVNTS.  In that subroutine the program examines the next sample with 
regard to the event code associated with it and schedules the 
appropriate processing.  In the normal operation of SIMTEST this 
includes the performance of the three major components of the model. 
A response value as determined by the underlying probability dis- 
tribution is assigned in subroutine PDIST. The results of this and 
all previous samples are evaluated in subroutine EVAL,   The input 
for the next sample is determined in subroutine SELECTX. At this 
point control is returned to GASP so that the process can be reit- 
erated. Most of the output reporting done throughout the operation of 
SIMTEST is performed in subroutine OTPUT, which is called by subrou-*' 
tine SELECTX. 
15.  Ibid. 
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Chapter IV 
DISCRETE STEP MODEL - MAXIMUM LIKELIHOOD CRITERION 
The Discrete Step Model 
The first model employed in the research represents the relation- 
ship illustrated in figure IV-1.  The step discontinuity contained 
in this function is an explicit example of a population containing 
two distinct strata with regard to a given issue, each representing 
a different probability of a particular response. The independent 
demographic variable is age. The dependent variable represents the 
probability of getting a "yes" response to that particular question. 
The segment of the population with age less than theta respond 
according to a probability of P&, Those older than theta answer 
"yes" with a probability of Pj-,. Our interest is limited to those 
people between the ages of 18 and 82. 
There are several questions to be answered while sequentially 
sampling this model.  The primary objective is to determine the best 
way to find the unknown parameters. Starting from an assumption of 
ignorance, we must obtain accurate estimates of &,  P , and Pi . 
Knowing 6 and the nature of the entire population will tell us the 
proportions of the population that exist above and below it. This 
is also of interest in establishing the best plan of stratification. 
Of almost equal importance is to determine how large a sample should 
be devoted to trying to find these unknown parameters. The overall 
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objective of this project is to realize a savings of time and money 
with regard to the sampling procedure.  Since the costs of sequential, 
stratified, and pure random sampling all differ, certain trade-offs 
must exist.  The point at which it is no longer advantageous to 
sample sequentially in an attempt to realize an overall savings by 
eventual stratification must be established.  If no clear strata 
have been discovered by the time the sampling reaches this stage, it 
will probably be better to complete the sample in a random manner. 
In the case where no clear strata exist, continued sequential 
sampling or attempted stratified sampling would definitely be more 
costly and probably less informative than simple random sampling. 
In fact, a sequential procedure like the ones proposed may create 
problems in this case. An attempt to obtain a totally random sample 
including these non random sequential samples might be very difficult. 
If these sequential plans are at all successful, that is a problem 
that should be given serious attention. 
The Maximum Likelihood Criterion 
This model is perhaps an oversimplification of realistic 
conditions.  It was chosen as a starting point because it was believed 
that it might provide a high probability of success. The approach 
taken here is called the method of maximum likelihood.  In principle, 
the method of maximum likelihood consists of selecting that value of 
the parameter Sunder consideration for which F(X,,X2 . . . Xn; P,, 
P2>Q0 the probability (or the value of the joint density of obtaining 
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the sample values, is a maximum.16 Looking at F(Xi,X2 . .. Xn; 
pl>P2»^) as a value of a function of P^ P2, and &,  we refer to it 
as a likelihood, and to the corresponding function as the likeli- 
hood function; hence, the name "method of maximum likelihood."1 
The application of the method of maximum likelihood to the 
discrete step model is described below: 
For samples X,, X2 ... Xn and responses Yj, Y2 ... Y 
the probability of the sample is represented by the likelihood 
t. rttp^i'D (P^id-di)) (LpjCl-YiXli (1    (1-YiKl-di) 
L-l 
where d=0 if X :>&", and d=l if X^ er,  or d=Jj(l- (X-ff)/ |X-e"|) • 
This likelihood function is merely an extension of the proba- 
bility function illustrated in figure IV-1 with 
F(X) = P1, if 1^. er 
P?, if &*^-X. Where 6T is assumed. 
In the practical context of the model, P, represents the "apparent" 
probability of getting a yes response from an input value less than 
the assigned theta, and P2 represents the "apparent" probability of 
getting a yes response for an input value greater than the assigned 
theta. They are estimates of the actual probabilities, P and P^. 
The assigned theta represents an arbitrary assignment by the model. 
Likelihoods for a given set of responses in the assumed environ- 
ment of a step function are determined for each existing age interval 
between samples along the domain of the population. The response to 
16 . John E. Freund, Mathematical Statistics (Englewood Cliffs, New 
Jersey: Prentice - Hall Inc., 1971), pp 267-268. 
17 .  Ibid. 
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each sample is visualized along the scale of ages. The likelihood 
of theta falling in each of these intervals is calculated by 
hypothesizing that theta does in fact exist in a given one, and then 
determining the appropriate likelihood of the actual responses.  For 
a given interval, P.. and P2 are established by merely making the 
appropriate estimates to its left and to its right according to the 
actual sample responses„  In this way, prior assumptions about P , 
and Pjj need not be made.  This technique actually estimates Pa, P^, 
and 0 at the same time. Alternatively, if good estimates of Pa, and 
P^ are available, they could be used instead to provide a more 
accurate estimate of 0.    An example demonstrating the use of this 
critereon with all three parameters unknown is given below. 
Example: 
h l2 13      U 15      16 
30       40       50       60       70       82 
No      Yes      No      Yes      Yes 
Pi=undefi.ned Pi=0              P, = .5 ?!*. 
P2=.6 P2=.75           P2=l P2-l 
L(IX)  = (.6)3(.4)2                ^.03 
L(I2)  = (1)(.75)3(025)      -^.11 
Ld3)  = (.5)2(.67)2(.33)    ^.04 
LCI4)  = (.33)(.67)2(1)2      ^.13 
LCI5)  - (.5)2(.5)2(1)           **„06 
LCI6)  = C.6)3(.4)2                ^,03 
- 
?l=,5 P^.6 
P2=l     P2=undefined 
In this example, the intervals with the highest likelihoods are I4 
and I9 respectively. According to these results it is likely that & 
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is in one of those two intervals. This is intuitively appealing on 
investigation of the sample results given. 
Application of the Simulation Model 
The application of the maximum likelihood approach to the age 
model was implemented within the structure of Program SIMTEST. The 
basic framework of program SIMTEST is described in_Chapter III and 
illustrated in figure III-l. The adaptation to this particular 
problem is given below and illustrated in figure IV-2. 
The notion of likelihood is associated with intervals along the 
range of possible input values.  In the previous example these in- 
tervals were simply the existing spaces between sample input values. 
In the present more realistic problem, evaluation of all intervals 
between existing sample values would be quite impractical. Therefore,, 
fixed intervals are established, and attention is focused on the 
likelihoods associated with them throughout the sampling process. 
The objective of the analysis then becomes the identification of the 
interval with the highest likelihood value. These intervals and 
other important parameters of the problem are described in the main 
program portion of SIMTEST. 
After the description of these parameters, control is passed to 
GASP.  Four GASP files are maintained for the analysis of this 
problem.  File 1, as always, is the "event file" and always contains 
the next scheduled sample.  File 2 is the "archive file" in which 
all previous samples and results are recorded.  File 3 also records 
historical data.  It maintains a copy of the likelihoods associated 
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PROGRAM 
SIMTEST 
START 
V 
Define intervals of interest„ 
Define nature of distribution including 
Pa» Pb» and e'- 
Transfer control to GASP 
Remove value from 
initialization file anc 
call PDIST 
d«^- 
Last 
^initial sample] 
? 
yes 
no 
Determine response 
according to predefined 
step function. 
V 
Store results in 
Archive File. Record 
appropriate statistics 
regarding sample. 
Figure IV-2 
30 
EVAL 
V 
Evaluate likelihood for each fixed 
interval, based on all previous 
samples and responses. 
AS/ 
Collect 
appropriate 
statistics 
SELECTX 
.V 
Schedule next sample to occur at 
midpoint of interval with largest 
likelihood.  (No need to print 
intermediate results.) 
no 8°i 
to 
Figure IV-2 (continued) 
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with every fixed interval after each sample is taken. A final 
listing of these two files gives the user a means by which he can 
sequentially analyze the sampling and evaluation procedure. The 
fourth and final file is used to store all of the initialization 
events at the beginning of the process. 
As indicated in Chapter III, the operation of program SIMTEST 
revolves around subroutine EVNTS.  If initial samples are desired, 
they are all placed in file 4. A special initialization event is 
placed in the events file to cause a call to subroutine INITL. Here 
all initial samples are removed from file 4 and "taken" by determin- 
ing the appropriate responses.  When this process is completed, an 
initial evaluation is made to determine the likelihood associated 
with each predefined interval. With this, the automatic sampling 
process is begun. 
During normal operation of the simulation, EVNTS governs the 
sampling procedure in the following way. After each sample is 
scheduled, the response is determined according to the predefined 
parameters of the step function in subroutine PDIST.  Statistics 
appropriate to the evaluation procedure and the final analysis are 
recorded.  Records of the latest sample are saved in file 2.  Sub- 
routine EVAL then uses many of these statistics and facts regarding 
previous sampling to calculate the likelihood associated with each 
fixed interval. These values are stored as a series of entries in.. 
file 3. Control is then passed to subroutine SELECTX to schedule 
the next sample input value in the interval with the largest likeli- 
hood value. At this point, the cycle is complete and another 
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iteration is made or a final summary of results is printed. This 
entire process is illustrated in figure IV-2. 
The only formal input required by this version of SIMTEST is 
the initialization samples which are placed in file 4 by GASP. The 
nature of the intervals and the parameters of the distribution are 
described in the logic of the main program. The output provided is 
all generated by GASP.  It provides means, standard deviations, and 
related statistics pertaining to sample input values and the likeli- 
hoods associated with each interval.  It provides a breakdown of 
the frequencies associated with the different responses of samples 
taken within each interval. These results are all in the form of 
statistical summaries. The output also includes a dump of all four 
files at the end of execution. Examination of the dumps of files 2 
and 3 can provide the user with a detailed sequential analysis of 
the sampling and evaluation procedure. Each sample input value, each 
sample response, and the likelihoods of each interval at every stage 
of the sampling process can give the user insight into the behavior 
of the likelihood critereon. The results from three different test 
runs are illustrated by the output summaries shown in appendix A. 
Discussion of the Evaluation Criteria and Experimental Results 
The specific conditions surrounding the initial experimentation 
with the maximum likelihood version of SIMTEST are illustrated in 
figure IV-3. The ages sampled ranged from 18 to 102. The probabil- 
ities associated with obtaining the response "yes" (1) were repre- 
sented by the step function with theta = 46, P = .25, and Pv = =75. 
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Pr (response = yes) 
.75  
.25 
18    21,.5    291.5    37J.5   45%    531.5    61 
: h i   l: 1  h I  I. 
+ h 5    69|.5    771.5 
I I 
l6   i h   ! 
!      I 
age 
102 
Figure IV-3 
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Seven fixed intervals between 21.5 and 77.5, each with a length of 8, 
were described„  For each iteration of the simulation process, esti- 
mates associated with the likelihood of theta being contained in 
each of these intervals were made. Variations of these conditions 
were later implemented by moving theta to different locations along 
the scale and by assuming fixed values for P.. and P .  In each case 
the end product was to be accurate final estimates of the unknown 
parameters„ The results of a typical test run with theta set at 42 
are illustrated in appendix A-l. 
Essential to the ability of any procedure of this nature to 
produce consistently acceptable results within the context of this 
discrete step model are three basic qualities, First, the model 
should be able to gain a directional bearing with regard to theta. 
At some point in analysis after enough sample results have been taken, 
the relative change of its estimate of theta after each sample should 
be consistent with the general nature of the model and the response 
associated with the last sample taken. The second basic quality that 
the model should exhibit is the ability to react sufficiently to the 
stimulus produced by each sample response.  Results from every sample 
must have sufficient impact on the estimates so that the final 
analysis is not biased in any way.  Finally, it is naturally essen- 
tial that the final estimates be accurate. As the sequential sampling 
proceeds, not only should the estimates involved become increasingly 
accurate, but the variance among them should consistently decrease. 
Further descriptions of these qualities and an evaluation of the maxi- 
mum likelihood critereon with regard to these issues as it operated 
- 35 - 
on the discrete step function are given below. 
The desirable quality of gaining a "directional bearing" with 
regard to theta is illustrated when, after each sample, the estimates 
of theta are revised in a way that is consistent with the actual 
nature of the underlying distribution and the result of that most 
recent sample.  For example, if P^ is greater than P& (as illustrated 
in figure IV-3), then while sampling the population, a positive 
response to a sample taken near the actual value of theta should 
cause the next estimate of theta to be revised downward.  Likewise, 
under similar circumstances, a negative response to a sample taken 
near theta should cause the next estimate to be larger. 
This kind of perception by the sequential process is dependent 
upon the actual sample responses obtained thus far.  If the responses 
obtained previous to any given observation are fairly representative 
of the actual underlying distribution, the model should respond as 
expected to a sample response near theta. On the other hand, if the 
previous sampling experience of the model has been uncharacteristic 
of the actual underlying distribution, then the model cannot be ex- 
pected to know which way to go to find theta.  Particularly, if the 
results thus far have described a distribution with characteristics 
in any way reverse of those that actually exist, the revisions of 
theta estimates should be opposite of those actually desired.  For 
example, if P^ is larger than P but the actual results show ?\  to 
be greater than ?2>  then you can expect positive responses to samples 
taken near theta*s actual value to drive the next estimate of theta 
upward. Likewise, negative responses should force later estimates 
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downward. Because the results of initial samples are often unchar- 
acteristic of the actual distribution, thisTihd of reversed per- 
ception should be expected often in the beginning of the analysis. 
The general trends that the maximum likelihood model exhibited 
with regard to this issue of directional bearing were very favorable. 
In every case tested, the model generally revised its estimates of 
theta as expected.  If its previous sampling results gave a fairly 
accurate description of the actual distribution (which is illustrated 
in figure IV-3) positive responses near theta caused a downward 
revision of estimates of theta. Negative responses generally caused 
an upward revision. These trends are illustrated well in appendix 
A-l.  If the previous sampling results indicated a distribution 
opposite of the actual distribution, this was reflected in the sequen- 
tial revisions of the estimates. Trends reflecting these conditions 
are illustrated by the results of the first half of the analysis shown 
in appendix A-2. 
Although this model showed satisfactory behavior in the general 
trends of its estimates, there were certain isolated cases where the 
revision of estimates did not occur as expected. These cases were 
caused by a minor problem that was discovered. Although all likeli- 
hood values are considered as applicable to fixed intervals along 
the range, they are calculated by using a specific point within that 
interval. This is required by the computational procedure involved. 
In this procedure, it is necessary to tally samples and responses to 
the left and right of a given point. The resulting likelihood values 
actually apply to the immediate interval containing that point. 
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Technically, this interval consists of the range of values surrounding 
that point which contain no other sample observations„ As mentioned 
earlier, this strict interpretation of the likelihood function is 
operationally infeasible. Therefore, it was arbitrarily decided to 
focus on larger fixed intervals.  It was also decided to use the mid- 
points of these intervals as the arbitrary points on which the obser- 
vations and calculations would be based„  So in reality this stretched 
interpretation of the likelihood function causes the observer to 
equate the behavior of this large fixed interval with what is actually 
a small subset of it„ The result is that observations taken within 
the large interval have varying effects on the likelihoods associated 
with that interval depending on which side of the midpoint they fall. 
Therefore the revisions of each individual estimate of theta do not 
always correspond with the general trends that are occurring at the 
time. 
The second basic evaluation critereon mentioned earlier is the 
model's ability to react sufficiently to the stimulus produced by 
each sample response.  It is essential that the results from every 
sample in the sequential process have sufficient impact on the 
interim estimates so that the final analysis is not biased in any 
way. Due to the sequential nature of the analysis and the fact that 
subsequent input values are dependent "upon previous results, it is 
inevitable that every sample response has an impact on the model that 
is unique in some way« For example, the results of samples taken 
early in the sequence have a much different effect on the behavior 
of the model than do those taken later. Early in the process each 
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result will carry more relative weight in the interim evaluation at 
that point because it will represent a larger percentage of the 
observations at that point.  These early interim evaluations dictate 
the input values for later observations and in this way control the 
remainder of the analysis.  It is easy to see how the overall 
analysis could be highly biased by incorrect results in the initial 
observations.  If the model is to work properly, this cannot happton. 
The model must have the ability to keep from getting locked in 
to a particular interpretation of the datao  It must have the ability 
to "recover" from inaccurate initial data by reacting to significant 
changes in survey result trends in the course of its analysis„  In 
particular, it must be able to handle the situation described earlier, 
where its initial perception of the underlying distribution is 
exactly opposite of the actual distribution.  In cases like this 
when later observations dictate the proper perception of the distri- 
bution and statistically outweigh the initial falacious observations, 
the model must have the ability to totally reverse its perception of 
the underlying distribution.  This is the only way that the re- 
mainder of the analysis from that point on can be expected to produce 
satisfactory results„ 
The likelihood critereon did posess this ability tc revise its 
perception of the distribution parameters, even after a significant 
amount of sampling had taken place„ Out of 20 cases tested using 
underlying distributions with P, larger than Pa (like figure IV-2), 
4 had initial sample results that suggested distributions with Pa 
larger then P^.  In all 4 cases, the model initially perceived Pa 
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to be larger than Pv by revising its estimates of theta upward 
after positive responses and downward after negative responses. 
However, in each case the model eventually reversed the directions 
of its respective revisions after enough sampling had been completed 
and the actual nature of the underlying distribution was accurately 
represented.  In each case the initial incorrect appraisal occurred 
after the 8 initialization samples had been taken and continued until 
between 20 and 25 samples were completed, at which point the estimate 
revisions began behaving as expected. This kind of behavior is 
shown by the results of the test run given in appendix A-2. 
One operational problem that was encountered as the sampling 
process continued on each run, was the significant decrease in the 
actual likelihood values being assigned to each interval. These 
values are computed by estimated probabilities raised to powers 
which are dependent on the number of previous observations. As the 
number of observations increases these powers increase, and therefore 
drive the associated likelihood values to near zero very quickly, 
This problem was approached by automatically having GASP 
multiply by 1,000,000 while computing these figures before storing 
them in the storage array. This is the maximum possible multiplier 
allowed by GASP. This at least allowed the results in the printed 
array to be visually compared until approximately the 35*" iteration. 
jit  this point GASP's F10.4 format of the resulting array began to 
show all of the likelihoods (xl,000,000) to be equal to ,0000. This 
is no particular problem considering that the program itself makes 
all of the necessary comparisons and computations. However, in 6 
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of the 20 cases tested the likelihoods (xl,000,000) actually got too 
small for the computer to handle before the 50tn sample was taken. 
GASP operates with single precision word represented numbers on the 
CDC6400„  Numbers of this type legally range as small as 10""  <  This 
means that with the 10" enlargement factor they were given, they were 
actually getting smaller than 10   before the 50t^1 iteration in 
these 6 cases. 
Although we are not directly concerned with the absolute values 
involved here, this does make it very difficult to establish even 
the relative magnitudes involved. This problem did not have a 
significant impact on the results found here because even when it 
did happen, the "disappearance" of these likelihood values occurred 
so near the last sample (number 50)„ However, this could become a 
significant computational problem in future studies or in application 
situations. 
The third and final critereon mentioned earlier concerns the 
accuracy of the final estimate.  In the case of the likelihood model 
working on the discrete step function, this involves not only the 
proximity of the estimate of theta to the actual theta, but also 
the variance among these estimates as the process approaches con- 
clusion. The significance of the final estimate of theta being close 
to the actual theta is obvious. However, it is also important that 
the variance among the sequential estimates decrease as the sampling 
process is conducted. The overall trend of the estimates should at 
some point in the analysis begin to approach the eventual final 
estimate value as an asymptote.  It's variance from that eventual 
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point estimate should continually decrease. 
This property of variance reduction is contrary in many respects 
to the second critereon mentioned earlier, the ability of the model 
to react sufficiently to a change of stimuli.  While the one suggests 
an increased rigidity in the evaluation results as the sampling pro- 
ceeds, the other advocates a possible continued flexibility,  In the 
end, the model should possess both of these qualities, but they 
must be kept in careful balance. 
Of the 20 test runs made, 14 of them showed a high degree of 
accuracy in their final estimates. These 14 included the 4 that had 
the initially incorrect perceptions of the underlying distribution. 
However, the 6 that did not converge on the actual value of theta 
showed some curious properties not seen in the other results. They 
did not fail to converge on the proper value because of any strange 
or unrepresentative sample responses. On the contrary, they seemed 
to get "stuck" and not properly revise their estimates even when the 
sample results strongly suggested that they should.  This problem is 
illustrated by the results shown in appendix A-3, 
The reason for this phenomenon seems to be related to a problem 
that was exposed earlier.  In each of the cases where these unex- 
pected results occurred, careful examination shows that the samples 
taken from the interval where the estimate got "stuck" represent a 
significant imbalance of input values on one side of the midpoint of 
that interval,  In the case illustrated by appendix A-3, samples 9 
through 25 show the model's estimate remaining within interval 
number 5, while 14 of these 17 responses are positive. This high 
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ratio of positive responses should drive the estimate down to the 
fourth interval. However, only 5 of the samples (4 of them with 
positive results) were taken below tha mid point of the interval, 
where the greatest computational impact would be felt. The continual 
sampling above the midpoint on which the calculations are based does 
little or nothing to change the model's perception of the distribu- 
tion. The positive responses above the midpoint only reinforce the 
significant difference in the cumulative results from one side of 
the midpoint to the other, and therefore suggest that theta is in 
fact near this midpoint.  It is especially interesting to note that 
when the model's estimate in this example did at least temporarily 
move down to the fourth interval, it was triggered by a positive re- 
sponse to an input value less than the midpoint (sample number 26)„ 
However, the estimate soon returned to the fifth interval and remain*- 
ed there for the balance of the sampling. The results of samples 
taken in the fifth interval in the second half of the sequential pro- 
cess were much more reasonable, but by then the model's estimate had 
stabilized so greatly that it could not be retrenched- 
Besides the problems that are specifically related to these 
evaluation criteria, there are more general problems characteristic 
to this maximum likelihood model.  By constantly directing the next 
sample input value into an area near the current estimate of theta, 
the model fails to provide an overall view of the distribution across 
the entire population.  In the previous cases dealing with the dis- 
crete step function, this makes little difference due to the 
uniformity of probability on each side of theta. However, in a 
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realistic situation where the probability distribution over the pop- 
ulation range is more continuous, this problem would have to be 
dealt with in some way. 
Perhaps the most severe problem associated with this maximum 
likelihood model concerns the nature of what it is trying to do. 
While the analysis discussed in this chapter has focused almost 
entirely on the estimation of theta, the model itself is actually 
estimating P and P^ at the same time.  Estimating these three inter- 
dependent parameters concurrently poses some obvious problems.  In- 
accurate perception of one of these parameters leads to incorrect 
estimates of the others.  In particular, this model computes its own 
values of P, and P„ to serve as estimates for P and P, .  P, and P9 12 a     D   1     *■ 
are then used to calculate the likelihood of theta being in a given 
intervals Therefore the estimates of theta are totally dependent 
on P. and P2> which may be extremely inaccurate. 
To find out exactly how these possible inaccurate perceptions of 
P and P, actually affected the experimental results, some special 
test runs were made.  Experiments were performed under exactly the 
same conditions that existed before, except that for each likelihood 
estimate P-. was set equal to =25 and P- was set equal to ,75, the 
precise values of P and P^ respectively. The outcome of these tests 
showed 100% positive results.  Of the 20 cases tested, in no cases 
did the estimates ever move the wrong way, or did they get "stuck" 
in an incorrect interval, or where they even inaccurate at the end 
of a run. 
This one giant step seemed to solve all of the existing problems, 
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However, this kind of analysis is obviously unrealistic, These 
probabilities will seldom, if ever, be known.  The fact that improper 
perceptions regarding these probabilities seemed to be the basis of 
so many of the problems was discouraging. The cases that were tested 
here had quite a clear cut difference between P and P, , and yet in 
6 cases out of 20 incorrect results were caused at least in part by 
these bad estimates.  For cases where the difference is not as well 
defined, the probability of success of this evaluation critereon 
becomes quite slim.  This fact prompted more attention to be focused 
on the Bayesian evaluation critereon described in Chapter V, 
Recommendations 
For the sake of time, further study of the maximum likelihood 
evaluation critereon was abandoned at this point,,  By no means does 
this indicate a total absence of hope with regard to this technique. 
Future study is definitely recommended along these lines. There were 
several valuable things learned in the analysis of the maximum likeli- 
hood critereon that could serve as recommendations for future study. 
It is believed that several of the problems encountered in the 
course of this analysis could be overcome by experimentation along 
the guidelines of these recommendations. 
First, regarding the problems caused by arbitrarily selecting 
fixed intervals to study and using their midpoints as thebasis of 
the likelihood calculations, one could merely structure this frame- 
work a bit differently.  Special planning considerations could be 
made regarding which side of this midpoint should receive the next 
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sample.  If, for example, each consecutive sample within an interval 
were placed on alternating sides of the midpoint, the user would 
have much more control over the outcome of the experiment. Many- 
unexpected results of the type witnessed in the previous analysis 
could be avoidedo The model would never have the chance to put 12 
of 17 consecutive samples on one side of the midpoint„  In general 
the results should be much more uniformly accurate. 
With regard to the computational problems caused by the quickly 
decreasing absolute values of the likelihood function, one could 
revise the version of GASP being utilized to dictate the use of 
double precision variables in the NSET array. This would allow 
-28 interval representation of numbers as small as 10  . Therefore, 
with the added multiplication factor of 10 , the model could work 
with likelihoods as small as 10  . Although this would reduce the 
executional efficiency of the program, it would probably allow for 
about 80 sequential samples to be taken rather than the present 50. 
Solution of this problem beyond this point could involve substantial 
modification of the computational procedure itself. One minor 
alteration that could be implemented to provide for easier visual 
comparison within the likelihood array would be to compute and dis- 
play each likelihood as a percentage of the sum of likelihoods for 
that iteration. That way not all of the displayed figures would be 
decreasing monotonically, and comparisons among iterations would be 
made much easier. 
The problem of constantly sampling close to the estimate of 
theta is easily resolved. The user can apply some kind of alternat- 
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ing sampling algorithm.  It would operate in essentially the same 
manner as before, except that a fixed percentage of the samples 
would be randomly selected in some area away from the estimate of 
theta„ The result would be a better overall view of the range of 
population responses and still a continually refined estimate of 
theta0 This method was actually employed while investigating the 
Bayesian evaluation criterion. The results are discussed in 
Chapter V. 
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Chapter V 
LOGISTIC MODEL - BAYESIAN CRITERION 
Logistic Model 
It was originally planned to investigate the discrete step 
model described in chapter IV first in order to gain some basic 
insights into the generalized problem, and use them as a base from 
which to work in the analysis of the more sophisticated continuous 
modelo The research was only to proceed to the continuous model 
after a complete solution was obtained for the discrete model. This 
strategy was essentially successful, although it does not completely 
describe what actually happened„ 
Insights into the generalized sequential sampling problem were 
gained,  Specific criteria for evaluation of any sequential sampling 
algorithm were established.  Problems that might also plague other 
sampling algotithms were recognized., However, total success in 
recognizing unknown parameters was not realized. Certain problems 
were encountered that made the discrete step model more difficult to 
work with than expected.  Sampling on either of the distribution's 
"plateaus" is like sampling over a uniformly distributed population. 
This effect impedes the model's ability to converge on the actual 
values of the parameters being estimated. 
For this reason, the discrete step model was abandoned in favor 
of a continuous model a bit earlier than was originally planned, Th,e 
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continuous model employed in the research represents a relationship 
like the one illustrated in figure V-l. This is an adaptation of 
the% logistic function, with probabilities ranging from Pa to P< over 
the domain of X values. This model does not have the exactly 
horizontal plateau regions of the step function, so that at every 
point of the scale there is essentially a force vector driving the 
estimator toward 0.18 
The independent variable is age. The dependent variable re- 
presents the probability of getting a "yes" response-  In all of the 
cases treated in this paper, this probability is monotonically in- 
creasing from P to P, across the domain of input values. Pa is the 
probability of getting a positive response at the lower bound of the 
input values. P. is the probability associated with the upper bound. 
Most of the questions to be answered regarding this model are 
identical to those addressed while investigating the discrete step 
model. Theta, P , and P^ are again the parameters of interest.  In 
this case the strata are not as clearly defined as before. However, 
depending on the values of S and I P^ - P I , they may have nearly the 
same impact on the analysis. Developing some kind of stopping rule 
is again of interest in the case that the underlying distribution 
does not lend itself to stratified sampling. This could happen in 
a logistic distribution where Pa approximates P^, or where S is 
smaller than expected, causing a flattened curve,. 
18. The City of Allentown and Lehigh University, Op. cit., pp 14-16, 
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Pb — 
Pa 
18 
18^X ^=82 
Vx F(X; Pa,Pb,e) = Pa + (Pb-PaHl+e-3^-0^)-1 
The term (l+e~s(K-eQ)-l is a monotonically increasing function, from 
zero to one, called the logistic function. 
If PD>-Pa, F(X) is monotonically increasing, _ 
If Pa>Pb, F(X) is monotonically decreasing. 
& represents the inflection point of the distribution.  S represents 
a scale factor that determines the overall slope. 
Figure V-l 
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Bayesian Estimation Criterion 
Because of the previously discovered problems with the maximum 
likelihood procedure, a different approach was taken here. The use 
of Bayesian estimators was introduced: Given a random variable Y 
with the probability distribution F(Y|0), suppose that 8 is also a 
random variable with its own distribution g(8). Their joint distri- 
bution is the product F(Y|8)g(8), and the expected value of the 
distribution of 8 after observing Y is given by H(8(Y) =r©F(Y|8)* 
g(0)d8/y"F(Y|8)g(8)de„  In this problem g(8) is assumed to be uniform 
over the range of X, and F(Y|6) is the logistic function. 
Establishing estimates of H(6|Y) is the objective of the 
analysis.  By using this method of Bayesian estimation, this can be 
done with no prior assumptions of Pa and Pu. Assuming the continuous 
logistic function as the underlying distribution, computation of 
H(S|Y) is illustrated below: 
sample input values X^,X2,X_ ,„0 X_ 
given 
sample response values Y^,Y2,Y, ... Y_ where Y^ = 
8lCPa) = 1 
g2(Pb) = 1 
g3(G)  = 1/(Upper bound of X - Lower bound of X) 
0 with pro- 
bability 
1-pCXi), 
1 with pro- 
bability 
P(Xi) 
p(X; Pa,Pb,e) = VCPb-PaJC^^^"83)"1) 
o 
where K and S are constants 
FCYl.Y2.Y3  ...  Yn|Pa,Pb,©)  =   TrpCXO^Cl-pCXi))1^! 1 14 
|Yi, 1-Yi = TT[(l-o<)Pa+«xPb]Ii[i-(i-0<)Pa-o<Pb}i-U 
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where * = (l+e~K^x-°^-:L 
H(0|Y1,Y2,Y3 ... Yn) - FCY1>Y2,Y3 ... Yn|9)g3(9) 
yFCY1,Y2,Y3 ... Yn|e)g3(e)de 
where F(Y1,Y2,Y3 ... YjO) = //F(Y1,Y2,Y3 ... Yn|Q,Pa,Pb)-g (Pa) • 
0 0 J. 
g2(pb)-dPa'dPb, which is a polynomial in °<. 
This expression for H(8|Y) becomes computationally unmanageable 
because of the estimates required for the constant parameters in- 
cluded in it.  It was decided at this point to apply this Bayesian 
approach to the general form of the discrete step function. The dis- 
crete function approximates the important properties of the logistic 
function or any continuous function representing two distinct strata. 
It can serve as the basis for many assumptions concerning almost any 
underlying distribution that is well suited to a stratified approach 
to sampling. The development of this concept is given below: 
given 
sample input values Xi^.X, ... X 0 with pro- 
bability 
l-p(Xi), 
1 with pro- 
bability 
P(*i) 
sample response values Yi,Y2,Y3 ... Yn where Y^ = 
g2CPb) = 1 
g3(Q) = 1/(Upper bound of X - Lower bound of X) 
Pa For all X such that X < Q 
PCX; Pa,Pb,©) = 
Pb For all X such that X 2 0  - 
FCYl.Y2.Y3  ...  Yn(Pa,Pb,9)  =   TTPadiYi PbC1_di)Yi   (l-Pa)diCl_Yi)° 
(l-Pb)Cl-di)(l-Yi) 
Xi-0 where d± = *a[l-,Al~q.]  = Xi-01 
0 if 8 f Xi 
1 if © y Xi 
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F(YlfY2fY3 ... Yn|0) =J^F(Y|0,Pa,Pb)gl(Pa) g2(Pb)dPadPb 
00 
=^PaiidiYi PblYi"  f,diYi   (1-Pa) #,di-tdiYi' 
Cl-Pb)n" ^"'di"  ?'Yi+ SdiYi  dPadPb 
We know that Pa and Pb are independent of each other and the exponents 
are whole numbers.    Therefore: 
P(% diYi+n    n  (^ di- ^diYi+l) 
P(^di+2) 
r(g,Yi- |diYi+P   PCn- pi- %Vj+ |,diYi+l) 
r(n-idi+2) 
where   T(X)  =  (X-l)! 
then: 
CU-L) I rc^di+2) 
A h 
TC^Yj- |djYi+l)    P(n-  |dj-  £YJ+ f.djYj+l^ 
T(n-i:di+2) 
H(efY) = _-,  
rc #,djYi+i) rc |di- 1^+1) ^ 
rc |,Yi- ^diYi+i) rcn- idi- iYi+ idiYi+D 
T(n- idi+2) 
where L = lower bound of X 
U = upper bound of X 
The approximation p'rocedure works by evaluating H(OiY) for each 
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unexplored interval across the range of X. This is done by first 
evaluating the numerator of the expression for each interval. The 
easiest way to find the denominator is to take the values of the 
numerators for each interval, multiply each one by its interval 
width, and sum. The resulting values will remain constant within each 
interval. An overall expected theta can be calculated by multiplying 
the H(0|Y) for each interval by its interval's mean X value, 
weighting it by the interval length, and summing. This entire pro- 
cedure is illustrated by the simple example given below. 
Consider:  (L ■= 18, U = 102) 
X, =32  X9 = 46  X, =60  X. = 74  Xr = 88 1*345 
Yl " °   Y2 " 1        Y3 " °   Y4 " 1        Y5 = 2 
X =18      32      46      60      74      88       102 
Y =        0       1       0       1       1 
h l2 h J4       J5        h 
For Ix (interval 1):  ( Sldi=0, ^Yi=3, £diYi=0, n=5) 
J, /P(l) P(l)\ If (4) r(3\ 
H(e|Y) = 84 I  P(2) )\ <*(7) J =     1 
(84) (60)C 
For I9:  ( ^(L-l, i^Y-0) 
1 PCD P(2)  f7(4) f(2) 
HCG|V) = 84 \   P(3)H V   r(6) /   =     1 
" (84)(40)C 
For I_:  ( id-2, Zo^-D 
1 /P(2) P(2)) fr(3) P(2J 
H(e|Y) = 84 \ ■  p(4) J   \    pfg) 
(84)(72)C 
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For I4:     ( Zd-3,     ^d^l) 
i frc2) r(3)] /r(3) rai\ 
H(0|Y)  = 84 l      T(5)  7  1       f(4)    / 
C (84)(36)C 
_i /r(3) r(2)\ (p(2) r(i)\ 
HCO-jY)   =  84 I       P(6)~/ \       T(3)    / - 1 
C (84) (60)C 
For I.:     ( ^di=5,     SidiY^ 3) 
i Irw p(3)\ /p(i) r(i>) 
H(6lY)   =  84 \       r(7)     / \       f(2)    / = 1 
C (84)(60)C 
/ 1 1 1 1_      1__      1_      l\ 
to evaluate C:     1 = ^84C      TO + 40* + 72 + 36 + 60 + 60^   •   (14) 
7 
C =  360 
Figure V-2 illustrates the posterior probability distribution 
associated with the estimate of the parameter theta„  Recall that a 
uniform prior distribution was assumed and no assumptions concerning 
P or P^ were made. 
From these results, the overall expected theta can be found by 
the following calculation: 
150 + 351^ + 265 '+ 670 + 486 + 570 
E(6|X,Y) = 42   42   42   42   42   42 
E(6[X,Y) = 59.3 
Subsequent analysis in the sequential process could procede from this 
point.  
Computerized Simulation 
As with the maximum likelihood critereon, this Bayesian approach 
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Figure V-2 
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was tested within the structure of Program SIMTEST. The framework 
of program SIMTEST is described in Chapter III. The specific adapta- 
tion of this model to the Bayesian evaluation critereon is described 
below and illustrated in figure V-3. The version of the model 
described here includes several changes that were made in the course 
of the experimentation. These additions will be described in the 
analysis that is to follow. 
The operation of Program SIMTEST using the Bayesian critereon 
is similar to its operation with the maximum likelihood critereon. 
The main program portion of SIMTEST merely establishes the logistic 
function parameters and initializes variables before it transfers 
control to GASP. Two GASP files are used by this model. File 1 is 
the event file containing the next scheduled sample at any given 
point in the analysis.  File 2 is the archive file in which cumula- 
tive results are recorded.  It contains an entry for each sample 
taken.  Included in each entry are the sequential number of the 
sample, a code describing the precise nature of the sample, the 
input value, and the response value.  Samples can either be input as 
arbitrarily assigned initial samples, or can be generated by the 
model. As initializing samples they can have their response values 
predetermined or generated by the model. When GASP prints this file 
at the end of the analysis, it can be very useful as a summary of 
the samples taken and how they developed sequentially. 
The operation of this program revolves around subroutine  
EVNTS. All initial samples to be taken are placed in File 1 in 
input. Subroutine EVNTS processes these samples by calling 
- 57 - 
START 
\/ 
Read Logistic Function parameters (e,,Pa,Pb,S), 
Initialize variables.   Write Echo check , 
Transfer control to GASP, 
GASP 
EVNTS 
yes no 
PDIST 
Store results 
in Archive 
File 
A 
< 
yes. 
Determine response 
according to 
logistic function 
^ 
v 
Determine- response 
according to 
Logistic Function 
no 
V 
Store results in 
Archive File 
EVAL 
Evaluate the posterior distribution of 
expected theta given a uniform prior 
distribution. Calculate expected value 
of theta. 
V 
Find the longest unsampled interval 
ratio to left or right of theta. 
SELECTX 
yes no 
V 
Select next sample from 
maximum ratio as 
determined in EVAL. 
^L 
Select next sample 
at expected theta 
value. 
3L AZ 
Call OTPUT to print intermediate results 
- present form of array describing 
posterior distribution, expected theta 
value, and next sample selected. 
Figure V-3 (continued) 
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subroutine PDIST to determine their responses. In processing the 
last initialization sample, EVNTS also calls subroutines EVAL and 
SELECTX to begin normal operation of the model. 
During normal operation of the simulation when subroutine EVNTS 
encounters a sample to be taken, it first calls subroutine PDIST. 
PDIST determines a response for the sample if one has not already 
been assigned.  Results of this latest sample are stored in file 2. 
Subroutine EVAL is then called to evaluate the posterior dis- 
tribution of theta using the Bayesian criterion applied to a uniform 
prior distribution.  EVAL describes this distribution by generating 
an array with entries corresponding to each unsampled interval along 
the X scale. A posterior distribution value is computed for each 
interval and stored in the appropriate array entry.  From these 
entries, an expected value for theta is computed. A change imple- 
mented during the experimentation has EVAL also identifying the 
largest unsampled interval ratio to the left or right of theta. 
Finally subroutine SELECTX is called to select the next sample 
input value.  In later versions of the program, this sample is 
periodically taken from the maximum ratio interval defined in EVAL. 
The rationale behind adopting this procedure will be discussed later 
in the analysis.  In most cases, the next sample is simply selected 
at the expected theta value. This next sample input value is stored 
in the events file for access by subroutine EVNTS. At the end of 
the present iteration, subroutine OTPUT is called to print the inter- 
mediate results.  These results include the present form of the array 
representing the posterior distribution, the expected theta value, 
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and the next sample to be selected. At this point control is passed 
back to EVNTS to initiate the next iteration by processing the next 
sample. 
There are two formal input requirements of program SIMTEST. All 
of the necessary logistic function parameters must be provided for 
the main program portion of SIMTEST to read. Any desired initializa- 
tion samples are placed in file 1 to be read by GASP. 
The output provided by the program is quite extensive.  First, 
an echo check repeating the parameters of the logistic function is 
provided.  GASP then displays the contents of all files after ini- 
tialization, showing all the initialization samples.  The inter- 
mediate results printed by SIMTEST show the contents of the posterior 
distribution array at the end of each iteration.  Entries of interest 
included for each unsampled interval are the interval length, the 
interval's mean X value, the interval's maximum X value, and the 
posterior distribution value, H(theta|Y)„ The overall expected 
theta value generated from the entries of this array, the next sample 
X value, a special message if this input value was selected from the 
maximum ratio interval, and the next response value aTe printed 
directly following the array for that iteration. Examination of 
these outputs gives the user a detailed sequential analysis of the 
sampling and analysis procedure. The output finally includes a 
dump of both GASP files. The listing of file number 2 provides a 
summary of how the samples were taken sequentially,, 
61 
Discussion of Evaluation Criteria and Experimental Results 
The three qualities discussed in Chapter IV are again the major 
criteria for the evaluation of the sequential process.  First, the 
model should be able to gain a directional bearing with respect to 
theta. After a certain number of sample results have been considered, 
the relative change of the estimate of theta after each sample 
should be consistent with the nature of the underlying distribution. 
This should be especially true in the case of the logistic function 
where vector forces exist at every point along the X scale to drive 
the estimate toward theta. Second, the model should have the ability 
to react sufficiently to stimuli produced at any point in the sequen- 
tial analysis, even if they statistically indicate that a reversal in 
the model's interpretation of the underlying distribution is neces- 
sary. The model cannot get irreversibly locked in to a given inter- 
pretation of the distribution's parameters.  It must be able to 
recover from unrepresentative initial data„  Finally, the evaluation 
criterion must provide accurate results. This accuracy should 
manifest itself not only by the accuracy of the final estimate, but 
also by the reduction in variance among the estimates as the sequen- 
tial process develops. As mentioned in Chapter IV, a careful balance 
must be maintained between the second and the third criteria, since 
they are somewhat contradictory in their objectives. 
After the Bayesian evaluation critereon was implemented in 
program SIMTEST, it was first tested against the discrete step 
function as the underlying distribution. This was done to provide a 
means of comparison with the likelihood criterion used in Chapter IV. 
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The results were discouraging.  When the sample responses were very- 
representative of the actual step function, the model behaved quite 
well. However, when the sampling results were not ideal, the 
Bayesian model frequently violated the second and third evaluation 
criteria. 
In all cases tested, the Bayesian model did exhibit estimate 
changes of theta that were consistent with its perception of the 
underlying distribution.  If sample results thus far implied a step 
function with P, >■ Pa, positive responses near the previous estiamted 
theta drove the next estimate downward, and negative responses drove 
it upward.  When previous samples indicated Pa>-- P^, the opposite 
occurred. However, in these cases involving unrepresentative initial 
data, the model demonstrated a general inability to recover.  It 
seemed to be unable to reverse its perception of the underlying 
distribution parameters once it had been established. 
When the sample responses showed no clear distinction of strata 
at an early stage of the sampling, the model displayed the tendency 
to break down.  It would converge on a certain value for theta, and 
make only insignificant revisions thereafter. Even under ideal 
conditions, it took the model a long time to identify theta.  Espe- 
cially in cases where its first estimate of theta was not close to 
the actual theta, it displayed a great deal of sluggishness while 
revising its estimates toward theta.  In many cases the final esti- 
mates simply never converged all the way to the actual theta. 
It is believed that some of these problems were due to the 
nature of the step function and its perfectly flat plateaus on which 
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it was easy for the model to degenerate.  Other problems were unex- 
plainable at this point in the analysis,  It was decided to proceed 
with the development of the logistic function as the underlying 
distribution to try to eliminate the problems inherent to the step 
function, and to provide a more realistic testing ground for the 
ideas presented thus far.  It was hoped that solutions would be found 
for the unexplained problems. 
While developing the logistic function as the underlying dis- 
tribution, a decision had to be made regarding the scale factor ("S" 
in figure V-l). The impact that this scale factor has on the nature 
of the underlying distribution is significant.  Logistic functions 
with scale factors of 1, .5, and .1 are illustrated in figure V-4. 
A number of simulation runs were made for S=l and S=.l. They are 
described below. 
Experiments were first performed with the scale factor equal 
to 1.  Initial results were very similar to those encountered while 
testing against the discrete step function. The Bayesian model 
again violated the second and third evaluation criteria.  When the 
experimental results were ideal, the model exhibited favorable 
tendencies.  However in cases where unrepresentative initial data 
was experienced, it couldn't ever change its perception of the under- 
lying distribution.  It couldn't reverse the existing trends in its 
estimates of theta. Also, the Bayesian criterion again showed a 
tendency to break down and fail to converge to theta accurately. 
Even in cases where it was proceeding in the right direction, it 
often simply slowed down and stopped. This was especially true in 
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cases where its initial estimates of theta were not close to the 
actual theta and it had a longer way to go to get an accurate 
estimate. 
There seemed to be an interesting pattern developing among these 
results.  While the final estimates of theta may have been inaccurate 
in relation to the actual theta for a given experiment, analysis of 
all sample responses for that run usually substantiated the model's 
estimates.  For example, in cases where initial samples forced a 
reversed perception of P and P, , later samples would not provide 
strong enough evidence to eradicate the model's imperception.  In 
these situations, the samples taken later in the process were often 
nearer theta than most of the artificial initialization samples, and 
therefore their responses were more evenly split between O's and l's. 
If the initialization samples gave strong evidence of Pa>Pb> these 
mixed results obtained later could not provide what would be necessary 
to overcome the initial imperception. 
An even more common situation occurred when the initial percep- 
tions of P_ and P, were correct, but the initial estimates of theta 
a    b 
were not.  For example, if the actual theta was at 35, with Pa = .25, 
P, = .75, and initial sample responses consisting entirely of O's 
near 18 and l's near 82, the model's first estimates of theta would 
usually fall near 50, After obtaining some l's in that area, it 
would begin to revise its estimates downward.  However, if it got to 
45 and experienced a few negative responses, its downward momentum 
would be stifled, and perhaps would never be able to sample below 
that point. The final analysis would show mostly l's above 45 and 
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O's below it.  It's final estimate would show theta equal to 45. 
In the two situations described above, the final Bayesian 
estimates of theta, although incorrect, seemed quite justifiable. 
They were at least justifiable given the sample results that were 
observed. The problem was that the samples did not accurately re- 
present the distribution over the entire range of X. Most of the 
samples taken were selected from a very small range around the 
model's estimates of theta. There were large intervals near each 
end of the scale that were left unsampled, except for those samples 
taken during initialization. Although these end intervals were 
sparsely sampled, they had a great impact on the estimate. The com- 
putation of expected theta by the Bayesian algorithm involves a 
weighted sum of the posterior distribution estimates of each of these 
intervalso These values are weighted by the associated interval 
lengths and midpoints. Therefore these end intervals had an exagger- 
ated influence on the overall estimate.  Investigation of several 
runs showed these intervals to account for as much as 75% of the 
final estimate of theta. 
With this much emphasis placed on these outer intervals, it 
seemed that in order to give the model a better perspective of the 
underlying distribution, it was necessary to schedule regular sampling 
in these outer intervals.  It was hoped that this would help the 
model to reverse its estimating trends in cases where the initial 
samples were unrepresentative. Also, it was intented to give more 
momentum to the estimate revision trends, so that they would no 
longer stop short of the actual theta. 
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This additional sampling was implemented by the use of an 
alternate sampling algorithm.  It was built into the sampling mech- 
anism of subroutine SELECTX so that every nth sample would be taken 
from the largest unsampled interval along the X scale.  For every 
n  response, the expected theta would still be calculated and 
printed, but the next sample would be taken from the largest interval, 
In case of a tie, the next sample was taken from the first large 
interval encountered.  Several experiments were made with n=3. The 
results are described below. 
The addition of this alternate sampling algorithm definitely 
solved the existing problem associated with evaluation criterion 
number two. The initial conditions associated with the previous 
experiments where the model's first perception of the distribution 
were reversed, were reproduced.  In every case the model again 
began with an inaccurate view, but reversed its perception early in 
the sampling process so that it was revising its estimates of theta 
properly.  In most of these experiments, the Bayesian estimator pro- 
ceeded to identify correctly the proper value of theta. Every 
trend reversal was triggered directly by one of these special 
samples. The model seemed to be getting a clearer picture of the 
basic nature of the underlying distribution. 
However, the problem concerning accuracy of the final esti- 
mater was not solved by these extra samples. The model was still 
showing the undesirable tendency to break down by stopping short 
of the actual theta, even if its revision trends were in the proper 
direction.  Whenever the model had a significant distance to cover 
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between its first estimate and the actual value of theta, it had 
trouble making it all the way.  The additional momentum that it was 
hoped these extra samples would provide did not materialize„ 
Five experiments were performed with theta equal to 50c The 
model successfully identified theta to be within the range of 48 to 
52 in every case0  Five experiments were performed with theta equal 
to 35. The closest any final estimate came to the actual value of 
theta in any of these cases was 43.  The reason for the extreme dis- 
crepency between these two sets of results is the fact that 50 lies 
exactly in the middle of the range of X (18 to 82), while 35 does 
not. 
The first estimate taken after initialization was almost always 
near the middle of the range of X. This Was true regardless of the 
initialization samples taken. Therefore, when theta was equal to 50, 
the estimates needed only to be revised very slightly to be accurate. 
However, when theta was equal to 35, significant revisions had to 
take place to provide accuracy,, The lack of ability to make major 
revisions of expected theta estimates proved to be the model's pri- 
mary deficiency a  In many cases the model started well in that its 
initial revisions of expected theta were quite significant.  The 
first revisions of a run were often as large as 5 or 6 years apiece 
However, by the tenth sample in every experiment, the revisions 
were seldom larger than 1„ After that they become even smaller to 
the point of being totally insignificant. 
This problem of diminishing revisions was compounded by the 
fact that revisions away from theta were usually larger than re- 
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visions toward it. When the model's estimates of theta got away 
from the middle of the range of X, the sample results that tended to 
push the expected theta value back to the middle had far more in- 
fluence than those pushing it away. The upward revision resulting 
from a 0 response at 45 often had twice the influence of the downward 
revision of a 1 response at 45 occurring at nearly the same time in 
the sequence. This made it nearly impossible to eventually revise 
the expected theta all the way down to 35. 
To get estimates of theta as far away from 50 as 35, the model 
must obtain significant evidence that the nature of the distribution 
is much different below 35. To get this evidence, it must take 
more samples at values of X less than 35. However, when the model's 
estimates begin to approach 35, the unsampled intervals above 50 
become more common than those below 50. Therefore, more samples are 
taken above 50 than below 50. Particularly, many more samples are 
taken above 50 than are taken below 35. Therefore, the model never 
takes a close enough look at the nature of the distribution in the 
range of X below 35, when 35 is the actual value of theta. This 
could be a contributing factor in the problems that the Bayesian 
estimator had in moving its estimates away from the middle of the 
range. 
For this reason, the alternating sampling algorithm was altered 
in an attempt to give the model more representative samples on both 
sides of the actual theta, even if theta was not near the middle 
of the X range.  Instead of chosing every n1-" sample from largest 
absolute unsampled interval, SELECTX was changed so that it would 
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take these samples from the largest unsampled interval relative to 
the current estimate of theta. This largest relative interval was 
defined as: 
i      4-p ii   ^ pfrti     » where lh   = all unsampled intervals 
Max 
over i 
E(0O-LB 
E(0) = current expected theta 
Ui 
UB-E(0) l£ Ui2 E(-&)        LB = lower bound of X (18) 
UB = upper bound of X (82) 
8 
The same 5 experiments with theta equal to 35 were repeated 
using this revised sampling algorithm. The results were signifi- 
cantly improved in only one of the five,,  In that experiment the 
evidence that theta was equal to 35 was overwhelming.  In cases where 
the evidence was clear enough to strongly suggest intuitively that 
theta was at 35, the model still failed to recognize it* The pro- 
blems of the Bayesian criterion not being able to revise its 
estimates significantly, particularly away from the middle of the 
range of X, remained unsolved. Partial results of one of these un- 
successful experiments with theta equal to 35 are illustrated in 
appendix B. Excerpts of several different phases in the analysis are 
shown. 
This new sampling algorithm gave the model an only slightly 
improved perspective of the overall distribution of X.  If it had 
been able to do all of the actual sampling below theta (35) 
that was intended, the scheme might have worked better. However, 
the model's ability to sample proportionally on both sides of the 
actual theta is dependent upon its intermediate estimates of theta 
being reasonably close to the actual value. This is because the 
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proportionality of these non sampled intervals to be investigated is 
determined on the basis of the expected value of theta, not the actu- 
al value of theta.  Therefore when the intermediate estimates were 
near 45 (as they often were), the desired amount of sampling below 
35 did not occur. 
Time did not allow the persuit of many other avenues of study 
with respect to this model.  One final set of experiments under 
more realistic conditions were performed, To simulate the effect of 
increased reality, this final version was tested against a logistic 
function with a scale factor of .1„ This scale factor gives the 
distribution of a considerably flatter curve as illustrated in figure 
V-4. As expected, the results were not favorable.  The final esti- 
mates in experiments where theta was not near the middle of the range 
were consistently inaccurate.  The model again showed the tendency 
to break down.  It even occasionally displayed the inability to re- 
verse its trends when dealing with erroneous initial data.  The 
flatter curve made the proper trends much more difficult to recog- 
nize.  In these cases where the strata are not as well defined it 
needs even more samples from the extremes of the range of X to 
get a proper perception of the distribution.  Its problems in this 
situation are understandable, especially when considering its pre- 
vious performance record. 
Recommendations 
Of the two major problems encountered while developing the 
Bayesian evaluation critereon, one remained unsolved  The problem 
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of the model not being able to reverse its estimation trends in 
cases of inaccurate initial data seemed to be eliminated by the 
development of the alternate sampling algorithm  The problem of 
accuracy of final estimates when theta is not near the middle of the 
range of X still seriously troubles the Bayesian estimator. 
All of the reasons for the inability to solve this problem are 
not clear at this points  Perhaps they are inherent to the Bayesian 
procedure itself.  If they are, then there is little hope for this 
criterion ever developing into an accurate instrument for use in a 
realistic environment. 
The problem seems, at least in part, to involve the nature of 
the computational procedure associated with the Bayesian criterion. 
In almost all of the results analyzed, a very large percentage of 
the determination of the expected theta value is done by the outer 
intervals along the X scale. While these areas carry such a large 
weight in this evaluation procedure, they contain only a minority of 
the samples taken. This was originally done by design, because if the 
final estimate of theta is to be accurate to any significant degree, 
most of the sampling should be done in the area immediately surround- 
ing these estimated values. Theta cannot be accurately estimated by 
only sampling near the ends of the scale to gain accurate values for 
P„ and Pv, then arbitrarily assigning a value to theta that seems 
appropriate. However, the Bayesian criterion has demonstrated an 
inability to estimate accurately with two thirds of the samples 
taken in the area directly surrounding previous estimates, and one 
third near the extremities of the scale. 
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Perhaps a better balance can be struck between the samples 
planned for near the values for expected theta and the area away 
from previous estimates, nearer to the extremities of the range of 
X» The obvious way to implement this idea within the existing frame- 
work of the model is to try different values for n in the alternating 
sampling algorithm.  Doing this would change the proportion of 
samples taken in the outer intervals to any number desired  Going 
beyond that, one could actually alter the computational procedure 
used in the evaluation of expected theta„ A weighting scheme to 
vary the emphasis that intervals from different locations on the 
scale have on the analysis could be implemented„ This would pro- 
vide a means of testing a wide variety of computational procedures 
and experimental notions. 
Any final conclusion regarding the Bayesian estimator would not 
be appropriate at this point„  The expected effects of these proposed 
experiments are unknown. These and many other variations of the 
Bayesian model could be implemented and might provide breakthroughs 
in the development of a sequential estimator. They are left as areas 
for future consideration. 
The present status of neither the Bayesian criterion estimator 
nor the maximum likelihood estimator is satisfactory for any realis- 
tic implementation at the present time However, enough basic ideas 
have been presented to lay the groundwork for future development 
that could provide more positive results.  Eventually, usable 
decision tools for real world decision makers could be developed. 
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