Ll , L␣ , L␤ , L␥ , L␥ 1+5 , L␥ 2+3 , L␥ 4+4 Ј x-ray production cross sections of 58 Ce, 60 Nd and 71 Lu induced by 4-, 6-, 8-, and 10-MeV carbon ions were measured. For Lu, L␥ 2+3 is separated from L␥ 2+3+6 after revision of the technique of Datz et al. so that L␥ 1+5 was used instead of L␥ 1 , the L␥ 4+4 Ј / L␥ 1+5 ratio was corrected for multiple ionization, and uncertainties in L␥ 4+4 Ј were incorporated in the fitting process. L-subshell ionization cross sections were extracted as a weighted average from two combinations of these cross sections, ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖ and ͕L␣ , L␥ 1+5 , L␥͖. It is shown that, to within a few percent, the first of these two combinations results in the identical cross sections as this weighted average. Within 10%, permutations of different sets of single-hole atomic parameters yielded the same ionization cross sections. These cross sections are typically within 15% and at most 35% of the cross sections obtained with atomic parameters that were altered in two different ways for multiple ionization. Extracted subshell and total L-shell ionization cross sections as well as Ce and Nd data of Braziewicz et al. are compared with the ECPSSR theory of Brandt and Lapicki that accounts for the energy-loss ͑E͒, Coulomb-deflection ͑C͒, perturbed-stationary-state ͑PSS͒ and relativistic ͑R͒ effects. These measurements are also compared with the ECPSSR theory after its corrections-in a separated and united atom ͑USA͒ treatment, and for the intrashell ͑IS͒ transitions with the factors of Sarkadi and Mukoyama normalized to match L-shell cross section with the sum of L-subshell cross sections-as well as with the similarly improved semiclassical approximation of Trautmann. For Ce and Nd, the agreement of the extracted ionization cross sections with these theories is poor for L 1 and good for L 2 , L 3 , and total L shell ionization. For the L 2 subshell, this agreement is better for Ce and Nd than for Lu. The ECPSSR theory corrected for the USA and IS effects is surprisingly good for the L 1 -subshell ionization of Lu, while at 4 MeV a similarly corrected semiclassical approximation is in excellent agreement with L 2 and L 3 data but overestimates the L 1 measurement by almost a factor of 2.
I. INTRODUCTION
Atomic inner-shell ionization studies have progressed over the last four decades, resulting in close and stringent comparisons of the measured x-ray production spectra with the predictions of theoretical models. As a consequence, there is now a large body of data on particle-induced x-ray cross sections. A quick survey of x-ray cross-section data would reveal that their large portion is on K and L shells ionized by protons and ␣ particles ͓1-4͔. X-ray production cross sections by heavy ions, however, are comparatively scanty, particularly so for L-subshell ionization.
At the time when advances were being made in the experimental studies of inner-shell ionization, several theories such as the plane-wave Born approximation ͑PWBA͒ ͓5͔, the binary encounter approximation ͑BEA͒ ͓6͔, the semiclassical approximation ͑SCA͒ ͓7͔ for direct ionization of inner shells, and the Oppenheimer-Brinkman-Kramers formulas of Nikolaev ͑OBKN͒ ͓8͔ for electron capture were superceded by ionization theories that go beyond the first-order Born perturbation theory. In the ECPSSR theory for direction ionization ͓9͔, this was done in the perturbed-stationary-state ͑PSS͒ approach with analytical functions accounting for the projectile energy loss ͑E͒, Coulomb deflection ͑C͒, and relativistic ͑R͒ motion of the inner shell electron-the effects that are not included in the standard PWBA ͓5͔. Similar functions were applied to go beyond the OBKN for electron capture ͓10͔. The E, C, and R effects were also included in the SCA of Trautmann et al. ͓11͔ with exact limits for momentum transfers, the hyperbolic trajectory for the projectile, and Dirac Hartee-Slater wave functions for the target electron The PSS effect was partially simulated in the SCA in the united atom ͑UA͒ limit in treatment of the target ͓11͔. Both the ECPSSR ͓9,10͔ and the SCA ͓11͔ were recently further modified in a united and separated atom ͑USA͒ manner as done, respectively, in Refs. ͓12͔ and ͓13͔. After a replacement of the PSS treatment with the USA approach in the ECPSSR theory, we will refer to it as the ECUSAR theory. The SCA theory of Trautmann et al., modified as in Ref. ͓13͔ for the USA effect, will be denoted with the CUSCAR acronym to emphasize that beyond the original straight-line and nonrelativistic SCA ͓7͔. The CUSCAR theory accounts for the Coulomb deflection, a united and separated simulation of the binding effect, and uses relativistic wave functions for inner shells. *Electronic address: lapicki@physicist.net It is known that for low-Z 1 projectiles like H or He, the ECPSSR theory is quite successful in describing the experimental trends ͓14͔. For heavy-ion projectiles, however, the disagreement between the measurements and theory for L-subshell ionization often reaches an order of magnitude especially at low projectile energies. This indicates that the theoretical treatment of the ion-atom collision process within the ECPSSR and the SCA of Trautmann et al. requires further modification. Sarkadi and Mukoyama ͓15͔ were first to suggest that the mechanism of vacancy sharing among the subshells-intrashell ͑IS͒ effect-might be the cause of disagreement. By treating the ionization and subshell coupling as two successive steps of the same collision process, Sarkadi and Mukoyama initially introduced a classical twostep model to account for this IS effect ͓15͔. Subsequently, this model was developed into a full quantum mechanical treatment of the IS effect ͓16-20͔.
We are mainly interested in finding out the extent to which the introduction of the IS coupling bridges the gap between the measured values and the theoretical predictions. In earlier investigations on the L-subshell ionization of heavy elements of 79 Au and 83 Bi ͓21-23͔, we found that inclusion of the IS effect did, indeed, substantially improved the agreement between measurements and theory for the L 2 subshell, worsen it for the L 1 subshell, and made no essential difference for the L 3 subshell ͓22͔. The present work is an extension of these studies to 58ഛ Z 2 ഛ 71 targets to assess if the IS effect is valid in the Z 2 range of such target elements. We will also revisit in Sec. IV our earlier conclusions about the IS effect for gold L-subshell ionization ͓22͔ in light of a later development which imposed the requirement that the total L-shell ionization cross section calculated with the IS factors be identical to the cross section evaluated without these factors ͓13͔.
Extraction of cross sections for L-subshell ionization of 58 Ce, 60 Nd, and 71 Lu targets by 4 -10-MeV carbon ions from the measured x-ray production of L␣, L␤, and L␥ series requires a considerable number of atomic parameters ͑i.e., branching ratios and atomic yields͒. Use of different sets of single-hole atomic parameters may give rise to a spread in the extracted ionization cross sections. After an enumeration of experimental details in Sec. II, this aspect plus the critical issue of multiple ionization and its effect on the atomic parameters are addressed in Sec. III. In Sec. IV, the extracted L-subshell ionization cross sections are compared to the predictions of the ECPSSR and its modification for the USA and IS effects as well as the CUSCAR theory modified for the IS effect. Section V concludes with a list of our main findings.
II. EXPERIMENTAL DETAILS
Details of the experimental arrangement were described in our earlier work ͓21͔; thus only a short description is given here. The experiment was performed with the 3-MV 9SDH-2 Tandem Pelletron at the Institute of Physics, Bhubaneswar, India. Ions of C 2+ ͑at 4 and 6 MeV͒ and C
3+
͑at 8 and 10 MeV͒ were used for this measurement. The beam passed through two graphite collimators of 3 mm in diameter located at a distance of 75 mm from each other so that the beam spot on the target, placed at 60°with respect to the beam, was approximately 3 mm. A Si͑Li͒ detector having a resolution of 160 eV at 5.9 keV was located at 105°to the beam, and simultaneous measurement of the back scattered projectile was done with a Si surface barrier detector kept at an angle 135°to the beam. The target thicknesses were 110 g/cm 2 Ce on carbon backing, 13.0 g/cm 2 Nd on aluminum backing, and two 5.6-and 16.5-g/cm 2 Lu targets also on aluminum backing. The target and particle detector were housed in a scattering chamber that was kept at a vacuum of 10 −6 Torr by a turbo molecular pump. The spectra of the x rays and of the backscattered projectiles were collected simultaneously on separate analog-to-digital converters ͑ADC's͒ so that the x-ray production cross section could be determined independently of variations in the target thickness and fluctuations, if any, in the beam current. The average beam current was ϳ10 nA, and the time for a particular run was typically 2 h. The total count rate was always kept under 1000 counts/ s.
III. DATA ANALYSIS
Typical L x-ray spectra of Ce, Nd, and Lu bombarded with 6-MeV C 2+ ions are shown in Fig. 1 . The spectra were analyzed with a nonlinear least-squares fitting method using the program ACTIVE ͓24͔ by assuming a Guassian line shape FIG. 1. ͑Color online͒ Typical L x-ray spectra of cerium, neodymium, and lutetium induced by 6-MeV carbon ions.
for the full energy x-ray peaks and a polynomial background. The x-ray production cross sections for the L lines were determined from the relation
where p is the x-ray production cross section for the x-ray peak Lp ͑Ll , L␣ , L␤ , ...͒; R ͑͒ is the Rutherford scattering cross section at an angle 135°͑for the present measurement͒, corrected for screening according to Huttel et al. ͓25͔, ͑d⍀͒ is the solid angle subtended by the particle detector at the target, which was 0.00173 in the present case, and N x is the peak integral of the x-ray line. With the peaks due to the elastic scattering from the target and its backing material well separated, N is the number of the projectiles that scatter elastically from the target element. F is the correction factor due to slowing down of the projectiles in the target of finite thickness, which includes corrections due to self absorption of the x rays in the target; is the effective efficiency of the Si͑Li͒ detector including solid angle.
The slowing-down factor F was calculated following the method of Papp et al. ͓26͔ . The x-ray self-absorption factor was calculated taking the path of the x rays inside the target as half of the target thickness and using the total absorption coefficient values from the XCOM ͓27͔.
The effective efficiency ͑intrinsic efficiency including the geometrical factor͒ of the Si͑Li͒ detector in the energy range of 4 -12 keV was carefully measured in the same geometry as was used in the actual measurement. Thin targets of Ca, V, Cr, Fe, Ni, and Ge bombarded by 3-MeV protons produced the necessary K x rays. The backscattered protons were collected simultaneously. The K-shell "reference" ionization cross sections from the compilation of Paul and Sacher ͓2͔, the fluorescence yields from Hubbell et al. ͓28͔ , and the K␣ / K␤ values from Salem et al. ͓29͔ were used to get the K x-ray yields. The efficiency values obtained in this manner and a three-free-parameter curve fitted to them to within 5% are shown in Fig. 2 .
It has been known ͓30-32͔ that particle-induced x rays originating from the states with j ജ 3 / 2 are anisotropic. In the present work, only the L␣ and L␥ lines will be used for the extraction of subshell ionization cross sections. L␥ lines originate from the states with j = 1 2 , and so their cross sections are totally isotropic. L␣ x rays are practically isotropic because its L␣ 1 and L␣ 2 components have opposite anisotropy. It has been mentioned ͓21͔ that in our energy range, the intensity of the carbon induced L␣ lines from Au deviates from the isotropic distribution by only 1%. Thus, for the extraction of subshell ionization cross sections, the relevant x rays are assumed to be isotropic.
The major uncertainties in the present x-ray production cross section measurement stem from ͑1͒ a 7% error in the detector efficiency, ͑2͒ a 5% error in the correction factor F, ͑3͒ a less than 1% error in the backscattered yields, and ͑4͒ a 1%-10% statistical error arising from the x-ray yields except for the L␥ 4+4 Ј peak where such error rises to 55% at 4 MeV. The average errors over all targets and projectile energies in Ll, L␣, L␤, L␥, and L␥ 1+5 are 10%, and in a tiny L␥ 4+4 Ј almost 40%. L␥ 2+3 has errors of 10% for Ce and 12% for Nd. For Lu, errors in L␥ 2+3 are 26% when isolated from L␥ 2+3+6 by the standard Datz technique ͓33͔ and 36% after this technique is modified for multiple ionization. The x-ray production cross sections for these peaks are listed in Table I for different projectile energies.
The measured x-ray production cross sections for the most commonly resolved Ll, L␣, L␤, and L␥ peaks plus the L␥ subpeaks are listed in Table I . They are related to the three subshell ionization cross sections L i ͑i =1,2,3͒ in the following way:
where S p i is the fraction of the radiative transition to the ith subshell associated with the L p peak, and f ij are the CosterKronig transition probabilities. From 35 possible combinations of 3 different measured x-ray production cross sections which could be used to extract L i -subshell ionization cross sections with the above 7 equations, the ͕L␣ , L␤ , L␥͖, ͕L␣ , L␥ 1+5 , L␥ 4+4 Ј ͖, ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖, and ͕L␣ , L␥ 1+5 , L␥͖ are the most com- FIG. 2 . ͑Color online͒ Efficiency of the Si͑Li͒ detector determined from the measured K␣ and K␤ x-ray production cross sections for the labeled elements normalized to a fit for empirical cross sections ͓2͔ partitioned into K␣ and K␤ using K␣ / K␤ ratios ͓29͔. To within 5%, the curve is a three-parameter fit to the efficiency points which are drawn with the circle of uncertainty for this determination.
mon choices. Detailed descriptions of these 4 methods with their merits and demerits have been made by Jitschin et al. ͓34͔, Cohen ͓35͔, and Singh et al. ͓36͔ . The first combination often results in negative cross sections. The second combination relies on an accurate knowledge of L␥ 4+4 Ј cross section which even in the best case of Lu is less than 1% of the total L-shell x-ray production cross section ͑see Table I͒. Hence we will limit the extraction of L i -subshell ionization to the ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖ and ͕L␣ , L␥ 1+5 , L␥͖ combinations-i.e., a pair of L␣ and L␥ 1+5 cross sections in conjunction, respectively, with the L␥ 2+3 and L␥ cross sections. Two sets of the L i -subshell ionization cross sections can be extracted from these two combinations:
are listed in Tables III-VI as our experimental ionization cross section. The weights ͕w 1 , w 2 , w 3 ͖ with which On the other hand, with comparable errors for the extraction of L 2 and L 3 cross sections from both combinations, w 2 and w 3 are about 0.6 and 0.5. These values of w 2 and w 3 are essentially equal to the arithmetic average of 0.5 for these two combinations. Indeed, the L 2 and L 3 cross sections obtained from either combination are the same to within a few percent. Therefore, in effect, the L i -subshell ionization cross sections could have been extracted only from the ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖ combination as reliably as the weighted average of these cross sections is obtained by the ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖ and ͕L␣ , L␥ 1+5 , L␥͖ methods.
A. Determination of L␥ 2+3 for Lu using a revised Datz technique
Ce and Nd have no electron in the O IV orbital and thus their spectra have no contribution from the L␥ 6 line. For Lu, with our Si͑Li͒ detector, L␥ 2+3+6 is observed as a single peak and so the contribution of the L␥ 6 line should be properly subtracted from the composite L␥ 2+3+6 line to get the x-ray production peak of L␥ 2+3 . According to the technique of Datz et al. ͓33͔ , a straight-line fit to the intensity ratio y ϵ L␥ 2+3+6 / L␥ 1 plotted against the x ϵ L␥ 4+4 Ј / L␥ 1 yields the ratio of the L␥ 6 intensity relative to the L␥ 1 intensity as an TABLE I. Measured L x-ray production cross sections ͓barn͔ for in cerium, neodymium, and lutetium by 4-and 6-MeV C +2 and 8-and 10-MeV C +3 ions. Datz et al.- or simply set to be 1 as routinely has been done whenever the Datz plot was shown in the literature.
However, while S␥ 2+3,1 / S␥ 4+4 Ј ,1 is a constant known from the adopted single-hole values-which in our case equals 7.20 based on S␥ 2+3,1 and S␥ 4+4 Ј ,1 for Lu listed in Table II per Ref. ͓37͔-this may not be the case when multiple ionization by heavy ions affects these rates to a different degree at different ion energies. Indeed, due to multiple ionization, S␥ 2+3,1 / S␥ 4+4 Ј ,1 varies with the carbon ion energy as will be calculated in Sec. III C 1.
͑3͒ The plotted points have more uncertainty in the x coordinates ͑due to the weakest line of L␥ 4+4 Ј ͒ than along the y coordinate; hence straight-line fits shown in Fig. 3 were performed with the program GENLS ͓38͔, which accounts for both x and y errors.
In Fig. 3 , the measured values of L␥ 2+3+6 / L␥ 1+5 are drawn at x defined with both single-and multiple-hole values for S␥ 2+3,1 / S␥ 4+4 Ј ,1 as listed in Table II . Such data shall, as required by the correct application of the Datz technique, be fitted with a straight line. In practice, the straight-line fit gave us a smaller sum of the squared deviations than fits with a parabola. Although intercepts of the fitted straight lines for single ͑0.13± 0.03͒ and multiple ͑0.12± 0.04͒ vacancy cases are close, we propose that the Datz plot ought to be made against x = ͑S␥ 2+3,1 / S␥ 4+4 Ј ,1 ͒͑L␥ 4+4 Ј / L␥ 1+5 ͒ whenever corrections for multiple ionization are made to the values of S␥ 2+3,1 and S␥ 4+4 Ј ,1 . For our collision system, as shown in the next section, the probability of outer-shell ionization is relatively small ͑0.15 on the average and not exceeding 0.30͒ and weakly dependent on the projectile energy. Hence L 1 -subshell ionization cross sections extracted with the revised Datz technique are merely 10% greater than if obtained with the standard Datz technique of Ref. ͓33͔. For L 2 and L 3 subshells, the revised and standard calculations are essentially the same. However, this may not be the case for collision systems in which multiple ionization is larger and more strongly varied with the projectile energy.
B. Effect of a different choice for single-hole atomic parameters on the extracted ionization cross sections
It was noted by Cohen ͓35͔ that the disagreement of the ionization data with the predictions of different theoretical models might depend to some extent on the use of different atomic parameters. To assess this variation, the L i -subshell ionization cross sections have been calculated using different sets of the atomic parameters. For the fluorescence yields and Coster-Kronig ͑CK͒ transition rates we have tried values recommended by Krause ͓39͔, Puri et al. ͓40͔, and Campbell ͓41͔;  for the branching ratios we have used the tables of Scofield ͓42͔ as well as the tables of Campbell and Wang ͓37͔. The cross section values obtained using all permutations of different sets of atomic parameters from these references agree with each other to within 10%. We settled on Refs. ͓37͔ and ͓41͔ as the most reliable combination of single-hole atomic parameters. They are listed in the second column of Table II . L i -subshell ionization cross sections extracted with these single-vacancy atomic parameters are displayed in Table III .
C. Multiple-ionization effects
Multiple-ionization can substantially change the values of fluorescence yields as well as Coster-Kronig and Auger transition rates. Due to the loss of electrons from the outer shells, the Coster-Kronig-Auger rates, which involve two electrons, will be more affected than the radiative rate which is a single-electron process. Another consequence of the loss of electrons from the outer shells is the reduction of screening of the nucleus which in turn increases the binding energy of the electrons. This slight increase in binding energy could sometimes block the possible CK transitions altogether. In the following subsection, the change of radiative and nonradiative widths due to these two effects will be discussed in details. At the conclusion of this section we will compare the ionization cross sections extracted by these procedures. The decrease of the widths for both radiative as well as nonradiative transitions due to the reduction of the number of FIG. 3 . ͑Color online͒ The Datz plot ͓33͔ revised as described in the Sec. III A. The intercepts of 0.13 ͑single vacancy͒ and 0.12 ͑multiple vacancies͒ from the y = a + b · x fits ͓38͔ are used to untangle the cross section for L␥ 2+3 x-ray production from the L␥ 2+3+6 measurement. electrons available for a given transition can be calculated using the statistical scaling of Larkins ͓43͔. The fraction of available electrons in a particular shell is directly related to the ionization probability of that shell which may either be measured experimentally or calculated theoretically as per the condition of the experiment. It is assumed that, for a given projectile energy, each electron in a particular shell is ionized with the same probability P evaluated according to the geometrical model of Sulik et al. ͓44͔ . This model, based on the binary encounter approximation, has been adopted or tested in many works ͓13,45-61͔. Its P values are-as for any scheme based on a first-order perturbation theory and despite a misleading claim ͓13,55-58͔ that the model derives from a nonperturbative approach which the BEA is notin doubt when collisions are not sufficiently fast for The L-shell decay widths are mainly modified by the multiple ionization in the M and N shells. The influence of the multiple ionization in the O shell is small ͑ഛ3%͒ ͓59͔ due to the small contribution of the transition involving O-shell electrons to the L-shell decay widths and so its contribution has been neglected. Table II under the heading "statistical scaling" ͓43,44͔, and the L i -subshell ionization cross sections extracted with these parameters are listed in Table IV .
Further change of atomic parameters due to closing of CK transitions according to Ref. [61]
Multiple ionization increases the binding energy of the inner-shell electrons due to the reduction in screening. Lowenergy CK transitions are particularly affected by such increase of binding, and sometimes such transitions are totally closed. Such closure of the CK transitions changes the decay widths and thus modifies the fluorescence and Coster-Kronig yields. The change in binding energy of the electrons due to the vacancy formation was calculated following the prescription of Banaś et al. ͓61͔ . The CK transition is identified as TABLE III. L i -subshell ionization cross sections ͓barn͔ for 4 and 6 MeV C +2 and 8 and 10 MeV C +3 on Ce, Nd, and Lu extracted from the measured x-ray production cross sections using fluorescence and CK yields of Campbell ͓41͔ and radiative rates of Campbell and Wang ͓37͔. The cross sections listed in bold print are the weighted average of ionization cross sections, extracted from two combinations of L␥ 2+3 and L␥ with the same ͕L␣ , L␥ 1+5 ͖ pair of peak cross sections. They are followed by the weight w i with which the L i extracted from ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖ contributed to this weighted average. Tables III under the heading " closed CK" ͓61͔, and the L i -subshell ionization cross sections extracted with these parameters are listed in Table V .
Alternative method of accounting for multiple ionization according to Refs. [66] and [69]
In parallel with the development of the BEA geometrical model of Sulik et al. ͓44͔ for calculation of the probability of ionization from outer subshells, Lapicki et al. ͓66͔ proposed to correct single-hole fluorescence yields i 0 using a simplified assumption that each electron in a manifold of outer subshells is ionized with an identical probability P so that the fluorescence yields i corrected for multiple ionization becomes
According to Eq. ͑A3͒ in ͓66͔ derived from the classical cross section of Thomson ͓67͔ and after the replacement of Z 1 with the projectile charge state q ͓68͔,
This probability is shown in Fig. 4 
while the fractional rates S ij remain unchanged because both partial and total nonradiative widths ⌫ are narrowed by identical factors. The L i -subshell ionization cross sections extracted with the fluorescence and CK yields modified for multiple ionization in this manner are listed in Table VI. Tables IV-VI display the multiple-ionization ͑MI͒ factor defined as the ratio of the ionization cross section extracted with the atomic parameters corrected-as described above, respectively, in Secs. III C 1, III C 2, and III C 3-for multiple-ionization to ionization cross sections shown in Table III as derived with single-hole atomic parameters listed in the second column of Table II . It is evident that although multiple ionizations can significantly affect the atomic parameters, the MI factors reflect a competition between the reduction of one-electron radiative rates and the greater reduction of nonradiative rates which manifests itself in the struggle of the enhancement of the fluorescence yields versus the reduction of the nonradiative yields in Eqs. ͑2͒-͑8͒. The net balance between these large but opposite changes is that the ionization cross sections extracted with the atomic parameters corrected substantially for multiple ionization are typically merely within a few to 35% of the cross sections derived with the single-hole atomic parameters.
Assessing the approach in which the effect of multiple ionizations was calculated with the model of Sulik et IV. L-subshell ionization cross sections ͓barn͔ for 4 and 6 MeV C +2 and 8 and 10 MeV C +3 on Ce, Nd, and Lu extracted from the measured x-ray production cross sections using fluorescence and CK yields of Campbell ͓41͔ and radiative rates of Campbell and Wang ͓37͔, corrected for the multiple ionization using the statistical scaling of Larkins ͓43͔ ionization probabilities of Sulik et al. ͓44͔ with none of the CK transitions closed. The cross sections listed in bold print are the weighted average of ionization cross sections, extracted from two combinations of L␥ 2+3 and L␥ with the same ͕L␣ , L␥ 1+5 ͖ pair of peak cross sections. They are followed by the weight w i with which the L i extracted from ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖ contributed to this weighted average. Also shown are the multiple-ionization ͑MI͒ factors calculated as the ratios of ionization cross sections extracted with-to-without correction of the atomic parameters for MI effect. give cross sections that are 1%-19% above while per ͓62,65͔ extracted ionization cross sections are 7%-13% below the single-hole results. For L 3 , both approaches lower ionization cross sections-by 16%-24% per ͓44,61͔ and uniformly by about 10% according to ͓66,69͔. With these trends plus the L 2 and even more so the L 3 subshells dominating the total L-shell ionization, both approaches lead to virtually identical L-shell ionization cross sections; both accounts for multiple ionizations lower cross sections obtained with single-hole parameters by no more than 10%.
Neither of these two methods is further modified for vacancy rearrangements occurring after the time of production of a multihole atom and prior to the time of x-ray emission. Quantitative studies by Horvat et al. ͓53͔ of the effect of such rearrangements on K␣ and K␤ spectra in fast ͑10 MeV/ u͒ and quite symmetric ͑Z 1 / Z 2 ജ 1/3͒ collisions require information about thousands of possible decay branches for an original state of a multiply ionized atom and are necessary for a better reproduction of these spectra. To explain L x-ray satellites and hypersatellites produced in more symmetric ͑Z 1 / Z 2 ജ 0.4͒ collisions, multiconfiguration Dirac-Fock calculations for over 3000 x-ray transitions are required for just two original vacancy arrangements ͓70͔.
TABLE V. L-subshell ionization cross sections ͓barn͔ for 4 and 6 MeV C +2 and 8 and 10 MeV C +3 on Ce, Nd, and Lu extracted from the measured x-ray production cross sections using fluorescence and CK yields of Campbell ͓41͔ and radiative rates of Campbell and Wang ͓37͔, corrected for the multiple ionization using the statistical scaling of Larkins ͓43͔ ionization probabilities of Sulik et al. ͓44͔ with some ͑see the numbers in italic͒ of the CK transitions closed ͓61͔. The cross sections listed in bold print are the weighted average of ionization cross sections, extracted from two combinations of L␥ 2+3 and L␥ with the same ͕L␣ , L␥ 1+5 ͖ pair of peak cross sections. They are followed by the weight w i with which the L i extracted from ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖ contributed to this weighted average. Also shown are the multipleionization ͑MI͒ factors calculated as the ratios of ionization cross sections extracted with-to-without correction of the atomic parameters for MI effect. TABLE VI . L-subshell ionization cross sections ͓barn͔ for 4 and 6 MeV C +2 and 8 and 10 MeV C +3 on Ce, Nd, and Lu extracted from the measured x-ray production cross sections using fluorescence and CK yields of Campbell ͓41͔ and radiative rates of Campbell and Wang ͓37͔, corrected for the multiple ionization according to Lapicki et al. ͓66, 69͔ ͓see Eqs. ͑10͒-͑13͔͒. The cross sections listed in bold print are the weighted average of ionization cross sections, extracted from two combinations of L␥ 2+3 and L␥ with the same ͕L␣ , L␥ 1+5 ͖ pair of peak cross sections. They are followed by the weight w i with which the L i extracted from ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖ contributed to this weighted average. Also shown are the multiple-ionization ͑MI͒ factors calculated as the ratios of ionization cross sections extracted with-to-without correction of the atomic parameters for MI effect. Tables V and VI͒ , by no more than 1%. Moreover, as discussed in ͓69͔, the uncertain changes in the fluorescence and Coster-Kronig yields in solid targets ͓73-75͔ plus the complexity of the decay scheme for L-shell transitions and the lack of self-consistency in the selected database for such transitions ͓76͔ would make quantitative studies of the role of post collision rearrangement in K-shell ionization in the context of the L-subshell ionization highly unrealiable. confirmed this at low levels of L-shell ionization-that the effective K-shell fluorescence yield is insensitive to the assumed transition rates. Similarly, Lorenz and Hartmann ͓77͔ showed that the average changes in the L-shell fluorescence due to the original L-shell vacancy spectator are more reliable than the nuances of the transition probabilities for particular cascade schemes. In the following figures 5-7, the ionization data extracted from our x-ray production measurements using the methods of ͓44,61͔ and ͓66,69͔ are plotted, respectively, as stars and triangles. The square symbols represent the data for ionization of Ce and Nd as reported by Braziewicz et al. ͓78͔ .
IV. COMPARISON OF THE EXTRACTED L-SUBSHELL IONIZATION CROSS SECTIONS WITH THEORIES
In Fig. 5 our data and those of Braziewicz et al. ͓78͔ are compared with the predictions of the first Born, which is the sum of the PWBA ͓5͔ and OBKN ͓8͔ ionization cross sections, the ECPSSR ͓9,10͔, the ECUSAR ͓13͔, and the ECUSAR-IS which is the ECUSAR corrected for the IS effect. Due to simplifying assumptions, the coupled-state calculations of Sarkadi and Mukoyama ͓15-20͔ had underestimated subshell cross sections so that their sum was less than the total L-shell ionization cross section without the IS effect. Pajek et al. ͓13͔ rectified this problem by normalizing IS factors such that they merely redistributed collisionally induced L-subshell vacancies without affecting the total L-shell cross section. We have normalized the IS factors c i calculated according Sarkadi ͓79͔ so 
͑13͒
As seen in Fig. 5 -and amplified in Fig. 6 , which exhibits a direct comparison of the ECPSSR and ECUSAR-IS theories as the ratio of the extracted ionization cross sections to the predictions of these theories-the ionization cross sections extracted for the L 1 subshell are the most difficult to predict. While the ECPSSR and ECUSAR-IS theories give reasonable agreement at lower carbon energies, at higher energies for 58 Ce and 60 Nd the extracted ionization data as well as those from Ref. ͓78͔ inexplicably tend to follow the first Born curve. Although these cross sections trace the shape of the curve calculated by the ECUSAR-IS theory, they systematically and substantially fall above that curve. This is consistent with what was observed before by Braziewicz et al. 79 Au bombarded by 2.5-3.4-MeV carbon ions ͓81͔ cross over from the ECPSSR curve at the highest energy to the ECUSAR-IS at the lowest energy. Moreover, our earlier gold data at 3.6-9.5 MeV ͓21͔-contrary to our original conclusion based on the ECPSSR-IS with unnormalized IS factors ͓21͔-are also in superb agreement with the ECUSAR-IS once the IS effect is normalized according to Eq. ͑13͒ ͑see ͓78͔ ͑squares͒ and of the data extracted for our x-ray production measurements for Ce, Nd, and Lu according to Refs. ͓44,61͔ ͑stars͒ and Refs. ͓66,69͔ ͑triangles͒ to the predictions of the ECPSSR ͓9,10͔ ͑open symbols͒ and ECUSAR-IS ͓see Eq. ͑13͔͒ ͑solid symbols͒ theories. 70% for 58 Ce at 4.8 MeV. This underestimation of the data from Ref. ͓74͔ rises to a factor of 2 in the ionization of the L 3 subshell of 58 Ce at the lowest energy and disappears at the highest energy, while our data are in perfect agreement at the lowest energy, but are overestimated by a factor of 2 at the highest energy. For 60 Nd, both Braziewicz et al. ͓78͔ and our data are in excellent ͑i.e., within 20%͒ agreement with the ECUSAR-IS theory of the L 3 -subshell ionization as well as the total L-shell ionization that is dominated by the L 3 contribution. The same is true for our L 3 and L ionization of 71 Lu with exception of the lowest energies where ECUSAR-IS theory underestimates the data by 40%. Figure 7 contrasts the ECUSAR-IS and CUSCAR-IS, which is the semiclassical calculation of Trautmann et al. corrected for the normalized IS effect in the same manner as the ECUSAR. While the CUSCAR-IS cross sections are as much as a factor of 2 above the ECUSAR-IS at high 12 MeV, they converge to the L 1 subshell of Ce and Nd ionization data from Ref. ͓78͔ at this energy ͑see squares in Fig. 7͒ . Based on our L 1 -subshell measurements in Ce and Nd, the CUSCAR-IS is somewhat better than the ECUSAR-IS, although both theories underestimate the data at 10 MeV by a factor of 2 which telescopes to a factor 5 at 4 MeV. For L 2 and L 3 ionization at low energies, the CUSCAR-IS cross sections are almost a factor of 2 above the ECUSAR-IS, which brings them into accordance with the low-energy Ce measurements of Ref. ͓78͔ ͑see squares in Fig. 7͒ . Based on our L 2 and L 3 data ͑see stars and triangles in Fig. 7͒ , however, with the exception of Lu ionization by 4-MeV carbon ions the CUSCAR-IS overestimates them by as much as a factor of 2 while the ECUSAR-IS stays within 30% of all data except a factor of 2 underestimate of the Lu datum at 4 MeV.
V. CONCLUSIONS
The following are the main outcomes of the present investigation.
͑1͒ The weighted average of L i -subshell ionization cross sections extracted from two combinations of the measured x-ray production cross sections, ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖ and ͕L␣ , L␥ 1+5 , L␥͖, is ͑within a few percent͒ identical with L i -subshell ionization cross section extracted only from ͕L␣ , L␥ 1+5 , L␥ 2+3 ͖ measurements. FIG. 7 . ͑Color online͒ Ratios of the L 1 , L 2 , L 3 , L-shell ionization cross sections for Ce and Nd from Ref. ͓78͔ ͑squares͒ and of the data extracted for our x-ray production measurements for Ce, Nd, and Lu according to Refs. ͓44,61͔ ͑stars͒ and Refs. ͓66,69͔ ͑triangles͒ to the predictions of the CUSCAR-IS ͓13͔ ͑open symbols͒ and ECUSAR-IS ͓see Eq. ͑13͔͒ ͑solid symbols͒ theories.
͑2͒ A revision of the Datz technique for isolation of the L␥ 2+3 x-ray production cross section is made. It relies on the L␥ 1+5 rather than the L␥ 1 cross section, multiplies L␥ 4+4 Ј / L␥ 1+5 by S␥ 2+3 / S␥ 4+4 Ј -a factor which does depend on projectile energy due to multiple-hole ionization-and incorporates uncertainties of L␥ 4+4 Ј / L␥ 1+5 in the fitting procedure. For the investigated collision system this revision results in small changes in the extracted L i -subshell ionization cross sections relative to the outcome of the standard Datz technique ͓33͔. It is expected that such a revision should become important for collision systems with larger and more projectile-energy dependent effects of multiple ionization i.e., in the regime of more symmetric and slower collisions.
͑3͒ Use of different sets of single-hole atomic parameters gave practically ͑within 10%͒ the same results for the extracted L-subshell ionization cross sections.
͑4͒ While individual atomic parameters may be substantially changed due to multiple ionization by heavy ions, the cancellation of opposite changes for the fluorescence and nonradiative yields leads to the extracted L-subshell ionization cross sections that are within 10%-35% of the cross sections extracted with single-hole atomic parameters.
͑5͒ Further changes in the fluorescence and nonradiative yields due to vacancy rearrangements in the aftermath of multiple ionization and prior to x-ray emissions are estimated to be under 1%.
͑6͒ Relative to the ionization cross sections extracted with the single-hole atomic parameters, two methods of accounting for multiple ionization showed that the procedures prescribed in Refs. ͓44͔ and ͓61͔ gave-to within 35%-generally higher cross sections while the method of Refs. ͓66͔ and ͓69͔ resulted-to within 15%-in generally lower cross sections for the L 1 and L 2 subshells. For the L 3 subshell, the procedures of Refs. ͓44͔ and ͓61͔ and those of Refs. ͓66͔ and ͓69͔ yielded, respectively, 15% and 10% lower cross sections. For the total L shell, both methods gave virtually the same ionization cross sections, which were about 10% below what they would have been if these methods were not applied.
͑7͒ Except for the extracted L 1 -subshell ionization of lutetium which was in surprisingly excellent accord with the ECUSAR-IS theory, the ECPSSR and ECUSAR were in substantially better agreement with the data than the predictions of the ECUSAR-IS and CUSCAR-IS theories that underestimate our Ce and Nd data for L 1 -subshell ionization by factors of 2-5 as the carbon ion energy decreases from 10 to 4 MeV. These findings also apply to the L 1 -subshell ionization in many other elements by carbon ions as reported in Refs. ͓51,69,81͔. For the 12-MeV measurement of Ref.
͓78͔, the CUSCAR-IS gave very good agreement while the ECPSSR, ECUSAR, and ECUSAR-IS underestimated this datum by a factor of 2. Yet, as shown in Ref. ͓69͔, for the L 1 -subshell ionization of gold, the 2.5-MeV measurement of Ref. ͓49͔ and our earlier 3.6-8.5-MeV cross sections ͓21͔ are in perfect agreement with the ECUSAR-IS after the proper normalization of the IS factors. On the other hand, the factor of 2 gap seen when the gold data of Refs. ͓21 and 51͔ are extrapolated to 3.5 MeV is troublesome. While possible reasons for long-standing problems with the L 1 subshell were recently discussed ͓69͔, they remain unresolved and should continue to be the primary focus of further studies.
͑8͒ For L 2 -subshell ionization, the ECUSAR-IS provides a substantial ͑as much as a factor of 3 at 4 MeV͒ improvement over the ECPSSR and ECUSAR theories. For Ce and Nd, the ECUSAR-IS is in excellent ͑i.e., with a 20% margin͒ agreement with our data at all energies. This agreement remains excellent for the 10-MeV measurement on Lu and deteriorates to a 70% underestimate at 4 MeV. The CUSCAR-IS is in excellent agreement for this datum and overestimates the 10-MeV measurement on Lu by 50%. Except for the 12-MeV datum from Ref. ͓78͔ for Nd and Ce, the CUSCAR-IS overestimates the L 2 -subshell ionization by as much as a factor of 2.
͑9͒ For L 3 -subshell ionization, the ECUSAR and ECUSAR-IS are an equal 20%-50% improvement over the ECPSSR theory. Except for a factor of 2 overestimate of the Ce measurement at 10 MeV and a 40% overestimate of the Lu datum at 4 MeV, the ECUSAR and ECUSAR-IS are in excellent agreement with all data. Except for an excellent agreement with the 4-MeV datum for Lu, the CUSCAR-IS overestimates the L 3 -subshell ionization by 50% at 10 MeV in this element. For Nd and Ce, respectively, the CUSCAR-IS overestimates the measured L 3 -subshell ionization by as much as factors of 2 and 3.
͑10͒ For total L-shell ionization, the trends are similar as for L 3 -subshell ionization while the maximum discrepancies with our data are reduced to 40% for the ECUSAR and ECUSAR-IS and a factor of 2 for the CUSCAR-IS.
Further studies, both theoretical and experimental, are needed to clarify these findings.
