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Abstract
We construct SO(2, 1)×SO(3)-invariant half-BPS solutions in six-dimensional (0,4)
supergravity with m tensor multiplets. The space-time manifold of each one of these
solutions consists of an AdS2 × S2 warped over a Riemann surface Σ with bound-
ary. The most general local solution is parametrized by one real harmonic function,
and m + 2 holomorphic functions which are subject to a quadratic constraint and a
hermitian inequality, both of which are manifestly SO(2,m) invariant. Imposing suit-
able conditions on these harmonic and holomorphic functions, we construct globally
regular supergravity solutions with N distinct AdS3 × S3 asymptotic regions and con-
tractible Σ. These solutions have an intricate moduli space, whose dimension equals
2(m + 1)N − m − 2 and matches the counting of three-form charge vectors and un-
attracted scalars of the tensor multiplet. Exact explicit formulas for all supergravity
fields are obtained in terms of the moduli.
Our solutions give the near-horizon geometries for junctions of N self-dual strings
in six dimensions, and are holographic duals to CFTs defined on N half-planes which
share a common interface line. For m = 5, the solutions lift to quarter-BPS solutions
for six-dimensional (4,4) supergravity.
1This work is supported in part by NSF grants PHY-08-55356 and PHY-07-57702.
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1 Introduction
Over the past few years, considerable progress has been made on the construction of exact
half-BPS classical solutions to Type IIB and M-theory supergravity. Research motivated by
studies in gauge/gravity duality [1, 2, 3] (for reviews, see e.g. [4, 5]) has focused on solutions
whose space-time manifold contains a (warped) factor of an AdS space, and on so-called
bubbling solutions. By construction, all these solutions have non-trivial isometries, and
an asymptotic symmetry which coincides with the asymptotic symmetry of the maximally
supersymmetric solution.
A general classification of such half-BPS solutions for both Type IIB and M-theory super-
gravity in terms of conformal superalgebras and their subalgebras was proposed in [6]. Many
of the resulting cases admit immediate interpretations in terms of intersecting branes, and
are holographic duals to gauge theory states with defects of various dimensions. For example,
Type IIB solutions which are holographic duals to states of N = 4 super-Yang-Mills (SYM)
theory in 3 + 1-dimensional space-time include the following: (1) the bubbling solutions
of [7], which are invariant under the superalgebra PSU(2|2)2 and dual to local half-BPS
operators; (2) the solutions of [8], which are invariant under the superalgebra OSp(4∗|4)
and dual to straight Wilson lines (see also [9, 10, 11]); (3) the half-BPS Janus solutions
of [12, 13], which are invariant under OSp(4|4,R), are dual to a planar 2 + 1-dimensional
interface or defect (see also [14, 15, 16, 17, 18]), and provide supersymmetric generalizations
to the original Janus solution of [19]. In M-theory, bubbling solutions were derived in [7],
while a wealth of half-BPS solutions with AdS factor is available in [20, 21, 22, 23, 24].
Supersymmetry provides a powerful tool for the construction of explicit solutions, as
second order field equations may be replaced by first order BPS equations. In the case of
defect solutions with 16 supersymmetries, the BPS equations in Type IIB and M-theory
suffice to solve the full Bianchi and field equations. The space-time structure of the resulting
half-BPS solutions to Type IIB and M-theory is of the form,
AdSp0 × Sp1 × Sp2 × Σ (1.1)
where Σ is a Riemann surface with boundary over which the product AdSp0 × Sp1 × Sp2 is
warped, while the total dimension p0 +p1 +p2 +2 equals 10 for Type IIB and 11 for M-theory.
All these solutions have co-homogeneity 2, following the definition of [25]. Remarkably,
although various integrable systems on Σ arise during the course of the analysis of the BPS
equations [26], the final solutions are invariably expressible in terms of holomorphic functions
on Σ, parametrized by strata of finite-dimensional moduli spaces.
Supersymmetry can still be a powerful tool with fewer supersymmetries. One class of
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examples1 are Janus-like solutions with 8 supersymmetries arise by considering Type IIB
supergravity on the following space-times involving a K3 surface,
AdS2 × S2 ×K3× Σ (1.2)
where the product AdS2×S2×K3 is warped over the Riemann surface Σ with boundary. The
solutions of [31, 32] (see also [33, 34, 35, 36, 37]) are locally asymptotic to the AdS3×S3×K3
vacuum solution, which has 16 supersymmetries. Although less supersymmetric than their
counterparts of (1.1), these solutions are still expressible in terms of holomorphic functions
on Σ and parametrized by interesting moduli spaces.
However, the solutions of [31, 32] did not turn on the moduli and fluxes of the K3
factor. In principle this can be done using a ten-dimensional Ansatz, but it will be simpler
to consider this problem directly within the framework of the six-dimensional supergravity
obtained by the compactification of Type IIB on K3. The moduli of the K3 manifold arise
as scalar fields which, together with the dilaton and axion, live in a coset manifold.
Six-dimensional supergravity admits dyonic string solutions preserving four supersym-
metries which are analogues to (p, q) strings in ten dimensions. In [38, 39] it was shown that
in ten dimensions there exist BPS configurations where three (p, q) strings join at a point,
and that such configurations can be combined to construct networks of strings.
A similar analysis was carried out in six dimensions in [37], finding that there exist
supersymmetric junctions with an arbitrary number of dyonic strings, provided that the
angles between the strings are adjusted according to their charges. Naturally, the solutions
of [31, 32] were interpreted as the smooth near-horizon geometries produced by the back-
reaction of these junctions of dyonic strings.
In this paper, we shall construct exactly the general solution with 8 supersymmetries
to the six-dimensional chiral (0, 4) - or ”Type 4b” - supergravity theory which has 16 su-
persymmetries. The (0, 4) theory is in many respects the six-dimensional analogue of ten-
dimensional Type IIB supergravity. The (0, 4) theory was constructed by Romans [40] (see
also [41, 42]), and consists of a supergravity multiplet together with m tensor supermulti-
plets. Classically, all values of m are allowed, but anomaly cancellation restricts m to the
values 5 or 21. The scalars live in the SO(5,m)/(SO(5) × SO(m)) coset manifold. For
m = 5, the (0, 4) theory may be obtained as a chiral truncation of the (4, 4) six-dimensional
supergravity theory with 32 supersymmetries, which was constructed in [43]. The m = 21
supergravity is given by Kaluza-Klein compactification of Type IIB on K3, but it appears
unknown, at present, whether this truncation is consistent or not.2
1Other examples are bubbling AdS3 solutions, see e.g. [27, 28, 29, 30].
2We thank the referee for stressing this point.
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The (0, 4) supergravity admits a vacuum solution with space-time manifold AdS3 × S3
and the maximal number of 16 supersymmetries. Its isometries are the SO(2, 2) × SO(4)
maximal bosonic subalgebra of the full PSU(1, 1|2)2 symmetry superalgebra. The vacuum
solution is analogous to the AdS5 × S5 solution to Type IIB with 32 supersymmetries. The
space-time manifold of six-dimensional half-BPS Janus solutions is of the form,
AdS2 × S2 × Σ (1.3)
where the product AdS2 × S2 is warped over the Riemann surface Σ. The solutions are
invariant under the isometry SO(2, 1)×SO(3) which is the maximal bosonic subalgebra of the
full PSU(1, 1|2) symmetry superalgebra of the six-dimensional Janus solutions. Contrarily
to the half-BPS Janus slicing of AdS5 × S5 in Type IIB, the warped space-time of (1.3)
provides an essentially unique AdS-slicing of the vacuum solution AdS3×S3. Asymptotically
AdS3×S3 bubbling solutions with geometry S1×S1×R×Σ3 where Σ3 is a three-dimensional
base, were obtained in [27, 36, 28]. Together with these bubbling solutions, the AdS3 × S3
Janus solutions account for the most general presently known class of half-BPS solutions
with AdS3 × S3 asymptotics in six-dimensional supergravity.
1.1 Summary of results and organization
Since this paper is relatively long and technical, we shall present here a brief summary of
our results. There are two parts to the solution; one local, the other global.
First, we shall derive a complete local solution, characterized by one real harmonic func-
tion and m + 2 holomorphic differential one-forms on the Riemann surface Σ. Such a local
solution solves the BPS conditions, the Bianchi identities, and the field equations point-wise
on Σ. The local solution will be obtained in several steps. In Section 3 the BPS equations
will be reduced using the SO(2, 1)× SO(3)-invariant Ansatz for the metric,
ds2 = f 21ds
2
AdS2
+ f 22ds
2
S2 + ds
2
Σ (1.4)
as well as corresponding Ansa¨tze for the scalar and anti-symmetric tensor fields. Solving
the BPS equations in Section 4, we shall find that the scalar fields are restricted to live on
a SO(2,m)/(SO(2) × SO(m)) sub-manifold of the full SO(5,m)/(SO(5) × SO(m)) scalar
coset, and that the anti-symmetric tensor fields are restricted accordingly. However, the
solutions to the BPS equations do not automatically solve the Bianchi and field equations. In
Section 5, the local solutions to the BPS equations are combined with the Bianchi identities,
and used to produce solutions to the full set of Bianchi and field equations. These solutions
are parametrized by a single real harmonic function H, and m + 2 holomorphic one-forms
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ΛA with A = 1, · · · ,m+ 5, and Λ3 = Λ4 = Λ5 = 0, subject to the relations,3
Λ · Λ = 2(∂H)2
Λ · Λ¯ ≥ 2|∂H|2 (1.5)
where η is the SO(5,m)-invariant metric. The expressions for the metric factors f1, f2, and
ds2Σ, as well as for the scalars, anti-symmetric tensor fields and associated charges of the
solution may be found in Section 5.4.
Second, to obtain globally well-defined and regular solutions, which are locally asymp-
totically AdS3 × S3, the harmonic function H and the holomorphic one-forms ΛA must be
subject to certain topology and regularity conditions, which will be spelled out in Section 6.
A first topological condition requires the boundary of the Riemann surface Σ to correspond
to a vanishing volume for the S2 fiber, so that f2 = 0 on ∂Σ, and f2 6= 0 in the interior of Σ.
For simplicity in the present paper, we shall assume that ∂Σ consists of a single connected
component, though we know from [32] that this assumption may be easily relaxed, and that
∂Σ can support multiple connected boundary components. A second topological condition
requires that the space-time manifold will have N of asymptotic regions where the geometry
is locally asymptotically AdS3 × S3. Finally, the solution should otherwise be smooth.
Figure 1: Global structure of the N = 4 solutions.
Parameterizing Σ by the upper half-plane, the above topological and regularity conditions
are solved by a harmonic function H and m+ 2 holomorphic one-forms ΛA given by,
H(w, w¯) =
N∑
n=1
(
i cn
w − xn −
i cn
w¯ − xn
)
3Throughout, we shall use the SO(5,m)-invariant metric η = diag(I5,−Im) to raise and lower indices
KA = ηABKB , for C
5,m vectors K, and to form their inner product defined by K · L ≡ ηABKALB .
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ΛA(w) =
N∑
n=1
( −iκAn
(w − xn)2 +
−iµAn
w − xn
)
dw (1.6)
where the positions of the poles xn and their residues cn, κ
A
n , µ
A
n are real, with cn > 0, and
restricted by the fact that H and ΛA must obey both relations of (1.5). To each pole xn
corresponds a distinct asymptotic AdS3 × S3 region, where µAn gives the m+ 2-dimensional
vector of three-form charges4 on the corresponding asymptotic three-cycles S3. There are
also 2m scalar expectation values associated with each asymptotic AdS3 × S3 region. The
attractor mechanism fixes m of these in terms of the charges µAn . The values of the other m
scalars are related to the residues κAn/cn, and are (locally) arbitrary. Thus, each asymptotic
region has 2m+ 2 moduli. Charge conservation demands that the sum of the charge vectors
µAn vanishes. Consequently, the total number of independent physical parameters coming
from all asymptotic regions is,
number of independent real moduli = 2(m+ 1)N − (m+ 2) (1.7)
It will be shown in Section 7 that the number of physically independent moduli of (1.7)
precisely matches the number of free parameters in the solution (1.6) subject to (1.5).
For general values of m and N , the constraints imposed by (1.5) on the parameters
xn, cn, κ
A
n , and µ
A
n consist of nested quadratic relations, and are highly non-trivial to solve
analytically. Therefore, in Section 8, we shall begin by exhibiting solutions in a number of
special cases, namely by solving (1.5) numerically for N = 3, 4, 5. These results demonstrate
that regular solutions with asymptotic AdS3 × S3 regions do exist, and may be obtained by
straightforward numerical analysis.
Finally, in Section 9, we shall present a completely explicit analytical solution with the full
number of free parameters given in (1.7), for general m, and general number N of asymptotic
AdS3×S3 regions. To do so, a light-cone like parametrization of the functions λA = ΛA/∂H
is used to solve the first constraint of (1.6) in a rational manner. The corresponding holo-
morphic light-cone functions may be parametrized explicitly by 2N − 2 auxiliary poles and
associated residues, in terms of which the second constraint of (1.6) reduces to a set of
Schwarz identities, which are found to be easily satisfied. For m ≤ 2, our solutions are found
to reduce precisely to the solutions obtained in [31, 32], as should have been expected.
The solutions constructed in this paper are to Type 4b six-dimensional supergravity with
m tensor multiplets. Certain classes of these solutions are known to uplift to exact solutions
of the full ten-dimensional Type IIB supergravity. They include all solutions with m = 5,
4This counting holds when Σ is simply connected; otherwise additional homology three-cycles and charges
will arise, which must be included in the counting towards the total number of charges.
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since they can be lifted to Type IIB solutions via the consistent truncation of this theory on
the zero modes of T 4. They also include all solutions for m = 21 for which the scalars take
values in a SO(2, 2)/SO(2)×SO(2) submanifold of the full SO(5, 21)/SO(5)×SO(21) coset,
where no moduli of the K3 are turned on and the 2-form fields restricted accordingly [31].
Whether the general solutions, beyond these two special cases, also lift to exact solutions of
Type IIB is unknown to us since it is, at present, unknown whether six dimensional Type
4b theory with m = 21 arises as a consistent truncation of Type IIB on K3, or not. All of
our solutions are, however, approximate solutions to Type IIB in the usual sense of Kaluza-
Klein reduction, provided the scale of the solution is much larger than the scale of the K3
compactification manifold. Since each one of our solutions, for given asymptotic charges µn
with µn · µn > 0, is completely regular as a 6-dimensional space-time, there will always be a
sufficiently small scale of the K3 compactification (determined by the moduli of the solution)
for which the solution is a reliable approximation to a full Type IIB solution with the same
charge assignments.
The holographic interpretation of our solutions is given as the dual of interfaces between
two CFTs, or more general as a junction of an arbitrary number of CFTs. The discussion
parallels the one given in [31] which we will briefly review in the following. Each one of
the N asymptotic AdS3 × S3 regions is dual to a 1+1-dimensional CFT defined on a half
line (× time). Each CFT is associated with the near-horizon limit of a half-BPS dyonic
string in the six-dimensional supergravity carrying the same charges. The CFTs are joined
at a zero-dimensional defect which on the gravity side can be thought of as the boundary
of the AdS2 factor. Hence the solution is the holographic dual of a junction of N CFTs
glued together at a one dimensional defect. The values of the un-attracted scalars in each
asymptotic region correspond to exactly marginal deformations (i.e. moduli) of each CFT.
This construction generalizes the Janus solution which has only two asymptotic AdS regions
and corresponds to an interface of two CFTs where the moduli can jump when crossing the
one dimensional interface.
Since each asymptotic AdS3 × S3 region is associated with half-BPS dyonic string the
1/2 BPS solutions presented in this paper can be viewed as near horizon limit of 1/4 BPS
junctions of strings in 6 dimensional flat space. The supersymmetry gets enhanced in the
near horizon limit. The existence of exact solutions of junctions of CFTs makes it possible
to holographically calculate important observables such as the entanglement entropy and
reflection and transmission coefficients. It might be possible that our solutions have some
relevance for the description of junctions of quantum wires.
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2 Review of six-dimensional supergravities
In this section, we shall give a brief overview of supergravity theories in six space-time
dimensions, with various degrees of supersymmetry.
In six dimensions, a Weyl spinor is complex but self-conjugate. The Majorana condition
cannot be imposed consistently on a single Weyl spinor; however, the symplectic Majorana
condition may be imposed consistently on pairs of Weyl spinors.
As a result, supergravity theories may be distinguished by a pair of integers (n+, n−)
where n± count the number of Weyl spinor supersymmetries of each chirality. The total
number of (real) components of the supersymmetry generators equals 2n+ + 2n−. If the
symplectic-Majorana condition is imposed in each chirality sector, both integers n± must
be even. The corresponding R-symmetry is USp(n+)× USp(n−), under which the super-
symmetries transform in the representation (n+, 1)⊕ (1, n−). The maximal number of (real)
components of the supersymmetry is 32, while the minimum number is 4. Many, but not all,
of the corresponding supergravity theories may be obtained by dimensional reduction from
eleven-dimensional M-theory, or from the ten-dimensional Type IIA, Type IIB, or N = 1
(heterotic) supergravities. Below, we provide a list of supergravity theories for which all
supersymmetries are subject to the symplectic Majorana condition,
• 32 supersymmetries: The theory with (n+, n−) = (4, 4) is non-chiral; it may be ob-
tained by compactification of Type II (A or B) supergravity on T 4. Its field content
consists of the metric, 8 Rarita-Schwinger fields, 5 anti-symmetric tensor fields, 16 vec-
tor fields, 40 spinor fields, and 25 scalars parameterizing a SO(5, 5)/(SO(5)× SO(5))
coset. Its Lagrangian and supersymmetry transformations were constructed in [43].
• 32 supersymmetries: The maximally chiral (0, 8) theory has been studied in [44], where
its field multiplet structure was determined (at the linearized level). To date, full field
equations and Lagrangians for the (0, 8) and (2, 6) theories have not been written down.
• 16 supersymmetries: The Type 4a theory with (n+, n−) = (2, 2) can be obtained by
compactification of Type IIA theory on K3 [45]. Its field content consists of the metric,
4 Rarita-Schwinger fields, vector fields, spinor fields, and scalars.
• 16 supersymmetries: The Type 4b theory with (n+, n−) = (0, 4), can be obtained by
compactification of Type IIB theory on K3 [40] (see also [41, 42]). This is the theory
of central interest to us, and its properties will be given in detail below.
• 8 supersymmetries: The (0, 2)-theories have been discussed in detail in [42].
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2.1 The (0, 4) theory
The six-dimensional Type 4b supergravity with (n+, n−) = (0, 4) is a close analogue of ten-
dimensional Type IIB supergravity. The field content of the theory consists of a supergravity
multiplet, and m anti-symmetric tensor multiplets. The supergravity multiplet contains the
metric5 gµν , four negative chirality Rarita-Schwinger fields ψ
α
µ , and five anti-symmetric tensor
fields BIµν with self-dual field strength. The m anti-symmetric tensor multiplets account for
m anti-symmetric tensor fields BRµν with anti-self-dual field strength, 4m Weyl spinors χ
rα
of positive chirality, and 5m scalars V iR, which parametrize the coset SO(5,m)/(SO(5) ×
SO(m)). The multiplet structure is summarized in Table 1 below,
Field gµν B
I
µν B
R
µν V
i
R ψ
α
µ χ
rα
SO(5) 1 5 1 5 4 4
SO(m) 1 1 m m 1 m
Table 1: Field content of six-dimensional (0, 4) supergravity
2.1.1 Chiral truncation of the (4, 4) theory
Consider now the following chiral truncation of the (4, 4) theory. We set to zero the sixteen
vector fields, the four positive chirality components of the Rarita-Schwinger fields and of
the supersymmetry parameters, as well as the twenty negative chirality components of the
spinor fields. The field contents, Lagrangian, and supersymmetry transformations of this
chiral restriction precisely coincide with those of the (0, 4) theory for the special choice of
m = 5. Note that the 5 anti-symmetric tensor fields of the (4, 4) theory split into self-dual
and anti-self-dual, thereby providing the appropriate fields required for both the supergravity
and anti-symmetric tensor multiplets of the (0, 4) theory.
It follows immediately that every classical solution to the field equations of the (0, 4)
theory for m ≤ 5 may be lifted to a solution of the (4, 4) theory with the same number of
residual supersymmetries. On the other hand, cancellation of fermion anomalies in the (0, 4)
theory by itself requiresm = 21, in which case the theory can be obtained by compactification
of ten-dimensional Type IIB string theory on K3. In our search for classical (BPS) solutions
in the (0, 4) theory, we shall keep m arbitrary as long as possible.
5A detailed summary of notations and conventions for indices may be found in Appendix A.
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2.1.2 Possible truncations of the (0, 8) and (2, 6) theories ?
General considerations of supersymmetry representation theory indicate that field theories
should exist with (0, 8) and (2, 6) supersymmetry (totalling 32 supersymmetries). For the
(0, 8) theory, the field multiplet at the linearized level is known [44], but its extension to
the fully interacting level is not known. Even at the linearized level, this theory is clearly
out of the ordinary, as the customary metric field for the graviton is replaced here by a
rank-four tensor with the symmetries of the Riemann tensor. Even less is known for the
(2, 6) theory. Yet, both theories are expected to reduce to N = 8 supergravity in five and
in four dimensions, which makes them interesting, at least in principle. Can one expect the
(0, 4) theory to be a truncation of the (0, 8) and (2, 6) ? If so, the solutions obtained for the
(0, 4) theory in this paper would lift also to solutions of the (0, 8) and (2, 6) theories.
2.2 Scalar fields
We begin by spelling out the coset parametrization of the scalar fields, and the duality
restrictions on the anti-symmetric tensor fields for (0, 4) supergravity [40] (see also [42, 41])
in the subsequent section. Consistently with the discussions of the preceding section, we
shall keep the number m of anti-symmetric tensor multiplets arbitrary.
The scalar fields take values in the coset space SO(5,m)/(SO(5) × SO(m)), and may
be parametrized in terms of a frame field V which takes values in SO(5,m). A convenient
explicit representation may be obtained by block-decomposing the SO(5,m)-invariant metric
η and the frame V according to the maximal compact subgroups SO(5)× SO(m),
η =
(
I5 0
0 −Im
)
V = V (i,r)A =
(
V iI V
i
R
V rI V
r
R
)
(2.1)
The index A = (I, R) will label the fundamental representation of SO(5,m), while the indices
(i, r) will label the fundamental representation of SO(5) × SO(m), with I, i = 1, · · · , 5 and
R, r = 6, · · · ,m + 5. Since the indices i and r label different objects, we shall refrain from
assembling them into a single index, following [40]. The SO(5,m) index A is raised, lowered,
and contracted with the SO(5,m)-invariant metric η, while we will raise, lower, and contract
indices i and r with the positive Euclidean metrics δij and δrs. Since V ∈ SO(5,m), it obeys,
η = V tηV V −1 = ηV tη (2.2)
The block decomposition of the right-invariant flat SO(5,m)-connection is given by,
∂µV V
−1 =
(
Qµ
√
2Pµ√
2Rµ Sµ
)
(2.3)
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Since ∂µV V
−1 takes values in the Lie algebra of SO(5,m), the product ∂µV V −1η is anti-
symmetric, which implies the following relations between the connection components,
Qtµ = −Qµ Rµ = P tµ Stµ = −Sµ (2.4)
Here, Qµ and Sµ are canonical connections taking values in the Lie algebras of SO(5) and
SO(m) respectively, while Pµ is a canonical frame on SO(5,m)/(SO(5)× SO(m)).
We represent the coset SO(5,m)/(SO(5)×SO(m)) by a 5m-dimensional slice in SO(5,m).
We follow the conventions introduced in [40], which are the natural ones associated with the
right-invariant connection ∂µV V
−1. A transformation under the action ofM∈ SO(5,m) of
a point V on the slice to another point V ′ on the slice is by right-multiplication, and must
be compensated by a gauge transformation M ∈ SO(5)× SO(m) acting on the left,
VM = M−1V ′ M =
(
M5 0
0 Mm
)
(2.5)
The canonical frame and connections then transform as follows,
∂µV
′(V ′)−1 = M∂µV V −1M−1 + ∂µMM−1 (2.6)
The component formulas for the canonical frame and connection fields are,
√
2P irµ = −(∂µV iA)V rB ηAB
Qijµ = +(∂µV
i
A)V
j
B η
AB
Srsµ = −(∂µV rA)V sB ηAB (2.7)
A good parametrization of the coset SO(5,m)/(SO(5)× SO(m)) is provided by V iR.
2.3 Anti-symmetric tensor fields
The anti-symmetric rank-two tensor fields BAµν , respectively B
I
µν of the supergravity multi-
plet, and BRµν of the anti-symmetric tensor multiplet, give rise to field strength three-forms,
GA = dBA (2.8)
The associated SO(5,m)-covariant field strength three-forms H i and Hr, defined by,
H i = V iAG
A
Hr = V rAG
A (2.9)
are respectively self-dual and anti-self-dual three-forms, obeying,
∗H i = +H i
∗Hr = −Hr (2.10)
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2.4 Bianchi identities
As a result of their definition in (2.3), the fields P,Q and S obey the following Bianchi
identities, expressed here in exterior form notation,
dP ir −Qij ∧ P jr − Srs ∧ P is = 0
dQij −Qik ∧Qkj − 2P ir ∧ P jr = 0
dSrs − Srt ∧ Sts − 2P ir ∧ P is = 0 (2.11)
where summation over repeated indices is implied. Similarly, the three-forms G obey simple
Bianchi identities,
dGA = 0 (2.12)
As a result of the relation (2.9), the fields H i and Hr then obey the Bianchi identities,
dH i −Qij ∧Hj −
√
2P ir ∧Hr = 0
dHr − Srs ∧Hs −
√
2P ir ∧H i = 0 (2.13)
2.5 Field equations for bosonic fields
The Bianchi identities and field equations for the bosonic fields are as follows. For the field
strengths H i and Hr, the Bianchi identities and field equations are equivalent to one another
in view of their duality properties. Substituting (2.10) into (2.13), we find the following field
equations for H i, Hr,
d ∗H i −Qij ∧ ∗Hj +
√
2P ir ∧ ∗Hr = 0
d ∗Hr − Srs ∧ ∗Hs +
√
2P ir ∧ ∗H i = 0 (2.14)
In components these equations read as follows,
∇µH iµνρ − (Qµ)ijHjµνρ +
√
2(P µ)irHrµνρ = 0
∇µHrµνρ − (Sµ)rsHsµνρ +
√
2(P µ)irH iµνρ = 0 (2.15)
where ∇µ is the covariant derivative with respect to the affine connection. The Einstein
equations are given by,
Rµν −H iµρσH i ρσν −HrµρσHr ρσν − 2P irµ P irν = 0 (2.16)
The field equation for the scalars is given by,
∇µP irµ − (Qµ)ijP jrµ − (Sµ)rsP isµ −
√
2
3
H i µνρHrµνρ = 0 (2.17)
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2.6 Supersymmetry transformation for fermionic fields
The fermionic fields ψαµ and χ
rα of the (0, 4) supergravity, as well as the local supersymmetry
spinor parameter εα, have definite chiralities, and obey the symplectic Majorana conditions,
given by,
γ7ψαµ = −ψαµ ψαµ = B Cαβ (ψβµ)∗
γ7χrα = +χrα χrα = B Cαβ (χrβ)∗
γ7εα = −εα εα = B Cαβ (εβ)∗ (2.18)
Representations for Dirac matrices for SO(1, 5) and SO(5) may be found in Appendix A,
where a number of useful Dirac algebra relations have also been collected. In particular, B is
the SO(1, 5) complex conjugation matrix, while C is the SO(5) charge conjugation matrix,
whose definitions and representations are given in (A.10) and (A.16) of Appendix A.
The supersymmetry transformations on the fermionic fields are given by,6
δψαµ = Dµε
α − 1
4
H iµνργ
νρ (Γi)αβε
β
δχrα =
1√
2
γµP irµ (Γ
i)αβε
β +
1
12
γµνρHrµνρε
α (2.19)
The covariant derivative in (2.18) is taken with respect to the SO(1, 5) spin connection ωµ
and the SO(5)-connection Qµ, and given by,
Dµε
α ≡ ∂µεα + 1
4
ωMNµ γMNε
α − 1
4
Qijµ (Γ
ij)αβ ε
β (2.20)
It is manifest that these relations are consistent with the chirality restrictions of (2.18).
They are also consistent with the symplectic Majorana condition, as may be established
by analyzing the complex conjugate relations. Finally, using the chirality of εα, as well as
formula (A.9), we derive the relation, γµνρHrµνρε
α = −γµνρ(∗Hr)µνρεα. Therefore, the last
term in δχrα is non-zero only if ∗Hr = −Hr, which is indeed the case from (2.10).
The BPS equations correspond to the vanishing of the supersymmetry transformations,
δψαµ = δχ
rα = 0 (2.21)
for all fermionic fields, while setting the fermionic fields to zero. For non-trivial εα, the
corresponding bosonic solutions are invariant under some degree of supersymmetry.
6The Dirac matrices γµ with respect to coordinate indices are related to the Dirac matrices γM with
respect to frame indices by γM = eMµγ
µ.
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3 Ansatz and reduced BPS equations
In this section, we construct the general Ansatz invariant under SO(2, 1) × SO(3) for the
bosonic fields and supersymmetry transformation parameters of (0,4) supergravity. The BPS
equations of (2.21) will then be reduced by restricting them to this Ansatz.
3.1 The SO(2, 1)× SO(3)-invariant Ansatz
We seek the most general Ansatz in six-dimensional (0,4) supergravity with SO(2, 1)×SO(3)
symmetry. The SO(2, 1) requires the geometry to contain a factor of AdS2, while the SO(3)
requires a factor of S2, both of which are warped over a two-dimensional surface Σ, yielding
a total warped space-time structure AdS2 × S2 × Σ. The Ansatz for the metric is given by,
ds2 = f 21ds
2
AdS2
+ f 22ds
2
S2 + ds
2
Σ (3.1)
where f1 and f2 are real functions on Σ. Orthonormal frames are defined by,
ds2AdS2 = η
(2)
mn eˆ
m ⊗ eˆn em = f1 eˆm m = 0, 1
ds2S2 = δpq eˆ
p ⊗ eˆq ep = f2 eˆp p = 2, 3
ds2Σ = δab e
a ⊗ eb ea = ρ eˆa a = 4, 5 (3.2)
The metrics ds2AdS2 and ds
2
S2 , as well as the orthonormal frames eˆ
m and eˆp, respectively
refer to the spaces AdS2 and S
2 with unit radius. The Ansatz for the scalar field strength
one-forms P ir, as well as the composite connection one-forms Qij and Srs is as follows,
P ir = pira e
a
Qij = qija e
a
Srs = srsa e
a (3.3)
Finally, the Ansatz for the three form field strength is,
H i = giae
01a + hiae
23a
Hr = g˜rae
01a + h˜rae
23a (3.4)
The functions f1, f2, ρ, p
ir
a , q
ij
a , s
rs
a , g
i
a, h
i
a, g˜
r
a, h˜
r
a depend only on the coordinates on Σ. The
duality relations (2.10), combined with ∗e01a = abe23b and ∗e23a = −ab e01b, produce the
following relations,
hia = −abgib
h˜ra = +a
bg˜rb (3.5)
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3.2 Killing spinor basis
A convenient basis of Killing spinors on AdS2 × S2 × Σ is provided by the spinors χη1,η2,η3
of SO(2, 1)× SO(3)× SO(2), which are defined by the following equations,
(
∇ˆm − 1
2
η1γ˜m ⊗ I ⊗ I
)
χη1,η2,η3 = 0 m = 0, 1(
∇ˆp − i
2
η2I ⊗ γ˜p ⊗ I
)
χη1,η2,η3 = 0 p = 2, 3
I ⊗ I ⊗
(
I − η3σ3
)
χη1,η2,η3 = 0 (3.6)
Integrability requires η21 = η
2
2 = η
2
3 = 1. Given η, there are 4 independent solutions χ
η1,η2,η3
to (3.6). An explicit representation for the Dirac matrices γ˜m and γ˜p on AdS2 and S
2
respectively is given in Appendix A. The chirality matrices on AdS2 × S2 reverse the signs
of the η1 and η2, allowing us to make the following identifications,
(σ3 ⊗ I ⊗ I)χη1,η2,η3 = χ−η1,η2,η3
(I ⊗ σ3 ⊗ I)χη1,η2,η3 = χη1,−η2,η3 (3.7)
Under charge conjugation of χ, we produce a spinor χc, defined by,
(χc)η1,η2,η3 = B (χη1,η2,η3)∗ (3.8)
Since six-dimensional Minkowski space-time does not support Majorana spinors, χc can never
be identified with χ, and therefore produces an independent spinor. It will be convenient
to chose the space of χ and χc spinors as a basis for the full 8-components supersymmetry
spinors εα, which gives us the following decomposition,
εα =
∑
η1,η2,η3
(
χη1,η2,η3 ⊗ ζαη1,η2,η3 + (χc)η1,η2,η3 ⊗ ζˆαη1,η2,η3
)
(3.9)
where the coefficients ζαη1,η2,η3 and ζˆ
α
η1,η2,η3
are spinors of SO(5), as indicated by the index
α. As explained in Appendix A, there is an additional two-fold degeneracy of χη1,η2,η3 which
will double the number of supersymmetries.
The six-dimensional chirality matrix γ7, which in our basis is given by γ7 = σ3⊗σ3⊗σ3,
relates different components of χ and χc,
γ7 χη1,η2,η3 = η3 χ
−η1,−η2,η3
γ7 (χc)η1,η2,η3 = η3 (χ
c)−η1,−η2,η3 (3.10)
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As a result, the negative chirality condition γ7εα = −εα imposes the following relations
between the different components of ζ, and between the different components of ζˆ,
ζαη1,η2,η3 = −η3 ζα−η1,−η2,η3
ζˆαη1,η2,η3 = −η3 ζˆα−η1,−η2,η3 (3.11)
The symplectic Majorana condition εα = B Cαβ (εβ)∗ imposes relations between ζ and ζˆ,
ζαη1,η2,η3 = −Cαβ (ζˆβη1,η2,η3)∗
ζˆαη1,η2,η3 = +Cαβ (ζβη1,η2,η3)∗ (3.12)
where C is the charge conjugation matrix of SO(5), given in our basis by C = σ1 ⊗ σ2. As a
result, ζˆ may be eliminated in terms of ζ∗, yielding our final decomposition formula for the
supersymmetry spinor,
εα =
∑
η1,η2,η3
(
χη1,η2,η3 ⊗ ζαη1,η2,η3 + (χc)η1,η2,η3 ⊗ Cαβ ζβ∗η1,η2,η3
)
(3.13)
Since the BPS equations are compatible with the symplectic Majorana condition, the reduced
BPS equations for ζ and ζ∗ will automatically be complex conjugates of one another.
3.3 Derivation of the reduced BPS equations
The detailed derivation of the reduced BPS equations will be presented in Appendix B. Here,
we shall provide only a summary of the results. We use the standard notation for the Pauli
matrices τa, with a = 0, 1, 2, 3, acting on the indices η of ζ,(
τ (abc)ζα
)
η1,η2,η3
≡ ∑
η′1,η
′
2,η
′
3
(τa)η1,η′1(τ
b)η2,η′2(τ
c)η3,η′3ζ
α
η′1,η
′
2,η
′
3
(3.14)
In this notation, the chirality condition becomes,
τ (113)ζ = −ζ (3.15)
The reduced BPS equations for the variation of the gravitini field are,
(m) 0 =
1
f1
τ (300)ζ +
Daf1
f1
τ (11a)ζ + giaτ
(01a)Γiζ (3.16)
(p) 0 =
i
f2
τ (130)ζ +
Daf2
f2
τ (11a)ζ − ihiaτ (10a)Γiζ
(a) 0 =
(
Da +
i
2
ωˆaτ
(003) − 1
4
qija Γij
)
ζ +
1
2
giaτ
(100)Γiζ − i
2
hiaτ
(010)Γiζ
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while the reduced BPS equations for the fermions χrα are given by,
(c) 0 =
√
2pira τ
(11a)Γiζ − g˜raτ (01a)ζ + ih˜raτ (10a)ζ (3.17)
Next, we perform the substitution ζ = −τ (113)ζ in the second term of equation (m), in
the fourth term of equation (a), and in the second term of equation (c), and then multiply
equations (p) and (c) to the left by τ (100). We see that the two eigenmodes of τ (300) decouple
from one another and are mapped into one another by reversing the sign of f1. Given one
sign for the physical field f1, one or the other eigenmode must vanish. We choose the non-
vanishing mode to be the one corresponding to eigenvalue +1, and omit the first index entry
in the τ -matrices, so that τ (0bc) → τ (bc). In the same vein, we continue to use the notation ζ
for the eigenmode of τ (300) with eigenvalue +1. Finally, we perform a cyclic permutation on
the Pauli matrices,
τ (10) → τ (20), τ (20) → τ (30), τ (30) → τ (10) (3.18)
After multiplying the resulting equation (p’) on the left by τ (13), and eliminating hia and h˜
r
a
in terms of respectively gia and g˜
r
a using the duality equations (3.5), the equations become,
(m′′) 0 =
1
f1
ζ − Daf1
f1
τ (0a)τ (03)ζ + giaτ
(2a)Γiζ
(p′′) 0 =
1
f2
τ (33)ζ − Daf2
f2
τ (0a)τ (03)ζ − giaτ (2a)Γiζ
(a′′) 0 = (Da +
i
2
ωˆaτ
(03))ζ − 1
4
qija Γijζ −
1
2
giaτ
(23)Γiζ +
i
2
abg
i
bτ
(20)Γiζ
(c′′) 0 =
1√
2
pira τ
(0a)τ (03)Γiζ + g˜
r
aτ
(2a)ζ (3.19)
3.4 Chiral form of the reduced BPS equations
It will be convenient to further reduce the representation of the spinors, by reformulating the
frame ea with a = 4, 5 on the Riemann surface Σ in terms of a complex basis, ea = (ez, ez¯),
with metric and -tensor normalized by,
δzz¯ = δz¯z = 2 zz¯ = −z¯z = 2i (3.20)
and as given by the following explicit formulas,
ez = (e4 + ie5)/2 ez = e
4 − ie5
ez¯ = (e4 − ie5)/2 ez¯ = e4 + ie5 (3.21)
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Using these conventions the metric factor on Σ is given by
ds2Σ = 4ρ
2|dw|2 (3.22)
Corresponding relations hold for the the fields pira , q
ij
a , g
i
a, so that, for example, p
ir
z = p
ir
4 −ipir5 ,
and pirz¯ = p
ir
4 + ip
ir
5 . The Pauli matrices in this basis take the form,
σz = τ z =
(
0 1
0 0
)
σz¯ = τ z¯ =
(
0 0
1 0
)
(3.23)
We decompose ζα into its two components of the η3 index, leaving the η2 index free,
ξη2 = ζη2,+ ψη2 = ζη2,− (3.24)
The BPS equations in the chiral form may be grouped into algebraic equations in ψ, ξ,
(m1) 0 =
1
f1
ξ +
Dzf1
f1
ψ + gizτ
(2)Γiψ
(m2) 0 =
1
f1
ψ − Dz¯f1
f1
ξ + giz¯τ
(2)Γiξ
(p1) 0 =
1
f2
τ (3)ξ +
Dzf2
f2
ψ − gizτ (2)Γiψ
(p2) 0 =
1
f2
τ (3)ψ +
Dz¯f2
f2
ξ + giz¯τ
(2)Γiξ
(c1) 0 = − 1√
2
pirz Γiψ + g˜
r
zτ
(2)ψ
(c2) 0 =
1√
2
pirz¯ Γiξ + g˜
r
z¯τ
(2)ξ (3.25)
and differential equations in ψ, ξ,
(az1) 0 = (Dz +
i
2
ωˆz)ξ − 1
4
qijz Γijξ − gizτ (2)Γiξ
(az2) 0 = (Dz − i
2
ωˆz)ψ − 1
4
qijz Γijψ
(az¯1) 0 = (Dz¯ +
i
2
ωˆz¯)ξ − 1
4
qijz¯ Γijξ
(az¯2) 0 = (Dz¯ − i
2
ωˆz¯)ψ − 1
4
qijz¯ Γijψ + g
i
z¯τ
(2)Γiψ (3.26)
In a system of local complex coordinates w, w¯ on Σ, we have,
ez = ρdw Dz = ρ
−1∂w ωˆz = +iρ−2∂wρ
ez¯ = ρdw¯ Dz¯ = ρ
−1∂w¯ ωˆz¯ = −iρ−2∂w¯ρ (3.27)
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4 Solving the reduced BPS equations
In this section, we present a systematic solution for the BPS equations with 8 supersymme-
tries. This section is somewhat technical, and the impatient reader may wish to skip it and
move directly to Section 5 where a summary of the solution to the BPS equations is given.
Our starting point will be the set of reduced BPS equations in chiral form of (3.25) and
(3.26). Viewed as equations on the spinors ξ and ψ, equations (m1,2), (p1,2), and (c1,2) are
purely algebraic, while (az1,2), (az¯1,2) are partial differential equations. We shall now solve
those in succession.
4.1 Algebraic relation between ξ and ψ
The combinations (m1) + (p1) and (m2) + (p2) no longer involve g
i
z and produce purely
algebraic relations between the components of ξ and ψ,
0 = (f2 ± f1) ξ± +Dz(f1f2)ψ±
0 = (f2 ∓ f1)ψ± −Dz¯(f1f2)ξ± (4.1)
Defining the tensor Y of type (1, 0) by,
Y ≡ Dz(f1f2)
f1 + f2
(4.2)
the f2 + f1 relations in (4.1) may be recast in the following form,
ξ+ = −Y ψ+ ξ− = (Y ∗)−1ψ− (4.3)
while the f2 − f1 relations take the form,
f1 − f2
f1 + f2
ξ− = Y ψ−
f1 − f2
f1 + f2
ψ+ = −Y ∗ξ+ (4.4)
Consistency of (4.3) and (4.4) requires that
|Y |2 = f1 − f2
f1 + f2
(4.5)
and
|Dz(f1f2)|2 = f 21 − f 22 (4.6)
Condition of (4.6) is equivalent to (4.5) upon use of (4.2). When conditions (4.2), (4.5), and
(4.6) are obeyed, the relations of (4.4) follow and may be consistently omitted. This provides
the most general solution to equations (m1) + (p1) and (m2) + (p2).
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4.2 Identifying the harmonic function H
Next, we shall solve combinations of the differential equations. We begin by eliminating ξ±
from the differential equation (az1) in (3.26), in favor of ψ± and Y , using (4.2). The resulting
equations are,
0 = (Dz +
i
2
ωˆz +Dz lnY )ψ+ − 1
4
qijz Γijψ+ −
i
|Y |2 g
i
zΓiψ−
0 = (Dz +
i
2
ωˆz −Dz lnY ∗)ψ− − 1
4
qijz Γijψ− + i|Y |2gizΓiψ+ (4.7)
Using equation (az2) of (3.26) to eliminate Dzψ± we find the algebraic equations,
0 = (iωˆz +Dz lnY )ψ+ − i|Y |2 g
i
zΓiψ−
0 = (iωˆz −Dz lnY ∗)ψ− + i|Y |2gizΓiψ+ (4.8)
Eliminating igizΓ
iψ± between these equations and the corresponding ones in (4.12) gives
0 = Dz(f1 − f2)− (f1 − f2)(iωˆz +Dz lnY )
0 = Dz(f1 + f2)− (f1 + f2)(iωˆz −Dz lnY ∗) (4.9)
Using ωˆz = iρ
−2∂wρ and Dz = ρ−1∂w, we identify holomorphic one-forms c±(w), given by,
ρ(f1 − f2)/Y ∗ = c−(w)
ρ(f1 + f2)Y = c+(w) (4.10)
Taking the ratio, and using (4.5), we see that c+(w) = c−(w) = c(w). Eliminating ξ also
from equation (az¯1) using (4.2), and using equation (az¯2) to eliminate Dz¯ψ reproduces the
same algebraic equations of (4.9), with the same solutions.
Using the defining equation for Y in (4.2), and eliminating the combination ρ(f1 + f2)Y
in favor of c+(w) = c(w) using the second equation in (4.10), we find, ∂w(f1f2) = c(w). Since
f1f2 is real, this equation may be integrated in terms of a real harmonic function H,
f1f2 = H c(w) = ∂wH
ρ2(f 21 − f 22 ) = |∂wH|2 (4.11)
where the second equation of (4.11) results from using the second equation in (4.5). These
equations can be solved for f1 and f2 in terms of ρ and H.
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4.3 Algebraic projector conditions
Next, we consider the remaining combinations, f1(m1)− f2τ (2)(p1) and f1(m2) + f2τ (2)(p2),
and eliminate ξ± using (4.2) and (4.5), which gives,
Dz(f1 − f2)ψ+ = +igizΓi(f1 + f2)ψ−
Dz(f1 + f2)ψ− = −igizΓi(f1 − f2)ψ+
Dz¯(f1 + f2)ψ+ = +ig
i
z¯Γi(f1 + f2)ψ−
Dz¯(f1 − f2)ψ− = −igiz¯Γi(f1 − f2)ψ+ (4.12)
Any single one of these equations may be retained as giving ψ− in terms of ψ+ or vice-versa.
The existence of non-vanishing solutions requires these equations to be compatible with one
another. Compatibility of the first group of two equations requires,
(f 21 − f 22 )gizgiz = Dz(f1 − f2)Dz(f1 + f2) (4.13)
while compatibility of the second group is given by the complex conjugate of (4.13). Com-
patibility of the first group with the second group may be expressed as projector equations,
gizg
j
z¯ΓiΓjψ± = N
2
∓ψ±
giz¯g
j
zΓiΓjψ± = N
2
±ψ± (4.14)
where we have defined N2± by,
(f 21 − f 22 )N2± = |Dz(f1 ± f2)|2 (4.15)
Since gizg
j
z¯ΓiΓj = (g
i
zΓi)(g
i
zΓi)
† we have N2± ≥ 0, and as a result f 21 > f 22 . Assuming (4.13)
the equations in (4.14) are equivalent to one another. Equations (4.2), (4.5), and (4.12) are
equivalent to the algebraic equations (m1,2) and (p1,2).
4.4 Solving the projector conditions
In view of the equivalence of the equations of (4.14), we retain only the first, recast it in
terms of the real components of gia using g
i
4 − igi5 = giz and gi4 + igi5 = giz¯, and work out the
SO(5)-gamma matrices as follows,(
giag
i
aI + ig
i
4g
j
5Γ
ij
)
ψ± = N2∓ψ± (4.16)
In view of the relation,(
igi4g
j
5Γ
ij
)2
= ∆2I ∆2 ≡ gi4
(
gi4g
j
5 − gj4gi5
)
gj5 (4.17)
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and hermiticity of igi4g
j
5Γ
ij, the real function ∆2 is non-negative. Since igi4g
j
5Γ
ij is traceless,
its eigenvalues are +∆ and −∆, both with multiplicity 2. The case ∆ = 0, for which gi4
and gi5 are parallel, does not lead to interesting solutions. Thus, we shall assume ∆ 6= 0.
Choosing a basis of four eigenvectors φ(±)σ , with σ = 1, 2, we obtain,(
igi4g
j
5Γ
ij
)
φ(±)σ = ±∆φ(±)σ (4.18)
we may decompose ψ± as follows,
ψ± =
∑
σ=1,2
∑
η=±
ψ
(η)
±,σ φ
(η)
σ (4.19)
This results in the following conditions on the components,(
giag
i
a + η∆−N2∓
)
ψ
(η)
±,σ = 0 (4.20)
Using (4.13), and the definition of N2± in (4.14), we readily derive the relation |gizgiz|2 =
N2+N
2
−, which may also be recast as follows,
(giag
i
a + ∆)(g
j
bg
j
b −∆) = N2+N2− (4.21)
We are now in a position to analyze and solve equations (4.20).
Neither ψ+ nor ψ− can vanish identically, since then both would have to vanish by (4.12).
Without loss of generality, we may assume that at least some component with η = + is non-
vanishing, since this condition may always be achieved possibly upon reversing the sign of
∆, which had not been fixed yet. Thus, we have giag
i
a + ∆ − N2− = 0. Using the relation
(4.21), we find also giag
i
a −∆ − N2+ = 0, so that N2− − N2+ = 2∆ 6= 0. As a result, we have
giag
i
a ±∆−N2± 6= 0, so that we must have for both σ = 1, 2,
ψ
(+)
−,σ = ψ
(−)
+,σ = 0 (4.22)
This result is consistent with the fact that gizΓi and g
i
z¯Γi anti-commute with ig
i
4g
j
5Γ
ij.
4.5 Solving the remaining differential equations
The remaining differential equations (az2) and (az¯1), with ξ eliminated in terms of ψ using
(4.2), are given as follows,
(az2) 0 = Dzψ+ − i
2
ωˆzψ+ − 1
4
qijz Γijψ+
0 = Dzψ− − i
2
ωˆzψ− − 1
4
qijz Γijψ−
(az¯1) 0 = Dz¯ψ+ +
i
2
ωˆz¯ψ+ + (Dz¯ lnY )ψ+ − 1
4
qijz¯ Γijψ+
0 = Dz¯ψ− +
i
2
ωˆz¯ψ− − (Dz¯ lnY ∗)ψ− − 1
4
qijz¯ Γijψ− (4.23)
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We shall now express these equations in the basis provided by the decomposition of (4.19)
with (4.22).
To do so, it will be convenient to make a choice of SO(5) gauge. This is permitted since
the consistent formulation of the scalar fields V demands gauge covariance of the BPS equa-
tions under local SO(5) gauge transformations. The functions gia transform homogeneously
as a 5-vector of SO(5). Thus, we may choose a gauge in which only the first component,
i = 1, of gi4 is non-vanishing, which leaves invariance under a residual SO(4). We may use
this invariance in turn to choose a gauge in which the first two components i = 1, 2 of gi5 are
non-vanishing. Actually, it will turn out to be slightly more convenient to leave the first two
components, i = 1, 2, of gia non-zero, leaving over a residual SO(2)× SO(3) gauge freedom.
We note that, generally in a theory with holomorphic and harmonic functions, such gauge
choices may upset holomorphicity and harmonicity, but here this will not be the case.
The presence of the residual gauge symmetry SO(2) × SO(3) forces the reduced BPS
equations in this gauge to have this symmetry manifest. Thus, in this gauge, the residual BPS
equations must be invariant under the SO(2) generator Γ12. As a result of this invariance,
we find that the SO(5)-connection is consistently reduced to an SO(2)× SO(3)-connection,
q13z = q
14
z = q
15
z = q
23
z = q
24
z = q
25
z = 0 (4.24)
Following the conventions of Appendix A, the SO(2)× SO(3) generators take the form,
Γ12 = iσ3 ⊗ I Γ34 = I ⊗ iσ3
Γ45 = I ⊗ iσ1
Γ53 = I ⊗ iσ2 (4.25)
With this gauge choice, and the sign choice ∆ = −g14g25 + g24g15 in (4.18), we find that the
basis of φ
(η)
±,σ, namely,
(σ3 ⊗ I)φ(η)σ = ηφ(η)σ (4.26)
so that we have ψ
(−)
+,α = ψ
(+)
−,α = 0. In this basis, the remaining equations in (4.23) decompose
as follows,
(az2) 0 =
(
Dz − i
2
ωˆz − i
2
q12z −Az
)
ψ
(+)
+
0 =
(
Dz − i
2
ωˆz +
i
2
q12z −Az
)
ψ
(−)
−
(az¯1) 0 =
(
Dz¯ +
i
2
ωˆz¯ − i
2
q12z¯ −Az¯ +Dz¯ lnY
)
ψ
(+)
+
0 =
(
Dz¯ +
i
2
ωˆz¯ +
i
2
q12z¯ −Az¯ −Dz¯ lnY ∗
)
ψ
(−)
− (4.27)
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where we have denoted the remaining SO(3)-connection by
Aa = i
2
(
q34a σ
3 + q45a σ
1 + q53a σ
2
)
(4.28)
From equation (4.12), we have a relation between ψ
(+)
+ and ψ
(−)
− given by,
ψ
(−)
− = Xψ
(+)
+ X ≡ −i(g1z + ig2z)
f1 − f2
Dz(f1 + f2)
(4.29)
Eliminating ψ
(−)
− in equations (4.27) in favor of ψ
(+)
+ and X, and taking the sum or difference
between similar equations, we find the differential equations,
0 =
(
Dz − i
2
ωˆz − i
2
q12z −Az
)
ψ
(+)
+
0 =
(
Dz¯ +
i
2
ωˆz¯ − i
2
q12z¯ −Az¯ +Dz¯ lnY
)
ψ
(+)
+ (4.30)
as well as the equations,
q12z = +iDz lnX
q12z¯ = −iDz¯ ln X¯ (4.31)
In order to solve these equations, it is useful to rewrite the Dz¯Y term in equation (4.30)
using the relation (4.5). We obtain
Dz¯ lnY =
1
2
Dz¯ ln
f1 − f2
f1 + f2
+
1
2
Dz¯ ln
c(w)
c¯(w¯)
(4.32)
At this point, it is helpful to introduce the notation
Ψ
(+)
+ =
{
iρX
c(w¯)
} 1
2
ψ
(+)
+ (4.33)
Equations (4.30) now assume a particularly simple form,
(∂w −Aw)Ψ(+)+ = 0
(∂w¯ −Aw¯)Ψ(+)+ = 0 (4.34)
where we have set Aw = ρAz and Aw¯ = ρAz¯. These equations pose no further restriction
on the number of independent components of Ψ
(+)
+ provided that the integrability condition
∂wAw¯ − ∂w¯Aw −AwAw¯ +Aw¯Aw = 0 (4.35)
is obeyed. Hence, A needs to be pure gauge and there must exist an SO(3) gauge transfor-
mation such that A = 0 or, equivalently,
q34z = q
45
z = q
53
z = 0 (4.36)
In other words, barring global issues, it is possible to find a gauge in which all the components
of qijz are identically zero, with the exception of q
12
z . In this gauge, Ψ
(+)
+ is a constant spinor.
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4.6 Solving for pira and g˜
r
a
The equations (c1) and (c2) in (3.25) can be simplified by eliminating ξ in favor of ψ of Y ,
using equations (4.3), and we find,
(c1) 0 =
1√
2
pirz Γiψ+ + ig˜
r
zψ−
0 =
1√
2
pirz Γiψ− − ig˜rzψ+
(c2) 0 =
|Y |2√
2
pirz¯ Γiψ+ + ig˜
r
z¯ψ−
0 =
1√
2
pirz¯ Γiψ− − i|Y |2g˜rz¯ψ+ (4.37)
Next, we use the decomposition of (4.19) with the projector conditions of (4.22), and the
explicit characterization (4.26) of the basis spinors φ(±)σ , to analyze (4.37). Clearly, the
equations decompose onto φ(±)σ as follows,
φ(+)σ ψ+, Γ
3ψ+, Γ
4ψ+, Γ
5ψ+, Γ
1ψ−, Γ2ψ−
φ(−)σ ψ−, Γ
3ψ−, Γ4ψ−, Γ5ψ−, Γ1ψ+, Γ2ψ+ (4.38)
As a result, we immediately have,
0 = (p3rz σ1 + p
4r
z σ2 + p
5r
z σ3)ψ
(+)
+
0 = (p3rz¯ σ1 + p
4r
z¯ σ2 + p
5r
z¯ σ3)ψ
(+)
+ (4.39)
Since ψ
(+)
+ 6= 0, it follows that
p3rz = p
4r
z = p
5r
z = 0 (4.40)
In the remaining equations, we eliminate ψ− in favor of ψ+ and X, using (4.29), resulting
in a set of four equations which are all proportional to ψ
(+)
+ . Again, since this quantity is
non-vanishing, it may be omitted, and we obtain the following equations on the coefficients,
(c1) 0 =
1√
2
(p1rz + ip
2r
z ) + ig˜
r
zX
0 =
1√
2
(p1rz − ip2rz )X − ig˜rz
(c2) 0 =
|Y |2√
2
(p1rz¯ + ip
2r
z¯ ) + ig˜
r
z¯X
0 =
1√
2
(p1rz¯ − ip2rz¯ )X − i|Y |2g˜rz¯ (4.41)
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Compatibility of the first and the fourth equations of (4.41) requires
|X|2 = |Y |2 (4.42)
which in turn implies the consistency of the second and third equations. The remaining
equations give p1rz and p
2r
z in terms of g˜
r
z , and may be summarized as follows,
1√
2
(
p1rz + iαp
2r
z
)
= −iαXαg˜rz α = +,− (4.43)
which concludes the complete parametrization of the solutions to the BPS equations, in
terms of a single complex function X. A summary of the solution will be the starting point
of the subsequent section.
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5 Constructing the local solution
We begin by summarizing the complete solution to the BPS equations, obtained in the pre-
vious section. Combining these results with the Bianchi identities, and the general structure
of the scalar field equations, we produce the complete solution to all the BPS, Bianchi and
field equations. We will work for a general number of tensor multiplets m.
5.1 Summary of the solutions to the BPS equations
Given the solutions to the BPS equations with the gauge choice gia = 0 for i = 3, 4, 5, and
the resulting solutions pira = 0 for i = 3, 4, 5, the basis of frames takes the simplified form,
DaV V
−1 =
 q
ij
a 0
√
2pisa
0 0 0√
2pjra 0 s
rs
a
 (5.1)
where i, j = 1, 2 and r, s = 6, · · · ,m + 5. The block qija generates an SO(2)-connection,
namely SO(2)q, which we shall abbreviate as follows,
qz = q
12
z = +iDz lnX
qz¯ = q
12
z¯ = −iDz¯ ln X¯ (5.2)
As a result, the frame V itself takes the reduced form,
V =
 V
i
I 0 V
i
R
0 I3 0
V rI 0 V
r
R
 (5.3)
where i, I = 1, 2, and r, R = 6, · · · ,m+ 5. The block I3 represents the identity in the indices
i, I = 3, 4, 5. The defining property for SO(5,m) is V −1 = ηV tη where η = diag(I5,−Im).
It will be useful to write in components both equations V V −1 = V −1V = I,
V iI V
j
I − V iR V jR = δij V iI V iJ − V rI V rJ = δIJ
V iR V
r
R − V iI V rI = 0 V iI V iR − V rI V rR = 0
V rR V
s
R − V rI V sR = δrs V rR V rS − V iR V iS = δRS (5.4)
Summation over repeated indices is assumed here; specifically over the indices I = 1, 2 and
R = 6, · · · ,m + 5 in the left column, and over the indices i = 1, 2 and r = 6, · · · ,m + 5 in
the right column. Using the same conventions, the expressions for q, p, s are found to be,
√
2pira = (DaV
i
R)V
r
R − (DaV iI)V rI
qija = (DaV
i
I)V
j
I − (DaV iR)V jR
srsa = (DaV
r
R)V
s
R − (DaV rI)V sI (5.5)
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It will be natural to decompose all fields in a basis in which the SO(2)q action is diagonal.
To this end, we introduce with α = +,−,
gαz =
1√
2
(
g1z + iαg
2
z
)
gαz¯ =
1√
2
(
g1z¯ + iαg
2
z¯
)
(5.6)
pαrz =
1√
2
(
p1rz + iαp
2r
z
)
pαrz¯ =
1√
2
(
p1rz¯ + iαp
2r
z¯
)
(5.7)
As a result of the BPS equations, the fluxes gαa may then be parametrized by the field X,
and the radii f1 and f2, as follows,
g+z = i
X√
2
Dz(f1 + f2)
f1 − f2 g
−
z = −i
X¯√
2
Dz(f1 − f2)
f1 − f2
g+z¯ = i
X√
2
Dz¯(f1 − f2)
f1 − f2 g
−
z¯ = −i
X¯√
2
Dz¯(f1 + f2)
f1 − f2 (5.8)
As a result of (4.5), (4.6), and (4.42), the radii f1, f2, the metric ρ
2, and the field X are
related as follows,
f1f2 = H |X|2 = f1 − f2
f1 + f2
ρ2(f 21 − f 22 ) = |∂wH|2 (5.9)
By the solution to the BPS equations of (4.43), the functions pira and g˜
r
a are related as follows,
pαrz = −iαXαg˜rz
pαrz¯ = −iαX¯−αg˜rz¯ α = +,− (5.10)
5.2 Solving for V and |X|
We begin by eliminating g˜ra between p
±r
a , and find,
p+rz = −X2p−rz (5.11)
together with its complex conjugate. Next, we write out this equation in terms of the frame
variables, and we find,
−(DzV +I)V rI + (DzV +R)V rR = X2
(
(DzV
−
I)V
r
I − (DzV −R)V rR
)
(5.12)
5.2.1 Solving for V iI
Contracting (5.12) by V rJ , and using the top two relations on the right of (5.4), we find,
DzV
+
I −
[
(DzV
+
J)V
−
J − (DzV +R)V −R
]
V +I
= −X2
(
DzV
−
I −
[
(DzV
−
J)V
+
J − (DzV −R)V +R
]
V −I
)
(5.13)
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Recognizing the following combinations,
q+−z = (DzV
+
J)V
−
J − (DzV +R)V −R
q−+z = (DzV
−
J)V
+
J − (DzV −R)V +R
q+−z = −q−+z = −iq12z = Dz lnX (5.14)
equation (5.13) takes the following form,
DzV
+
I − (Dz lnX)V +I = −X2
(
DzV
−
I + (Dz lnX)V
−
I
)
(5.15)
which may also be rewritten (in components) as,
Dz
(
V +I
X
+XV −I
)
= 0 (5.16)
These are Cauchy-Riemann equations, and are solved by a pair of arbitrary holomorphic
functions λI , with I = 1, 2. In local complex coordinates w, w¯ on Σ, the Cauchy-Riemann
equations simply read ∂w¯λI = 0. As a result, we have,
V +I
X
+XV −I = λ¯I
V −I
X¯
+ X¯V +I = λI (5.17)
They are solved by, (
1− |X|4
)
V +I = Xλ¯I −X|X|2λI(
1− |X|4
)
V −I = X¯λI − X¯|X|2λ¯I (5.18)
5.2.2 Solving for V iR
Next, we contract (5.12) by V rS, use the bottom two relations in the right column of (5.4),
and employ the combinations of (5.13) to recast the equations in the following form,
Dz
(
V +R
X
+XV −R
)
= 0 (5.19)
which are solved by further arbitrary holomorphic functions λR, with R = 6, · · · ,m+ 5,
V +R
X
+XV −R = λ¯R (5.20)
giving rise to the following explicit solutions,(
1− |X|4
)
V +R = Xλ¯R −X|X|2λR(
1− |X|4
)
V −R = X¯λR − X¯|X|2λ¯R (5.21)
31
5.2.3 Solving for |X|
Having now obtained explicit solutions for the fields V ±I and V ±R in terms of holomorphic
functions λI , λR, their complex conjugates, and the function X, we may use the top left
relation of (5.4) to determine |X|. In ± components, this equation amounts to one complex
and one real equation, respectively given by,
V +IV
+
I − V +RV +R = 0
V +IV
−
I − V +RV −R = 1 (5.22)
Using the explicit solutions of (5.18) and (5.21), the first equation becomes,
λ¯ · λ¯+ |X|4λ · λ− 2|X|2λ · λ¯ = 0 (5.23)
where we have omitted overall factors of powers of (1− |X|4), since they are non-vanishing,
and the functions λA, λ¯A are contracted with the SO(2,m)-invariant metric η. Vanishing of
the imaginary part of (5.23) implies, Im(λ · λ) = 0. Since λ · λ is holomorphic, this can only
be realized by having this quantity be a real constant b, so that λ · λ = b. The real part of
(5.23) and the second equation of (5.22) then become respectively,
b(1 + |X|4)− 2|X|2λ · λ¯ = 0
(1 + |X|4)|X|2λ · λ¯− 2b|X|4 = (1− |X|4)2 (5.24)
Eliminating λ · λ¯ between the equations of (5.24) gives a relation involving only |X|, which
can hold for non-trivial |X| if and only if b = 2. As a result, |X| is determined in terms of
m+ 2 holomorphic functions λA as follows,
λ · λ = 2
λ · λ¯ = |X|2 + |X|−2 (5.25)
By construction of the local solution, |X| is real and positive and hence λ · λ¯ ≥ 2.
5.2.4 Solving for V rI and V
r
R
The relations (5.4) between the scalar fields allow us to solve for V rA in terms of V
i
A via
smooth relations. By first diagonalizing the real symmetric matrix V rRV
r
S = δRS +V
i
RV
i
S
by an orthogonal matrix M1 and a real diagonal matrix D, we find
V rR = (M2)
r
sD
s
S(M1)
S
R
V rI = (M2)
r
s(D
−1)sR(M1)RSV iTV jIδST δij (5.26)
where M2 is a second orthogonal matrix, and where summation is implied for any pair of
repeated raised and lowered indices.
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5.3 Calculating the flux potentials
Conserved charges arise from integrating the closed three-form fields GA of (2.8) over closed
compact three-cycles, such as the asymptotic S3 components of the boundary. The field GA
may be obtained by inverting relations of (2.9), and expressing H i and Hr in terms of (3.4),
ηABG
B = +
(
V iAg
i
a − V rAg˜ra
)
f 21 eˆ
01ea +
(
V iAh
i
a − V rAh˜ra
)
f 22 eˆ
23ea (5.27)
The forms eˆ01 and eˆ23 are the unit volume forms respectively on AdS2 and S
2. They are real
and closed by construction, so that GA may be recast in terms of derivatives of real-valued
flux potentials ΦA and ΨA, which are functions of Σ only,
GA = dΨA ∧ eˆ01 + dΦA ∧ eˆ23 (5.28)
The conserved charges of interest here arise from the contributions above which are propor-
tional to the volume form eˆ23 on S2. Since the volume form eˆ01 assigns infinite volume to
AdS2, its contributions does not lead to finite conserved charges. Thus, we focus on the
behavior of ΦA, which may be determined from the differential equations,
ηABDzΦ
B = −if 22
(
V iA g
i
z + V
r
A g˜
r
z
)
(5.29)
where we have used (3.5) to re-express hia and h˜
r
a in terms of g
i
a and g˜
r
a respectively.
We now seek to solve for ΦA in terms of the harmonic function H, the holomorphic
functions λA and their complex conjugates. To do so, we express the components of g
i
z given
in (5.8) in terms of H and |X| using the following formulas,
(f1 + f2)
2 =
4H
1− |X|4
(f1 − f2)2 = 4H|X|
4
1− |X|4 (5.30)
As a result, we have
g+z = +
iX
2
√
2|X|2Dz ln
(
4H
1− |X|4
)
g−z = −
iX¯
2
√
2
Dz ln
(
4H|X|4
1− |X|4
)
(5.31)
To compute the flux potentials, only the general relations obeyed by V rA will be needed,
but not their explicit forms of (5.26). We compute V rA g˜
r
z using (5.10) and (5.5),
V rA g˜
r
z =
i
X
V rA p
+r
z =
i√
2X
(
−DzV +J V rAV rJ +DzV +R V rAV rR
)
(5.32)
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We now make use of the SO(2,m) relations in the right column of (5.4). Recognizing again
the combinations of (5.14), we obtain,
V rA g˜
r
z =
i√
2
Dz
(
V +A
X
)
(5.33)
Using (5.29), (5.31), (5.33), and the expressions for V iI and V
i
R, (5.18) and (5.21), we obtain
a formula for the derivative of the potential ΦA = ηABΦB in terms of λA, H and |X|,
DzΦA = Dz
(
− 1√
2
H|X|2(λA + λ¯A)
(1 + |X|2)2
)
+
1
2
√
2
λADzH (5.34)
Next, we use the second formula of (5.25) to express |X| in terms of λ · λ¯, and to obtain an
expression for DzΦ
A in terms of only λA, λ¯A and H. Integrating this equation, we find the
following final form for the flux potentials,
ΦA = Φ˜A −
√
2
H Re(λA)
λ · λ¯+ 2 Φ˜A =
1
2
√
2
∫
λA∂wH + c.c. (5.35)
Note that the contributions Φ˜A are real harmonic functions on Σ. An integration constant
may be added to each Φ˜A, which amounts to a gauge transformation on the two-form field
BA, and does not affect the field strengths GA, or H i, Hr.
5.4 Summary of the local solution
The data of the general local solution are the real harmonic function H, and an SO(2,m)
vector of (locally) holomorphic functions λA which must satisfy the following conditions,
λ · λ = 2 λ · λ¯ ≥ 2 (5.36)
Combining the formulas for the radii f1, f2 and worldsheet metric ρ
2 of (5.9) with the ex-
pression for |X| in terms the harmonic function H and the holomorphic functions λA, we
find the following explicit expressions for the radii and metric,
f 41 = H
2 λ · λ¯+ 2
λ · λ¯− 2
f 42 = H
2 λ · λ¯− 2
λ · λ¯+ 2
ρ4 =
|∂wH|4
16H2
(
λ · λ¯− 2
)(
λ · λ¯+ 2
)
(5.37)
Note that the quantity λ · λ¯ has indefinite metric.
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The solution for the scalar fields may be derived from eliminating |X| in favor of λ · λ¯ =
|X|2 + |X|−2 from (5.18) and (5.21). Overall phases remain in view of the SO(2) gauge
non-invariance of the scalar fields. Thus we have,
V +A = X
(
λ¯A − |X|2λA
)
/
(
1− |X|4
)
(5.38)
together with its complex conjugate. Expressions for V rA may be derived using (5.26).
The solutions for the three-form field GA = dBA may be expressed in terms of real-valued
flux potential functions ΦA and ΨA by (5.28), via the relations,
BA = ΨAeˆ01 + ΦAeˆ23 (5.39)
where the flux potential functions for the solution are given by,
ΦA = −
√
2
H Re(λA)
λ · λ¯+ 2 + Φ˜
A Φ˜A =
1
2
√
2
∫
λA∂wH + c.c.
ΨA = −
√
2
H Im(λA)
λ · λ¯− 2 + Ψ˜
A Ψ˜A =
i
2
√
2
∫
λA∂wH + c.c. (5.40)
If a closed homology three-cycle S in the solution manifold (typically a sphere S3) is
parametrized as a two-sphere S2 warped over an interval I in Σ, then the conserved Page
charge (see for example [46]) vector QAS through the cycle S is given by,
QAS =
∮
S
GA =
√
2pi
∫
I
λA∂wH + c.c. (5.41)
where we have used
∮
S2 eˆ
23 = 4pi. Generally, the interval I need not be closed on Σ.
Finally, we have verified that the local solution obtained here solves the Bianchi identities
which have not been solved explicitly in this section, as well as the field equations. The
detailed calculations may be found in [47].
35
6 Topology and regularity assumptions
In the preceding section, we have obtained the complete and most general local half-BPS so-
lution to six-dimensional (0, 4) supergravity with SO(2, 1)×SO(3) symmetry. The solutions
are parametrized by a real harmonic function H, and m + 2 holomorphic functions λI , λR
on a Riemann surface Σ with boundary, subject to the conditions,
λ · λ = δIJλIλJ − δRSλRλS = 2 I, J = 1, 2
λ · λ¯ = δIJλI λ¯J − δRSλRλ¯S ≥ 2 R, S = 6, · · · ,m+ 5 (6.1)
The expressions for the metric factors f1, f2, ρ, the scalars, and for the flux potentials Φ
A,ΨA
were given in terms of these functions in (5.37), (5.39), and (5.40). In this section, we spell
out the topology and regularity conditions which we shall impose to obtain regular global
solutions with prescribed asymptotic behavior.
Motivated by holographic applications in the study of junctions of two-dimensional CFTs,
we restrict the topology of solutions to having N distinct asymptotic regions each of which is
homeomorphic to AdS3×S3 (namely a maximally symmetric asymptotic solution supported
by non-vanishing three-form flux). This condition is the direct six-dimensional analogue of
the restriction to locally asymptotically AdS5×S5 for ten-dimensional Type IIB. It is further
motivated by the study in [31, 32, 37] of Type IIB on locally asymptotically AdS3×S3×K3.
However, we know from [32] that there exist regular solutions with different asymptotics.
At the same time, it may also be possible to find a physical interpretation for some of the
singular solutions. The study of solutions with different topologies and asymptotic regions
remains an open and interesting problem, which we defer to future work.
6.1 Basic regularity assumptions
Motivated by the locally asymptotically AdS3 × S3 structure of the solutions, we impose
the following basic regularity assumptions on the physical fields needed to achieve regularity
under the assumption of this topological structure.
(1) The physical data of the solution, namely the metric factors f1, f2, ρ, the scalars V
i
R,
and the reduced field strengths dΦA, dΨA are regular and single-valued inside Σ.
(2) These physical data extend smoothly to the boundary ∂Σ, except at isolated points
where they may diverge to produce a locally asymptotically AdS3 × S3 region.
(3) The condition f1 > 0 holds throughout Σ and on the boundary ∂Σ.
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(4) The condition f2 > 0 holds throughout the interior of Σ.
The condition f2 = 0 defines the position of the boundary ∂Σ.
For simplicity, we shall assume here that the boundary ∂Σ consists of a single connected
component, though we know that this restriction may easily be lifted, as was done in [32].
6.2 Implications on the (locally) holomorphic data
The above assumptions on topology and regularity on the physical fields have simple impli-
cations on the (locally) holomorphic and harmonic data in terms of which the complete local
solutions of the preceding section have been expressed. We now spell out these implications.
(a) The real harmonic function H is smooth, single-valued, and satisfies H > 0 inside Σ.
(b) The condition H = 0 gives an equivalent definition of the position of the boundary ∂Σ.
(c) The condition λ · λ¯ > 2 holds inside Σ.
(d) The relation Im(λA) = 0 holds on ∂Σ, except at isolated points.
(e) The one-forms ΛA ≡ λA∂H are holomorphic and single-valued inside Σ. They extend
smoothly to ∂Σ, except at isolated points.
Points (a) and (b) follow from the relation f1f2 = H and points (1), (2), (3) and (4) of
Section 6.1, while point (c) results upon the use of equation (5.37). Point (d) follows from
the regularity of f1, which via the first relation of (5.37) requires that λ · λ¯− 2 must vanish
at the same rate as H2 does at the boundary. Regularity of the flux potential ΨA in (5.40)
then requires that ImλA = 0 at the boundary. Point (e) follows from point (1) of Section
6.1 for the flux field strengths, and their resulting equations (5.40) from which it is manifest
that the form λA∂wH must be smooth inside Σ.
Concretely, in view of the restriction to a boundary with a single connected component
made in this paper for simplicity’s sake, we shall parametrize Σ by the upper half complex
plane, whose boundary ∂Σ is the real line. Equivalently, we may conformally map the upper
half-plane to the unit-disk, whose boundary is the unit circle.
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7 Regular locally asymptotically AdS3 × S3 solutions
In this section, we shall produce the general form of the harmonic function H and the
holomorphic one-forms ΛA which will solve the topology and regularity conditions of Section 6
required for regular solutions with N distinct AdS3 × S3 asymptotic regions. We shall
parametrize Σ by the upper half complex plane, and its boundary ∂Σ by the real line.
7.1 Solving the regularity conditions on H
Positivity of the harmonic function H inside Σ by point (a) of Section 6.2 prohibits any poles
in the interior of Σ. Since H is real, all poles of H must lie on the boundary ∂Σ = R. We
shall restrict attention to simple poles, as higher order poles may be reached by coalescing
simple poles. Thus, we parametrize H by N simple poles xn on the real axis,
H =
N∑
n=1
icn
w − xn + c.c. (7.1)
The vanishing of H on ∂Σ by point (b) of Section 6.2 requires the residues cn to be real,
while the positivity of H inside Σ by point (a) requires cn > 0. An alternative expression
for H is then given by,
H = Im(w)
N∑
n=1
2cn
|w − xn|2 (7.2)
making the above enforced properties of H manifest. In view of the relation f1f2 = H, it is
clear that one or both of the radius functions f1, f2 must diverge at the poles xn, while the
radii are finite elsewhere. We shall establish in detail later that each pole indeed corresponds
to a distinct asymptotically AdS3 × S3 region.
7.2 Solving the regularity conditions on ΛA
By point (e) of Section 6.2, the one-forms ΛA = λA∂wH must be holomorphic inside Σ, but
may have poles on ∂Σ. Recasting the constraint relations (6.1) in terms of ΛA,
Λ · Λ = 2 (∂wH)2
Λ · Λ¯ ≥ 2 |∂wH|2 (7.3)
it is clear that ΛA must have double poles at each one of the poles xn of H. For simplicity,
we shall assume here that ΛA has no other poles. Thus, we have the following form for ΛA,
ΛA =
N∑
n=1
( −iκAn
(w − xn)2 +
−iµAn
w − xn
)
(7.4)
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The residues κAn , µ
A
n must be real. To establish this, we use (7.1) to see that ∂wH is purely
imaginary for w real, which with the help of point (d) of Section 6.2 implies,
Im(λA) = Re(ΛA) = 0 on ∂Σ (7.5)
The relation Re(ΛA) = 0 readily implies that the residues κAn and µ
A
n must be real, as
announced.
7.3 Regularity at the poles of λA
Unlike the one-forms ΛA which are holomorphic inside Σ, the scalars λA are allowed to have
poles in the interior of Σ, namely at all the points where ∂wH vanishes. These points come in
complex conjugate pairs, and will be denoted by wq, w¯q with Im(wq) > 0 and q = 1, · · · , N−1.
Near a pole wq in Σ, the functions behave as follows,
λA(w) ∼ P
A
q
w − wq P
A
q =
ΛA(wq)
∂2wH(wq)
(7.6)
where PAq are vectors of complex residues. Conditions (6.1) imply Pq ·Pq = 0 and Pq · P¯q > 0.
In the limit w → wq we have λ · λ¯→ +∞. In view of (5.25), we find two solutions for |X|2,
namely |X|±2 ∼ (Pq · P¯q)/|w − wq|2. In either case, the metric factors f1, f2, ρ of (5.37), the
scalars V +A of (5.38), and the flux potentials of (5.40), are regular near wq. The common
phase to all V +A is a gauge artifact, and remains undetermined. We close by noting that at
the poles wq, the radius factors become equal, f1 = f2, and multiply the Bertotti-Robinson
metric on the space AdS2 × S2.
7.4 Solving the constraints
The harmonic function H and the holomorphic one-forms ΛA, provided by the parameteri-
zation of (7.1) and (7.4) respectively, must obey the constraints of (7.3) pointwise in order
to produce genuine local supergravity solutions. In this section, we shall derive the rela-
tions between the positions of the poles xn and the residues cn, κ
A
n , and µ
A
n implied by the
first equation of (7.3). The explicit solution to these equations, as well as to the inequality
relation of (7.3) will be constructed in Section 8.
The first relation of (7.3) produces an equation with poles at xn of order up to four, upon
substituting H of (7.1) and ΛA of (7.4). Matching the residues of the poles of orders 4, 3, 2,
and 1 requires the following relations,
κn · κn = 2(cn)2 κn · µn = E (2)n = E (1)n = 0 (7.7)
39
for all n = 1, · · · , N , where we have defined the following combinations,
E (2)n = µn · µn + 2
∑
n′ 6=n
κn · µn′
xn − xn′ − 2
∑
n′ 6=n
2cncn′ − κn · κn′
(xn − xn′)2
E (1)n =
∑
n′ 6=n
µn · µn′
xn − xn′ −
∑
n′ 6=n
κn · µn′ − µn · κn′
(xn − xn′)2 + 2
∑
n′ 6=n
2cncn′ − κn · κn′
(xn − xn′)3 (7.8)
While the relations E (2)n = 0 are all independent from one another, one has the following
constraints between the relations E (1)n = 0,∑
n
(xn)
kE (1)n ∼ k
∑
n
(xn)
k−1E (2)n k = 0, 1, 2 (7.9)
Thus there are N independent relations E (2)n = 0, and N − 3 independent relations E (1)n = 0.
The second relation of (7.3) limits the allowed ranges of the parameters xn, cn, κ
A
n , µ
A
n of
the solutions. It may be simplified by adding to it the real part of the first equation of (7.3),
resulting in the following equivalent inequality,
Re(Λ) · Re(Λ) ≥ 2
(
Re(∂wH)
)2
(7.10)
This inequality reduces to an equality on ∂Σ, since Re(Λ) = Re(∂wH) = 0 for real w, but
(7.10) must be obeyed strictly inside Σ. More properly, (7.10) should be viewed as a family
of inequalities, parametrized by w. The fact that we shall be able to solve completely in
Section 8 this intricate system is a highly non-trivial bonus of the BPS problem.
7.5 Asymptotic behavior of the metric in AdS3 × S3 regions
The asymptotic behavior of the metric factors f1, f2, ρ near the poles xn is determined by
the data xn, cn, κ
A
n , µ
A
n , and will now be derived. Expanding H near the poles xn,
H2 ∼ 4c
2
nIm(w)
2
|w − xn|4 |∂wH|
2 ∼ c
2
n
|w − xn|4 (7.11)
we calculate the following asymptotic behaviors using (5.37) and we find,
ρ4 ∼ µn · µn
8|w − xn|4 f
4
1 ∼
8c4n
µn · µn
1
|w − xn|4
f 42 ∼ 2µn · µn
Im(w)4
|w − xn|4 (7.12)
Note that positivity of these metric factors requires
µn · µn > 0 (7.13)
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a property that can also be extracted directly by enforcing (7.10) in the vicinity of w ∼ xn.
In terms of polar coordinates near the pole defined by w = xn+ re
iθ, the full six-dimensional
metric of the solution becomes,
ds2 ∼
√
2µn · µn
(
dr2
r2
+
2c2n
µn · µn
1
r2
ds2AdS2 + dθ
2 + sin2 θ ds2S2
)
(7.14)
We recognize the metric of AdS3×S3 which confirms that the vicinity of each pole xn indeed
produces an asymptotically AdS3 × S3 region.
7.6 Calculation of the charges and conservation
The Page charges in each asymptotic region were defined in (5.41), and may be obtained by
taking the integral of ΛA along a small contour In which starts and ends on the boundary
and encloses the pole at w = xn,
QAn = i
√
2pi
∫
In
ΛA + c.c. = 2
√
2pi2µAn (7.15)
Regularity of ΛA as differential one-forms when w →∞ requires,∑
n
µAn = 0 (7.16)
which corresponds to the condition of vanishing total Page charge of the solution.
7.7 Attractor behavior of scalars fields in AdS3 × S3 regions
The asymptotic behavior of the scalars V (i,r)A near the poles is also determined by the data
xn, cn, κ
A
n , µ
A
n , up to SO(5) × SO(m) gauge transformations. As was shown in (5.26), the
components V rR are determined, up to gauge transformations, by the components V
±
A,
according to formulas given in (5.38). To compute their limits as w → xn, we first evaluate
the limits of λA and X. Since |X| → 1 as w → xn, we will need to keep higher order terms,
and assume that the phase of X has a finite limit X(xn) as w → xn. To carry out these
calculations, it will be useful to decompose the scalar fields as follows,
V +A(xn) = X(xn)
(
1
2
ReλA(xn) + i lim
w→xn
ImλA(w)
|X(w)|2 − 1
)
(7.17)
To compute the term whose limit is indefinite, we determine the behavior of |X| and ImλA
as w → xn. We decompose the relevant functions as follows,
∂wH(w) =
−i
(w − xn)2
(
cn + (w − xn)2∂Hn(w)
)
ΛA(w) =
−i
(w − xn)2
(
κAn + (w − xn)µAn + (w − xn)2ΛAn (w)
)
(7.18)
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where ∂Hn(w) and Λ
A
n (w) admit finite limits as w → xn. The resulting values ∂Hn(xn) and
ΛAn (xn) are real. The equality 2(∂wH)
2 = Λ ·Λ, expanded to second order in w−xn, imposes
the familiar conditions for poles of orders 4, 3, and 2 of (7.7). Computing the combination
λ · λ¯ to second order in w − xn we find,
λA(w) ∼ κ
A
n
cn
+ (w − xn)µ
A
n
cn
+ (w − xn)2 Λ
A
n (xn)
cn
− (w − xn)2∂Hn(xn)κ
A
n
c2n
(7.19)
Using the equations of (7.7) to simplify the terms of order 0 and 1, and to cancel the terms
proportional to (Re(w)− xn)2, we find to leading order,
λ · λ¯ ∼ 2 + 2Im(w)2µn · µn
c2n
|X|2 ∼ 1± Im(w)
cn
√
2µn · µn (7.20)
As a result, we find the following limiting values for the scalar fields,
V +A(xn) = X(xn)
(
κnA
2cn
− i µnA√
2µn · µn
)
(7.21)
Since the values of µAn give the charges of the solution, we see that (ignoring the phase
artifact of X(xn)), the imaginary parts of the scalars are fully attracted, and their values are
uniquely determined in terms of the charges. The real parts depends on N vectors κn/cn,
whose square equals 2, and which are orthogonal to µn by (7.7).
7.8 SL(2,R) transformations on equations and solutions
Under SL(2,R) automorphisms of Σ, which leave ∂Σ invariant, the coordinate w and the
positions of the poles xn transform as follows,
w → w′ = αw + β
γw + δ
xn → x′n =
αxn + β
γxn + δ
(7.22)
where α, β, γ, δ ∈ R and αδ − βγ = 1. Transforming also the residues at the poles of ∂wH
and ΛA by µn → µ′n = µn and,
cn → c′n =
cn
(γxn + δ)2
κn → κ′n =
κn
(γxn + δ)2
(7.23)
we obtain the following transformations rules,
H → H ′(w′, w¯′) = H(w, w¯)
∂wH → ∂w′H ′(w′) = (γw + δ)2∂wH(w)
Λ → Λ′(w′) = (γw + δ)2Λ(w)
λ → λ′(w′) = λ(w) (7.24)
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where the functions H ′,Λ′, λ′ are evaluated with the poles x′n and the residues c
′
n, κ
′
n, µ
′
n. As a
result, the physical data of the solution, assembled in Section 5.4, have simple transformation
properties. The functions f1, f2, ρ
2|dw|2 of (5.37), the scalars fields V of (5.39) and (5.26), and
the flux potentials ΦA,ΨA transform as scalars, possibly up to gauge transformations. Also,
the fundamental relations of (7.3) defining the local solutions are invariant under SL(2,R).
Thus, the physical data of the solutions are invariant under SL(2,R).
7.9 Counting moduli of the solutions
The enumeration of the basic parameters of the solutions as they enter H and Λ, is as follows,
xn, cn 2N
κn, µn 2(m+ 2)N (7.25)
giving a total of (2m + 6)N real parameters. The number of relations is as follows. The
regularity conditions (7.16) provide m+2 relations; matching of the poles or orders 4, 3, and
2 each provide N relations; matching of the first order poles only provides N − 3 relations in
view of the dependencies of (7.9), yielding a total of 4N +m−1 relations. Thus, the number
of independent parameters which enter a solution is given by (2m+ 6)N − (4N +m− 1) =
(2m+ 2)N −m+ 1. The physical data are invariant under the SL(2,R) transformations of
Section 7.8, bringing the total number of physical parameters of the solution to,
(2m+ 2)N −m− 2 (7.26)
We shall now show that this counting precisely matches the counting of physical parameters.
7.10 Counting physical parameters of the solutions
On physical grounds, the solutions are expected to be determined by the charges of the three-
form fields GA on the 3-spheres in the asymptotic AdS3×S3 regions, as well as by the values
of the scalar fields there. The counting proceeds as follows. There are m + 2 independent
charge parameters in each asymptotic region, and one overall charge conservation relation,
thus yielding a total of (m + 2)(N − 1) charge parameters. There are 2m scalar entries in
each asymptotic region, but as is clear from (7.21), half of those are subject to the attractor
mechanism and already fixed by the charges µn. Thus, only the m “un-attracted” scalars
must be counted as independent parameters per asymptotic region, giving a total of mN
scalar parameters. This gels nicely with the fact that in each asymptotic region there are
m + 2 entries κAn/cn subject to the two constraints of (7.7). In conclusion, the number of
physical parameters of the solution is given by (m+ 2)(N − 1) +mN = (2m+ 2)N −m− 2,
which matches perfectly with the counting of (7.26).
43
8 Numerical solutions, N = 2, 3, 4, 5
In this section, we shall spell out the conditions on our solutions for the cases N = 2, 3, which
includes the vacuum solution AdS3×S3 and the Janus solutions found in [32]. Furthermore
we will derive numerically examples of new solutions with N = 3, 4, 5.
8.1 Solutions with N = 2
For N = 2 only two asymptotic AdS3×S3 regions appear, with opposite charges, µ1+µ2 = 0,
and the following general relations,
κ1 · κ1 = 2c21 κ1 · µ1 = 0
κ2 · κ2 = 2c22 κ2 · µ2 = 0 (8.1)
Using SL(2,R) invariance to fix the poles at x1 = 0, x2 = 1, the relations of (7.7) reduce to,
µ21 = µ
2
2 = 4c1c2 − 2κ1 · κ2 (8.2)
while we find that the second condition of (7.3) is automatic. For κ2 = −κ1, we have the
vacuum solution AdS3 × S3, while for κ2 6= −κ1, we have the basic Janus solution of the
(0, 4) six-dimensional supergravity [31].
8.2 Solutions with N = 3
For N = 3, there are three asymptotic AdS3 × S3 regions, with µ1 + µ2 + µ3 = 0, and,
κn · κn = 2c2n n = 1, 2, 3
κn · µn = 0 (8.3)
Using SL(2,R) symmetry, we fix the poles at x1 = −1, x2 = 0, x3 = 1. The relations
E (1)n = 0 of (7.7) follow from the relations E (2)n = 0, which reduce to the following equations,
0 = µ21 −
1
2
κ1 · (µ2 − µ3) + 2C12 + 1
2
C13
0 = µ22 + 2κ2 · (µ1 − µ3) + 2C12 + 2C23
0 = µ23 −
1
2
κ3 · (µ1 − µ2) + 1
2
C13 + 2C23 (8.4)
where we have used the abbreviation Cmn = κm · κn − 2cmcn. Obeying equations (8.3) and
(8.4) guarantees that we satisfy the first relation of (7.3). To satisfy the second relation of
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Figure 2: Metric factors for the upper half-plane parametrization of Σ
Figure 3: Scalars for the upper half-plane parametrization of Σ
(7.3) imposes further non-trivial conditions, which may be readily solved by numerical analy-
sis, thus proving that, as soon asN ≥ 3, solutions exist which are inequivalent to the solutions
of [31] in that the scalar fields take values in a coset larger than the SO(2, 2)/(SO(2)×SO(2))
coset of [31]. Here we study numerically the case N = 3 and with the scalars taking values
in a SO(2, 4)/(SO(2) × SO(4)) coset space. In Figures 2 and 3, we present the numerical
solution with poles brought back to the values x1 = −1, x2 = 0, and x3 = 1 by SL(2,R)
symmetry, and for the following data,
κ1 = (−0.5621,−0.4099,−0.2461,−0.0706,−0.08979,−0.3586)
κ2 = (−0.2835,−0.05616,−0.07683,−0.0174,−0.1350, 0.1157)
κ3 = (87.29, 30.68,−23.11, 40.00,−3.648, 33.22)
µ1 = (3.681,−6.058,−0.8065,−0.2336,−0.5414,−0.4192)
µ2 = (1.557,−9.885, 0.8671,−0.7100,−0.8268, 0.4859) (8.5)
with µ3 = −µ1 − µ2, and the derived data c1 = 0.3753, c2 = 0.1511, and c3 = 51.52.
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8.3 Solutions with ZN symmetry
An interesting subclass consists of solutions with cyclic ZN symmetry. To define these
solutions, we map the upper half-plane coordinates w, w¯ with Im(w) > 0 to the unit-disk
coordinates z, z¯ with |z| = 1, by the following relations,
z =
1 + iw
1− iw
zn =
1 + ixn
1− ixn (8.6)
Functions and forms transform as
Hˆ(z, z¯) = H(w, w¯)
ΛˆA(z)dz = ΛA(w)dw (8.7)
In the new coordinates, the functions Hˆ and ΛˆA are found as follows,
Hˆ(z, z¯) = Hˆ0 − 1
2
N−1∑
n=0
(zn + 1)
2 cn
z − zn + c.c.
ΛˆA(z) =
N−1∑
n=0
(
−1
2
(zn + 1)
2κAn
(z − zn)2 −
iµAn
z − zn
)
(8.8)
where the values µAn are unchanged from the upper half-plane, and Hˆ0 is a constant such
that Hˆ(z, z¯) = 0 for |z| = 1.
The ZN transformations on the unit-disk are generated by,
ZN : z → εz ε = e2pii/N (8.9)
Invariance under ZN of the set of poles zn requires their values to be given by,
zn = ε
n (8.10)
up to an immaterial overall phase factor. The harmonic function Hˆ transforms as a scalar
under ZN , while the holomorphic form Λˆ
A transforms as a vector of SO(2,m),
Hˆ(εz, ε¯z¯) = Hˆ(z, z¯)
ΛˆA(εz, ε¯z¯)d(εz) = EABΛˆ
B(z)dz (8.11)
where the matrix E provides an SO(2,m)-valued representation of the ZN transformation
of (8.9), and thus obeys EtηE = η and EN = I. Substituting the unit-disk expressions of
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(8.8) into the ZN covariance relations of (8.7), and identifying residues of like poles, gives
the following relations,
cn =
4εnc0
(εn + 1)2
κn =
4εnEnκ0
(εn + 1)2
µn = E
nµ0 (8.12)
Note that the ZN symmetry relation on cn is consistent with cn > 0. A convenient explicit
representation for the matrix E may be obtained, using an SO(2,m) rotation, by changing
to a basis in which E assumes the form,
E =

d0 0 0 · · · 0
0 d1 0 · · · 0
0 0 d2 · · · 0
· · ·
0 0 0 · · · d[m/2]
 (8.13)
This form holds for m even; for m odd, an extra column and row need to be added whose
only non-zero entry is 1 in the bottom right corner. The 2× 2 blocks di are given as follows,
di =
 cos
2piνi
N
sin 2piνi
N
− sin 2piνi
N
cos 2piνi
N
 (8.14)
The integers νi are defined mod N, and characterize the representation of ZN into SO(2,m).
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8.4 Numerical solutions with Z4 and Z5 symmetry
In Figures 4 and 5, we present a numerical solution with N = 4, effective scalar coset space
SO(2, 4)/(SO(2)× SO(4)), and the values
ν1 = 1 ν2 = 1 ν3 = 2 (8.15)
The remaining data have been chosen randomly subject to the constraints (7.7-7.8),
µ0 = (−2.631, 1.686, 0.4054,−0.5013,−0.7915,−0.6094)
κ0 = (0.3870, 0.5423,−0.1557,−0.4702, 0.2524, 0.1260)
c0 = 0.2438 (8.16)
Figure 4: Metric factors for the Z4-symmetric solution with data (8.15) and (8.16).
Figure 5: Scalar components for the Z4-symmetric solution with data (8.15) and (8.16).
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In Figures 6 and 7, we present a numerical solution with N = 5, scalar coset space
SO(2, 4)/(SO(2)× SO(4)) and the values
ν1 = 1 ν2 = 3 ν3 = 2 (8.17)
The remaining data have been chosen randomly subject to the constraints (7.7-7.8),
µ0 = (−2.481, 2.273,−0.2239,−0.9870, 0.9926, 0.04811)
κ0 = (0.3134, 0.3310, 0.2456, 0.1550, 0.1822, 0.03752)
c0 = 0.2107 (8.18)
Figure 6: Metric factors for the Z5-symmetric solution with data (8.17) (8.18).
Figure 7: Scalar components for the Z5-symmetric solution with data (8.17) and (8.18).
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9 Maximal families of regular solutions for all m,N
In this section, we shall derive a general family of solutions with the maximal number
(2m+ 2)N −m− 2 of free modular parameters. The corresponding half-BPS solutions, and
their moduli space, may be parametrized explicitly and completely in terms data satisfying
only simple linear inequalities. These data include a set of 2N − 2 auxiliary poles, and
associated residues, along with the mild technical assumption on these poles. The resulting
families of regular solutions provide a generalization of the solutions of [31] to the case of
general m, including new solutions for m > 2.
9.1 Light-cone like solution of the first constraint
We begin by spelling out a light-cone like decomposition which will be at the core of the gen-
eral and explicit parametrization of the families of solutions that we derive. The constraints,
formulated in terms of λA, are as follows,
2 = λ · λ = δIJλIλJ − δRSλRλS
2 < λ¯ · λ = δIJ λ¯IλJ − δRSλ¯RλS (9.1)
where I, J = 1, 2, R, S = 6, · · · ,m+ 5. We choose one index I of positive signature, and one
index R of negative signature of the metric η. By SO(2)×SO(m) covariance of the solution,
these may be chose to be the indices 2 and 6, without loss of generality. Accordingly, we
define the inverse of the combination λ2 − λ6,
L6 =
1
λ2 − λ6 (9.2)
and rescale the remaining fields as follows,
LA =
L6√
2
λA A = 1, 7, 8, · · · ,m+ 5 (9.3)
In terms of the functions LA, the first constraint of (9.1) may be solved rationally, so that
all λA may be expressed in terms of the functions L1, L6, L7 · · · , Lm+5. The counting works
out, and the explicit formulas are given as follows,
λA =
√
2LA
L6
A = 1, 7, 8, · · · ,m+ 5
λ2 =
1
L6
(
+
1
2
− L1L1 + δRSLRLS
)
λ6 =
1
L6
(
−1
2
− L1L1 + δRSLRLS
)
(9.4)
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9.2 Solving the second constraint
In terms of the functions LA, the second constraint of (9.1) simplifies considerably. To see
this, we arrange the constraint in the following form,
2 < λ¯1λ1 +
1
2
(λ¯2 + λ¯6)(λ2 − λ6) + 1
2
(λ¯2 − λ¯6)(λ2 + λ6)−
m+5∑
A=7
λ¯AλA (9.5)
Eliminating λA in favor of LA using (9.4), we obtain,
0 < −(L1 − L¯1)2 + δRS(LR − L¯R)(LS − L¯S) (9.6)
where the summation over repeated indices now runs over R, S = 6, 7, · · · ,m+5. Introducing
the following harmonic functions
hA = Im(LA) A = 1, 6, 7, · · · ,m+ 5 (9.7)
equation (9.6), and thus the second constraint of (9.1), may be recast in the following form,
δRSh
RhS < h1h1 (9.8)
From the requirement that this inequality be obeyed strictly inside Σ, we deduce that h1
must maintain the same sign inside Σ, which we shall take to be negative, h1 < 0 inside Σ.
9.3 Parametrization of solutions by “auxiliary poles”
From the general expressions for ∂wH and Λ
A, given in (7.1) and (7.4), we see that each
meromorphic function λA is a ratio of two polynomials of degree 2N − 2. Simple poles are
allowed in λA at the 2N − 2 complex zeros wq, w¯q of ∂wH, with q = 1, · · · , N − 1. Each λA
has 2N−2 zeros. We shall denote the zeros of λ2−λ6 by yp where p = 1, · · · , 2N−2. Hence,
L1 and LR have poles at the points yp and may be decomposed as follows,
LA(w) = `A∞ +
2N−2∑
p=1
`Ap
w − yp A = 1, R (9.9)
For simplicity, we shall restrict here to the case where the poles yp are all simple.
Next, we show that the poles yp and residues `
A
p have to be real. Since h
1 is a real harmonic
function, it will assume both positive and negative values in any open neighborhood of each
one of its poles. Thus, the condition h1 < 0 inside Σ prohibits any poles of h1 from being
complex, thereby forcing all poles yp to be real. Since λ
A(w) must be real for real w, it follows
that L6(w), and hence all the LA(w), must be real for w ∈ R. In view of the decomposition
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of (9.9), we see that real LA(w) for real w requires `A∞ and `
A
p to be real. As a result, the
harmonic functions take on simplified forms,
hA = −Im(w)
2N−2∑
p=1
`Ap
|w − yp|2 A = 1, R (9.10)
The absence of poles at the points yp in λ
2 and λ6 (which were expressed in terms of LA in
(9.4)) requires the following relation between the residues,(
`1p
)2
= δRS `
R
p `
S
p (9.11)
Consistently with the result h1 < 0 derived earlier, we choose the positive roots,
`1p =
√
δRS`Rp `
S
p (9.12)
Condition (9.8) now becomes,
0 <
2N−2∑
p,p′=1
`1p`
1
p′ − δRS`Rp `Sp′
|w − yp|2 |w − yp′ |2
(9.13)
In view of (9.12) and the Schwarz inequality,
0 ≤ `1p`1p′ − δRS`Rp `Sp′ (9.14)
for all p, p′ = 1, · · · , 2N − 2, the inequality ≤ in (9.13) follows automatically, and for all
values of `Rp , and all values of yp.
For the strict inequality < to hold in (9.13), as is required to have regular solutions, it
suffices to have 0 < `1p`
1
p′ − δRS`Rp `Sp′ for a single pair of p, p′. If the contrary were true, then
the vectors `Rp would have to be parallel for all values of p which leads to a trivial solution.
9.4 Relating covariant data to auxiliary pole data
Given a solution parametrized by the harmonic function H and the auxiliary pole data yp
and `Ap , we seek to obtain formulas for the data κ
A
n and µ
A
n , which include the three-form
Page charges. First, we relate the data to the values of λA and its first derivative at xn,
κAn = cnλ
A(xn)
µAn = cn∂λ
A(xn) (9.15)
Note that, in view of the relation λ(w) · λ(w) = 2, and its first derivative, the results of
(9.15) automatically satisfy κn · κn = 2c2n as well as κn · µn = 0. The values of λA and its
derivative may in turn be obtained from the relations (9.4).
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9.5 Counting data and explicit parametrization of solutions
The family of solutions may be parametrized – without leaving any unsolved equalities or
inequalities – by the following data. We prescribe the positions of both sets of poles, xn and
yp for n = 1, · · · , N and p = 1, · · · , 2N − 2; give the residues cn for n = 1, · · · , N , and `Rp for
R = 7, 8, · · · ,m+5; and prescribe the values at w =∞, namely `A∞ for A = 1, 7, 8, · · · ,m+5.
Finally, there is an overall real normalization factor `6∞ for the function L
6. We will prove
below that this set of data completely specifies the functions H and λA, up to an overall
redundancy by SL(2,R) automorphisms of the upper half-plane. In this parametrization,
we have the following counting of free parameters,
xn N (9.16)
cn N
yp 2N − 2
`Rp (m− 1)(2N − 2) R = 7, 8, · · · ,m+ 5
`A∞ m+ 1 A = 1, 6, 7, 8, · · · ,m+ 5
The total number of data, including −3 degrees of freedom due to the action of SL(2,R), is
given by (2m+ 2)N −m− 2 in agreement with the results of (7.26), which means that our
family of solutions has maximal dimension.
To prove that the solutions are fixed completely by the parameters listed in (9.16), and
that this parametrization solves all constraint equations, we proceed as follows. The data
of (9.16) manifestly fix the functions H and LR for R = 7, 8, · · · ,m + 5. This leaves the
functions L1 and L6 to be determined.
First, we determine L6 by realizing that its poles are the zeros of λ2 − λ6, which by
definition are the points yp for p = 1, · · · , 2N − 2, while its zeros are the poles of λ2 − λ6,
which in turn are the zeros of ∂wH. Thus, we can have the following formula for L
6,
L6 = i`6∞
∏N
n=1(w − xn)2∏2N−2
p=1 (w − yp)
∂wH (9.17)
where `6∞ is a real overall normalization, which is being supplied by the parametrization of
(9.16), and is equivalent to giving the value of L6 at w = ∞. The pre-factor i is required
because L6 is real-valued for w real, while ∂wH is purely imaginary for w real. From this
formula, we extract
`6p = i`
6
∞
∏N
n=1(yp − xn)2∏2N−2
p′ 6=p (yp − yp′)
∂wH(yp) (9.18)
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for p = 1, · · · , 2N − 2. Second, using the relation (9.12), and the datum `1∞ from the
parametrization of (9.16), it is clear that also L1 is known explicitly. Third, having now at
our disposal the functions H and LA with A = 1, 6, 7, · · · ,m + 5, we use (9.4) to derive all
the λA functions. Thus we have shown by explicit construction that, starting from the data
of (9.16), the full solution is determined uniquely, up to inequalities on the parameters.
Finally, there is only a single group of inequalities to be satisfied,
cn > 0 n = 1, · · · , N (9.19)
All others, such as the fact that L6 has only complex zeros, and that h1 < 0 are automatically
realized by our construction.
9.6 Relation to the solutions of [31]
The solutions to ten-dimensional Type IIB supergravity compactified on K3 correspond to
the case m = 2 in our present work, since only dilaton, axion, four-form potential and K3
metric factor produce scalars in the six-dimensional theory. The general solutions to the
K3 compactification of ten-dimensional Type IIB supergravity were obtained in [31] for all
values of N , and provide solutions to the six-dimensional supergravity for general N . In this
section, we spell out the correspondence.
To translate the solutions of [31] to the formulation used here, we may compare, for
example, the expression for the metric ρ2 on Σ, given by
ρ4 =
|∂wH|4
H2
(
(A+ A¯)K −B2 − B¯2
BB¯
− 2
)(
(A+ A¯)K −B2 − B¯2
BB¯
+ 2
)
(9.20)
The harmonic function H is the same in both formulations. Comparing with (5.37), we are
led to making the following identification,
λ · λ¯ = (A+ A¯)K −B
2 − B¯2
BB¯
(9.21)
The combination λ·λ¯ of (9.21) obeys the decomposition properties into a sum of holomorphic
times anti-holomorphic functions, together with the purely holomorphic relation,
λ · λ¯ = λ1λ¯1 + λ2λ¯2 − λ6λ¯6 − λ7λ¯7
2 = λ21 + λ
2
2 − λ26 − λ27 (9.22)
where the functions λA are given by,
λ1 = i
AK −B2 + 1√
2B
λ6 = i
AK −B2 − 1√
2B
λ2 =
A+K√
2B
λ7 =
A−K√
2B
(9.23)
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where K is the holomorphic part of the harmonic function K so that K = K+ K¯. Using the
above relations together with (9.4), we can express the harmonic functions in [31] as
B = i
√
2L6
A+ A¯ = −2
√
2(h1 + h7)
K = −2
√
2(h1 − h7) (9.24)
The reality and regularity conditions in terms of the functions A,B,K,H were spelled out
in [31, 32], and are given as follows,
1. The functions H,A,B,K must be regular in the interior of Σ;
2. The functions H,Re(A), K cannot vanish in the interior of Σ;
3. All the zeros of B and ∂wH must be common;
4. All poles of A,B,K must be simple, common, and located on ∂Σ, with related residues;
5. The inequality λ · λ¯ > 2 must hold in the interior of Σ;
6. The harmonic functions H,Re(A),Re(B), K must obey vanishing Dirichlet boundary
conditions on ∂Σ, while the harmonic functions Im(A) and Im(B) must satisfy Neu-
mann boundary conditions on ∂Σ.
The five topology and regularity conditions of Section 6.2 on the locally holomorphic data
for the solutions of this paper are seen to result from the above regularity assumptions
on the solutions from Type IIB on K3. Specifically, condition (a) of Section 6.2 follows
from conditions 1 and 2 above; condition (b) follows from 6; condition (c) is identical to 5;
condition (d) follows from the explicit form (9.23) and the boundary conditions of 6, which
may also be read as A,B,K are purely imaginary on ∂Σ; and condition (e) follows from
the explicit form (9.23), the relation ΛA = λA∂wH, and condition 3. Condition 4 above is
equivalent to our earlier assumptions in (7.1) and (7.4) on the functional form of H and ΛA.
Finally, the requirements that Re(A) and K cannot vanish inside Σ are consequences of
the relation (9.21) and condition 5. Indeed, at any point where (A + A¯)K = 0, we have
λ · λ¯ = 2− (B + B¯)2/(BB¯) ≤ 2 which violates condition 5.
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10 Discussion
In this paper, we have explicitly constructed a general maximal family of global regular half-
BPS solutions to (0, 4) six-dimensional supergravity with m tensor multiplets. The space-
time of each one of these solutions consists of an AdS2×S2 fibration over a Riemann surface
Σ, and has N distinct asymptotic AdS3 × S3 regions. In our construction, we have made
the mild technical assumption that the one-forms ΛA have no poles on the real axis other
than the poles of H. It would be interesting to see whether and how this restriction might
be lifted, and if solutions with some singularities can still have a physical interpretation.
Beyond this technical question, there are several directions in which the results presented
here can be generalized and explored further.
We have focused on solutions of a particular six-dimensional supergravity, namely the
(n+, n−) = (0, 4) theory. As discussed in Section 2.1.1 it is possible to embed our solutions
into the (n+, n−) = (4, 4) theory. It is an open problem to apply the techniques of the
present paper to six-dimensional supergravities with less supersymmetry and construct half-
BPS string-junction solutions.
In future work, we plan to investigate the different degenerations of our family of solu-
tions. In particular, a natural limit which should be analyzed in detail is the one where two
or more poles of H coalesce. This limit should lead to the factorization of the solution into
two solutions with a lower number of asymptotic regions. In turn, a careful study of the
factorization properties of the solutions may help relate some solutions to the near-horizon
limit of dyonic string networks in six dimensions. Some of the bubbling solutions of Type IIB
and M-theory have been related to brane webs in [36]. A related question is whether some
limit of the solutions constructed in this paper can describe configurations of intersecting
branes similar to the ones discussed in [48, 49, 50] in a ten-dimensional setting.
The construction of globally regular solutions in Sections 7, 8, and 9 assumed that the
Riemann surface Σ has a single boundary component. This analysis can be generalized
to Riemann surfaces with two or more boundary components along the lines of [32]. Such
solutions should have novel and interesting features. First, additional homology three-spheres
which are not associated with poles of the harmonic function H will appear. These cycles
can carry non-trivial anti-symmetric tensor flux. Second, in addition to degeneration limits
where poles of H coalesce, there are new degeneration limits where a boundary shrinks to
zero size. In [32], this degeneration limit was found to produce new asymptotic regions of
the form AdS2 × S2 × S1 ×R.
The holographic interpretation of all Janus-type solutions is given by an interface CFT
where different CFTs living on half-spaces are linked by a common interface world-line [51].
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A proposal for the realization of a holographic dual to a boundary CFT as a limit of the
Type IIB Janus solutions [12, 13] was recently set forth in [52, 53]. It would be interesting
to investigate whether a similar limit is possible for the solutions presented in this paper.
A holographic realization of boundary CFT by introducing a brane which cuts off the AdS
bulk space and removes a second AdS half space was originally proposed in [54] and has
recently been discussed in more detail in [55] .
In a recent paper [56] two of the authors calculated the boundary entropy of an interface
conformal field theory using the holographic prescription developed in [57] and the solu-
tions constructed in [31]. The solutions in the present paper are more general, and their
parametrization via the harmonic function H and the one-forms ΛA is more directly re-
lated to the physical charges and values of the scalars. Hence, to calculate the holographic
boundary entropy of these new solutions along the lines of [56] and [57] seems a natural
and promising enterprise. Finally, there are other observables, such as boundary correlation
functions, which can be calculated holographically and compared to conformal field the-
ory results. Such calculations would be extremely valuable in determining the exact map
between holographic BPS Janus solutions and interface CFTs.
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A Notations and Conventions
In this appendix, we spell out our core notations and conventions for the space-time and
internal degrees of freedom of six-dimensional supergravity.
A.1 Six-dimensional Minkowski space-time
Throughout, we shall use the following index notations for six-dimensional space-time,
µ, ν = 0, · · · , 5 coordinate indices
M,N = 0, · · · , 5 frame indices
m,n = 0, 1 AdS2 frame indices
p, q = 2, 3 S2 frame indices
a, b = 4, 5 Σ frame indices (A.1)
The six-dimensional space-time metric has Minkowski signature. The Minkowski frame
metric is chosen to be η6 = diag(− + + + ++) and will be used to raise and lower the frame
indices M,N, · · ·. The completely anti-symmetric tensors  acting on frame indices, in six
and in two-dimensions, are normalized by,
012345 = 45 = 1 (A.2)
Our conventions for differential forms are the standard ones, namely the p-form T (p) associ-
ated with a totally anti-symmetric tensor T (p)µ1···µp is normalized by
T (p) =
1
p!
T (p)µ1···µpdx
µ1 ∧ · · · ∧ dxµp (A.3)
The frame one-forms are defined by eM = eMµdx
µ. Throughout, we shall use the notation
eM1···Mp = eM1 ∧ · · · ∧ eMp so that the symbol e012345 stands for the space-time volume form.
The p-form T (p) may be expressed alternatively in frame indices,
T (p) =
1
p!
T
(p)
M1···Mpe
M1···Mp (A.4)
The Poincare´ dual of a p-form T (p) may be defined equivalently by the following relations,
(∗T (p))M1···M6−p = 1
p!
M1···M6−pN1···NpT (p)N1···Np
S(p) ∧ ∗T (p) = (−1)
p(6−p)
p!
S(p)N1···NpT (p)N1···Np e
012345 (A.5)
where the second line is to hold for all p-forms S(p).
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A.2 SO(5,m)/(SO(5)× SO(m)) coset space notations
We use the following index notations for the coset space SO(5,m)/SO(5)×SO(m) variables,
A,B = 1, · · ·m+ 5 SO(5,m) defining representation indices
A = (I, R) I, J = 1, · · · , 5
B = (J, S) R, S = 6, · · · ,m+ 5
i, j = 1, · · · , 5 SO(5) defining representation indices
r, s = 1, · · · , n SO(m) defining representation indices
α, β = 1, · · · , 4 SO(5) spinor representation indices (A.6)
A.3 SO(1, 5)-gamma matrices
The γ-matrices in six dimensions are defined by {γM , γN} = 2ηMN6 , and we choose the basis,
iγ0 = σ2 ⊗ I2 ⊗ I2 γ3 = σ3 ⊗ σ2 ⊗ I2
γ1 = σ1 ⊗ I2 ⊗ I2 γ4 = σ3 ⊗ σ3 ⊗ σ1
γ2 = σ3 ⊗ σ1 ⊗ I2 γ5 = σ3 ⊗ σ3 ⊗ σ2 (A.7)
Throughout, SO(1, 5) spinor indices will be suppressed. The chirality matrix γ7, defined by,
γ7 = γ012345 = σ3 ⊗ σ3 ⊗ σ3 (A.8)
obeys (γ7)2 = I, as well as the following relations,
γMNPQRS = −γ7MNPQRS
γMNPγ7 = − 1
3!
MNPQRSγQRS (A.9)
The complex conjugation matrix B is defined to obey,
(γM)∗ = BγMB−1 (A.10)
and is given in the representation (A.7) by,
B = I2 ⊗ σ1 ⊗ σ2 (A.11)
The matrix B obeys BB∗ = −I8; it commutes with γ7.
Representing the six-dimensional space-time by the warped product AdS2 × S2 × Σ, it
is natural to restrict the Dirac matrices to these two-dimensional factors. Denoting the
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corresponding reduced matrices by γ˜M , and their associated reduced chirality matrices re-
spectively by γ˜(1), γ˜(2), and γ˜(3), we have the following induced representations,
γ˜1 = γ˜2 = γ˜4 = σ1
iγ˜0 = γ˜3 = γ˜5 = σ2
γ˜(1) = γ˜(2) = γ˜(3) = σ3 (A.12)
In this representation, the chirality matrix γ7 and the complex conjugation matrix B become,
γ7 = γ˜(1) ⊗ γ˜(2) ⊗ γ˜(3)
B = B(1) ⊗B(2) ⊗B(3) (A.13)
The complex conjugation matrices in each subspace may be chosen as follows,
(γ˜m)∗ = +B(1)γ˜mB−1(1) (B(1))
∗B(1) = +I2 B(1) = I2
(γ˜p)∗ = +B(2)γ˜pB−1(2) (B(2))
∗B(2) = +I2 B(2) = σ1
(γ˜a)∗ = −B(3)γ˜aB−1(3) (B(3))∗B(3) = −I2 B(3) = σ2 (A.14)
An alternative representation is obtained by reversing the roles of B(2) and B(3).
A.4 SO(5)-gamma matrices
The internal SO(5) = USp(4) structure of six-dimensional supergravity involves Γ-matrices,
defined by {Γi,Γj} = 2δij, where δij in the SO(5) frame metric. We use the following basis,
Γ1 = σ1 ⊗ I2 Γ3 = σ3 ⊗ σ1
Γ2 = σ2 ⊗ I2 Γ4 = σ3 ⊗ σ2
Γ5 = σ3 ⊗ σ3 (A.15)
The charge conjugation matrix C is defined by (Γi)t = (Γi)∗ = CΓiC−1. In the basis of (A.15),
the matrix C is given by,
C = σ1 ⊗ σ2 (A.16)
The following basis-independent properties of C hold,
C + Ct = CΓi +
(
CΓi
)t
= CΓij −
(
CΓij
)t
= 0 (A.17)
The anti-symmetry property will be crucial for the reduction of the BPS equations.
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A.5 Choice of a spinor basis in AdS2 × S2 × Σ
In this section we briefly review the definitions of the Killing spinors on AdS2 and S
2, an
explicit construction of these spinors can be found for example in [8, 12]. We choose the
Killing spinor equation for AdS2 which gives a real equation in the basis of γ-matrices that
we have chosen in (A.12). This Killing spinor equation is given by
∇mχη(1) −
η
2
γ˜mχ
η
(1) = 0 (A.18)
Integrability demands that η = ±1 and there are two linearly independent solutions for each
choice of η. The Killing spinor equation on S2 is chosen as
∇pχη(2),a −
iη
2
γ˜pχ
η
(2),a = 0 (A.19)
where η = ±1 from the integrability condition. For each choice of η there are two linear
independent solutions denoted by the subscript a. These two solutions are related by complex
conjugation. A suitable basis of invariant spinors on the full six-dimensional space-time
AdS2 × S2 × Σ is then obtained as follows,
χη1,η2,η3a ≡ χη1(1) ⊗ χη2(2)a ⊗ χη3(3) a = 1, 2 (A.20)
The action of chirality is as follows,
γ(1)χ
η1,η2,η3 = χ−η1,η2,η3
γ(2)χ
η1,η2,η3 = χη1,−η2,η3
γ(3)χ
η1,η2,η3 = η3χ
η1,η2,η3 (A.21)
The action of complex conjugation is also well-defined in this basis,
B−1 (χη1,η2,η31 )∗ = −iη2η3χη1,−η2,−η32
B−1 (χη1,η2,η32 )∗ = +iη2η3χη1,−η2,−η31 (A.22)
Finally, we recall the action of the covariant derivatives,(
∇ˆm − 1
2
η1γ˜m ⊗ I ⊗ I
)
χη1,η2,η3a = 0 m = 0, 1(
∇ˆp − i
2
η2I ⊗ γ˜p ⊗ I
)
χη1,η2,η3a = 0 p = 2, 3 (A.23)
A general spinor εα (with SO(5)-spinor index α, and SO(1, 5) index suppressed), may now
be decomposed onto the basis vectors χ as follows,
εα =
∑
η1,η2,η3,a
χη1,η2,η3a ⊗ ζαη1,η2,η3,a (A.24)
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It is clear from the complex conjugation relation, however, that the spinor χ2 is proportional
to B−1(χ1)∗. Thus, we may equivalently use the following decomposition,
εα =
∑
η1,η2,η3
(
χη1,η2,η31 ⊗ ζαη1,η2,η3 + B−1 (χη1,η2,η31 )∗ ⊗ ζˆαη1,η2,η3
)
(A.25)
Note that the AdS2 spinor is doubly degenerate, so that each solution of the type given
above generates two supersymmetries.
B Reducing the BPS equations
In this appendix, we present the details of the reduction of the BPS equations. We first
derive some results that will be used later. Notice that the η3 index is virtually the σ
3 basis
for the space Σ, namely,
χη1,η2,+ = χη1,η2 ⊗
(
1
0
)
χη1,η2,− = χη1,η2 ⊗
(
0
1
)
(B.1)
we have the following relation,
γaχη1,η2,η3 = σ3 ⊗ σ3 ⊗ σaχη1,η2,η3 = χ−η1,−η2,η′3(σa)η′3η3 (B.2)
and we can translate the action of σa on χ to the action on ζ in the following way,
σ3 ⊗ σ3 ⊗ σa(χη1,η2,η3ζη1,η2,η3) = χ−η1,−η2,η
′
3(σa)η′3η3ζη1,η2,η3
= χη1,η2,η3(τ (11a)ζ)η1,η2,η3 (B.3)
where we make use of the τ -matrix notation. Similarly for the charge conjugate basis,
σ3 ⊗ σ3 ⊗ σa
(
(χc)η1,η2,η3Cαβζβ∗η1,η2,η3
)
= B (σ3 ⊗ σ3 ⊗ σaχη1,η2,η3)∗Cαβζβ∗η1,η2,η3
= (χc)η1,η2,η3Cαβ(τ (11a)ζβ)∗η1,η2,η3 (B.4)
As argued above in the previous section, the (χc)η1,η2,η3 term in εα spinor will just give the
complex conjugate of the χη1,η2,η3 term equations, hence below we shall focus on the χη1,η2,η3
term, and omit its conjugate terms.
B.1 Reduction of the gravitino BPS equation
The gravitino equation may be expressed as follows,
dε+ ωε+ φε+ θε = 0 (B.5)
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where the ingredients are defined as follows,
(ωε)α =
1
4
ωMNγ
MNεα
(φε)α = −1
4
Qij(Γij)
α
βε
β
(θε)α = −1
4
H iMNP e
MγNP (Γi)αβε
β (B.6)
To calculate the contribution dε + ωε, we evaluate the connection. The non-vanishing spin
connection components are ωab and
ωmn = ωˆ
m
n ω
m
a = e
mDaf1
f1
ωpq = ωˆ
p
q ω
p
a = e
pDaf2
f2
(B.7)
The hats refer to the canonical connections on AdS2 and S
2. In components along respec-
tively em, ep, and ea, the contribution dε+ ωε projects as follows,
(m) ∇ˆmεα + 1
2
Daf1
f1
γmγ
aεα
(p) ∇ˆiεα + 1
2
Daf2
f2
γiγ
aεα
(a) ∇aεα (B.8)
where the hats on the covariant derivatives indicates that only the connection along respec-
tively AdS2, and S
2 have been included. Using the Killing spinor equations (A.18) and
(A.19) to eliminate the hatted covariant derivatives, and combining the terms, we obtain,
(m) γm
∑
η1,η2,η3
χη1,η2,η3 ⊗
[
1
2f1
τ (300)ζαη1,η2,η3 +
Daf1
2f1
(τ (11a)ζα)η1,η2,η3
]
(p) γp
∑
η1,η2,η3
χη1,η2,η3 ⊗
[
i
2f2
τ (130)ζαη1,η2,η3 +
Daf2
2f2
(τ (11a)ζα)η1,η2,η3
]
(B.9)
where we have pulled a factor of γM out front for equation (m) and (p). To calculate the
term φε, we observe that the only non-vanishing direction is along ea,
(a) −1
4
∑
η1,η2,η3
χη1,η2,η3 ⊗ qija (Γij)αβζβη1,η2,η3 (B.10)
Finally, to calculate the term θε, the equations along various directions are,
(m) γm
∑
η1,η2,η3
χη1,η2,η3 ⊗ 1
2
gia(Γ
i)αβ(τ
(01a)ζβ)η1,η2,η3 (B.11)
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(p) γp
∑
η1,η2,η3
χη1,η2,η3 ⊗
(
− i
2
)
hia(Γ
i)αβ(τ
(10a)ζβ)η1,η2,η3
(a)
∑
η1,η2,η3
χη1,η2,η3 ⊗
(
1
2
gia(Γ
i)αβ(τ
(100)ζβ)η1,η2,η3 −
i
2
hia(Γ
i)αβ(τ
(010)ζβ)η1,η2,η3
)
Combining all the terms, we recover the reduced gravitino BPS equations of (3.16),
(m) 0 =
1
f1
τ (300)ζα +
Daf1
f1
τ (11a)ζα + giaτ
(01a)(Γi)αβζ
β (B.12)
(p) 0 =
i
f2
τ (130)ζα +
Daf2
f2
τ (11a)ζα − ihiaτ (10a)(Γi)αβζβ
(a) 0 = (Da +
i
2
ωˆaτ
(003))ζα − 1
4
qija (Γij)
α
βζ
β +
1
2
giaτ
(100)(Γi)αβζ
β − i
2
hiaτ
(010)(Γi)αβζ
β
B.2 Reduction of the χrα BPS equation
The χrα equation is
0 =
1√
2
γMP irM(Γ
i)αβ
β +
1
12
γMNPHrMNP 
α (B.13)
The first term gives,
∑
η1,η2,η3
χη1,η2,η3 ⊗ 1√
2
pira (Γ
i)αβ(τ
(11a)ζβ)η1,η2,η3
(B.14)
The second term gives,
∑
η1,η2,η3
χη1,η2,η3 ⊗
(
−1
2
g˜ra(τ
(01a)ζα)η1,η2,η3 +
i
2
h˜ra(τ
(10a)ζα)η1,η2,η3
)
(B.15)
Combining all contributions, we recover the reduced spinor BPS equations of (3.17),
0 =
1√
2
pira τ
(11a)(Γi)αβζ
β − 1
2
g˜raτ
(01a)ζα +
i
2
h˜raτ
(10a)ζα (B.16)
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