Sequential sampling strategies have been developed for managing complexity when using computationally expensive computer simulations in engineering design. However, much of the literature has focused on objective-oriented sequential sampling methods for deterministic optimization. These methods cannot be directly applied to robust design which must account for uncontrollable variations in certain input variables (i.e., noise variables). Obtaining a robust design that is insensitive to variations in the noise variables is more challenging. Even though methods exist for sequential sampling in design under uncertainty, the majority of the existing literature does not systematically take into account the interpolation uncertainty that results from limitations on the number of simulation runs, the effect of which is inherently more severe than in deterministic design. In this paper, we develop a systematic objective-oriented sequential sampling approach to robust design with consideration of both noise variable uncertainty and interpolation uncertainty. The method uses Gaussian processes to model the costly simulator and quantify the interpolation uncertainty within a robust design objective. We examine several criteria, including our own proposed criteria, for sampling the design and noise variables and provide insight into their performance behaviors. We show that for both of the examples considered in this paper the proposed sequential algorithm is more efficient in finding the robust design solution than a one-shot space filling design.
Introduction
To satisfy consumer expectations of high quality and low cost products, it is essential for a product design to be robust to the variations of uncertain input variables [1] [2] [3] . In simulationbased robust design, the computer simulation response is considered to be a function of two types of input variables -design ("control") variables and noise variables [1] -and the objective is to find a design that results in a desirable response mean and insensitivity or robustness to variation in the noise variables [1, 4] .
Robust design formulations typically require a large number of simulations to directly determine statistical characteristics (e.g. mean and variance) of the response with respect to the distribution of the noise variables [5] . As computer simulations [4, 6] increase in accuracy (e.g., a finer mesh in FEA) and complexity, the computational cost of running extensive computer simulations becomes prohibitive. Global metamodels (a.k.a. surrogate models, emulators, response surface models, etc.) fitted over the design/noise variable input domain have generally been relied upon when searching for the optimal robust design [7, 8] . However, with limited sample sizes, the accuracy of such metamodels can be very poor. Metamodel accuracy relates to the ability of the metamodel to accurately interpolate between sampled simulation points, which Apley et al. [9] termed interpolation uncertainty. Furthermore, Jin et al. [10] have shown that interpolation uncertainty can have a large effect on robust design optimization.
Relative to the "one-shot" global metamodeling approach [11, 12] , sequential sampling procedures can be more useful because they incorporate learning to ensure the maximum information is obtained from the fewest runs. They also allow the sample size to be determined adaptively as the data accumulates, which avoids conducting unnecessary additional computer simulations after a design is deemed sufficiently close to optimal. One form of sequential sampling is objective-oriented sequential sampling [13] [14] [15] [16] , where one considers the specific manner in which the simulation results are to be used for optimizing a design objective. As depicted in Fig. 1 (for the deterministic optimization scenario in which the goal is to minimize the response y as a function of a design variable d, without any noise variables), in objectiveoriented sequential sampling the goal is to select the next simulation point in a manner that balances between what appears to be a strong candidate for the optimal design (d A ), versus where interpolation uncertainty remains too large (d B ). As Jones et al. [13] and others have demonstrated, objective-oriented sequential sampling can provide an efficient means of arriving at the global optimum without producing a globally accurate metamodel of the computer simulator, which can result in tremendous computational savings over global metamodeling.
The aforementioned objective-oriented sequential sampling approaches have only been applied to deterministic optimization and cannot be directly applied to the optimization of a robust design objective function. In robust design, both noise and design variables must be selected in order to run the simulation, but the robust design objective function depends only on the design variables because the effects of the noise variables are integrated out (via Eq. (3), below) when calculating the performance mean and variation. Therefore, this body of work can only select the design variable setting and not the noise variable setting. Moreover, the adverse effects of interpolation uncertainty are compounded in robust design: Because the robust design objective function involves integration over a range of values for the noise variables, one cannot eliminate the effects of interpolation uncertainty with a single final confirmation run, as in deterministic optimization.
Previous authors [9, [17] [18] [19] quantified the interpolation uncertainty in the robust design objective based on a Bayesian analysis of a Gaussian process (GP) model (a.k.a. Gaussian random process models) as the metamodel. Reference [9] considered an approach to reduce the impact of interpolation uncertainty by guiding users in selecting design variable sites for additional simulations based on graphical visualization of the effects of uncertainty on the robust design objective. However, [9] did not present a method for selecting the noise variable sites, nor did it present an automated algorithm for selecting design and/or noise sites. Furthermore, the graphical visualization techniques presented in [9] can be difficult to apply to high dimensional design applications. References [17] [18] [19] have adapted the expected improvement algorithm of [13] to robust design in the presence of noise variables. However, the robust design formulations used in their works include either the mean or the variance of the response in a robust design objective, but not both. Reference [20] used a robust design objective function that includes both the mean and variance, but the author does not systematically account for the effect of interpolation uncertainty on the robust design objective. Even though other methods for sequential sampling in design under uncertainty exist, these works focus on quantification of constraint response uncertainty in reliability-based design optimization using prediction intervals of response surface models [21, 22] .
Unlike the informal graphical visualizations in [9] for additional computer simulations, in this paper we develop a systematic algorithmic sequential sampling method that is intended to efficiently identify the optimal robust design in the face of interpolation uncertainty. Like the approaches of [17] [18] [19] , our approach considers both noise variable uncertainty and interpolation uncertainty and uses a Gaussian process framework to provide a consistent method of approximating the costly simulator and quantifying the resulting interpolation uncertainty.
However, instead of considering only the mean or variance in the robust design objective, we develop an objective-oriented sequential sampling algorithm for a form of robust design in which the single robust design objective function includes both the mean and the variance, the same objective function considered in [1, [8] [9] [10] . For many systems in which the response is of the smaller-is-better type, including both the mean and variance in the objective function constitutes a more natural robust design formulation than minimizing the variance under an inequality constraint on the mean, or vice-versa, as was done in [17] .
Specifically, the contributions of this paper are to develop a formal systematic sequential sampling algorithm that (1) selects both the noise variable sites and the design variable sites, (2) optimally balances between reducing the effects of interpolation uncertainty versus sampling where the robust design objective function appears to be optimal, and (3) is applicable to a robust design objective function that considers both the mean and the standard deviation of the response. In Section 2, we review the approach for quantifying interpolation uncertainty in the robust design objective function. Next we introduce an illustrative example in Section 3 that we use throughout this paper to explain our proposed sequential sampling algorithm. In Section 4, we present our proposed objective-oriented sequential sampling algorithm and detail several different objective-oriented sampling criteria for selecting the simulation inputs in the robust design setting. In addition to the illustrative example introduced in Section 3, we apply the proposed sequential algorithm to the design of an automotive engine piston in Section 5. Both examples illustrate the effectiveness of the sequential sampling algorithm in efficiently finding the optimal robust design, and we also use them to assess the advantages and disadvantages of the competing criteria for determining the next sequentially sampled point. Section 6 concludes the paper.
Robust design with Gaussian process models
In this section, we briefly review the method for quantifying the effects of interpolation uncertainty on the robust design objective function (see [9] for additional details). Let d denote a n d × 1 vector of design variables, W a n w × 1 vector of random noise variables, w a specific value for W, p(w) the known probability distribution function of W, and y(d,w) the response from a computationally expensive deterministic computer simulator as a function of d and w. By deterministic, we mean that the value of the response is exactly the same for repeated runs of the computer simulator at the same input settings for d and w.
The robust design objective that we consider is to find [1, 8, 10] 
where d * denotes the optimal robust design and the robust design objective function is
with c (e.g., c = 2, 3, etc.) denoting a user-defined constant that reflects risk attitude. The mean and variance of the response are 2 2 ( )
To consider the variation (e. [24] [25] [26] . GP models are ideal for representing deterministic computer simulations because they provide a prediction that passes exactly through every observation. Additionally, the GP model provides an inherent mechanism for quantifying the interpolation uncertainty at input points where no data has been observed. Other metamodeling techniques, e.g., radial basis functions [27] , support vector regression [28] , polynomial regression [29] , etc., do not have an adequate mechanism for quantifying the interpolation uncertainty.
Adopting the same notation as Likewise, we rewrite the robust design formulation of Eqs. (1), (2) , and (3) as
where
An interpretation of this notational representation of the robust design objective function is as follows. In order to calculate Eqs. (2) and (3) To quantify the interpolation uncertainty in ( | )
which can be viewed as an approximate 95 % Bayesian prediction interval under the assumption 
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integration with respect to the noise variables, which can be implemented using numerical integration. Alternatively, in this paper we use closed form solutions for these integrals, which is possible if p(w) is taken to be a multivariate normal distribution and the GP model uses a 
An Illustrative Example
In this section, we introduce an illustrative example, which is the same example presented in [9] . 
The proposed sequential sampling algorithm
The sequential sampling algorithm begins with an initial set of observations from the computer simulator and then sequentially determines the additional input settings (d and w both) at which to simulate the response in order to most efficiently find the optimal robust design. 
4.1
Step 0: Initial data set y N The preliminary step of the algorithm is to gather an initial data set. Many authors suggest a space-filling experimental design, e.g. an optimal Latin hypercube design [16-19, 25, 31] . We too use an initial design of a 'maximin' optimal Latin hypercube (lhsdesign function in MATLAB ® ) [11] as the initial design. For sequential sampling, previous literature does not have a well-defined rule for the number of initial observations. We suggest N ≤ 10k [13] , where k is the dimension of all the inputs (i.e., the dimension of d plus the dimension of w). One should also consider the available computational resources when determining the initial number of observations. In the open box example above, we began by observing four samples (N = 4) as shown in Fig. 4 " Step 0: Initial data (y 4 )". The iteration number i is set as 0. Fig. 4 will be used in the following subsections to illustrate the first iteration of the sequential sampling algorithm.
Step 1: Fit a GP model using y

N+i
The first (iterative) step of the algorithm is to fit a GP model to the observed responses at the simulation points. Before fitting the GP model, we typically normalize the inputs of the simulator (the elements of d and w) to the range of 0 to 1 and standardize the output y N+i to have a sample mean of 0 and a sample standard deviation of 1 [19, 32] . Then the parameters of the GP model are estimated by using the maximum likelihood method (see [26] for details). "
Step 1: Fit GP model" in Fig. 4 shows the posterior mean for the prediction of the GP model fitted to the 4 initial samples from Step 0. Set the iteration number to i = i + 1.
Step 2: Find d min by minimizing the robust design objective function
After fitting the GP model to y N+i , we find the current best design by minimizing the robust design objective function that considers both the variability due to the random noise variables and the interpolation uncertainty. In analogy with Eq. (2), this robust design objective function is defined as to determine the d N+i that provides the best balance between improving the robust design and reducing the interpolation uncertainty. The idea here is similar to the traditional objectiveoriented sequential sampling approach for deterministic optimization [13, 14] , except that the deterministic objective response is now replaced by the stochastic robust design objective function.
We begin by adapting the expected improvement (EI) criterion [13, 14] to the stochastic robust design objective function. The original EI criterion has been shown in deterministic design to choose additional computer simulation points that balance the objective of improving the design while considering the reduction in interpolation uncertainty [13, 14] . To adapt EI to robust design, we define the improvement function to be (similar to [16] [17] [18] [19] 
The improvement function quantifies the improvement of ( | ) 
where ( ) Φ i is the standard normal cumulative distribution function and ( ) φ i is the standard normal probability distribution function. d N+i is then selected as the value of d that maximizes the expected improvement. This is illustrated in Fig. 4 as "
Step 3: Find d 5 ".
As an alternative to the EI criterion, we also propose the following prediction interval 
where z p denotes the 1 − p quantile of the standard normal distribution, and ( ) 
Step 4: Stopping criterion
After choosing d N+i , but before choosing w N+i , we assess a stopping criterion to determine whether the entire sequential algorithm should be terminated. In practice, the designer could set a limit on the number of computer simulations that are possible. In lieu of this, since the EI and PI criteria measure the potential improvement of design d N+i compared to d min , another option is to stop the algorithm when either criterion indicates there is little potential for further improvement.
Because the criteria do not always decrease monotonically from one iteration to the next, the sequential algorithm can be stopped when the average of the criterion, over a specified number of previous iterations, is below a user specified value (see [17] [18] [19] for more details on algorithm termination using EI). A third alternative is to terminate the algorithm if the value of d min does not change over several iterations, even if there still is substantial interpolation uncertainty. In this paper, we simply use a fixed number of iterations.
Step 5: Find the next noise variable setting w N+i
After selecting d N+i and verifying that the stopping criteria is not satisfied, the next noise variable simulation point w N+i is selected to achieve the greatest reduction in interpolation uncertainty. Several different criteria are defined below.
The simplest criterion for reducing interpolation uncertainty is perhaps to select w N+i at the location where the uncertainty in the GP model is the largest [25] , by maximizing the expression ( ) ( ) MSE s w w (14) where MSE(w) is the mean squared error (MSE) of the GP model prediction, i.e. the posterior covariance of the GP model
given the observed data y N+i-1 , and s(w) is some weight function. In [25] , the weight function is taken to be a constant over the range of w. Alternatively, [20] takes s(w) to be the probability distribution of w, i.e. s(w) = p(w). This weighted MSE function encourages the selection of w N+i at noise locations that have higher probability of occurring. Using the constant weight function, this step is illustrated in Fig.   4 as "
Step 5: Find w 5 ".
Another method to obtain the greatest reduction of interpolation uncertainty using the GP model is to select w N+i at the minimum of the integrated mean squared error (IMSE). The IMSE is defined as [25] ( ) ( . ) ( )
where the MSE′(w,w′) is the posterior covariance of the GP model, which is
We note that Eq. (16) can be calculated prior to actually observing y(d N+i ,w) [25] . By minimizing the IMSE, we are essentially selecting w N+i at the point that minimizes the interpolation uncertainty over the entire domain of w at d N+i .
Another approach to select w N+i is to reduce interpolation uncertainty by minimizing the expected value of the variance of the stochastic robust design function [18, 19] [ ]
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Since we have not observed the response at d N+i and w, the expectation in Eq. (17) is with respect to y(d N+i ,w), which is a random quantity with distribution defined by the existing GP model from
Step 2. Moreover, [18, 19] , which only use either the mean or the variance in the robust design objective function.
We refer to the four above criteria as the maximum MSE with a constant weight function (MSE), the maximum weighted MSE (wMSE), the minimum IMSE (IMSE), and the minimum 
Results and discussion
In this section, we investigate two examples to (1) assess if the proposed sequential algorithm works effectively and efficiently for locating the robust optimal design and (2) assess which criteria for selecting d N+i and w N+i are the best suited for robust design.
Open box example
We continue the open box example using the EI criterion to select d N+i compared to the other combinations, which indicates the combinations with VAR had more interpolation uncertainty at d min . We also found the VAR criterion tends to select w N+i extremely close to previously sampled points, which is a result of numerical instabilities in calculating Eq. (17) . Moreover, as noted by [31] , the VAR criterion is computationally expensive. Therefore, we recommend not to use the VAR criterion to select w N+i , and we do not further consider it in this paper.
Although similar results are obtained for the six combinations of the criteria, one should note that the selection criterion for w N+i significantly affects where the locations for w are chosen.
For instance, the IMSE and wMSE criteria select points on the interior of the domain of w, whereas the MSE criterion tends to select points on the boundary of the domain of w. This observation is consistent with the previous literature [16, 20, 25] .
Also included in Table 1 y(d,w) . This second scenario neglects the interpolation uncertainty when finding the optimal robust design and is more widely used because it is simpler to implement [10] . In order to achieve a fair comparison between the results of the sequential sampling algorithm and the results of the "One-shot (no IU)" scenario, for the "One-shot (no IU)" scenario in Table 1 we report the values of f GW (d min ) given that d min was found using the objective function of the "One-shot (no IU)" scenario. Since optimal Latin hypercube designs are random, we repeated the one-shot analyses for 30 different optimal Latin hypercube designs, and the one-shot results in Table 1 are the averages over the 30 replicates. Since 15 data points are quite sufficient for this low dimensional problem in creating a GP model with very little interpolation uncertainty, both one-shot scenarios produce similar results. Additionally, both one-shot scenarios provide an accurate value for the optimal robust design d * similar to the sequential algorithm using the different combinations of criteria, with the exception of VAR (which we do not recommend). However, the sequential algorithm produces a smaller value of ( ) 
Piston Design Example
In this section, we demonstrate the general application of the proposed sequential sampling algorithm with the design of an automotive engine piston that was previously analyzed in [9, 33] . Since engine noise is one of the key factors in customer dissatisfaction, the objective is to obtain a design that minimizes the piston slap noise and is invariant to the noise variables.
Piston slap noise is the engine noise that results from the secondary motion of the piston. To simulate the piston slap noise, [6] developed a computationally intensive simulation model using multi-body dynamics. The response y from this computer simulator is defined as the sound power level of the piston slap noise. Table 2 contains the descriptions of the four design variables and the two noise variables. The design variables control the geometry of the piston, whereas the uncertainty in the noise variables is caused by variation in environmental conditions, e.g., temperature, wear, and spark timing.
Due to the high computational expense of the multi-body computer simulation, the true response surface for the piston design example is unknown. Therefore, in order to gauge the effectiveness of the proposed sequential sampling algorithm, we take the same approach as [9] and build a GP model based on a relatively large and evenly spaced data set of 200 samples observed directly from the multi-body computer simulator. Then the posterior mean of this large GP model is treated as the "true" response surface. This yields the true optimal robust design as to what was observed in Table 1 for the open box example. The smaller value indicates that the sequential algorithm effectively decreased the interpolation uncertainty at d min . Thus, in this example, we showed that (1) the sequential sampling algorithm can be applied to higher dimensional engineering applications and (2) the sequential sampling algorithm accurately identifies the optimal robust design with greater efficiency and less interpolation uncertainty than the one-shot designs.
Conclusions
The majority of previous literature using objective-oriented sequential sampling approaches has focused on global optimization of deterministic functions. In this paper, we have developed an objective-oriented sequential sampling algorithm for robust design considering noise variable uncertainty together with interpolation uncertainty. Because of the uncertainty in the noise variables, the effects of interpolation uncertainty on the robust design objective function are far less transparent than its effects on a deterministic objective.
As illustrated in two examples, our sequential algorithm obtained an optimal robust design with a small number of observations from the computer simulator. Additionally, we also explored several different criteria for the selection of both the design variables and the noise variables. For selecting the next design variable setting, both the EI criterion and PI criterion efficiently identified the optimal robust design. When selecting the noise variable setting, the IMSE and wMSE criteria reduced the interpolation uncertainty more efficiently than the MSE and VAR criteria. Therefore, we suggest implementing the sequential algorithm using the EI or PI criteria for selecting the design variables and the wMSE or IMSE criteria for selecting the noise variables.
The sequential algorithm presented in this paper can be applied to many different engineering applications involving computationally expensive physics-based computer models.
This sequential algorithm helps an engineer to efficiently collect simulation data in order to obtain an optimal design that is insensitive to the variation of the noise variables, and therefore to design higher quality, higher reliability products in less time.
Although this research has addressed the problem of robust design when using computationally expensive simulators, future research is needed to apply the algorithm more effectively to many practical design problems, especially in high dimensions. Since many design scenarios involve constraints, the proposed sequential algorithm should be augmented to consider constraints. Additionally, our sequential algorithm can be computationally demanding Gaussian process models (for examples see [34, 35] ). Finally, one could include additional sources of uncertainty into the sequential sampling algorithm (e.g., including the variation in the design variables as in [23] ). Altogether, further research will enable the use of the proposed sequential algorithm for problems with higher dimensions and a larger number of observations.
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E[I(d)]
Expected Improvement (EI) criterion at d
The stochastic robust design objective function 
Variance and standard deviation of ( | ) (18) where ω is a vector of roughness parameters.
After observing the computer simulations y N at the input points {d i , w i : i = 1, …, N}, the posterior distribution of the GP model for the response is Gaussian with a mean and covariance of (and given ω and σ 2 with a non-informative prior for β) [36] 
In the first line of Eq. (21) 
which is a result of the law of total variance [37] . [9] . Table Captions   Table 1 Results after obtaining a total of 15 observations from the open box example. Table 2 Design and noise variables (with a normal distribution) for the piston design example. 
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