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Abstract
We consider the Cauchy problem for the damped wave equation with absorption
utt −∆u+ ut + |u|p−1u = 0, (t, x) ∈ R+ × RN .
The behavior of u as t → ∞ is expected to be the same as that for the corresponding heat equation
φt −∆φ + |φ|p−1φ = 0, (t, x) ∈ R+ × RN,
which has the similarity solution wa(t, x) with the form t−1/(p−1)f (x/
√
t) depending on a =
lim|x|→∞ |x|2/(p−1)f (x)  0 provided that p is less than the Fujita exponent pc(N) := 1 + 2/N . In
this paper, as a first step, if 1 < p < pc(N) and the data (u0, u1)(x) decays exponentially as |x| → ∞
without smallness condition, the solution is shown to decay with rates as t → ∞,
(∥∥u(t)∥∥
L2 ,
∥∥u(t)∥∥
Lp+1 ,
∥∥∇u(t)∥∥
L2
)= O(t− 1p−1 +N4 , t− 1p−1 + N2(p+1) , t− 1p−1 − 12 +N4 ), (∗)
those of which seem to be reasonable, because the similarity solution wa(t, x) has the same decay rates
as (∗). For the proof, the weighted L2-energy method will be employed with suitable weight, similar to that
in Todorova and Yordanov [Y. Todorova, B. Yordanov, Critical exponent for a nonlinear wave equation with
damping, J. Differential Equations 174 (2001) 464–489].
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1. Introduction
We consider the Cauchy problem for the semilinear damped wave equation with absorption:
utt −∆u+ ut + |u|p−1u = 0, (t, x) ∈ (0,∞)× RN, (1.1)
(u,ut )(0, x) = (u0, u1)(x), x ∈ RN, (1.2)
where p > 1. When (u0, u1) ∈ H 1 ×L2 and
1 <p <
N + 2
N − 2 (N  3), 1 <p < ∞ (N = 1,2), (1.3)
there exists a unique solution u ∈ C([0,∞);H 1) ∩ C1([0,∞);L2) (Strauss [31], Ginibre and
Velo [9], Brenner [1], Matsumura [24], Kawashima et al. [21], etc.). In [21] it is shown that, for
1N  3, if
1 + 4
N
< p <
N + 2
N − 2 (N  3), 1 +
4
N
< p < ∞ (N = 1,2),
then the solution u(t, x) decays as∥∥u(t, ·)∥∥
L2 = O
(
t−
N
2
( 1
r
− 12
))
, when (u0, u1) ∈
(
H 1 ∩Lr)(RN )× (L2 ∩Lr)(RN )
(1 r  2)
(for more details refer to [21]), whose rate is the same as that of solutions to the linear heat
equation. Based on [21], Karch [20] showed that the Gauss kernel is an asymptotic profile when
p > 1 + 4/N with 1  N  3. Very recently, in Hayashi et al. [11] the asymptotic profile of u
for p > 1 + 2/N with N = 1 has been shown to be the Gauss kernel.
On the other hand, the global existence and blow-up of small weak solutions to the damped
wave equation with the forcing term
utt −∆u+ ut = |u|p (1.4)
with (1.2) have been also investigated. Todorova and Yordanov [32] have shown that
pc(N) := 1 + 2
N
(1.5)
is the critical exponent, which is called the Fujita exponent named after Fujita [6], in any dimen-
sional space satisfying p < 1+2/N (N  3) and p < ∞ (N = 1,2). Refer to Zhang [33] for the
blow-up in the critical case, and Li and Zhou [22], Nishihara [27] for the blow-up time. See also
Ikehata et al. [18], Ikehata and Tanizawa [17], Ono [29,30], Gallay and Raugel [7,8], Karch [20],
and references therein for the global existence and its profile. Recently, the first author has shown
in [26] that the linear damped wave equation is approximated by the corresponding heat equation
in 3-dimensional space. He has precisely derived the Lp–Lq estimate on the difference of each
solution. See also Marcati and Nishihara [23] in 1-dimensional space, Hosono and Ogawa [15] in
2-dimensional space and Narazaki [25] in general space dimension and Ikehata [16], Ikehata and
Nishihara [19], Chill and Haraux [3] in the abstract setting. These are applied to the semilinear
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equation were obtained by Matsumura [24].
Summing up these results, the solution to the damped wave equation (1.4) is expected to have
similar behavior as t → ∞ as that to the corresponding heat equation
φt −∆φ = |φ|p. (1.6)
In this paper, we consider decay properties of solutions u(t, x) to (1.1)–(1.2) when
1 <p < pc(N) = 1 + 2
N
, (1.7)
whose decay rates should be related to the Cauchy problem for the semilinear heat equation
φt −∆φ + |φ|p−1φ = 0, (t, x) ∈ (0,∞)× RN, (1.8)
φ(0, x) = φ0(x), x ∈ RN. (1.9)
For any p > 1, (1.8) has a solution w∗(t, x) := ((p − 1)t)−1/(p−1). For p satisfying (1.7), it
was proved by Brezis et al. [2] that there exists a family of positive self-similar solutions wa(t, x)
such that
lim|x|→∞ |x|
2/(p−1)wa(t, x) =: a  0
exists. The solution wa(t, x) has the form
wa(t, x) = t−
1
p−1 f
(
x√
t
)
(1.10)
with
−∆f − y · ∇f
2
+ |f |p−1f = 1
p − 1f. (1.11)
We recall some results on the asymptotic behavior of solutions to (1.8)–(1.9) with (1.7). Gmira
and Véron [10] showed that if φ0  0, φ0 ∈ L1(RN) and lim|x|→∞ |x|2/(p−1)φ0(x) = +∞, then
lim
t→∞ t
1
p−1
(
φ(t, ·)−w∗(t, ·))= 0, uniformly on {x ∈ RN ; |x|C√t }.
Escobedo and Kavian [4] proved that if
φ0 = 0, 0 φ0(x)Ce−β|x|2 for some β > 0, C > 0, (1.12)
then
lim
t→∞ t
1
p−1
∥∥φ(t, ·)−w0(t, ·)∥∥L∞ = 0. (1.13)
Note that w0(t, x) decays exponentially as |x| → +∞. When
φ0 ∈ L1
(
RN
)
, φ0 = 0, lim|x|→∞ |x|
2
p−1 φ0(x) =: a  0, (1.14)
it has been proved by Escobedo et al. [5] that, depending on a  0, the positive similarity solution
wa(t, x) is uniquely determined and
lim t
1
p−1
∥∥φ(t, ·)−wa(t, ·)∥∥L∞ = 0. (1.15)t→∞
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satisfies (1.15) if the data (u0, u1) satisfy the condition corresponding to (1.14).
In this paper, corresponding to Escobedo and Kavian [4], we show the decay properties of the
solution u to (1.1)–(1.2), provided that∣∣u0(x)∣∣, ∣∣u1(x)∣∣ Ce−β|x|2 for β > 0, C > 0, (1.16)
but no smallness condition is assumed. To apply the weighted L2-energy method, we assume
that
I 20 :=
∫
RN
eβ|x|2
(
u21 + |∇u0|2 + u20
)
(x) dx < +∞ for some β > 0 (1.17)
in stead of (1.16). Denoting the solution space X(0, T ) by
X(0, T ) = C([0, T );H 1(RN ))∩C1([0, T );L2(RN )),
we have our main theorem.
Theorem 1.1. Assume that 1 < p < 1 + 2/(N − 2) (N  3), 1 < p < ∞ (N = 1,2) and that
(u0, u1) ∈ H 1(RN) × L2(RN) with (1.17). Then the solution u(t, x) ∈ X(0,∞) to (1.1)–(1.2)
uniquely exists, which satisfies for t  0,∥∥u(t, ·)∥∥
L2  CI0(1 + t)−
1
p−1 +N4 ,
∥∥u(t, ·)∥∥
Lp+1  CI0(1 + t)−
1
p−1 + N2(p+1) , (1.18)∥∥∇u(t, ·)∥∥
L2 +
∥∥ut (t, ·)∥∥L2  CI0(1 + t)− 1p−1 − 12 +N4 (1.19)
for some positive constant C provided that 1 <p  1 + 4/N .
Remark 1.1. In the supercritical case p > pc(N), the asymptotic profile of the solution u is
expected to be the Gauss kernel G(t, x), whose Lr -norm (1 < r ∞) decays as ‖G(t, ·)‖Lr =
O(t−N2 (1− 1r )). Hence, the decay rates (1.18)–(1.19) are less sharp, and so the subcritical case
(1.7) is mainly kept in mind.
Remark 1.2. The Lr -norm (1 r ∞) of the similarity solution wa decays as
∥∥wa(t, ·)∥∥Lr = t− 1p−1
( ∫
RN
tN/2 ·
∣∣∣∣f
(
x√
t
)∣∣∣∣
r
dx
tN/2
)1/r
= Ct− 1p−1 + N2r . (1.20)
Hence, in the subcritical case the decay rates (1.18)–(1.19) are sharp in the L2-sense. However,
compared to our goal (1.15), the results are dissatisfactory. We have
∥∥u(t, ·)∥∥
Ls
= O(t− 1p−1 + 1s )


1 s ∞ if N = 1,
1 s < ∞ if N = 2,
1 s  2N
N−2 if N  3,
(1.21)
applying the Sobolev inequality (N = 1) and the Gagliardo and Nirenberg inequality (N  2) to
(1.18)–(1.19) and (2.9) in the next section, which will be derived after stating Theorem 2.1. Note
that Hayashi et al. [13] have recently obtained (1.15) for pc(N) − ε < p < pc(N) (ε is a small
positive constant) with N = 1 and the small data with suitable positivity (see Hayashi et al. [12]
in the critical case). See also their quite recent paper [14] for large data.
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stant depending on a, b, . . . is denoted by C(a, b, . . .). The Lebesgue space Lq(RN) (respectively
Sobolev space Hm(RN)) were already used with its norm
‖f ‖Lq(RN) =
( ∫
RN
∣∣f (x)∣∣q dx)1/q
(
respectively ‖f ‖m =
(
m∑
k=0
∥∥∂kxf ∥∥L2(RN)
)1/2)
.
In particular, ‖f ‖ := ‖f ‖L2(RN) = ‖f ‖0. The space RN of Lq(RN) or the integrand RN will
be often abbreviated. For brevity, ‖f (t, ·)‖Lq = (
∫ |f (t, x)|q dx)1/q will be written simply by
‖f (t)‖Lq , etc.
2. Proof of Theorem 1.1
In this section we shall prove Theorem 1.1 applying the weighted L2-energy method. The
weight function is chosen as
eψ(t,x), with ψ(t, x) = a|x|
2
4(t + t0) (0 < a < 1, t0  1) (2.1)
(later a is determined as 1/4), which is a modification of the weight introduced in Todorova and
Yordanov [32]. See also Ikehata and Tanizawa [17]. The weight function ψ satisfies

∇ψ = ax2(t+t0) , |∇ψ |2 =
a2|x|2
4(t+t0)2 ,
ψt = − a|x|24(t+t0)2 < 0,
|∇ψ |2
ψt
= −a.
(2.2)
For the interval I = [τ, τ + t1], t1 > 0, and any fixed M > 0, we adopt the solution space
XM(I) =
{
u ∈ C(I ;H 1)∩C1(I ;L2), eψ(t,·)(ut ,∇u,u)(t, ·) ∈ L2
with supt∈I Eψ(t;u)1/2 M
}
, (2.3)
where
Eψ(t;u) =
∫
e2ψ(t,x)
(|ut |2 + |∇u|2 + u2)(t, x) dx. (2.4)
Also, denote
Eψ
(
τ ;uτ0, uτ1
)= ∫ e2ψ(τ,x)(∣∣uτ1∣∣2 + ∣∣∇uτ0∣∣2 + ∣∣uτ0∣∣2)(x) dx. (2.5)
Clearly, Eψ(0;u0, u1) < M for suitable t1  1 and M > 0 by (1.17). The global existence the-
orem for (1.1)–(1.2) is well known. However, we need that the solution u remains in XM(I)
provided that Eψ(0;u0, u1) <M . Hence we prepare the local existence theorem in XM(I) for{
utt −∆u+ ut + |u|p−1u = 0, t > τ, x ∈ RN,
(u,ut )(τ, x) = (uτ0, uτ1)(x), x ∈ RN.
(2.6)τ
Proposition 2.1. Let N  1 and 1 < p < N/(N − 2) (N  3), 1 < p < ∞ (N = 1,2). For any
M > 0 and some constant C1 > 0, if (uτ0, uτ1) ∈ H 1 × L2 satisfies Eψ(τ ;uτ0, uτ1)1/2 M , then
there exists a time t1 = t1(M) depending only on M such that the Cauchy problem (2.6)τ has
a unique solution u(t, x) in X2C1M(τ, τ + t1).
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satisfies the following a priori estimates.
Proposition 2.2. Let p satisfy the conditions in Proposition 2.1 and
α(p) := 1
p − 1 −
N
4
 0. (2.7)
Then the solution u(t, x) ∈ XM([0, T ]) to (1.1)–(1.2) satisfies the estimates:∫
RN
e2ψ(t,x)
(|ut |2 + |∇u|2 + u2 + |u|p+1)(t, x) dx
+
t∫
0
∫
RN
e2ψ(τ,x)
(|ut |2 + |∇u|2 + |∇ψ |2u2 + |u|p+1)(τ, x) dx dτ
 C0
∫
RN
e2ψ(0,x)
(|u1|2 + |∇u0|2 + u20 + |u0|p+1)(x) dx =: C0E¯ψ(0;u0, u1), (2.8)
(t + t0)2α(p)
∫
RN
e2ψ(t,x)
(|ut |2 + |∇u|2 + u2 + |u|p+1)(t, x) dx
+ (t + t0)−ε
t∫
0
(τ + t0)2α(p)+ε
∫
RN
e2ψ(τ,x)
(|ut |2 + |∇u|2 + |u|p+1)(τ, x) dx dτ
 Cε
(
1 + E¯ψ(0;u0, u1)
) (2.9)
and
(t + t0)2α(p)+1
∫
RN
e2ψ(t,x)
(|ut |2 + |∇u|2 + |u|p+1)(t, x) dx
+ (t + t0)−ε
t∫
0
(τ + t0)2α(p)+1+ε
∫
RN
e2ψ(τ,x)|ut |2(τ, x) dx dτ
 Cε
(
1 + E¯ψ(0;u0, u1)
) (2.10)
for some t0  1 and any fixed ε > 0 with Cε → ∞ as t → ∞.
Propositions 2.1 and 2.2 imply the global existence theorem in XM(0,∞). In particular, the
estimate (2.8) and the Gagliardo and Nirenberg inequality play a role to extend the local solution
to the global one.
Lemma 2.1. Let the exponents s, q, r (1 s, q, r ∞) and σ ∈ [0,1] satisfy
1
s
= σ
(
1
r
− 1
N
)
+ (1 − σ) 1
q
,
with r N except for the case (s, r) = (∞,N) when N  2. Then it holds that
‖u‖Ls  C‖u‖1−σLq ‖∇u‖σLr , u ∈ Lq, ∇u ∈ Lr,
for C = C(s, q, r,N).
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e2ψ(t,x)
∣∣u(t, x)∣∣p+1 dx)1/(p+1)
 C
(∫
e
2
p+1 ψ(t,x)u(t, x)2 dx
) 1
2 ·(1−σ)(∫
e2ψ(t,x)
(|∇u|2 + u2)(t, x) dx) 12 ·σ (2.11)
for σ = N(1/2 − 1/(p + 1)) ( 1 when p  1 + 4/(N − 2)). In fact, since f := e2ψ/(p+1)u
satisfies
∇f = e 2p+1 ψ
(
∇u+ 1
p + 1
x
t + t0 u
)
,
the inequality
‖f ‖Lp+1  C‖f ‖1−σ‖∇f ‖σ
implies (2.11). From (2.12) and (2.8),
Eψ(t;u) E¯ψ(t;u) C21 E¯ψ(0;u0, u1) C21
(
Eψ(0;u0, u1)+CEψ(0;u0, u1) p+12
)
,
where
E¯ψ(t;u) =
∫
e2ψ(t,x)
(|ut |2 + |∇u|2 + u2 + |u|p+1)(t, x) dx. (2.12)
Hence, for a given data (u0, u1) take M > 0 so that
C21
(
Eψ(0;u0, u1)+CEψ(0;u0, u1) p+12
)
<M2,
then Eψ(T ;u) <M2, which allows the local solution to extend beyond the time T .
Theorem 2.1. Let p satisfy the condition in Proposition 2.2. If Eψ(0;u0, u1) < +∞, then the
Cauchy problem (1.1)–(1.2) has a unique global solution satisfying (2.8)–(2.10) for any t  0.
Theorem 1.1 is a direct consequence of Theorem 2.1 and (1.21) is derived as follows. By (2.9)
the L1-norm of u(t, x) is estimated as
∥∥u(t)∥∥
L1 
(∫
e−2ψ(t,x) dx
)1/2(∫
e−2ψ(t,x)u(t, x)2 dx
)1/2
 C(1 + t)− 1ρ−1 +N2 .
Also, the L∞-norm for N = 1 follows from the Sobolev inequality and (1.18)–(1.19):
∥∥u(t, ·)∥∥
L∞ 
∥∥u(t, ·)∥∥1/2∥∥∇u(t, ·)∥∥1/2  C(t + t0)− 1p−1 .
In Lemma 2.1, if (s, q, r,N) = (s,2,2,2), 2 < s < ∞, then σ = 1 − 2/s < 1 and
∥∥u(t, ·)∥∥
Ls
 C(t + t0)
(− 1
p−1 +N4
)· 2
s
+(− 1
p−1 − 12 +N4
)·(1− 2
s
)
= C(t + t0)−
1
p−1 + 1s .
If (q, r) = (2,2) and s  2N
N−2 for N  3, then σ  1 and the same estimate as above holds. Thus(1.21) is completed.
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0 = e2ψut
(
utt −∆u+ ut + |u|p−1u
)
= d
dt
[
e2ψ
(
1
2
(|ut |2 + |∇u|2)+ 1
p + 1 |u|
p+1
)]
+ e2ψ
[((
1 + |∇ψ |
2
ψt
)
−ψt
)
|ut |2 + −2ψt
p + 1 |u|
p+1
]
− ∇ · (e2ψut∇u)+ 1−ψt e2ψ |ψt∇u− ut∇ψ |2, (2.13)
and
0 = e2ψu(utt −∆u+ ut + |u|p−1u)
= d
dt
[
e2ψ
(
uut + 12u
2
)]
+ [e2ψ(|∇u|2 −ψtu2 + |u|p+1)]
+ [e2ψ(−2ψtuut − |ut |2 + 2u∇ψ · ∇u)]− ∇ · (e2ψu∇u). (2.14)
Since we choose ψ in (2.1) with (2.2), integrating (2.13) and (2.14) over RN , we respectively get
d
dt
∫
e2ψ
(
1
2
(|ut |2 + |∇u|2)+ 1
p + 1 |u|
p+1
)
dx
+
∫
e2ψ
((
1 − a + 1
a
|∇ψ |2
)
|ut |2 + 2
a(p + 1) |∇ψ |
2|u|p+1
)
dx
 0 (2.15)
and
d
dt
∫
e2ψ
(
uut + 12u
2
)
dx
+
∫
e2ψ
(
|∇u|2 + 1
a
|∇ψ |2u2 + |u|p+1
)
dx −
∫
e2ψ |ut |2 dx

∫
e2ψ
(
2
a
|∇ψ |2|uut | + 2|∇ψ ||u||∇u|
)
dx

∫
e2ψ
(
4
a
|∇ψ |2|ut |2 + 2a|∇u|2 + 34a |∇ψ |
2u2
)
dx. (2.16)
Here (2.16) is rewritten by
d
dt
∫
e2ψ
(
uut + 12u
2
)
dx +
∫
e2ψ
(
(1 − 2a)|∇u|2 + 1
4a
|∇ψ |2u2 + |u|p+1
)
dx
−
∫
e2ψ
(
1 + 4
a
|∇ψ |2
)
|ut |2 dx  0. (2.17)
Adding (2.15) to (2.17) multiplied by ν (0 < ν < 1), we get
d
dt
∫
e2ψ
{
1
2
(|ut |2 + 2νuut + νu2)+ 12 |∇u|2 + 1p + 1 |u|p+1
}
dx
+
∫
e2ψ
{(
1 − a − ν + 1 − 4ν |∇ψ |2
)
|ut |2 + ν(1 − 2a)|∇u|2a
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4a
|∇ψ |2u2 +
(
ν + 2
a(p + 1) |∇ψ |
2
)
|u|p+1
}
dx  0. (2.18)
We determine a = ν = 1/4. Then, (2.18) yields
d
dt
E˜ψ(t;u)+Hψ(t;u)
:= 1
2
d
dt
∫
e2ψ
(
|ut |2 + uut + 12u
2 + |∇u|2 + 2
p + 1 |u|
p+1
)
dx
+ 1
4
∫
e2ψ
(
2|ut |2 + 12 |∇u|
2 + |∇ψ |2u2 + |u|p+1
)
dx
 0, (2.19)
which is the key inequality in the proof. Note that
1
2
E¯ψ(t;u) E˜ψ(t;u) cE¯ψ(t;u), (2.20)
where E¯ψ(t;u) is defined in (2.12). Integrating (2.19) over [0, t] and using (2.20), we have (2.8).
Further, multiply (2.19) by (t + t0)2α(p)+ε (0 < ε < 1), then
d
dt
[
(t + t0)2α(p)+εE˜ψ(t;u)
]+ (t + t0)2α(p)+ε
[
Hψ(t;u)− 2α(p)+ ε
t + t0 E˜ψ(t;u)
]
 0.
(2.21)
Making use of (2.20), we have
Hψ(t;u)− 2α(p)+ ε
t + t0 E˜ψ(t;u)

[
1
8
∫
e2ψ
(|ut |2 + |∇u|2 + |u|p+1)dx
− 2α(p)+ 1
2t0
∫
e2ψ
(|ut |2 + |∇u|2 + |u|p+1)dx
]
+
[
1
8
∫
e2ψ
(|∇ψ |2u2 + |u|p+1)dx − 2α(p)+ 1
2(t + t0)
∫
e2ψu2 dx
]
. (2.22)
Second to the last term in (2.22) is estimated from below by
1
16
Eˆψ(t;u) := 116
∫
e2ψ
(|ut |2 + |∇u|2 + |u|p+1)dx if t0  8(2α(p)+ 1). (2.23)
The last term is estimated from below by
−C(t + t0)−
p+1
p−1 +N2 . (2.24)
In fact, by denoting
2α(p)+ 1
2(t + t0)
∫
e2ψu2 dx =
∫
κ|x|√t+t0
+
∫
κ|x|√t+t0
=: I1 + I2
with κ = 1/16√(2α(p)+ 1), each term is estimated as follows:
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2α(p)+ 1
2(t + t0)
∫
κ|x|√t+t0
κ2|x|2
t + t0 e
2ψu2 dx
 2κ
2(2α(p)+ 1)
a2
∫
RN
a2|x|2
4(t + t0)2 e
2ψu2 dx = 1
8
∫
RN
e2ψ |∇ψ |2u2 dx
since a = 1/4 and
I2 
∫
κ|x|√t+t0
2α(p)+ 1
2(t + t0) e
2ψ · p−1
p+1 · e2ψ · 2p+1 u2 dx
 1
8
∫
RN
e2ψ |u|p+1 dx +C
∫
κ|x|√t+t0
(t + t0)−
p+1
p−1 e
|x|2
8(t+t0) dx
= 1
8
∫
RN
e2ψ |u|p+1 dx +C(t + t0)−
p+1
p−1 +N2
by the Young inequality with p−1
p+1 + 2p+1 = 1. Combining (2.21) with (2.22)–(2.24), we get
d
dt
[
(t + t0)2α(p)+εE˜ψ(t;u)
]+ 1
16
(t + t0)2α(p)+εEˆψ(t;u)
C(t + t0)2α(p)+ε · (t + t0)−
p+1
p−1 +N2 = C(t + t0)−1+ε. (2.25)
Hence, integrating (2.25) over (0, t), t  T , and using (2.20), we obtain
(t + t0)2α(p)+εE¯ψ(t;u)+ 116
t∫
0
(τ + t0)2α(p)+εEˆψ(τ ;u)dτ
 t2α(p)+ε0 E¯ψ(0;u)+C
t∫
0
(τ + t0)−1+ε dτ
 Ct2α(p)+ε0 E¯ψ(0;u0, u1)+Cε(t + t0)ε. (2.26)
Dividing (2.26) by (t + t0)ε , we reach the second desired estimate (2.9). Concerning the weight
about t , we note that, if we take ε = 0, then the term log (t + t0) comes out and the result become
less sharp. The method to adopt ε > 0 instead of ε < 0 is seen in Nishikawa [28].
To obtain the third estimate (2.10), multiplying (2.15) with a = 1/4 by (t + t0)α(p)+1+ε , we
have
d
dt
[
(t + t0)2α(p)+1+ε
∫
e2ψ
{
1
2
(|ut |2 + |∇u|2)+ 1
p + 1 |u|
p+1
}
dx
]
+ 3
4
(t + t0)2α(p)+1+ε
∫
e2ψ |ut |2 dx
 C
(
α(p)+ 1)(t + t0)2α(p)+ε
∫
e2ψ
(|ut |2 + |∇u|2 + |u|p+1)dx. (2.27)
Integrating (2.27) over [0, t] and using (2.9) just obtained, we easily show (2.10).
Thus we have completed the proof of Proposition 2.2. 
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Appendix A
We sketch the proof of Proposition 2.1. The proof of similar local existence theorem is seen in
Ikehata and Tanizawa [17]. Since ψ(t, x) is decreasing in t , it is enough to show the case τ = 0
in (2.6)τ . So, our problem is{
utt −∆u+ ut = −|u|p−1u, (t, x) ∈ [0,∞)× RN,
(u,ut )(0, x) = (u0, u1)(x).
(L)
We show that, if Eψ(0;u0, u1)M2, then there exists t1 = t1(M) > 0 such that (L) has a unique
solution u(t, x) in X2C1M([0, t1]), where C1 is some constant determined later. We construct an
approximate sequence {u(n)(t, x)} as follows:
The first function u(0)(t, x) is a solution to{
utt −∆u+ ut = 0,
(u,ut )(0, x) = (u0, u1)(x), (A.1)
and, iteratively, u(n+1)(t, x), n = 0,1,2, . . . , is a solution to{
utt −∆u+ ut = −|u(n)|p−1u(n),
(u,ut )(0, x) = (u0, u1)(x).
(A.2)
It is enough to assert the following three claims:
(i) For any t  0, Eψ(t;u(0))1/2  C1M .
(ii) For some t = t1(M) > 0, if u(n) ∈ X2C1M([0, t1]), then u(n+1) ∈ X2C1M([0, t1]).
(iii) For some t1 = t1(M) > 0 taken to be smaller if necessary,
sup
0tt1
Eψ
(
t;u(n+1) − u(n)) 1
4
sup
0tt1
Eψ
(
t;u(n) − u(n−1)).
Since we have u ∈ C([0,∞);H 1)∩C1([0,∞);L2), multiplying (A.1) by e2ψ(ut + (1/4)u), we
have
1
2
d
dt
∫
e2ψ(t,x)
(
|ut |2 + uut + 12u
2 + |∇u|2
)
dx  0.
Hence, by
1
2
Eψ(t;u)
∫
e2ψ(t,x)
(
|ut |2 + uut + 12u
2 + |∇u|2
)
dx  cEψ(t;u),
for some constant C1 > 0,
Eψ(t;u) C21Eψ(0;u0, u1) (C1M)2,
which means (i). Next, multiplying (A.2) by e2ψ(ut + 1u), we have4
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t∫
0
∫
e2ψ
∣∣u(n)∣∣p(|u| + |ut |)dx dτ
 (C1M)2 +
t∫
0
∫
e2ψ
(∣∣u(n)∣∣2p + u2 + |ut |2)dx dτ
 (C1M)2 +C
t1∫
0
Eψ
(
τ ;u(n))p dτ +C
t∫
0
Eψ(τ ;u)dτ, t  t1,
since
∫
e2ψ |u(n)|2p dx  CEψ(t;u(n))p , which is obtained by similar way to (2.11). Hence the
Gronwall inequality implies
Eψ(t;u)
(
(C1M)
2 +C(2C1M)2pt1
)
eCt1  (2C1M)2
if 0 < t1 
 1, which gives (ii). The assertion (iii) follows in the similar way as (ii).
Thus we have completed the proof of Proposition 2.1.
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