For a given finite connected graph , a group H of automorphisms of and a finite group A, a natural question can be raised as follows: Find all the connected regular coverings of having A as its covering transformation group, on which each automorphism in H can be lifted. In this paper, we investigate the regular coverings with A = Z n p , an elementary abelian group and get some new matrix-theoretical characterizations for an automorphism of the base graph to be lifted. As one of its applications, we classify all the connected regular covering graphs of the Petersen graph satisfying the following two properties: (1) the covering transformation group is isomorphic to the elementary abelian p-group Z n p , and (2) the group of fibre-preserving automorphisms of a covering graph acts arc-transitively. As a byproduct, some new 2-and 3-arc-transitive graphs are constructed.
Introduction
Throughout this paper, graphs are finite, simple and undirected. For the groupand graph-theoretic terminology, we refer the reader to [4, 7] . For a graph , every edge of gives rise to a pair of opposite arcs. Let V ( ), E( ), A( ) and Aut( ) denote the vertex set, the edge set, the arc set and the full automorphism group of , respectively. For any v ∈ V ( ), we use N(v) to denote the neighborhood of v in . For an arc (u, v) ∈ A( ), we denote the corresponding undirected edge by uv.
A
graph is called a covering of the graph with projection p : → if there is a surjection p : V ( ) → V ( ) such that p| N(ṽ) : N(ṽ) → N(v) is a bijection for any vertex v ∈ V ( ) andṽ ∈ p −1 (v). The graph is called the covering graph and is the base graph. A covering p is said to be n-fold if |p −1 (v)| = n for each v ∈ V ( ). Each p −1 (v)
is called a fibre of . An automorphism of which maps a fibre to a fibre is said to be fibre-preserving. The group K of all automorphisms of which fix each of the fibres setwise is called the covering transformation group.
A covering p : → is said to be regular (simply, A-covering) if there is a subgroup A of K acting regularly on each fibre. Moreover, if is connected, then A = K.
A purely combinatorial description of a covering was introduced through a voltage graph by Gross and Tucker [4, 5] and also a very similar idea was appeared in Biggs' monograph [1, 2] . Let A be a finite group. An (ordinary) voltage assignment ( (v, φ(u, v) 
g))|(u, v) ∈ E( ), g ∈ A}.
Clearly, the graph × φ A is a covering of the graph with the first coordinate projection p : × φ A → , which is called the natural projection. For each u ∈ V ( ), {(u, g)|g ∈ A} is a fibre of × φ A. Moreover, by defining (u, g ) g := (u, g g) for any g ∈ A and (u, g ) ∈ V ( × φ A), A can be identified with a fibrepreserving automorphism subgroup of Aut( × φ A) acting regularly on each fibre. Therefore, p can be viewed as an A-covering. Given a spanning tree T of the graph , a voltage assignment φ is called T -reduced if the voltages on the tree arcs are identity. Gross and Tucker [5] showed that every regular covering of a graph can be derived from an ordinary T -reduced voltage assignment φ with respect to an arbitrary fixed spanning tree T of .
Moreover, the voltage assignment φ naturally extends to a walk in and for any walk W of , let φ W denote the voltage of W . Finally, we say that an automorphism α of can be lifted to an automorphismα of a covering graph if pα = αp, where p is the covering projection from to , and a subgroup of H of Aut( ) can be lifted if each element of H can be lifted.
The study of the automorphism lifting problem in the context of regular coverings of a graph was motivated in constructing infinite families of highly transitive graphs. The first notable work appeared in Biggs' monograph [1, 3] , where Biggs gave a combinatorial sufficient condition for a lifted group to be a split extension. Recently, several different sources are related to the lifting problem (see [3, 6, 9, 11] etc.).
Given a connected graph , a group H of automorphisms of and a finite group A, we aim to answer the following question. Question 1.1. Find all the connected regular coverings × φ A on which H can be lifted.
In the theory of lifting, the following proposition gives a nice theoretical criterion for an automorphism of the base graph to be lifted to an automorphism of covering graph [10] However, when applying Proposition 1.2 for covering problems related to a lifting, one may be faced with some potential difficulties to handle with. For instance, one needs to find sometimes a simple method of determining a voltage assignment so that a group of automorphisms of can be lifted to the derived covering, or of choosing a finite number of closed walks W which we should work on, because it is difficult to verify whether all possible closed walks W satisfy the condition stated in Proposition 1.2 or not. In Section 2, we provide these techniques for the case when A = Z n p and give sufficient and necessary conditions through some matrix equations for an automorphism of a base graph to be lifted (Theorem 2.11).
An s-arc of a graph is a sequence
. A graph is s-arc-transitive if Aut( ) acts transitively on the set of s-arcs of .
In Section 3, as one of the applications of Theorem 2.11, we give a classification of all connected regular coverings of the Petersen graph with the covering transformation group Z n p , whose fibre-preserving automorphism subgroup acts arc-transitively (see Theorem 3.2).
Linear criteria for liftings
Throughout this section, let be a connected graph and let = × φ Z n p be a connected covering of . The voltage group Z n p will be identified with the additive group of the n-dimensional vector space V (n, p) over the finite field GF (p). Since is connected, the number β( ) = |E( )| − |V ( )| + 1 is equal to the number of independent cycles in , which is referred to as the Betti number of .
by φ i,j we denote the voltage on the arc, which is identified with a row vector in V (n, p). An arc (i, j ) ∈ A( ) is called positive (resp. negative) if i < j (resp. i > j). For each subset F in E( ), we denote the set of its arcs, positive arcs and negative arcs by A(F ),
and A − (F ), respectively. Fix a spanning tree T in the graph and let E 0 = E(T ), so that |E( ) \ E 0 | is the Betti number β( ) of the graph . From now on, the voltage assignment φ is assumed to be T -reduced. Because of the connectedness of ,
Hence, we have the following inequality.
Let E 1 be a set of edges such that φ A + (E 1 ) = {φ i,j |(i, j ) ∈ A + (E 1 )} is a basis for the vector space V (n, p), and let
so that the number of edges in is k + n + m. Definition 2.2. Let 0 (resp. 1 and 2 ) be the k × n (resp. n × n and m × n) matrix with the row vectors φ i,j for the arcs 
which is a (k + n + m) × n matrix over GF (p), called a voltage (assignment) matrix corresponding to the voltage assignment φ.
If we take φ A + (E 1 ) so that 0 = 0 and 1 = I n×n , the n × n identity matrix, then is called a reduced form or a T -reduced form of the voltage assignment matrix . By Proposition 2.13 below, from now on, one may assume that is in a reduced form without any loss of generality.
A walk W in a graph is said to be reduced if no directed edge in W is followed by its inverse. Now, let W be the fundamental groupoid consisting of all reduced walks in the graph equipped with the product W 1 · W 2 (often denoted simply by W 1 W 2 ) being the reduction of W 1 W 2 whenever it is defined, and let W 0 = {W ∈ W|W is closed and φ W = 0}.
For each closed walk W ∈ W and each (i, j ) ∈ A( ), let the arc (i, j ) appear 
Let P be the (n + m) × k matrix whose row vectors are p u,v , indexed by the positive cotree arcs (u, v) of the given order. We call P the incidence matrix for the fundamental cycles of the graph with respect to the tree T .
The next lemma shows that for any given closed walk W and for any tree arc (i, j ), t i,j (W ) can be written as a linear combination of t r,s (W ) for cotree arcs (r, s) with the coefficients depending on the graph as well as on the tree T but not on a walk W.
Lemma 2.6. For any closed walk
where P is the incidence matrix for the fundamental cycles of with respect to the spanning tree T .
Proof. If all arcs in W are tree arcs, then the conclusion clearly holds. If there exists a cotree arc in W , we prove the lemma by induction on σ 
Given a closed walk W, we may express φ W by using the vector t(W ) and the voltage generating matrix M of φ as follows.
Proof. Let W be a closed walk of with φ W = 0. Then, by Eq. (6), t(W ) 1 = −t(W ) 2 M, and by Lemma 2.6,
Assume that E 2 / = ∅. With an aid of Lemma 2.7, we define a subspace V 0 of the vector space V = V (k + n + m, p) as follows:
It follows from Lemmas 2.7 that t(W 0 ) ⊆ V 0 . But, these two sets are actually the same.
Lemma 2.8. t(W
Proof. Let v ∈ V 0 be any given row vector and let
. , v i k+n+m ,j k+n+m ).
Then, by Eq. (7) 
by Lemma 2.6, and hence t(W ) = v. Moreover, by Eq. (6), we get
Hence, W ∈ W 0 and it completes the proof.
For the automorphism group Aut( ), define an Aut( )-action on the vector space V by letting
where σ ∈ Aut( ) and we assume v i,j = −v j,i for any arc (i, j ) ∈ A + ( ). It is easy to see that for any v, w ∈ V and any a, b ∈ GF(p), we have (av + bw) σ = av σ + bw σ . Hence, σ induces an invertible linear transformation of the vector space V, which is also denoted by σ. In this way, Aut( ) has a faithful representation in the general linear group GL(k + n + m, p). From the fact that the arc (i, j ) appears i,j (W ) times in any closed walk W in , one can deduce that for any σ ∈ Aut( ) the arc (i σ , j σ ) appears i,j (W ) times in W σ , and it means that (i, j )
and 
For the action of σ on the subspace V 0 , we have the following lemma.
Lemma 2.10 (1) The space V 0 is the row space of the matrix ((−M, I m×m )P , −M, I m×m ).
In particular, its row vectors r (1) , r (2) , . . . , r (m) form a basis for the subspace
Proof. (1) From Eq. (7), one can derive
which is the row space of the matrix ((−M, I m×m )P , −M, I m×m ). This matrix contains the identity matrix as its third block. Hence, their row vectors r (1) , r (2) , . . . , r (m) are linearly independent and they form a basis for V 0 .
(2) Let V 0 be σ -invariant and let v be any element of V 0 . Then, v σ also belongs to V 0 . Hence, (v σ ) 1 
For the sufficiency, let v be any element of V 0 and let
Then, by Lemma 2.8, there is a closed walk W such that t(W ) = v. By taking the σ -action on it, we have
Moreover, by Lemma 2.9(1), 
be the j th row of the matrix ((−M, I m×m )P , −M, I m×m ), i.e., r
2 = e j . Now, we state the main theorem of this paper. (4) , (7) and (11) , respectively: 
Now, suppose that V 0 is σ -invariant and let W ∈ W 0 be any closed walk. Then, W σ is also closed and, by the hypothesis,
Since {r (1) , r (2) , . . . , r (m) } is a basis for V 0 , the conclusion follows from the linearity of the action of σ on V 0 . Remark 2.12. Theorem 2.11 provides an algorithm for solving the lifting problem for regular coverings of a graph whose covering transformation group is elementary abelian. The most useful criterion is condition (e). We may check whether a given σ ∈ Aut( ) can be lifted by the following steps:
(1) Choose a fixed spanning tree T in and write down the arcs in
and A + (E 2 ) in a certain order so that 0 = 0, 1 = I n×n and 2 = M. (2) Calculate the incidence matrix P for the fundamental cycles of with respect to T . 2 denote the first, the second and the third blocks of the matrix D σ respectively, as before. Then, from Theorem 2.11(2)(e), one can say that
As the last part of this section, we show which two coverings can be identified. Two coverings p i : i → , i = 1, 2, are said to be isomorphic (or identical) if there exists a graph isomorphism : 1 → 2 such that p 2 = p 1 . Note that two non-isomorphic coverings may be isomorphic to each other as graphs. The following proposition gives an algebraic characterization of two coverings to be isomorphic. Kwak et al. [8] computed the number of non-isomorphic connected coverings of a given connected graph whose covering transformation groups are isomorphic to Z n p , and its number is
where β( ) = |E( )| − |V ( )| + 1 is the Betti number of . In Section 3, the covering graphs of the Petersen graph satisfying a given symmetric property will be classified.
Arc-transitive coverings of the Petersen graph
In this section, as an application of Theorem 2.11 and Remark 2.12, we classify all connected regular covering graphs of the Petersen graph whose covering transformation groups are elementary abelian and whose fibre-preserving automorphism subgroups act arc-transitively.
Let S = {a, b, c, d, e} and V = {0, 1, . . . , 9}, where 0 = {a, b}, 1 = {c, d}, 2 = {c, e}, 3 = {d, e}, 4 = {a, e}, 5 = {b, e}, 6 = {a, d}, 7 = {b, d}, 8 = {a, c}, 9 = {b, c}. Then, the Petersen graph is identified with the graph whose vertex set V ( ) = V and edge set E( ) = {ij |i, j ∈ V , i ∩ j = ∅}. It is known that the Petersen graph is 3-arc transitive and Aut( ) ∼ = S 5 , whose action on V ( ) is naturally induced by its action on the set S. For example, take σ = (abc) ∈ S 5 . Then, 0 σ = {a σ , b σ } = {b, c} = 9. Fix a spanning tree T in as shown in Fig. 1(a) . Let V 1 = {4, 5, 6, 7, 8, 9}. Then, the induced subgraph (V 1 ) is a cycle as shown in Fig. 1(b) .
First, we introduce four families of covering graphs × φ Z n p of the Petersen graph by giving a T -reduced voltage assignment φ. Since φ is T -reduced, it is only needed to give the voltages on the cotree arcs (see Fig. 1(b) ). Let 't' denote the transposition of a matrix. 
Now, we state the main theorem of this section. To prove Theorem 3.2, we use the same notation as that used in Section 2. Let = × φ Z n p be a connected regular covering of the Petersen graph whose fibre-preserving automorphism subgroup G acts arc-transitively on , where φ is Treduced. Let K be its covering transformation group, which is isomorphic to Z n p . Since G acts arc-transitively on , so does G/K on the Petersen graph . Since the Petersen graph has 30 arcs, the order of G/K is divided by 30. Since Aut( ) ∼ = S 5 , it follows that the arc-transitive subgroup G/K (of Aut( )) is isomorphic to either A 5 or S 5 .
Take four automorphisms α, β, γ , δ ∈ Aut( ):
)(2)(13)(67)(49)(58) (= (ab)(ce) as a permutation on S), β = (4)(7)(19)(56)(28)(03) (= (ae)(bd) as a permutation on S), γ = (0)(123)(468)(579) ( = (ced) as a permutation on S), δ = (0)(1)(2)(3)(45)(67)(89) (= (ab) as a permutation on S).
It is easy to check that H = α, β, γ is the subgroup of Aut( ) which is isomorphic to A 5 , and that H, δ = Aut( ). Thus, it follows (i) H can be lifted if and only if α, β and γ can be lifted; (ii) Aut( ) can be lifted if and only if α, β, γ and δ can be lifted.
Moreover, it implies that (i) G acts 2-arc but not 3-arc-transitively if and only if H can be lifted but δ cannot; (ii) G acts 3-arc-transitively if and only if both H and δ can be lifted. Now, we begin to prove Theorem 3.2. Since β( ) = 6, it follows from Lemma 2.1 that n 6. If n = 6, then is nothing but X(p, 6) and Aut( ) can be lifted by Theorem 2.11 (1) . So, in what follows, one can assume n < 6 and divide our proof into five cases for each n with 1 n 5. We give a proof in details for the case n = 3 in Section 3.1. For other cases, we omit similar and tedious computations and give a sketch in Section 3.2 for the sake of the length of the paper.
Before investigating each case, first determine the incidence matrix P for the fundamental cycles of with respect to the tree T . Let E 0 = E(T ). Give an ordering for the arcs in A + (E 0 ) and A + (E( ) \ E 0 ) as follows:
Lemma 3.3. With the notation S, V , , and T as before, let the positive tree and cotree arcs be ordered as shown in Eqs. (13) and (14). Then, the incidence matrix P is
Proof. By Definition 2.5, for each cotree arc (u, v), it is needed to calculate the vector v u,v , which is the row of P indexed by (u, v) . 
Remark 3.4. When one calculates the discriminant matrix D = ((−M, I m×m )P ,
−M, I m×m ), the incidence matrix P is needed. However, in some cases, the order of cotree arcs may be different from that in Eqs. (13) and (14), because it depends on the choice of the edge set E 1 . So, the rows of P should be permuted in order to get the incidence matrix corresponding to the given order of cotree arcs.
The case of n = 3
Let n = 3 and
Note that a voltage assignment φ is assumed to be T -reduced and the voltages on A + (E 1 ) form the standard basis for V (3, p) . Since the point-stabilizer (Aut( )) 0 of the vertex 0 acts as the group D 12 on the subgraph (V 1 ) induced by {4, 5, 6, 7, 8, 9}, the following three essentially different cases are possible for the set E 1 : (i) Any two of the three edges in E 1 are not adjacent; (ii) E 1 consists of any three consecutive edges in the induced graph (V 1 ); (iii) E 1 is a disjoint union of adjacent two edges and an edge. Without any loss of generality, our discussion can be divided into mutually exclusive three cases as follows:
(1) E 1 = {58, 69, 47} and E 2 = {56, 49, 78}; (2) E 1 = {58, 56, 69}, E 2 = {49, 47, 78} and the voltages on any three mutually non-adjacent edges in (V 1 ) are linearly dependent, that is, the voltages on each of the triples {58, 69, 47} and {56, 49, 78} are linearly dependent; (3) E 1 = {58, 56, 49}, E 2 = {47, 78, 69} and the voltages on any three mutually non-adjacent edges or on any three consecutive edges in (V 1 ) are linearly dependent.
We shall treat these three cases separately in Lemmas 3.5 and 3.6. 
The proof is divided into following five steps.
(1) α = (0) (2) 
Let X(p, 3) and X (p, 3) denote the covering graphs with the voltage generating matrices M 1 and M 2 , respectively. We shall prove in following steps (3)- (5) that these two covering graphs are 2-arc-transitive and isomorphic as graphs but not as coverings.
As the second case, let e = b + 2. Then, one can also get from Eq. (17) that p = 5 or p ≡ ±1(mod 10), and that 
It has a solution if and only if p = 5. Therefore, Aut( ) ∼ = S 5 can be lifted for X(5, 3) = X (5, 3), but cannot for any of X(p, 3) and X (p, 3), where p ≡ ±1(mod 10). It follows that X(5, 3) is 3-arc-transitive, and for p ≡ ±1(mod 10), X(p, 3) and X (p, 3) are 2-arc but not 3-arc-transitive.
(5) Finally, we show that for p ≡ ±1(mod 10), the graphs X(p, 3) and X (p, 3) are isomorphic as graphs, but not as coverings.
and let ζ = (0)(123)(569478) ∈ S 5 . Define a permutation Υ on V by
y, z)R).
A direct checking shows that Υ is an isomorphism from X(p, 3) to X (p, 3). On the other hand, it is easy to see that there exist no elements in Aut(Z Proof. In case (2), it was assumed that E 1 = {58, 56, 69}, E 2 = {49, 47, 78} and both of the triples {φ 5, 8 , φ 4,7 , φ 6,9 } and {φ 5, 6 , φ 4,9 , φ 7,8 } are linearly dependent. Hence, letting M = (a ij ) 3×3 , we may assume that a 22 = 0 and a 11 a 33 − a 13 a 31 = 0. Then, by a computation similar to Lemma 3.5, we may show that A 5 cannot be lifted.
In case (3), it was assumed that E 1 = {58, 56, 49}, E 2 = {47, 78, 69}, the voltages on each of the triples {58,69,47} and {56, 49, 78} and on any three consecutive arcs in ( By a computation similar to Lemma 3.5, one can show that α, β cannot be lifted.
The case of n = 1, 2, 4 or 5
In this last subsection, the case n = 1, 2, 4 or 5 will be described briefly.
Case n = 1. Let K = Z p = V (1, p) , so that |E 1 | = 1 and |E 2 | = 5. Note that any automorphism of (V 1 ) in Fig. 1(b) can be extended to an automorphism of the Petersen graph . As before, one may assume that E 1 = {58} and E 2 = {69, 47, 56, 49, 78} in order to classify all covering graphs. Let M = (a, b, c, d , e) t be a voltage generating matrix. Then, a computation similar to the proof of Lemma 3.5 gives that A 5 can be lifted if and only if p = 2 and M = (1, 1, c, c, c) t , where c = 0 or 1. Accordingly, one can get the graphs X(2, 1) and X (2, 1) in Example 3.1. Moreover, for the graph X(2, 1), S 5 can be lifted; however for the graph X (2, 1), S 5 cannot be lifted. Hence, X(2, 1) is 3-arc-transitive, and X (2, 1) is 2-arc but not 3-arc-transitive.
Case n = 2. In this case, K = Z 2 p = V (2, p) , so that |E 1 | = 2 and |E 2 | = 4. Note that a voltage assignment φ is assumed to be T -reduced and the voltages on A + (E 1 ) form the standard basis for V (2, p) . By a similar reason as before, we have three essentially different cases for the set E 1 : (i) The two edges in E 1 are opposite in the induced subgraph (V 1 ); (ii) the two edges in E 1 are adjacent; (iii) otherwise.
Without any loss of generality, we may divide our discussion into mutually exclusive three cases as follows: Thus, we get the graph X(2, 2) in Example 3.1. Moreover, for the graph X(2, 2), S 5 can be lifted and so the graph is 3-arc-transitive. Case n = 4. In some sense, it is a dual case of n = 2, and one may have mutually exclusive three cases as follows: Case 1. E 1 = {69, 47, 56, 78} and E 2 = {58, 49}. 
