Following the paper by Algoet-Cover (1988) , we analyse log-optimal portfolios where return evaluation includes 'weights' of different outcomes. The results are twofold: (A) under certain conditions, logarithmic growth rate is a supermartingale, and (B) the optimal (martingale) investment strategy is a proportional betting; it does not depend on the form of the weight function, although the optimal rate does. The existence of an optimal investment strategy has been established earlier in a great generality by Kramkov-Schachermayer (2003) although our underlying assumptions are different.
I. This note is an initial part of a work on log-optimal portfolios influenced by Refs [1] ; see also [2] , Chapter 6. We also intend to use recent progress in studying weighted entropies; cf. [3] , [7] - [8] . A strong impact on the whole direction of research was made by [5] , [6] where a powerful methodology of a convex analysis have been developed (and elegantly presented) in a general form, leading -among other achievements -to existence of log-optimal portfolios. See Theorem 1 from [6] . In the present article, we consider a situation of an arbitrary weight (or utility) function which does not fall under assumptions imposed in [6] . Moreover, we go beyond existence and provide a specific form of the optimal strategy.
The result offered here is as follows. You are betting on results ε n of subsequent random trials, n = 1, 2, . . .. Each ε n produces a value x n ∈ X n where (X n , X n , µ n ) is assumed to be a standard measure space. We suppose that a random string ε
joint probability density function (PDF) f n (x n 1 ) relative to reference measures
A conditional PDF f n (x n |x n−1 1
) will be also used, with
Let us agree that if you stake $ C n on game n you win $ C n g n (x n ) if the result is x n ∈ X n . (So, you make a profit when C n g n (x n ) > 0 and incur a loss when C n g n (x n ) < 0.) Here g n are given real-valued functions x n ∈ X n → g n (x n ) ∈ R.
* ) We say that g n are return functions. Let Z 0 > 0 be an initial capital. More generally, given n ≥ 1, denote by Z n−1 > 0 your fortune after n − 1 trials and impose the restriction that variable C n = C n (ε n− 1 1 ) is F n−1 -measurable. Here and below, F 0 = σ(Z 0 ) and
X j for n ≥ 1. (One says that C n is a previsible strategy.)
) is F n−1 -measurable. It also makes sense to require that C n ≥ 0. * * ) We have the recursion
and wish to maximize ES N where
Here the weight function (WF)
1 ) ≥ 0 depends on x j and the vector x j−1 1 . Quantity ϕ j (x j ; x j−1 1 ) represents a 'sentimental' value of outcome x n (given that it succeeds a sequence x j−1 1 ) taken into account when one calculates S N . Value ES N is the weighted expected interest rate after N rounds of investment. When ϕ j ≡ 1, the sum (4) becomes telescopic and equal to log Z N Z 0 , the standard interest rate. Recursion (3) suggests a martingale-based approach.
We also consider a sequence of positive functions b n (x n ), x n ∈ X n , figuring in Eqns (5) - (7). More precisely, we will use the following conditions (5), (6) .
(6) * ) All functions figuring throughout the paper are assumed measurable, with a specific indication of the sigma-algebra when necessary.
* * ) One also may demand that −Cngn(xn) ≤ Z n−1 for µn-a.a. xn ∈ Xn. (In applications, this is required to guarantee the deposit.)
Theorem A. Given 1 < N ≤ ∞, assume that functions ϕ n are non-negative and obey conditions (5), (6) for 1 ≤ n < N . Then:
There exists a function x n−1 1
In this case
).
Proof. (a) Write:
where
The final inequality in (10) holds since, almost surely,
due to (5) and (6) . As a result, we get the supermartingale inequality
(b) For the martingale property we need to fulfill equalities in Eqn (10). The first inequality becomes equality iff
which is Eqn (8) . The second inequality in (11) also follows from (8).
Remarks. 1. The martingale strategy, when it exists, provides a logoptimal investment portfolio.
2. Quantities g n (x n ) and b n (x n ) can be made dependent on argument x n−1 1 as well; in this case h n (x n ) also becomes a function of x n and x n−1 1
. In fact, functions (x n ; x n−1 1 ) → g n (x n ; ε n−1 1 ) can be considered as a part of the investment strategy. Taking b n (x n ; x n−1 1 ) = f n (x n |x n−1 1 ) leads to the (non-interesting) case S n = 0.
3. The staple of the proof of Theorem A is the Gibbs inequality for weighted entropies; see [3] , [7] - [8] . It is similar to the standard Gibbs inequality (cf. [2] , [4] ) but requires additional assumptions, as listed in Theorem A .
4. In fact, the inequality in Eqn (10) may hold when ϕ n is not necessarily non-negative; in such a situation, methods of convex analysis developed and used in [5] , [6] would not be suitable. However, even assuming that functions ϕ n ≥ 0, our conditions in Theorem A cover a variety of cases left open by Theorem 1 from [6] . At the same time, the Gibbs inequality can be considered as a special fact from convex analysis; thus, connections between our methodology and the one from [6] need further explorations.
Another feature of Theorem A is that it specifies an optimal policy.
II. The level of generality adopted in Theorem A may seem excessive from the point of view of applications. We therefore provide a special form of the statement where trials ε n are IID, and each trial produces one of m > 1 outcomes E 1 ,. . ., E m ∈ R with probabilities p 1 ,. . ., p m > 0. We also set the return function g n (E i ) = E i and use uniform probabilities to emulate functions b n : b n (E i ) = 1 m .
Here if you stake $ C n on game n you win $ C n E i if the result is E i . As above, let Z n−1 > 0 the fortune after n − 1 trials (Z 0 > 0 is the initial capital). As before, let F n = σ(Z 0 ) and F n = σ(Z 0 , ε n 1 ), n ≥ 1, and consider a sequence of RVs C n where C n is F n−1 -measurable (a previsible strategy). The recursion (3) becomes
We wish to maximize, in C n , the weighted expected interest rate ES N where
Here E → ϕ(E) ≥ 0 is a weight function (for simplicity depending only upon a one-time outcome). Theorem A then takes the following form:
Set:
Then (a) For all previsible C n with 1 + ε n C n Z n−1 > 0, sequence S n − αn is a supermartingale; consequently, E S n ≤ nα.
(b) S n − αn is a martingale for a previsible C n with 0 ≤ C n ≤ Z n−1 and
is a non-negative number between 0 and 1 which does not depend on outcome E i , and C n = DZ n .
In case m = 2, the above martingale strategy exists only if E 1 = −E 2 and ϕ(E 1 ) = ϕ(E 2 ) (no weight preference). Assume for definiteness that E 1 > 0
, and the martingale strategy is
. It means that you repeatedly bet the proportion 2p 1 − 1 E 1 of your current capital on outcome E 1 .
III. Another example of interest is where X n = R d and µ n is a standard Lebesgue's measure. Setting
yields IID Gaussian random vectors ε n ∼ N(0, Σ). Let us take
where Σ 0 = Σ. Also let us fix a return function x ∈ R d → g(x) and consider a weight function x ∈ R d → ϕ(x) depending on the current outcome x only. Then Theorem A transforms into Theorem C: 
Then:
(a) For all previsible C n with 1 + C n g(ε n ) Z n−1 > 0, sequence S n − nα is a supermartingale, and hence E S n ≤ nα.
(b) S n − nα is a martingale for some previsible C n with 0 ≤ C n ≤ Z n−1
and 1 + C n g(ε n ) Z n−1 > 0 a.s. iff, for some constant D ∈ (0, 1) the strategy is ) and return function g(x), x ∈ R d , has the form
Remark. The statement of Theorem C can be repeated for any choice of two PDFs in Eqns (17), (18), with an obvious modification of (22).
