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1. Introduction
Investigation of spaces of matrices with rank condition has a long history. It goes back to Hurwitz
and Radon (see [3,11]). For the most recent development the reader may wish to consult [5]. Roughly
speaking, there are three basic types of spaces of matrices with rank condition — those in which ranks
of matrices are bounded from above, those in which ranks are bounded from below and those with
constant rank (since we dowant to have vector subspace of matrices, we add zeromatrix in the second
and the third case). One speaks of k-spaces ofmatrices in the casewhere one investigates the subspaces
of matrices in which every matrix (except for the zero matrix) has rank k. Various methods were
used for determiningmaximal possible dimension for such spaces. Different constructions from linear
algebra were employed to construct spaces of matrices and the methods from algebraic topology and
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algebraic geometry were used to give upper bounds for possible dimensions. The case of real matrices
is, naturally, much more difﬁcult than the case of complex ones.
In this paper we use methods ﬁrst introduced in [15] and later used in, for example, [9,6] to
investigate k-spaces of matrices. We concentrate our investigation for the cases of small values of
k and we are able to give complete results for k = 2, 3, 4 and 7. In order to get these results we also
prove some more general estimates which do not give complete characterization for the general case,
but may be used toward that goal.
In addition to this, inspired by the results from [16], we use some rudimentary algebraic geometry
to give upper bounds in the case of spaces of matrices in which all nonzero n × n matrices have
ranks n − 1 or n. These spaces of matrices appear to be much harder to investigate than the spaces of
k-matrices.
The results presented in this paper represent extended version of the part of the author’s Ph.D.
thesis (see [10]). Some of them were cited in [13].
2. Spaces of matrices of ﬁxed rank
Before proceeding further, let us introduce some notation. For km, n we denote by l(m, n; k)
(resp. L(m, n; k)) the maximal dimension of a vector subspace of M(m, n; R) which consists entirely
of matrices of rank k (resp. not less than k) (and the zero matrix of course). We ﬁrst give some simple
estimates for these numbers.
It is easy to see that l(m, n; k)max{m, n} − k + 1. Namely the following matrix has rank k for
any choice of x1, . . . , xn−k+1 (we assume that m n) except when all of them are zero, in which case
we have the zero matrix.⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · 0 x1 x2 · · · · · · xn−k+1
0 · · · x1 x2 · · · · · · xn−k+1 0
...
...
...
...
...
...
...
...
x1 x2 · · · · · · · · · xn−k+1 · · · 0
0 0 · · · · · · · · · 0 · · · 0
...
...
...
...
...
...
...
...
0 0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
All rows of this matrix except for the ﬁrst k rows are zero, so the rank of this matrix is at most k.
If x1 /= 0, then the determinant of the submatrix formed from the ﬁrst k rows and columns of our
matrix is non-zero and the rank is k. If x1 = 0, we proceed to x2 etc.
In order to give some upper bounds for l(m, n; k) we use the following construction, which was
introduced for the ﬁrst time in [15] for the complex case and used in [16,9,6] for the complex and real
case.
Suppose we have matrices A1, . . . , Ar inM(m, n,R). We deﬁne a bundle map
nξr−1
f−→ εm,
where by ξr−1 we denote the canonical line bundle over RPr−1 and by εm, the trivial bundle over the
same space, as follows:
f ([x]; λ1x, . . . , λnx) =
⎛
⎜⎜⎝[x]; (x1A1 + · · · xrAr)
⎡
⎢⎢⎣
λ1
...
λn
⎤
⎥⎥⎦
⎞
⎟⎟⎠ ,
where [x] is the class of x = (x1, . . . , xr) ∈ Sr−1 in RPr−1. If our matrices A1, . . . , Ar all belong to a
vector subspace ofmatrices of constant rank and are linearly independent, the Im(f ) becomes a vector
bundle of dimension k and we have the following splittings:
Im(f ) ⊕ νm−k ∼= εm, (1)
Im(f ) ⊕ ηn−k ∼= nξr−1. (2)
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This idea was used in [9] to prove that l(n, n; k) n (as a matter of fact, one can show similarly that
l(m, n; k)max{m, n}) and also in [6] to determine l(n, n; n − 1), l(n, n; n − 2) and l(n, n − 1; n − 2)
(for a different approach as well as some other results concerning k-spaces of matrices for k close to
n, the reader may wish to consult [4]). The value l(n, n; n) was known from [1]. In [2] the authors
have carried out the determination of the maximal possible dimension of a real vector subspace of
M(m, n,R),M(m, n,C) andM(m, n,H) (H being the skew-ﬁeld of quaternions) of invertible matrices,
referring to [1] for the real case. As a matter of fact, one can give a proof of this result which does not
use thewholemachinery developed in [1], but only on the structure of the KO group of a real projective
space. One can look up this proof in [10].
Let us now give the complete result for the case k = 2.
Proposition 1. Let 2m n and n /= 3. Then
l(m, n; 2) = 2
⌊
n
2
⌋
.
Proof. It is easy to see that l(m, 2l; 2) = 2l. Namely, letus lookat thevector spaceconsistingofmatrices
of the form⎡
⎢⎢⎢⎢⎢⎢⎣
x1 x2 x3 x4 · · · x2l−1 x2l−x2 x1 −x4 x3 · · · −x2l x2l−1
0 0 0 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where xi ∈ R. We see that every such matrix has rank equal to 2, except when all of the xi’s are zero
andwe have the zeromatrix. So, l(m, 2l; 2) 2l and, since we know that l(m, 2l; 2) 2l (as mentioned
before), we are done. We show similarly that l(m, 2l + 1; 2) 2l, by adding a column of 0’s.
Let us now prove that l(m, 2l + 1; 2) = 2l + 1 is impossible. Otherwise, we get a bundle map
(2l + 1)ξ2l f−→ εm
and splittings
Im(f ) ⊕ νm−2 ∼= εm, (3)
Im(f ) ⊕ η2l−1 ∼= (2l + 1)ξ2l. (4)
We have
w2l((2l + 1)ξ2l) =
(
2l + 1
2l
)
u2l = u2l /= 0
inH2l(RP2l; Z/2) (u is the generator of this ring), so that (2l + 1)ξ2l cannot have two linearly indepen-
dent sections. Therefore, Im(f ) is not isomorphic to ε2.We nowuse the result from [7]: every 2-bundle
over RPs for s > 2 splits into a sum of line bundles. Since every line bundle over RP2l is isomorphic to
either ξ2l or ε
1, we now have two cases:
(1) Im(f ) = ξ2l ⊕ ξ2l . If by w(ζ ) we denote the total Stiefel–Whithney class of a vector bundle ζ ,
we have, from (3):
w(Im(f ))w(νm−2)=w(εm),
w(ξ2l ⊕ ξ2l)w(νm−2)=1,
(1 + u)2w(νm−2)=1,
(1 + u2)w(νm−2)=1,
w(νm−2)=1 + u2 + · · · + u2l.
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We get that w2l(ν
m−2) /= 0, butm − 2 2l − 1 and this class must vanish.
(2) Im(f ) = ξ2l ⊕ ε1. From (4):
w(Im(f ))w(η2l−1)=w((2l + 1)ξ2l),
w(ξ2l ⊕ ε1)w(η2k−1)=(1 + u)2l+1,
(1 + u)w(η2l−1)=(1 + u)2l+1,
w(η2l−1)=(1 + u)2l.
So, w2l(η
2l−1) = u2l /= 0 in H2l(RP2l; Z/2) which is impossible and we are done. 
Remark 1. l(2, 3; 2) = 2 and l(3, 3; 2) = 3 and so the assertion of the previous theorem is false for
n = 3.
Proof. If l(2, 3; 2) = 3 we would get that Im(f ) = ε2 and Im(f ) ⊕ η1 ∼= 3ξ2. Thenw(Im(f )) = 1 and
w(η1) = w(3ξ2) = 1 + u + u2,
which is impossible.
The space of matrices of the form⎡
⎣ 0 x1 x2−x1 0 x3−x2 −x3 0
⎤
⎦
shows that l(3, 3; 2) 3. 
Before proceeding further let us introduce the following deﬁnition.
Deﬁnition 1. Bilinear map f : Rr × Rs → Rt is nonsingular if the following condition holds
f (x, y) = 0 ⇒ x = 0 or y = 0.
As was pointed in [6], the determination of numbers l(m, n; n) is closely related to the problem of
the existence of nonsingular bilinear maps. Namely, it is easy to see that l(n + k, n; n) n if and only
if there exists a nonsingular bilinear map f : Rn × Rn → Rn+k (any nonsingular bilinear map from
Rn × Rn to Rn+k induces a monomorphism of Rn into the subspace of all homomorphisms from Rn
to Rn+k which are also monomorphisms (and therefore of rank n); and vice versa). It is a classical
fact (see [3,11]) that there exists a nonsingular bilinear map f : Rρ(n) × Rn → Rn, where ρ(n) is the
Hurwitz–Radonnumber:ρ((2m + 1)24a+b) = 8a + 2b. Therefore, by restrictionweget that for every
k ρ(n) there exists a nonsingular bilinear map Rk × Rk → Rn. We conclude that
l(n, k; k) = n for all k ρ(n).
We use this fact to produce some lower bound for the numbers l(m, n; k).
Proposition 2. Suppose that k ρ(n). Then
l(mn + r, s; k)mn + max{r − k + 1, 0}
for 0 r < n and k smn + r.
Proof. Let us ﬁrst observe that l(s + t, k; k) l(s, k; k) + l(t, k; k) since this corresponds to the for-
mation of a block matrix inM(s + t, k; R) from matrices inM(s, k; R) andM(t, k; R). We now have:
l(mn + r, s; k) l(mn + r, k; k)ml(n, k; k) + l(r, k; k) = mn + l(r, k; k).
Since l(r, k; k) = 0 if r < k and l(r, k; k) r − k + 1 if r  k, we are done. 
In order to give some upper bounds for these numbers we ﬁrst prove the following lemma.
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Lemma 1. For n 1 and any bundle η over RPs−1 whose geometric dimension is at most 2n − 1we have
that
w(η) = w(rξs−1)
for some r, 0 r  2n − 1.
Proof. Since every vector bundle η over a real projective space is stably isomorphic to a sum kξs−1 for
some k (see [1]) we have that w(η) = w(kξs−1). Let us write k in the form
k = 2nq + r, 0 r < 2n.
Then
w(η) = w(kξs−1) = (1 + u)k = (1 + u2n)q(1 + u)r .
Since wi(η) = 0 for i > 2n − 1 (geometric dimension of this bundle is at most 2n − 1) we conclude
that
w(η) = (1 + u)r = w(rξs−1)
and we are done. 
Theorem 1. (a) l(2km + r, 2km + r; 2k − 1) 2km for 0 r  2k − 2;
(b) l(2km + 2k − 1, 2km + 2k − 1; 2k − 1) 2km + 1;
(c) l(2km + r, 2km + r; 2k) 2km for 0 r  2k − 1 and m 2.
Proof.
(a) Suppose that l(2km + r, 2km + r; 2k − 1)≥ 2km + 1. Then, as before, we can construct a bun-
dle map
(2km + r)ξ2km f−→ ε2
km+r
and get splittings
Im(f ) ⊕ ν ∼= ε2km+r , (5)
Im(f ) ⊕ η ∼= (2km + r)ξ2km, (6)
where ν and η are (2k(m − 1) + r + 1)-bundles. Since Im(f ) is a (2k − 1)-bundle, by the
previous lemma we have w(Im(f )) = (1 + u)s for some 0 s 2k − 1.
(Case 1) s = 2k − 1. From the ﬁrst splitting:
(1 + u)2k−1w(ν)=1,
(1 + u)2kw(ν)=1 + u,
w(ν) = (1 + u)(1 + u2k + · · · + u2km),
and so w2km(ν) /= 0, which is impossible since 2k(m − 1) + r + 1 2km − 1.
(Case 2) 0 s < 2k − 1. The second splitting then gives:
(1 + u)sw(η) = (1 + u)2km+r ,
w(η) = (1 + u)2km+r−s.
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If r − s 0 we get that
w2km(η) =
(
2km + r − s
2km
)
u2
km = u2km /= 0,
which is impossible. If r − s < 0, thenw2km+r−s(η) = u2km+r−s /= 0 and that is also impossible, since
2km + r − s 2km + r − 2k + 2 > 2km + r − 2k + 1.
(b) Let us assume that l(2km + 2k − 1, 2km + 2k − 1; 2k − 1) 2km + 2. We get splittings
Im(f ) ⊕ ν2km ∼= ε2km+2k−1; (7)
Im(f ) ⊕ η2km ∼= (2km + 2k − 1)ξ2km+1. (8)
We also know that w(Im(f )) = (1 + u)s for 0 s 2k − 1.
(Case 1) s is odd. From the ﬁrst splitting we get
w(ν2
km) = (1 + u)−s =
2km+1∑
l=0
(−s
l
)
ul.
We have that
( −s
2km + 1
)
= ( − s)(−s − 1) · · · (−s − (2
km + 1) + 1)
(2km + 1)!
= (−1)2km+1 s(s + 1) · · · (s + 2
km)
(2km + 1)!
= −
(
2km + s
2km + 1
)
.
But this last coefﬁcient is odd since s is odd and we conclude that w2km+1(ν2
km) /= 0 which is
impossible.
(Case 2) s is even. In this case, we use the second splitting to get
w(η2
km) = (1 + u)2km+2k−1−s.
Therefore,
w2km+1(ν2
km) =
(
2km + 2k − 1 − s
2km + 1
)
u2
km+1 = u2km+1
since s is even. This is again impossible and we are done.
(c) It is enough to prove the claim for r = 2k − 1. As before, assume that the claim is not true and get
the appropriate splittings. We know that w(Im(f )) = (1 + u)s for some 0 s 2k+1 − 1.
(Case 1) s > 0. From the ﬁrst splittingwe get thatw(ν2
km−1) = (1 + u)−s. Therefore,w2km(ν2km−1)
=
( −s
2km
)
u2
km. Since
( −s
2km
)
=
(
2km + s − 1
2km
)
=
(
2km + s − 1
s − 1
)
and this number is odd we arrive at a
contradiction.
(Case 2) s = 0. In this case w(Im(f )) = 1 and from the second splitting we get that w(η2km−1) =
(1 + u)2km+2k−1. Therefore, w2km(η2km−1) =
(
2km + 2k − 1
2km
)
u2
km = u2km and we are done. 
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Remark 2. We have analyzed in this proof whether certain binomial coefﬁcients were odd. All the
conclusions follow immediately from the so-called Lucas’ lemma: if a = a0 + a121 + · · · + at2t and
b = b0 + b121 + · · · + bt2t are binary expansions of a and b, then(
a
b
)
=
(
a0
b0
)(
a1
b1
)
· · ·
(
at
bt
)
in Z/2. The reader may look up this proof in, for example, [14]. Therefore, if we look at binary ex-
pansions, the binomial coefﬁcient is odd if whenever 1 appears at a certain position in the binary
expansion for b it also appears at the same position in the binary expansion for a. From this it is clear
why the coefﬁcients in question are odd.
Remark 3. Note also that
(−a
b
)
= (−1)b
(
a + b − 1
b
)
.
Fromwhat we have done so far and some previous results we can give the complete description of
the numbers l(n, n; 3), l(n, n; 4) and l(n, n; 7).
Theorem 2. Let k 0. Then:
l(4k, 4k; 3) = l(4k + 1, 4k + 1; 3) = l(4k + 2, 4k + 2; 3) = 4k;
l(4k + 3, 4k + 3; 3) = 4k + 1;
l(8k, 8k; 7) = l(8k + 1, 8k + 1; 7) = · · · = l(8k + 6, 8k + 6; 7) = 8k;
l(8k + 7, 8k + 7; 7) = 8k + 1.
For k 0 and k /= 1 :
l(4k + r, 4k + r; 4) = 4k, for 0 r  3.
In addition to that we have: l(4, 4; 4) = l(5, 5; 4) = 4 and l(6, 6; 4) = l(7, 7; 4) = 6.
Proof. What we only need to do is to establish that l(5, 5; 4) = 4. Namely, everything else follows
from the previous results (and from the fact that l(n, n; k) n always holds) except the fact l(6, 6; 4) =
l(7, 7; 4) = 6 which is contained in [6]. So, let us assume that l(5, 5; 4) = 5. Then we get the appro-
priate splittings in which bundles ν and η are 1-bundles over RP4. Therefore, they are either trivial
or isomorphic to ξ4. If w(ν) = 1, then w(Im(f )) = 1 and w(η) = (1 + u)5 = 1 + u + u4 which is
impossible. In the case w(ν) = 1 + u, w(Im(f )) = (1 + u)−1 and w(η) = (1 + u)6 = 1 + u2 + u4
which is also impossible. 
3. Spaces of matrices of large rank
Wenowproceed to give someupper bounds for numbers L(m, n; k).Wedenote by ν2(n) the highest
power of 2 which divides n: ν2(2
s(2m + 1)) = s.
Theorem 3. If n = 4k + 1, L(n, n; n − 1) 2ν2(n−1) + 1.
We ﬁrst prove the following lemma.
Lemma 2. Let n be odd and f : nξr−1 → εn be given as before, using matrices A1, . . . , Ar which form a
basis of a subspace of matrices of rank at least n − 1. Deﬁne
Xn−1 := {[x] ∈ RPr−1 : det(x1A1 + · · · + xrAr) = 0}.
Then, if we denote by i the inclusion i : Xn−1 ↪→ RPr−1 wehave that i∗(u)r−2 /= 0 in H∗(Xn−1; Z/2).
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Proof. Our f induces the map
nξr−1|Xn−1 f
′−→ εn|Xn−1 ,
where f ′ has rank n − 1 everywhere. Since codim(RP1) + codim(Xn−1) = n, we can compute the
intersection product [RP1] · [Xn−1] ∈ Z/2where by [Xn−1]we denote the fundamental class of Xn−1.
Since Xn−1 is an algebraic variety, given as the zero set of a homogeneous polynomial of odd degree
n and this polynomial has an odd number of zeroes on a generic projective line RP1 we have [RP1] ·
[Xn−1] /= 0. But
[RP1] · [Xn−1] = 〈i∗(ur−2), [Xn−1]〉,
since ur−2 is the Poincaré dual of [RP1] in RPr−1] and we therefore conclude that i∗(ur−2) /= 0. 
Proof of Theorem 3. Assume that L(n, n; n − 1) > 2ν2(n−1) + 1. Note that ν2(n − 1) = ν2(4k) 2.
This means that we can choose matrices A1, . . . , Ar , r = 2ν2(n−1) + 2 to deﬁne our bundle map. Then,
as before
Im(f ′) ⊕ ν1 ∼= ε|Xn−1; (9)
Im(f ′) ⊕ η1 ∼= nξr−1|Xn−1 . (10)
So
w(Im(f ′))w(ν1) = 1; (11)
w(Im(f ′))w(η1) = w(ξr−1|Xn−1)n. (12)
We get that
w(η1) = (1 + i∗(u))nw(ν1). (13)
The terms in degree 2 give
0 =
(
n
2
)
i∗(u)2 +
(
n
1
)
i∗(u)w1(ν1). (14)
Since n = 4k + 1,
(
n
2
)
= 0 and
(
n
1
)
= 1 inZ/2 andwehave i∗(u)w1(ν1) = 0. So,w1(ν1) = 0 since
i∗(u) /= 0 and, consequently (13) simpliﬁes to
w(η1) = (1 + i∗(u))n.
Since i∗(u)r−2 /= 0 by Lemma 2, we conclude that(
n
2
)
=
(
n
3
)
= · · · =
(
n
r − 2
)
= 0 (15)
in Z/2. Now, n − 1 = 2s(2m + 1) for some integers s and m, so that r − 2 = 2s. Let us denote i∗(u)
by x. We then have:
(1 + x)n = (1 + x)2s(2m+1)+1
= (1 + x2s)2m+1(1 + x)
= (1 + x2s + · · ·)(1 + x)
= 1 + x + x2s + · · · ,
where we have used · · · to stand for higher order terms. From this we see that(
n
r − 2
)
= 1 in Z/2
which contradicts (15). 
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4. Final remarks and observations
Let us note that our methods actually allow us to prove some more general topological results.
Namely, if we have a Z/2-equivariant map g : Sr −→ M(m, n; k) (byM(m, n; k)we denote the (topo-
logical) subspace ofM(m, n; R) inwhich all matrices have rank k) we also get appropriate bundlemap.
Therefore, our methods allow us to prove that appropriate equivariant maps do not exist. On the other
hand, these equivariant maps are induced by the existence of k-spaces of matrices. Consequently, the
existence of certain equivariant maps and k-spaces of matrices are interconnected. We decided not to
present our results in that way since our prime emphasis was on spaces of matrices rather than on
equivariant maps.
The reader has probably noticed that our results for the case of rank 2 follow from themore general
results which appear later. We have decided to give an independent proof of the result in the case of
rank 2 since we were able to use the fact that we know all 2-bundles over real projective spaces and
it is interesting to use this result in order to conclude something about matrices.
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