Introduction
A common method of describing biological and ecological systems is to represent them as continuous parameter Markov processes, in one or more dimensions, with each coordinate typically representing a count of the present population of a particular species. The transition rates in these models are usually simple functions of the coordinates, and sometimes of the time parameter as well. We shall consider a sequence {XN(" )} of such processes, in which the indexing parameter N determines the magnitude of the initial state of the process, in that XN(O) = Nx(O) for a fixed vector x(O). In Barbour (1972) [B] a heuristic argument is put forward, which leads to a method of successive approximation, in terms of large N, to the process xN(t) = N-'XN (TN(t)), where T,(t) is a suitably chosen function of t: see also McNeil and Schach (1973) . The approximation, which to the second order reduces to a small Gaussian diffusion about the deterministic path, was found effective in the example chosen even for relatively small values of N. The limiting process has much to recommend it as a natural choice for approximation, and even the apparently restrictive initial condition requirements proved amenable in practice.
In this paper, we provide a rigorous justification for these ideas. The basis for the argument is to be found in Kurtz (1970) and (1971) , where the first and second order approximations are justified under very weak conditions. In order to take full advantage of the method of [B], we will consider only a more restricted situation, which nonetheless includes all of the most common biological models, although much of the material can be proved in a more general setting.
Section 2 consists of a statement of Kurtz's functional central limit theorem, in a form compatible with the aims of this paper, and in Section 3 an associated rate of convergence result is proved. Section 4 contains a detailed study of the properties of integrals of the deterministic equations. The application of the method is illustrated in Section 5 with some examples. which has all its second partial derivatives with respect to the coordinates x , and also the mixed derivatives @2h /xxjt. Any such h is an integral of the deterministic equations, and is constant along deterministic trajectories. Let Vh = Vh(4(t), t) denote the vector of derivatives of h(x, t) with respect to x, evaluated at x = 4(t).
Basic elements
Lemma 1. The random function z: z(t) = y(t). Vh(4(t), t), 0 < t < T, where y is the diffusion limit specified by (2. and substituting in (3.3) from (3.2) for dVh /dt and from (2.7) for the second term, we obtain, after integration, The integral is estimated using (3.20), (3.23) and (3.17), and the fact that, for all real w, 1 -exp(-w2) ? min(w2, 1): the theorem follows.
Remark. It is easily possible to calculate an explicit formula for the upper bound of the error (3.8), in terms of the parameters of the process. It is omitted here for clarity, and because, in practice, the accuracy of the approximation seems vastly better than the bound suggests.
Further properties of the deterministic integrals
One of the main points of the method of [B] is that it shows how to get a more accurate asymptotic description of the process x than that given by the central limit theorem. The essential feature in the argument is a sequence of functions d0,(x,t), r = 0, 1, .-, such that Yf=oN-i~j(x,t) is in some sense a martingale, but for an error of order N-'-'; the appropriate functions to take for 00 are integrals of the deterministic equations, and the functions Oj, j > 1, can in principle be calculated sequentially. The discussion in [B] is heuristic, but it can be made precise on the basis of the following paragraphs. and where qr(w) = -q(x, t, w) is that deterministic trajectory which has q(t) = x: thus, x(u) = q(x, t, u) satisfies (4.3) together with x(t) = x. Under Assumption B, it is always possible, for some E > 0, to find functions o0(x, t) in C(U), and only such functions will henceforth be considered. A set of n such independent functions (which can be taken as a natural coordinate system for the process) is given by the components of the vector q(x, t) -q(x, t, 0): see Hartman (1964), chapter V. This, and the form of (4.4), implies that the sequence can be continued for any number of terms, and that f,(x, t) =-j=o N-kj(x, t) is in C(U).
Lemma 3. For any 0 ? s < T, let t* be a stopping time such that s ? t* < I almost surely. Then 
,(x, t) = p(x, t) [h(x, t)]r 2.

Hence, applying Lemma 3 to ',(x,t) = , o=oN-J'j(x,t), and using (4.10), we have (4.11) E[h(xN(t*), t*)]r'=O •= N-jE[h(xN(t*), t*)]r-2j, even r> 2,
where the order term depends on t* only through the expectations. Equation (4.9) now follows, for all even r > 2, inductively from (4.11). of order N-*logN, and the bound, if calculated, for Equation (3.8) is found  meaningful, for values of T around L-1, only when N exceeds 5000 . This should be compared with the results obtained by regarding the ZN(t) process as a sum of N independent processes with initial population 1, and using the Berry-Esseen theorem, giving the expected convergence rate of N--, and a bound meaningful when N exceeds 100. It seems reasonable to suppose that, in other situations also, the approximation will be better than Theorem 1 suggests.
Remark. From Lemma 3 with r = 0, it follows also that E h(xN(t*), t*) = O(N-).
Taking the components of l(x, t) lq(x, t, 0) -x(0) as the functions h in Lemma
[f < t] = P[I x,() -(f1) > Je] = O(N--'), so that the distribution of xN(i)is an accurate asymptotic approximation to that of xN(t). Thus, although moments evaluated for xN(f) may not be those of XN(t), any distributional information obtained from them applies, within the limits of Equation (4.14), to xN(t) also. The results of Lemma 4 can be complemented as follows. For h as in Lemma 4, let
Proof. Let #(x, t) exp (kh(x, t)), and, for any v e [0, T] define v' = min (v, t*). From Lemma 2 and the optional stopping theorem, since h(x(O)
,
The rate of convergence implied by Theorem 1 for the distribution of WN(t) is
A feature of this particular example is that, for h(x, t) = x exp (-(a -b) and may hence be interpreted to give a confidence band around the deterministic trajectory of the epidemic, which the XN process will leave before time T with probability approximating m(x,T). Such information could provide a useful guide to health authorities who, faced with an incipient epidemic, need to predict what emergency resources will be required.
