We examine the conditions of asymptotic stability of second-order linear dynamic equations on time scales. To establish asymptotic stability we prove the stability estimates by using integral representations of the solutions via asymptotic solutions, error estimates, and calculus on time scales.
Main result
In this paper, we examine asymptotic stability of second-order dynamic equation on a time scale T,
L y(t) = y ∇∇ + p(t)y ∇ (t) + q(t)y(t)
where y ∇ is nabla derivative (see [4] ). Exponential decay and stability of solutions of dynamic equations on time scales were investigated in recent papers [1, 5-7, 11, 12 ] using Lyapunov's method. We use different approaches based on integral representations of solutions via asymptotic solutions and error estimates developed in [2, [8] [9] [10] .
A time scale T is an arbitrary nonempty closed subset of the real numbers.
For t ∈ T we define the backward jump operator ρ : T → T by ρ(t) = sup{s ∈ T : s < t} ∀t ∈ T.
(1.
2)
The backward graininess function ν : T → [0,∞] is defined by
ν(t) = t − ρ(t). (1.3)
2 Asymptotic stability for dynamic equations on time scales
If ρ(t) < t or ν > 0, we say that t is left scattered. If t > inf(T) and ρ(t) = t, then t is called left dense. If T has a right-scattered minimum m, define T k = T − {m}.
For f : T → R and t ∈ T k define the nabla derivative of f at t denoted f ∇ (t) to be the number (provided it exists) with the property that, given any ε > 0, there is a neighborhood U of t such that
(1.4)
We assume supT = ∞. For some positive t 0 ∈ T denote T ∞ ≡ T [t 0 ,∞). Equation (1.1) is called asymptotically stable if every solution y(t) of (1.1) and its nabla derivative approach zero as t approaches infinity. That is, We establish asymptotic stability of dynamic equations on time scales by using calculus on time scales [3, 4] and integral representations of solutions via asymptotic solutions [8] .
A function f :∈ T → R is called ld-continuous (C ld (T)) provided it is continuous at left-dense points in T and its right-sided limits exist (finite) at right-dense points in T.
By L ld (T) we denote a class of functions f : T → R that are ld-continuous on T and Lebesgue nabla integrable on T. C 2 ld (T) is the class of functions for which second nabla derivatives exist and are ld-continuous on T.
We assume that p, q ∈ C ld (T ∞ ). From a given function θ ∈ C 2 ld (T ∞ ) we construct a function
For ν > 0 we choose θ 1 (t) as a solution of the quadratic equation
If ν = 0, then (1.8) turns into a linear equation and θ 1 (t) is defined by the formula 
where e θ (t,t 0 ) is the nabla exponential function on a time scale, and · is the Euclidean matrix norm A = n k, j=1 A 2 k j . Note that θ 1 and θ 2 can be used to form approximate solutions y 1 and y 2 of (1.1) in the form y j (t) = e θj (t,t 0 ), j = 1,2. Also, from the given approximate solutions y 1 and y 2 the function θ = (θ 1 − θ 2 )/2 can be constructed. The next two lemmas from [1, 12] are useful tools for checking condition (1.18). (1.23)
The following lemma gives simpler sufficient conditions of decay of nabla exponential function.
, and for some ε > 0,
Remark 1.6 [1] . The first condition (1.25), for ν > 0, means that the values of M(t) are located in the the exterior of the ball with center 1/ν * and radius 1/ν * ,
and it may be written in the form
(1.27) Remark 1.7. In view of Lemma 1.5, conditions (1.18) and (1.19) of Theorem 1.2 can be replaced by
(1.28) 
on the time scale T ∞ ⊂ (0,∞). We assume that the regressivity condition
is satisfied. Suppose λ 1 and λ 2 are two distinct roots of the associated characteristic equations
then from Theorem 1.2 it follows that all solutions of (1.29) approach zero as t → ∞.
To check the conditions of Theorem 1.2 we set
In view of
we have
(1.35)
Hence from (1.9), (1.11) we get
By direct calculations from (1.12) we get
(1.37)
6 Asymptotic stability for dynamic equations on time scales 
, and condition (1.32) becomes 
(1.41)
Choosing θ again as in (1.33) we have (1.36) and
(1.43) From Theorem 1.2 it follows that all solutions of (1.41) approach zero as t → ∞, provided that conditions (1.32) and (1.21) are satisfied. For the time scales T = R, condition (1.21) is satisfied. For the time scale T = Z with t 0 = 1, we have ν ≡ 1, and condition (1.21) is satisfied also since
(1.44)
Method of integral representations of solutions
implies for all t ∈ T (t,b) that 
which implies that
Multiplying the last inequality by −1/ e K2 (b,ρ(t)) < 0, and in view of
(2.10)
Integrating over (t,b) we have Consider the system of ordinary differential equations
where a(t) is an n-vector function and A(t) ∈ C ld (T,∞) is an n × n matrix function. Suppose we can find the exact solutions of the system
with the matrix function A 1 close to the matrix function A, which means that condition (2.21) is satisfied. Let Ψ(t) be the n × n fundamental matrix of the auxiliary system (2.18). If the matrix function A 1 is regressive and ld-continuous, the matrix Ψ(t) exists (see [6] ). Then solutions of (2.17) can be represented in the form
where a(t), ε(t), C are the n-vector columns: a(t) = column(a 1 (t),...,a n (t)), ε(t) = column(ε 1 (t),...,ε n (t)), C = column(C 1 ,...,C n ); C k are arbitrary constants. We can consider (2.19) as a definition of the error vector function ε(t). Denote 
is small.
Proof of Theorem 2.2. Let a(t) be a solution of (2.17). The substitution a(t) = Ψ(t)u(t) transforms (2.17) into
where H is defined by (2.20) . By integration we get where
H(s)u(s)∇s, b > t > T, (2.25) where the constant vector C is chosen as in (2.19). Estimating u(t) we have
Then every solution of (1.1) can be written in the form
39)
where C 1 , C 2 are arbitrary constants, and the error function satisfies the estimate
Proof of Theorem 2.4. We can rewrite (1.1) in the form
where 
Representations (2.38), (2.39), and estimates (2.40) follow from Theorem 2.2.
Proof of Theorem 1.1. We are looking for solutions of (1.1) in the form
where the functions θ j are defined by (1.8) and (1.11). From (2.44) (see [4] ) we have From representation (2.49) it follows that λ 1 , λ 2 must be finite numbers. Otherwise, the left side of the representation vanishes and the right side approaches infinity when t m approaches infinity. Choosing C 1 = 1, C 2 = 0 we obtain from (2.49), as t → ∞,
which contradicts the assumption λ 1 > 0. 
Proof. If ν ≡ 0, then the functions |y j | (see (2.44)) are nonincreasing in view of (2.52) and
Hence the functions |y j (t)| = exp( A function f :∈ T → R is called rd-continuous (C rd (T)) provided it is continuous at right-dense points in T and its left-sided limits exist (finite) at left-dense points in T.
By L rd (T) we denote a class of functions f : T → R that are rd-continuous on T and Lebesgue integrable on T.
Assume y Δ is a delta (Hilger) derivative, and e λ (t,t 0 ) is a delta exponential function.
Lemma 2.7 (see [1, 12] ). Assume K ∈ C rd (T), and for some ε > 0 
