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In Brief Landau et al. show that anatomical variability is expected to generate substantial heterogeneity in the input connectivity of local cortical networks. This heterogeneity threatens the balance of excitation and inhibition. Balance can be recovered by spike-frequency adaptation or homeostatic plasticity.
INTRODUCTION
Cortical neurons receive thousands of excitatory and inhibitory synaptic inputs, both long-range and from local circuits. Balancing between the resultant excitatory and inhibitory currents is therefore crucial to keep the neurons at a functional dynamic range, namely near their firing threshold, allowing them to rapidly elicit action potentials in response to changes in their inputs. Substantial perturbation of this balance may lead to either a strongly inhibited circuit, where most of the neurons remain quiescent, or an epileptic state with ''runaway'' firing. Indeed, excitation-inhibition imbalance has been implicated in several neurological and psychiatric diseases (Yizhar et al., 2011; Dehghani et al., 2016) .
It has been shown that under conditions where recurrent neuronal circuits are connected via strong synapses, the firing rates of excitatory and inhibitory populations adjust dynamically, resulting in an asynchronous balanced state (van Vreeswijk and Sompolinsky, 1996) . In this state, the neurons are driven by the fluctuations in their net excitatory and inhibitory inputs. This fluctuation-dominated state has many spatial and temporal response properties that resemble those of cortical neurons (Brunel, 2000; Renart et al., 2010; Roxin et al., 2011; Hansel and van Vreeswijk, 2012; Pehlevan and Sompolinsky, 2014; Wimmer et al., 2015) .
However, the emergence of balanced states in excitation-inhibition networks is based on the common assumption of a uniform connection probability, namely that all neurons in a population have similar total number of connections. Yet recent studies reported that cortical neurons exhibit significant heterogeneity in their input probability (Okun et al., 2015) and in their total synaptic current (Xue et al., 2014) . Such heterogeneity is already apparent from anatomical studies of the first stage of input into the cortex: the innervation of layer 4 (L4) neurons by thalamocortical axons (da Costa and Martin, 2011; Furuta et al., 2011; Schoonover et al., 2014) . The assumption of uniform connectivity is hence questionable, and we therefore investigated how heterogeneity in input connectivity will impact the excitation-inhibition dynamics of cortical networks.
We first study this issue in abstract network models in which the structural variability in the total synaptic input to postsynaptic cells across the population is much larger than expected from that of uniform connection probability. We show theoretically and by simulations that the dynamic cancelation between excitation and inhibition is undermined, and a majority of neurons are completely suppressed while a small number of neurons fire action potentials regularly at unrealistically high rates. Correlations in the connectivity structure can mitigate this imbalance. We present a quantitative measure of the structural imbalance, accounting for both correlations and heterogeneity, which predicts whether excitation-inhibition balance can be achieved.
We identify two cellular mechanisms that can recover excitation-inhibition balance. The first is homeostatic synaptic plasticity, which adjusts the functional connectivity patterns in the network to compensate for the structural imbalance. An alternate mechanism that does not involve synaptic plasticity is spike-frequency adaptation. We show that this adaptation current generates local negative feedback that cancels the excess synaptic input at the single-cell level. This leads to a novel adaptation-facilitated balance, in which the adaptation current enables neurons to remain near threshold and fluctuations drive irregular, asynchronous activity.
We study the effect of heterogeneity on excitation-inhibition balance and the possible mechanisms to recover balance in a realistic network model of L4 of the D2 column of the vibrissal part of rat primary somatosensory cortex (vS1; i.e., barrel cortex). There is strong anatomical evidence that the L4 barrel comprises a relatively complete local network, with axons and dendrites of both excitatory and inhibitory neurons remaining largely restricted to the barrel, and thalamic ventral posteromedial nucleus (VPM) axons defining the barrel boundaries. Using a statistical connectivity model based on reconstructions of the detailed 3D anatomy of the barrel cortex (Egger et al., 2014) , we provide realistic estimates of the heterogeneity in input connectivity in the local L4 circuits (i.e., within the barrel) and study the resulting dynamics in an anatomically constrained network of linear integrate-and-fire (LIF) point neurons (Gerstner and Kistler, 2002) . We find that non-uniformities in the distributions of excitatory and inhibitory somata (Meyer et al., 2013) , and morphological diversity within and across L4 cell types (Koelbl et al., 2015; Narayanan et al., 2015) yield substantial heterogeneity in input connectivity. The estimated levels of correlations between excitatory and inhibitory input connectivity are significant but still yield substantial structural imbalance, and are therefore not sufficient to restore a balanced state. In numerical simulations, we find that structural heterogeneity has dramatic impact on the activity in the major thalamo-recipient layer, for example, allowing only a fraction of neurons to be responsive to sensory input.
We test both homeostatic plasticity and the novel adaptationfacilitated balance on our anatomically constrained model of L4 in rat vS1. We show that over the necessary long timescales of homeostatic plasticity, functional in-degrees can be adjusted to recover realistic firing. Furthermore, we show that on more rapid timescales, adaptation currents with strengths and time courses comparable with those observed experimentally are sufficient to counteract the structural heterogeneity of the L4 network, thereby yielding an asynchronous balanced state with realistic firing rates during both periods of spontaneous and periods of stimulus-evoked activity.
RESULTS

Broken Balanced State
Network models often assume a homogeneous probability of connection between pairs of neurons, given their cell types. In such networks, the in-degree, i.e., the total number of inputs to individual neurons, is narrowly distributed around its mean, K.
Specifically, the SD s k is proportional to the square root of the mean. In the cortex, typical in-degrees are on the order of thousands, so that in these homogeneous network models the SD of the in-degree is small relative to the mean ( Figure 1A, left) .
To analytically study the effect of deviating from this homogeneity assumption, we consider networks with heterogeneous indegrees and characterize their distribution by the coefficient of variation, CV k = s k =K. In homogeneous networks, CV k is much smaller than 1; networks are said to be heterogeneous if they have CV k of order unity ( Figure 1A, right) .
We study heterogeneous networks with three cell types: excitatory (E) and inhibitory (I) neurons as well as an excitatory external population denoted by O. We write the mean in-degree from type B onto type A as K AB . We also write K as the mean connectivity across the entire network. We focus here on the first-and second-order statistics of the connectivity structure, assuming negligible higher-order statistics such that the identities of a neuron's postsynaptic targets are independent of its own in-degree. Furthermore, we assume the network is in an asynchronous state characterized by population rates: r E , r I , and r O . We write the three in-degrees of the ith neuron of type A = E, I as fk
, is neuron i's in-degree from cell-type B divided by the mean over all postsynaptic neurons of type A. Then the total mean synaptic current to this neuron is
where J AB is the strength of synaptic connections from neurons of type B onto neurons of type A scaled by the mean number of connections K AB . As in the balanced network of van Vreeswijk and Sompolinsky (1998) we assume that the synapses are strong, such that action potentials in a small fraction of presynaptic neurons are sufficient to evoke an action potential in the postsynaptic neuron. Therefore, the excitatory and inhibitory synaptic currents in Equation 1 are each large relative to threshold, and for the net current to be within range of the threshold, the excitatory and inhibitory contributions need to approximately cancel each other, yielding a set of linear equations that we refer to as the balance conditions:
For a network with small CV k , all k
AB i
are approximately 1. Thus, the near-threshold condition reduces to the two linear equations of the balanced state of homogeneous networks, two equations for the two unknowns r E and r I . In such a network it has been shown that the mean population rates will dynamically adjust their value and arrive rapidly at a steady state that satisfies these equations. This balancing of the net excitatory and inhibitory currents yields a state where most of the neurons are near threshold and driven by the fluctuations in synaptic current (van Vreeswijk and Sompolinsky, 1998) .
However, in the case where CV k is non-negligible, each relative in-degree k AB i may be substantially different, and therefore there is no pair of excitatory and inhibitory population rates that can combine to satisfy Equation 2 for more than a small fraction of the population. Due to the substantial difference between in-degrees within the network, any given population rates will only balance synaptic current of a small fraction of neurons. The remaining neurons will either have a larger ratio of inhibitory to excitatory in-degrees, and therefore be completely suppressed by strong total inhibitory current, or they will have a smaller ratio, in which case they will be driven to high firing rates with regular inter-spike intervals (ISIs). Thus, we expect the dynamic balance between excitation and inhibition to fail in heterogeneous networks (see Experimental Procedures).
We have numerically confirmed these predictions by generating heterogeneous networks and simulating them with LIF point neurons (Experimental Procedures). Even in a network with only moderate heterogeneity (CV k = 0.2), the lack of balance is immediately apparent in the dynamics of both the population firing ( Figure 1B ) and the individual neuron subthreshold potentials ( Figure 1C ). The population rate distributions are highly skewed, with over 75% of neurons completely quiescent and an extremely long tail of neurons with very high firing rates and low average coefficient of variation of ISI (CV ISI ) ( Figures 1D-1F ). In such a state even the mean current over all postsynaptic neurons is not balanced, reflected in population firing rates versus input strength that deviate from the linear population balance predictions ( Figure 1G ). Evidently, substantial heterogeneity of input connectivity leads to a breakdown of the balanced state.
Impact of In-Degree Correlations
The above analysis was based on the assumption that excitatory and inhibitory in-degrees are uncorrelated. If, however, they are correlated, this could potentially restore the excitation-inhibition balance. Indeed, evidence of correlations between postsynaptic excitatory and inhibitory currents has been reported recently (Xue et al., 2014) . In the extreme case where all three vectors of relative in-degrees are the same, k AB i = k A i , the set of balance equations (Equation 2) can be effectively reduced to the pair of population equations of the homogeneous case, and the dynamic balance of the population rates will guarantee that the 
where the average is over neurons and type-to-type pathways.
In the Supplemental Information, we show that to achieve excitation-inhibition balance, D must be at most of order 1=K. Note that D can be small either if in-degrees are uncorrelated but narrowly distributed, such as in homogeneous networks, or if in-degrees are broadly distributed but highly correlated. This bound implies that the structural demands for maintaining balance in the face of heterogeneity are extremely stringent: in heterogeneous networks, the cell-to-cell variability of the input connectivity must be close to fully correlated across all presynaptic populations to enable the emergence of the balanced state.
To check the above prediction, we generated heterogeneous networks scanning the two-dimensional parameter space consisting of CV k and the correlation coefficient c between in-degrees from each pair of presynaptic populations (Experimental Procedures). In agreement with our theoretical bound, simulations reveal that only networks that are sufficiently homogeneous or have sufficiently correlated in-degrees exhibit the dynamics of excitation-inhibition balance (Figure 2 ). For example, for networks with correlation coefficients as high as 0.7, as CV k increases from 0 to 0.3, we observe a crossover from a state in which all neurons are active with CV ISI around 1 to a state in which more than 80% of neurons are quiescent throughout the trial ( Figure 2A ) and those that fire have CV ISI less than 0.5 ( Figure 2B ).
Furthermore, by plotting both CV ISI and the fraction of quiescent neurons as a function of structural imbalance (D) for networks with a range of structural parameters, we confirm that D is an effective measure for predicting dynamical imbalance ( Figure 2C ). Our simulations indicate that in-degree correlations mitigate the impact of structural heterogeneity, but balance is restored only for extremely high correlations.
Recovering Balance by Homeostatic Plasticity
If the relative in-degree vectors are not highly correlated, excitation-inhibition balance can still be achieved if the synaptic weights are properly tuned. Such a relation between synaptic efficacies and structural connectivity may emerge via homeostatic synaptic plasticity. A simple scenario is that the strength of each synapse is scaled by a factor proportional to the inverse of the in-degree of the postsynaptic neurons, J AB ij fðJ AB =k AB i Þ, which will compensate for the structural heterogeneity. Indeed, as we show in the Supplemental Information ( Figure S1 ), such a scaling of all synaptic strengths in the network yields balanced dynamics. However, such a scaling would require extensive plastic changes in the synaptic efficacies of all pathways, and the outcome will be a network with net synaptic currents that are homogeneous across each population.
In fact, a recent study reported broadly distributed net synaptic currents across a cortical population, although with significant correlations between total excitatory and inhibitory synaptic currents. That study suggested that these correlations might be in part the consequence of plasticity of inhibitory synapses (Xue et al., 2014) . In addition, two recent theoretical and numerical studies have proposed inhibitory plasticity as a mechanism for balancing excitatory and inhibitory inputs (Luz and Shamir, 2012; Vogels et al., 2011) . These results motivate the question: can plasticity in the inhibitory synaptic weights alone recover balance?
To explore this possibility, we assume a network with heterogeneous, uncorrelated in-degrees and initial homogeneous synaptic weights. We study plastic changes that depend only on postsynaptic activity and write the relative change in inhibitory synaptic strength onto the ith neuron of type A as dJ is the structural in-degree. It is straightforward to see that plastic changes to the functional inhibitory in-degrees can be sufficient to bring the net current of each neuron near threshold, satisfying the balance conditions of Equation 2. In fact, the plastic changes that will satisfy those equations yield functional inhibitory in-degrees that are coplanar (i.e., lie in the plane spanned by the excitatory and external in-degrees), of the form
where the coefficients a E and a O must both be positive and they determine the firing rates (relative to r O ) that will dynamically balance the net synaptic currents (see Supplemental Information for further details).
To check whether a plausible homeostatic inhibitory plasticity can reach this solution, we simulated a homeostatic plasticity rule on inhibitory synapses, reminiscent of synaptic scaling (Turrigiano et al., 1998; Rannals and Kapur, 2011; Keck et al., 2013) , in which changes in synaptic strength depend only on postsynaptic firing (Experimental Procedures). This plasticity rule increases the strength of inhibition in proportion to the postsynaptic neuron's firing rate, thus preventing neurons from firing at extremely high rates. Neurons firing at high rates due to structural imbalance will have their functional inhibition gradually increased, while quiescent neurons will have their functional inhibition reduced until Equation 4 is satisfied self-consistently across the population (see Supplemental Information).
Indeed, applying this plasticity rule on inhibitory synapses, we found that the network recovered excitation-inhibition balance by yielding coplanar functional in-degrees ( Figure 3A ), decreasing the functional imbalance throughout the time of plasticity ( Figure 3B ), and generating irregular firing dynamics with reasonable rate distributions ( Figures 3C and 3D ).
As explained in the Supplemental Information, the solution of coplanar functional in-degrees achieved by homeostatic plasticity is qualitatively different from the situation of low structural imbalance presented earlier. With low structural imbalance, balance can be achieved for the same broad range of synaptic strength parameters, J AB , as for homogeneous networks. In contrast, after homeostatic plasticity, the functional in-degrees are aligned for the particular values of J AB , as reflected in
Equation 4.
Local Facilitation of Balance by Adaptation
Homeostatic synaptic changes such as described earlier (Equation 4) depend on the structural in-degrees of the external drive. Because homeostatic plasticity is relatively slow, of timescales of hours to days (Turrigiano et al., 1998; Rannals and Kapur, 2011; Keck et al., 2013) , this mechanism will be unable to react fast to changes in the identity of the external population that drives the circuit. It is thus important to explore faster mechanisms for restoring balance in structurally heterogeneous networks. Adaptation currents have been widely reported in cortical neurons with decay times on the order of seconds, and may be generated by a number of possible cellular mechanisms including Na currents can compensate for the imbalance due to heterogeneous connectivity.
To explore this scenario analytically, we introduce a spike-frequency adaptation current such that after a neuron fires a spike it receives a negative current with amplitude J ad that is on the order of magnitude of a single postsynaptic current and has a decay time, t ad , of the order of a second. Such current will add to the net current of ith neuron of type A (Equation 1), a negative term, J Because the decay time of adaptation is much larger than the membrane time constant, the adaptation current accumulated over time may be large; we assume that it is of the same order of magnitude as the synaptic currents. Therefore, adaptation can counter the local imbalance in the synaptic inputs and ensure that most neurons are in a near-threshold steady state.
Requiring that the net current on the active neurons is balanced yields an equation for the local firing rates
where PxR + is x for x > 0 and zero otherwise. Averaging these relations over all neurons in a population yields self-consistency equations for the population firing rates (Supplemental Information).
Note that the neurons for which the net synaptic input is negative will be quiescent. The fraction of quiescent neurons is controlled by the strength of the adaptation or its time constant. For instance, for a fixed t ad , as the adaptation current amplitude J ad increases, the fraction of neurons that are quiescent decreases; above some critical value all neurons are active (Supplemental Information). In this parameter regime, the above equations for the local firing rates become linear and averaging them over the full population yields the following linear equations for the population rates, as a function of the external drive,
To test our theory, we simulated a network model with parameterized input heterogeneity and correlations ( Figure 4 ). We find that: (1) the above linear equations predict very well the mean network rates (Equation 6; Figure 4A ), (2) the fraction of quiescent neurons is near zero ( Figure 4B ), and (3) the CV ISI is near 1 ( Figure 4C ). Our theory yields a good prediction not only for the mean rates, but also for the individual neuron rates (Equation 5; Figure 4D ). The adaptation current facilitates the dynamic balancing of net current despite the heterogeneous in-degrees and enables the emergence of substantial membrane potential fluctuations ( Figure 4E ), which drive irregular firing ( Figure 4F ). Furthermore, our theory predicts that the strength of the adaptation current necessary to recover balance depends on the extent of in-degree correlations. In fact, the measure of structural imbalance, as given by the deviation from full correlation, D (Equation 3), determines the strength of adaptation necessary to recover balance (Experimental Procedures). For fixed CV K = 0.2, we explored the impact of varying both correlations and adaptation strength on the dynamical state of the network (Figure 4G) . We observed that for a network with fully uncorrelated in-degrees to guarantee that only 5% of neurons were quiescent required that the post-spike amplitude of the adaptation current be about the same size as a single excitatory postsynaptic current (EPSC). However, in a network with in-degree correlations c z 0.7, for example, an adaptation current with one-third the amplitude was sufficient to achieve the same recovery of balance.
We note that the adaptation-driven balanced state is qualitatively different from the balanced state of homogeneous networks in which the heterogeneity of firing rates emerges from the fluctuation-driven dynamical state even if all neurons have nearly the same number of inputs. Here individual firing rates are determined by the individual input connectivity (Equation 5), and in the parameter regime where all neurons are active these rates are a linear function of the in-degree (Supplemental Information).
Finally, we observe that this solution to structural imbalance is robust. In contrast with the homeostatic plasticity solution, which achieves balance only for a particular pattern of activity of external populations and responds to changes only over long timescales, adaptation reacts rapidly to changes in the relative activity of external populations with independent connectivity statistics.
Anatomically Realistic Structural Heterogeneity
To obtain realistic estimates of the extent of heterogeneity and correlations in the input connectivity within a cortical circuit, we use an anatomically well-constrained connectivity model of an L4 barrel in rat vS1 and its thalamic inputs ( Figure 5 ). As described previously (Egger et al., 2014) and reviewed in the Supplemental Information, a full-scale matrix of the probability of connections between all neurons in vS1 (''dense statistical connectome'') was generated on the basis of precisely measured 3D distributions of excitatory and inhibitory somata, which are non-uniform and cell-type specific even within L4 ( Figure 5B ), and 3D reconstructions of in vivo-and in vitrolabeled dendrite and axon morphologies, which are highly variable even within cell types ( Figure 5C ). Cell-type average connection probabilities have been validated (Egger et al., 2014) by comparison with studies that used paired recordings (Feldmeyer et al., 1999; Constantinople and Bruno, 2013) or correlated light and electron microscopy (Schoonover et al., 2014) .
In the present study, we examine a network consisting of 3,283 excitatory neurons, comprising spiny stellate and star pyramidal cell types (Feldmeyer et al., 1999) , and 680 inhibitory interneurons (Koelbl et al., 2015) , representing the L4 barrel in the D2 column. In addition, all neurons in the network are innervated by 311 neurons located within the somatotopically aligned ''barreloid'' in the ventral posterior medial division of the thalamus (VPM) (Land et al., 1995) .
Analysis of the resulting anatomically constrained connectivity reveals that the non-uniformities in the underlying anatomy give rise to substantial heterogeneity in the excitatory, inhibitory, and VPM input connectivities ( Figure 5D ). The resulting in-degree distributions are significantly broader than those of homogeneous networks; in particular, we find values of CV K around 0.3 (Table 1 ). Our analysis also shows that the excitatory and inhibitory in-degrees are strongly correlated, with correlation coefficients ranging from 0.55 to 0.79 for input to excitatory cells and up to 0.91 for inhibitory cells (Table 1) . Thus, an important question is whether these high correlations are sufficient to yield a balanced state.
An initial answer is given by the network's structural imbalance (Equation 3). We find for the anatomically constrained network D , K > 10, which predicts a substantial imbalance of the dynamics. We test this answer by simulating the dynamics of a network of LIF neurons with the anatomically constrained connectivity matrix. Indeed, we find that the network deviates significantly from a balanced state ( Figures 5E and 5F ), despite the substantial in-degree correlations. The rate distributions are extremely skewed with a large fraction of neurons quiescent ( Figures 5G and 5H ), individual neurons fire regularly especially at moderate rates ( Figure 5I ), and the mean population rates deviate from the linear balance equations ( Figure 5J ). Nevertheless, the presence of correlations between the in-degrees does have a significant impact on the level of spike irregularity, reflected in a moderate CV ISI , especially at low mean population rates. At low rates, the total excitatory and inhibitory currents are not substantially larger than threshold and therefore, in spite of the remaining imbalance, residual fluctuations continue to contribute significantly to the dynamics of active neurons, even as they account for less than one-third of the population. For higher mean firing rates (10 Hz and above), however, the mean currents dominate and firing becomes regular ( Figure 5 ).
Our analysis shows that anatomical variability within the local recurrent network is expected to yield broken balance dynamics in the major thalamo-recipient layer. Furthermore, we applied the anatomically constrained connectivity estimate to the excitatory circuit across the entire D2 column and we find that structural heterogeneity is substantial within and across all layers (Table S1 ).
As we show in the Supplemental Information, inhibitory homeostatic plasticity as described earlier on abstract network models succeeds similarly in the anatomically constrained network, aligning the functional in-degrees so that all neurons fluctuate near threshold and recover the realistic firing patterns generated by excitation-inhibition balance ( Figure S2 ). Next we explore whether a biologically plausible spike-frequency adaptation can maintain balance on behaviorally relevant timescales.
Dynamics of Anatomically Realistic Networks with Adaptation
To test whether adaptation is a biologically plausible solution for the expected imbalance in local cortical networks due to structural heterogeneity, we introduced an adaptation current into our anatomically constrained network model and tested its effect in realistic spontaneous as well as stimulus-evoked states ( Figure 6 ).
Spontaneous Dynamics
We simulated our network with external input from a population of VPM neurons with spontaneous firing rate set to drive the excitatory population at mean firing rate near 2.5 Hz for 60 s. Using an adaptation current comparable with that found empirically (Gupta et al., 2000; Rauch et al., 2003; La Camera et al., 2006) , the network exhibited balanced dynamics: neurons fired irregularly and only 3% of neurons were quiescent, while the maximal firing rate was 15 Hz. Moreover, the shape of the rate distribution was roughly log-normal as observed empirically (Buzsá ki and Mizuseki, 2014) ( Figure 6E , right).
To gain insight into the respective role of adaptation and indegree correlations, we compare our network to the same anatomically constrained network but without adaptation and also to a network without correlations but with the same marginal in-degree distributions (Experimental Procedures; Figure 6E) . The uncorrelated network has structural imbalance more than five times larger than the anatomically constrained network, yielding D , K z 55. As expected, all three networks fired irregularly at these low firing rates, but in the uncorrelated network without adaptation, 57% of excitatory neurons were quiescent throughout the entire 60 s simulation while active neurons reached rates greater than 90 Hz. In the anatomically constrained network with correlations intact but without adaptation, the percentage of excitatory quiescent neurons was significantly lower, 37%, with maximum rates well more than 60 Hz. As predicted by our theory, in-degree correlations due to the underlying anatomy moderately reduce the extent of imbalance, but nevertheless an adaptation current is necessary to bring the anatomically constrained network into a balanced steady state.
Furthermore, similar to the abstract network ( Figure 4G , top), in-degree correlations in the anatomically constrained network act in concert with the adaptation current to recover balance. The same strength adaptation current when applied to the uncorrelated network was only sufficient to reduce the fraction of quiescent neurons to 15%. An adaptation current four times larger was required to achieve a comparable level of 3% in the uncorrelated network.
Stimulus Response
We now ask how our network model responds to realistic stimulus settings. To address this question, we simulated 100 trials of a well-studied stimulus protocol called the ''ramp-and-hold'' stimulus, in which the principal whisker (PW; i.e., the one that corresponds to the somatotopic location of the barreloid-barrel) is deflected for 200 ms and then released ( Figure 6A ) (Simons and Carvell, 1989; Brecht and Sakmann, 2002; Minnery et al., 2003; de Kock et al., 2007) . We simulated the VPM neurons in our model so that at stimulus onset they fired at elevated rates for an initial 10 ms followed by moderate rates throughout the end of stimulus duration (Simons and Carvell, 1989) ( Figure 6B ). Mean total number of inputs (connections with neurons located outside the L4 barrel were not considered), K A , and coefficient of variation, CV K A , from each of the three populations-excitatory (Exc), inhibitory (Inh), and the VPM thalamus (O)-the correlation coefficient, c AB , between each pair of populations, and the deviation from fully correlated as measured by the structural imbalance, D , K. The in-degree distributions are significantly broader than would be obtained in a homogeneous network, and despite substantial correlations the deviation from fully correlated is significant.
Neuron 92 In the uncorrelated network, on any given trial 88% of neurons were unresponsive to the stimulus and even more significantly, 73% of neurons were completely unresponsive to the stimulus throughout all 100 trials. The correlations present in the anatomically constrained network reduced the percentage of neurons unresponsive to the stimulus on any given trial to 78%, while 49% of the neurons never responded to the stimulus. Finally, after introducing adaptation, the percentage of neurons unresponsive on a given trial declined to 55% and that of completely unresponsive declined to less than 10% (Figures 6C and 6D) .
Our theoretical analysis above describes the steady-state balance generated by the adaptation current. It is therefore important to inquire how fast the balancing effect of adaptation sets in. Our simulations of the transient response to a 200 ms stimulation show that the adaptation current in fact accumulates enough to recover balance at timescales that are a fraction of the adaptation time constants, which are in the range of 500 to 2,000 ms, and is sufficient to dramatically impact the transient network dynamics during stimulus response ( Figure 6D, right) .
We conclude that a biologically plausible adaptation current together with high input connectivity correlations derived from the anatomical constraints are capable of recovering fluctuation-driven balance and realistic cortical firing in L4 during both spontaneous and stimulus-evoked states.
DISCUSSION
Studies in cat visual cortex (da Costa and Martin, 2011) and rat barrel cortex (Furuta et al., 2011; Schoonover et al., 2014) have shown that the first stage of input into sensory cortex has remarkably heterogeneous connectivity: the total number of innervating thalamic synapses differs substantially from cell to cell in L4. The anatomically constrained estimates of connectivity presented here support this conclusion and expand it to the recurrent connectivity as well. Our theoretical and numerical results show that such input heterogeneity can have dramatic impact on the balance between excitation and inhibition in the L4 recurrent network. Lacking a mechanism to recover balance, such networks will exhibit extreme population sparsity with a majority of neurons quiescent throughout both spontaneous and stimulus-evoked epochs and with active cells firing at high rates with temporal regularity.
Some research suggests that trial-to-trial variability in the L4 barrel cortex is externally generated, and thus excitation-inhibition balance may not be a feature of this network (Hires et al., 2015) . Others have found that cortical interactions even in L4 are in fact a rich source of variability (Cohen-Kashi Malina et al., 2016) . In our simulations, individual neurons display variability that is due to VPM input and additional trial-to-trial variability due to cortical interactions ( Figure 6F ). Regardless of how this open question is settled, however, the impact of heterogeneous connectivity on excitation-balance has far broader implications. Our anatomy-based estimates of connectivity predict substantial heterogeneity in all cortical layers (Table S1 ). Thus, it is crucial to address how local networks maintain the dynamic balance of excitation and inhibition in spite of heterogeneous connectivity across cortical regions and layers.
To assess the structural heterogeneity in cortical circuits and its impact on dynamics, it is necessary to quantify the extent of correlations in the net input from different presynaptic populations. Correlations between total excitatory and inhibitory synaptic current onto cortical neurons were observed via in vivo intracellular recordings (Xue et al., 2014) , and they are shown here to arise at least in part because of anatomical variability underlying local networks (see Anatomical Sources of Heterogeneity below). We show that these correlations ensure that a large component of heterogeneous synaptic inputs cancel out at the level of net current. We have presented a measure of the net structural imbalance that takes into account both the heterogeneity and the correlations in net inputs and predicts the extent of dynamic imbalance.
We have proposed two cellular mechanisms capable of restoring excitation-inhibition balance in local networks despite substantial heterogeneity: homeostatic plasticity and adaptation.
Homeostatic Plasticity Plasticity in parvalbumin-expressing inhibitory neurons was implicated for equalizing excitation-inhibition ratios in sensory cortex (Xue et al., 2014) , and another study suggested that inhibitory neurons may contribute to homeostatic stabilization via synaptic scaling of postsynaptic GABA A receptor expression (Rannals and Kapur, 2011) . We show that homeostatic plasticity of inhibitory synapses in heterogeneous networks can align functional in-degrees to precisely balance the combined excitatory input from recurrent and external sources. We use a simple plasticity rule, reminiscent of synaptic scaling (Turrigiano et al., 1998) , in which changes in synaptic strength depend only on the activity of postsynaptic neurons. It is worth noting that this solution would require long timescales to align the in-degrees to a particular external population driving the network, and we therefore sought a solution that would be robust to more rapid changes to the identity of the primary external drive.
Adaptation-Facilitated Balance
Spike-frequency adaptation has been widely studied for its coding properties (Wark et al., 2007) . Here we study the dynamical impact of adaptation on the emergent fluctuation-driven balanced state in heterogeneous networks. We show that the local negative feedback generated by spike-frequency adaptation balances out the excess synaptic current due to the structural heterogeneity, resulting in a new adaptation-facilitated balanced state. We note that while in other circuits adaptation generates synchronous oscillations (van Vreeswijk and Hansel, 2001; Ladenbauer et al., 2012) , in the present parameter regime it enables the emergence of a fluctuation-driven state, thereby yielding irregular firing.
We found that the adaptation parameter regime necessary to recover balance is consistent with available estimates of the strength and time course of adaptation in cortical neurons.
Pyramidal neurons in the cortex have been widely reported to exhibit spike-frequency adaptation with timescales between 300 and 500 ms (Rauch et al., 2003) . Certain types of inhibitory neurons (low-threshold spiking, for example) exhibit substantial adaptation at timescales around 1 s (Gibson et al., 1999; Gupta et al., 2000) . Furthermore, studies that have recorded from fastspiking (FS) inhibitory neurons for long durations have found that they exhibit adaptation on even longer timescales (Descalzo et al., 2005; La Camera et al., 2006) . We have modeled inhibitory adaptation with the small relative strength of adaptation compared with excitatory neurons as reported by La Camera et al. (2006) . The overall amplitude of adaptation sufficient to restore the balanced state was of the same order of magnitude but somewhat larger than reported (Rauch et al., 2003; La Camera et al., 2006) . We have also studied a connectivity matrix based on slightly different assumptions regarding the relationship between morphology and connectivity, which yield somewhat higher correlations between excitatory and inhibitory input connectivity (Supplemental Information). In this connectivity model, setting the adaptation strength to the value reported in the literature was sufficient to recover balance (Figure S3) . We also anticipate that the quantitative estimates of the required adaptation strength will vary if additional realistic features are added to our simple LIF dynamics, for example, synaptic depression, which has been widely observed in the barrel cortex (Koelbl et al., 2015; Beierlein et al., 2003; Chung et al., 2002) .
Anatomical Sources of Heterogeneity
Both the large heterogeneity and the substantial correlations we observe in our anatomically constrained dense statistical connectome model of the L4 barrel result from a number of underlying anatomical sources of variability. As previously reported, the soma density distribution of L4 excitatory cells is non-uniform with respect to the horizontal barrel axes (decreasing toward the septa between barrels), which is not the case for L4 inhibitory cells. On the other hand, the L4 inhibitory soma density is nonuniform with regard to the vertical cortex axis (increasing toward the L4-L5 border) ( Figures 3A and 3B) (Meyer et al., 2013) . The innervating VPM axons also have non-uniform density within the L4 barrel (Oberlaender et al., 2012; Furuta et al., 2011) . These underlying cell-type-specific spatial heterogeneities contribute significantly to the heterogeneity observed in our anatomically constrained network. Another source of both variability and correlations in in-degrees is the large variability of dendrite and axon morphologies within and across excitatory cell types (e.g., dendritic length, layer-specific axon innervation) as reported in Narayanan et al. (2015) . These combined sources of heterogeneity and correlation are not easily disentangled; for example, comparing neurons with identical dendritic lengths, we find both heterogeneous in-degrees and correlations between in-degrees from different populations ( Figure S4 ). The same is also true for neurons located within the same sub-region of the barrel ( Figure S4 ). The Xue et al. (2014) study suggested that inhibitory plasticity could be a source for correlations in total excitatory and inhibitory synaptic input. We show that significant correlation is expected to arise from anatomical properties.
Our dense statistical connectivity model assumes that for a given set of connection probabilities, individual contacts between a pair of neurons are drawn independently. Past studies have reported a bimodal distribution in the number of contacts, suggesting statistical dependencies between multiple contacts between the same pair, and this has been supported by a recent electron microscopy (EM) reconstruction study (Kasthuri et al., 2015) . At present, it is unclear whether these features extend to connections between neurons throughout an entire layer and column. However, such dependencies are unlikely to have a major impact on the overall heterogeneity or correlations of input connectivity, because they are likely to increase cell-tocell variability rather than decrease it.
To avoid additional assumptions about either the distribution of the number of contacts or the relationship between synaptic strength and number of contacts, our study makes the simplifying assumption that (in the absence of homeostatic plasticity) the synaptic matrix is binary: neurons of a given cell-type pair are either unconnected or they are connected by a synapse of a fixed strength. In this framework the heterogeneity in total synaptic current arose from the probability of input connection, which was dependent on the identity of the postsynaptic neuron. Equivalently, our theory applies also to networks where the main source of heterogeneity is not the number of input connections, but their strength. In the Supplemental Information we show the results of simulating an anatomically constrained L4 barrel network in which both the number and the strength of incoming connections exhibit large variance. Here the distribution of synaptic strength shows long tails similar to experimental observations (Song et al., 2005; Lefort et al., 2009) . This network exhibits a loss of balance, as well as recovery of balance by correlations and adaptation, qualitatively similar to the network with fixed synaptic strength ( Figure S5 ).
Previous Work on Connectivity and Dynamics
Several studies numerically explored the dynamics of networks with different degree distributions. In particular, Pernice et al. (2013) performed simulations of LIF neuron networks in asynchronous irregular states with widely varying degree distributions. Similar to our findings, they observed that larger SD of in-degree was correlated with lower CV ISI . Their study, however, did not offer a theoretical account of this finding, and they suggest that the lower CV ISI may be primarily because of higher population firing rates. Neither did they explore mechanisms for establishing balance in such networks. We make use of the balanced-state theoretical framework and show that independent of population firing rates, broader in-degree distributions push the network into a mean-driven regime where activity is inevitably more regular and the CV ISI is lower. Another recent study concurs with our observation that heterogeneous in-degrees threaten excitation-inhibition balance (Pyle and Rosenbaum, 2016) . They study a simple model in which excitatory and inhibitory populations are each divided into two populations with distinct in-degrees. They show that balance can be recovered by introducing connection selectivity between the subgroups. Such higher order connectivity statistics are beyond the scope of our study. Several studies have begun to develop theoretical frameworks relating structure to dynamics (Pernice et al., 2011; Hu et al., 2014) and, in particular (Shkarayev et al., 2012) have studied mean-field theory of networks with heterogeneous in-degree, similar to our local balance equations; however, they focus on mean-driven states, whereas we study fluctuation-driven balanced dynamics.
Our study compared heterogeneous networks with homogeneous networks in which all neurons from a given pair of types have the same probability of connection. It is worth noting that network models in which the probability of connection between a pair of neurons depends on factors such as the distance between them (Rosenbaum and Doiron, 2014) often exhibit similarly narrow in-degree distributions. To capture the realistic variability of cortical circuits, such network models should incorporate heterogeneity in the total input connectivity as we have done here.
The advent of connectomics has triggered great interest in the fine details of connectivity patterns of neuronal circuits. Yet it remains unclear, in general, how and to what extent these details affect the dynamics and function of these circuits. Here we have shown that a specific feature, heterogeneity in incoming connectivity, has a significant qualitative impact on local cortical dynamics, and that the circuits' proper function depends on the interplay between connectivity structure and single neuron dynamical properties.
EXPERIMENTAL PROCEDURES Generative Model for Heterogeneous Connectivity
We generate connectivity matrices for heterogeneous networks consisting of populations E and I, and external population O, where population sizes are N E , N I , and N O , respectively. Because the dynamics are directly influenced by the statistics of convergent input, we assume for simplicity that the input connectivity varies between postsynaptic neurons, but not between presynaptic neurons. This restriction can be relaxed without changing the qualitative results of this study.
In our heterogeneous generative model, we draw each neuron's set of relative in-degrees ðk Given a neuron i's relative in-degree, we assign it k AB i K AB presynaptic partners at random from population B. For simplicity, we set K AB =N B , the mean connection probability, to be uniform across pathways.
We write C AB ij for the resulting binary, {0,1}, connectivity matrix from neuron j of type B onto neuron i of type A.
In our anatomically constrained network, C AB ij is a Bernoulli random variable with probability P AB ij generated from the anatomical data as described in the Supplemental Information.
To construct a matrix with the same marginal input connectivity distributions as the anatomically constrained matrix, but without correlations ( Figures 5C-5E ), we shuffle the rows of each P AB matrix independently.
Single-Neuron Dynamics and Simulations
We study LIF point neurons whose dynamics are given by the equations: is cell-specific external current, V L is the equilibrium leak-potential, V R the reset potential, and V Th the threshold potential (Table 2) .
We write J AB = K AB W AB , the mean total strength of synapses from population B onto population A. For simulating the synthetic networks from our generative model, as well as for the initial analysis of the anatomically constrained network, we use time-independent external current I
For simulations of realistic spontaneous and whisker-stimulus conditions, the cell-specific external input is the synaptic current from the Poisson-firing population, O, which is given by
The anatomically constrained network parameters yield excitatory to excitatory postsynaptic potentials (EPSPs) equal 0.36 mV.
Simulations were conducted in MATLAB with a first-order Euler method and step size of 0.05 ms. (La Camera et al., 2006) . For realistic spontaneous and stimulus-evoked states, we use time constants of 2 and 0.5 s, for inhibitory and excitatory, respectively, and peak amplitudes of 2 and 75 pA, respectively, which is the same order of magnitude as found empirically.
Interaction between Structural Imbalance and Adaptation
We rewrite k 
