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Abstract
Plateau’s problem is to show the existence of an area minimizing surface with a given boundary, a problem
posed by Lagrange in 1760. Experiments conducted by Plateau showed that an area minimizing surface can
be obtained in the form of a film of oil stretched on a wire frame, and the problem came to be called Plateau’s
problem. Special cases have been solved by Douglas, Rado, Besicovitch, Federer and Fleming, and others. Federer
and Fleming used the chain complex of integral currents with its continuous boundary operator to solve Plateau’s
problem for orientable, embedded surfaces. But integral currents cannot represent surfaces such as the Mo¨bius
strip or surfaces with triple junctions. In the class of varifolds, there are no existence theorems for a general
Plateau problem because of a lack of a boundary operator. We use the chain complex of differential chains with
its continuous boundary operator to solve a general version of Plateau’s problem. We find the first solution which
minimizes area taken from a collection of surfaces that includes all previous special cases, as well as all smoothly
immersed surfaces of any genus type, both orientable and nonorientable, and surfaces with multiple junctions.
Our result holds for all dimensions and codimensions in Rn.
1 Introduction
Plateau’s problem asks whether there exists a surface with minimal area that spans a prescribed smoothly embedded
closed curve γ. The solution depends on the definitions of “surface”, “area”, and “span”. Given a collection C of
surfaces, there is a natural sequence of questions:
1. Does there exist S ∈ C that spans γ?
2. Is the infimum m of areas of surfaces spanning γ nonzero?
3. Does there exist a surface S0 spanning γ with area m?
4. What is the structure of S0 away from γ?
5. What is the structure of S0 near γ?
∗The author was partially supported by the Miller Institute for Basic Research in Science and the Foundational Questions in Physics
Institute. An early version of this paper was first posted on the arxiv in February, 2010
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Historically, affirmative answers to (1) and (3) have been celebrated as a solution to Plateau’s problem, leaving
questions of regularity (4) and (5) for further work over a period of time. The general problem of solving (1)-(3) for
a collection C containing all known soap1 films arising in nature has been an open problem for 250 years. Identifying
a new chain complex of topological vector spaces with a rich algebra of bounded operators gave us a new approach
to tackle the problem. We present the first existence theorem for the general problem of Plateau in a setting where
the boundary operator is continuous.
The first solutions to Plateau’s problem by Douglas [Dou31], for which he won the first Field’s medal, were found by
defining surfaces as parametrized images of a disk, and thus did not permit nonorientable surfaces or triple junctions.
Douglas used the integral of the Jacobian of the parametrizing map to define area. Figure 2 shows that the “classical
solutions” of Douglas can have transverse self-intersections which are never seen in soap films. Osserman [Oss70], Alt
[Alt73], and Gulliver [Gul73] proved any classical solution of Douglas must be an immersion of a disk. The solutions
of Federer and Fleming [FF60] using surfaces defined as integral currents are necessarily orientable. They define area
using the mass norm of a current. They were awarded the Steele prize “for their pioneering work in Normal and
Integral currents” [FF60]. Fleming [Fle62] proved such solutions are smoothly embedded away from γ, and regularity
near a smooth boundary (5) was later established in [HS79]. Plateau’s problem remained an open problem because
none of the solutions given by Douglas or Federer and Fleming permits the Mo¨bius strip as the solution (b) for the
curve in Figure 1. Instead, their methods produce solution (a), an oriented embedded disk.
Figure 1: The Mo¨bius strip
Reifenberg [Rei60] used point sets to define his surfaces and Hausdorff measure for area, but did not have a boundary
operator. His surfaces could model nonorientable examples, but not those with triple junctions. Fleming and Ziemer’s
flat chains (mod 2) [Fle66, Zie62] contain Mo¨bius strips, but no surfaces with triple junctions. Fleming’s flat chains
(mod 3) permit triple junctions but not Mo¨bius strips.
1Plateau’s original experiments [Pla73] were with oil which does not form films across wire frames as easily as soap/glycerin solutions.
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Almgren’s integral varifolds [Alm66] provide models for all soap films. A 2-varifold is defined as a Radon measure on
the product of R3 with the Grassmannian of 2-planes through the origin of R3. He proved a compactness theorem for
integral varifolds with bounds on areas, first variations and supports. For a time, there was excited optimism about
Almgren’s methods. Ziemer’s Bulletin review [Zie69] referred to varifolds as “a new and promising approach to the
old and formidable Plateau’s problem.” However, the lack of a boundary operator on varifolds (see, for example,
[Mor88], §11.2), has made the proof of existence of an area minimizer given by a compactness theorem for varifolds
elusive. The problem remained open with most mathematicians not realizing it.
In this paper, we answer (1)-(3) in the affirmative. Our solutions are geometrically meaningful, not just weak solu-
tions, since all differential k-chains are approximated by “Dirac k-chains” which we define as formal sums
∑m
i=1(pi;αi)
where pi ∈M and αi ∈ Λk(Tpi(M)). Dirac chains have a natural and simple constructive geometric description (see
§2.4.1). Our methods extend to a number of other variational problems and to k-dimensional cycles in Riemannian
n-manifolds M for all 0 ≤ k ≤ n− 1.
We roughly state our main theorem for smoothly embedded closed curves in R3 before defining all of the terms.
Theorem 1.0.1. Given a smoothly embedded closed curve γ : S1 → R3, there exists a surface S0 spanning γ = γ(S1)
with minimal area where S0 is an element of a certain topological vector space which includes representatives of all
types of observed soap films as well as all smoothly immersed surfaces of all genus types, orientable or nonorientable,
including those with possibly multiple junctions.
See Theorem 8.3.3 for a precise statement. Our compactness Theorem 8.3.2 leading to Theorem 1.0.1 is the first
compactness theorem in an infinite dimensional space taking into account all known soap films and smoothly immersed
surfaces, and for which the boundary operator is well-defined, continuous, and maps the solution’s “representative”
to a representative γ˜ of the prescribed curve γ. Figure 8 shows that γ does not have to be a closed curve2. However,
∂γ˜ = 0, even for the example in Figure 8, without the need for “hidden wires”.
Figures 1 and 2 demonstrate the differences between solutions found by Douglas, Federer, Fleming, and the author
for the Mo¨bius strip and a simple modification of it.
In [Har04a, Har04b] the author found a solution to Plateau’s soap film problem, assuming a bound on the total
length of triple junctions, a condition now discarded using the new methods of in [Har10].
The author thanks Morris Hirsch and Harrison Pugh for their helpful comments, questions, and insights. Steven
Krantz has supported research of numerous mathematicians working on aspects of Plateau’s problem through his
exceptional editorial work for the Journal of Geometric Analysis. This paper would surely not exist had it not
been for his early interest and encouragement. She wishes to acknowledge Frank Morgan [Mor88] for his course on
geometric measure at the Mathematical Sciences Research Institute in 2001 where he informed the audience that the
general problem of Plateau was still open.
2 Differential chains of type B
This work relies on methods of calculus presented in [Har10]. In this preliminary section we recount the definition
of the bigraded chain complex of topological vector spaces Bˆrk(U) and those operators from [Har10] which we use in
this paper.
2This example was used by Almgren to defend the lack of a boundary operator for varifolds as natural
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Figure 2: Three different solutions from three different viewpoints
2.1 Dirac chains
For U open in Rn, let Ak = Ak(U) be the free vector space of Dirac k-chains in U , i.e., finitely supported functions
U → Λk(Rn), expressed in the formal sum notation
∑
(pi;αi) where pi ∈ U and αi ∈ Λk(Rn). (We use the standard
convention of formal sums in which the only relations permitted are when the base points are the same. For example,
(p;α) + (p;β) = (p;α+ β) and 2(p;α) = (p; 2α). ) We call (p;α) a k-element in U if α ∈ Λk(Rn) and p ∈ U . If α is
simple, then (p;α) a simple k-element in U .
2.2 Mass norm
An inner product 〈·, ·〉 on Rn determines the mass norm on Λk(U) as follows: Let 〈u1 ∧ · · · ∧ uk, v1 ∧ · · · ∧ vk〉 =
det(〈ui , vj 〉). The mass of a simple k-vector α = v1∧· · ·∧vk is defined by ‖α‖ :=
√〈α, α〉. The mass of a k-vector α is
‖α‖ := inf
{∑N
j=1 ‖(αi)‖ : αi are simple, α =
∑N
j=1 αi
}
. Define the mass of a k-element (p;α) by ‖(p;α)‖B0 := ‖α‖.
Mass is a norm on the subspace of Dirac k-chains supported in p, since that subspace is isomorphic to the exterior
algebra Λ(Rn) = ⊕nk=0Λk(Rn) for which mass is a norm (see [Fed69], p 38-39). The mass of a Dirac k-chain
A =
∑m
i=1(pi;αi) ∈ Ak(U) is given by
‖A‖B0 :=
m∑
i=1
‖(pi;αi)‖B0 .
If a different inner product is chosen, the resulting masses of Dirac chains are topologically equivalent. It is straight-
forward to show that ‖ · ‖B0 is a norm on Ak(U).
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2.3 Difference chains and the Br norm
Given a k-element (p;α) with p ∈ U and u ∈ Rn, let Tu(p;α) := (p+u;α) be translation through u, and ∆u(p;α) :=
(Tu − I)(p;α). Let Sj = Sj(Rn) be the j-th symmetric power of the symmetric algebra S(Rn). Denote the
symmetric product in the symmetric algebra S(Rn) by ◦. Let σ = σj = u1 ◦ · · · ◦ uj ∈ Sj with ui ∈ Rn, i = 1, . . . , j.
Recursively define ∆u◦σj (p;α) := (Tu − I)(∆σj (p;α)). Let ‖σ‖ := ‖u1‖ · · · ‖uj‖ and |∆σj (p;α)|Bj := ‖σ‖‖α‖. Let
∆σ0(p;α) := (p;α), to keep the notation consistent. We say ∆σj (p;α) is inside U if the convex hull of |∆σj (p;α)| is
a subset of U .
Definition 2.3.1. For A ∈ Ak(U) and r ≥ 0, define the seminorm
‖A‖Br,U := inf

r∑
j=0
mj∑
i=1
‖σji‖‖αji‖ : A =
r∑
j=0
mj∑
i=1
∆σjji
(pji ;αji) where ∆σjji
(pji ;αji) is inside U
 .
For simplicity, we often write ‖A‖Br = ‖A‖Br,U if U is understood. It is easy to see that the Br norms on Dirac
chains are decreasing as r increases.
It is shown in [Har10] (Theorems 2.6.1 and 6.1.2) that ‖ · ‖Br is a norm on the free space of Dirac k-chains Ak called
the Br norm. Let Bˆrk = Bˆrk(U) be the Banach space obtained upon completion of Ak(U) with the Br norm. Elements
of Bˆrk(U), 0 ≤ r ≤ ∞, are called differential k-chains of class Br in U . The natural inclusions Bˆrk(U1) ↪→ Bˆrk(U2)
are continuous for all open U1 ⊂ U2 ⊂ Rn. In [Har10] we also study the inductive limit Bˆk = Bˆk(U) := lim−→Bˆ
r
k(U)
as r → ∞, endowed with the inductive limit topology, obtaining a DF -space. However, for this paper it suffices to
work within a subcomplex of the simpler bigraded chain complex of Banach spaces Bˆrk.
Let B0k(U) be the Banach space of bounded and measurable k-forms, B1k(U) the Banach space of bounded Lipschitz
k-forms, and for each r > 1, let Brk(U) be the Banach space of differential k-forms, each with uniform bounds on each
of the s-th order directional derivatives for 0 ≤ s ≤ r − 1 and the (r − 1)-st derivatives satisfy a bounded Lipschitz
condition. Denote the resulting norm by ‖ω‖Br = sup|`|≤r−1{‖ω‖sup, |D`ω|Lip}. We always denote differential forms
by lower case Greek letters such as ω, η and differential chains by upper case Roman letters such as J,K,A, so there
is no confusion when we write ‖ω‖Br or ‖J‖Br . Elements of Brk = Brk(U) are called differential k-forms of class Br
in U .
Theorem 2.3.2 (Isomorphism Theorem). Bˆrk(U)′ ∼= Brk(U) and the integral pairing -
∫
: Bˆrk(U) × Brk(U) → R where
(J, ω) 7→ ω(J) is bilinear, nondegenerate, and separately continuous.
(See [Har10] Theorem 6.2.3)
Denote
-
∫
J
ω := ω(J)
for all J ∈ Bˆrk(U) and ω ∈ Brk(U).
Definition 2.3.3. If J ∈ Bˆrk(U) is nonzero then its support |J | is the smallest closed subset E ⊂ U such that
-∫
J
ω = 0 for all smooth ω with compact support disjoint from E. Support of a nonzero differential chain is a uniquely
determined nonempty set (see [Har10] Theorems 5.0.6 and 6.4.5).
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2.4 Pushforward
Suppose U1 ⊂ Rn and U2 ⊂ Rm are open and F : U1 → U2 is a differentiable map. For p ∈ U1 and v1 ∧ · · · ∧ vk ∈
Λk(Rn), define linear pushforward Fp∗(v1∧· · ·∧vk) := DFp(v1)∧· · ·∧DFp(vk) whereDFp is the total derivative of F at
p. Define F∗(p;α) := (F (p), Fp∗α) for all simple k-elements (p;α) and extend to a linear map F∗ : Ak(U1)→ Ak(U2)
called pushforward. Define F ∗ω := ωF∗ for exterior k-forms ω ∈ Ak(U)∗. Then F ∗ is the classical pullback
F ∗ : Ak(U2)∗ → Ak(U1)∗.
Definition 2.4.1.
Let Mr(U,Rm) be the vector space of Lipschitz maps F : U → Rm each of whose directional derivatives LejFi of
its coordinate functions Fi are of class B
r−1, for r ≥ 1. Define the seminorm ρr(F ) := maxi,j{‖LejFi‖Br−1,U }. Let
Mr(U1, U2) := {F ∈Mr(U1,Rm) : F (U1) ⊂ U2 ⊂ Rm}.
A map F ∈ M1(U,Rm) may not be bounded, but its directional derivatives must be. An important example is the
identity map x 7→ x which is an element of M1(Rn,Rn).
Theorem 2.4.2. If F ∈Mr(U1, U2), then F∗ satisfies
‖F∗(A)‖Br,U2 ≤ n2r max{1, ρr(F )}‖A‖Br,U1
for all A ∈ A0(U1) and r ≥ 1. It follows that F∗ : Bˆrk(U1) → Bˆrk(U2) and F ∗ : Brk(U2) → Brk(U1) are continuous
bigraded operators with -
∫
F∗J
ω = -
∫
J
F ∗ω for all J ∈ Bˆrk(U1) and ω ∈ Brk(U2). Furthermore, ∂ ◦ F∗ = F∗ ◦ ∂.
(See Theorem 6.5.6 in [Har10].)
2.4.1 Algebraic chains
Theorem 2.4.3. [Representatives of k-cells] Each oriented affine k-cell σ in U naturally corresponds to a unique
differential k-chain σ˜ ∈ Bˆ1k(U) in the sense of integration of differential forms. That is, the Riemann integral and
the differential chain integral coincide for all Lipschitz k-forms ω:∫
σ
ω = -
∫
σ˜
ω.
The proof of this theorem may be found in [Har10] (Theorem 2.10.2). It follows that each bounded open set U in Rn
with the standard orientation of Rn is uniquely represented by an n-chain U˜ ∈ Bˆn1(U). We define polyhedral chains∑s
i=1 aiσ˜i, ai ∈ R and σi an oriented affine k-cell. This coincides with the classical definition as found in [Whi57].
Polyhedral chains are dense in Bˆrk(U) (see [Har10] Theorem 2.10.5).
If σ is an oriented affine k-cell in U and F ∈ M1(U,W ), then F∗σ˜ ∈ Bˆ1k(W ), and is called an algebraic k-cell. We
remark that an algebraic k-cell F∗σ˜ is not the same as a singular k-cell Fσ from algebraic topology. For example, if
F (x) = x2 and σ = (−1, 1), then the algebraic 1-cell F∗σ˜ = 0, but the singular 1-cell Fσ 6= 0.
If (p;α) is a simple k-element, we may write (p;α) = limi→∞ 2kiQi(p) where Q1(p) is an oriented affine k-cell in
the k-direction of α containing p with unit diameter, unit k-volume, and Qi(p) is a homothetic replica of Q1(p),
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containing p, and with diameter 2−i (see [Har10] Lemma 2.10.4). This gives us the promised geometric interpretation
of the simple k-element (p;α) as a k-dimensional point mass, a limit of shrinking renormalized oriented affine k-cells.
(We can also use any sequence of limiting chains as long as their supports tend to p, their k-directions are the same
and the masses tend to ‖α‖0. There is nothing special about k-cells here, except for computational convenience. )
2.5 Vector fields
Let Vr(U) be the vector space of vector fields X on U whose local coordinate functions φi are of class Br. In
particular, if r = 0, then the time-t map of the flow of X is Lipschitz. For X ∈ Vr(U) define ‖X‖Br = max{‖φi‖Br}.
Then ‖ · ‖Br is a norm on Vr(U). We say that X is of class Br if X ∈ Vr(U).
3 Operators
3.1 Extrusion
Let X ∈ Vr(U). Define the graded operator extrusion EX : Ak(U)→ Ak+1(U) by EX(p;α) := (p;X(p) ∧ α) for all
p ∈ U and α ∈ Λk(Rn). Then iXω := ωEX is the classical interior product iX : Ak+1(U)∗ → Ak(U)∗.
Theorem 3.1.1. If X ∈ Vr(U) and A ∈ Ak(U), then
‖EX(A)‖Br ≤ n2r‖X‖Br‖A‖Br .
(For a proof see [Har10], Theorem 8.2.2.)
Therefore, EX extends to a continuous operator EX : Bˆrk(U)→ Bˆrk+1(U). It follows from the isomorphism theorem
2.3.2 that
-
∫
EXJ
ω = -
∫
J
iXω. (3.1)
3.2 Retraction
For α = v1 ∧ · · · ∧ vk ∈ Λk(Rn), let αˆi := v1 ∧ · · · vˆi · · · ∧ v1 ∈ Λk−1(Rn). For X ∈ Vr(U) define the graded
operator retraction E†X : Ak(U)→ Ak−1(U) by (p;α) 7→
∑k
i=1(−1)i+1〈X(p), vi〉(p; αˆi), for p ∈ U . A straightforward
calculation shows this to be the adjoint of wedge product with X(p) at a point p, and thus is well-defined. The dual
operator on forms is wedge product with the 1-form X[ representing the vector field X via the inner product with
X[ ∧ · : Ak−1(U)∗ → Ak(U)∗.
Theorem 3.2.1. If X is a vector field on U of class Br and J ∈ Bˆrk(U), then
‖E†X(J)‖Br ≤ k
(
n
k
)
‖X‖Br‖J‖Br
or all r ≥ 1.
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It follows that E†X : Bˆrk(U)→ Bˆrk−1(U) and X[ ∧ · : Brk−1(U)→ Brk(U) are continuous graded operators with
-
∫
E†XJ
ω = -
∫
J
X[ ∧ ω (3.2)
for all J ∈ Bˆr+1k (U) and ω ∈ Brk(U) (see [Har10] Theorems 8.3.3 and 8.3.5)
3.3 Boundary
There are several equivalent ways to define the boundary operator ∂ : Bˆrk(U) → Bˆr+1k−1(U) for r ≥ 0. We have found
it very useful to define boundary on Dirac chains directly. For v ∈ Rn, and a simple k-element (p;α) with p ∈ U ,
let Pv(p;α) := limt→0(p+ tv;α/t)− (p;α/t). It is perhaps surprising that this limit is nonzero if α 6= 0. It is shown
in [Har10] (Lemma 3.3.1) that this limit exists as a well-defined element of Bˆ2k(U). We may then linearly extend
Pv : Ak(U) → Bˆ1k(U). Moreover, ‖Pv(A)‖Br+1 ≤ ‖v‖‖A‖Br for all A ∈ Ak(U) (see [Har10] Lemma 3.3.2). For an
orthonormal basis {ei} of Rn, set ∂ :=
∑
PeiE
†
ei . Since Pei and Eei are continuous, ∂ is a well-defined continuous
operator ∂ : Bˆrk(U)→ Bˆr+1k−1(U) that restricts to the classical boundary operator on polyhedral k-chains independent
of choice of {ei} (see [Har10] (Corollary 3.5.2 and Lemma 3.5.5)).
Theorem 3.3.1. [General Stokes’ Theorem] The bigraded operator boundary ∂ : Bˆrk(U) → Bˆr+1k−1(U) is continuous
with ∂ ◦ ∂ = 0, and ‖∂J‖Br+1 ≤ kn‖J‖Br for all J ∈ Bˆrk and r ≥ 0. Furthermore, if ω ∈ Brk−1(U) is a differential
form and J ∈ Bˆr−1k (U) is a differential chain, then
-
∫
∂J
ω = -
∫
J
dω.
The proof of this may be found in [Har10] (Theorems 3.5.2, 3.5.4, 6.7.1, and 6.7.2).
We say a differential k-chain J ∈ Bˆk(U) is a differential k-cycle in U if ∂J = 0.
3.4 Prederivative
Definition 3.4.1. Suppose X ∈ Vr(U). Define the linear map prederivative PX : Bˆrk(U)→ Bˆr+1k (U) by
PX := EX∂ + ∂EX .
This agrees with the previous definition of Pv for v ∈ Rn in §3.3 since
Ev∂ + ∂Ev =
∑
i Pei(EvE
†
ei − E†eiEv) =
∑
i Pei〈v, ei〉I = Pv.
It follows from Theorems 3.1.1 and 3.3.1 that both EX and ∂ are continuous. Therefore, PX is continuous. Its dual
operator LX is the classically defined Lie derivative since LX = iXd + diX by Theorems 3.1.1 and 3.3.1, and this
uniquely determines LX . It follows that PX : Bˆrk(U) → Bˆr+1k (U) and Lie derivative LX : Brk(U) → Br−1k (U) are
continuous bigraded linear operators. By the isomorphism theorem 2.3.2, this implies the duality relation:
-
∫
PXJ
ω = -
∫
J
LXω (3.3)
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for all J ∈ Bˆr−1k (U) and ω ∈ Brk(U). Furthermore, PX∂ = ∂PX since PX = ∂EX+EX∂ implies ∂EX = ∂EX∂ = PX∂.
We remark that Pu ◦Pv = Pv ◦Pu for fixed u, v ∈ Rn, but for non-constant vector fields X,Y , the operators PX , PY
do not necessarily commute3.
Theorem 3.4.2. If X ∈ Vr(U), then prederivative
PX : Bˆrk(U)→ Bˆr+1k (U)
satisfies
‖PX(J)‖Br+1 ≤ 2kn32r‖X‖Br‖J‖Br
for all J ∈ Bˆrk(U) and 0 ≤ r <∞.
(See Theorem 8.4.2 of [Har10])
Prederivative gives us a way to “geometrically differentiate” a differential chain in the infinitesimal directions deter-
mined by a vector field, even when the support of the differential chain is highly nonsmooth, and without using any
functions or forms.
Theorem 3.4.3. If X ∈ Vr+1(U) and J ∈ Bˆrk(U), r ≥ 0, has compact support, then PXJ ∈ Bˆr+1k (U) with
PXJ = lim
t→0
(φt∗J/t− J/t)
where φt is the time-t map of the flow of X.
The proof of this may be found in [Har10] (Theorem 8.4.4).
3.4.1 The chainlet complex
If τ = us ◦ · · · ◦ u1 ∈ Ss(Rn), the s-th order symmetric power of the symmetric algebra, let Pτ := Pus ◦ · · · ◦ Pu1 .
Definition 3.4.4. For U open in Rn, let Ask(U) := {
∑
Pτi(pi;αi) | pi ∈ U, τi ∈ Ss(Rn), and αi ∈ Λk(Rn)}. Elements
of Ask(U) are called Dirac k-chains of dipole order s in U . Let
Chsk(U) := (Ask(U), ‖ · ‖Bs+1).
Elements of Chsk(U) are called k-chainlets of dipole order s. For s ≥ 1, the space Chsk(U) is a strict topological
subspace of the Banach space Bˆs+1k (U), while Ch0k(U) = Bˆ1k(U).
In this paper, we only need 0 ≤ s ≤ 1 and n − 1 ≤ k ≤ n, but include the entire differential chain complex and its
chainlet subcomplex here for completion.
It is not hard to see that the primitive operators EV , E
†
V and PV , as well as the operators pushforward and mul-
tiplication by a function, are continuous and closed on the direct sum ⊕k ⊕s Chsk(U). It follows that boundary is
continuous, and thus Chsk(U) is a bigraded topological chain complex and is a proper subcomplex of the differential
3The universal enveloping algebra can be used instead of the symmetric algebra.
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chain complex Bˆs+1k (U) with the induced topology.
Bˆs+1n ∂ // Bˆs+2n−1 ∂ // · · · ∂ // Bˆn+s1 ∂ // Bˆn+s+10
Chsn ∂ //
OO
Chs+1n−1 ∂ //
OO
· · · ∂ // Chn+s−11 ∂ //
OO
Chn+s0
OO
Asn ∂ //
OO
As+1n−1
OO
∂ // · · · ∂ // An+s−11 ∂ //
OO
An+s0
OO
In §8 we work almost entirely in the chainlet complex.
4 Integral monopole and dipole chains
Definition 4.0.5. Suppose X is a Lipschitz vector field defined in a neighborhood of a smoothly embedded (n−1)-cell
τ ⊂ U ⊂ Rn. For p ∈ τ , let α(p) be the unit (n − 1)-vector tangent to τ at p. Assume that X(p) ∧ α(p) has unit
mass and is positively oriented. We call EX τ˜ ∈ Ch0n(U) an integral monopole n-cell and PX τ˜ ∈ Ch1n−1(U) an
integral dipole (n− 1)-cell in U . Finite sums ∑mi=1EXi τ˜i and ∑mi=1 PXi τ˜i are integral monopole and dipole
chains in U , respectively, and form convex cones I0n(U) ⊂ Ch0n(U) and I1n−1(U) ⊂ Ch1n−1(U), respectively.
The completion I1n−1(U) uses the B2 norm, and I0n(U) uses the B1-norm.
If S =
∑
i PXi τ˜i ∈ I1n−1(U), let S =
∑
iEXi τ˜i ∈ I0n(U), the “infinitesimal fill” of the integral dipole (n− 1)-chain S.
Proposition 4.0.6. If S is an integral dipole chain, then |S| = |S| = |EXS| = |PXS|.
Proof. This follows since |EX τ˜ | = |PX τ˜ | = |τ˜ | = τ and there is no cancellation when forming finite sums since all
integral monopole cells are limits of positively oriented Dirac 3-chains.
All of the surfaces in the figures provide examples of integral monopole and dipole surfaces, as do all soap films
observed in nature with the simple structure observed by Plateau, as well as all smooth images of disks, embedded
orientable surfaces, nonorientable surfaces, and surfaces with multiple junctions. The boundary of an integral dipole
surface is a well-defined dipole curve, and will also be integral in our constructions below.
Lipid bilayers and physical soap films are naturally modeled by integral dipole surfaces because of the hydrophobic
effect4.
• The surface in Figure 5 is a union of a torus and an annulus, and can be represented by an integral dipole
surface using integral dipole representatives of each, and creating a triple junction along the curve in the dipole
torus where it meets the dipole annulus.
4 “Natural bilayers are usually made mostly of phospholipids, which have a hydrophilic head and two hydrophobic tails. When
phospholipids are exposed to water, they arrange themselves into a two-layered sheet (a bilayer) with all of their tails pointing toward
the center of the sheet. The center of this bilayer contains almost no water and also excludes molecules like sugars or salts that dissolve
in water but not in oil. This assembly process is similar to the coalescing of oil droplets in water and is driven by the same force, called
the hydrophobic effect. Because lipid bilayers are quite fragile and are so thin that they are invisible in a traditional microscope, bilayers
are very challenging to study” http://en.wikipedia.org/wiki/Lipid_bilayer
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• The integral dipole representative of the Mo¨bius strip has positive orientation as seen in the third drawing of
Figure 2. Its boundary is supported in the bounding curve of the Mo¨bius strip.
• The “Y-problem” geometric measure and integration theories have faced is the following: Consider the chain∑3
i=1 τ˜i of three oriented affine cells meeting only along a mutual edge L at 120 degrees as in Figure 3. Then
|∂∑3i=1 τ˜i| ∩ L = L. This makes the boundary operator not very useful when dealing with triple junctions of
cellular chains. However, if we replace each τ˜i with PXi τ˜i, then |∂
∑
PXi τ˜i| ∩ L is just the union of the two
endpoints of L as one would hope.
• By allowing non-orthogonal vector fields X in our definition of integral dipole cells, we may construct models
for multiple junctions of a surface meeting in arbitrary angles.
Figure 3: The Y-problem resolved
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Figure 4: Multiple branches
5 Geometric Poincare´ Lemma
5.1 Cartesian wedge product
Suppose U1 ⊂ Rn and U2 ⊂ Rm are open. Let ι1 : U1 → U1×U2 and ι2 : U2 → U1×U2 be the inclusions ι1(p) = (p, 0)
and ι2(q) = (0, q). Let pi1 : U1 × U2 → U1 and pi2 : U1 × U2 → U2 be the projections pii(p1, p2) = pi, i = 1, 2. Let
(p;α) ∈ Ak(U1) and (q;β) ∈ A`(U2). Define ×ˆ : Ak(U1)×A`(U2)→ Ak+`(U1 × U2) by
×ˆ((p;α), (q;β)) := ((p, q); ι1∗α ∧ ι2∗β)
where (p;α) and (q;β) are k- and `-elements, respectively, and extend bilinearly. We call P ×ˆQ := ×ˆ(P,Q) the
Cartesian wedge product of P and Q.
Theorem 5.1.1. Cartesian wedge product ×ˆ : Bˆrk(U1) × Bˆs` (U2) → Bˆr+sk+`(U1 × U2) is associative, bilinear and
continuous for all open sets U1 ⊆ Rn, U2 ⊆ Rm and satisfies
1. ‖J×ˆK‖Br+s,U1×U2 ≤ ‖J‖Br,U1‖K‖Bs,U2 ;
2. ‖J×ˆ(˜a, b)‖Br,U1×R ≤ |b− a|‖J‖Br,U1 where (˜a, b) is a 1-chain representing the interval (a, b).
3.
∂(J×ˆK) =

(∂J)×ˆK + (−1)kJ×ˆ(∂K), k > 0, ` > 0
(∂J)×ˆK, k > 0, ` = 0
J×ˆ(∂K), k = 0, ` > 0
4. J×ˆK = 0 implies J = 0 or K = 0;
5. (p;σ ⊗ α)×ˆ(q; τ ⊗ β) = ((p, q);σ ◦ τ ⊗ ι1∗α ∧ ι2∗β);
6. (pi1∗ω ∧ pi2∗η)(J×ˆK) = ω(J)η(K) for ω ∈ Brk(U1), η ∈ Bs` (U2);
7. |J×ˆK| = |J | × |K|.
See [Har10] (Proposition 9.1.2 and Theorem 9.1.3).
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5.2 Geometric Poincare´ Lemma
We say that an open set U ⊂ Rn is contractible if there exists a map F ∈Mr([0, 1]×U,U) and a point p0 ∈ U with
F (0, p) = p0 and F (1, p) = p for all p ∈ U . According to Theorems 2.4.2 and 5.1.1 F∗ : Bˆrk+1((0, 1)× U)→ Bˆrk+1(U)
is continuous with
‖F∗((˜0, 1)×ˆA)‖Br ≤ n2r max{1, ρr(F )}‖A‖Br .
Definition 5.2.1. Define the cone operator κ : Bˆrk(U)→ Bˆrk+1(U) by κ(J) := F∗((˜0, 1)×ˆJ).
Theorem 5.2.2. Ch κ : Bˆrk(U) → Bˆrk+1(U) is a continuous linear map satisfying ‖κJ‖Br ≤ R‖J‖Br for all differ-
ential chains J ∈ Bˆrk(U), and for all 0 ≤ k ≤ n− 1 and r ≥ 1. Furthermore κ∂ + ∂κ = I.
Proof. We know κ is continuous since pushforward and Cartesian wedge product are continuous. See Theorem 2.4.2
to establish the inequality.
Furthermore, by Theorem 5.1.1
κ∂(p;α) + ∂κ(p;α) = F∗((˜0, 1)×ˆ∂(p;α)) + ∂F∗((˜0, 1)×ˆ(p;α))
= F∗((˜0, 1)×ˆ∂(p;α)) + F∗∂((˜0, 1)×ˆ(p;α))
= F∗((˜0, 1)×ˆ∂(p;α)) +
(
F∗(∂(˜0, 1)×ˆ(p;α))− F∗((˜0, 1)×ˆ∂(p;α))
)
= F∗(∂(˜0, 1)×ˆ(p;α))
= F∗((1; 1)×ˆ(p;α))− F∗((0; 1)×ˆ(p;α)).
Since F (1, p) = p for all p ∈ U , we deduce F∗((1; 1)×ˆ(p;α)) = (p;α), and since F (0, p) = p0, we obtain F∗((0; 1)×ˆ(p;α)) =
0. It follows that κ∂ + ∂κ is the identity on Dirac chains, and thus is the identity operator on Bˆrk(U).
Corollary 5.2.3. [Geometric Poincare´ Lemma] Let U1 ⊂ U2 ⊂ Rn be open subsets where U1 is Br contractible in
U2. If J ∈ Bˆrk(U1) with ∂J = 0, then there exists C ∈ Bˆrk+1(U2) with ∂C = J for all 1 ≤ k ≤ n and 1 ≤ r ≤ ∞.
Proof. Let C = κJ . Note that C is unique up to addition of a chain boundary since J = ∂(κJ + ∂C).
The classical Poincare´ Lemma for differential forms of class B follows since the homotopy operator H given by
Hω := ωκ is continuous. (One can also derive the classical formula (Hω)(p;α) =
∫ 1
0
i∂/∂tω(Ft(p);α)dt directly from
our definition of κ, and we leave this for interested readers as an exercise.)
Corollary 5.2.4. There does not exist a nonzero differential n-cycle J ∈ Bˆrn(U) supported in a contractible open set
U of a smooth n-manifold M for all n > 0.
Proof. If ∂J = 0, then κ∂J = 0 since κ is a continuous operator. However, κJ = 0 since every (n + 1)-chain in Rn
is degenerate. Thus
J = ∂κJ + κ∂J = 0.
13
The next result is included for completion, and is not used in this paper:
Corollary 5.2.5 (General Intermediate Value Theorem). Suppose F : Rm → Rn is a smooth map where 1 ≤ n ≤ m,
J ∈ Bˆrn(Rm) and K ∈ Bˆrn(Rn) with |F∗J | ∪ |K| a compact subset of a contractible open set U of Rn. Then
F∗(∂J) = ∂K ⇐⇒ F∗J = K.
Proof. This follows from Lemma 5.2.4 and since the boundary and pushforward operators are continuous and com-
mute.
6 The part of a chain in a compatible cube
Suppose J ∈ Bˆ1n(U) and Q ⊂ U is an n-cube. Differential chains have well behaved inclusions, but restrictions can be
problematic. A simple example is the dipole D = (1; e1 ⊗ 1). It is not possible to define the part of D in (0, 1) ⊂ R1
in some continuous way because Dirac chains of order zero and limiting to D can be chosen supported entirely inside
(0, 1), outside (0, 1), or partly inside and partly outside (0, 1), and these parts can limit to many different chains,
if at all. However, we can define the “part of J” in an n-cube Q whose faces are not contained in a set ZJ with
Lebesgue measure zero and consisting of a union of affine hyperplanes to be determined below.
Definition 6.0.6. If A =
∑
(pi;αi) ∈ A0n(U) is a Dirac n-chain in U and E is a subset of U , define the part of A
in E by AbE :=
∑
(pij ;αij ) where pij ∈ E.
If A,A′ are Dirac n-chains and c ∈ R, then
(cA)bE= c(AbE) and (A+A′)bE= AbE+A′bE . (6.1)
Definition 6.0.7. For 0 ≤ ` ≤ n and t ∈ R, let H`t (U) = {x ∈ U : x` < t} be the open half-space where
x =
∑n
i=1 xiei.
In the next two lemmas, let Q = I1 × · · · × In be an open coordinate n-cube with side length T .
Lemma 6.0.8. Suppose D ∈ A0n(Q) is a Dirac n-chain and 1 ≤ ` ≤ n. Then∫ b
a
‖DbH`t ‖B1dt ≤ (2T + 1)‖D‖B1 .
Proof. Assume without loss of generality that ` = 1. Write I1 = (a, b). By assumption b − a = T . Suppose
∆u(q;β) = (q + u;β) − (q;β) where q =
∑n
i=1 qiei ∈ Q, u ∈ Rn is a multiple of e1 with q′ = q + u ∈ Q, and
β ∈ Λn(Rn). In particular, 0 < ‖u‖ < T . We first prove∫ b
a
‖∆u(q;β)bH`t ‖B1dt ≤ (T + 1)‖u‖‖β‖. (6.2)
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The integral splits into three parts:∫ b
a
‖∆u(q;β)bH`t ‖B1dt =
∫ q1
a
‖∆u(q;β)bH`t ‖B1dt (6.3)
+
∫ q′1
q1
‖∆u(q;β)bH`t ‖B1dt
+
∫ b
q′1
‖∆u(q;β)bH`t ‖B1dt.
The first integral is zero, the second is bounded by ‖u‖‖β‖, and the third is bounded by T‖∆u(β)‖B1 ≤ T‖u‖‖β‖.
This gives us an upper bound of (T + 1)‖u‖‖β‖ for the LHS of (6.3).
Now suppose w ∈ Rn. Then w = u + v where u is in the direction of e1 and v is orthogonal to e1. Since∫ b
a
‖∆v(q;β)bH`t ‖B1dt ≤ T‖v‖‖β‖, it follows from the triangle inequality that
∫ b
a
‖∆w(q;β)bH`t ‖B1dt ≤
∫ b
a
‖∆u(q;β)bH`t ‖B1dt+∫ b
a
‖∆v(q;β)bH`t ‖B1dt ≤ (2T + 1)‖w‖‖β‖.
Likewise, ∫ b
a
‖(p;α)bH`t ‖B1dt ≤ T‖α‖ (6.4)
for all p ∈ Q and α ∈ Λn(Rn).
Now let D ∈ A0n(Q) and  > 0. We write D =
∑j
s=0(ps;αs) +
∑m
i=1 ∆wi(qi;βi) where each |∆wi(qi;βi)| and
|(ps;αs)| ⊂ Q and ‖D‖B1 ≤
∑j
s=0 ‖αs‖+
∑m
i=1 ‖wi‖‖βi‖ ≤ ‖D‖B1 + .
The bounds (6.3) and (6.4) yield∫ b
a
‖DbH`t ‖B1dt ≤
j∑
s=0
∫ b
a
‖(ps;αs)bH`t ‖B1dt+
m∑
i=1
∫ b
a
‖∆wi(qi;βi)bH`t ‖B1dt
≤ (2T + 1)
(
j∑
s=0
‖αs‖+
m∑
i=1
‖wi‖‖βi‖
)
< (2T + 1)(‖D‖B1 + ).
The Lemma follows.
Lemma 6.0.9. If {Di} ⊂ A0n(Q) is a sequence of Dirac n-chains with
∑∞
i=1 ‖Di‖B1 <∞, then
∑∞
i=1 ‖DibH`t ‖B1 <∞ for almost all t ∈ R and each 0 ≤ ` ≤ n.
Proof. Apply Lemma 6.0.8 to deduce∫ b
a
(
N∑
i=1
‖DibH`t ‖B1
)
dt =
N∑
i=1
∫ b
a
(
‖DibH`t ‖B1dt
)
≤ (2T + 1)
N∑
i=1
‖Di‖B1 ≤ (2T + 1)
∞∑
i=1
‖Di‖B1 <∞.
Let N → ∞. It follows from the monotone convergence theorem that ∫ b
a
(∑∞
i=1 ‖DibH`t ‖B1
)
dt < ∞ and thus∑∞
i=1 ‖DibH`t ‖B1 converges a.e. a ≤ t ≤ b.
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Lemmas 6.0.8 and 6.0.9 hold for both open and closed half-spaces in Rn.
Definition 6.0.10. An n-cube Q is partly open and closed if it contains some of its (n− 1)-faces, but possibly not
all. If Z is a union of affine hyperplanes of Rn, we say that an n-cube Q is Z-compatible if no face of Q is contained
in Z.
Let ΩR be a coordinate n-cube containing the origin of side length R.
Theorem 6.0.11. For each J ∈ Bˆ1n(ΩR), there exists a union of affine hyperplanes ZJ ⊂ Rn of Lebesgue measure
zero set such that if Q ⊂ ΩR is a ZJ -compatible partly open and closed coordinate n-cube, then there exists a unique
differential n-chain JbQ∈ Bˆ1n(ΩR) such that |JbQ| ⊂ Q and -
∫
JbQ ω =
-∫
J
ω for all ω ∈ Bˆ1n(ΩR) with support in Q.
If Ji → J in Bˆ1n(ΩR), then JibQ→ JbQ in Bˆ1n(ΩR) for all Q ⊂ ΩR which are ZJ ∪i ZJi-compatible. Furthermore,
(cJ)bQ= c(JbQ) for all c ∈ R if Q is ZJ -compatible, and (J +K)bQ= JbQ+KbQ if Q is ZJ ∪ ZK-compatible.
Proof. We first prove the result for half-spaces in the direction of e` for each 1 ≤ ` ≤ n. There exist Dj → J in
Bˆ1n(ΩR) with Dj ∈ A0n(ΩR) and ‖Dj −Dj+1‖B1 < 2−j . Therefore,
∞∑
j=1
‖Dj −Dj+1‖B1 <∞.
By Lemma 6.0.9,
∑∞
j=1 ‖(Dj − Dj+1)bH`t ‖B1 < ∞ for a.e. t. Let ZJ(`) be the union of fr(H `t ) for all t for which∑∞
j=1 ‖(Dj −Dj+1)bH`t ‖B1 diverges. If fr(H `t ) /∈ ZJ (`), then {DjbH`t }j forms a Cauchy sequence in Bˆ1n(ΩR) and we
may define
JbH`t := limj→∞DjbH`t∈ Bˆ
1
n(ΩR).
If {D′i} is another sequence which has the above properties and tends to J , then by taking subsequences, we may
assume that
∑ ‖Di −D′i‖B1 <∞. If the frontier of H`t is not contained in ZJ(`) ∪i ZDi(`), then DibH`t and D′ibH`t
tend to the same limit as i→∞. The half-planes can be chosen to be either open or closed, because we are ignoring
everything in their frontiers.
Let ZJ := ∪n`=1ZJ(`).
Now suppose Q ⊂ ΩR is a partly open and closed coordinate n-cube and ZJ -compatible. Then Q = ∩`H`t` and
fr(H `t`) ∩ ZJ (`) = ∅ for 1 ≤ ` ≤ n. Let JbQ:= (· · · (JbH1t1 )bH2t2 · · · )bHntn .
The integral condition holds, for if ω ∈ B1n(ΩR) is supported in Q, then -
∫
DibQ ω =
-∫
Di
ω. Therefore, -
∫
JbQ ω =
limi→∞ -
∫
DibQ ω = limi→∞
-∫
Di
ω = -
∫
J
ω.
We next show |JbQ| ⊂ Q: Suppose there exists p ∈ |JbQ| and p /∈ Q. Let Q′ be a compatible n-cube containing p
and Q′ ∩ Q = ∅. Since p ∈ |JbQ| there exists a differential form η supported in Q′ and with -
∫
JbQ η 6= 0. However,
Q′ ∩Q = ∅ implies -∫
JbQ η = limi→∞
-∫
DibQ η = 0.
Linearity (6.1) carries over to differential chains in almost every half-space since the integral is bilinear and continuous,
and finally to differential chains in compatible n-cubes. We deduce (cJ)bQ= c(JbQ) for all c ∈ R and (J + K)bQ=
JbQ+KbQ.
Let Hd denote d-dimensional Hausdorff measure.
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Proposition 6.0.12. If S ∈ I1n−1(ΩR) is an integral dipole chain, then -
∫
S
dV = Hn−1(|S|) and
-
∫
SbQ
dV = Hn−1(|S| ∩Q)
for all ZS-compatible n-cubes Q.
Proof. We can write S =
∑s
i=1 PXi τ˜i ∈ I1n−1(ΩR) where the (n− 1)-cells {τi} are non-overlapping and closed. Thus
|S| = ∪si=1τi. Furthermore, SbQ=
∑s
i=1EXi τ˜ibQ. Using the integral relation (3.1), Theorem 2.4.3, the assumption
that the component of Xi orthogonal to τi is unit, the definition of Hausdorff measure for smoothly embedded cells,
additivity of Hausdorff measure for non-overlapping sets with smooth boundaries, and the last part of Theorem
6.0.11, we have
-
∫
SbQ
dV =
s∑
i=1
-
∫
EXi τ˜ibQ
dV =
s∑
i=1
-
∫
τ˜ibQ
iXidV =
s∑
i=1
∫
τi∩Q
iXidV
=
s∑
i=1
Hn−1(τi ∩Q) = Hn−1((∪iτi) ∩Q) = Hn−1(|S| ∩Q).
The last integral is the Riemann integral.
The proof that -
∫
S
dV = Hn−1(|S|) is similar.
Definition 6.0.13. We say J ∈ Bˆrn(ΩR) is positively oriented if -
∫
JbQ fdV ≥ 0 for all ZJ -compatible n-cubes
Q ⊂ ΩR with f ∈ Br0(ΩR) and f ≥ 0.
For example, all integral monopole n-chains are positively oriented since they are limits of positively oriented Dirac
n-chains.
Lemma 6.0.14. If J ∈ Bˆrn(ΩR) is positively oriented, then ‖J‖Br = -
∫
J
dV for all r ≥ 1.
Proof. We may assume that f ≥ 0 since J is positively oriented and ‖J‖Br = supf 6=0
-∫
J
fdV
‖f‖Br . By definition of the
Br norm on functions, |f(x)| ≤ ‖f‖Br which implies |
-∫
J
fdV |
‖f‖Br =
-∫
J
f
‖f‖Br dV ≤ -
∫
J
dV . Thus ‖J‖Br = sup |
-∫
J
fdV |
‖f‖Br ≤
-∫
J
dV . On the other hand, -
∫
J
dV ≤ ‖J‖Br .
7 The volume functional used to compute area
Definition 7.0.15. The area of an integral dipole (n− 1)-cell PX τ˜ is defined by
A(PX τ˜) :=
-
∫
EX τ˜
dV
where dV is the volume form in Rn. Since EX τ˜ is a limit of positively oriented Dirac 3-chains, then A(PX τ˜) > 0 if
τ is non-empty. If S =
∑s
i=1 PXi τ˜i is an integral dipole (n− 1)-chain, define
A(S) := -
∫
S
dV. (7.1)
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In order to extend definition (7.1), we need a way to define S using our continuous operators so that we can take
limits. Proposition 7.0.16 does just this:
Proposition 7.0.16. If S =
∑s
i=1 PXi τ˜i is an integral dipole chain with ∂S = PY γ˜, then
S = κ(S)
where S =
∑s
i=1EXi τ˜i. Moreover, ‖S‖B1 ≤ ‖S‖B2 .
Proof. By Theorem 5.2.2 κ∂ + ∂κ = I. Since ∂S = PY γ˜, it follows that ∂S = S − EY γ˜ = ∂κ(S − EY γ˜). Using
Corollary 5.2.4, we obtain S = κ(S − EY γ˜) = κ(S).
Since S is positively oriented we may apply Lemma 6.0.14 to deduce
‖S‖B1 = -
∫
S
dV = -
∫
κ(S)
dV = -
∫
S
HdV ≤ ‖S‖B2‖HdV ‖B2 ≤ ‖S‖B2 .
Theorem 7.0.17. If S is an integral dipole 2-chain with ∂S = PY γ˜, then
A(S) = -
∫
κ(S)
dV.
Proof. This follows from Proposition 7.0.16.
For S ∈ I12 (ΩR), define A(S) := -
∫
κ(S)
dV. It follows from the continuity of κ (Theorem 5.2.2) and joint continuity of
the integral that A : I12 (ΩR)→ R is continuous.
8 Existence of area minimizers for surfaces spanning a smoothly em-
bedded closed curve in R3
8.1 A complete space of spanning dipole surfaces
For the rest of the paper, we will assume n = 3 for visual simplicity. However, all results extend immediately to
codimension one surfaces with multiple junctions in Rn for n ≥ 2. We indicate how to extend to arbitrary codimension
by the first remark in (8.3.5).
Recall the space of integral dipole 2-chains
I12 (ΩR) ⊂ I12 (ΩR) ⊂ Ch12(ΩR).
Let γ : S1 → ΩR be a smoothly embedded closed curve, and denote γ = γ(S1). By Sard’s theorem a.e. q ∈ ΩR\γ
the vectors q− p are transverse to γ for all p ∈ γ. Choose such a point q. (Theorem 8.3.4 shows that our solution to
Plateau’s problem is independent of the choice of q.) Let γ˜ ∈ Ch01(ΩR) be the 1-chain representing γ (see Theorem
2.4.3). Let Y (p) = Yq(p) = (q − p)/‖q − p‖ for all p ∈ γ. Since γ is smooth, we may use the Whitney Extension
Theorem to extend Y to a smooth unit vector field on a neighborhood of γ. We are only interested in the restriction of
Y to γ (where it is assumed to be transverse), and the fact that Y extends to a smooth vector field in a neighborhood
of γ. It follows that if Y1 and Y2 are any two such vector fields, then PY1 γ˜ = PY2 γ˜.
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Definition 8.1.1. We say that S ∈ I12 (ΩR) spans γ (with respect to q) if
• ∂S = PY γ˜;
• If γ′ is a smoothly embedded closed curve linking γ with linking number one, then γ′ ∩ |S| 6= ∅.
The first condition assures us that the support of the boundary of S is γ, the second that there are no holes in S as
in Figure 5.
Proposition 8.1.2. Span is a closed condition on I12 (ΩR).
Proof. Suppose Si → S where Si ∈ I12 (ΩR) and |Si| spans γ. Suppose |S| does not span γ. Then there exists a
simple link γ′ ⊂ ΩR of γ and |S| ∩ γ′ = ∅. Let Nδ be a tubular δ-neighborhood of γ′ with Nδ ∩ |S| = ∅ and which
is a union of non-overlapping ZS-compatible cubes Nδ = ∪jQj . (Recall that the cubes Qj can be partly open or
closed.) Then Nδ contains a smoothly embedded solid torus N which is a union of links ` parallel to γ
′. Let D be
a transverse section of N so that each ` meets D once. Since |Si| spans γ, Hausdorff measure can only decrease on
projection, and Proposition 6.0.12 we deduce
-
∫
SibNδ
dV =
∑
j
-
∫
SibQj
dV =
∑
j
H2(|Si| ∩Qj) = H2(|Si| ∩Nδ) ≥ H2(|Si| ∩N) ≥ H2(D) > 0.
However, Nδ ∩ |S| = ∅ implies SbNδ= 0, contradicting Theorem 6.0.11. It follows that S spans γ.
We now have established definitions of surface, area and span for which we can solve problems of the calculus of
variations such as Plateau’s problem.
Let M0 be a solution to Plateau’s problem in the category of integral currents [FF60]. According to [Fle62] M0 is
embedded and orientable. (We could also let M0 be the integral dipole representative of the cone from q over γ, even
though it may not be embedded.) Let c = H2(M0).
Definition 8.1.3. Let S2(ΩR, γ, q) := {S ∈ I12 (ΩR) : A(S) ≤ c and S spans γ}.
Our candidate surfaces for Plateau’s problem5 in 3-space are the supports of elements S ∈ S2(ΩR, γ, q). We know
that S2(ΩR, γ, q) is not empty since it contains PXM˜0 ∈ I12 (ΩR) where X is a smooth vector field whose component
orthogonal to M0 is unit and which extends Y .
Theorem 8.1.4. Suppose γ is a smoothly embedded closed curve embedded in ΩR − {q}. Then S2(ΩR, γ, q) is a
complete subset of I12 (ΩR).
Proof. This follows since area is continuous and span is closed in I12 (ΩR) by Proposition 8.1.2.
5Added in proof: L.C. Evans observed that our approach to solving Plateau’s problem is a linear programming problem in I12 (ΩR):
Minimize A(S) ≤ c, subject to the constraints ∂S = PY γ˜, S is positively oriented, and there are no simple links.
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Figure 5: A non-spanning surface of the unit circle (drawing by H. Pugh)
8.2 A lower bound on area
Proposition 8.2.1. Suppose γ is a smoothly embedded closed curve in ΩR − {q}. There exists a constant a0 > 0
such that if S ∈ S2(γ,ΩR, q), then A(S) ≥ a0.
Proof. Let S = limi→∞ Si where Si ∈ I2(γ,ΩR, q) spans γ and A(Si) ≤ c. Using Sard’s theorem, project γ onto an
affine plane K so that the projected image pi(γ) has transverse self-intersections. Let U be a component of K\pi(γ)
which meets the unbounded component of pi(γ) along an arc of pi(γ). Then the area a0 of U is nonzero.
It suffices to show that U ⊂ pi(|Si|) for each i ≥ 1. For then A(Si) = H2(|Si|) ≥ a0 for each i, and hence A(S) ≥ a0.
Choose x ∈ U . We wish to show pi−1(x)∩|Si| 6= ∅. By the definition of U , we obtain a simple link of γ by connecting
the endpoints of pi−1(x) ∩ ΩR with a geodesic arc in the boundary of ΩR. This link will meet |Si| since Si spans γ.
Since the link cannot meet |Si| in the boundary of ΩR, then it must meet it in pi−1(x). It follows that x ∈ pi(|Si|).
8.3 Compactness
Proposition 8.3.1. Suppose γ is a smoothly embedded closed curve embedded in ΩR − {q}. Then S2(ΩR, γ, q) is
totally bounded in Ch12(ΩR).
Proof. If PX τ˜ ∈ Ch12(ΩR), then it is approximated by finite sums
∑s
i=1 PX(qi)(qi;βi) in the B
2 norm.
For k ∈ Z, k ≥ 1, let Q(k) be all rationals j/2k with j ∈ Z and 0 ≤ |j| ≤ 2k. Let Z(k) be the subset of integral
dipole 2-chains
∑s
i=1 Pvi(qi;βi) ∈ Ch12(ΩR) and such that
• qi is a vertex of the binary lattice with edge length 2−k and subdividing ΩR;
• vi/k ∈ R3 has coordinates in Q(k) so that ‖vi‖ ≤ k;
• βi is a 2-vector with coordinates in Q(k) written in terms of an orthonormal basis of Λ2(R3);
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• ∑si=1M(βi) ≤ c.
It follows that Z(k) contains only finitely many chains.
Let S ∈ S2(ΩR, γ, q). Then S spans γ,A(S) ≤ c, and |S| ⊂ ΩR. It follows that S can be approximated by an affine
dipole 2-chain S′, which can itself be approximated by a Dirac dipole 2-chain A =
∑s
i=1 Pui(pi;αi) ∈ A12(ΩR) with
‖ui‖ ≤ k,
∑s
i=1 ‖αi‖ ≤ c. All approximations are in Ch12(ΩR).
Now A can be approximated by an element of Z(k) as follows: For each dipole 2-vector Pui(pi;αi) we know pi
lies in some cube Q′ of the binary lattice subdividing ΩR. Let p′i be a vertex of Q
′. Let u′i have coordinates in
Q(k) s.t. ‖ui − u′i‖ ≤ 2−k. Let α′i be a 2-vector with coordinates in Q(k) s.t. ‖αi − α′i‖ < 2−k‖αi‖). Then
A′ =
∑s
i=1 Pu′i(p
′
i;α
′
i) ∈ Z(k). It follows that
‖A−A′‖B1 ≤ ‖ΣiPui(pi;αi)− Pu′i(pi;αi)‖B1 + ‖ΣiPu′i(pi;αi)− Pu′i(p′i;αi)‖B1
+ ‖ΣiPu′i(p′i;αi)− Pu′i(p′i;α′i)‖B1
≤
s∑
i=1
‖Pui−u′i(pi;αi)‖B1 +
s∑
i=1
‖Pu′i((pi;αi)− (p′i;αi))‖B1 +
s∑
i=1
‖Pu′i(p′i;αi − α′i)‖B1
≤
s∑
i=1
‖ui − u′i‖‖αi‖+ ‖u′i‖‖pi − p′i‖‖αi‖+ ‖u′i‖‖αi − α′i‖
≤ k
s∑
i=1
2−k‖αi‖+ (1 + 2−k)2−k‖αi‖+ (1 + 2−k)2−k‖αi‖
≤ k2−k
s∑
i=1
‖αi‖+ 2(1 + 2−k)‖αi‖
≤ 4k2−k
s∑
i=1
‖αi‖
≤ 4kc2−k.
This proves that S2(ΩR, γ, q) is totally bounded.
Theorem 8.3.2. Suppose γ is a smoothly embedded closed curve embedded in ΩR − {q}. Then S2(ΩR, γ, q) is
compact.
Proof. This follows from Propositions 8.1.4 and 8.3.1.
Theorem 8.3.3. Suppose γ is a smoothly embedded closed curve embedded in ΩR−{q}. There exists S0 ∈ S2(ΩR, γ, q)
spanning γ with minimal area A(S0).
Proof. Let m = inf{A(S) : S ∈ S2(ΩR, γ, q)}. By Proposition 8.2.1 we know m > 0. There exists a sequence
{Si} ∈ S2(ΩR, γ, q) such that A(Si)→ m as i→∞. By compactness of S2(ΩR, γ, q) (Theorem 8.3.2) and continuity
of A, there exists a subsequential limit S0 ∈ S2(ΩR, γ, q) with A(S0) = m.
It is clearly impossible to find spanning chains with smaller area using chains not supported in ΩR, but we have
to prove this. The technical difficulty is that pushforward (via a diffeomorphism) of a dipole chain can change not
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only area but also “dipole distance” between layers since F∗(p;u⊗ α) = (F (p);F∗u⊗F∗α). We can “renormalize” a
dipole surface after we have applied pushforward, so that it becomes an integral dipole surface spanning γ.
Theorem 8.3.4. The solution S0 is independent of the choice of q and R.
Proof. Suppose q and q′ are two cone points in ΩR. Suppose there exists S′ ∈ S2(ΩR, γ, q′) with A(S′) < A(S0).
By continuity of the area functional, there exists C =
∑s
i=1 PXi τ˜i ∈ I2(ΩR, γ, q′) that spans γ, A(C) < A(S0) and
∂C = PY ′ γ˜. Claim: C
′ = C +EY−Y ′ γ˜ ∈ I2(ΩR, γ, q) and A(C +EY−Y ′ γ˜) < A(S0). We first show that C ′ spans γ:
But ∂C ′ = ∂C + PY−Y ′ γ˜ = PY γ˜. Furthermore, |C ′| = |C| since |EY−Y ′ γ˜| = γ ⊂ |C|. Since C spans γ, so does C ′.
For the second part, there exists 0 < R2 < R with γ ⊂ ΩR2 . Let R1 > R. Suppose there exists S1 ∈ S2(ΩR1 , γ, q)
with A(S1) < A(S0). As before, there exists C1 =
∑s
i=1 PXi τ˜i ∈ I2(ΩR1 , γ, q) that spans γ, A(C1) < A(S0),
∂C1 = PY γ˜, and the {τi} are non-overlapping. Furthermore, |C1| = ∪τi has no free edges except those edges whose
union is γ. Let F : ΩR1 → ΩR be a contracting diffeomorphism that is the identity on ΩR2 . Then ∪F (τi) is a union
of non-overlapping embedded cells which has no free edges except for those edges whose union is γ. Furthermore,
∪F (τi) spans γ. It follows that there exists an integral dipole chain C2 ∈ I2(ΩR, γ, q) with |C2| = ∪F (τi), C2 spans
γ, and A(C2) = H2(∪F (τi)) ≤ H2(∪τi) = H2(|C1|) = A(C1) < A(S0), a contradiction.
The differential 2-chain S0 is therefore a solution to the general problem of Plateau, proving Theorem 1.0.1.
Remarks 8.3.5.
• The extension to codimension j surfaces with multiple junctions is obtained simply by replacing the vector fields
X and Y with j-vector fields. Figure 6 illustrates a curve with a junction in R3 and its dipole representative
which has dimension 2 as a chain.
Figure 6: A branched curve of codimension two represented by a dipole
• A closed frame β is defined to a union of closed curves. Any frame ∪si=1γi supports an integral dipole curve
C =
∑s
i=1 PXi γ˜i where γi is smoothly embedded in R3, Xi is a vector field whose component orthogonal to γi
is unit. The Xi can be chosen so that ∂C =
∑s
i=1 ∂PXi γ˜i = 0 (see Figure 4). Any finite number of junctions
are permitted, and we still obtain a cycle. We may therefore apply our methods to find a spanning surface of a
prescribed closed frame with minimal area (see Figure 7).
• Smoothly embedded curves that are not cycles can have spanning surfaces as in Figure 8. The question arises6,
6Almgren used this example in [Alm75] to defend the lack of a boundary operator for varifolds. He wrote, “in many of the phenomena
to which our results are applicable there seems no natural notion of such an operator.” —
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Figure 7: Plateau’s square
what is the boundary of such a surface S? Our methods apply to this surface, and produce ∂S = ∂EX γ˜ where
γ is the part of the embedded closed curve that meets |S|.
• It is an interesting question to state and pose a version of Plateau’s problem for frames which are defined
as unions of smoothly embedded arcs which are not necessarily closed. The definition of “span” has to be
reformulated as a first step. It would then be desirable to find a condition on an arc to guarantee existence of
a nontrivial spanning surface.
Figure 8: The boundary γ˜ of this film is a cycle, but its support γ is not.
• Other constraints are possible using the continuous operators on chains available to us, not just boundary. An
intriguing example is ⊥ ∂ ⊥. These are topics for further research.
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