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Abstract
The problem of a single human operator monitoring multiple UAVs in reconnaissance missions is addressed
in this work. In such missions, the operator inspects and classifies targets as they appear on video feeds
from the various UAVs. In parallel, the aircraft autonomously execute a flight plan and transmit real-time
video of an unknown terrain. The main contribution of this work is the development of a system that
autonomously schedules the display of video feeds such that the human operator is able to inspect each
target in real time (i.e., no video data is recorded and queued for later inspection). The construction of this
non-overlapping schedule is made possible by commanding changes to the flight plan of the UAVs. These
changes are constructed such that the impact on the mission time is minimized.
The development of this system is addressed in the context of both fixed and arbitrary target inspection
times. Under the assumption that the inspection time is constant, a Linear Program (LP) formulation is
used to optimally solve the display scheduling problem in the time domain. The LP solution is implemented
in the space domain via velocity and trajectory modifications to the flight plan of the UAVs. An online
algorithm is proposed to resolve scheduling conflicts between multiple video feeds as targets are discovered
by the UAVs. Properties of this algorithm are studied to develop conflict resolution strategies that ensure
correctness regardless of the target placement. The effect of such strategies on the mission time is evaluated
via numerical simulations. In the context of arbitrary inspection time, the human operator indicates the
end of target inspection in real time. A set of maneuvers is devised that enable the operator to inspect
each target uninterruptedly and indefinitely. In addition, a cuing mechanism is proposed to increase the
situational awareness of the operator and potentially reduce the inspection times. The benefits of operator
cuing on mission time are evaluated through a numerical study using various levels of simulated human
response.
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Summary
The main contribution of this work is the development of on-line mission planning strategies that enable a
single human operator to inspect and classify multiple targets that may appear in video feeds from various
UAVs. The planning strategies are presented as algorithms that schedule video feeds from various UAVs and
sequentially present them to a human operator on a single screen. The algorithms ensure that all targets that
appear in the video feeds can be inspected by the human operator for a specified amount of time. Further,
it is guaranteed that no targets are missed. The location of the targets is assumed to be unknown and thus,
targets are discovered in real time by the UAVs. Each target location becomes known once the target is
within range of a target detection sensor on-board each UAV. Scheduling conflicts that arise when multiple
UAVs have discovered one or more targets are resolved by commanding changes to the UAVs’ flight plan
in real time. In particular, velocity and trajectory changes are derived such that the times of arrival of the
UAVs to their targets enable the creation of a non-overlapping schedule of the video feeds.
The work in this thesis is developed in various stages. It is first assumed that the necessary inspection time
for every target is known a priori. In this setting, the human operator has no control over the inspection
time during the execution of the mission. The goal of the system is to enable the human operator to inspect
each target for a fixed amount of time. In order to achieve this goal, the idea of using the velocity of the
aircraft as a free parameter in the system is first investigated. A Linear Programming (LP) formulation is
developed to solve the scheduling problem in the simple case of two UAVs and two equidistant targets. An
on-line algorithm is proposed that uses this LP as a building block to be applied to the more general case of
multiple UAVs and multiple non-equidistant targets. Properties of the LP are used to prove correctness of
the algorithm. In particular, it is proved that in order to guarantee the feasibility of the scheduling strategy
and ensure that no targets are missed it is sufficient to enforce a lower bound on the distance between targets.
Simulation results support the validity of the proposed strategy. Further, the drawbacks coming from having
to enforce a minimum inter-target distance are highlighted.
xiv
In order to mitigate the effect of these drawbacks, trajectory modifications are introduced as a new degree
of freedom in the system. In this setting, the UAVs are modeled as vehicles traveling forward in a a
two-dimensional configuration space and with constrained turning radius. This model is used to design
maneuvers that combine trajectory and velocity changes to the flight plan of the UAVs. Simulation results
show a significant reduction in the inter-target distance lower bound when such maneuvers are used to
resolve scheduling conflicts. An online algorithm was proposed to resolve multi-UAV, multi-target conflicts
and construct a feasible schedule for the video feeds. Methodologies were developed in order to guarantee
correctness of the algorithm in cases where the inter-target distance is below the proposed lower bound.
This methodologies enable the online algorithm to be correct without any assumptions on the location or
distribution of the targets.
Lastly, the idea of arbitrary inspection time is investigated. In this context, the human operator is free to
determine how long each target must be inspected for. Using trajectory modifications, a set of maneuvers
is developed. Through these maneuvers, the UAVs can keep a target inside the field of view of the camera
uninterruptedly for an indefinite amount of time. Thereby, enabling the human operator to inspect each
target continuously and for an arbitrary amount of time. These maneuvers however, may introduce a delay in
the mission time due to unnecessary loitering of the UAVs. In order to reduce the mission time, the effects of
the inspection time on the maneuver length are studied. A set of critical points along the maneuver was found
through the characterization of the maneuver trajectories. This critical points represent locations along the
trajectory where the effects of inspection time on the maneuver length change trends. It is suggested that
the information provided by these points may be used to provide feedback to the human operator through
cuing mechanisms. It is left to future work to investigate what forms of cuing may be the most effective for
these types of missions. Nevertheless, a simulation study is presented that illustrates the benefits in terms
of mission time of various levels of human response to the cues.
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Chapter 1
Introduction
The increasing need to reduce the number of human personnel required to operate and supervise drone
vehicles and in particular Uninhabited Aerial Vehicles (UAVs) has spurred the growth of research in two
main areas. The first area is the study of how to reliably increase the level of autonomy of not only a single
UAV but of the Multiple UAV (MUAV) system [1, 2]. Increasing autonomy reduces the number of tasks
that a human operator must perform during a MUAV mission, and therefore contributes to the reduction in
personnel. The second discipline seeks to characterize human performance in the various tasks that a mission
could involve and attempts to develop appropriate metrics for this performance [3]. Research in both of
these areas agrees with the fact that even if considerable reliable autonomy could be added to a MUAV
system, the need for a human operator would remain present for tasks that require high levels of expertise,
reasoning and cognition. In reconnaissance missions, for example, critical tasks such as target classification
can often only be performed reliably by a human expert. Therefore, the job of the MUAV system becomes
that of providing the human operator with enough information to perform his/her task reliably.
1.1 State of the Art Survey
The ultimate goal of this research is to develop MUAV systems that can autonomously provide support to
the human operator and enable reliable performance at tasks that are exclusive to humans while delegating
everything else to the system. Efforts in this direction of research have appeared in the literature under
various guises.
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1.1.1 Human task management in the context of surveillance missions
The study of interface design has attracted considerable research effort. Presented in [4] are ideas that
provide the operator with suitable visual and tactile cues that are geared toward increasing the situational
awareness of the mission. However this type of user support still burdens the user with a considerable
amount of decision making which may still affect its overall performance. In [2, 5, 6] different methodologies
are evaluated in order to assist a single human pilot in performing missions that involve multiple UAVs.
In Ding et. al [5] an approach is presented which uses a leader follower configuration for the UAV team.
In these particular missions the UAVs have different capabilities and depending on these capabilities the
system advises the operator on the UAV that should be selected as the leader. In such missions the human
operator has a higher level of control over the UAVs (i.e., the human is the actual pilot of one UAV).
Regardless, the overall system is being aided by autonomous suggestions for decision making. In contrast,
other types of missions require that humans have less control over the actual vehicles and instead play the
role of supervisors that execute tasks such as mission planning or reconnaissance. In [7, 8, 9] human operator
models and decision making rules are developed towards aiding the coordination and interaction of mixed
teams of humans and UAVs. Similarly in [10, 11], coordination policies between humans and vehicles are
developed which schedule UAVs to visit regions of interest and deliver data to an available human operator
for off-line decision making.
In these missions, the human can be modeled as a processing unit that requires specified amounts of time
to complete certain tasks and can only execute one task at a time. The UAVs on the other hand, can
play the role of input resources that gather information and request processor time for data processing.
From this perspective the problem of a single human analyzing information from various UAVs resembles
the task scheduling problem studied in computer science. The problem of single processor task scheduling
has been extensively studied for decades [12, 13, 14]. However, one of the main challenges in this area is
dealing with asynchronous tasks. These are tasks that do not occur periodically and therefore are difficult
to predict and allot time for in a schedule. Most scheduling algorithms use probabilistic arrival rates to
model these tasks and implement different techniques to attempt to convert aperiodic tasks into periodic
ones in order to fit the schedule. Nevertheless, in order to do so, it is often assumed that the tasks have
low priority and can be processed in different intervals of processor availability. Tasks such as real-time
target classification in unknown environments are aperiodic in nature (e.g., the operator can not anticipate
when a target will appear) and usually are of high priority. Furthermore, it is not desirable to perform these
tasks in different intervals of operator availability since partitioning the attention of the operator can lead to
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performance degradation. This presents a very difficult challenge for the scheduling of such tasks. Research
efforts that model the problem of humans processing information from drones as a task management problem
have started to appear in the literature. In [15, 16], task queueing models are discussed where tasks are
dynamically queued and released for human processing. In this setting, parameters such as throughput and
service times quantify the effectiveness of the approach. However constraints such as the need for on-line
processing of tasks are not enforced.
The approach of this work is similar in nature to the queueing model. However, the problem is restricted to
on-line task processing and therefore tasks must be serviced within a small time window after they arrive (in
the computer science literature the end of this time window is referred to as the task deadline). An analogy
that may clarify the difference can be made from the context of patients holding appointments at a medical
practice. The queueing approach could be interpreted as a very efficient waiting room where patients are
seen by doctors as fast and fairly as possible. In contrast, our approach plays the role of a warning system
that advises patients to take their time getting to the practice (as opposed to waiting at the practice) if it
is known that the doctor will not be able to keep the time of the appointment.
1.1.2 Human modeling in target classification tasks
The way humans accumulate and process information in order to make judgments about it has been a well
studied problem in the literature [17, 18, 8]. This problem is usually studied in the context of choice responses
among two or more response alternatives. It is also studied in contexts where there are constraints on the
time the user has to make his/her judgment after a stimulus is presented. Most models treat information
processing as a gradual process based on the accumulation of information over time and treat this process
as stochastic. A variety of information accumulation models have been developed in the psychology and
human factors literature. The model presented in [17] is of particular interest to these research. This model
incorporates the concept that there is leakage in the information accumulation process as well as competing
interest in the course of perceptual choice.
In the context of human task management in surveillance missions, the use of speed-accuracy type models
such as the one presented in [19], has been of particular interest. This models state that the accuracy of
the human at the forced-choice task, monotonically increases as a function of the time spent performing the
task up to a point of diminishing returns. Some relevant examples of the use of these models can be found in
[9, 16]. The leaky, competing accumulator model for information processing is of particular interest to this
research since it can be applied to the speed-accuracy formulation in tasks involving two choice alternatives
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such as the friend -foe classification task.
The idea of developing human behavior models that represent the human operator as a matrix of parameters
such that a trajectory planner or a controller can autonomously infer the needs of the human, is controversial.
One of the problems is that human operators are typically more comfortable with having a substantial amount
of overrides to control the system because of the lack of trust in autonomy. This lack of trust is in part
justified by the fact that human models may not provide the desired accuracy.
The work here presented seeks to incorporate the human operator in the mission planning loop by accommo-
dating for his/her needs in terms of target inspection time throughout the mission. Therefore, it is desired
to design a system that is robust enough to the requests of the human operator such that it can re-plan
the original mission for the UAVs in real time to accommodate for his/her requests. A suitable model of
the human operator in the two-alternative choice task will be used to understand the mission scenarios that
affect the performance of the operator in terms of altering the target inspection times. This understanding
will enable the design of robustness into the system via real-time reactions to human input. The proposed
approach does not incorporate the human model directly into the system in order to infer and autonomously
react to his/her needs. Instead the desired goal is to provide the operator with appropriate control knobs
in order to accommodate for his/her needs when they arise. This may ultimately lead to an increase in the
accuracy of the operator at the target classification task.
1.2 The General Surveillance Mission Scenario
In the typical setting of a multi-UAV reconnaissance mission, a single human operator could be in charge of
monitoring multiple screens displaying different types of information. As an example consider the COUNTER
scenario in [20]. Multiple UAVs are surveiling an urban terrain by flying a predetermined trajectory in order
to obtain video data of targets with known locations. The mission is performed by a single human operator
in charge of monitoring the Vigilant Spirit ground station [7]. This control station has a map view of the
area and four video feeds from four different drone vehicles patrolling the area (see Figure 1.1).
This research investigates types of missions that are in line with the COUNTER scenario. However, there
are some important modifications which constitute the main contribution of this work. The first of these
modifications is the fact that although the UAVs will fly a predetermined flight path, this path is not planned
to visit specific target locations since these locations are assumed to be unknown. Secondly, it is not desired
to infer what the human needs in terms of inspection time. Instead, the goal of the system is to construct
modifications to the flight plan of the UAVs (i.e., change their velocity or trajectory at some instance of the
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Figure 1.1: Vigilant Spirit Ground Station
mission) in real time in order to accommodate the needs of the human operator and thereby increase his/her
classification accuracy.
In addition, as an alternative to the multiple screen approach of Vigilant Spirit, in this work the problem
is formulated for a single screen. The video feeds from the multiple UAVs are queued by the system and
displayed on one screen to the human operator. Hence the human operator does not have to decide which
screen to look at, and the interface makes the appropriate choice for him. The Vigilant Spirit ground station
also incorporates a video recording capability for the operator to process video off-line. In this research the
target inspection is constrained to be on-line (i.e., the human operator must classify targets as they appear
on the screen and no video data is recorded for off-line processing).
1.3 The Task Scheduling Problem for a Single Human Operator
Given that the human operator requires enough time to look at each target (such that his chances of
classifying it correctly are increased), the following task scheduling question is natural: can the tasks be
scheduled (i.e., can the video feeds be queued) such that the user can always spend an adequate amount of
time looking at each target, and no target is missed.
The proposed solution to this scheduling problem utilizes the capabilities of the UAVs (i.e., range of flyable
speeds and trajectories) as a degree of freedom in the system. Changes of UAV speeds or trajectories are
scheduled throughout the mission as queuing conflicts arise (i.e., multiple targets are present in various video
feeds concurrently). These UAV schedules are used to alter the arrival times of the targets to the field of
view of the camera and their latency inside the field of view. The changes to the predetermined mission
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are such that a non-overlapping queue for the video feeds can be constructed and the conflict is resolved
in minimum time. Finally, since the inspection must be performed on-line the schedule guarantees that no
targets are missed and all targets can be looked at for a specified amount of time.
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Figure 1.2: Effects of the proposed scheduling policy
An example of the basic way in which the scheduling policy proceeds is summarized in Figure 1.2. The
duration of the tasks is depicted by light gray for task 1 (i.e., video feed of UAV1) and dark gray for task
2. The first row shows how tasks arrive to the system before a scheduling policy is applied. The second row
illustrates the effects of the scheduling policy on the task’s deadlines (deadline is increased) when conflicts
exist. The task deadline is increased by commanding the corresponding UAV to arrive at the target later
than nominally specified. This can be performed by flying at a slower speed and/or a longer trajectory.
Finally, the last row shows how tasks are scheduled for the human operator (HO) such that the HO always
has a specified amount of time (∆t) to process each one of them.
1.4 Organization of this Work
The work presented in this thesis is organized as follows. Chapter 2 presents the theoretical results which
led to the development of a Linear Program (LP) formulation. This LP constitutes the primary tool to
optimally resolve the scheduling conflicts and enable the creation of a non-overlapping schedule of the video
feeds. In order to develop this formulation, the surveillance problem is addressed in the simple case of
velocity scheduling. Through this chapter, properties of the LP are used to prove correctness properties of
an online algorithm that addresses the multi-UAV multi-target mission scenario.
In Chapter 3, the idea of trajectory modifications is introduced as an additional degree of freedom in the
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system. Theoretical correctness guarantees are derived and an online algorithm is proposed to construct
trajectory and velocity modifications in real time that implement the solution to the scheduling problem.
Up to this point, the correctness of the online algorithm depends highly on the separation between targets. In
Chapter 4, methodologies and heuristics are proposed that help generalize the online algorithm. Ultimately,
preserving the correctness properties without the need to enforce an inter-target distance. In this chapter a
numerical study is presented to illustrate the trade offs of the generalized approach in terms of mission time.
Up to this point it is assumed that the inspection time is fixed an predetermined for every target. Chapter
5 addresses the problem of enabling the human operator to specify the inspection time for each target in
real time. A set of maneuvers that enable targets to be inspected for arbitrary lengths of time is developed
and characterized. In order to reduce the unnecessary loitering time caused by these maneuvers, a cuing
mechanism for the human operator is proposed. Simulation results are presented to illustrate the effects of
the operator response to the cues in terms of mission time.
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Chapter 2
Scheduling Velocity Modifications
2.1 Model of the UAV
In this chapter, it is assumed that the UAVs travel along a predetermined flight path across some unknown
terrain. It is also assumed that the targets are located along the flight path of each UAV. Further, it
is assumed that the UAVs traverse this path at some speed v(x) that can change value instantaneously
(i.e., the UAVs can achieve infinite acceleration). The values of v(x) are constrained to be in the interval
[vmin, vmax] where vmin > 0.
   
C
h i
X 0
i
X1
i
Figure 2.1: Parameters of the UAV model
Figure 2.1 illustrates the parameters that will be used throughout this chapter to develop a mathematical
representation of the problem. The gray line depicts the predetermined flight path. The variable hi represents
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the path length that must be traversed by UAVi to reach its target (i.e., fly over the target). The length of
this path is depicted in blue. The path in red depicts the value of Xi0. The variable X
i
0 represents the path
length that must be traversed by UAVi before the target enters the footprint of the camera’s field of view.
The horizontal size of the camera’s field of view is given by C. Lastly, the green path represents the path
traversed by UAVi from the point of the fly-over to the point where the target leaves the field of view. The
length of this path is given by Xi1
2.2 The Two Equidistant Targets Problem
The two equidistant targets problem is a simplification of the general problem where there is only one target
for each UAV (i.e., n = 1). Additionally it is assumed that the initial distance hi between UAVi and its
target and the time of target inspection are the same for all i (h1 = h2 = h and ∆t1 = ∆t2 = ∆t). It will
soon be shown that the solution to this particular problem can be used in the non-equidistant (h1 6= h2)
case. Further the solution to this simple case will be used as the basis for the design of an online algorithm
to address the multiple target scenario.
In the two equidistant targets case, the problem is that of finding velocity schedules v1(x) and v2(x) for
UAV1 and UAV2 respectively, that minimize the time of completion of the deconfliction maneuver (i.e., the
time when both UAVs have completed the inspection of their target), while ensuring that both targets are
visible on the screen for at least ∆t. Note that the time of completion is defined as the time at which the
second UAV’s target leaves its field of view. Also note that the time that the target remains inside the field
of view of a UAV is not necessarily the time that it was displayed on-screen to the human operator.
In this formulation and without loss of generality it is assumed that UAV1 is the first UAV to survey a
target and UAV2 is next. Mathematically, this problem can be formulated as the following semi-infinite
linear program [21] (SILP):
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min
(h2+X
2
1 )∫
0
u2(x2) dx2 (2.1a)
subject to
(h2+X
2
1 )∫
0
u2(x2) dx2 −
X10∫
0
u1(x1) dx1 ≥ ∆t2 + ∆t1 (2.1b)
(hi+X
i
1)∫
Xi0
ui(xi) dxi ≥ ∆ti, i = 1, 2 (2.1c)
1
vmax
≤ ui(xi) ≤ 1
vmin
∀xi ∈
[
0, hi +X
i
1
]
, i = 1, 2 (2.1d)
where Xi0 = hi −Xi1 if hi ≥ Xi1 and 0 otherwise.
In (2.1), the new function variables ui (i=1,2) are introduced. This variables are defined as ui(xi) =
1
vi(xi)
,
so as to express the time it takes UAV i to fly from position y1 to y2 as
∫ y2
y1
ui(xi)dxi. Constraint (2.1c)
specifies that a target should be in UAV′is field of view for at least ∆ti. Constraint (2.1b) ensures that there
is at least an interval of ∆t2 + ∆t1 between the time at which UAV1’s target enters its field of view and
the time at which UAV2’s target leaves its field of view. This is a necessary and sufficient condition for the
existence of a schedule where each target can be looked at exclusively for ∆t time. Finally, constraint (2.1d)
guarantees that the velocity schedule lies within the flyable range of the UAVs.
SILP (2.1) has a finite number of linear constraints, but its variables, the functions xi 7→ ui(xi) for i = 1, 2,
are infinite dimensional. The following claim shows that an optimal feasible point can nevertheless be found
by solving a finite linear program.
Proposition 1 SILP (2.1) is feasible if and only if the following linear program is feasible:
min N2 (2.2a)
subject to N2 −M1 ≥ ∆t2 + ∆t1 (2.2b)
Ni −Mi ≥ ∆ti, ∀i (2.2c)
Xi0
vmin
≥Mi ≥ X
i
0
vmax
, ∀i (2.2d)
hi +X
i
1 −Xi0
vmin
≥ Ni −Mi ≥ hi +X
i
1 −Xi0
vmax
, ∀i (2.2e)
Additionally, if (N?1 , N
?
2 ,M
?
1 ,M
?
2 ) is an optimal point for linear program (2.2), then any schedule (u1, u2)
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satisfying
M?i =
Xi0∫
0
ui(xi) dxi (2.3a)
N?i =
(hi+X
i
1)∫
0
ui(xi) dxi ∀i = 1, 2 (2.3b)
is optimal for (2.1).
Before proving Proposition 1 note that the variables in LP (2.2) have the following interpretation: Ni denotes
the amount of time needed for UAVi to fly from a distance hi before reaching the target to a distance X
i
1
past the target (i.e., time of inspection completion). Similarly Mi refers to the time needed for UAVi to fly
from a distance hi before reaching the target to a distance X
i
1 before reaching the target (i.e., time before
target enters the field of view). Figure 2.2 illustrates the execution of a velocity schedule for each UAV
during a deconfliction maneuver.
   
T=0 T=M i T=N i
v i
1
v i
2
Figure 2.2: Execution of velocity schedules during a maneuver.
Proof 1 If (u1, u2) is a feasible point for (2.1), define Mi and Ni according to (2.3). Then constraints (2.2b
- 2.2c) follow directly from (2.1b - 2.1c). Constraint (2.2d) is also satisfied because, by definition of X0
Xi0 inf
xi∈[0,Xi0]
ui(xi) ≤Mi ≤ Xi0 sup
xi∈[0,Xi0]
ui(xi),
11
which, because constraint (2.1d) is satisfied, implies
Xi0
vmax
≤Mi ≤ X
i
0
vmin
. Likewise,
(hi +X
i
1 −Xi0) inf
xi∈[0,Xi0]
ui(xi) ≤ Ni −Mi ≤ (hi +Xi1 −Xi0) sup
xi∈[0,Xi0]
ui(xi),
which, by the same argument, shows that constraint (2.2e) is also satisfied. Conversely, let us assume that
(N1, N2,M1,M2) is feasible for linear program (2.2) and define functions u1 and u2 as
ui(xi) =

Mi
Xi0
for 0 ≤ xi < Xi0
Ni −Mi
hi +X
i
1 −Xi0
for Xi0 ≤ xi ≤ hi +Xi1.
(2.4)
Then, clearly,
∫Xi0
0
ui(xi)dxi = Mi and
∫ hi+Xi1
0
ui(xi)dxi = Mi + (Ni −Mi) = Ni.
Hence, constraints (2.1b) and (2.1c) are satisfied. Finally, the fact that Mi satisfies (2.2e) implies that
constraint (2.1d) is satisfied for all 0 ≤ xi ≤ Xi0. Likewise, the fact that (2.2e) is satisfied implies that (2.1d)
holds for all Xi0 ≤ xi ≤ hi+Xi1. All in all, it has been shown that linear program (2.2) is feasible if and only
if problem (2.1) is feasible.
It should be noted that the set of schedules (u1, u2) satisfying (2.3) for a fixed solution (N
?
1 , N
?
2 ,M
?
1 ,M
?
2 )
of (2.2) is infinite dimensional (and, in fact, defined only up to a set of measure zero). In particular, this
means that problem (2.1) has an infinite number of optimal points (all of which, of course, lead to the same
value). Among all those solutions, the piecewise constant schedule derived according to expression (2.4) is
particularly attractive, because it results in easy-to-track parameters for autonomous UAV flight. Note that
constant optimal solutions of the form ui(xi) = α ∀xi ∈
[
0, hi +Xi1
]
exist only if
M?i
Xi0
=
N?i
hi+Xi1
for all i.
Now, before moving on to the online multi-target case, three additional properties of the linear program (2.2)
are proved. This properties are instrumental in the development of the scheduling strategy in Section 2.3.
In order to simplify the analysis, for the remainder of this chapter it is assumed that the UAVs travel along
rectilinear trajectories. This assumption implies that Xi1 = C/2 for all i (see Figure 2.3). Note however,
that using the same rationale, similar results can be derived that generalize the LP properties to the case of
non-rectilinear trajectories.
Claim 1 Let vmin, vmax, C, and ∆t be given constants such that C ≥ vmin∆t. The set H defined as
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H = {h¯ > 0 | hi ≥ h¯, i = 1, 2⇒ linear program (2.2) is feasible} is non-empty. In addition,
H? := max
(
2∆tvmaxvmin − C2 (vmax + vmin)
vmax − vmin ,
C
2
)
∈ H.
In words, Claim 1 states that for any range of flyable velocities [vmin, vmax], field of view dimension, and
minimal inspection time, there exists a feasible schedule, provided that both UAVs start far enough from
their target, and the field of view is large enough to allow the operator to spend ∆t on a target when the
UAV is flying at the minimum speed.
   
h i
C
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Figure 2.3: Parameters for the case of rectilinear trajectories
Proof 2 Clearly, it is enough to prove the second statement of the claim. To do so, we show that if hi ≥ H?,
the schedule
u1(x1) =
1
vmax
, u2(x2) =
1
vmin
∀xi ∈
[
0, hi +
C
2
]
and i = 1, 2 (2.5)
is feasible for (2.1) and hence, by Proposition 1, that linear program (2.2) is feasible. Let hi ≥ H?, so that
hi ≥ C2 and Xi0 = hi − C2 in program (2.1). By definition of H?,
hi
(
1
vmin
− 1
vmax
)
≥ 2∆t− C
2
(
1
vmin
+
1
vmax
)
.
But ∆t1 = ∆t2 = ∆t and hence,
(
hi +
C
2
)
1
vmin
≥
(
hi − C
2
)
1
vmax
+ ∆t2 + ∆t1.
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Since hi = h for all i, this means that schedule (2.5) satisfies constraint (2.1b). In addition, constraint
(2.1d) clearly holds, while inequality (2.1c) is satisfied because of our assumption on C, ∆t, and vmax.
Hence, schedule (2.5) is feasible for (2.1) and the proof is complete.
Claim 2 Let h1 = h2 ≥ C2 and let vmin∆t ≤ C ≤ vmax∆t, and assume that program (2.1) is feasible. Let
0 ≤ s1 ≤ 1 + C2h2 and h˜1 = (1− s1)h2. Then, exactly one of the following two statements holds:
(i) h˜1 ≥ C2 and the following semi-infinite linear program is feasible
h2+
C
2∫
0
u2(x2)dx2 −
h˜1−C2∫
0
u1(x1)dx1 ≥ ∆t2 + ∆t1 (2.6)
h2+
C
2∫
h2−C2
u2(x2)dx1 ≥ ∆t2 (2.7)
h˜1+
C
2∫
h˜1−C2
u1(x1)dx1 ≥ ∆t1 (2.8)
1
vmax
≤ ui(xi) ≤ 1
vmin
∀xi ∈
[
0, hi +
C
2
]
and i = 1, 2 (2.9)
(ii) C2 > h˜1 > −C2 and the following semi-infinite linear program is feasible
h2+
C
2∫
0
u2(x2)dx2 ≥ 2∆t− s2∆t (2.10)
h2+
C
2∫
h2−C2
u2(x2)dx2 ≥ ∆t2 (2.11)
h˜1+
C
2∫
0
u1(x1)dx1 ≥ (1− s2)∆t (2.12)
1
vmax
≤ ui(xi) ≤ 1
vmin
∀xi ∈
[
0, hi +
C
2
]
and i = 1, 2 (2.13)
where s2 =
C
2 −h˜1
C .
In words, Claim 2 establishes the result that if a schedule for the equidistant target case is feasible then it is
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also feasible for all cases where the targets are not equidistant and the values of s1, s2 and h1 are as specified
by the claim.
Proof 3 Let (u1, u2) be feasible for SILP (2.1) for some values of h1, h2, C, ∆t1 and ∆t2, where h1 = h2
and ∆t1 = ∆t2. Note that in this program X
i
0 = hi− C2 since hi ≥ C2 by assumption. First, if (1−s1)h2 ≥ C2 ,
consider the pair of schedules (u˜1, u2) where
u˜1(x1) =

1
vmax
if 0 ≤ x1 ≤ h˜1 − C2
u1(x1 + s1h2) if x1 > h˜1 − C2 .
(2.14)
Then,
∫ h˜1+C2
h˜1−C2
u˜1(x1)dx1 =
∫ h1+C2
h1−C2
u1(y)dy ≥ ∆t1 and
h˜1−C2∫
0
u˜1(x1)dx1 =
1
vmax
(h˜1 − C
2
) (2.15)
≤ 1
vmax
(h1 − C
2
) (2.16)
≤
h1−C2∫
0
u1(x1)dx1 (2.17)
since u˜1(x1) ≥ 1vmax for all xi. Hence,
h2+
C
2∫
0
u2(x2)dx2 −
h˜1−C2∫
0
u˜1(x1)dxi ≥
h2+
C
2∫
0
u2(x2)dx2 −
h1−C2∫
0
u1(x1)dx1 ≥ ∆t2 + ∆t1,
which proves the claimed feasibility. In case (ii), C2 > h˜1 ≥ −C2 and
h˜1+
C
2∫
h˜1−C2
u˜1(x1)dx1 =
h+C2∫
h−C2
u1(y)dy (2.18)
i.e.,
h˜1+
C
2∫
0
u˜1(x1)dx1 −
h˜1−C2∫
0
u˜1(x1)dx1 ≥ ∆t . (2.19)
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Since u1(x1) ≥ 1vmax for all x1 then,
h˜1+
C
2∫
0
u˜1(x1)dx1 ≥ ∆t−
C
2 − h˜1
vmax
. (2.20)
But it is assumed that C∆t ≤ vmax and thus
h˜1+
C
2∫
0
u˜1(x1)dx1 ≥ ∆t−
C
2 − h˜1
C
∆t . (2.21)
Hence, by definition of s2
h˜1+
C
2∫
0
u˜1(x1)dx1 ≥ (1− s2)∆t . (2.22)
Also,
h1−C2∫
0
u1(x1)dx1 ≥
h1 − C2
vmax
∀x1 (2.23)
h1−C2∫
0
u1(x1)dx1 ≥
h˜1 − C2
vmax
(2.24)
h1−C2∫
0
u1(x1)dx1 ≥ −s2∆t (2.25)
since u1(x1) ≥ 1vmax for all x1. Hence,
h2+
C
2∫
0
u2(x2)dx2 −
h1−C2∫
0
u1(x1)dx1 ≥ ∆t2 + ∆t1 (2.26)
h2+
C
2∫
0
u2(x2)dx2 −
h1−C2∫
0
u1(x1)dx1 − s2∆t ≥ ∆t2 + ∆t1 − s2∆t (2.27)
and, finally since ∆t1 = ∆t2 = ∆t,
h2+
C
2∫
0
u2(x2)dx2 ≥ 2∆t− s2∆t (2.28)
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which proves the claimed feasibility.
Claim 3 The value of N?2 is an increasing function of h2 − h1.
In words, Claim 3 shows that the value of the optimal time at which the second UAV is done surveying its
target is an increasing function of the difference in the distance to the target of UAV2 and UAV1.
Proof 4 Take s1 > s˜1 so that h2 − s1h2 < h2 − s˜1h2. Now let (u1, u2) be feasible for LP (2.2) with s˜1 and
assume that h2 ≥ h2 − s˜1h2 ≥ C2 . First we define
u˜1(x1) =

u1(x1) if 0 ≤ x1 ≤ (h2 − s1h2)− C2
1
vmin
if (h2 − s1h2)− C2 < x1 ≤ (h2 − s˜1h2)− C2
u1(x1) if (h2 − s˜1h2)− C2 < x1 ≤ (h2 − s1h2) + C2 .
(2.29)
From this we know that
h2−s1h2+C2∫
h2−s1h2−C2
u˜1(x1)dx1 =
h2−s˜1h2−C2∫
h2−s1h2−C2
1
vmin
dx1 +
h2−s1h2+C2∫
h2−s˜1h2−C2
u1(x1)dx1 (2.30)
and
h2−s1h2+C2∫
h2−s1h2−C2
u˜1(x1)dx1 ≥
h2−s˜1h2−C2∫
h2−s1h2−C2
u1(x1)dx1 +
h2−s1h2+C2∫
h2−s˜1h2−C2
u1(x1)dx1 (2.31)
since u1(x1) ≤ 1vmin for all x1. Now since (u1, u2) is feasible for LP (2.2) with s˜1
h2−s1h2+C2∫
h2−s1h2−C2
u˜1(x1)dx1 ≥ ∆t1. (2.32)
Also
h2+
C
2∫
0
u2(x2)dx2 −
h2−s1h2−C2∫
0
u˜1(x1)dx1 =
h2+
C
2∫
0
u2(x2)dx2 −
h2−s1h2−C2∫
0
u1(x1)dx1 (2.33)
but, h2 − s1h2 − C2 < h2 − s˜1h2 − C2 and u1(x1) ≥ 0 for all x1, thus
h2+
C
2∫
0
u2(x2)dx2 −
h2−s1h2−C2∫
0
u˜1(x1)dx1 ≥
h2+
C
2∫
0
u2(x2)dx2 −
h2−s˜1h2−C2∫
0
u1(x1)dx1 ≥ ∆t2 + ∆t1 (2.34)
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Hence, (u˜1, u2) is feasible for LP (2.2) with s1. Now assume that
C
2 > h2 − s˜1h2 ≥ −C2 and define
uˆ1(x1) =
 u1(x1) if 0 ≤ x1 ≤ (h2 − s1h2) +
C
2
1
vmax
if (h2 − s1h2) + C2 < x1 ≤ (h2 − s˜1h2) + C2
(2.35)
Since (u1, u2) is feasible for LP (2.2) with s˜1 then
h2−s˜1h2+C2∫
0
u1(x1)dx1 ≥ ∆t− s˜2∆t (2.36)
and
h2−s˜1h2+C2∫
0
u1(x1)dx1 − (s1 − s˜1)h
C
∆t ≥ ∆t− s˜2∆t− (s1 − s˜1)h
C
∆t . (2.37)
By definition on s2
h2−s˜1h2+C2∫
0
u1(x1)dx1 − (s1 − s˜1)h
C
∆t ≥ ∆t− s2∆t . (2.38)
But for this particular case
h2−s1h2+C2∫
0
uˆ1(x1)dx1 =
h2−s˜1h2+C2∫
0
u1(x1)dx1−
h2−s˜1h2+C2∫
h2−s1h2+C2
uˆ1(x1)dx1 ≥
h2−s˜1h2+C2∫
0
u1(x1)dx1− (s1 − s˜1)h
C
∆t
(2.39)
Also
h2+
C
2∫
0
u2(x2)dx2 ≥ 2∆t− s˜2∆t (2.40)
and, since s˜2 ≤ s2, then
h2+
C
2∫
0
u2(x2)dx2 ≥ 2∆t− s2∆t (2.41)
Hence, (uˆ1, u2) is feasible for LP (2.2) with s1. This proves that for any feasible solution (u1, u2) for LP
(2.2) with s˜1 there exists another feasible solution for LP (2.2) with s1 such that N2(s1) ≥ N2(s˜1) if s1 > s˜1.
As a result N?2 is an increasing function of s1. But the inter-UAV distance is h2− (1− s1)h2 = s1h2. Hence
N?2 is an increasing function of the inter-UAV distance h2 − h1.
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2.3 The Multiple Target Problem
In the multiple target scenario each UAV must surveil n ≥ 2 targets. In order to formulate the multiple
target problem as a sequences of two-target problems it is assumed that there can be only one target at a
time in a given UAV’s field of view (i.e., the inter-target distance is larger than C).
The following algorithm (see Algorithm 1) schedules velocities for the UAVs using LP (2.2) in order to adjust
the latency of each target inside the UAV’s field of view such that the human operator can look at all targets
for at least ∆t amount of time. Furthermore the algorithm is designed to deal with the online version of the
multiple target problem where the UAVs have no knowledge of the position of their targets at the beginning
of the mission but can only detect a target when it is at a distance H. H can be thought of as the range of
some target detection sensor on board the UAV.
Algorithm 1 On-line Multi-target Strategy
vi = vtrim
executing = 0
while Not all targets have been surveiled do
if executing = 0 then
if current target of UAVi is in FOV then
vi = C/∆ti
if for all i UAVi has acquired current target then
vschi = schedule(h1, h2,∆t1,∆t2)
executing = 1
else
if UAVi is inside the FOV then
vi = v
sch
i (2)
else
vi = v
sch
i (1)
if UAVi is done with current target OR current target leaves FOV then
vi = vtrim
move to next target
if executing = 1 AND UAVi is last in the schedule then
executing = 0
update position of UAVs
In Algorithm 1, the variable executing is a boolean variable which indicates whether or not the two UAVs are
flying a velocity schedule produced by the LP for a pair of targets. In this chapter the execution of a velocity
schedule is referred to as a maneuver. If the UAVs are performing a maneuver the value of executing is equal
to one. The function schedule takes as inputs the distance to the target for each UAV and the necessary
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remaining time to complete the total required time of inspection of the target (i.e., ∆ti). This function
returns the vectors vschi with the two velocities v
sch
i (1) and v
sch
i (2) for each UAV. The velocity v
sch
i (1) is
scheduled to be flown before the target of UAV i enters its field of view while the velocity vschi (2) is scheduled
to be flow after the target of UAV i enters the field of view.
In words the algorithm performs as follows: The mission begins with both UAVs flying at the trim speed
vtrim. If one of the UAVs acquires a target (i.e., the target is within H distance from the UAV) and the
other UAV has not yet done so, then the video feed of the UAV that acquires the target is displayed to the
operator. This UAV also continues to fly at vtrim until the target enters the field of view and at this point
switches to v¯ = C∆ti . The other UAV continues to fly at vtrim. If at any point in time both UAVs have
an acquired target then a maneuver is triggered by calling the function schedule. This function computes
a velocity schedule by solving LP (2.2) with parameters h1, h2, ∆t1 and ∆t2. The schedule is executed by
having both UAVs fly at the found velocities vschi (1) and v
sch
i (2). The video feed of the UAV closest to its
target is displayed to the human operator at the beginning of the maneuver. Once the target of this UAV
has been inspected for ∆t time, the video feed of the second UAV is displayed to the human operator until
the end of the maneuver (i.e., the target has been looked at for ∆t time or it has left the field of view).
It should be noted that if the target of the first UAV to acquire is already in the field of view then only
vsch1 (2) applies to that UAV during the maneuver. The velocity schedule terminates for each UAV once it is
done inspecting the target for ∆t time, at which point the particular UAV resumes flying at vtrim. However,
the maneuver is still considered in execution as long as at least one of the UAVs is not done inspecting its
target. While the maneuver is in execution the video feed to be displayed to the human operator can not
be chosen arbitrarily. Further, no new maneuver will be triggered before the end of a maneuver even if the
UAV that finished its part of the maneuver first acquires a new target.
The following theorem ensures the correctness of the algorithm (i.e., that a velocity schedule can be generated
every time one is needed), and further guarantees that no target will be missed (i.e., that every target can
be inspected by the human operator for a time longer than ∆t) if the inter-target distance between any two
consecutive targets of each UAV remains above the proposed lower bound.
Theorem 1 Let vmin∆t ≤ C ≤
(
2vmax + vmin − v
2
max
vmin
)
∆t, vmin ≤ vtrim ≤ vmax and H ≥ H?, if the
inter-target distance ek→k+1i between target k and k + 1 of UAVi satisfies the following inequality for all k:
ek→k+1i ≥
vtrim
vmax
(
H? − C
2
)
+ ∆t(vtrim + vmin) (2.42)
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then the following statements hold true.
1. LP(2.2) is feasible every time it is called in the execution of Algorithm 1.
2. No new target is acquired by the second UAV in a maneuver until the end of that maneuver. (i.e., no
target is missed and every target can be looked at for at least ∆t amount of time).
Proof 5 From Algorithm 1 and because a target is acquired only when its distance to the UAV is less than
H, it is clear that maneuver k will only be started if one of the UAVs is at a distance H from its target and
the other UAV is at a distance hk from its target, where H ≥ hk ≥ −C2 . At the time when maneuver k is
triggered in Algorithm 1, the schedule function is called with one of the following parameter options (without
loss of generality it is assumed that UAV1 is closest to its target):
(i) schedule(h2 = H, H ≥ hk1 > C2 , ∆t1 = ∆t, ∆t2 = ∆t). This case depicts a situation where neither
target has spent any time inside the field of view of either UAV prior to the maneuver.
(ii) schedule(h2 = H,
C
2 ≥ hk1 ≥ −C2 , ∆t1 = ∆t− s2∆t, ∆t2 = ∆t) where s2 =
C
2 −H+s1H
C . In this case,
target k of UAV1 has already spent some time in the field of view prior to the maneuver. Note that the
value of s2 indicates that target k was inspected by the operator for the entire time that it remained in
the field of view before the maneuver.
(iii) schedule(h2 = H,
C
2 ≥ hk1 ≥ −C2 , ∆t1 = ∆t− s2∆t, ∆t2 = ∆t) where s2 <
C
2 −H+s1H
C . Similarly to
the previous case the target of UAV1 has already spent some time s2∆t in the field of view prior to the
maneuver. However, it is possible that target k is not inspected by the operator during the entire time
that it remained in the field of view before the maneuver, because a previous maneuver was in execution
(i.e., the human operator was inspecting target k − 1 of UAV2 from maneuver k − 1). Thus resulting
in a smaller value of s2.
By Claim 2 LP (2.2) will be feasible whenever the schedule function is called in algorithm 1 with parameters
as described in cases (i) and (ii). Consequently statement 1 holds true in this case. In case (iii) however,
Claim 2 alone does not guarantee feasibility of the LP since the value of s2 <
C
2 −H+s1H
vmax∆t
. Consequently it is
possible a priori that statement 1 does not hold.
In order to prove that statement 1 always holds, it will be shown that whenever case (iii) is encountered, the
value of s2 is large enough such that LP (2.2) is feasible. Note that case (iii) only occurs when maneuver k
immediately follows maneuver k − 1.
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Let maneuver k − 1 be feasible with, H ≥ hk−11 ≥ −C2 and hk−12 = H. Also let ek−1→k1 ≥ vtrimvmax
(
H − C2
)
+
∆t(vtrim + vmin). From Figure 2.4, e
k−1→k
1 = h
k
1 − hk−11 + ∆k−1x+ , where ∆k−1x+ is the separation between
the UAVs at the end of maneuver k − 1. Now define dk−1x = d1 − d2 as the difference between the distance
traveled by UAV1 and UAV2 during maneuver k− 1. Therefore, it is possible to write ∆k−1x+ = ∆k−1x− + dk−1x .
From Figure 2.4, ∆k−1x− = H − hk−11 . Also, d2 = H + C2 . Since UAV1 resumes flying at vtrim at time N1
and UAV2 will not be done with its target until time N2 then d1 = (N2 − N1)vtrim + N1vsch1 (2). Further,
∆k−1x+ = (N2 −N1)vtrim +N1vsch1 (2)− C2 − hk−11 and
ek−1→k1 = h
k
1 − hk−11 + (N2 −N1)vtrim +N1vsch1 (2)−
C
2
− hk−11 . (2.43)
Since it is assumed that ek−1→k1 ≥ vtrimvmax
(
H − C2
)
+ ∆t(vtrim + vmin) then,
hk1 − hk−11 + (N2 −N1)vtrim +N1vsch1 (2)−
C
2
− hk−11 ≥
vtrim
vmax
(
H − C
2
)
+ ∆t(vtrim + vmin) (2.44)
and
hk1 ≥
vtrim
vmax
(
H − C
2
)
+ ∆t(vtrim + vmin) + 2h
k−1
1 +
C
2
− (N2 −N1)vtrim +N1vsch1 (2) . (2.45)
Now, observe the following. By assumption hk−11 ≥ C2 . Also for hk−11 = −C2 the value of N1 is minimal
(i.e., N1 = 0). Further for h
k−1
1 = −C2 and N1 = 0, it follows from Claim 3 that the value of N2 is maximal.
Consequently, N2 − N1 is maximal. In addition N2 = H−
C
2
vmax
+ ∆t since there is no need for UAV2 to slow
down prior to its target entering the field of view since UAV1’s target has been inspected (i.e., N1 = 0).
Therefore a more strict bound on (2.45) is:
hk1 ≥
vtrim
vmax
(
H − C
2
)
+ ∆t(vtrim + vmin)− C
2
−
(
H − C2
vmax
+ ∆t
)
vtrim (2.46)
hk1 ≥ vmin∆t−
C
2
(
i.e.,
hk1 +
C
2
vmin
≥ ∆t
)
(2.47)
Consequently, UAV1 is able to inspect target k for at least ∆t time. Further,
hk1+
C
2
vmin
≥ ∆t − s2∆t for
0 ≤ s2 ≤ 1. Therefore, by enforcing the assumed intertarget distance ek−1→k1 , the LP is always feasible in
case (iii). Finally, in order to show that statement 2 always holds it suffices to show that ek→k+1 ≥ H + C2 .
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From the lower bound on ek→k+1 it is sufficient to show that the following holds:
vtrim
vmax
(
H − C
2
)
+ ∆t(vtrim + vmin) ≥ H + C
2
. (2.48)
Since vtrim ≥ vmin it is sufficient that
vmin
vmax
(
H − C
2
)
+ 2vmin∆t ≥ H + C
2
(2.49)
or
H ≤ 2vmaxvmin∆t−
C
2 (vmax + vmin)
vmax − vmin . (2.50)
Now, by definition H = max
(
2∆tvmaxvmin−C2 (vmax+vmin)
vmax−vmin ,
C
2
)
. If C ≤ 2vmin∆t it can be shown that
2vmaxvmin − C2 (vmax + vmin)
vmax − vmin ≥
C
2
. (2.51)
By assumption C ≤
(
2vmax + vmin − v
2
max
vmin
)
∆t wich implies that 2vmin∆t ≥
(
2vmax + vmin − v
2
max
vmin
)
∆t,
then H =
2∆tvmaxvmin−C2 (vmax+vmin)
vmax−vmin and consequently (2.50) holds as equality.
2.4 Simulations and Discussion
The solution to the two equidistant targets problem (i.e., the velocity schedules that allow the operator to
inspect each target for at least ∆t time) given by LP (2.2) consists of enforcing a switch in velocities for the
UAVs before and after the target of UAVi has entered the field of view. Using the notion that a two velocity
switch solution is sufficient for optimality, it is possible to construct strategies that are simpler to compute
than solving LP (2.2). For instance, consider the following simple strategy : assign the first UAV to fly at
vmax prior to its target entering the field of view and switch to vmin after (i.e., v
1
1 = vmax and v
2
1 = vmin),
and assign the second UAV to fly at vmin for the entire maneuver (i.e., v
1
2 = v
2
2 = vmin) . It should be clear
that this particular strategy is feasible for LP (2.2) and therefore allows the operator to spend at least ∆t
time on each target.
Figures 2.5 and 2.6 illustrate the regions in ∆t vs. C parameter space (for vmin = 20, vmax = 30, h = 250)
where both LP (2.2) and the simple strategy are feasible. Green (light) circles denote feasible schedules for
which N2 = 2∆t + M1 (i.e., each target spends exactly ∆t time inside the field of view) . The blue (dark)
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Figure 2.4: This figure depicts the assumptions stated in the proof of Theorem (1).
squares denote feasible schedules for which N2 > 2∆t + M1 (i.e., at least one target spends more than ∆t
time inside the field of view). The black crosses denote the values of C and ∆t for which a feasible schedule
does not exist. The red line in both figures denotes the boundary of the feasible points of LP (2.2). Note
that the feasibility boundary is the same for both strategies. Also, note that whenever LP (2.2) is feasible
it admits the simple strategy solution as a feasible point.
In the context of human operator performing a target classification task, it is typically desired that the video
feed being presented to the human is of the highest possible quality. It is also desired that the human be
able to inspect this video for the largest amount of time permissible, in order to increase the confidence on
his/her decisions. In order to maximize the video quality, the UAV must fly closer to the ground which
results in a smaller area coverage of the camera’s field of view. Taking this into consideration, it should be
clear that for the type of missions of interest to this work, it is desired to operate along the boundary of the
feasible points of LP (2.2) (red line in Figures 2.5 and 2.6), in order to maximize both the time of inspection
and the quality of the video feed.
In terms of feasibility of the velocity schedule in the two equidistant targets case, there is no visible advantage
to using LP (2.2) over the simple strategy. There is however, a strong benefit to using LP (2.2) (instead of
just any other feasible strategy) to compute the velocity schedule in the multiple non-equidistant target case.
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Figure 2.5: Feasibility region of the simple strategy solution.
This fact is illustrate by the following simulation results. The simulations were implemented in Matlab using
the CVX toolbox to solve the linear programs. In order to compare the effects of the LP velocity schedule
against the velocity schedules generated using the simple strategy, two version of the schedule function in
Algorithm 1 were implemented. The first version uses LP (2.2) to solve for the velocity schedule while the
second version uses the simple strategy.
Table 2.1. shows the results of 2 sets of 50 simulation trials. The parameters used are: vmin = 20 m/s,
vmax = 35 m/s, vtrim = 25 m/s, C = 45 m, ∆t = 2 s, H = H
? = 104.2 m and emin = 148.3 m. For the
first set (Sim 1 on Table 2.1) the value of the maximum intertarget distance was set to be emax = 2× emin
m. For the second set (Sim 2 on Table 2.1) emax = 3× emin m.
The location of the targets was generated at random in the interval [emin, emax]. A total number of 10 targets
per UAV per mission were generated. The purpose of this simulation is to compare the mission performance
in the multiple non-equidistant target case using Algorithm 1 with each of the schedule functions (LP and
simple strategy). In order to do this an entire mission for each set of randomly generated targets is executed
using each schedule function and keeping track of whether at any point in the mission the generation of a
velocity schedule fails or a target is not looked at for at least ∆t amount of time.
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Figure 2.6: Feasibility region of the LP solution.
The first column of Table 2.1 shows the schedule function used to compute the velocities. The second column
is the mission success rate. A mission is said to be successful if all targets are looked at for a time greater
or equal to ∆t and every call to the schedule function returns velocities in the interval [vmin, vmax]. This
percentage illustrates how many missions out of the total 50 were successful. Finally the third column shows
the average final time of mission completion. The mission completion time is the time it takes for both
UAVs to surveil their corresponding 10 targets. This time gives insight about the effect of each velocity
computation method on the duration of the mission. Note that only successful missions are counted toward
this time average.
Schedule Function
Total Mission Average Mission
Success Rate [%] Completion Time[s]
Sim 1 Sim 2 Sim 1 Sim 2
Simple Strategy 72 76 99.3 132.7
LP 100 100 92.6 126.4
Table 2.1: Simulation Results
As expected, results show that the LP strategy has 100% success rate as guaranteed by Theorem 1. In
contrast, the simple strategy has lower success rates which are also affected by the value of emax. An
intuitive explanation for this difference is as follows: The nature of the LP is to minimize the time at which
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the second UAV is done surveiling its target. In this sense it is always trying to increase the velocity of
the second UAV as much as possible such that the targets can be looked at for at least ∆t amount of time.
Consequently the LP imposes an inherent bound on the inter-UAV distance and thereby makes it possible
to construct a lower bound on the inter-target distance that guarantees feasibility. Moreover, any strategy
that does not bound the inter-UAV distance will create situations in multi-target missions where either a
target is missed or a velocity schedule does not allow the operator to look at all targets for at least ∆t time.
Map View Camera view UAV1
UAV1
UAV2
v=25.00
v=25.00
x=797.93
x=844.46
dx=46.53
(a) Simulation using simple strategy
Map View Camera view UAV1
UAV1
UAV2
v=22.50
v=25.00
x=797.95
x=748.06
dx=49.89
(b) Simulation using LP
Figure 2.7: Comparison of two simulations with the same targets using both the LP and the simple strategy.
Figure 2.7 further illustrates the difference between the execution of a mission that uses LP (2.2) and one
that uses the simple strategy to generate the velocity schedules. Figure 2.7(a) shows a zoomed-in view of
the simulation screen during a 10 non-equidistant target simulation using the simple strategy. The targets
shown are numbers 1, 2 and 3. Figure 2.7(b) shows a view of the simulation screen for the same set of targets
using the LP. Both simulations were paused at the same instant in time which corresponds to the time at
which target 2 of UAV1 (UAV on the left) leaves the field of view after being inspected for ∆t time. At this
time, in both cases UAV2 has already acquired target 3. However, through the simple strategy it can be
observed that the remaining time in field of view for target 3 is very small compared to the LP case where
target 3 has not yet entered the field of view. In this particular scenario target 3 of UAV2 is only looked at
for 0.65 seconds, while the value of ∆t is 2 seconds. Note that the positions of the UAVs with respect to one
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another are different for the two simulations. This fact is what makes a difference in the feasibility of target
3. Another important point is that the average final mission time is lower for the LP simulations, suggesting
that minimizing the time of completion of each conflict maneuver helps reduce the total mission time.
2.5 Extension to Multiple UAVs
In this section two ways to approach the multiple UAV case are investigated. The first option is to extend
LP (2.2) to the general case of n UAVs. The LP is as follows for i = 1, 2, ...., n, where UAVs are ordered
according to hi such that UAV1 is the UAV with smallest h and UAVn is the UAV with largest h. This
ordering is given by the index vector q. For example, in the case of four UAVs, if UAV3 and UAV2 are in
conflict and h2 ≥ h3 then q = [3, 2].
min Nq(n) (2.52)
sub. to Nq(i) −Mq(j) ≥
i∑
k=j
∆tq(k), ∀j < i and i = 2, .., n, j = 1, .., n− 1 (2.53)
Nq(i) −Mq(i) ≥ ∆tq(i), ∀i (2.54)
X
q(i)
0
vmin
≥Mq(i) ≥ X
q(i)
0
vmax
, ∀i (2.55)
hq(i) +
C
2 −Xq(i)0
vmin
≥ Nq(i) −Mq(i) ≥
hq(i) +
C
2 −Xq(i)0
vmax
, ∀i (2.56)
In this approach the value of the minimum intertarget distance emin depends on n and is equal to:
emin(n) =
 vmin∆t+
(
H?(2)−C2
vmax
+ ∆t
)
vtrim if n = 2
vmin∆t+
(
H?(n)+C2
vmin
)
vtrim if n > 2
(2.57)
where H?(n) is defined as follows:
H?(n) =
n · vmaxvmin∆t− C2 (vmax + vmin)
vmax − vmin for n ≥ 2. (2.58)
The second approach consists of grouping the UAVs in p groups of n UAVs each. In this case an LP
formulation for n targets can be used to schedule the UAVs in each group that are in conflict. Since only one
group can be scheduled at a time then the groups will take turns to be scheduled according to some pattern
Φ. For example if there are 3 groups, two possible patterns can be 1− 2− 3− 1 or 1− 2− 3− 2− 1. This
patterns can be represented by Φ1 = [φ1 = 2, φ2 = 2, φ3 = 2] and Φ2 = [φ1 = 3, φ2 = 1, φ3 = 3] respectively.
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The value of φg for group g indicates how often group g is scheduled. For example if φg = 2 it means that
group g will be scheduled every 2 groups.
This approach is considered in order to reduce the value of the inter-target distance since grouping the UAVs
reduces the number of conflicts that must be resolved concurrently. However, in order to guarantee the
feasibility of every LP it is not only necessary to enforce the minimum inter-target distance egmin for the
targets of the UAVs within group g but also to enforce the pattern Φ. This can be achieved by enforcing
an inter-group distance fmin, defined as the minimum distance between every target k of group g and every
target k of group g − 1 if group g is to be scheduled immediately after group j − g. The values of egmin and
fmin that guarantee the feasibility of LP and further, that no targets are missed are defined as follows:
egmin(n, φg) =
 vmin∆t+
(
H?(n)−C2
vmax
+ ∆t
)
vtrim + n(φg − 1)
(
H?(n)−C2
vtrim
+ ∆t
)
vtrim if n = 2
vmin∆t+
(
H?(n)+C2
vmin
)
vtrim + n(φg − 1)
(
H?(n)−C2
vtrim
+ ∆t
)
vtrim if n > 2
(2.59)
fmin(n) =
(
H?(n) + C2
vmin
)
vtrim . (2.60)
2.6 Summary
In this chapter the task scheduling problem is addressed via the scheduling of velocity modifications The
range of flyable velocities of the UAVs is used to alter the times of arrival and latency of the targets in the
field of view of each UAV. A Linear Program formulation is used to find the velocity profiles for the case
of two equidistant targets such that both targets can be inspected by a human operator for a fixed amount
of time ∆t. Properties of the LP enable the extension of the equidistant targets case solution to the more
general non-equidistant scenario. These properties also facilitated the development of an online algorithm
that uses the two equidistant targets solution as a building block in order to develop a velocity scheduling
strategy for the multiple non-equidistant target problem.
Lower bounds for the inter-target distance are used to guarantee that the LP is always feasible throughout
the execution of a mission. Thereby, ensuring the correctness of the algorithm. In other words, given the
system parameters vmax, vmin, C, H and ∆t a value for the minimum distance between the targets of
each UAV can be computed such that if this distance is enforced, then the algorithm will never fail and all
targets are guaranteed to be inspected for ∆t. A feasibility analysis and simulation results are provided as
justification for the use of the LP to compute the velocity schedules in the online algorithm as opposed to
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more trivial formulations. Lastly, two methodologies are proposed that extend the correctness guarantees of
the online algorithm to the case of more than two UAVs.
As previously mentioned, it is of interest to this work to be able to develop scheduling strategies that
accommodate for missions where the location of targets is truly unknown. To this extent, the dependence
of the proposed algorithm on the inter-target distance poses a challenge. The value of the minimum inter-
target distance can also be interpreted as a metric for the target density that the algorithm can support to
guarantee some level of mission success. Consequently, reducing this lower bound is essential. In the next
chapter the idea of trajectory modifications is investigated as a new degree of freedom in the system that
will help reduce the value of the inter-target distance required for correctness of the online algorithm.
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Chapter 3
Scheduling Trajectory Modifications
3.1 General Problem Description
In this chapter the scheduling problem is addressed by introducing the trajectory of the UAVs as a degree of
freedom in the system that may relax the bounds on the LP constraints. In order to do this, the UAVs are
first modeled as vehicles that travel forward in a two dimensional space (the altitude of the UAVs is assumed
constant) at constant velocity and with constrained turning radius (i.e., Dubins vehicles [22]). This model
is vastly used in the robotics community to describe the motion of ground vehicles. The model has also been
extended to vehicles such as aircraft which motion can be in a 2 or 3 dimensional space [23]. Further, it
has been shown that the paths that these vehicles traverse (Dubins paths) are easily traceable by typical
autopilot systems on-board UAVs that perform navigation through GPS waypoint tracking [24].
As in the velocity scheduling approach, in this approach it is also assumed that the UAVs travel along a
predetermined path. This path is specified piecewise as a Dubins path. The location of the targets is also
assumed to be unknown at the beginning of the mission and can only be determined when a target enters
the range of a target detection sensor now modeled as a semi-circumference of radius H. In addition, the
targets are assumed to be somewhere along the predetermined path of the UAV. Finally, and as assumed in
the velocity scheduling approach, the time of target inspection ∆t is assumed to be fixed and known.
The general problem setup is depicted in Figure 3.1. The black dot represents the targets which is located
along the predetermined flight path of the UAV (black dashed line). The cyan semi-circumference represents
the range of the target detection sensor. The red dashed line is the shortest path to the target from the
point of target acquisition and the blue dashed line is a possible elongation of the red path.
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Figure 3.1: General setup for the trajectory scheduling approach.
In the the two UAV scenario the task scheduling problem (i.e., the problem of finding times N and M that
guarantee the schedulability of the video feeds) is solved using a modification to LP (2.2). target problem
with the UAV trajectory as the degree of freedom is first analyzed. In this setup a modification of LP (2.2)
is used to compute the times N and M that guarantee the schedulability of the video feeds. The modified
LP is as follows:
min N2 (3.1a)
subject to N2 −M1 ≥ ∆t2 + ∆t1 (3.1b)
Ni −Mi ≥ ∆ti, ∀i (3.1c)
Mmaxi ≥Mi ≥Mmini , ∀i (3.1d)
Nmaxi ≥ Ni −Mi ≥ Nmini , ∀i (3.1e)
The main problem becomes that of choosing the appropriate values for the bounds Mmaxi , M
min
i , N
max
i and
Nmini in LP(3.1). The choice of these bounds must be such that the solution to the LP is implementable.
This means that for any solution to the LP there must exist a flyable UAV trajectory that attains the
times Ni and Mi. In the remainder of this chapter the Dubins shortest path formulation is used to develop
analytical expressions for these bounds. Further, bounds that take into account both velocity and trajectory
constraints are develped. Ultimately, a methodology is proposed that takes advantage of both trajectory
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and velocity scheduling to solve the task scheduling problem.
3.2 The Dubins Vehicle Model
A Dubins vehicle is a car that moves in a two dimensional configuration space and is restricted to travel
forward at a constant speed v and constrained by a minimum turning radius ρmin [22]. The kinematic
model of this type of vehicle is as follows:
x˙ = v · cos(θ) (3.2)
y˙ = v · sin(θ) (3.3)
θ˙ =
u
ρ
(3.4)
The configuration of the Dubins vehicle can therefore be represented by q = (x, y, θ).
3.2.1 The Dubins Shortest Path
As proved in [25], there are three motion primitives from which all optimal Dubins paths can be constructed
(see Table 3.1). The shortest Dubins path between any two configurations qI and qG can always be rep-
Symbol u
S: Straight travel 0
R: Clockwise turn -1
L: Counter-clockwise turn 1
Table 3.1: Dubins Motion Primitives
resented by a combination of no more than three of the motion primitives. Since two or more consecutive
primitives of the same type in a word can be grouped into one, only ten words are needed to represent
all paths of word length three. However, Dubins showed in [22] that only six of these words are optimal.
Therefore, the shortest path can always be represented by one of the following words [25]:
{LαRβLγ , RαLβRγ , RαSdRγ , RαSdLγ , LαSdLγ , LαSdRγ} (3.5)
where α, γ ∈ [0, 2pi), β ∈ (pi, 2pi), and d ≥ 0. In such a way, a path specified by the word RαSdLγ indicates
that the vehicle must perform a clockwise turn of α degrees followed by a straight segment of distance d,
followed by a counter-clockwise turn of γ degrees (see Figure 3.2).
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Figure 15.4: The trajectories for two words are shown in W = R2.
To be more precise, the duration of each primitive should also be speciﬁed.
For L or R, let a subscript denote the total amount of rotation that accumulates
during the application of the primitive. For S, let a subscript denote the total
distance traveled. Using such subscripts, the Dubins curves can be more precisely
characterized as
{LαRβ Lγ, Rα Lβ Rγ, Lα Sd Lγ, Lα SdRγ, Rα Sd Lγ , Rα SdRγ}, (15.45)
in which α, γ ∈ [0, 2π), β ∈ (π, 2π), and d ≥ 0. Figure 15.4 illustrates two cases.
Note that β must be greater than π (if it is less, then some other word becomes
optimal).
It will be convenient to invent a compressed form of the words to group together
paths that are qualitatively similar. This will be particularly valuable when Reeds-
Shepp curves are introduced in Section 15.3.2 because there are 46 of them, as
opposed to 6 Dubins curves. Let C denote a symbol that means “curve,” and
represents either R or L. Using C, the six words in (15.44) can be compressed to
only two base words:
{CCC, CSC}. (15.46)
In this compressed form, remember that two consecutive Cs must be ﬁlled in by
distinct turns (RR and LL are not allowed as subsequences). In compressed form,
the base words can be speciﬁed more precisely as
{CαCβ Cγ, Cα SdCγ}, (15.47)
in which α, γ ∈ [0, 2π), β ∈ (π, 2π), and d ≥ 0.
Powerful information has been provided so far for characterizing the shortest
paths; however, for a given qI and qG, two problems remain:
1. Which of the six words in (15.45) yields the shortest path between qI and
qG?
Figure 3.2: Illustration of two distinct Dubins shortest paths (taken from [25]).
The six words that represent the Dubins Shortest Paths (DSPs) can be further classified into two different
path type groups. The first group accounts for all the paths of type {T, S, T} w ere T represents a left or
right turn and S represents a straight segment. The second group is formed by the paths of type {T, T, T}.
Now, given two configur tions qI and qG it is possible to determine if the Dubins Shortest Path (DSP) is of
the form {T, S, T} or {T, T, T}. Claim 4 states a result that will become essential in order to ensure that
the DSP is always of the from {T, S, T}.
Claim 4 Let qI = (xi, yi, θi) and qG = (xg, yg, θg) be the initial and final configurations of a Dubins vehicle.
Then if θi = θg = arctan
(
yg−yi
xg−xi
)
(i.e., if the heading at qI points in the direction of qG), the DSP from qI
to qG is of the form {T, S, T} where the arc length of the T segments is equal to zero.
Proof 6 Given that θi = θg and θi points in the direction of qG, the vehicle can reach qG from qI by
traveling along the straight line segment that connects the points (xi, yi) and (xg, yg). Since the length of this
line segment corresponds to the shortest distance between the two points, this line segment is the shortest
path between qI and qG.
3.2.2 DSP Path Elongations
In order to introduce the length of the path as a degree of freedom in the system it is essential to devise
a method to construct pat elongation for one or both segm nts of the deconflic ion maneuver. These
segments are that from the point of target discovery (i.e., Target is H distance away from UAV) to the point
where the target enters the field of view (FOV), and the segment from this point to where the target leaves
the FOV.
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First, note that by performing loops around one of the minimum turn radius circles tangent to qI the path
can be infinitely elongated in intervals of 2piρ. However, it is of interest to this work to be able to arbitrarily
specify the path elongation in order to construct paths that meet the prescribed time values (Ni and Mi)
given by the LP solution.
The types of elongations proposed in this section are based on the method proposed in [26] for a different
goal, and referenced here for the reader’s convenience. This method suggests that the straight ”S” segment
of a DSP of the form {T, S, T} can be used to arbitrarily elongate the path from qI to qG of the Dubins
vehicle, within some interval. This type of elongations are illustrated in Figure 3.3, where ls is the length of
the straight segment and ρ is the turn radius of the vehicle.
Claim 5 Let P1 be a DSP of the form {T, S, T} from configuration qI to configuration qG, with turn radius
ρ. Let l1 be the length of P1 and ls be the length of the straight segment of P1. Then the following holds:
(i) If 0 ≤ ls < 4ρ, then for all l2 ∈ [l1, l1 + lmax − ls], there exists a Dubins path P2 of the form
{T, S, T, T, T, S, T}, joining qI and qG, with turn radius ρ and of length l2, where:
lmax = 4ρ · arcsin
(
ls
4ρ
)
. (3.6)
(ii) If ls ≥ 4ρ, then for all l2 ≥ l1 there exists a Dubins path P2 of the form {T, S, T, S, T, S, T, S, T},
joining qI and qG, with turn radius ρ and of length l2.
Proof 7 From geometry, the length of the elongated segment of the path in Figure 3.3a is lmax = 4ρλ where
λ = arcsin
(
x
4ρ
)
and x is the length of the straight segment of the path ls. It is also true that for any value of
ls ∈ [0, x] an elongation of the path of the form {T, S, T, T, T, S, T} can always be constructed. Consequently,
(i) holds. From Figure 3.3b, it should be clear that for any value of ls ≥ to 4ρ an elongated path of the form
{T, S, T, S, T, S, T, S, T} can be constructed. For such an elongation, the length of the elongated segment is
lmax = 2piρ+ 2s. Since a path can be created for any value of s ∈ [0,+∞], (ii) also holds.
Claim 5 states that any DSP of the type {T, S, T} where l is the length of the path, x is the length of the
straight segment S and ρ is the associated turn radius, can be arbitrarily elongated to lengths in the interval
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Figure 3.3: Elongations of the straight segment of a Dubins path. a) Elongation for 0 ≤ ls < 4ρ. b)
Elongation for ls ≥ 4ρ.
(l, l + lmax − x] where lmax is given by the following function:
lmax(x, ρ) =

4ρ · arcsin
(
x
4ρ
)
for 0 ≤ x < 4ρ
+∞ for 4ρ ≤ x
(3.7)
Claim 6 Let P1 be a Dubins path of the form {T, S, T, T, T, S, T} of length l1 and turn radius ρ. Then,
there exists a Dubins path P2 of the form {T, S, T, T, T, S, T}, or {T, S, T, S, T, S, T, S, T} of length l2 = l1
and turn radius ρ¯ for any 0 < ρ¯ ≤ ρ.
Proof 8 The elongated segment of P1 is P1a = {T, T, T}. Therefore 0 ≤ x < 4ρ and the segment’s length
is l1a = 4ρλ. If x ≥ 4ρ¯, the elongated segment of P2 is P2a = {T, S, T, S, T} of length l2a = 4ρ¯λ¯ + 2s (see
Figure 3.3). In this case it is sufficient to show that there exist 0 ≤ λ¯ ≤ pi/2 and 0 ≤ r ≤ ∞ such that
4ρλ = 4ρ¯λ¯+ 2r. By making λ¯ = pi/2 it is easy to see that any length can be achieved via r. Now, if x < 4ρ¯,
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the elongated segment of P2 is P2b = {T, T, T} of length l2a = 4ρ¯λ¯. Then it is sufficient to show that there
exist 0 ≤ λ¯ < pi/2 such that 4ρλ = 4ρ¯λ¯. Since λ¯ = arcsin(x/4ρ¯) it follows that λ¯ < pi/2.
Claim 6 states that the path length achieved by any elongated Dubins path can always be achieved by
another elongated Dubins path of smaller turn radius.
3.3 Implementing Velocity and Trajectory Scheduling
In this section, the trajectory modification and velocity scheduling results are used to develop a scheduling
strategy for the case of two UAVs and multiple targets per UAV. The scheduling strategy incorporates both
trajectory and velocity changes in an effort to reduce the values of H? and emin required for correctness. The
following assumptions are made in order to facilitate the construction of correctness guarantees through the
values of H? and emin. These values will serve as a metric to benchmark the performance of the trajectory
and velocity scheduling strategies.
First, it is assumed that the predetermined surveillance path of each UAV is a lawnmower type pattern (see
Figure 3.4). The targets are assumed to be in the region along which the UAV is traveling with constant
heading (i.e., region of interest). Thus for any configuration qI and qG throughout the mission, when a
maneuver is required, it is guaranteed that θi = θg and θi points in the direction of qG. By Claim 4 this
assumption ensures that the DSPs to the target will always be of the type {T, S, T} and elongations can
be performed as previously illustrated. The third assumption is that both the size of the horizontal field
of view and the horizontal range of the target detection sensor are the same. Further, their size is equal
to the distance between any two straight segments of the lawnmower pattern. Thus, the only trajectory
changes during the mission are those prescribed to meet the schedule and no maneuvers are performed to
reach a particular target or to place the target in a particular region of the field of view. This assumption
also ensures that the region of interest will be fully inspected.
3.3.1 Modified Bounds for the Linear Program
The back bone of the scheduling strategy comes from LP (3.1). As mentioned previously, this LP returns
values of Mi and Ni which are the times when the target of UAVi must enter and leave the field of view
in order to enable all targets to be looked at individually for ∆t time. Given the values of Ni and Mi,
the scheduler must construct the appropriate velocity and trajectory modifications that implement the LP
solution. In order to guarantee that these modifications are attainable, the bounds on the LP constraints
must be calculated appropriately.
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Figure 3.4: Illustration of a lawnmower type surveillance pattern.
Given that the UAVs are flying straight line segments it should be clear that the lower bounds on Mi and
Ni − Mi can only be reduced by increasing vmax. However, vmax is determined by the specifications of
the UAV platform and can not be reduced. On the other hand, it is possible to increase the upper bounds
on Mi and Ni −Mi (see Eqs. 3.1d, 3.1e) by taking advantage of the maximum attainable elongations of
the respective path segments and the associated velocities (since the velocity v and the turn radius ρ are
coupled).
It is clear that the LP upper bounds must be of the form l/v where l is the distance traveled in Mi seconds
(for the MI bound) and v is the constant travel velocity. From the Dubins shortest path formulation the
maximum value of l can be computed using Eq. 3.7. In the case of the Mmaxi upper bound, the maximum
elongation of the path segment from target discovery to the target entering the field of view, is given by
lmax(X
i
0, ρmin). Similarly, the maximum elongation on the segment traversed while the target is in the field
of view, which corresponds to the Ni −Mi upper bound, is given by lmax(hi + C2 − Xi0, ρmin). Since the
associated velocity for these elongations is vmin then the values of the upper bounds are as in constraints
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3.8d and 3.8f in the following LP:
min N2 (3.8a)
sub. to N2 −M1 ≥ ∆t2 + ∆t1 (3.8b)
Ni −Mi ≥ ∆ti, ∀i (3.8c)
lmax(X
i
0, ρmin)
vmin
≥Mi ≥ X
i
0
vmax
, ∀i (3.8d)
Ni −Mi ≥
hi +
C
2 −Xi0
vmax
, ∀i (3.8e)
Ni −Mi ≤
lmax(hi +
C
2 −Xi0, ρmin)
vmin
, ∀i (3.8f)
Note that the structure of the constraints and the cost function of LP (3.8) is the same as that of LP (2.2).
Therefore, the feasibility properties of LP (2.2) in terms of H? also apply to LP (3.8) .
3.3.2 Constructing Velocity and Trajectory Modifications
Given a solution (Ni,Mi) to LP (3.8), there may exist more than one combination of velocity and trajectory
changes to achieve the times Mi and Ni. In this work, a heuristic approach is proposed to construct these
modifications. In surveillance missions it is typically desired to maximize the endurance of the UAVs in
order to cover more terrain. Depending on the particular aircraft and the ranges of admissible velocity and
bank angles, it could be more beneficial in terms of endurance to perform trajectory changes over velocity
changes or vice-versa. The heuristic approach adopted for this work assumes that trajectory changes have
a lesser effect on endurance than velocity changes. This means that trajectory changes at vtrim and ρtrim
(best endurance velocity and associated turn radius) are used first to try to achieve the specified times Mi
and Ni. If the trajectory modifications are not sufficient then velocity changes are used. Taking this into
consideration the trajectory and velocity modifications are performed using Algorithm 2.
The function dubins path returns a Dubins path P of the form {L, S,R, S, L} that will get the UAV from
qI to qG in Mi time while flying at v
1
i with turn radius ρ. This path replaces the straight segment of the
DSP to the target in order to achieve the elongation prescribed by the LP. If UAVi is scheduled by the LP
to speed up (i.e., Mi ≤ Xi0/vtrim) then the path of the UAV is given by the function dubins SP . Under the
current assumptions on the lawnmower pattern this function will return a DSP of the form {S}. It should
be clear that when Mi = 0 the target is already in the field of view of the UAV and therefore the path
is empty. The function l−1max returns the maximum turn radius necessary to achieve the specified time Mi,
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Algorithm 2 Velocity and Trajectory Modifications
k = ρitrim/(v
i
trim)
2
if Mi > 0 then
if Mi > X
i
0/vtrim then
ρman = l
−1
max(X
i
0,Mi, k)
if ρman > ρ
i
trim then
ρman = ρ
i
trim
v1i = (ρ/k)
1/2
P = dubins path(v1i , ρman, qI , qG,Mi)
else
ρman = 0
v1i = X
i
0/Mi
P = dubins SP (v1i , ρman, qI , qG,Mi)
else
ρ = 0
v1i = 0
P = {}
given that the length of the straight segment to be elongated is Xi0. If the maximum turn radius returned by
l−1max is greater than the turn radius at trim velocity, the elongated path will be calculated using ρtrim and
vtrim in order to maximize endurance. Note that Claim 6 guarantees that such path always exists. Lastly,
it should be clear that the same algorithm can be used to perform elongations along the second segment
of the deconfliction maneuver (i.e., the segment traveled while the target is in the field of view). However,
performing elongations along this segment may not be desirable since it may be distracting for the human
operator to have the UAV change its heading (and the camera’s heading) while trying to inspect a target.
In addition, the typical size of this segment (i.e., the size of the field of view C) is not large enough to make
a significant impact in the values of emin.
3.3.3 The Online Algorithm
In this chapter a modification of the online scheduling algorithm (see Algorithm 1) is proposed. The main
difference between the two algorithms is illustrated by the following scenario. First, assume that UAV1 is in
conflict with UAV2 and a velocity schedule to resolve this conflict is feasible. Now, assume that the schedule
is such that UAV1 is done surveying its target before UAV2. Finally, assume that UAV1 acquires a new
target before UAV2 is done surveying its current target. In such a scenario, Algorithm 1 does not compute
a new schedule for this new conflict because UAV2 has not completed its schedule for the previous conflict.
Therefore, the possibility exists that the new target of UAV1 is missed or not surveyed for ∆t. However, it
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was proved that this scenario does not occur if the value of emin is calculated using Eq. 2.42.
Algorithm 3 On-line Multi-target Scheduling
vi = [vtrim]
Pi = {S}
executingi = [0]
target acquiredi = [0]
new target = 0
while mission is not finished do
for all i do
if UAVi acquired a target then
target acquiredi = 1
new target = 1
if current target of UAVi is in FOV then
if executingi = 0 then
vi = C/∆ti
Pi = {S}
else
vi = v
sch
i (2)
Pi = P
sch
i (2)
if current target has been inspected OR has left FOV then
executingi = 0
vi = vtrim
Pi = {S}
if new target = 1 AND
∑
target acquiredi > 1 then
[vschi , P
sch
i ] = schedule([hi], [∆ti])
new target = 0
for all i do
if target acquiredi = 1 then
vi = v
sch
i (1)
Pi = P
sch
i (1)
executingi = 1
In contrast, in Algorithm 3, a new schedule is computed whenever there is more than one target acquired by
any UAV. Therefore in the scenario above, a new schedule is computed when UAV1 acquires the new target.
Moreover, this new schedule is guaranteed to be feasible by Claim 2. Consequently, the new target of UAV1
is not missed and can be surveyed for at least ∆t amount of time. The direct consequence of the modified
algorithm is a reduction in the value of emin that guarantees correctness of the online algorithm. Theorem
2 provides a new lower bound on the value of emin that guarantees correctness of Algorithm 3.
Theorem 2 Let vmin∆t ≤ C ≤
(
2vmax + vmin − v
2
max
vmin
)
∆t, vmin ≤ vtrim ≤ vmax and H ≥ H?, if the
inter-target distance ek→k+1i between target k and k + 1 of UAVi satisfies the following inequality for all k:
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ek→k+1i >
(
H +
C
2
)
(3.9)
then the following statements hold true.
1. LP is feasible every time it is called in the execution of the algorithm .
2. No new target is acquired by any UAV currently executing a maneuver. (i.e., no target is missed and
every target can be looked at for at least ∆t amount of time).
Proof 9 From Algorithm 3 and because a target is acquired only when its distance to the UAV is less than
H, it is clear that maneuver k will only be started if one of the UAVs is at a distance H from its target and
the other UAV is at a distance hk from its target, where H ≥ hk ≥ −C2 . At the time when maneuver k is
triggered in Algorithm 3, the schedule function is called with one of the following parameter options (without
loss of generality we assume that UAV1 is closest to its target):
(i) schedule(h2 = H, H ≥ hk1 > C2 , ∆t1 = ∆t, ∆t2 = ∆t). This case depicts a situation where neither
target has spent any time inside the field of view of either UAV prior to the maneuver.
(ii) schedule(h2 = H,
C
2 ≥ hk1 ≥ −C2 , ∆t1 = ∆t− s2∆t, ∆t2 = ∆t) where s2 =
C
2 −H+s1H
C . In this case,
target k of UAV1 has already spent some time in the field of view prior to the maneuver. Note that the
value of s2 indicates that target k was inspected by the operator for the entire time that it remained in
the field of view before the maneuver.
By Claim 2 the LP will be feasible whenever the schedule function is called in Algorithm 3 with parameters
as described in cases (i) and (ii) given that s2 ≥
C
2 −H+s1H
C . Consequently, to prove that statement 1 holds
true it is sufficient to show that s2 ≥
C
2 −H+s1H
C for every maneuver with parameters as described by case (ii).
From the parameters specified in case (ii) we know that s2 = 1−∆t1/∆t. Thus, the value of s2 is the fraction
of ∆t that targetk of UAV1 was already inspected for before the beginning of maneuver k. Now, if targetk of
UAV1 was inspected for the entire amount of time that it spent inside the FOV of UAV1, before maneuver k
then, s2 =
C
2 −H+s1H
C at the beginning of maneuver k. However, if the time of inspection of targetk of UAV1
was less than the time that it spent inside of the FOV, then s2 <
C
2 −H+s1H
C . The only reason why this would
happen is if the human operator was inspecting a target of UAV2 while the target of UAV1 is in the FOV.
From Algorithm 3 the system can only be in four different states just prior to maneuver k.
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1. UAV1 has a target AND UAV2 has a target
2. UAV1 has a target AND UAV2 does not have a target
3. UAV1 does not have a target AND UAV2 has a target
4. UAV1 does not have a target AND UAV2 does not have a target
However, given case (ii), C2 ≥ hk1 ≥ −C2 and thus UAV1 already has an acquired target. Consequently states
3 and 4 are not possible. In addition state 1 is not possible since it implies that both UAVs would already be
in a maneuver and therefore a new maneuver is not triggered. It is clear then that the only possible state is
2. Now, since prior to maneuver k, UAV2 did not have a target, then it is clear that it is not possible for
the human operator to be inspecting a target of UAV2 while the target of UAV1 is in the FOV. Hence, it is
not possible that s2 <
C
2 −H+s1H
C and statement 1 holds true.
In order to show that statement 2 holds true it is sufficient to show that none of the UAVs will acquire
more than one target at any given time. A target is only acquired when it is H distance away from a UAV.
Also, a UAV is done inspecting a target once the target has left the FOV (i.e., hi < −C/2). Now, since the
distance between two consecutive targets ek→k+1i is greater than
(
H + C2
)
it follows that no UAV will acquire
two targets at any given time during its part of the maneuver. Moreover, this guarantees that no targets are
missed.
3.4 Simulations and Discussion
Evidence that supports the benefits of the proposed velocity and trajectory scheduling strategy for the two
UAV case is provided in this section. Target density and UAV endurance considerations are also discussed.
3.4.1 Results from a Simulation Run
The following simulation run provides an illustrative example of the types of trajectory and velocity changes
that would be observed during an actual mission. The simulation was performed for the case of two UAVs
and three targets per UAV. The parameters used for the simulations are based on the BAT3 UAV platform
used in [27]. The values are given in Table 3.2.
Figure 3.5 shows the trajectory and velocity changes and the target locations (the thickness of the path
is directly proportional to the velocity of the UAV). The targets were generated manually to show some
43
Parameter Value Units
C 156.0 m
∆t 8.5 s
vtrim 18.0 m/s
vmax 21.0 m/s
vmin 15.0 m/s
ρmin 59.7 m
Table 3.2: Parameters of BAT3 UAV
interesting cases taking into account the minimum inter-target distance emin = 361.2 m and the value of
H? = 283.2 m needed for feasibility. The value of H? was calculated numerically and emin was computed
using Eq. 3.9 with H = H?. Note that for this particular simulation, trajectory changes were only enabled
for the path before the target enters the field of view. Inside the field of view no trajectory changes were
supported.
Table 3.3 shows the results generated by the LP and the velocity and trajectory modifications given by
Algorithm 2 for all conflicts. A conflict occurs when both UAVs have an acquired target.
Conflict h ∆t M N v1 v2 ρ
(m) (s) (s) (s) (m/s) (m/s) (m)
Tg(1, 1) 232.2 8.5 7.3 16.7 21.0 16.6 0.0
Tg(2, 1) 282.2 8.5 14.8 24.3 15.8 16.3 66.3
Tg(1, 2) 282.2 8.5 16.3 26.6 15.0 15.2 59.7
Tg(2, 2) 279.7 8.5 9.6 19.0 21.0 16.6 0.0
Tg(1, 2) -45.7 2.1 0.0 2.1 0.0 15.2 0.0
Tg(2, 3) 282.2 8.5 9.7 18.2 21.0 18.4 0.0
Tg(1, 3) 156.3 8.5 3.7 13.1 21.0 16.6 0.0
Tg(2, 3) 282.2 8.5 11.4 20.7 18.0 16.8 86.0
Table 3.3: Simulation Results for all Deconfliction Maneuvers
The entries Tg(i, j) indicate target j of UAVi. The first conflict is between the first two targets. The
resolution maneuver is for UAV1 to speed up and UAV2 to slow down by both decreasing velocity and
performing an elongation maneuver with turn radius ρ = 66.3 m. The second conflict is similar except that
UAV1 is the one commanded to slow down. The third conflict occurs when UAV2 acquires target 3 and
UAV1 is still inspecting target 2. Here the remaining inspection time for target 2 is 2.1 s, thus the target is
already in the field of view and M = 0. In this conflict the separation of the UAVs is such that no elongation
is required. The last conflict is between the last targets of each UAV. Here, the UAV separation is large
enough that the resulting LP schedule indicates that both UAVs should speed up before the targets enter
the field of view. Consequently no elongations are required.
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Figure 3.5: Simulation of trajectory and velocity strategy for two UAVs and three targets. Path thickness
is proportional to the UAV velocity.
3.4.2 Target Density Considerations
The inter-target distance e determines the spacing between targets across the terrain. As previously men-
tioned e can also be interpreted as a measure of target density. It has been highlighted throughout this work
that the feasibility of the schedules and the correctness of the scheduling algorithm depend on the values
of H? and emin. Consequently, reducing emin enables the scheduling strategy to accommodate for missions
with larger density of targets. To this end, it is desired to reduce the value of H?. A smaller value of H? not
only reduces the requirement on the range H of the target detection sensor (since H ≥ H? for LP feasibility),
it also reduces the value of emin (see Eq. 3.9).
In order to illustrate the advantage of using both trajectory and velocity changes, the value of H? was
computed numerically for velocity only, trajectory only (i.e., flying at vtrim all the time), and trajectory
plus velocity strategies. The H? values for the various strategies can be seen in Table 3.4. This values were
calculated using the same UAV parameters described in Table 3.2.
The values of emin were computed analytically using Eq. 3.9 with H = H
? and the parameters of the BAT3.
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Strategy H? emin
Velocity 424.5 m 502.5 m
Trajectory 417.4 m 495.4 m
Velocity + Trajectory 269.2 m 347.2 m
Table 3.4: Values of H? for various scheduling strategies
Results are shown in Table 3.4. It can be observed that by enabling both trajectory and velocity changes
in the schedule, there is an improvement in the value of H? of approximately 37% and 36% compared to
just velocity and just trajectory respectively. Note that the value of H? in Table 3.4 is lower than the value
used in the simulation. This is explained by the fact that H? for the simulation was calculated taking into
account that no elongations were allowed inside of the field of view.
3.4.3 UAV Endurance Considerations
Further analysis is required in order to study the effects of the various maneuvers on UAV endurance.
First it is essential to be able to characterize the endurance of the particular UAV for both steady-level
and steady-turn flight. This can help determine if trajectory elongation maneuvers are better or not than
velocity changes. Additionally it can help perform an endurance optimization routine to replace the current
heuristic approach used to construct trajectory and velocity modifications. However, regardless of what type
of maneuver is better in terms of endurance there is a clear trade-off between endurance and the target
density. For example, it is possible that the trajectory-only approach enables the UAVs to cover more
terrain than the velocity-and-trajectory approach. However, for feasibility of the trajectory-only approach
the targets need to be further apart from one another than they would in the case of trajectory-and-velocity.
Thus, covering more terrain does not necessarily translate into covering more targets.
3.5 Summary
In this chapter the idea of UAV trajectory changes is proposed in order to address some of the limiting factors
posed by H?, which ultimately relate to the target density that the scheduling strategy can accommodate
for. By modeling the UAVs as Dubins vehicles the types of trajectory modifications were characterized.
Using this characterization, new bounds were prescribed for some of the LP constraints. The new bounds
ensure that the LP solution returns a timing schedule achievable via maneuvers that combine velocity and
trajectory changes to the UAVs’ flight plans. It was further shown that the new bounds help decrease the
value of H? for which the LP is guaranteed to be feasible. A heuristic approach was proposed in order
to determine the best combination of trajectory and velocity changes for a given LP solution. Simulation
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results illustrate the benefits of combining trajectory and velocity to solve the scheduling problem. In the
following chapter a methodology is proposed in order to extend the two-UAV solution to the case of multiple
UAVs.
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Chapter 4
Generalization of Velocity and Trajectory Scheduling
It is of interest to this work to extend the two UAV velocity and trajectory scheduling approach in two
directions. First, a methodology is proposed to address mission with multiple (more than two) UAVs. This
case will be initially dealt with under the assumption that each UAV can only acquire one target at any
given time. This assumption requires that the minimum inter-target distance emin is enforced.
Following, the problem of one or more UAVs acquiring multiple targets will be addressed in an effort to
eliminate the emin requirement. This requirement may be difficult to enforce in practice and therefore
restricts the applicability of the scheduling strategy and the online algorithm to a special class of missions.
As mentioned throughout this work, it is desired that the human operator be able to look at all targets for a
specified amount of time and that no targets are missed. Inevitably, ensuring this property without the emin
requirement has an effect on the total time of mission completion. Strategies are proposed that mitigate the
effects of multiple target acquisition on mission performance.
4.1 Extension to Multiple UAVs
The first step to extend the scheduling strategy to accommodate more than two UAVs is to develop a Linear
Program that can solve the task scheduling problem for n > 2 in the single target case. The following
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extension of LP 3.8 is proposed to achieve this goal. Note that this LP also works for the two UAV case:
min Nq(n) (4.1a)
sub. to Nq(i) −Mq(j) ≥
i∑
k=j
∆tq(k), ∀j < i and i = 2, .., n, j = 1, .., n− 1 (4.1b)
Nq(i) −Mq(i) ≥ ∆tq(i), ∀i (4.1c)
l
q(i)
max1
vmin
≥Mq(i) ≥ X
q(i)
0
vmax
, ∀i (4.1d)
Nq(i) −Mq(i) ≥
hq(i) +X
q(i)
1 −Xq(i)0
vmax
, ∀i (4.1e)
Nq(i) −Mq(i) ≤ l
q(i)
max2
vmin
, ∀i (4.1f)
In (4.1), n is the total number of UAVs in conflict, i = 1, 2, ...n, and q is a UAV index vector ordered such
that hq(i) ≤ hq(i+1), ∀i < n. For example, in the case of four UAVs, if UAV3 and UAV2 are in conflict and
h2 ≥ h3 then q = [3, 2]. Preserving this order is essential to obtain the appropriate Mi and Ni values such
that the targets of all UAVs in conflict can be looked at for ∆t. Finally, the value of lmax1 represents an
upper bound on the length of the trajectory between the points defined by T = 0 and T = Mq(i). Similarly,
lmax2 is an upper bound on the length of the trajectory between the points T = Mq(i) and T = Nq(i) (see
Figure 2.2).
LP (4.1) ensures that the task scheduling problem for the single target case can be solved when more than two
UAVs are in conflict. The next step is to develop a provably correct algorithm that uses the LP solution to
address multi-target missions. In order to guarantee correctness of this algorithm, two important properties
must hold:
(i) Every solution given by the LP is always implementable (i.e., can be flown by the UAV).
(ii) For every conflict there exist a feasible resolution maneuver (i.e., every conflict can be resolved).
4.1.1 Implementability Issues
In order to guarantee that any solution given by the LP is implementable, appropriate bounds for the
constraints 4.1d and 4.1f must be computed. Since there is a continuum of solutions Ni and Mi there must
also exist a continuum of implementable trajectory and velocity modifications for each one of these values. In
essence, it is essential to ensure that there exists a continuum of flyable trajectories of lengths in the intervals
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[X
q(i)
0 , l
q(i)
max1 ] and [hq(i) + X
q(i)
1 − Xq(i)0 , lq(i)max2 ]. In the case of two UAVs the assumption of a lawnmower
surveillance pattern guaranteed the existence of a {T, S, T} path for every conflict. It was also shown that
the elongations of a {T, S, T} path represent a continuum of trajectory lengths in the above intervals that
can be flown by the UAV for values of lmax given by Eq. 3.7. Unfortunately, the assumption of a lawnmower
surveillance pattern is not sufficient to guarantee the existence of a {T, S, T} path in a multi-UAV conflict.
For instance, it is possible that a UAV currently not in conflict starts a new conflict (i.e., acquires a target)
while some of the other UAVs in the preceding conflict are flying elongated path segments.
Strategies can be developed to construct the appropriate bounds for the LP in such cases. One such strategy
is to fix the current trajectory and velocity schedules for all UAVs that are flying an elongated path when a
new conflict occurs. This will provide the appropriate values of lmax such that the solution to the LP can be
flown by all the aircraft in conflict. However, fixing these parameters has an impact in the feasibility region
of the LP and may prevent the new conflict from being resolved. Therefore, the next issue becomes that of
guaranteeing that for every conflict there exist a feasible resolution maneuver.
4.1.2 Feasibility Issues
A feasible maneuver is only possible when a solution to the LP is both feasible and implementable. The
implementability of a solution depends on the bounds lmax. In contrast, the feasibility of a solution depends
on H?. Recall that Claim 1 establishes the result that given a large enough value of H?, the LP always has
a feasible solution. As stated in the following Claim the value of H? that guarantees a feasible solution for
every conflict in the trajectory and velocity scheduling scenario is H? = 4ρmin,
Claim 7 Let vmin, vmax, C, and ∆t be given constants such that C ≥ vmin∆t. Also let ρmin be the turn
radius associated to vmin. If H
? ≥ 4ρmin then the Linear Program (4.1) always has a feasible solution.
Proof 10 Assume that H? ≥ 4ρmin. Then from Eq. 3.7 the S segment of the DSP from target acquisition
to the point where the target enters the field of view can be infinitely elongated for every UAVi such that
hi ≥ H?. This implies that lmax1 = +∞ for at least one of the UAVs in a given conflict (i.e., the last UAV
to acquired its target).
In the worst case assume that a previous conflict between n−1 UAVs was being resolved when UAVn acquired
a target. Then constraint 4.1b holds for all i < n− 1 and constraints 4.1b, 4.1c, 4.1d, 4.1e, 4.1f hold for all
i < n.
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Now, given that lqmax1(n) = +∞ then, the values of Mq(n) and Nq(n) are not bounded from above. From this,
it should be clear how the values of Nq(n) −Mq(n), Nq(n) −Mq(n−1) and Nn −M1 can be made arbitrarily
large such that the constraints of LP(4.1) for i = n always hold.
Consequently, the solution to the LP for the new conflict of n UAVs is feasible.
The value of H? is determined by the capabilities of the target detection sensor. Therefore enabling a
detection range greater or equal to 4ρ may not always be possible. Alternatively, it follows from LP (4.1)
that a solution will always be feasible given a small enough value of ∆t. Consequently a LP can be formulated
based on LP (4.1) in order to find the maximum value of ∆t for which a particular schedule is feasible. One
way to do this is by changing the objective function to maximize the sum of ∆tq(i) for all i and making
∆tq(i) a variable in the LP as follows:
max
n∑
i=1
∆tq(i) (4.2a)
sub. to Nq(i) −Mq(j) ≥
i∑
k=j
∆tq(k), ∀j < i and i = 2, .., n, j = 1, .., n− 1 (4.2b)
Nq(i) −Mq(i) ≥ ∆tq(i), ∀i (4.2c)
l
q(i)
max1
vmin
≥Mq(i) ≥ X
q(i)
0
vmax
, ∀i (4.2d)
Nq(i) −Mq(i) ≥
hq(i) +X
q(i)
1 −Xq(i)0
vmax
, ∀i (4.2e)
Nq(i) −Mq(i) ≤ l
q(i)
max2
vmin
, ∀i (4.2f)
∆tq(i) ≥ 0, ∀i (4.2g)
Once the maximum value of the sum of ∆t’s is obtained, different heuristics can be used in order to disperse
the total ∆t amongst the UAVs in conflict. The seemingly fair heuristic consists of simply dividing the total
∆t evenly. This implies reducing the original ∆t by some fraction p for each UAV in the maneuver. In
essence, the reduced ∆˜tq(i) = p∆tq(i) for all i. Although this strategy seem fair, it may not always the best
strategy for the human operator. Scenarios can arise where reducing every ∆t by p causes the individual
target inspection time for each target to be too small for the human operator to make an informed decision.
If all the targets are assigned this low value of ∆˜t, then the accuracy in the classification of each target may
be highly reduced. In such cases, it is preferable to exclude one of the UAVs from the maneuver and attempt
to perform the maneuver with the remaining UAVs. The UAV(s) that are removed can perform a position
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holding maneuver (e.g., fly a circular holding pattern). Note that performing holding maneuvers is the
straight forward solution to all conflicts. However, holding patterns are costly in terms of UAV endurance.
The objective of the scheduling solution is to provide a better approach that minimizes the amount of holding
maneuvers required throughout a mission.
Human operator performance curves (e.g., speed-accuracy trade-off curves, see [19]) for the classification
task can be used to determine a threshold pmin for the value of p. This threshold will determine the highest
percentage of ∆t reduction allowed for a given maneuver. UAVs will be removed when the ∆t reduction
necessary for feasibility is below this threshold. Different criterion can be used to choose the UAV that
to be removed. One such criterion consists of removing the last UAV to enter the conflict (i.e., the UAV
that acquired its target last). This works well in the two UAV case but it may not be the best option in a
multi-UAV mission since ultimately, it is desired to reduce the amount of disruption to the maneuver and
the overall mission.
4.1.3 Online Algorithm
It was previously shown that in order to guarantee correctness of any scheduling algorithm it is essential
to devise strategies that can deal with cases of LP infeasibility and can ensure implementability of the LP
solution. Regardless of what these strategies are, as long as the following properties hold, the algorithm will
always be correct.
(i) Every solution given by the LP is always implementable (i.e., can be flown by the UAV).
(ii) For every conflict there exist a feasible resolution maneuver (i.e., every conflict can be resolved).
A provably terminating algorithm for multi-UAV scenarios is given in the form of a flow chart (see Figure
4.1). When the mission starts the system is waiting for new acquired targets. When a target is acquired, a
conflict resolution maneuver is calculated whenever another target is already present. This is done by first
computing the remaining value of the inspection time for each UAV in the conflict. Next, the bounds on the
LP (i.e., values of fmax) are calculated. Given these values, the system attempts to solve the LP. If the LP
is feasible, velocity and trajectory modifications are constructed and the system returns to its waiting mode.
Otherwise, the system computes the ∆t reduction necessary for the LP to be feasible. If the value of the
reduction is below a threshold (i.e., the reduced ∆t is large enough to preserve a desired level of classification
accuracy) then the system attempts to solve the LP with the new ∆t values. Otherwise, a UAV is removed
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from the maneuver and the system attempts to solve the LP again with the original values of ∆t. The UAVs
that are removed are commanded to perform a holding maneuver. Since the previous maneuver (if any) is
assumed to have been feasible, this iterative process will terminate when a feasible solution is found or when
all UAVs that are new to the maneuver (i.e., UAVs that were not part of the previous feasible maneuver)
are removed.
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Figure 4.1: Flow diagram for the online algorithm in multi-UAV missions.
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Finally, it is important to highlight that guaranteeing that properties (i) and (ii) hold, does not ensure
that targets will not be missed. If any UAV acquires a target during the inspection of a previous target,
the possibility exists for the new target to be missed. Therefore, given the algorithm in Figure 4.1, it is
necessary to enforce an inter target distance emin in order to ensure that UAVs will not acquire multiple
targets concurrently. Up to now, it is assumed that emin can be enforced. In the next section a methodology
is proposed to enable all targets to be inspected in cases where one or more UAVs acquire multiple targets.
4.2 Multiple Target Acquisition by a Single UAV
A UAV is said to have acquired multiple targets if at any given time during the mission there is more than
one target within the reach of the target detection sensor H that has not left the field of view. Figure 4.2
illustrates a case where a UAV has three acquired targets. Note that the field of view is included as part
of the target acquired region. In addition, and as described in Section 3.3, it is assumed in this section
that the UAVs are surveying an unknown terrain through a lawnmower type pattern. The target location
is not restricted to be along the flight path, however, it is assumed that the width of the target acquired
region is the same as that of the field of view. This implies that every acquired target will eventually be
somewhere inside the field of view. Taking this into consideration, the analysis in this section assumes that
no maneuvers will be performed to attempt to place a target in a particular region of the field of view. It is
also assumed that no trajectory elongations are allowed when a target is inside the field of view.
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C /2
Target 
acquired 
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Field of
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Figure 4.2: Definition of the region where targets are considered to be acquired by a UAV.
From Figure 4.2 it should also be clear that by enforcing a minimum inter-target distance emin = H +C/2,
as given by Eq. 3.9, it is guaranteed that no UAV acquires multiple targets. In this section a set of
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resolution maneuvers is proposed to address the cases of multiple target acquisition by a single UAV. Thereby,
eliminating the need to enforce an inter-target distance.
4.2.1 The Two Possible Conflicts
This analysis assumed that each target must be inspected individually for ∆t amount of time. This implies
that even though two or more targets may be in the field of view concurrently, the human operator inspects
only one target at a time. Given this assumption it is desired to design an algorithm that enables the
scheduling solution to solve for two possible types of conflicts: conflicts between targets of the same UAV
and conflicts between targets from different UAVs.
As explained in Section , in order to guarantee the correctness of an online algorithm, a feasible and imple-
mentable solution must exist for every conflict. Two important issues arise when one or more UAVs acquire
multiple targets. The first issue are conflicts within targets of the same UAV. Conflicts of this type may
occur whenever a UAV has acquired more than one target but it is not in conflict with other UAVs (i.e., the
other UAVs don’t have any acquired targets). If the distance between the targets is small enough that it is
not possible to look at each target for the prescribed amount ∆t then a conflict occurs. Figure 4.3 shows a
sequence that illustrates this conflict. In this sequence two targets are acquired by the UAV. The first target
is fully inspected as it enters and leaves the field of view. By the time the inspection of the first target is
finished the second target is half way into the field of view. Consequently it will not be inspected for the full
amount ∆t.
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Figure 4.3: Illustration of a conflict between targets of the same UAV.
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The conflict within targets of the same UAV did not occur before due to the inter-target distance constraint
emin. Therefore it has not been dealt with up to this point. This problem is addressed by the online algorithm
(to be described in the next section) by generating alternate trajectories that enable the inspection of all
targets.
The second conflict is that between targets from various UAVs. This type of conflict has been dealt with
throughout this work with the assumption that only one target is acquired at any given time. In such case,
whenever a UAV acquires a target and triggers a conflict, that target is hi = H distance away from the
UAV. In contrast, if a UAV acquires more than one target, the first target will trigger the conflict with
hi = H. However, the value of hi for the subsequent targets will continue to be reduced until each one of the
preceding targets has been inspected. Consequently, the value of hi for each subsequent target is necessarily
less than H. This has a direct impact on the feasibility of the LP for each new conflict. As explained in
Section , the feasibility region of the LP can be increased by decreasing the required value of ∆t. However,
there is a limit on how much this value can be reduced. Alternatively, from constraint 4.1d in LP (4.1),
the feasibility region can also be increased by increasing lmax. Similarly to the previous conflict the online
algorithm will construct alternate trajectories that will provide larger values of lmax such that all targets
can be inspected.
The sequence in Figures 4.4 through 4.9 illustrates conflicts between targets of two UAVs when multiple
targets are acquired by each UAV. It also exemplifies how the appropriate bounds on lmax make the inspection
of all targets possible. In Figure 4.4 both UAVs acquire a target at the same time thereby triggering a conflict.
The red line shows the shortest trajectory for the UAV from the point of target acquisition to the point where
the target enters the field of view. Similarly the blue line represent the longest path (i.e., the maximum
elongation of the red path). Up to this point this conflict is addressed in the same manner as it was in the
multiple UAV case. The bounds are calculated and the LP determines Mi and Ni. This particular conflict
requires that UAV1 (i.e., the UAV on the left) flies the red trajectory and UAV2 flies the blue trajectory.
Now, Figure 4.5 shows the time instant when UAV1 acquires a second target. This occurs while the maneuver
to resolve the original conflict is being performed. At this point the fact that the second target of UAV1 has
been acquired is ignored.
Figure 4.6 shows the time instant when UAV1 is done inspecting its first target. Since this target is no
longer in conflict the next conflict is addressed. This conflict is between the second target of UAV1 and the
first target of UAV2 which is now inside the field of view and thus being inspected. A first set of bounds
is computed for this new conflicts. Given this bounds the LP is not able to return a feasible solution even
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after a reduction in ∆t. Consequently and alternate maneuver is generated (see Figure 4.6). The maneuver
consists of taking the shortest path to the point where the target enters the field of view and whose length
is greater than H. The resulting path is a circular trajectory of minimum turn radius. The length of the
new path has a larger value of lmax which allows a resolution to the conflict to be feasible.
Figure 4.7 shows the time instant when UAV2 acquires its second target. This occurs during the conflict
resolution maneuver. Since this maneuver is in progress the acquisition of this new target does not trigger
a conflict until UAV2 is done inspecting its first target (See Figure 4.8). At this point, a third conflict is
triggered between the second targets of both UAVs. The bounds on the paths are computed as shown by
the red and blue trajectories. Clearly, a resolution to this conflict is feasible since the blue trajectory can be
infinitely elongated. Note that the bounding trajectories are all Dubins paths.
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Figure 4.4: First Conflict: Target 1 of UAV1 and Target 1 of UAV2
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Figure 4.5: UAV1 acquires Target 2. UAV1 has multiple targets acquired.
   
lmax
i
lmin
i
Figure 4.6: Second Conflict: Target 2 of UAV1 and Target 1 of UAV2
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Figure 4.7: Maneuver to increase lmax of UAV1 to solve the second conflict.
   
Figure 4.8: UAV2 acquires a second target 2. UAV2 has multiple targets acquired.
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Figure 4.9: Third Conflict: Target 2 of UAV1 and Target 2 of UAV2
4.2.2 The Online Algorithm
The proposed algorithm to deal with the possible conflicts previously described is based on the idea that
each target is considered one at a time and that conflicts are dealt with in sequence. This means that if more
than one UAV has an acquired target a conflict will be triggered. If UAVs not currently in conflict acquire
a target then a new conflict is resolved. However, if a UAV currently in conflict acquires a new target this
target will not trigger a conflict until that particular UAV has finished inspecting the preceding target. The
online algorithm is presented in flow chart form:
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Figure 4.10: Flow chart for the Waiting for Event process.
Figure 4.10 shows the flow chart of the Waiting for Event process. The system begins in this process which
waits for an input in the form of an event. An event can be either a target that has been acquired by a
UAV or a target which inspection has been completed. The inspection is said to be completed when one of
the following conditions hold: the target has been displayed to the operator for ∆t or the target has left the
field of view of the UAV. Note that these two conditions can hold simultaneously. Now, if UAVi acquires a
new target and UAVi is not in a current conflict then the target is added to the conflict queue. Note that
at most one target from each UAV can be in the conflict queue at any given time. Consequently, if the
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conflict queue has more than one target the multi-UAV conflict resolution process is called. Otherwise the
compute inspection maneuver process is called to generate a maneuver that enables the acquired target to
be inspected for ∆t. Alternatively, if UAVi is already in a conflict, the acquired target will be added to the
target queue. Note that there is one target queue per UAV.
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Figure 4.11: Flow chart for the Resolve Multi-UAV Conflict process
If the event is a completed target inspection, then the respective target is removed from the conflict queue.
Following the system evaluates if the target queue of UAVi is empty. If the queue is empty it means that
UAVi did not have multiple targets acquired and the system can now wait for the next event. Alternatively,
if the target queue is not empty then the next target in the queue is added to the conflict queue in order to
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trigger a new conflict.
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Figure 4.12: Flow chart for the Compute Inspection Maneuver process
The Resolve Multi-UAV Conflict process is illustrated in Figure 4.11. This process takes care of conflicts
between targets from different UAVs. When the process is called the remaining value of ∆t is computed
for all targets in the conflict. The appropriate bounds for the LP constraints are computed and the system
attempts to solve the LP. If the LP is feasible, trajectory and velocity modifications are computed for each
UAV in the conflict and the system goes back to the Wait for Event process. Alternatively, if the LP is not
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feasible the reduction of ∆t required for feasibility is computed. If the new ∆t value is too small then an
alternate maneuver is generated in order to increase the values of lmax. Using this new trajectory new LP
bounds are computed and the system attempts to solve the LP once more. In contrast, if the new ∆t is
acceptable then the LP is solved again with the new ∆t. The system cycles through this process until the
LP returns a feasible solution.
The Compute Inspection Maneuver process is illustrated in Figure 4.12. This process is called whenever the
conflict queue has only one target. When the process is called, first it is determined if the distance h from the
UAV to the target to be inspected is greater or equal to vmin∆t−C/2. If this is true then the UAV is able
to inspect the target by flying along the nominal path at a velocity that is equal to h+C/2∆t . Alternatively,
if the distance h violates this inequality, the reduction of ∆t required for h to be equal to vmin∆t− C/2 is
calculated. If the reduced ∆t is above the minimum acceptable value the velocity v required for inspection
is computed and the UAV can continue to fly along the nominal path with that velocity. If the reduced ∆t
is too low then an alternate maneuver to increase the value of h is generated. At the end of the Compute
Inspection Maneuver process the system returns to the Wait for Event process.
The described algorithm represents one approach to address the multiple target acquisition scenario. A
different and perhaps less general approach, could for example assume that all the targets that are in the
field of view can be inspected by the human operator concurrently. In such scenario it is desired to give the
human operator a larger inspection time window depending on the number of targets in view. Nevertheless,
the inspection time window is upper bounded by the size of the field of view C. Since C is assumed constant
throughout the mission, it may not be possible to increase ∆t such that multiple targets can be inspected
concurrently with some desired level of accuracy.
4.2.3 Generating Alternate Maneuvers
The main purpose of constructing alternate maneuvers is that of increasing the distance h from UAV to
target. Thereby, enabling the existence of a feasible solution to the LP given the lowest acceptable reduced
value of ∆t. Under the Dubins vehicle model, it is clear that the alternate maneuvers to be generated when
required by a conflict must be constructed using Dubins paths.
As highlighted throughout this work, it is of interest to construct maneuvers that will result in the least
amount of penalty in terms of length of the maneuver. Such a maneuver consists of generating the shortest
path from the current configuration of the UAV to a configuration qG. Configuration qG is defined by a
point along the nominal trajectory that is vmin∆t−C/2 distance away from the target and which associated
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heading points in the direction of the target. In addition the length of this shortest path must be greater
than some value himin for all UAVi in the conflict. The value of h
i
min is coupled with the value of l
i
max
through the following equation:
himin = l
i
max +X
q(i)
1 (4.3)
Using this relation the value of himin can be computed by finding the minimum required value of l
i
max (i.e.,
the minimum required trajectory elongation) such that LP (4.1) is feasible. These values of limax can be
calculated using the following linear program:
min
n∑
i=1
limax (4.4a)
sub. to Nq(i) −Mq(j) ≥
i∑
k=j
∆tq(k), ∀j < i and i = 2, .., n, j = 1, .., n− 1 (4.4b)
Nq(i) −Mq(i) ≥ ∆tq(i), ∀i (4.4c)
l
q(i)
max1
vmin
≥Mq(i) ≥ X
q(i)
0
vmax
, ∀i (4.4d)
Nq(i) −Mq(i) ≥
hq(i) +X
q(i)
1 −Xq(i)0
vmax
, ∀i (4.4e)
Nq(i) −Mq(i) ≤
hq(i) +X
q(i)
1 −Xq(i)0
vmin
, ∀i (4.4f)
lq(i)max ≥ Xq(i)0 , ∀i (4.4g)
LP (4.4) is similar in nature to LP (4.1). The main difference is that limax is now included as a variable in
the linear program. Also, the objective function of this linear program is to minimize the summation of all
values of limax. This will result in the minimum required value of l
i
max such that LP (4.1). Consequently,
LP (4.4) returns the minimum trajectory lengths that each UAV must traverse such that: all targets can
be inspected and the total additional trajectory length that each UAV must travel is minimized. Note that
constraint (4.4g) in LP (4.4) ensures that the values of limax are greater or equal to the current distance X0
from each UAV to the point where the target enters the field of view .
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4.3 Simulations and Discussion
Throughout this chapter, holding patterns are used as a tool that allows a UAV to hold position without the
need to reduce its velocity. However, holding patterns have fixed lengths that depend on the velocity and
turn radius of the aircraft. Therefore a UAV can not hold its position for an arbitrary amount of time through
this type of maneuver. Consequently, the use of holding patterns may cause unnecessary loitering time for
the UAVs. This unnecessary loitering time can be computed as the difference between the time required by
the schedule for a feasible solution and the minimum maneuver time that a UAV can accommodate given
its velocity and turn radius constraints.
The simulation results in this section provide insight about the effects of the unnecessary loitering time Tloit
on the total mission time using the algorithm described in Section 4.2. In order to perform this analysis, it is
necessary to devise a strategy to benchmark against. This strategy must be such that Tloit is zero for every
maneuver. One such benchmark strategy is obtained by using velocity modifications only and allowing vmin
to be arbitrarily small. It should be clear that if the UAV is allowed to fly at arbitrarily low velocities every
solution to the LP is guaranteed to be feasible. Moreover, the solution to the LP can always be implemented
exactly without the need for alternate maneuvers and thus Tloit = 0 for every maneuver.
Throughout this section, the velocity only strategy is referred to as strategy2. The strategy that implements
the Resolve Multi-UAV Conflict process using both trajectory and velocity changes will be referred to as
strategy1. The mission time resulting from strategy2 is used to benchmark the performance of strategy1
in terms of the additional mission time. Note however, that the conflict resolution maneuvers given by
strategy2 are not flyable with the type of UAVs considered in this research since they require the UAVs to
fly at velocities outside the flight envelope of the platform (see Table 4.1).
Parameter Value Units
C 156.0 m
∆t 8.5 s
vtrim 18.0 m/s
vmax 21.0 m/s
vmin 15.0 m/s
ρmin 59.7 m
Table 4.1: Parameters of BAT3 UAV
The following simulation results are obtained using the parameters of the BAT3 UAV platform [27]. The
values of these parameters are given in Table 4.1. Recall that C and ∆t specify the size of the field of view
and the target inspection time respectively. The values of vmax and vmin are the bounds on the UAV velocity
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and vtrim is the default UAV velocity (i.e., maximum endurance velocity). Lastly, ρmin is the minimum turn
radius of the UAV achieved when flying at vmin. The online algorithm in Section 4.2 was implemented in
Matlab with the two versions of the Resolve Multi-UAV Conflict process for strategy1 and strategy2.
Figure 4.13: Snapshot of a simulation run for 4 UAVs and 10 targets per UAV
Figure 4.13 provides a snapshot of the visualization environment in Matlab for a simulation run with 4
UAVs and 10 targets per UAV. The dotted circles represent the range H of the target detection sensor. The
rectangle about each UAV is the footprint of camera’s field of view. The light dots are targets that have not
been discovered. The dark dots are targets that have been acquired but not yet inspected. The x marks are
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targets that have been inspected completely. The gray line trailing the UAVs indicates the trajectory that
has been traversed. In this particular snapshot the fourth UAV (in the lower right corner) has just finished
the inspection of its target while the second UAV (in the upper right corner) has just begun the inspection of
its current target. The other two UAVs are performing alternate maneuvers to meet the prescribed schedule.
Also note that all UAVs have an acquired target and thus all UAVs are in conflict.
4.3.1 Minimum Inter-Target Distance Effects on Mission Time
The first set of simulations consists of 90 Monte Carlo runs with 4 UAVs and 10 targets per UAV. The
purpose of these runs is to study the effect of emin on the additional mission time caused by alternate
maneuvers. For these simulations, the target locations are generated with normally distributed random
values of distance between targets in the interval [emin, emax]. Five sets of targets are generated for each
one of 9 different values of emin. For each emin, the value of the upper bound on the inter target distance is
emax = emin+200m. The value of the range of the target detection sensor is set to H = 317m. As indicated
by Equation 3.7, this value ensures that the path elongation can be arbitrarily long when the target is H
distance away at the beginning of a conflict. This particular choice of H is such that the unnecessary loitering
time is only a consequence of the alternate maneuvers. Note that reductions in Deltat are not necessary for
strategy2 since all schedules are feasible by simply reducing vmin. In order to establish a fair comparison
with strategy1, a value of pmin = 1.0 is used for these simulations (i.e., no ∆t reductions are for strategy1).
The results of these simulations are presented in Table 4.2 and illustrated by Figure 4.14. The first and
second columns of Table 4.2 provide the values of emin and emax used to generate the targets. The third
column provides the average percentage of additional mission time. The total mission time for each UAV is
defined as the time when the inspection of its last target is finished. For every simulation run (i.e., every
target set) using strategy1, the percentage of additional mission time was calculated as follows:
additional mission time =
mission time strategy1 −mission time strategy2
mission time strategy2
· 100% (4.5)
From this additional mission time an average over all 5 runs was calculated. Further, a mean percentage of
additional mission time across the 4 UAVs was obtained for each run. The minV column provides the smallest
velocity value observed during all runs with strategy2. This is the smallest value of the velocity required by
strategy2 to make all schedules feasible. Although not included in the table, minV for strategy1 is equal to
vmin = 15m/s. Lastly, the last two columns in Table 4.2 provide information about the alternate maneuver
count for strategy1. The mean number of alternate maneuvers is the average number of maneuvers that
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Figure 4.14: Average percentage of additional mission time for 9 values of emin.
strategy1 had to use in order to make all schedules feasible. The mean percentage of alternate maneuvers
per target is the mean number of alternate maneuvers divided by the total number of targets (for these
simulations there are 40 targets per mission). This last column provides an estimate on the percentage of
conflicts that required alternate maneuvers in order to be resolved.
emin emax Mean additional minV for Mean number of Mean alternate
(m) (m) mission time (%) strategy2 (m/s) alternate maneuvers man. per target (%)
50 250 20.16 2.29 35.8 89.5
100 300 21.17 3.59 34.6 86.5
150 350 21.44 4.89 31.8 79.5
200 400 21.68 5.91 28.2 70.5
250 450 15.43 7.23 19.4 48.5
300 500 14.47 8.62 12.8 32.0
350 550 6.64 8.73 6.0 15.0
400 600 -0.00 9.31 0.0 0.0
450 650 -1.35 9.54 0.0 0.0
Table 4.2: Mean additional mission time for various values of emin and emax.
The results of this first set of simulations provide some insight about the effect of the alternate maneuvers
on mission time. First, note that for emin ≥ H + C2 = 395m it is guaranteed that at most one target will
be acquired by any UAV at any given time. This also implies that the target of the last UAV to enter a
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conflict is always at a distance H = 317 from the UAV. As previously mentioned, this value of H was chosen
so that the path of a UAV to a target that is h ≥ H away, can be infinitely elongated. Therefore, in cases
where emin ≥ 395m it is expected that no alternate maneuvers will be necessary to resolve any conflict
using strategy1 (i.e., that the entries of the last two columns be zero). However, numerical errors during
the integration of the UAV trajectories may cause the value of the mean additional mission time to not be
exactly zero. Because the trajectories of the UAVs for each simulation run are generated by integrating
the kinematic model of the Dubins vehicle and using events to stop the integration when a change in the
schedule is required. The results in Table 4.2 show the expected near zero values of the additional mission
time for emin = 400m and emin = 450m. Also, observe that for these two values of emin the average number
of alternate maneuvers is, as expected, equal to zero.
The approximate shape of the graph in Figure 4.14 can be understood according to the following reasoning.
First, recall that the LP solution specifies the time M at which the target in conflict must enter the field of
view of the corresponding UAV. If the time M can only be achieved through an alternate maneuver then
the unnecessary loitering time Tloit for the UAV in that maneuver is given by:
Tloit =

2piρ
v −M for M ≤ 2piρv
0 for M > 2piρv
(4.6)
Note that if M > 2piρv , the value of M can be achieved exactly by using a straight segment between the two
semi-circles of the holding pattern, consequently Tloit = 0.
Given the value of Tloit for each alternate maneuver, the total unnecessary loitering time for each UAV can
be computed as Tloit · Nalt man, where, Nalt man is the number of alternate maneuvers that the UAV had
to perform. From Table 4.2, it is clear how the number of alternate maneuvers increases as emin decreases.
In addition, since lower values of emin result in targets that are closer together, it is expected that the the
times M provided by the LP will also increase as emin decreases. From Equation 4.6, it can be observed
that an increase in M reduces the value of Tloit.
Consequently, there is an intrinsic trade-off between emin and the unnecessary loitering time. In essence,
large values of emin result in alternate maneuvers with large values of unnecessary loitering time however, less
alternate maneuvers are necessary throughout the mission. In contrast, the number of alternate maneuvers
is larger for small values of emin but, each one of these maneuvers results in a small value of unnecessary
loitering time. Given this trade-off, it is reasonable to foresee the behavior observed in Figure 4.14. This
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behavior suggests that there exist an upper bound on the additional mission time. For these particular
simulation runs this upper bound is around 21.68%. This indicates that if the location of the targets is
truly unknown (i.e., no inter-target distance is enforced), on average, the maximum percentage of additional
mission time is only 21.68%. Although this value is relatively small, it is expected to be lower in more general
mission scenarios. In the following subsection a set of simulations are executed in order to study the effect
of the alternate maneuvers in the more general case.
Lastly, it is important to highlight that even though strategy1 results in undesirable additional mission
time that affects UAV endurance, strategy2 also has a penalty in terms of minV . Assume for example
that the vehicle used can actually slow down to the velocities observed in the minV column of Table 4.2.
As discussed in previous chapters there is an intrinsic relationship between endurance and the velocity of
the UAV. Therefore, it may be the case that large velocity reductions result in a higher penalty on UAV
endurance than flying for some additional mission time at a velocity closer to vtrim (i.e., velocity for maximum
vehicle endurance). Although endurance considerations are outside of the scope of this work, it is important
to highlight that accurate endurance models of the vehicle may help determine the maneuvers that result in
the least amount of penalty. Finally, observe that minV for values of emin ≥ 395m is still much lower than
vmin = 15m/s.
4.3.2 Alternate Maneuver Effects on Mission Time in the General Case
The second set of simulations consist of 50 Monte Carlo runs with 4 UAVs and 15 targets per UAV. For each
run the location of the targets is generated with random values of distance between targets in the interval
[eminemax]. A total of 25 target sets where generated. Each target set is used to compute the mission time
with strategy1 and strategy2. The purpose of these simulation runs is to study the behavior of the additional
mission time in a more realistic mission scenario. To this extent, the values of emin and emax are set to
emin = 50m and emax = 650m. These values cover the entire range of [eminemax] in the first simulation
runs. In addition, for these simulations, the threshold for the minimum ∆t reduction allowed was chosen to
be pmin = 0.9. This means that every target is inspected for at least pmin∆t = 7.65s. This choice of pmin
represents another degree of freedom in the system that may benefit strategy1. (i.e., if a reduction in the
inspection time ∆t is allowed, it is possible that some of the alternate maneuvers can be avoided).
The results of these simulation runs are presented in histogram form. In Figure 4.15, the percentage of
additional mission time was computed as in the first set of simulations. Hence, each of the 25 simulation
runs provides one data point for the histogram. Table 4.3 provides numerical values for the distribution of
71
the additional percentage of mission time for the 25 runs.
Mean 12.18%
Median 11.58%
Std. Dev. 3.87%
Variance 14.98%
Minimum 6.73%
Maximum 21.02%
Table 4.3: Distribution of the additional percentage of mission time for 25 runs.
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Figure 4.15: Distribution of the additional percentage of mission time for 25 runs.
Figure 4.16 shows the distribution of the percentage of conflicts that require an alternate maneuver. By
assuming that each target represents a conflict this estimate can be obtained by dividing the total number
of alternate maneuvers in a mission by the total number of targets (for these simulations there are 60 targets
per mission). Each of the 25 simulation runs provides one data point for the histogram. Table 4.4 provides
numerical values for the distribution shown in Figure 4.16.
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Mean 44.00%
Median 45.00%
Std. Dev. 5.16%
Variance 26.62%
Minimum 31.67%
Maximum 53.33%
Table 4.4: Distribution of the percentage of conflicts that require an alternate maneuver for 25 runs.
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Figure 4.16: Distribution of the percentage of conflicts that require an alternate maneuver.
Results show that the percentage of additional mission time is on average 12.18% with a standard deviation
of 3.87%. Three key parameters influence the average percentage of mission time. The first parameter
is the value of emin. The second parameter is the value of emax, more precisely, the size of the interval
[emin, emax]. For the first set of simulations the size of the interval is always emax − emin = 200. For the
second set, emax − emin = 600 is used instead. It is not surprising that the larger the interval is, the less
likely it is that conflicts occur where there is a need for an alternate maneuver. This is supported by the
results in Figure 4.16. It can be observed that the mean percentage of conflicts that require an alternate
maneuvers is 44.0%. This value suggest that more than half of the conflicts are resolved without the need for
alternate maneuvers. The third parameter is the value of pmin. As mentioned above, a smaller value of pmin
helps reduce the number of alternate maneuvers due to infeasible schedules. Overall, these simulation results
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support the argument that the percentage of additional mission time in more realistic mission scenarios is
significantly less than the upper bound found in the first simulation runs (21.68%). Ultimately, a 12.18%
increase in the mission time seems reasonable given the benefit of not having to enforce an inter-target
distance to ensure correctness of the algorithm.
4.4 Summary
In this Chapter, methodologies are devised in order to generalize the velocity and trajectory scheduling
results found in Chapter 3. The extension from the two UAV case to the case of multiple UAVs is first
addressed. The goal is to design a provably correct online algorithm to accommodate missions with multiple
aircraft. It was explained that two properties guarantee the correctness of the algorithm. The first property
is that every solution to a conflict must be implementable and thus flyable by the UAVs. The effects of the
LP bounds in terms of implementability of the solution are discussed. The second property is that there
must exist a resolution maneuver for every conflict. This implies that the LP must always have a feasible
solution. Feasibility issues are addressed via the reduction of the prescribed value of the inspection time
∆t. Alternatives are discussed for cases where the reduction of ∆t is too low to be useful for the human
operator. In such cases the need for one or more UAVs to execute circular (holding) maneuvers may exist.
This maneuvers are known to be costly in terms of UAV endurance and therefore are not always desired.
Through the use of these methodologies, an algorithm, which preserves the correctness properties and can
be implemented in an online fashion, is presented in the form of a flow diagram .
The problem of multiple target acquisitions by a single UAV is also addressed. Multiple target acquisition
scenarios occur if the inter-target distance emin is not enforced. A new online algorithm is proposed that
detects and resolves two types of conflicts. The first conflict is that between targets of the same UAV and
the second conflict is between targets of different UAVs. In order for the online algorithm to be correct the
two properties described above must also always hold. A new method is investigated in order to increase
the feasibility of the LP beyond that given by the minimum ∆t reduction. This method suggests the use of
alternate maneuvers in order to modify the distance h from each UAV to their target in such a way that the
LP is feasible. A Linear Program is formulated to optimally find the lengths of the trajectories needed for
the alternate maneuvers. However, due to the proximity of the UAVs to their targets when these conflicts
occur, in most cases, a circular path (see Figure 4.7) may be the best possible maneuver.
Numerical simulations were performed in order to analyze how costly alternate maneuvers can be. It was
observed that the cost of this maneuvers (i.e., the additional mission time) depends on the size of the interval
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[emin, emax], the value of the minimum allowed ∆t reduction pmin and the value of emin. It was also observed
that there is a trade-off between emin and the unnecessary loitering time in an alternate maneuver. This
trade-off results in the existence of an upper bound on the cost of the alternate maneuvers given some set of
fixed mission parameters. It was also observed that in realistic mission scenarios the percentage of additional
mission time is significantly smaller than this upper bound. These percentage is found to be reasonably low
considering the ultimate benefit of not having to enforce an inter-target distance.
In the next chapter, a different type of inspection maneuver is investigated. This maneuver type may enable
an alternate solution to the problems that arise from multiple target acquisition. However, the main idea
behind the following results is to enable the human operator to arbitrarily chose the value of the inspection
time ∆t for every target in real time.
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Chapter 5
Planning for Arbitrary Inspection Times
In this chapter the idea of planning for arbitrary inspection time is investigated. This idea is of interest
since depending on the types of missions and the task of the human operator, the assumption of a constant
inspection time ∆t may not be suitable. When such is the case, it is desired that the human operator
determines when the inspection of any given target is finished. In order to enable this capability a circling
maneuver around the target is proposed in order to perform the inspection. This maneuver is necessary in
order to enable continuous target inspection (i.e., enable the operator to look at the target uninterruptedly)
for an arbitrary amount of time.
5.1 The Single Target Case
In the single target case it is desired to construct a minimum time rendezvous maneuver that enables the
human operator to determine when the inspection of the target is finished (i.e., determine the value of ∆t). In
order to do this, the rendezvous maneuver depicted in Figure 5.1 is proposed. The values of the parameters
for this maneuver are as follows:
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φ =
v ·∆t
ρ
(5.1)
φE =
4pi
3
(5.2)
α = φE − φ− pi
2
(5.3)
β =
pi
2
(5.4)
PT1 = [0, 0] (5.5)
PR = [0, PRy ] (5.6)
PI = [0,−H] (5.7)
PE = [ρ cos(φE), ρ sin(φE)] (5.8)
PD = [ρ cos(φE − φ), ρ sin(φE − φ)] (5.9)
H = ρ
√
3 (5.10)
The maneuver begins at PI which is the point where the UAV becomes aware of the target (i.e., the target is
within H distance from the UAV). At this point, the UAV begins a maneuver to enter a circular trajectory
around the target. A circling maneuver around the target is necessary in order to maintain the target inside
the camera’s FOV for an indefinite amount of time and thereby enable an arbitrary ∆t. For this first section
of the maneuver it is desired to compute the shortest path (minimum time path) from PI to the circle
centered at PT1 (i.e., the location of the target). For any given value of H there exist a Dubins shortest
path from configuration (PI , αI) to (PE , αE). The shortest path in this family of paths is achieved when
H = ρ
√
3, where ρ is the radius of the circle.
Once the UAV enters the circle, the inspection of the target begins. The inspection terminates ∆t time after
the UAV enters the circle. The value of ∆t is chosen arbitrarily by the human operator. The configuration
of the UAV at the end of the inspection is (PD, α). Once the inspection is finished the UAV returns to the
original trajectory at configuration (PR, β). It is desired that once the target inspection is finished, the UAV
returns to the original path as quickly as possible to continue surveying targets. To this end, the Dubins
shortest path from (PD, α) to (PR, β) is computed. In order to understand the implications of the inspection
time ∆t in terms of the length of the maneuver, it is of interest to characterize the length of the shortest path
from (PD, α) to (PR, β) as a function of ∆t. In addition, it is also of interest to understand how the path
length is affected by the return point PR. This point will be crucial in enabling the appropriate chaining of
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Figure 5.1: Parameters of rendezvous maneuver for single target case
conflicts when multiple targets are acquired by a single UAV.
5.1.1 Characterization of the Length of a Dubins Shortest Path
The following mathematical expressions provide the lengths of each of the six possible Dubins shortest paths
of type T, S, T or T, T, T whenever they exist. These expressions are an extension of the work presented in
[28] for the normalized case (ρ = 1). This extension also establishes the criterion to evaluate the existence
of each path given the proposed rendezvous maneuver.
Given any initial configuration (PD, α) and final configuration (PR, β), the first step in computing the length
of a path is to transform (PD, α)→ (0, 0, α0) and (PR, β)→ (0, d, β0) as follows:
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d(φ) =
[
(PDx − PRx)2 −
(
PDy − PRy
)2]1/2
(5.11)
=
[
(ρ cos(φE − φ)− PRx)2 −
(
ρ sin(φE − φ)− PRy
)2]1/2
(5.12)
γ(φ) = arctan
(
PRy − PDy
PRx − PDx
)
{mod 2pi} (5.13)
= arctan
(
PRy − ρ sin(φE − φ)
PRx − ρ cos(φE − φ)
)
{mod 2pi} (5.14)
α0 = [α− γ(φ)] {mod 2pi} (5.15)
β0 = [β − γ(φ)] {mod 2pi} (5.16)
Given the transformed configurations the characterization of the paths is as follows:
5.1.1.1 LSL Path
LLSL = ρ · tlsl + plsl + ρ · qlsl (5.17)
where,
plsl =
[
2ρ2 + d2 − 2ρ2 cos(α0 − β0) + 2dρ (sin(α0)− sin(β0))
]1/2
(5.18)
tlsl =
[
−α0 + arctan
(
ρ cos(β0)− ρ cos(α0)
d+ ρ sin(α0)− ρ sin(β0)
)
{mod 2pi}
]
{mod 2pi} (5.19)
qlsl =
[
β0 − arctan
(
ρ cos(β0)− ρ cos(α0)
d+ ρ sin(α0)− ρ sin(β0)
)
{mod 2pi}
]
{mod 2pi} (5.20)
5.1.1.2 RSR Path
LRSR = ρ · trsr + prsr + ρ · qrsr (5.21)
where,
prsr =
[
2ρ2 + d2 − 2ρ2 cos(α0 − β0) + 2dρ (− sin(α0) + sin(β0))
]1/2
(5.22)
trsr =
[
α0 − arctan
( −ρ cos(β0) + ρ cos(α0)
d− ρ sin(α0) + ρ sin(β0)
)]
{mod 2pi} (5.23)
qrsr =
[
−β0 + arctan
( −ρ cos(β0) + ρ cos(α0)
d− ρ sin(α0) + ρ sin(β0)
)]
{mod 2pi} (5.24)
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5.1.1.3 LSR Path
The LSR path is constructed using the inner tangents between the left tangent circle to (PD, α) and the
right tangent circle to (PR, β). The inner tangents only exist if these two circles do not intersect, thus when
they intersect, the path is infeasible. Consequently, the path is feasible only when the following inequality
holds.
[
(2ρ cos(φE − φ)− PRx)2 −
(
2ρ sin(φE − φ)− PRy
)2]1/2 ≥ 2ρ (5.25)
For a feasible path, the length is obtained as follows:
LLSR = ρ · tlsr + plsr + ρ · qlsr (5.26)
where,
plsr =
[−2ρ2 + d2 + 2ρ2 cos(α0 − β0) + 2dρ (sin(α0) + sin(β0))]1/2 (5.27)
tlsr =
[
−α0 + arctan
( −ρ cos(β0)− ρ cos(α0)
d+ ρ sin(α0) + ρ sin(β0)
)
− arctan
(−2ρ
plsr
)]
{mod 2pi} (5.28)
qlsr =
[
−β0 + arctan
( −ρ cos(β0)− ρ cos(α0)
d+ ρ sin(α0) + ρ sin(β0)
)
− arctan
(−2ρ
plsr
)
{mod 2pi}
]
{mod 2pi} (5.29)
5.1.1.4 RSL Path
The RSL path is constructed using the inner tangents between the right tangent circle to (PD, α) and the
left tangent circle to (PR, β). The inner tangents only exist if these two circles do not intersect, thus when
they intersect, the path is infeasible. Consequently, the path is feasible only when the following inequality
holds.
[
(Ptargetx − PRx)2 −
(
Ptargety − PRy
)2]1/2 ≥ 2ρ (5.30)
For a feasible path, the length is obtained as follows:
LRSL = ρ · trsl + prsl + ρ · qrsl (5.31)
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where,
prsl =
[−2ρ2 + d2 + 2ρ2 cos(α0 − β0)− 2dρ (sin(α0) + sin(β0))]1/2 (5.32)
trsl =
[
α0 − arctan
(
ρ cos(β0) + ρ cos(α0)
d− ρ sin(α0)− ρ sin(β0)
)
+ arctan
(
2ρ
prsl
)
{mod 2pi}
]
{mod 2pi} (5.33)
qrsl =
[
β0 − arctan
(
ρ cos(β0) + ρ cos(α0)
d− ρ sin(α0)− ρ sin(β0)
)
+ arctan
(
2ρ
prsl
)
{mod 2pi}
]
{mod 2pi} (5.34)
Note that for PRy ∈ [−H, 0] the RSL path is always infeasible.
5.1.1.5 LRL Path
The LRL path is constructed by connecting the left tangent circle to (PD, α) and the left tangent circle to
(PR, β) with a third circle of radius ρ. This is only possible if the circles tangent to (PD, α) and (PR, β) are
close enough such that the third circle can establish an interconnection between them. Consequently, the
path is feasible only when the following inequality holds.
[
(2ρ cos(φE − φ)− (PRx − ρ))2 −
(
2ρ sin(φE − φ)− PRy
)2]1/2
< 4ρ (5.35)
For a feasible path, the length is obtained as follows:
LLRL = ρ · (tlrl + plrl + qlrl) (5.36)
where,
plrl = 2pi −
[
arccos
(
6ρ2 − d2 + 2ρ2 cos(α0 − β0)− 2dρ (sin(α0)− sin(β0))
8ρ2
)]
{mod 2pi} (5.37)
tlrl =
[
−α0 + arctan
(
ρ cos(β0)− ρ cos(α0)
d+ ρ sin(α0)− ρ sin(β0)
)
+
plrl
2
]
{mod 2pi} (5.38)
qlrl = [β0 − α0 − tlrl + plrl] {mod 2pi} (5.39)
5.1.1.6 RLR Path
The RLR path is constructed by connecting the right tangent circle to (PD, α) and the right tangent circle
to (PR, β) with a third circle of radius ρ. This is only possible if the circles tangent to (PD, α) and (PR, β)
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are close enough such that the third circle can establish an interconnection between them. Consequently,
the path is feasible only when the following inequality holds.
[
(Ptargetx − (PRx + ρ))2 −
(
Ptargety − PRy
)2]1/2
< 4ρ (5.40)
For a feasible path, the length is obtained as follows:
LRLR = ρ · (trlr + prlr + qrlr) (5.41)
where,
prlr = 2pi − arccos
(
6ρ2 − d2 + 2ρ2 cos(α0 − β0)− 2dρ (sin(α0)− sin(β0))
8ρ2
)
{mod 2pi} (5.42)
trlr =
[
α0 − arctan
( −ρ cos(β0) + ρ cos(α0)
d− ρ sin(α0) + ρ sin(β0)
)
+
prlr{mod 2pi}
2
]
{mod 2pi} (5.43)
qrlr = [−β0 + α0 − trlr + prlr{mod 2pi}] {mod 2pi} (5.44)
5.1.2 Path Length as a Function of Inspection Time
We are now in a position to investigate the relationship between inspection time and total length of maneuver.
As previously described, the maneuver starts at point PI and ends at point PR. There are three segments
that are part of the maneuver. The length of the segment PI to PE is constant for all ∆t and equal to
ρ(φE − pi). The length of the segment from PE to PD is given by ρ(φE − φ) and thus varies with ∆t since φ
is a function of ∆t (see Eq. 5.1). Lastly the length of the segment (PD, α) to (PR, β) is computed using the
mathematical expressions for the length of a DSP.
Figures 5.2 and 5.3 show the results of the path length from (PE , αE) to (PR, β) (i.e., the length of the
maneuver) for each path type as a function of the inspection time for two values of PRy . Note that the
length of the segment PI to PE is constant for all ∆t and therefore its value is not included as part of the
maneuver. The length of the DSPs is computed with the following parameters: ρ = 85m, v = 15m/s and
0 < φ < 2pi.
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Figure 5.2: Path length vs. ∆t for PRy = −147.2 (i.e., return at PI)
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Figure 5.3: Path length vs. ∆t for PRy = 0.0 (i.e., return at PT1)
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Three important observations can be made from the plots above. The first is that the shortest path switches
types as a function of the inspection time. Note that in these plots each line color represents a different path
type and the length of the shortest path at every value of ∆t is that of the path of shortest length among the
various types. For example, in Figure 5.2 the length of the shortest path switches from LSL to RSR then
to LSR and to LRL and finally to RLR. Also note that the switching pattern and the ∆t interval where
each path type is the actual shortest path may change depending on PR.
The second observation is that the length of the shortest path is a monotonically increasing function of the
inspection time. Initially, it was presumed that cases could exist where additional inspection time results in
a shorter maneuver. In essence, given values of ∆t1 < ∆t2 and their associated departure points PD1 and
PD2 , it could be the case that the maneuver length from PD2 to PR is less than that from PD1 to PR. The
monotonic behavior of the path length observed in the previous plots indicates that this cases do not occur.
In fact, it shows that the longer the time of inspection is, the more costly it is to complete the maneuver.
This finding implies that if the goal is to minimize the maneuver length it is always better if the operator
inspect its target as quickly as possible.
The last observation is that there are regions where the path length remains constant for some interval of
∆t values. This indicates that the inspection times within these intervals have no penalty on maneuver
length. In essence, once the value of the inspection time is inside such interval the human operator may take
advantage of additional inspection time at no extra cost. Note however, that this conclusion is for the case
of one UAV inspecting one target.
5.1.3 Path Length as a Function of the Return Point
The return point is the point where each maneuver is considered finished and a new maneuver could po-
tentially be started. For example, as can be seen in Figure 5.1, if PRy = −H and the return point is
PR = (0, PRy ), the UAV will return to PI at the end of the maneuver. This point of return is a good choice
if it is desired that no portion of the nominal path is missed or not inspected (assuming that no target can
be detected while performing the maneuver). In contrast, returning at a point PR = (0, PRy ) where PRy = 0
could be beneficial for endurance. Given that the choice of the return point is somewhat arbitrary in the
single target case, it is of interest to study the behavior of the length of the shortest path as a function of the
return point PR. Figure 5.4 shows the length of the shortest path for three different values of PR = (0, PRy )
where PRy is in the interval [−H, 0].
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Figure 5.4: Length of DSP vs. ∆t for different values of PRy and for 0 < φ < 2pi. The length corresponds
to the path PE → PR → PT1
From Figure 5.4 it is clear how the length of the shortest path becomes smaller as the return point approaches
PT1 for all values of ∆t. This suggests that the return point which has the least penalty in terms of maneuver
length is PRy = 0.0. However, the regions of constant path length also become smaller as the return point
approaches PT1. As previously discussed, this regions are beneficial to the human operator in terms of
inspection time. This analysis thus reveals that there are various trade-offs that may influence the choice of
the return point.
5.1.4 Generalizing to Multiple Targets and Multiple UAVs
In previous chapters, holding pattern type maneuvers were used as a tool that enabled UAVs to hold a
position along the nominal path (i.e., the UAVs can take more time traversing the nominal path without
having to fly at velocities below vmin). In this chapter, holding patterns are mainly used to continuously
keep a target inside the field of view for an arbitrary amount of time. These holding maneuvers, which are
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now necessary in order to allow arbitrary inspection times, can also be used for the UAVs to wait. Once a
UAV has started the inspection maneuver and thus entered the holding pattern, the UAV can circle around
that target for an indefinite amount of time. Some of this time will be used for inspection and some may be
used for waiting for other targets to be inspected. In this sense a simple methodology can be used in order
to generalize from the single target, single UAV case to the case of multiple targets and multiple UAVs.
This methodology consists of queuing the targets in the order in which they are acquired and performing
the inspection target by target. For example, if UAV1 and UAV2 acquired targets at the same time, they
will both begin the circling maneuver. The target of UAV1 may be inspected first. In the mean time UAV2
remains in a holding pattern about its target until the operator is finished with the inspection of the target
of UAV1. At this point UAV1 returns to the nominal trajectory and the inspection of the target of UAV2
begins. This process can be repeated until the end of the mission and can also be applied to more than two
UAVs.
This methodology enables all targets to be inspected for an arbitrary amount of time ∆t determined by the
human operator for each target. It is clear from the analysis above that in order to have the least effect on
UAV endurance the human operator should try to make a decision as quickly as possible. Note that for this
methodology to guarantee that no target is missed it is assumed that the next target of a given UAV will
not be acquired until the UAV returns back to the original path. In order for this assumption to hold, a
minimum inter-target distance emin must be enforced. The required value of emin is given by the following
equation.
emin = H − PRy (5.45)
Note that the required value for the inter-target distance increases as PR moves further away from PI (i.e.,
as PRy gets smaller). Also note that if PR = PI then emin = 0. As previously discussed, there is a benefit in
terms of maneuver length from returning as far away from PI as possible. However, in order to reduce emin
it is best to return closer to PI . Clearly, there is a trade-off between the manuever length and the minimum
inter target distance.
5.2 The Two Target Case
In this section, the issues arising from the competing effects of the return point on the maneuver length
and the inter-target distance, are addressed. In contrast to the single target case, the following strategy
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does not assume that targets will not be acquired during a maneuver. This implies that there is no need to
enforce an inter-target distance in order to guarantee that no targets are missed. Instead, the system will
use information about the location of targets acquired during a maneuver to plan the inspection of these
targets.
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Figure 5.5: Flow diagram for the execution of an inspection maneuver in the two target case. TA is a flag
that indicates if there is a target acquired.
Figure 5.5 shows the execution process of a maneuver for a single UAV. The two events that can trigger an
action in this process are: new target acquired and inspection finished. If a new target is acquired by the
UAV while inspecting a target the UAV continues on the holding pattern (HP) around that target and a flag
TA=1 is set to indicate that another target has been acquired. Alternatively, if a new target is acquired and
no other target of that UAV is being inspected, then the UAV proceeds to circle that target. If the event is
the end of a target inspection and the flag TA = 0 (i.e., no other targets have been acquired) then the UAV
returns to the nominal path. Alternatively, if TA = 1 then, a trajectory from the HP of the current target
to the HP of the next target is constructed. This trajectory is a Dubins shortest path between PD and the
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point of entry to the second holding pattern (PR).
In this work it is of interest to minimize the total mission time. Therefore it is desired to minimize the
trajectory length between consecutive holding patterns (note that this also minimizes the idle time of the
human operator between targets). To this extent, the path from PD to PR should be of minimum length.
It is clear that there is an infinite number of possible entry points PR along the circumference of the second
holding pattern. Since there exist a DSP from PD to PR for every PR, then there exist an infinite number
of paths. The path of interest is that of minimum length which corresponds to the path of shortest length
out of all the paths in this family.
In order to construct such path it is necessary to reduce the search space in the family of DSP paths. The
following claim states that in order to find the minimum length path between two holding pattern circular
trajectories it is sufficient to search for the path of shortest length in a DSP family of at most 8 paths.
Claim 8 Let q1 = (x1, y1, θ1) be the configuration of a UAV at the point PD along a circular trajectory of
radius ρ around PT1 = (0, 0). Also, without loss of generality, assume that the direction of travel of the UAV
along the circular trajectory is counter-clockwise (dir = 1). Lastly, let PT2 = (0, PT2y ) be the center of a
second circular trajectory of radius ρ. Then, the point PRi that results in the shortest DSP path from q1 to
the circular trajectory about PT2 is one of the following eight points.
PRi = (ρ cos(φi + PT2(1)), ρ sin(φi) + PT2(2)), (5.46)
for all φi given by:
φ1 =
 φoff1 if dir = −1pi + φoff1 if dir = 1 (5.47a)
φ2 =

3pi
2 + θoff1 + arccos
(
2ρ
|CL−PT2|
)
if dir = −1 and |CL − PT2| ≥ 2ρ
3pi
2 + θoff1 − arccos
(
2ρ
|CL−PT2|
)
if dir = 1 and |CL − PT2| ≥ 2ρ
does not exist if |CL − PT2| < 2ρ
(5.47b)
φ3 =

3pi
2 + θoff1 + arccos
(
|CL−PT2|
4ρ
)
if |CL − PT2| ≤ 4ρ
does not exist if |CL − PT2| > 4ρ
(5.47c)
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φ4 =

3pi
2 + θoff1 − arccos
(
|CL−PT2|
4ρ
)
if |CL − PT2| ≤ 4ρ
does not exist if |CL − PT2| > 4ρ
(5.47d)
φ5 =
 φoff2 if dir = 1pi + φoff2 if dir = −1 (5.47e)
φ6 =

3pi
2 + θoff2 + arccos
(
2ρ
|CR−PT2|
)
if dir = 1 and |CR − PT2| ≥ 2ρ
3pi
2 + θoff2 − arccos
(
2ρ
|CR−PT2|
)
if dir = −1 and |CR − PT2| ≥ 2ρ
does not exist if |CR − PT2| < 2ρ
(5.47f)
φ7 =

3pi
2 + θoff2 + arccos
(
|CR−PT2|
4ρ
)
if |CR − PT2| ≤ 4ρ
does not exist if |CR − PT2| > 4ρ
(5.47g)
φ8 =

3pi
2 + θoff2 − arccos
(
|CR−PT2|
4ρ
)
if |CR − PT2| ≤ 4ρ
does not exist if |CR − PT2| > 4ρ
, (5.47h)
where CL = (CLx , CLx) and CR = (CRx , CRx) are the centers of the circles tangent to the heading of the
UAV and θoff1 and θoff2 are computed as follows:
θoff1 = arctan
(
|CLx − PT2x |∣∣CLy − PT2y ∣∣
)
(5.48a)
θoff2 = arctan
(
|CRx − PT2x |∣∣CRy − PT2y ∣∣
)
(5.48b)
Proof 11 A DSP from q1 to the circular trajectory about PT2 can be of the from {Ta, Sb, Tc} or {Ta, Tb, Tc}.
The first segment Ta of this path can be a left (L) turn or a right turn (R). Consequently, the first segment
of the DSP is traveled along a circular trajectory of radius ρ about the circles CL and CR that are tangent to
θ1 (i.e., the heading at configuration q1). The next segment of the DSP can be a straight (Sb) segment or a
turn (Tb). Now, the DSP must be such that the end configuration at point PR is along a circular trajectory of
radius ρ about PT2. Thus, the segments Sb and Tb must connect the circles with centers CL and PT2 and CR
and PT2 respectively. Lastly, the segment (Tc) can be a left or right turn along the circular trajectory about
PT2. However, since the DSP of interest is that of shortest length to any point along the circular trajectory
about PT2 it is clear that the length of the segment Tc of such path is equal to zero. Consequently, the point
PR must be the end point of one of the connecting segments Tb or Sb.
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There exist at most six segments that connect any two circumferences such that the heading at the end points
of these segments is tangent to the corresponding circle (note that this condition is necessary for the vehicle to
transfer between path segments given the kinematics of the Dubins model). Two of these segments are given
by the outer tangents between the circles. The next two are given by the inner tangents between the circles.
And, the last two are given by the the circles of radius ρ that intersect the initial and final circles. However,
given the direction of travel (clock-wise or counter-clockwise) about PT1 and the Dubins kinematics, only one
of the outer tangents and one of the inner tangents is traversable. Therefore, for every departure circle (i.e.,
circles centered at CL and CR) there exist at most four possible arrival points PR (see Figures 5.6 and 5.7).
Since there only exist two departure circles and there are four possible points PR for each circle, then the
point PR that results in the shortest DSP from q1 to the circle about PT2 must be one of such eight points.
From simple geometry, it should be clear that these points can be computed as in Equations 5.46 and 5.47.
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Figure 5.6: Arrival points PR for segments connecting circles about CL and PT2.
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Figure 5.7: Arrival points PR for segments connecting circles about CR and PT2.
In the following figures some illustrative examples are presented for the case of two targets and a single UAV.
It is assumed that the maneuver ends at PR which is the point of entry to the holding pattern of the second
UAV. PE is the point of entry to the first holding pattern. PDT is the point when the operator indicates that
the inspection is finished. PA is the point when the UAV acquires the second target (i.e., target is within H
distance from the UAV). The point PD is the departure point from the first holding pattern. PO is a default
departure point from the first holding pattern. This point is such that the UAV can return to the nominal
path in minimum time given that no new target is acquired. The points CP1 and CP2 are two critical points
of the maneuver. The significance of this points will be illustrated later in this section.
The first two examples illustrate a case where the second target (T2) is close enough that the holding patterns
about the two targets intersect. Figure 5.8 shows the maneuver in the case where the inspection of T1 is
finished before the next target is acquired. Consequently, the inspection finished event occurs before the new
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target acquired event. Following the execution process in Figure 5.5 when the UAV is at PDT a trajectory
is planned to leave the holding pattern and return to the nominal path in minimum time. This trajectory
would leave the HP through PO. At some point PA along the departure trajectory T2 is acquired and the
new target acquired event is triggered. Since a target from this UAV is not currently being inspected, a
trajectory from PA to PR is computed to leave the current HP and enter the HP of the second target. Note
that this trajectory leaves the HP at CP1. In contrast to this example, Figure 5.9 illustrates the maneuver
process when the inspection is finished after the second target is acquired. In this case the new target acquired
event occurs first and the UAV is commanded to stay on the holding pattern of T1. Once the inspection is
finished, since there is a target acquired (TA = 1) a trajectory is planned from PD = PDT to PR.
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Figure 5.8: Two target maneuver. HP circles intersect. Inspection ends before T2 is acquired
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Figure 5.9: Two target maneuver. HP circles intersect. Inspection ends after T2 is acquired
Note that the length of the path from PD to PR in Figure 5.9 is much larger than that in Figure 5.8. The
length of this path is proportional to the idle time of the human operator (i.e., time between inspections).
This illustrates the fact that the inspection time has an effect on the idle time.
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Figure 5.10: Two target maneuver. HP circles do not intersect. Inspection ends before T2 is acquired
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Figure 5.11: Two target maneuver. HP circles do not intersect. Inspection ends after T2 is acquired
The second example illustrates the case where the holding patterns do not intersect. In this particular case,
T2 is H+ρ distance away from T1. This means that T2 is at the limit of the target detection sensor range for
this maneuver. Any target that is further away will not be acquired by the UAV while T1 is being inspected.
As in the previous example, Figure 5.10 illustrates the case where the inspection time is finished before T2
is acquired. Therefore, the UAV plans to leave the HP of T1 through PO. However, T2 is acquired along the
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return trajectory to the nominal path. At this point a trajectory to PR is computed for the UAV to enter
the HP of T2. In contrast, Figure 5.11 illustrates the case where the inspection time is finished after T2 is
acquired. As noted in the first example there is an increase in the idle time caused by a longer inspection
time.
5.2.1 Inspection Time Effects
Following, the previous qualitative discussion is extended into a numerical study of the relationship between
inspection time and both the idle time of the human operator and the maneuver length.
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Figure 5.12: Idle time vs. Inspection time for various locations of T2
Figure 5.2.2 provides numerical results of the effects of the inspection time ∆t on the idle time for various
locations of T2. Each line color represents an idle time curve for each of the T2 locations. Note that this
locations are measured from T1 = (0, 0) and that T2 = (0, T2y ). The points marked by the x symbol represent
the time at which T2 is acquired. It can be observed that the time at PA increases as T2y increases. The
points marked by a circle and a square indicate the time at which the UAV reaches CP1 and CP2 respectively.
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The vertical dotted line indicates the time at which the nominal departure point PO is reached.
From Figure 5.2.2 the significance of the critical points CP1 and CP2 is evident. Before CP1 the idle time is
a decreasing function of ∆t. This behavior is desired if the goal of the system is to minimize the idle time.
Under this paradigm, it is best if the human operator finishes the target inspection before the UAV reaches
CP1. Note that CP1 only exists when the position of T2 is such that T2 is acquired before the UAV reaches
CP1. In essence whenever CP1 exists, if the UAV leaves the holding pattern at CP1 then the amount of idle
time is minimal.
The behavior of the idle time between CP1 and CP2 is hard to characterize. It is clear however that the
idle time in this region increases drastically as a function of ∆t. Lastly, the point CP2 represents the time
at which the idle time is once more a monotonically decreasing function of ∆t. This implies that further
inspection time does not have a negative effect in terms of idle time.
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Figure 5.13: Ratio of path length from PI to PR over shortest path length from PI to PR.
Figure 5.2.2 illustrate similar results but now in terms of the path length. Clearly, for any location of T2
there exist a best (shortest idle time) path from PI to the holding pattern about T2. By benchmarking the
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actual path length given by every value of ∆t against the best path it is clear how the path length of the
maneuver is affected by ∆t. Similarly to the findings in the single target case, the longer the inspection time
is the larger the effect is on path length and UAV endurance.
5.2.2 Critical Points and the Human Operator
The critical points represent specific locations during a maneuver at which the effects of the inspection time
on the length of the maneuver and the idle time change trends. The previous numerical results illustrate
the significance of the critical points CP1 and CP2. In addition to these two points, the point PO is also
considered critical. The point PO is defined as the best point to depart from the holding pattern of a target
in order to return to the nominal path in minimum time. The point PO can be computed as soon as a target
is acquired using the following expression (Note that under the current setup φO = 2pi/3):
PO = [ρ cos(φO), ρ sin(φO)] (5.49)
The critical point CP1 is defined as the point of departure from the current holding pattern that results in
the minimum time path to the next holding pattern. The location of CP1 can be computed as follows:
CP1 = [ρ cos(φCP1), ρ sin(φCP1)] (5.50)
where,
φCP1 =

pi
2 + arccos
(
PT2y
4ρ
)
if 0 < PT2y < 2ρ
pi
2 if PT2y = 2ρ
sol. to f1(φCP1) = 4ρ
2 if 2ρ < PT2y ≤ CPthreshold
undefined if PT2y > CPthreshold
(5.51)
The function f1 is used to solve for the value of the angle φCP1 at which the heading at PD and PR are the
same (i.e., α = β). This is the point at which the UAV can leave the first holding pattern and enter the
second holding pattern using the straight segment given by the inner tangent between the holding pattern
circles. Note that this point only exists if the inner tangent exists (i.e., if the holding pattern circles do not
intersect). This point also only exists if PT2y is such that CP1 occurs before or at PA. The value of PT2y
where CP1 = PA is given by CPthreshold . If the target is further away than CPthreshold then φCP1 is undefined
and so is CP1. The function f1 is given by:
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f1(φCP1) = [2ρ cos(φCP1)− 2ρ cos(pi + φCP1)]2 + [2ρ sin(φCP1)− 2ρ sin(pi + φCP1 − PT2y)]2 (5.52)
The value of CPthreshold is obtained by solving f2(CPthreshold) = 4ρ
2 where
f2(CPthreshold) = [2ρ cos(φPA)− 2ρ cos(pi + φPA)]2 + [2ρ sin(φPA)− 2ρ sin(pi + φPA − CPthreshold)]2 (5.53)
and
φPA = pi − arcsin
(
ρ2 −H2 + C2Pthreshold
2ρCPthreshold
)
(5.54)
In contrast to CP1 the point CP2 always comes after PA. The path from the first to the second holding
pattern is constructed as a DSP. The first segment of a DSP maneuver is always a turn (T ) segment. This
turn can be either a left (L) or a right turn (R). CP2 is the point at which the direction of the first T
segment of the DSP changes from L to R (assuming that the holding pattern is traversed counterclockwise).
Consequently, the first segment of the DSP is along the holding pattern. This explains the fact that after
CP2, any additional inspection time has no penalty on the maneuver length or the idle time (See Figures
and ). The value of CP2 can be computed as follows:
CP2 =
 [ρ cos(φCP2), ρ sin(φCP2)] if 0 < PT2y ≤ H + ρundefined if PT2y > H + ρ (5.55)
where,
φCP2 = arcsin
(
ρ
PT2y
)
(5.56)
From Equations 5.51 and 5.55 it can be inferred that the points CP1 and CP2 are only defined if a second
target is acquired while the UAV is currently going about the holding pattern of a target. When a maneuver
begins (i.e., a new target is acquired) the only critical point for that maneuver is PO. If no target is acquired
during this maneuver, PO remains the only critical point. Alternatively, if a target is acquired, after the
current maneuver is over (i.e., the target has been inspected) the UAV must enter the holding pattern of
the next acquired target without returning to the nominal path. Therefore, PO ceases to exist as a critical
point and CP1 and CP2 become the only critical points for the maneuver. Note that CP1 may be undefined
depending on the position PA where the target was acquired.
The critical points can be computed in real time as the maneuver progresses. These points provide real-time
99
information about regions of a maneuver that can affect UAV performance in positive or negative ways. In
order to favor endurance of the UAVs and/or reduce the idle time of the human operator, it is clear that
the best point to leave the holding pattern about the first target is either PO or CP1. Therefore, the time
at which this point is reached can be used to provide the human operator with real-time visual cues that
communicate the trade-offs of finishing the inspection before reaching the critical point. One thing to note
from Figure 5.2.2 is how the difference between the time at which PA is reached and the time when CP1
is reached varies with T2y . Since CP1 can only be computed once PA is reached, the time that the human
operator has to respond to the cue from its onset depends on the location of the next target. Thus the
amount of time between PA and CP1 can provide some insight on when the cue should be displayed to the
human operator.
If it is not possible to leave at CP1 then the systems enters a region of inspection time values where every
additional second of inspection time represents a high penalty (i.e., region between points CP1 and CP2 in
Figures and ). It may be beneficial for the system to alert the operator that the UAV is in this region so
that there is some level of pressure to end the inspection as soon as possible. Once CP2 is reached, making
a quick decision is no longer as critical and the pressure on the human can be diminished.
Ultimately, if the information provided by the critical points is conveyed to the human operator appropriately,
it is possible for the system to benefit from the additional situational awareness of the operator. It is left
to future work to investigate the appropriate ways to convey this information to the operator and increase
his/her situational awareness such that the desired benefits are achieved.
5.3 The Online Algorithm
In this section an online algorithm is proposed for the multiple target, multiple UAV case using the circular
inspection maneuver. This algorithm appropriately queues all acquired targets such that they can all be
classified by the operator. As previously mentioned, the circling inspection maneuver makes it possible for
any UAV to wait indefinitely for the human operator to inspect its current target. Therefore solving the task
scheduling problem becomes trivial. The proposed algorithm uses a queuing mechanism in which targets are
added to a queue in the order in which they are acquired. The system is always displaying the video feed of
the first target in the queue. Once the inspection of that target is finished if there is a target in the queue,
the system will display the video feed of that next target.
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Figure 5.14: Flow diagram for the online algorithm using the circular inspection maneuver. This algorithm
supports multiple UAVs, multi targets and multiple target acquisition by a single UAV.
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Two events trigger an action within the Wait for Event process. If a target is acquired, the target is added
to the display queue (i.e., the queue that determines the order in which the various video feeds are presented
to the human operator). The target is also added to the target queue of its respective UAV. Each UAV has
a target queue which determines the order in which the targets of a UAV are inspected. Following, if the
acquired target is the only target in target queue then the system computes the critical points (in this case
just PO since the UAV only has one target acquired) and the maneuver to enter the holding pattern of that
target. Alternatively, if the target queue has more than one target it is implied that the UAV is currently
circling a target. However, now that a new target is in sight new critical points (CP1 and CP2) can be
computed for the current target (i.e., the target being inspected). In contrast, if the event is the completion
of a target inspection then the target is first removed from both queues. Note that the inspection will end
whenever one of the following events occur: 1) the operator is finished with the inspection or 2) the UAV
leaves the holding pattern (i.e., the operator has chosen to listen to the critical point cue). Once the target
is removed from the queue, the system checks the size of the target queue of the UAV. If the queue is empty,
a maneuver is computed for the UAV to go back to the nominal path. Alternatively, if there is at least one
target in the queue, the critical points for the next target in queue are computed and the UAV executes a
maneuver to enter the holding pattern of that target.
5.4 Cuing Effects in the General Case
The above online algorithm makes it possible to execute missions with multiple UAVs and multiple targets
per UAV. Given this capability, it is of interest to study the effects of critical point cuing on the total mission
time. In the case of a single UAV with multiple targets, the total mission time is the time when the inspection
of the last target ends. This amount of time can be computed as follows:
Tf =
m∑
j=1
T jhp + T
j
dt , (5.57)
where T jhp is the time it takes the UAV to enter the holding pattern of targetj and T
j
dt is the time that
targetj is inspected for. The value of T
j
hp depends on the length of the DSP between the holding patterns
(except for the first target for which this value is constant). As it was previously discussed, the length of
this DSP depends on the position of the UAV when the inspection of targetj is finished. Now, the value of
T jdt depends on whether or not the human operator listens to the cue. This value is given by:
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T jdt = min
(
∆tj ,
T jCP
cuej
)
, (5.58)
where ∆tj is the inspection time of targetj and T
j
CP is the time to reach the critical point (PO or CP1) from
the point where the inspection begins (note that the human operator can not make a decision on whether
or not to listen to the cue until he/she has had a chance to look at the target). The binary value of cuej
indicates if the human operator will listen to the cue for targetj . A value of cue
j = 1 indicates that the
operator will listen to the cue. In essence, if ∆tj ≤ T jCP , targetj will be inspected for ∆tj time regardless
of whether or not the human operator listens to the cue. However if ∆tj > T jCP the value of T
j
dt can be
reduced to T jCP if cue
j = 1. Consequently, in such cases, listening to the cue renders beneficial.
5.4.1 Two Targets and One UAV
The previous analysis suggest that the benefits of listening to the cue for any given targetj depend on the
ratio ∆tj/T jCP . Previously, it was explained how the location of the critical point PO depends on the point
of return to the nominal path. Similarly, the critical point CP1 depends on the location of the next acquired
target. The location of the critical point is thus constant for each target. However, in the multiple target
case, the position of the UAV along the holding pattern when the inspection of a target begins may change
from target to target. Consequently, the value of T jCP may be different for every target. In order to illustrate
how T jCP may vary and the effects of this variation on the ratio ∆t
j/T jCP , the simple case of two targets is
analyzed. From Equation 5.57, the total mission time for this particular scenario can be computed by:
Tf = T
1
hp + T
1
dt + T
2
hp + T
2
dt (5.59)
Given this equation, the effect of listening to the cue is analyzed for three special cases. The first case is
depicted in Figure 5.15. Since the velocity along the holding pattern is constant, the time along each path is
proportional to the distance traveled along that path. The times T jhp are thus proportional to the length of
the blue paths and similarly the times T jhp are proportional to the length of the green paths. The inspection
of a target starts at point PE . The point PDT indicates the point where the full inspection of a target should
end (if the target were to be inspected for the full amount ∆tj). The points CP1 and CP2 are the critical
points for target1. Since there is no subsequent target after target2, the point PO is the only critical point
for this target. In this first case, the full inspection of target1 ends before reaching the critical point CP1
(i.e., ∆t1/T 1CP ≤ 1.0). Since the shortest path from PDT1 to the next holding pattern goes through CP1,
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listening to the cue has no effect on T 1dt or T
2
hp. Similarly, for target2, the inspection ends before PO whether
or not the human operator listens to the cue. Thus T 2hp is the same for bias = 1 and bias = 0. This case
illustrates how for ∆tj/T jCP ≤ 1.0 there is no benefit from listening to the cue.
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CP1
PT1PDT1
PT2 
CP2
PO
bias=1 bias=0
PDT2PDT2
Figure 5.15: Bias effect on mission time for one UAV and two targets in the case of ∆tj/T jCP ≤ 1.0.
The second case depicts a scenario where ∆tj/T jCP > 1.0 for bias = 1 while for bias = 0, ∆t
1/T 1CP > 1.0
and ∆tj/T jCP ≤ 1.0. First note the difference in T 1dt for bias = 1 and bias = 0. For bias = 1, the inspection
of the targets ends at the critical point CP1 and PO respectively. Consequently, the targets are not fully
inspected but the time T 1dt is the shortest possible given the location of the targets. On the other hand, if
bias = 0 the inspection ends when the target has been fully inspected (i.e., at point PDT1). This causes the
value of T 1dt to be dependent on ∆t
1 and thus, be greater than that of bias = 1. Clearly, there is a benefit
from listening to the cue in terms of T 1dt. Now, the time between holding patterns T
2
hp also differs between
bias = 1 and bias = 0. Leaving the first holding pattern at CP1 results in the shortest DSP between the
holding patterns while the DSP from PDT1 is significantly larger. Also observe that in contrast with the
previous case, the location of PE2 changes between bias = 1 and bias = 0. Given, the location of PE2 with
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respect to PO, ∆t
j/T jCP ≤ 1.0 for bias = 0 while ∆tj/T jCP > 1.0 for bias = 1. In essence, not listening to
the cue for the first target has an effect on both T 1dt and T
2
hp. In addition, this effect carries over to the next
target by causing the cue to be ineffective (i.e., causing that ∆tj/T jCP ≤ 1.0). Note that in this case it is
assumed that bias = 0 for both targets and thus T 1dt is not affected by the cue. However, in more general
mission scenarios, the bias may change between targets. This example illustrates how in such cases, not
listening to the cue for a particular target may affect the effectiveness of cuing for subsequent targets.
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Figure 5.16: Bias effect on mission time for one UAV and two targets. For bias = 1, ∆tj/T jCP > 1.0. For
bias = 0, ∆t1/T 1CP > 1.0 and ∆t
j/T jCP ≤ 1.0.
Lastly, Figure 5.17 depicts the case when ∆t1/T 1CP > 1.0 and ∆t
2/T 2CP > 1.0. In contrast to the second
case, here the effect of not listening to the cue for target1 does not carry over to target2. This is due to the
fact that PDT1 comes after CP2. Computing the shortest path to the next holding pattern from any point
past CP2 results in a DSP that leaves the holding pattern at CP1. Consequently, even though T
1
dt and T
2
hp
are larger for bias = 0 than bias = 1, the point of entry to the second holding pattern (PE2) remains the
same. Therefore, ∆t2/T 2CP > 1.0 and the mission may still benefit from cuing for target2. Recall that this
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benefit is not observed in this example since it is assumed that the bias is the same for both targets.
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Figure 5.17: Bias effect on mission time for one UAV and two targets in the case of ∆tj/T jCP > 1.0
Two important conclusions can be drawn from the two target case. First is the fact that only for values of
∆tj/T jCP > 1.0 there is a benefit from listening to the cue in terms of mission time. Second, that there is
a coupling between targets through the term jhp. This coupling may cause the effects of cuing to carry over
from one target to the next by changing the ∆tj/T jCP and possibly affecting the effectiveness of the cue.
Following, the results of these three cases are extrapolated to a wider range of ∆t values. The figures below
are generated using ρ = 86m, v = 18m/s with an inter-target distance equal to 150m. The values of ∆t
range from 0 to 50 seconds. Note that for this parameters, a revolution about the holding pattern takes
approximately 30s. Figure 5.18 shows a comparison of the mission time of target1 for bias = 1 and bias = 0.
The mission time for target1 is computed as Tf = T
1
hp + T
1
dt. The dashed magenta and solid blue curves
depict the mission time for bias = 1 and bias = 0 respectively. The black circles indicate the time at which
the critical point CP1 is reached. Note that if ∆t is large enough this critical point may be visited multiple
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times by the UAV. Similarly, the black squares indicate the time at which the critical point CP2 is reached.
The effects observed in the previous cases for this target can be observed in this plot. In essence, for values
of ∆t that are less than the time to CP1, the mission time is the same for both biases. After this point, for
bias = 1 the inspection ends at CP1. Thus, Tf remains constant regardless of ∆t. In contrast, for bias = 0,
the target is inspected for ∆t and thus, Tf increases linearly as a function of ∆t.
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Figure 5.18: Bias effect on mission time of target1 as a function of the inspection time.
Figure 5.19 shows a comparison of the mission time of target2 for bias = 1 and bias = 0. The mission time
for target2 is computed as Tf = T
2
hp + T
2
dt. Before CP1 the mission time is constant. This is due to the fact
that the path to the second holding pattern is along the first holding pattern. Thus, a small ∆t results in
small values of T 1dt and T
2
dt with a large value of T
2
hp. In contrast, a larger ∆t results in large values of T
1
dt
and T 2dt and a small value of T
2
hp. In the ∆t region between CP1 and CP2 the behavior described in the
second case can be observed. In this region the effects of not listening to the cue carry over to target2 by
changing the value of T 2CP . This value changes in a non-intuitive way since it depends on the DSP between
the holding patterns. The change in T 2CP as a function of ∆t can be observed in Figure 5.20. Note that the
periodicity given by a revolution about the holding pattern causes this effect to also be periodic. For ∆t
values between CP2 and the next visit to CP1 the mission time of target2 remains constant. Recall that in
this region the path to the second holding pattern is also along the first holding pattern. The mission time
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in this region is also offset by the time it takes to do a full revolution about the holding pattern (this time
is approximately 30s). Lastly, observe that once CP1 is reached again, the periodic effects of T
2
CP reappear.
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Figure 5.19: Bias effect on mission time of target2 as a function of the inspection time.
As previously indicated, Figure 5.20 illustrates the change in the time to the critical point with respect to the
inspection time. Similarly to the cases above it is observed that for bias = 1 the time T 2CP remains constant
since the location of the point PE2 is always the same. In the regions between CP1 and CP2 the point PE2
changes location depending on the DSP between holding patterns. This causes the relative distance between
PE2 and PO resulting in a change in T
2
CP . Note that the maximum value of T
2
CP is no larger than the time
it takes to do one revolution about the holding pattern.
Figure 5.21 shows the effect of cuing on the total mission time given by Tf = T
1
hp + T
1
dt + T
2
hp + T
2
dt. The
curves in this figure are a combination of the behaviors observed in Figures 5.18 and 5.19. It is important to
highlight that the total mission time is a strictly increasing function of the inspection time when bias = 0.
In contrast, for bias = 1 the mission time remains constant for values of ∆t less than the time to the critical
point (i.e., values of ∆t/TCP ≤ 1.0). The region that results in the largest increase in the mission time is
that between CP1 and CP2. Lastly, it is clear how the behavior of the mission time is periodic with an offset
equal to one revolution about the holding pattern.
108
0 5 10 15 20 25 30 35 40 45 50
5
10
15
20
25
30
Time to Critical Point vs. Inspection Time
T
C
P
(s
)
∆t (s)
 
 
bias=0
bias=1
t at CP1
t at CP2
Figure 5.20: Bias effect on mission time of target2 as a function of the inspection time.
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Figure 5.21: Bias effect on the total mission time as a function of the inspection time.
109
5.4.2 Two UAVs with Multiple Targets
The benefits of leaving at the critical point (PO or CP1) are more difficult to characterize in the multiple
UAV case. When a mission involves two or more UAVs, the UAVs must share a system resource (i.e., the
display of the video feed). The availability of this resource couples the mission time of the UAVs since the
inspection of a target can not begin until the video feed of the corresponding UAV is being displayed to the
human operator. In addition, the human operator can not make a decision about a target until it has had
the opportunity to look at it. Thus, the instant in time when the operator can make the decision to listen
to the cue varies from target to target. This causes the position of the UAV at the beginning of the target
inspection to vary, ultimately, resulting in different values of the time to the critical point.
In the general case the mission time for each UAV (i.e., the time when the inspection of the last target is
finished can be computed as follows for m targets:
Tf =
m∑
j=1
T jhp + T
j
w + T
j
dt (5.60)
This expression is similar to that of the final time in the single UAV case (see Equation 5.57). The only
difference is the term T jw. This term corresponds to the time that a UAV has to wait before it can begin
the inspection of targetj (i.e., the time that the UAV has to wait for its video feed to be displayed to the
operator). From the previous discussion, it is clear how the wait time term couples the final times of the two
UAVs. This suggests that in addition to the coupling effects between targets observed in the single UAV
case, the effects of cuing may also carry over from UAV to UAV through T jw.
Following, a numerical study is conducted for the more general case of multiple non-equidistant targets per
UAV. This results are intended to highlight the effects of cuing on the mission time. In addition, the effects of
cuing on the target inspection time are discussed. Results from a set of 145 Monte Carlo runs are presented
below. These simulations are performed using vtrim = 18m/s, ρtrim = 86m and H = ρtrim
√
3. Only one set
of 10 targets per UAV is used. The values of the distance between targets are randomly generated in the
interval [100m, 300m]. For each of targets in this set, a random value of the inspection time ∆t is generated
in the interval [8s, 12s]. This value represents the amount of time that the target is inspected for when the
operator does not listen to the cue. In this manner, the target location and the inspection time remains
constant for each run. The 145 runs are divided into 5 sets of 29 runs each. For each set, a normally
distributed random value cue is generated for each target in the interval [0, 1]. The cue value indicates the
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likelihood that the human operator will listen to the cue for each particular target. In essence, a value of
cue = 0.75 indicates that there is a 75% chance that the operator will listen to the cue during the inspection
of that target. Each of the 29 runs uses a different combination of values of bias1 and bias2. The first 15
runs use bias values of 0.1, 0.3, 0.5, 0.7 and 0.9 for bias1 with a fix value of bias2 equal to 0.0, 0.5 or 1.0.
The next 14 runs use 0.1, 0.3, 0.5, 0.7 and 0.9 for bias2 with fix bias1 equal to 0.0, 0.5 or 1.0. This number
indicates how biased the human operator is to listen to the cue. The values of biasi and cue are used to
decide if the human operator will listen to the cue for a particular target. For instance, if cue = 0.65 for
target5 of UAV1 and the current run is for bias1 = 0.5 then, target5 will be inspected for the prescribed
amount ∆t. Alternatively, if the current run is for bias1 = 0.7 then the operator will listen to the cue for
target5. This means that the UAV will leave the holding pattern of target5 at the critical point or when the
inspection is finished, whichever occurs first.
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Figure 5.22: Mission time of UAV1 vs. Bias of UAV1 for three fixed values of bias2 (0.0, 0.5 and 1.0). The
values of bias1 are 0.1, 0.3, 0.5, 0.7 and 0.9. The value of ∆t is in [8s, 12s].
Figures 5.22 and 5.23 show the effect of the change in bias of UAV1 on the mission time of UAV1 and UAV2
respectively. Note that each curve is generated with a fixed value of bias2. There are 5 data points for each
value of bias1 (0.1, 0.3, 0.5, 0.7 and 0.9) resulting from each run. The mission time for each value of bias1 is
the average over the 5 runs with different randomly generated values of cue for each target. Recall that for
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each run the location of the targets and the value of ∆t remain constant. Figure 5.22 shows a decrease in
the mission time of UAV1 when the operator listens to the cue more often (i.e., when the value of the bias
is higher). This effect is similar for all values of bias2, suggesting that the benefits in terms of mission time
for UAV1 do not greatly depend on the the bias value of UAV2. The small cross-coupling between UAVs is
also observed in Figure 5.23. The curves in this figure show the effects of the change in bias of UAV1 on the
mission time of UAV2. It can be observed that for the particular parameters of this mission, the change in
bias of UAV1 has a small effect on the mission time of UAV2 (i.e., the slope of the curves is small). Note
that the scale of the axes is the same for all figures. This suggests that the cross-coupling effects between
the UAVs is relatively small compared to the self effects (the effects of the change in bias of a UAV on its
on mission time). The curves in Figure 5.23 are also consistent with Figure 5.24 in the sense that the self
effects for UAV2 vary substantially with its own change in bias.
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Figure 5.23: Mission time of UAV2 vs. Bias of UAV1 for three fixed values of bias2 (0.0, 0.5 and 1.0). The
values of bias1 are 0.1, 0.3, 0.5, 0.7 and 0.9. The value of ∆t is in [8s, 12s].
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Figure 5.24: Mission time of UAV2 vs. Bias of UAV2 for three fixed values of bias1 (0.0, 0.5 and 1.0). The
values of bias2 are 0.1, 0.3, 0.5, 0.7 and 0.9. The value of ∆t is in [8s, 12s].
The curves in Figure 5.25 are also consistent with Figures 5.22 and 5.23. Ultimately, supporting the fact that
the cross-coupling effects between UAVs is very small in the general case while the self effects can greatly
reduce the value of the mission time for each UAV. This behavior is desired for missions where the bias may
be different between UAVs. For example, in a particular mission the two UAVs may be surveying different
terrain or targets with different levels of difficulty. In such cases, the bias of the operator may be higher in
the easy terrain than in the difficult one. However, given the small cross-coupling effects, the difference in
bias between the UAVs will not greatly affect the mission time of the other UAV.
It is important to highlight that the behavior of the cross-coupling effects may vary with different parameters.
For instance, if the range of ∆t values is larger, the difference in the wait times T jw of the UAVs may increase.
It is possible that for a particular target pair, the operator listens to the cue for UAV1 and thus the wait
time for UAV2 is reduced. In this case, the effect of UAV1 on UAV2 is small. Now, if the human operator
does not listen to the cue for UAV2 and the inspection of this target is substantially large, then the wait
time for UAV1 will also be large. Thereby, causing the effect of UAV2 on UAV1 to be large.
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Figure 5.25: Mission time of UAV1 vs. Bias of UAV2 for three fixed values of bias1 (0.0, 0.5 and 1.0). The
values of bias2 are 0.1, 0.3, 0.5, 0.7 and 0.9. The value of ∆t is in [8s, 12s].
In order to illustrate the previous discussion, results from a set of simulation runs are presented below. These
145 Monte Carlo runs are executed in the same manner as the previous runs. The only difference is that
the value of ∆t for each target is randomly generated in the interval [5s, 15s] as opposed to [8s, 12s]. The
self and cross-coupling effects for UAV1 are presented in Figures 5.26 and 5.27 respectively. In contrast to
the case of ∆t ∈ [8s, 12s], it is observed that the self effects of UAV1 are smaller for ∆t ∈ [5s, 15s] (i.e.,
the slope is smaller). Also, although not as apparent, difference in the distance between the three curves
is larger. Lastly, it can be observed from Figure 5.27 that the cross coupling effects and its variations for
different values of bias1 are larger. Ultimately, this results support the fact that the range of values of ∆t
has an effect on the magnitude of the cross-coupling effects. In addition to the range of ∆t, it is expected
that the range of inter target distances [eminemax] (i.e., the target density) will also change the behavior of
these curves. The coupling effects between targets and between UAVs are expected to increase as a function
of the target density.
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Figure 5.26: Mission time of UAV1 vs. Bias of UAV1 for three fixed values of bias1 (0.0, 0.5 and 1.0). The
values of bias2 are 0.1, 0.3, 0.5, 0.7 and 0.9. The value of ∆t is in [5s, 15s].
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Figure 5.27: Mission time of UAV1 vs. Bias of UAV2 for three fixed values of bias1 (0.0, 0.5 and 1.0). The
values of bias2 are 0.1, 0.3, 0.5, 0.7 and 0.9. The value of ∆t is in [5s, 15s].
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From the previous analysis the benefits or cuing are clear. Now, it is important to understand that cuing has
an effect on the inspection time. Every time the operator chooses to listen to the cue, the inspection time
of the given target is reduced. Therefore, it is important that the benefits of cuing in terms of mission time
do not greatly affect the classification accuracy of the human operator. Following, the effects of cuing on
the inspection time are analyzed. The results from the simulation runs for values of ∆t in [8s, 12s] are used
for this analysis. Figure 5.28 illustrates the difference between the average percentage of reduction for both
the mission time and the inspection time for different values of bias1 in the case where bias2 = 1.0 (i.e., the
operator always listens to the cue for UAV2). The dashed and solid curves show the percentage reduction
in mission time Tf and inspection time ∆t respectively. It can be observed that, on average, the reduction
in ∆t is less than the reduction in Tf . In addition, this difference grows as the bias increases. This behavior
suggests that the benefits of cuing are greater than the draw backs in terms of inspection time. In essence,
if the operator always listens to the cue for both UAVs, the mission time is reduced by approximately 50%
while the average inspection of a target is only reduced by approximately 30%.
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Figure 5.28: Average reduction of mission time and inspection time for UAV1 vs. Bias of UAV1 for fixed
bias2 = 1.0. The values of bias1 are 0.0, 0.1, 0.3, 0.5, 0.7, 0.9 and 1.0. The value of ∆t is in [8s, 12s].
Following, the distribution of the percentage of target inspection is analyzed. Figure 5.29 shows the histogram
of this distribution for the case where the operator always listens to the cue for both UAVs (i.e., bias1 =
116
bias2 = 1.0). Since 5 simulation runs are used and each UAV has to inspect 10 targets, the total number of
target for this distribution is 100. The average of this distribution is 68.21% and the variance is 24.87. First,
observe that only 10 targets are inspected for less than 27% of the prescribed time while the remaining 90
are inspected for at least 43%. Out of this 90 targets, 75 are inspected for at least 63% of the prescribed time
and 40 of them are inspected for at least 72%. The correlation between the accuracy of the classification and
the inspection time is not known for these particular simulations. However, assuming a direct correlation, it
is clear that the chances of correct classification are reasonably good for at least 40 targets. This means that
if the operator blindly listens to the cue all the time, his classification accuracy would be highly reduced.
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Figure 5.29: Distribution of the Percentage of Target Inspection Time for bias1 = bias2 = 1.0. The value of
∆t is in [8s, 12s]. The total number of targets is 100.
In the more general case, it is expected that an effective cuing method in combination with the expert
judgment of the human operator will reduce number of times that the operator listens to the cue. Moreover,
the operator will most likely listen to the cue for targets where additional inspection time is not expected to
increase the confidence of the classification decision. This particular experiments do not explicitly address the
differences between effective and not effective cuing nor the level of judgment of the operator. Nevertheless,
a more general case than that of bias1 = bias2 = 1.0 is that of bias1 = bias2 = 0.5. In essence, the case
where on average, the operator listens to the cue only 50% of the time. Figure 5.30 the distribution of the
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percentage of target inspection for this case. The average of this distribution is 85.68% and the variance is
23.58. For this case, it is clear that at least 68 targets are inspected for more than 92% of the time. This
suggests that the performance of the operator increases substantially in this case since 68% of the targets
will most likely be accurately classified. Ultimately, this analysis suggests that it is possible to reduce the
mission time while having a small effect on human performance. However, in order to achieve this goal, it
is paramount to devise an effective interface between the operator and the cuing mechanism. The design an
evaluation of such interfaces is outside of the scope of this work and it is suggested as a possible the direction
of future work.
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Figure 5.30: Distribution of the Percentage of Target Inspection Time for bias1 = bias2 = 0.5. The value of
∆t is in [8s, 12s]. The total number of targets is 100.
5.5 Summary
This chapter investigated the idea of planning for arbitrary inspection time. This idea is of interest since
depending on the types of missions and the task of the human operator the assumption of a constant
inspection time ∆t may not be suitable. In such mission scenarios, it is desired that the human operator
determines when the inspection of every target is finished. In order to enable this capability a circling
maneuver around the target is proposed in order to perform the inspection. This maneuver is necessary in
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order to allow a continuous target inspection for an arbitrary amount of time. Given the proposed inspection
maneuver the single and two target cases are investigated for a single UAV. In both cases the effects of the
inspection time ∆t on maneuver length are studied. In addition, in the two target case, the effect of ∆t on
operator idle time between targets is also characterized. The main conclusion from this study is that the
effects of ∆t can drastically vary depending on the location of the UAV when the inspection of a target is
finished. It was found that the points where the ∆t effects change (i.e., critical points) can be characterized
and computed in real time during any given maneuver. Further, it is suggested that knowledge of the location
of these points can help the system provide a higher level of situational awareness to the operator. An online
algorithm is proposed that enables the use of the proposed inspection maneuver in the case of multiple UAVs
with multiple targets. A numerical study was performed to analyze the effects of cuing using the critical
points. In order to perform this study, various levels of simulated human operator response to the cues were
used. The study revealed that the proposed cuing mechanism has a substantial effect on the total mission
time of each UAV. It was also observed that given an effective cuing interface, it is possible to greatly reduce
the mission time without degrading the performance of the human operator. It is however left to future
work to investigate the true effectiveness of various cuing interfaces through experimental work with human
subjects.
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Chapter 6
Conclusions
In this work, the problem of a single human operator monitoring multiple UAVs in reconnaissance missions
is addresses. In such missions, the operator inspects and classifies targets as they appear on video feeds
from the various UAVs. In parallel, the aircraft autonomously execute a flight plan and transmit real-time
video of an unknown terrain. The main contribution of this work is the development of on-line mission
planning strategies that enable the construction of a non-overlapping schedule for the displaying of the video
feeds. This schedule allows the human operator to spend enough time inspecting each target such that the
classification accuracy is increased.
In contrast to other methodologies in the litterature, two important capabilities are enabled by the proposed
system. The first capability is the real-time inspection of targets. This means that the operator can make a
classification decision about each target as the UAV is flying over or about the target. Therefore, there is no
need to record video data for later analysis. Several arguments can be made to explain why this capability
is desired. One such argument is to reduce the impact on mission time coming from a delayed decision. For
instance, if the operator needs to revisit a target, the time it takes for the aircraft to revisit the target will
increase as the aircraft moves away from the target. Therefore, if the revisit decision is made in real time,
the time to revisit may be substantially reduced. The second capability is that of real-time target discovery.
This means that the UAVs become aware of the targets as they traverse the terrain. Thus, the presented
methodologies do not rely on a priori information about the location of the targets. This capability is desired
for reconnaissance missions where the surveyed terrain is unknown or, where the location of the targets may
change as a function of time.
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6.1 Scheduling for Predetermined Inspection Time
The problem of scheduling the display of the video feeds is first addressed in the context of predetermined
inspection times. In essence, it is assumed that the time it takes for the operator to inspect a target with
some level of accuracy is known before the beginning of the mission. In order to solve the scheduling problem
in this context, the human operator is modeled as a single processor that can only process one task at any
given time. In addition, a task is defined as a target that has been discovered and needs to be inspected.
Since it is possible that multiple targets are discovered concurrently, conflicts may arise in the schedule of
the video feeds. A Linear Program formulation was developed in order to obtain an optimal solution to this
scheduling problem. Conflicts are resolved by modifying the arrival time and latency of the tasks such that
each conflict can be resolved in minimum time. This goal is accomplished by commanding trajectory and
velocity modifications to the flight plan of the UAVs.
An algorithm was developed which solves every conflict between multiple targets and multiple UAVs and
constructs a schedule for the display of the video feeds. It was shown that in order to guarantee correctness
of the algorithm, two properties must always hold. First, for every conflict, a feasible solution to the Linear
Program must exist. Second, the time solution (i.e., the prescribed arrival time and latency for each task)
must always be implementable. This means that given a solution to the Linear Program, there exist a flyable
trajectory for each aircraft that enables the time solution to be achieved.
The problem was first addressed using velocity modifications only. For this case it was proved that the Linear
Program is always feasible if the targets are discovered far enough away. This poses a constraint on the range
of the target detection sensor on-board the UAVs. The required range depends on the size of the field of
view, the required target inspection time and the range of flyable velocities. It was shown that in order to
guarantee that all conflicts are resolved and no targets are missed a minimum value of the distance between
targets must be enforced. Since this can only be achieved if the location of the targets is known, it was
explained how reducing this lower bound was paramount. In order to do this, trajectory modifications were
introduced by modeling the aircraft as Dubins vehicles traveling in a two-dimensional configuration space.
Given this model, a set of trajectory modifications was developed. It was shown that this new degree of
freedom reduced the value of the minimum inter-target distance required for a feasible schedule. It was also
shown that by constructing appropriate bounds on the constraints of the Linear Program it is guaranteed
that any solution to this program can be implemented by the UAVs. Thereby preserving the correctness
properties of the algorithm.
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In order to not rely on a priori knowledge of the location of the targets (i.e., rely on the minimum inter-target
distance), a new online algorithm was developed. Using a modification of the Linear Program it became
possible to find the maximum inspection time that can be allotted to each target for any given conflict.
It also became possible to find the required distance to target for each UAV that enables the conflict to
be feasible. Ultimately, given an infeasible solution with the default parameters, a set of new parameters
could be obtained that made the solution feasible. It was discussed how this solution may not always be
implemented exactly given the trajectory and velocity constraints if the UAV. Consequently, a set of alternate
maneuvers was devised so that a sub-optimal implementation of the solution could be achieved by the UAVs
when required. The sub-optimal nature of these maneuvers causes them to incur in a penalty on the mission
time. A numerical study was conducted in order to study the effects of the alternate maneuvers on the
mission time. To this extent, results from Monte Carlo runs using different levels of target density (i.e.,
different values of the inter-target distance) were studied. It was found that the target density of the terrain
causes the number of such maneuvers to increase. Thereby increasing the overall penalty on mission time. It
was also highlighted that the percentage of additional mission time has an upper bound. This indicated that
regardless of the target density, the penalty on mission time is always bounded. For the cases studied this
upper bound was found to be approximately 22%. A second set of Monte Carlo simulations was presented
in order to quantify the percentage of additional mission time in more typical mission scenarios (i.e., a wider
range of values of the inter-target distance). It was observed that, for such scenarios the average increase in
mission time is approximately 12%. This penalty in the mission time is considered to be low given that the
alternate maneuvers enable the proposed algorithm to be correct regardless of the location of targets.
6.2 Scheduling for Arbitrary Inspection Time
The predetermined inspection time approach may not be suitable for all types of reconnaissance missions. In
order to increase the performance of the operator, in terms of classification accuracy, it may be desired that
the operator is able to control the inspection time. This capability was enabled through a set of inspection
maneuvers. Through these maneuvers, the UAVs may keep a target inside the field of view of the camera
uninterruptedly for an indefinite amount of time. Given that the inspection time is arbitrary, the length
of the tasks is unknown. Therefore, a schedule for the video feeds can not be found using the previously
proposed Linear Program.
The proposed inspection maneuvers were studied in order to understand the effect of the inspection time on
the mission time. In the single UAV, single target case it was found that the mission time is a monotonically
increasing function of the inspection time. However, it was found that in the presence of multiple targets
122
the effect of the inspection time varies depending on the interval of time where the inspection time value lies
in. The end points of these intervals were found to depend on the position of the UAV along the inspection
maneuver and the position of the subsequent targets. It was shown that through simple calculations these
critical locations can be computed in real time as targets are discovered and surveyed. It was concluded
that in order to reduce the mission time, every inspection maneuver should end before entering an undesired
inspection time interval. The idea of cuing the human operator is proposed as a mechanism that may
increases situational awareness. In essence, making the operator aware of the undesired inspection time
intervals, may persuade the operator to end the inspection time sooner.
An online algorithm was developed that commands the inspection maneuvers and queues the video feeds in
the multiple UAV, multiple target case. It is proposed that the video feeds are queued in the order in which
the targets are discovered. Given this algorithm, a numerical study is presented to help understand the
effects of operator cuing on the mission time of the UAVs. By studying the case of a single UAV inspecting
two targets it was observed that the mission time was substantially reduced if the operator listened to the cue
provided by the system. A coupling between targets was also observed, which causes the end points of the
undesired inspection time intervals to vary from target to target. This coupling effect was found to cause the
cuing mechanism to be ineffective for some targets. In such scenarios it is preferable to not issue the cue and
avoid putting unnecessary pressure on the operator to end the inspection. The cuing effects on the two-UAV
multiple target case were also studied through Monte Carlo simulations. In these simulations, various levels
of operator response to the cuing mechanisms were simulated and studied. Findings suggest that the cuing
mechanism has the potential to be effective at reducing the total mission time. It was highlighted how cuing
reduces the amount of time that a target is inspected for (if the operator chooses to listen to the cue). The
effects of cuing on the inspection time were therefore analyzed. It was found that, on average, the percentage
of reduction in the mission time is greater than the reduction in inspection time. Further the distribution of
the target inspection time was analyzed for two particular cases. In first case, the human operator always
listens to the cue. In such case, it was found that only 40% of the targets are inspected for at least 72%
of the prescribed time. In the second case the human listened to the cue 50% of the time. In this case,
approximately 60% of the targets are inspected for more than 92% of the time. It was highlighted how
the correlation between the percentage of target inspection and the accuracy of the operator is not known.
However, the potential exist to reduce the mission time without having substantial effects on the inspection
time. It was suggested that in order to accomplish such behavior, it is important to design an effective cuing
mechanism that appropriately interfaces with the human operator.
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6.3 Possible Directions of Future Work
In this work, task scheduling and mission planning strategies are developed around the notion that a human
operator will be the end user of the system. As such, the various strategies that solve the scheduling
problem are intended to provide customizable tunning knobs that favor operator performance. However,
throughout this work, the benefits of the proposed methodologies are only studied through simulated human
response. In order to study the benefits and applicability of the proposed system, it is of interest to perform
experimental work with human subjects. This experiments can be used to evaluate system performance
through different metrics from the ones presented in this work. One direction of interest is the study of the
effects on classification accuracy between the predetermined and arbitrary inspection time methodologies.
In particular, it is of interest to evaluate how beneficial it is, for the mission and the operator, to give the
operator the freedom to choose the inspection time. A second direction may be to investigate the effectiveness
of different cuing interfaces and their effect on operator performance. As previously mentioned, the effects
of cuing are only valuable if the mission time can be reduced without significantly reducing the classification
accuracy of the operator. Ultimately, only through experimental work with the potential operators of this
system can the performance be fully characterized and understood.
It is also of interest to study more descriptive models of human behavior and performance in the binary
choice classification task. The model used through this work is based on speed accuracy trade-offs. How-
ever, it is considered important to incorporate a model that accounts for information accumulation and
information leakage. These models may provide insight on what to expect from the experimental work with
human subjects. In addition, it is possible that a more descriptive model may help develop a set of tunable
parameters in the system that is better suited for specific types of missions.
In terms of the physical system, future work should aim toward the development of a higher fidelity model
of the dynamics of the aircraft. Although suitable for small UAVs, the Dubins kinematic model restricts
the envelope of flyable trajectories. Thereby, reducing the types of maneuvers that can be used to resolve
scheduling conflicts. It would also be complementary to this work to accurately characterize the endurance
of the aircraft. Throughout this document, the performance of the proposed methodologies was mostly
benchmarked in terms of mission time. However, more specific metrics such as UAV endurance or fuel
consumption may help improve the performance of the proposed strategies.
Lastly, dealing with implementability issues of this system on a physical UAV platform is paramount. Two
such issues are of particular interest. The first is adding robustness to the scheduling solutions in order to
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deal with uncertainties and disturbances that may affect the trajectory of the aircraft. The second issue
is reducing the required bandwidth for the communication link between the UAVs and the ground station.
The system proposed in this work is developed under a centralized architecture paradigm. In this system,
the trajectory planning and the changes to the flight plan of the UAVs are constructed at the ground station
and uploaded to the UAVs. For UAV platforms that perform navigation via GPS waypoint tracking, the
trajectory changes must be discretized. Uploading a discretized trajectory may require high bandwidth. It
is important for the implementability of this system that this changes are executed in a timely manner.
Therefore, reducing the amount of information that must be uploaded to each UAV it would be beneficial.
A semi-decentralized architecture for the system may require less information transfer between a UAV and
the ground station. One such architecture could be implemented by solving the time domain problem at the
ground station and only transmitting the time domain solution to the UAVs. The UAVs would autonomously
and on board, construct the necessary trajectory modifications to implement that solution.
125
References
[1] H. A. Ruff, G. L. Calhoun, M. H. Draper, and J. V. Fontejon, “Exploring automation issues in super-
visory control of multiple uavs,” in Proceedings of the Human Performance, Situation Awareness and
Automation Technology Conference, 2004, pp. 218–222.
[2] M. L. Cummings, S. Bruni, S. Mercier, and P. J. Mitchell, “Automation architecture for single operator-
multiple uav command and control,” The International C2 Journal, vol. 1, no. 2, 2007.
[3] M. Cummings, C. Nehme, J. Crandall, and P. Mitchell, “Studies in computational intelligence,” in
Innovations in Intelligent Machines - 1, J. Chahl, L. Jain, A. Mizutani, and M. Sato-Ilic, Eds. Springer
Berlin / Heidelberg, 2007, vol. 70, ch. Predicting Operator Capacity for Supervisory Control of Multiple
UAVs, pp. 11–37.
[4] S. Hameed, T. Ferris, S. Jayaraman, and N. Sarter, “Using informative peripherial visual and tactile
cues to support task and interruption management,” Human Factors, vol. 51, no. 2, pp. 126–135, 2009.
[5] X. C. Ding, M. Powers, M. Egerstedt, and R. Young, “An optimal timing approach to controlling
multiple uavs,” in American Control Conference, 2009. ACC ’09., june 2009, pp. 5374–5379.
[6] X. C. Ding, M. Powers, M. Egerstedt, S.-y. Young, and T. Balch, “Executive decision support,” Robotics
Automation Magazine, IEEE, vol. 16, no. 2, pp. 73–81, june 2009.
[7] M. Pachter, P. Chandler, and S. Darbha, “Optimal control of an atr module equipped mav/human oper-
ator team,” in Proceedings of the 6th International Conference on Cooperative Control and Optimization,
2006.
[8] A. Girard, M. Pachter, and P. Chandler, “Optimal decision rules and human operator models for uav
operations,” in AIAA Guidance Navigation and Control Conference and Exhibit, Keystone, Colorado,
2006.
[9] M. Donohue and C. Langbort, “Tasking human agents: A sigmoidal utility maximization approach for
target identification in mixed teams of humans and uavs,” in AIAA Conference on Guidance, Navigation
and Control, Chicago, IL, 2009.
[10] K. Savla, T. Temple, and E. Frazzoli, “Human-in-the-loop vehicle routing policies for dynamic environ-
ments,” in Decision and Control, 2008. CDC 2008. 47th IEEE Conference on, dec. 2008, pp. 1145–1150.
[11] K. Savla, C. Nehme, T. Temple, and E. Frazzoli, “Efficient routing of multiple vehicles for human-
supervised services in a dynamic environment,” in AIAA Conference on Guidance Navigation and Con-
trol, Honolulu, HI, 2008.
[12] J. Xu and D. L. Parnas, “On satisfying timing constraints in hard-real-time systems,” IEEE Trans.
Softw. Eng., vol. 19, no. 1, pp. 70–84, 1993.
[13] J. Lehoczky, L. Sha, and Y. Ding, “The rate monotonic scheduling algorithm: exact characterization
and average case behavior,” in Real-Time Systems Symposium, dec 1989, pp. 166–171.
[14] B. Sprunt, L. Sha, and J. Lehoczky, “Aperiodic task scheduling for hard-real-time systems,” Real-time
Systems, vol. 1, pp. 27–60, 1989.
126
[15] K. Savla and E. Frazzoli, “A dynamical queue approach to intelligent task management for human
operators,” Proceedings of the IEEE, 2010.
[16] V. Srivastava, R. Carli, F. Bullo, and C. Langbort, “Task release control for decision making queues,”
in American Controls Conference, San Francisco, CA, 2011.
[17] M. Usher and J. L. McClelland, “The time course of perceptual choice: the leaky, competing
accumulator model.” Psychological review, vol. 108, no. 3, pp. 550–592, jul 2001. [Online]. Available:
http://view.ncbi.nlm.nih.gov/pubmed/11488378
[18] J. S. McCarley, “Effects of speed-accuracy instructions on oculomotor scanning and target recognition
in a simulated baggage x-ray screening task,” Ergonomics, vol. 52, no. 3, pp. 325–33, 2009. [On-
line]. Available: http://www.biomedsearch.com/nih/Effects-speed-accuracy-instructions-oculomotor/
19296326.html
[19] R. W. Pew, “The speed-accuracy operating characteristic,” Acta Psychologica, pp. 16–26, 1969.
[20] D. Gross, S. Rasmussen, P. Chandler, and G. Feitshans, “Cooperative operations in urban terrain
(counter),” in Society of Photo-Optical Instrumentation Engineers (SPIE) Conference Series, ser. Soci-
ety of Photo-Optical Instrumentation Engineers (SPIE) Conference Series, vol. 6249, jun 2006.
[21] E. J. Anderson and P. Nash, Linear Programming in Infinite-Dimensional Spaces Theory and Applica-
tions. John Wiley & Sons, 1987.
[22] L. E. Dubins, “On curves of minimal length with a constraint on average curvature, and with
prescribed initial and terminal positions and tangents,” American Journal of Mathematics, vol. 79,
no. 3, pp. –497, 1957. [Online]. Available: http://www.jstor.org/stable/2372560
[23] H. Chitsaz and S. M. LaValle, “Time-optimal paths for a dubins airplane,” in Conference on Decision
and Control, New Orleans, LA, 2007.
[24] A. Bhatia, M. Graziano, S. Karaman, R. Naldi, and E. Frazzoli, “Dubins trajectory tracking using com-
mercial off-the-shelf autopilots,” in AIAA Guidance, Navigation and Control Conference and Exhibit,
Honolulu, Hawaii, USA, 2008.
[25] S. M. LaValle, Planning Algorithms. Cambridge, U.K.: Cambridge University Press, 2006, available
at http://planning.cs.uiuc.edu/.
[26] A. Bhatia and E. Frazzoli, “Decentralized algorithm for minimum-time rendezvous of dubins vehicles,”
in American Control Conference, 2008, june 2008, pp. 1343–1349.
[27] N. Jodeh, M. Mears, and D. Gross, “An overview of the cooperative operations in urban terrain (counter)
program,” in AIAA Guidance, Navigation and Control Conference and Exhibit, Honolulu, Hawaii, 2008.
[28] A. M. Shkel and V. Lumelsky, “Classification of the dubins set,” Robotics and Autonomous Systems,
vol. 34, no. 4, pp. 179–202, 2001. [Online]. Available: http://www.sciencedirect.com/science/article/
pii/S0921889000001275
127
