Introduction
This article will deal with global models, particularly for the purpose of prediction of a geometric event. It contains a comparison of some different global models and problems known to us. We will localize the symbol, using (analytic) continuation, to a given geometric event and we discuss a transmission property, that will transform the localization to a normal model. The localization is an inverse lifting principle, F T (γ)(ζ) → γ T (ζ) → ζ T , where given a geometric ideal, we look for a set of systems of trajectories γ T (ζ), for which the domain include the given event. Further, we discuss the events that can be reached using a set of fixed systems. Particularly, we consider the situation when the systems are considered at different points in time. The characteristic properties in the representations we are discussing are the approximation property, transmission property and the interpolation property. We assume always in this paper the original symbol has summable phase, log | f |∈ L 1 .
Topological considerations
For reference we consider the spaces of monotropic functionals. We will use the notation f ∼ m 0 explained as follows. Between the spacesḂ(R n ) and B(R n ), we consider over an ǫ− neighborhood of the real space, the space B m of C ∞ − functions bounded in the real infinity by a small constant with all derivatives. Thus, consider D α φ − µ α → 0 in the real infinity, for all α and µ α constants. Obviously, the space of monotropic functionals B {N N f ∈ B 0 { N f = 0} ⊂ { f = 0}}. We assume that if N 1 , N 2 ∈ (L f ), then
Further, iff 0 = N 0 f , thenf 1 = N 1 f , then we have existence of N 2 ∈ (L f ), such that N 2 N 0 f = N 1 f . For instance if η * is a norm (locally 1-1), then η 0 +η 2 * = η 1 * and η 0 +η 2 −η 1 * = 0, that is the interpolation property is interpreted as a unique η such that η * = 0. However if we only have that Naturally, a discussion on the global models is dependent on the representation of the symbol.
Consider e Φ+C f = e <η,ψ> f , where Φ =L(ψ) for a homomorphism L(e ψ ) = eL (ψ) . We assume that < η, ψ > is a scalar product in the sense that < αη, βψ >= αβ < η, ψ >, that is < η, −ψ >= − < η, ψ >, why the phase in the right hand side is odd and we assume thatL is odd. We have earlier noted ( [4] ) presence of unbounded sublevel sets {φ < C} or better the condition < η, ψ >< 0 in the right hand side. will give raise to continuum or functional representations in the spectral resolution. Note that the condition on f 1 ⊥f 2 in the real space, does not necessarily imply the same orthogonality for e <η,ψ> f . According to Wiener's theorem, any function g ∈ L 1 , can be approximated by translates of f iff {τ f = 0} and f (0) = 0. Thus, if f = 0 and (e <η,ψ> f ) = 0, we can prove that the orthogonality is preserved.
Assume existence of η such that < η, g >= 0 for g ∈ E 0 ⊂ C implies < η, g >= 0 for g ∈ C, so that E 0 is approximating C uniformly. For instance f = e φ if {φ − c} = {< η, g >= 0}, for a constant c. If the moment problem is discussed for the phase, such that we are given {µ n } real constants and µ n =< η n , g >, for some η n , that is µ n = µ n I and η n gives a resolution of the identity.
More generally, we can give an approximation property by existence of LF T = γ T and E 0 such that LE 0 = 0 and some f 0 / ∈ E 0 such that Lf 0 = 1. In this case E 0 approximates the continuous functions. We can define E 0 as the set where the phase φ has representation by a scalar product <> for some kernel η, that is φ =<> iff ∃L −1 . In this case L −1 maps <>→ φ, that is the phase can be reconstructed by the approximation property. Note finally, that if the kernel representing the operator is symmetric in x, y, it is sufficient to consider real valued phases, for approximations of complex valued phases in a finitely generated symmetric ideal.
The representation theorem. Consider the following problem, when for a continuous homomorphism L and L ′ = {∃! η L(e ψ ) = e <η,ψ> }, do we have L ∈ L ′ . Let L 0 = {∃! η L(ψ) =< η, ψ >}, where in this case L is assumed continuous and linear. If X = H(Ω), for an open set Ω, we assume X = {e
If we have existence of η x , for x fix, we have L ∈ ( X) Let < N (ψ), θ >=< ψ, t N (θ) >. If N (ψ) ∈ ( X) ′ implies t N (e θ ) ∈ X ′ , for x fix.
Then t N I = F N t . If < I(ψ), θ >=< ψ, I t F θ > iff < e ψ , θ >=< ψ, t F θ >. Let C N, I = I, N . If < η x , ψ >∈ X implies e <ηx,ψ> ∈ X. If we assume N (e ψ ) > 0, that is N (ψ) > 0 implies θ ∈ X, such that N (e ψ ) = e θ ∈ X.
Continuation representations. The continuations will be related to the representation theorem. Assume for this reason N f locally injective and that <ηT ,x> φ(x)
= const means T = 0, for η T ∈ L, that is φ(x) =< η T , x > locally. Alternatively < η T , x >≤ φ(x) ≤≤< λ T , x >, where η T , λ T ∈ L. Over the lineality we define continuations (A) on the form {e φ ≡ 1} where η ∈ (J) ⊥ and (J) is the ideal of functions with phase η ≥ 0 and nbhd(∆) = {η < η, ψ >≥ 0}. If c 1 ≤ AP P ≤ c 2 in ∞ then AP ∼ P . If P is hypoelliptic with respect to ∆, we have for every A ∈ (A) that AP = P . Note the interpolation problem to determine v 1 so that given the arithmetic mean M is continuous, we have e M(φ)−φ = e v1 , further existence of v 2 and so on. Note also under the condition that f ⊥g, in the sense that the quotient f /g → 0 in the infinity, if the quotient is algebraic, the lineality set containing the infinity, is standard complexified.
In the case with non finite Dirichlet integral, we consider mainly three cases.
In the last case we note that if φ/ < v, z > − < w, z >→ 0 and if < v, z > = 0 in a neighborhood of the infinity, we have that φ ∼< v, z >< w, z > near ∞. If we consider the inverse mapping z(v) =< v, z > we have that z(v)z(w) ∼ z(vw) ∼ z(φ) can be seen as a condition on algebraicity for the inverse. Note that the condition φ− <>→ 0 in ∞ means that φ ∼<> +P ( 1 z ) in ∞, assuming the difference analytic. A sufficient condition should be that 1/e φ−<> is reduced in ∞..
The lifting principle and the moment problem
The problem of finding a holomorphic F T such that over trajectories to a dynamical system γ, F T (γ)(ζ) = f T (ζ), can be compared with the problem of finding a Stieltjes measure v T solving the moment problem, under suitable conditions on the ramifier. We consider ϕ(f )(ζ T ) = ζ T and ϑ(log f )(ζ T ) = ζ T , when log f ∈ L 1 . The problem of determining the spiral cluster sets is in most cases unsolved when the Dirichlet integral is not finite. Denote, H(α) = dφ(t) α−t , for Im α = 0 Then the moment problem is determined iff H(α) is constant. Over solutions φ to the moment problem, we have that {H(α)} is convex ([17] ). We can write
where K λ is of Carleman type, then for these kernels 0 is in the limit for spectrum ( [5] ) Let ∆ be defined through T f (y + itη) = e <η> T f = T f , where f is analytic or equivalently < η >≡ 0, relative the transform T . Let E = Γ ⊥ . The moment problem can now be compared with the possibility of uniform approximation by Γ through Γ ⊥ or equivalently the proposition that there does not exist dα of bounded variation such that T g⊥dα ∀T g ∈ E or unique existence of a functional N , such that N T g ≡ 0 (possibly modulo C ∞ ) on E and N T f ≡ 1 (modulo C ∞ ) on Γ. In this context a determined moment problem means presence of a normal model.
loc , when φ a constant. If the moment problem is determined as above, we may have that M ≡ N on Γ ⊥ and M T f = 1. Given a determined moment problem there can thus be an intersection of sets of invariance.
Interpolation property, approximation property. Assume
N1f f = e <η1,φ> .
Then an interpolation property is existence of v 1 such that e M(φ)−φ = e v1 , where M is the arithmetic mean. If we let
In the same manner for v 3 . If we assume M continuous and single valued, existence of v 1 implies existence of v 2 and so on. If we assume M N continuous for
The main problem is to determine how the interpolation property relates to presence of clustersets relating to lineality and orthogonality. Also to determine how the clustersets depend on the lineality and orthogonality. Let
, where (I) is assumed without lineality. We then have existence of an integer N such that ( Im f ) N ∈ (I). If f = e φ and f = e φ with φ(z) = φ(z) (locally) If e Σφj ∈ (I) (algebraic), then e φ1+v ∈ (I), where v = Σ N 2 φ j . Thus orthogonality corresponds to an interpolation property over (I). For instance if f ∈ (I) ⊂ L 1 and g⊥f , then we have existence of v such that vg ∈ (I). If f | V ≡ 0,V = N (I) and g⊥f on f = 0, then there is a v(∼ f ) such that vg | V ≡ 0..
Assume Ω µ = {y T f (y) < µ}, then y + η ∈ Ω µ , for η ∈ L a line containing ∞. In presence of lineality, we are looking for existence of η such that < η, ψ >≡ 0, in this case the sets Ω µ are unbounded. When Ω µ ⊂⊂ Ω, then Ωµ e <η,·> dv defines a regular function, under suitable conditions on η.
Note that if 1/ρ is finite, we have that {µ < ρ} is unbounded, for small µ Assume 1/ρ(z, z) entire, this can be related to a condition on finite order. For instance if for f entire, f (
, then f is not reduced in both 0 and infinity simultaneously. Note that if S j is the set where ρ(z, z) = c j a constant, then we have convergence S j → S 0 , where c 0 is the constant defined by c j → c 0 ( [14] ).
The separation property. We should also discuss how the separation problem is related to the interpolation property. Assume A, B the disjoint supports of two functions a, b and that ab = 0. The interpolation property is that we have existence of a function c with support a line L (oriented) that separates A, B. For instance we can write γ = γ iff c(x) = 0. That is, assume existence of L between A, B and that L is oriented. Given a point (segment) on bdA we can determine a line l (oriented) between this point and a point (segment) on bdB and that passes L from one side (-) to the other (+). Let U denote the space of all lines l, formed in this way such that ab = 0 on U. If we assume a, b analytic functions, we can assume U a domain of holomorphy. On any line l between A and B, there is a point where c(x) = 0. We can now consider the supports as one sided (possibly in different leaves.). An example is the condition a ≺ b, if a/b → 0 in the infinity, and existence of c such that a ≺ c ≺ b. If for instance | c |= 1, we have inf accb = 0, further if mΩ > 0 and L ∩ γ = ∅, then γ ac = 0. Note also that the proposition that a/c is algebraic locally, is implied by a finite distance to essential singularities, given that a, c are entire.
Monogenity and the interpolation property. The condition on monogenity is intended to give the biggest possible class of trajectories for which continuation is possible. If V is the domain where v ∈ L 1 , we can denote
, that is we are assuming that e e ψ is in the domain for v ∈ L 1 , which is perceived as the outer frame for continuation. If N (ψ) = e <η,ψ> = I v, where v(ψ) =< η, ψ >. Thus, if I v = v I, we have e <η,ψ> = v(e e ψ ), for v ∈ L 1 . Consider now for the means M N , 
Comparison with the spectral theory
Assume the spectrum σ is the set where we do not have representation using a regular analytic function. The condition h(x)/x < µ close to the infinity, for a constant µ, means that the domain (x, h(x)) for one-sidedness is unbounded, and the resolution over this domain is represented by a functional. If we consider the condition h(x)/x ≡ λ on a set of positive measure (spectrum) for | x |= 1, we have h(x)/x ≡ λ, for | x |< 1, that is for 1/x large. Compare also the theory of singular integrals, H(x) = 1 x h( 1 x ) on 0 <| x |< R where H is regular. If we consider the mapping Γ 0 = (X 0 , Y 0 ) → Γ 1 according Γ 1 /Γ 0 = ρ, we consider the condition {ρ < λ} bounded, locally in a small neighborhood of a point. If for instance X 1 = ρ 1 X 0 , we have that X 1 = ρ ′ X 0 + ρX 0 , thus we have that {ρ ′ = ρ = 0} has isolated points. If we start from the representation e φ1−φ0 , where
φ1−φ0−<> dσ = 0, we have that either the integrand ≡ 0 on V or we have σ(V ) = 0. Note that if T is a mapping such that −T 2 = I we have the condition T f f < µ is a condition on lower boundedness g −T g < µ, where µ is a (negative) constant. Note that under the condition that the phase is in L 1 , we have finite order singularities,( [6] ) why the complement to this set can always can be chosen as regular. We can prove that given a Tauberian condition on the phase, ([4]) we can under the condition of summable phase, prove existence of a regular approximation of any singular point.
Proposition 5.1. The spectral function corresponding to a self-adjoint realization of a hypoelliptic, constant coefficients differential operator P (D) on L 2 (R n ) can be represented by a regular kernel
The spectral kernel corresponding to a self-adjoint realization of a constant coefficients differential operator in the radical to ideal of hypoelliptic differential operators, can be represented by a functional kernel e λ ∈ D ′ (R n × R n ).
([13], [4] ) The results can be generalized to variable coefficients formally hypoelliptic differential operators.
The momentproblem. For instance if µ n = (T n x, y) = f n dµ x,y ([17]), we have existence of t S such that if µ n = 0 for all n, ( t ST x, y) = 0, for all x, y that is (T x, Sy) = 0 or S⊥T , for some t S. The representation < f n , dα >= µ n , corresponds to weak convergence, ( [5] ). We do not exclude the case when (dα)
⊥ is non trivial and of infinite order. When (T x, y) = µ n (x, y), then µ n are spectrum for the operator T and in the momentproblem the growth points. If we assume (x, y)(ζ) defines a spiral, we are considering ζ → z →| z | (ζ). Spirals can be defined using implicit functions, as in u(η(ζ)) = v(ζ), where η is locally 1-1. Assume φ(ζ, z 1 ) a polynomial in z 1 , where u is holomorphic on {F 1 = 0} and u = φ/ δF1 δz1 . If u is holomorphic on | ζ |< A and Σ is z 1 = η i (ζ), where η i is real analytic, we consider (ζ, η(ζ)) a regular path. We assume
We also note the following example. Assume µ = e −tx dµ. Assume M N ( µ) = c N constant, where M N is the iterated arithmetic mean and µ + η N = c N with η N ≥ 0 decreasing implies µ ≤ c N , where η N is bounded for N large. Consequently the set {η N > λ n }, where λ n is a fixed constant is a decreasing and bounded set, why we can use function theory for large N . Assume µ(x 0 ) = c 0 and c 1 = M ( µ)(x 1 ). Determine a path between x 0 and x 1 . If
Continuation with disjoint support. The approach is using F T = e φT , where φ T =<> +Σv j , according to the interpolation property. The problem is if v j can be given with disjoint support, respecting the interpolation property. If for the vorticity, W (φ T −Σv j ) = 0 on a set Ω 0 , then the infinitesimal movement can be given as translation (symmetry condition). Further, we can consider Ω + = {W (φ T − Σv j ) > 0) and analogously for Ω − .
Consider now a disjoint decomposition of spectrum from a group G. Assume g = q a polynomial such that 1 q (j) → 0, j = 0, . . . , n − 1 and T → ∞. We assume
This means that for j = 0, 1, . . . , n, if q j = const. we have 1/T = 0. In this sense if q j quasi orthogonal, we can chose
is f α → 0. Assume now that ξ α f α → 0, as | α |≤ m, for f α corresponding to quasi orthogonal functions.Characteristic for quasi orthogonal polynomials, of the same degree is that given that their quotient is non constant, they do not have common zero's. If the coefficients are non real, the zero's are in a half space ([17] ). Existence of base must depend on singularities. If the spectrum is the support of the polynomials, then the for quasiorthogonal polynomials, we have a disjoint decomposition of the spectrum. This means that the spectrum is algebraic. For example assume e ∈ G and p, I ∈ G and pe ≡ I with σ(p) ∩ σ(e) = {0}. This means that we can not find c with support on a separating line, such that e < c < p. Conversely, if we have existence of c as above, then 0 <| p − 1 e |< ∞. If p, q ∈ G, with pe = qf = I and where pq is polynomial and if σ(e) ∩ σ(f ) = ∅, then ef ≡ 0 on Ω. Thus, we must have σ(e) ∩ σ(f ) = {0} and p⊥q. If e < c < 1, where c has support on a separating line, that is e has one sided support. Let us chose q such that q(x) = 0 iff e(x) = 0 and Ω is such that qe = 1 on Ω. If p, q ∈ G have onesided supports with σ(e) ∩ σ(f ) = {0}, we have an interpolation property and conversely.
Another example is Γ pqdϕ = 0, where the integrand is polynomial (does not mean p polynomial), where Γ is semialgebraic or semianalytic {p ≥ 0, q ≥ 0}.
If we assume [I, h] = [h, I] with compatibility conditions, assume h = h 1 h 2 , where one of them is even and the other odd, then h is even. If both are odd, then h is odd. Assume h even, then dh is odd and g odd means dg even. In this case
Determined tangents in phase space. We have noted that a condition for a ps.d.o representation, is that we have tangent lines h(f ) = µf ( [4] ). We would like a representation, when there are no tangent lines present. Assume h(e ϕ ) = eh (ϕ) , then the conditionh(ϕ)/ϕ = µ, for a constant µ means that
, where the tangent is given by supp η = {0}. Assume for simplicity that
dT is η, then supp η = {0}. If J is given by < η, · >= 0, then using the nullstellensatz, we have existence of a µ such that ϕ µ ∼< η, ϕ >.. If we assume the ideal (J) is radical, we have η ∼ δ 0 . Note that if the two lines 
we have that the moment problem is determined or φ is extremal. In this case we have that f (x) has Fourier series representation in growth points for φ. Consider Af (x)−µf (x) = 0 and t → λ(t) = x. Starting from a continuous curve S = {t = ϕ(x)} with a jump on {x = const}. Then we have
Assume (I) = {f dh(f ) = 0} (implies f = const) and (J) = {g / ∈ (I)g regular and locally algebraic }. The problem is to determine when f ∈ (I) (J). Given that Σ | a n | 2 = | f | 2 dϕ, we can find a polynomial s of degree ≤ n, that minimizes | f − s | 2 dϕ and in this case the transversal can be given as a locally algebraic function. Assume we have existence of h 2 ∈ C 1 , such that dh1 dz = h 2 -In general we have that supp h 2 ⊂ supp h 1 . If now h 2 is reduced, we have that we are done. If we assume h 0 has compact support, we have that h n ∈ E (0)
Grouptheoretical considerations. A general problem in this connection, when the global model is given by a group, is if a group is its center, that is g ∈ G iff t g ∈ G In this case F (gγ)(ζ) = F (γ)( t gζ). Another problem is the following. Assume the group defines analytic continuation and that gf = f on Ω g , further that hf = f on Ω h , where g, h are in the group, then obviously g = h on Ω g ∩ Ω h . That is intersection of sets corresponds to invariance för group action. If all the sets are disjoint, then there is no room for invariance. The problem of determining a group that can (uniquely) determine the global model in question, can for this reason be related to sets (or lack of) invariance or isotropy.
Assume g = g 1 g 2 and I, g i = g i , I , i = 1, 2, that is if g i is generated by a group, it is in the center of the group. Then these conditions do not necessarily imply the property for g. When g ∈ G is algebraic, we have σ(gf ) = σ(f ) (spectral mapping theorem). The condition on irreductibility means that if g = g 1 g 2 , then g 1 = id or g 2 = id. Note the example, when g is irreducible, and change of order of integration is motivated,
we have g I, ϕ = ϕ, I g. We have ϕ, gI (f )(X) = ϕ(f )(gX) and gI, ϕ (f )(X) = ϕ(gf )(X). More generally, ϕ, gI = t gI, ϕ and if g = g 1 g 2 is irreducible, ϕ, I, g 2 = t g 2 , I , ϕ . However if for a polynomial P , g = P (D)I and P = QR = RQ, where R, Q polynomials, we can conclude the property for g.
Global models
There are a number of essentially different global models, that can all be combined to a model adapted to a particular problem. We shall shortly discuss the differences between the models concerning the possibility of analytic continuation. Given a multiply connected domain Ω with a simply connected component Ω 0 and Ω = Ω 0 ∪ ∪ j V j . Assume F analytic on Ω 0 . We assume that F considered as functional in B ′ m can be continued to Ω. For instance if F is given by a uniform determination on Ω 0 , but not on V j . Particularly we can assume a normal model with time axis as transversal. For a continuation along the transversal to give a reconstruction of an analytic ideal, the ideal should be radical and such that the mapping from the transversal to the ideal is locally bijective. An analytic continuation over the time assumes that the movement over time is possible. In most of the applications we do not assume this. The global models that are based on clusterset theory, are based on unbounded sublevel sets, that is a continuation as functional. It is sufficient to assume that F is totally bounded over V j . Another example is given by f ∈ I(Ω) such that f = f 0 f 1 where f 0 analytic over Ω 0 and f 0 = 0 over V j . The possibility for analytic continuation over V j depends thus on the interpolation property and the property of f 1 (analytic).
Another example is given by f analytic on Ω 0 and the time axis as transversal where V j contains parabolic singularities. We denotef analytic continuation on Ω 0 such that the events that are given by V j have their maximal points at the transversal andf adapted so as to describe also these. We are not assuming thatf is analytic on V j . We can compare with the condition on a very regular boundary ( [4] ).
Also consider a representation at the boundary where ker F = {0} and existence of g 1 such that ker (F + g 1 ) ⊂ ker F . Successively, we can assume F + Σg j has a trivial kernel. A necessary condition for the possibility of analytic continuation over time in this example, is that the kernel is trivial.
For the global prediction model on the set V , it is necessary to have a representation of the complement of the range Ω of the symbol to be continued. Note that if Ω ⊂ V , the complement corresponds to V \Ω, which in algebraic geometry corresponds to the sum of two ideals. The algebraic structure associated to the prediction model is assumed to be a ring in this paper. For a discussion about rings and groups in analytic continuation problems, see ( [12] ) Compatibility conditions. The multiplicative Cousin problem, is given a region D and a covering {U j } with h j holomorphic and not identically zero on U j , with h i h −1 j holomorphic and nonzero on U i ∩ U j = ∅, we can find h holomorphic, such that hh −1 j holomorphic and nonzero on D. Given Oka's property we have existence of a continuous solution iff we have existence of a holomorphic solution. Assume 
g , we are assuming gw(g) = 1. Assume for this reason
, then w is algebraic iff u is algebraic. Note also that a necessary condition for a compatible group system as above, is that id ∼ δ 0 , that is that the supports are disjoint. If G is a group for analytic continuation, we note that gf = f in the sense that supp gf = supp f is not a regular continuation and g ∼ id, where id has point support. For a continuation of domain in this case, we would require an id with continuum support.
Cold case. Assume V a parabolic set with a maximum point z 0 with respect to t. Assume V 1 a parabolic event with maximum point z 1 and assume that the two parabolic sets have points in common or (at least) that we have a bijection ρ such that ρ T (z) = z 1 and so on until V N which is assumed to be a parabolic event in present time, with maximum point z N . We assume the events can be described by dynamical systems (or pseudo bases). The mapping ρ corresponds to a transversal, that is we assume a normal model or even better a normal tube.
With these conditions it is not necessary that we actually have dynamical systems, but we require existence of ρ.
and solving the problem requires a lifting function F (γ N T )(ζ) ∈ (I). We note when the lifting function is used, that it is assumed that V is not in the domain for F (γ The future. To do prediction we have to reverse the order and we start with a path in the complement of the range, γ T → . . . V N T where a parabolic event can be chosen from the present time or history. If we assume the path can be analytically continued for F (η) andη along γ j T , we can look for events V j along the path. Particularly, we can reflect through a path that is not possible to continue analytically and change base and then continue the new path. The problem of finding a reflecting base can be compared with the reflection through the real axes for the phase, when the problem is to find a given event in the future. We then attempt to reach the same event using analytic continuation of η. More precisely
We assume the mapping η → γ a contact transform. If changes of base is used and we use the local lifting function (or functional), we have to consider the transmission property for this mapping.
Note that of fundamental importance for the prediction model is the quality of the reflecting base, that is we need to discuss V →η that has an inverse with good qualities. For instance if we assume logη summable, for instance if
we are assuming finite order in the right hand side. For algebraic right hand sides, we obviously have a lifting principle. The lifting principle for analytic right hand sides is dependent on a ramifier r ′ T . In the same manner we must show that the event is possible to reach from η with analogous conditions. The continuation is assumed as in Lie, that is
We could speculate that the order of singularities is dependent on the right hand sides of the systems. However, assuming the continuation of systems satisfy Discussion on reflections. Assumef the result of reflection through a planar axes, such that C :|f |=| f |. If two mirrors R 1 , R 2 are used, then every point on C can be reached by L, a reflecting line relative R 1 , R 2 . The bisectris is the normal to
Assume now the first reflection point is 0 and the second is on C. If the reflection result is on the opposite side of the real axes relative f , we use two mirrors and if the reflection result on the same side as f , we use one mirror. If we assume the reflection points are inner points, any point on C can be reached using only one mirror. If we assume the reflection points are on the axes, then to reach any point on C, we have to use two mirrors.
Example: Reflection is not in principle length preserving, but if we assume an interpolation property, that the reflection point can be moved to the boundary C, then the reflection can be realized through simple rotations. If we use one reflection point on the real axes, inner to C, then the path z → −z is excluded. We use for this case two reflection points inner to C and this means that any point on C can be reflected onto any other point on C. The segment on the path between the two mirror points are dependent on the transmission property. We will also discuss a third reflection point in a time parameter. For the applications to prediction, we do not expect the symbol to be symmetric with respect to a reflection point in time. However, it may be analytic independently of the reflection. In higher dimensions, we require several (possibly infinitely many) reflection points.
Assume now G 2 the group of reflections through reflection points on the real axes and G 3 the group of reflections through reflection points on the axes. For both groups we assume log | f |∈ L 1 , which means that we are assuming finite order singularities, that is we are assuming a normal model. Assume g 2 ∈ G 2 corresponds to a fixed mirror R 2 ∼ (x, n), where x is the reflection point and n gives the angle. Obviously, for every g 2 ∈ G 2 , there is a g 3 ∈ G 3 such that g 2 f = g 3 f (infinitely many). Further gf = ζf , for some ζ with | ζ |= 1. For the group G 2 , any f = ±1 on C can obviously be reached using G 2 in infinitely many ways. However we must except the case when both f,f are on the same axes. These f can be regarded as lacunary for G 2 . For instance if we assume x > 0 and n ≤ 0 and Im f = 0 we can reflect onto the lower half plane. For G 3 , we can repeat the argument. Assume the reflection with two reflection points, then we can map onto any point on C without exception, using two mirrors R 1 , R 2 . Alternatively, assuming parabolic singularities, we can use monotropy, that is the condition that we have existence of a reflection point close to a real point, where normals are n ≥ 0 or n ≤ 0 and in this way we can reach all points.
Remark 6.1. Given a point on the boundary to a disk in the plane, we can reach any other point using reflection and two reflection points on the axes.
The reflection model. Assume V the event we are trying to find information about and dW the base that we use for reflection points and tangents. Typically dW is given by a dynamical system or a pseudobase. We will in what follows improperly use the notation F (X, Y ) for F (γ), that is where γ is assumed to satisfy a dynamical system (X, Y ).
If we consider dW 1 at a point in time A and dW 2 at a point in time B, we can consider the reflections as overlayers. At one given point in time, we can in this case give dW 1 → dW 2 using a contact transform. For this mapping to be analytic we will in this article require that the events are parabolic. Assume the mapping is ρ and p the mapping between the corresponding events V 1 → V 2 . When W 1 = const, V 1 corresponds to foliation. If Y /X = const., we are assuming a tangent determined for the model.
Assume V 0 → V 1 → . . . are parabolic events that we want to link. using a bijection ρ(z 0 ) = z 1 that maps max-points onto max-points. Thus, (I)
commutativity. An example is given by γ → η,γ → V , then we can define V → η, but the mapping cannot necessarily be reversed.
Note that the condition that the continuation is pure and planar, in the sense that it has vanishing flux, means that analyticity is preserved. However not necessarily continuum, unless the continuation corresponds to a bijection. When we consider the mapping V 1 → V 2 and so on in the mirror model, we note that an absolute continuous mapping preserves zerosets, that is a maximumprincipe if it is present.
If
The condition that F is analytic in its arguments means that Γ dF = 0 for all closed contours Γ ∼ 0.
Further remarks on the reflection model. Assume F (γ)(ζ) ∈ (I) and G(η)(ζ) ∈ (I), where G −1 is defined on (I), then we have G −1 F (γ) ∼ η. We are going to discuss
where Ω = V . We assume γ can be continued toγ, such that F (γ) ∈ J(U ), the ideal formed over the set U holding reflecting points and in the same manner G(η) ∈ J(U ), where we have existence of
. Alternatively, if f (ζ) ∈ (I) with base {F j }, we are looking for a mapping f (ζ) → {W j }, where this set can be continued to J(V ), the ideal formed over the set V . More precisely, we are looking for the mapping W j → V . Thus if Ω = N (I) with normal n Ω and V = N (J) with normal n V , then we assume n Ω ∩ n V ∈ bdU , where we assume U one sided with respect to bdU . A different problem is to describe V , when U is given. In the case when dW is used as a mirror, we are exchanging points used as reflection points, to tangents in the point to W . Note that J(U ) is not completely determined by its tangents (blow-up). Assume Ω is one-sided with respect to bdΩ and define Ω ⊥ = { normals → ∞ to Ω}. Further, assume V onesided, then we can give U as
c . Naturally, regularity for this set is significant for the definition of W . Note that (I) ⊥ can be defined as {η < η, φ >= 0 φ ∈ (I)}, that is the annihilators to (I). If we continue to < η,φ >= 0 and in the same manner < v,ψ >= 0 from (J)
In this sense the boundary representations are the orthogonal to (I).
If η is in a dynamical system, we are assuming F (γ) → η maps singularities in the foliation to F on singular points for the dynamical system (except for a closed algebraic set). Note that if we can chose G algebraic then the same holds for the inverse G −1 . Assume F (γ) ∈ (I)(Ω), where γ is in a dynamical system with right hand sides (P, Q) and continue γ toγ in a dynamical system with (X,
Assume Ω is defined by {f ≤ λ} and bdΩ = {f = λ}, then if F (γ) is reduced, we have that Ω is bounded. Note also that forγ sufficiently large, we can assume
, within summable distributions, existence of G −1 is not necessarily dependent on involution. However, the transmission property will still depend on the involution condition.
We conclude with a scheme The inverse mapping. In the reflection model, we assume T 1 (f (z)) = f (αz) corresponds to monotonous continuation from the lower half plane and (T 1 ) −1 (f (z)) = f (α * −1 z), continuation to the lower half plane. In the same manner, we define T 2 (f (z)) = f (zγ) that corresponds to continuation to the upper half plane. Thus, I, T 1 ∼ T 2 , I assuming both sides are well defined. If we assume f analytic close to the origin, we can find a disk where f is odd. From this disk, we continue the domain to the upper, respective the lower half plane. If the continuation is standard complexified, z = x + ix * , where x real. Alternatively, we can consider T 1 on the phase, T 1 (log f ) ∼ T 1 (log f ), where log | f |∈ L
1 . An algebraic continuation is standard complexified, without lacunary points, given that the symbol → 0 on a complex line. If the continuation is not algebraic, we assume the imaginary axes lacunary for the continuation. Examples of continuations that are onesided, are for instancef downward bounded andf is not analytic. We consider the the properties α(−z) = −α(z) and α(−z) = α(z).
Compare with essential selfadjointness for the symbol,
. Note that for higher order of transformations, we have T 1 f (γ 1 ) = T 1 f (γ 2 ), for γ 1 = γ 2 , that is the inverse mapping T 1 f → γ is not locally injective.
We consider the following generalizations of the relation I, T 1 ∼ T 2 , I . We consider the symbols where we have that I, P T 1 ∼ QT 2 , I , where P, Q are polynomials. Further the symbols, where we have that I, e v T 1 ∼ e φ T 2 , I , where φ, v are locally analytic. For example If (z) = f (z * −1 ) and
= I, and we have
and f (αzγ
To determine the inverse Φ(f )(ζ) → ζ using Abel's equation ( [7] ), we must assume isolated singularities. Assume for this reason γ T (ζ) has isolated singularities and assume we allow continuum for F (γ T ) in the first surfaces. Thus, we assume γ T (ζ) has isolated singularities when ζ T is restricted to a line. With these conditions Abel's equation gives the inverse γ T → ζ T and the inverse F (γ) → γ is considered to be dependent on involution.
Localization
Consider the problem of localizing the symbol to a given event V using a mirror (or two). That is given a geometric set V we look for γ 1 (and γ 2 ) such that f ∈ (I), can be continued to γ 1 (and γ 2 ). More precisely if f ∈ (I) and f (ζ) = F (γ)(ζ), we assume the continuation isγ : γ → γ 1 → γ 2 , such that V is in the domain for F (γ). and such thatf → V continuous. We are assuming a normal model for γ → γ 1 → γ 2 . We can further assume (γ 1 ) T , (γ 2 ) T are dependent on T , that is assumed to be dependent on time.. We can take the mirrors at different times T = t 1 and T = t 2 and in this case we assume | t 1 − t 2 |< δ, for a small δ. We are assuming log f ∈ L 1 and that logf T ∈ L 1 , for all T . The continuation is such that γ corresponds to a dynamical system with (X, (Lie point transformations) . Further, that X 2 = P and Y 2 = Q polynomials. Thus, P ρ = Q, which means that P ρ is polynomial and ρ has finite order, that is the corresponding sections are removable.
The vorticity W = Y x − X y gives sense of direction for the system. W > 0 iff Y x /X y > 1. Since Assume γ → P 0 , a point on the boundary, is given by dF (γ) = 0 iff < dF, γ >= 0. In the spiral case, we are assuming dF (γ) = 0 and we can assume the spiral has representation with measure that is not reduced. Consider now the intersection between the curve γ and the normal N . We assume the intersection locally algebraic, but not necessarily locally injective. For N = {P (dγ) = 0} and γ such that dF (γ) + P (dγ) = 0, assume RP (dγ) → sdγ =dγ continuous, where R is assumed locally algebraic. If R is absolute continuous, we have that whendγ = 0 and P (dγ) = 0, then P (dγ) = 0. In the transversal case, we assume the measure is reduced on irreducible components.
The second problem we should consider is to determine the geometric sets, that are given by a fixed γ 1 (and γ 2 ) as above, given that (I) can be continued to these systems. In the case of two mirrors, we have not excluded spirals in the domain for (Ĩ).
The transmission property.
In connection with what we denote the transmission property (TP) in this article, u(β) ∼ u(β * −1 ), we are discussing the class of symbols for which u + c(β) ∼ (u + c)(β * −1 ), without assuming the same property for u. A sufficient condition for {f − c} ∼ {f − 0} is isolated singularities for instance f ∈ L 1 . The same condition can be given for φ = log f ∈ L 1 and φ + c(β) = φ(β 1 ), for some β 1 in the domain for φ ∈ L 1 , corresponding to an interpolation property. The advantage with using several (> 1) mirrors in a localization of the symbol is possible surjectivity, which implies injectivity for the transposed action ( [11] ). Assuming surjectivity, of f + c ∈ (I), we can find F such that F (γ) = f + c. Let T 1 F (γ) = F (γ), corresponding to continuation to the lower half plane in the phase, where T 1 is assumed continuous at the boundary. Further, at the boundary T 1 F (γ) = ζF (γ) = F (γ) and | ζ |= 1. In a Puiseux expansion, χ(= y/x)) = a 0 + a 1 t + . . ., where t = √ ζ and a 1 = 0 means that the order for the critical surface is 1. Note that if β.β * −1 = 1 then F (β) = ζF (β * −1 ) and | ζ |= 1, assuming that F has TP. In a desingularization, it is to reach V in the domain for F (γ), sufficient that F is analytic over the final segment and the initial one, over the other segments F can be chosen in H ′ . That is if the path is divided into N segments, V N must be in the domain for analyticity for (X N , Y N ) and
is locally 1-1 in the reflection model, why we must have a multivalued image. Note that V is not in the domain for F (γ). Consider now
We are assuming u odd on a small disk and discuss if the property is preserved under onesided continuations. If u has TP onesided, then T 1 is not equivalent with T 2 . That is T 1 f (z) = f (α.z), where log F (α.z) ∼ log F (α * −1 .z) and T 2 f (z) = F (z.γ), log F (z.γ) ∼ log F (z.γ * −1 ), but we do not assume I, T 1 = T 2 , I . Note also the difference between continuation over a removable set and continuous continuation over larger distances. If F has TP that is preserved under onesided continuations, T 1 ,Ĩ F ∈ H iff T 1 F ∈ H. We construct the inverse according to Julia ([7] ) using for instance Abel's equation and Φ(α.z) → ζ + η + and Φ(z.γ) → ζ + η − The domain D for F and TP can, given the systems be determined in this way. If the domain can be continued using T 1 , T 2 , then the mirrors are seen as symmetry axes for the domain and the property TP. Thus, if z ∈ D then z * −1 ∈ D and conversely. If α.z ∈ D then z * −1 .α * −1 ∈ D and conversely. Thus Ĩ , T 1 ∼ T 2 ,Ĩ and D is still symmetric for the continued curve. If the distance between two mirrors is small, then this corresponds to a symmetric disk. A bigger distance corresponds to a TP property for the solution, that is that V corresponds to solutions with this property. If D is symmetric with respect to two axes, we have a twosided continuation. If we consider the mirrors R 0 , R 1 as irreducibles in a first surface, the boundary can be seen as analytic. The domain has TP ifĨF = FĨ, but if we have symmetry with respect to T 1 , we do not necessarily have symmetry with respect to T 2 . Note that the problem to reach V using the model, does not require TP, but the TP property means that we can reach V through transversals.
If Ω is the domain for F (γ), we are assuming that V is in the complement to Ω. Assume F (γ) is the continuation through R 0 , R 1 , then we have V ⊂D, the domain for F (γ). Thus the symmetry property TP is relative the complement to the domain Ω. Note that we are discussing the domainD locally close to the segment γ N . Note also that the symmetry property can be seen in three steps, IF (γ)(ζ) ∼ F (Ĩγ)(ζ) ∼ F (γ)(Ĩζ). The original problem that was suggested to me by Prof. Vuorinen at Helsinki University, was to describe the clustersets when the complement set has a line with three points. We assume in this article two reflection points, taken at (possibly different) points in time. The third point is the origin which is necessary to determine how the mirror is oriented.
Assume N j = Y j /X j and F (X, Y ) ∼ F 1 (N ). Thus, N j = const on R j (X j , Y j ).and {F 1 = const} corresponds to {f = c}. We are assuming F 1 maps constants onto constants, where 
, we have singularities of finite order, for all j. In the case when F (γ j ) analytic, we can assume V N → V N +1 is continuous and V = lim j V j , where the limes is over surfaces of finite order. Given TP reflection using R 0 , R 1 , this is transposed to a normal model and we have singularities of finite order. If we assume the generator for L 1 taken in phase space φ 0 , the K 0 = ( ker φ 0 ) leaves space for spiral approximations. If we assume K 0 trivial (regularizing) and that we do not have a normal model, we can not have TP! Note also if we assume in γ 1 → . . . γ N , where F is analytic over the first and last segments, we have that V 1 , V N of finite order, but the geometric sets corresponding to the trajectories between the systems (X j , Y j ), given by a contact transform, are possibly of infinite order or undetermined. V is considered as the limit also in this case. In the case when T denotes time, we notice the difference between F (γ T ) and
Assume log F (γ) = Σφ 0 (ζ + η j ) over the complement to K 0 . Over the same set F (γ) ∼ Π ∞ 1 e φ0 (ζ + η j ). If we assume φ 0 such that e φ0 analytic, we have φ 0 (ζ + η j ) → Ω j continuous and Ω = ∪ ∞ 1 Ω j (not necessarily disjoint). The mirrors are considered related to different systems, why if ζ + η j generates R 0 and ζ + τ j generates R 1 , the different leaves are defined by γ. Note also that F can be reduced as a measure, without being analytic.
Note the following example. Assume (I) paths in the dynamical system and that 1/β ∈ (I), then we have existence ofβ ∈ (I), such that u(
. Note also that if u is not algebraic in β, then u can still be algebraic in 1/β and inβ\β. Assume v(β) = φ 0 (
Algebraic inverse. Assume ϕ defines f (z) → z. If id = I acts on (I) ∋ f is defined through some g ∈ G (reflection through the origin) we must discuss ϕ, I − I, ϕ . We are assuming ϕ, I (f ) = −z and I, ϕ (f ) = ϕ(−f )(z). If f (−z) = −f (z), then ϕ, I = I, ϕ , that is f is odd. More generally, consider the restriction R, ϕ (f ) = z | Ω defined as z for z ∈ Ω and 0 for z / ∈ Ω, where Ω = supp f . Thus, ϕ, R (f ) = (f | Ω ) → z, that is on Ω = supp f , R can be defined algebraic. Assume for a homomorphism g, I, ϕ (f ) = ϕ(gf ) and ϕ, I (f ) = ϕ(f )(gz), that is if gf = f g, we have I, ϕ = ϕ, I . Assume that f is not odd, then using reflection, we have existence of u such that f (u) = −f (x). Extend the domain associated tõ f to include U . Then iff is analytic, we have z → u is continuous. Assume w a bijection, such that ϕ(gf ) = ϕ(f wg). Thus, I, ϕ ≃ ϕ, I .
µ L a reduced measure associated to an irreducible L and letμ L be the result of an algebraic continuation. IfL is the topological continuation associated toμ L , we have that this can be selected irreducible (modulo algebraic sets). Note that we do not assume that irreducibles contain the ∞. Alternatively, we could let the mirrors depend on a parameter µ (time) and let the reflection be at different times. In this case, we need an origin as a third point to orient the plane in space. If the reflection curve is on one side of one mirror, we do not have spirals, but if it is on one side of two mirrors, we must discuss spiral approximations. If we consider ψ as ψ 1 ψ 2 , where y = ψ 2 x is onesided with respect to the mirror R 1 and ψ 1 y is onesided with respect to the mirror R 2 , then if ψ is irreducible, we have that R 1 = R 2 . When the TP is present, so that we can transform the reflecting curve to a transversal, the result of two reflecting mirrors is an irreducible.
Reflection and onesidedness. Assume L = αβγ describes a reflection using two mirrors R 1 , R 2 and after moving the reflection to the origin and R 1 to the imaginary axes using rotation and translation, let β → β * be reflection through the origin and β * −1 the result of reflection through the origin with reversed direction of path. Let L = αβ * −1 γ. If f has the property that f (L) analytic iff f (L) analytic, the the reflection can be compared with a transversal approximation, In this caseL can be regarded as on one side of a plane and R 1 , R 2 are first surfaces with reflection points as singularities. Let us write the reflection using two mappings
, then obviously the analyticity is preserved. The properties of the inverse mapping T 1 f (β) → β is dependent on the monodromy condition.
The condition that f is odd is written as δ, f = f, δ . We assume that for any function f , locally analytic in z 0 , there is a disk with center z 0 where f is odd. We can assume that f is analytic independent of orientation for boundary to the disk. We will continue the disk using the mappings T 1 , T 2 . Note that I, T 1 (f ) = I(f )(αβ) = f (β * −1 α * −1 ) and if we let γ ∼ α * −1 , = T 2 , I (f ). Let G 1 be continuations one sided to the lower halfplane. If we assume f algebraic in β in the disk, we can assume the complement in a domain of holomorphy, that is α has an analytic parameterization. The argument can be repeated to G 2 and continuations to the upper halfplane. Note that an (locally) algebraic extension assumes an oriented boundary of the disk.
Finally note that global analysis means that our propositions are invariant for change in local coordinates. When time is considered as a variable, this means a transportation in time. Thus the reflection model as we have described it, is not global in the sense above, but it can with advantage be combined with global analysis in localizing the symbol.
Schur's lemma. Schur's lemma gives that if A is a linear mapping N → M , where N, M are finite dimensional and w 1 , w 2 irreducibles such that Aw 1 = w 2 A, then w 1 ∼ w 2 or A = 0. Another version of the lemma is with the same conditions, we have existence of A −1 or A = 0. The Schur's lemma can be generalized to infinitely dimensional spaces. We further note that the number of linearly independent representations is the same as the number of irreducible representations.
Assume J an irreducible ideal, that is if J = J 1 J 2 and N (J) = N (J 1 ) ∪ N (J 2 ), where J i analytic, irreducible and such that N (J i ) = {0}, for one i. Thus, if f ∈ J and f = gh implies g = id (∼ δ 0 ). Thus, f = I, h or g, I and I, h = g, I implies I = 0 or we have existence I −1 and h ∼ g. Assume now g ∈ G gives analytic continuation, that isf = gf , that is G is acting outside the range. We consider (I) → (X) → Ω and parallell (J) → (W ) → V . For (J) to be an analytic ideal, it is sufficient to have the lifting principle, for instance W algebraic. In the scheme above, if F (X) = G(W ), over the set where we have existence of G −1 , we have W = G −1 F (X). Particularly, if ψ(γ) = γ, that is complex conjugation, the proposition is existence of W a dynamical system with σ = {γ W 1 /W 2 = const}, such that ϕ(ψ(γ)) ∈ V , the geometric event we want to predict. If we assume the continuation according to Lie, that is X 1 /X 2 = W 1 /W 2 , then if γ ∈ {X 1 /X 2 = const}, then we have ψ(γ) ∈ σ.
Given f an entire function with {f − c} irreducible, we refer to this set as a first surface. Assume {S j } first surfaces, and S j → S,S j → S ′ implies S ∼ S ′ that is the limits are conjugated. For a regular first surface, we have that S = S ′ . For an entire function almost every first surface is regular ( [14] ). Thus, assuming a normal model where all singularities can be considered in first surfaces, we must have ϕ, I ∼ I, ϕ locally, close to the constant surfaces and where reflection is adapted to the point of intersection with the transversal. Thus, the limit is not dependent on from which side we do the approximation.
Lemma 7.1. For an entire symbol, where all singularities can be approximated using a normal model, then the inverse mapping ϕ is algebraic in the sense that it commutes with I locally, close to the first surfaces.
Note that if log | f |∈ L 1 and g ∈ G implies that log | gf |∈ L 1 . This means that the domain for the linear gI(= A) is standard complexified. Further f will have finite order singularities and the order for a singular point is defined by the order for the point on any complex line. For instance, if the reflection is with reflection point the origin, then real axes is normal to the imaginary axis as mirror and the reflection result is complex conjugation. If V is parabolic, we have that we can use monotropy in the reflection, and assume the imaginary axes holds all reflection points. If we use two mirrors and one reflection point (origin), we have g 2 g 1 X = ψ(X) and g 3 g −1 2 ψ(X) = g 3 g 1 (X), in this example the two mirrors are the axes.
Define
) such that logF (ψX) = − logF (X). Invertability assume that u → −u is surjective and that the path X → ψX is an analytic continuation (Thullen). Note that if ψ corresponds to a conformal reflection, then analyticity is preserved but not microlocal properties. Note the example f = e φ with φ ∈ L 1 ⇔ −φ ∈ L 1 . Thus, f and 1/f have finite order singularities, but this does not imply that 1/f is analytic. However if X → ψX is a path for analytic continuation, we have that 1/f must be analytic.
In the scheme (I) → X → Ω and parallell (J) → W → V , the mapping (I) → (J) corresponds to "blow-up" if we do not change origin and corresponds to a simulation in this case, that is we use (I) → X → W → (J). If we change origin (of time), that is we use (I) → Ω → V → (J) then (J) is a true geometric ideal. The mapping (I) → (W ) → V does not involve "blow-up".
Assume X → ψX is a reflection such that ψX is harmonic conjugation. Then ψ is pure if ψ(X + iψX) = −i(X + iψX). If u, ψ(u) are closed forms, we have that u is pure, that is u = adz with a locally analytic. If u is closed, ψ(u) = −iu, then u is analytic and X → ψ(X) is permitted for analytic continuation ([1]) . A transversal is a line that cuts two other lines. In the reflection model, this is the case when we have two mirrors and TP. Consider the following example. Starting with {φ − µ}, where µ is constant, the transversals are given by q⊥µI, where q are quasi orthogonal. Thus, in the case with one mirror, we assume the reflection points are given by zero's touasi orthogonal with real coefficients. If we are considering the case with two mirrors, we are assuming the case with complex zero's on the axes. Particularly, if the resolution is given by q j such that ψq j = q j ψ, the support is symmetric with respect to ψ (cf. standard complexification).
Geometric reflection and harmonic conjugation. We define for u = adx + bdy,u * = −bdx+ady. Defineũ(z) = u(z), then we have if u is even, this implies u
, that is H is odd in the phase. The condition u(ψ(z)) = u(z) does not exclude a zeroset that contains spiral sets. However, for u even, we have existence of u * (z) → z continuous. Thus ψ does not preserve algebraicity or invertibility. Further, if u * is analytic and u closed, then u is analytic, why we have existence of γ a path for analytic continuation.
Consider the following example. u(x, −y) = adx−bdy and u * (x, −y) = bdx+ady. Further, if we let w(z) = a(z)dx + b(z)dy and w
, that is if w is even, then w * is odd. Assume ψ ∈ G is reflection through the origin, then uψ = ψu implies −u(x) = u(−x) and uψ = u implies u(−x) = u(x). Assume G 1 corresponds to geometric reflection over the real axes, u ∼ and G 2 corresponds to harmonic conjugation u * , with the property u * ∼ = −u * . Then we have for example g 1 g 2 = −g 2 g 1 . An arbitrary form is not necessarily odd or even, however if u * is odd, then u(−z) = u(z) and if a, b are even, then u is even ( [1] ). Assume the representation of the phase φ is such that we can find a parameter µ so that φ − µ is odd. For these phases dφ is even and (φ − µ) * is even. Further, φ * µ /φ µ is odd in argument.
If G defines analytic continuation, we note the concept of monogenity which means that every element gf , for g ∈ G, can be defined from any other element hf with h ∈ G for instancef = gf andf = vf implies existence of w ∈ G such thatf = wgf and this corresponds to an interpolation property. Note that if v = wg, then this defines a set of invariance in G, that is it is necessary to discuss disjoint supports. In particular, we note that if g ∈ G has a representation with a reduced measure in E ′ (0) , we do not have the center case and we have existence of an inverse g −1 ∈ G. Thus the concept of hypoellipticity is useful in connection of analytic continuation. When G is geometric reflection, the condition that the path is on one side of a mirror excludes the center case (cf ArXiv). When the vorticity W = 0, the symmetry condition means that
, for a domain D, we have isolated singularities S(φ) and for f = e φ , we have finite order singularities ( [6] ). Assume V is given by a polygonal between N (φ 0 ) and V . If γ = e φ and φ = −∞, then dγ dT = 0 iff dφ dT = 0, that is the system can be referred to the phases and the mapping D/S(f ) → D/S(φ) can be assumed algebraic. The mirrors correspond to spectrum relative the dynamical system, that is Y /X = const. If (X, Y ) are analytic, then I(V ) is defined using algebraic topology, but this property is not preserved when we use (X, Y ) → (X 1 , Y 1 ) continuous, where the range is analytic. If in the mirror model we have a path with self intersections, we get inconsistencies in the orientation of path. In this case we can consider a covering of leafs. An example when self intersections do not cause inconsistencies of any importance, is the mirror points correspond to different points in time.
If we assume f exponential, then the continuation is completely determined by the phase. Assume for instance f = e φ and g = βe φ , where φ ∈ L 1 . On the support for φ, we have g = 0 iff β = 0 and We assume for the paths, the property that a boundary point can be reached through a polygon using mirrors and blowup. We assume for the translations < η, τ h x >=< τ 
we can assume movement is translation and rotation. Assume
1 is generator, that is φ has representation on supp φ 0 . For φ 0 we have regular approximations that can be chosen as normal. For a normal model we have φ 0 ∈ ( ker h) with h 2 = 1 and h * = h. For (I) = ( ker h)(Ω), where Ω is pseudoconvex, we have that tangents ∼ normals.
In the reflection model γ 0 → γ 1 → . . . → γ N with respective geometric sets V 0 , V 1 , . . . , V N , if the problem is to localize V , we do not require 
In the reflection model, we consider time as a local parameter. The contact transforms between the systems are not assumed to preserve invariants. The characteristic sets as lineality and orthogonality are formed in the blow-up to the local ideals corresponding to the systems. We prefer to use the parameter T as a global parameter and t for local parameters. Note that if F (γ T ) =F T (γ) and G T is the lifting function to the event V , then we are not assumingF T = G T . We are not assumingF T analytic, only that the mappingγ T → ζ T , locally defined, is continuous.
Representation at the boundary. Note that in a discussion of sections, we require completeness, that is dependence on all variables in space. Also note that a sufficient condition for log X T → V to be continuous, is that the logarithm is analytic. We can form a domain, as the largest for which the mapping is continuous.
Finally, note that the ideal over singularities given by d dT log f = const. must be radical.
Assume N (e ψ ) = eÑ (ψ) = e <ηT ,ψ> and if N is algebraic, we have that < η T , e ψ >= 1 iff e <ηT ,ψ> = 1 and IN (ψ) = N I(ψ) = N I(ψ). If |< η T , ψ >|≤ C T | ψ |, with C T → 0, as T → ∞, then we have that N can be represented by a measure of finite type. If N is algebraic, we have I, N (ψ) = I, N (ψ) and I ∼ δ 0 . If we let H 1 (Ω) be holomorphic and non-constant functions on Ω, then if e ψ ∈ H 1 (Ω), then e ψ+c ∈ H(Ω). If | C T |→ 0, as T → ∞, we have | η T − P (1/T ) |< ǫ, as T → ∞. In this manner we can compare η T with Legendre in the infinity, modulo monotropy. Note also that | N (e ψ ) |≤ e ǫ|ψ| , as T → ∞, that is N has type zero with respect to ψ. We are assuming N is acting only in phase space, that is e <η1+η2,ψ> f = N 1 (ψ)N 2 (ψ)f and e
For convergence, it is necessary that | η j T |→ 0, as j ↑ ∞ and T fix.
Assume < η, φ >= η(φ) for φ ∈ H(Ω), we have existence of a constant coefficients polynomial differential operator P (D), such that P (D)η ∼ δ 0 (modulo regularizating action), then η has representation with one sided support. Assume we have existence of an inverse η −1 with respect to convolution, then we are assuming η −1 is a polynomial. Note that if f, g are hypoelliptic symbols and Γ f gdσ = 0 then either Γ is algebraic (removable) or f g ≡ 0 on Γ, which must be a bounded set.
If ϕ ≥ 0 imples ϕ ≤ 0 and that Ω = { Im e ϕ < λ} unbounded, that is Ω ∼ {e ϕ < λ + e φ }. Then, when e ϕ is parabolic, we have that {e ϕ < λ ′ } is unbounded.
Hypoelliptic differential operators. Consider now the condition Im P (ξ)/ Re P (ξ) → 0, as | ξ |→ ∞, which we denote Im P ⊥ Re P . Assume Re f hypoelliptic and f normal, then we have that Im f ⊥ Re f . Further we have that if Im f bounded, we have Im f ⊥ Re f . Further Im f unbounded does not mean that Im f ⊥ Re f .
If P is hypoelliptic implies N P is hypoelliptic, then N has algebraic definition. If we have existence of a segment in the infinity, such that N P/P ≡ 1, then we have that P is not hypoelliptic, in the infinity. The condition c 1 ≤ N P/P ≤ c 2 in the infinity, corresponds to N P ∼ P (constant strength). For a hypoelliptic operator, we must assume N P = P in the infinity implies T = 0, that is N P − P has locally isolated zeros, globally removable. Assume P N = ΠN k P and existence of N k P ≡ P on a segment, for P not hypoelliptic. Thus, P hypoelliptic implies for all N ∈ (A), that N P = P , that is a continuation of P does not contain any closed contours. With the Fredholm operator representation, we have nontrivial kernel for P not hypoelliptic and trivial kernel for P hypoelliptic (modulo regularizing action). Proposition 7.2. Assume µ an analytic and locally reduced measure in E ′ (0) such that the real and imaginary parts are orthogonal. Assumeμ, the analytic continuation with algebraic segments and that the global representation has a trivial kernel. Then the corresponding functional is hypoelliptic.
(ref ArXiv)
Analytic continuations. Assume that the dynamical system has right hand sides (A, B) and A = e v P and B = e v Q so that A/B = P/Q. This gives an analytic continuation according to Lie. Assume F 2 ) and consider continuation according to Lie
, where Q is a polynomial and we assume the algebraicity is preserved. If y ′ = g(y) = g(Qx) in the infinity, such that g(Qx) ∼ Q ′ g(x) in the infinity, where also Q ′ is algebraic. The mapping (x, y) → x + iy, assumes x⊥y, that is Cousin's continuation method. Cousin's method for analytic continuation can be used as follows. Let
More precisely, if we define an analytic α T , such that α T | T =0 =< η, ψ > and α T | T =∞ =L(ψ) and such that the ramifier is regular and non-trivial. In this context, the FBI-transform is seen as analytic continuation over transversals of f .
Assume the continuation has representation f e Thus if g j gives group action j = 1, 2 such that g 1 = −g 2 on Ω 1 ∩ Ω 2 then we have existence of g with g − g j ∈ O(Ω j ), thus given compatibility conditions for sets of invariance, that is unique solution g relative division of action.
Some remarks on Schur's lemma. Note the lifting principle, where we have existence of F holomorphic, such that F (γ)(ζ) = f (ζ). If F is algebraic, then any spiral will be mapped onto a spiral. In this case, we can form the mollification F δ → δ 0 , and this implies ζ T → ζ 0 continuous. If we only assume F ∈ H ′ , we must consider
The algebraic geometry properties requires analyticity, for instance F = F 1 F 2 analytic and irreducible, then one factor, say F 1 is such that
that is HF 2 = F 1 H. Using Schur's lemma, given H linear we can determine F 1 , F 2 . The regularity properties for the corresponding inverses are determined by the involution condition. Letγ = F 1 (γ) and F (γ) = F 1 (γ). Assume F 2 (γ) corresponds to polynomial right hand sides (P, Q) and F (γ) corresponds to analytic right hand sides (X, Y ) and that P/Q ∼ X/Y (Lie continuation). Then the lifting principle is solvable for F 1 but we can only guarantee existence Assume that T = AB is the line with T (φ) =< ab, φ >. If < T (φ), ψ >=<< ab, φ >, ψ >=< AB(φ), ψ >=< φ, t B t Aψ >. Thus if T is linear, then t T linear. However t T / ∈ H ′ . For instance if F E(φ) = F (φ) and F (e φ ) = eF φ and t E t F (e φ ) = tF (φ) = log t F E. Thus φ ∈ H implies F E ∈ H ′ and t E t F / ∈ H ′ Some remarks. Two operators are characteristic in discussions about groups. If c(x) = −x ∈ G, for x ∈ G, that is reflection through the origin is a group invariant property. The other property is given φ α ∈ G, this implies φ ⊥ α = 1 − φ α ∈ G. Assume a = e φ , b = e ϕ and G ∋ a, b implies ab −1 ∈ G. Then if log a, log b ∈ G 1 , this implies log a − log b ∈ G 1 and correspondingly for G 2 ∋ log log a. The condition N log φ ∈ G 2 iff log φ ∈ G 2 implies φ N ∈ G 1 for all N . Thus Σφ N ∈ G 1 implies (1 − φ) −1 ∈ G 1 A group structure is said to be isolated if φ N ∈ G implies φ ∈ G. If a⊥b we have (a + b) 2 = a 2 + b 2 . The condition for Lagrange space is φ ∈ G iff φ ⊥ ∈ G. For Riesz groups we have that the interpolation property implies a < b 1 + b 2 which means existence of a j ≤ b j ,j = 1, 2 such that a = a 1 + a 2 . Thus, if a ∈ G and φ = log a ∈ L 1 and φ ≤| φ |, we have a ⊥ = 1 − a ∈ G. The problem also is dependent on the following, if Σ = {ϕ ≡ 0} analytic, we do not have necessarily {ϕ ≡ 1} analytic. Assume for this reason {ϕ = dϕ = 0} not isolated points. If Σ c is analytic and {ϕ ≡ 1} is closed in Σ c , we can assume that it is analytic. Particularly if Σ is algebraic, we have that Σ c is locally analytic, why {ϕ ≡ 1} is analytic. If ϕ = ϕ 1 on Σ (algebraic) means Σ c = {ϕ = ϕ 1 } is locally analytic, and {ϕ − ϕ 1 ≡ 1} is analytic. Thus, if Σ, Σ c is analytic, we have that we have existence of ϕ 1 analytic, such that ϕ = 1 + ϕ 1 . Note that if Ω ′ = {ϕ ≡ 1} with 
Sets of invariance
Starting from the set of invariance associated to a group action, we discuss the continuation through interpolation theory. Particularly if the distance is in time, there is not an infinitesimal arbitrary decomposition of parameter intervals that corresponds to action. ("cold case" ) why the integral representation must be motivated.
Assume I is defined by e <> f = f → τ f = f and J is defined by τ f = f → e <> f = f . Then, if we have that N (I) ∩ N (J) is removable = N (I + J), this corresponds algebraically to a proposition on that the corresponding homomorphy g has symmetric kernel and [I, g] = [g, I]. Since N (IJ) = N (I) ∪ N (J), if I⊥J then (I + J)(I − J) = I 2 + J 2 . We should for this reason have that a decomposition in invariant sets is dependent of choice of boundary condition.
Lineality and the characteristic set. Over the lineality, the class (A) of continuations can be given by scalar products, that is {e Φ ≡ 1} = {Φ ≡ 0}. If Φ = T (ψ) = 0 for all ψ ∈ (J), then we have existence of η such that < η, ψ >= T (ψ), for instance η = 0 or η ∈ (J) ⊥ . A neighborhood of the lineality is given by {η < η, ψ >≥ 0}. A bigger continuation can be given by {Φ ≥< η, ψ >}. If log f + < η, ψ >= log f , then < η, ψ >= 0 and conversely. Thus microlocal contribution can be seen as presence of a line in the infinity in Z(< η, ψ >) For (I HE ) with pseudo-base F j and V = ∩N (F j ), then there is a λ such that if f = 0 on V , we have ( Im f ) λ ∈ (I HE ). If we have presence of lineality and Re f ⊥ Imf , we must have Im f is bounded (that is we have unbounded sublevel sets). If f is hypoelliptic, under the same conditions, we have that Im f is unbounded.
Assume Σ = {f = c}, then a necessary condition for Σ ⊥ to be locally algebraic, is that the leafs in Σ are oriented, in the sense that γ⊥Σ is locally on one side of the leaf in Σ. In this case we could write the lineality, ∆ = ∆ + ∪ ∆ − , depending on what side of the leaf we are considering.
Assume p = (f, g) → f + ig, through c(f, g), then cp = cp. We have c(p) 2 dz = 0, then f 2 = g 2 and c(p)c(p)dz = 0 then | f |=| g |, if the integral is over a positive measured set. If | c(p) | dz = 0, then | f |=| g |= 0 Existence of lineality can be seen as a proposition of possibility to continue the symbol on a set of infinite order, that is the symbol is not reduced with respect to analytic continuation. Assume ρ(T ϕ) = ρ(ϕ * ) on an algebraic set and ρ(T ϕ) = 0 implies ρ(ϕ * ) = 0, then we have existence of ϕ 0 Baire such that ρ(T ϕ) = ρ(ϕ 0 ϕ * ).
Some remarks. Assume the representation F T = G T + H T , where G is reduced.
For instance if we assume 1/G T ∼ G 1/T , we can assume G T reduced implies that it is locally algebraic in 1/T . Assume t R T = R T so that (HR T ) t = R T t H or better H(r ′ T x, r ′ T y) = H(x, y), then H can not be algebraic in T . Thus, if F T has lineality Assume π maps | f |= 1 onto a planar domain, (u, v) ∈ E, where f = u + iv and u⊥v. Assumef localized to the geometric set V according to the reflection model, in such a manner thatf locally defined, is analytic over V , then the inverse mapping is locally defined, continuous. If f (ζ) = F (γ)(ζ), note that if the problem is to localize the symbol to V , we only require that the continuationsγ(ζ) → ζ ∈ V are continuous. But if we have to analyze V from an analytic ideal, we require that F (γ)(ζ) is locally analytic over V . If there is a difference of time involved, then only the localization is possible, unless we can transport F in time.
Proposition 8.1. Assume πS 1 → E, where E is a planar domain and that ϕ maps E continuously onto V , a geometric set of any order. Assume f ∈ (I)(Ω) a local geometric ideal and log | f |∈ L 1 (Ω). Iff is f localized to V using the reflection model and π, wheref has TP between the reflection points, then the inverse mapping ϕ is continuousf → V . 
