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Résumé
Résumé
On s’intéresse dans ce travail au théorème de Grothendieck-Riemann-Roch. Grothen-
dieck et son école en ont démontré une forme très générale dans les années 60 tout en
conjecturant l’existence d’une forme encore plus générale. Nous posons une conjecture in-
termédiaire entre les résultats connus et les conjectures les plus générales de Grothendieck,
puis nous la démontrons dans deux cas particuliers.
Plus précisément on conjecture que le théorème de Grothendieck-Riemann-Roch est
vrai pour un morphisme propre localement d’intersection complète entre deux schémas
divisoriels d’égale caractéristique. On démontre des cas particuliers de cette conjecture,
dans le cas de la caractéristique positive d’une part, dans le cas où les schémas sont
supposés réguliers et tels que le polynôme T k − 1 y ait k racines distinctes d’autre part.
Le théorème de Grothendieck-Riemann-Roch étant équivalent au théorème d’Adams-
Riemann-Roch modulo torsion, on démontre des résultats de type Adams-Riemann-Roch
pour en déduire des résultats de type Grothendieck-Riemann-Roch.
Mots-clefs
Grothendieck-Riemann-Roch, Adams-Riemann-Roch, Lefschetz-Riemann-Roch,K-thé-
orie.
Towards the most general form of the
Grothendieck-Riemann-Roch theorem
Abstract
The aim of this work is the study of the Grothendieck-Riemann-Roch-theorem. Gro-
thendieck and his school has proven a quite general form of this theorem in the sixties
and also conjectured a much more general form of it. We state a conjecture intermediate
between the known results and Grothendieck’s most general conjectures. We then prove
it in two special cases.
8More precisely, the conjecture is that Grothendieck-Riemann-Roch theorem is true for
a proper and locally complete intersection morphism between two divisorial schemes of
equal characteristic. We prove some special cases of this conjecture, in the case of positive
characteristic on the one hand, in the case of regular schemes for which the polynomial
T k − 1 has k roots on the other hand.
Grothendieck-Riemann-Roch theorem being equivalent mod. torsion to Adams-Rie-
mann-Roch theorem, we prove Adams-Riemann-Roch type results and deduce from them
Grothendieck-Riemann-Roch type results.
Keywords
Grothendieck-Riemann-Roch, Adams-Riemann-Roch, Lefschetz-Riemann-Roch,K-the-
ory.
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Introduction
Le problème de Riemann-Roch – dont le théorème de Grothendieck-Riemann-Roch
constitue l’un des aboutissements – fait partie des problèmes centraux de la géométrie
algébrique. Il compte parmi ceux qui ont contribué de manière essentielle à l’élaboration
de ce domaine des mathématiques depuis la seconde moitié du xixe siècle.
Le problème original était celui de l’existence de fonctions méromorphes à pôles pres-
crits sur une surface de Riemann. Il fut d’abord résolu par Riemann (1857), sous forme
d’une inégalité, avant d’être précisé par l’élève de Riemann Gustav Roch (1865, cf. [25]).
C’est Max Noether qui donna à ce résultat le nom de théorème de Riemann-Roch.
Plus généralement, et sans se limiter au cas des surfaces de Riemann, on peut formuler
un problème de Riemann-Roch pour une variété algébrique non singulière X sur un corps
algébriquement clos k de la manière suivante : soit D un diviseur sur X, on considère le
système linéaire associé |D|. La question est alors de déterminer dim |D|, et plus géné-
ralement d’estimer le comportement de dim |nD| comme fonction de n pour n un entier
strictement positif.
Le théorème de Riemann-Roch initial répondait bien à cette question pour une surface
de Riemann. Soit D un diviseur sur une surface de Riemann S de diviseur canonique K
et de genre g. On note l(D) = dimH0(X,O(D)) où O(D) est le faisceau associé à D. La
forme moderne du théorème de Riemann-Roch s’énonce alors comme l’égalité
l(D)− l(K −D) = degD + 1− g
La majoration grossière du terme « surabondant » l(K − D) > 0 permet de retrouver
l’inégalité originelle de Riemann l(D) > degD + 1 − g. Le théorème de Riemann-Roch
fournit également une réponse au problème de Riemann-Roch : dès que n degD > degK,
l(K −D) = 0 et on déduit que
dim |nD| = n degD − g
Le résultat initial de Riemann-Roch fut ensuite généralisé au cas des courbes algé-
briques. L’étape suivante était de s’occuper des surfaces algébriques – c’est l’école italienne
qui s’illustra pour l’essentiel dans cette tâche : après des résultats partiels de Noether
([21]) et de Enriques ([11]) la première solution complète fut donnée par Castelnuovo ([6],
[7]) avant d’être simplifiée par Severi dans [27]. Néanmoins le théorème de Riemann-Roch
prouvé dans ce cas-là prenait encore la forme d’une inégalité, le terme « surabondant » cor-
rectif n’étant pas connu. Ce terme surabondant est déterminé par Zariski dans [35] où il
résout également le problème de Riemann-Roch dans le cas des surfaces algébriques.
L’expression moderne du théorème de Riemann-Roch pour un diviseur D sur une
surface algébrique X de diviseur canonique K et de genre arithmétique pa prend la forme
d’une égalité
l(D)− s(D) + l(K −D) = 12D · (D −K) + 1 + pa
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s(D) est le terme surabondant déjà évoqué et s(D) = dimH1(X,O(D)) – il aura donc
fallu l’invention de la cohomologie pour exprimer précisément ce terme surabondant.
On remarque qu’en vertu de la dualité de Serre, l(K −D) = dimH2(X,O(D)). Ainsi
le membre de gauche peut s’interpréter comme la caractéristique d’Euler χ(X,O(D)). Il
en est de même pour le théorème de Riemann-Roch dans le cas des courbes.
Résoudre le problème de Riemann-Roch amène en fait à combiner trois éléments :
des théorèmes d’annulations comme le théorème de Kodaira, pour ne garder que le terme
l(nD), la dualité de Serre et un calcul de caractéristique d’Euler. C’est dans cette der-
nière direction – un calcul de caractéristique d’Euler – que l’on a grandement généralisé
le théorème de Riemann-Roch.
Le premier pas dans cette direction fut le théorème de Hirzebruch-Riemann-Roch.
Soit X une variété algébrique projective non singulière de dimension n sur un corps k
algébriquement clos, de fibré tangent TX . Pour E un fibré vectoriel sur X on note ch(E )
le caractère de Chern de E , c’est un élément de l’anneau de Chow de X tensorisé par Q,
soit ch(E ) ∈ A(X)⊗Q. On note également td(E ) ∈ A(X)⊗Q la classe de Todd de E .
Si on note enfin
∫
X : A(X)⊗Q→ Q l’application qui à un cycle algébrique associe le
degré de sa composante d’ordre n, le théorème de Hirzebruch-Riemann-Roch affirme alors
que
χ(X,E ) =
∫
X
ch(E) · td(TX) (1)
Ce théorème fut démontré sur C par Hirzebruch ([18]) et le cas d’un corps quelconque k
fut obtenu par Grothendieck ([4] ou [2] Exp. 0 App.).
A son habitude, Grothendieck proposait en fait une forme nettement plus générale du
théorème de Hirzebruch-Riemann-Roch. Il se plaçait dans un cadre relatif et considérait
un morphisme propre f : X → Y avec X et Y des schémas quasi-projectifs et lisses sur un
corps k. La donnée de f lui permettait de définir un morphisme image directe de cycles
f∗ : A(X)⊗Q→ A(Y )⊗Q.
Plutôt que de considérer les faisceaux localement libres sur X, Grothendieck regar-
dait les faisceaux cohérents et plus exactement le groupe de Grothendieck des faisceaux
cohérents sur X – sous les hypothèses de régularité faites sur X ce groupe est isomorphe
au groupe de Grothendieck des faisceaux localement libres. Comme le morphisme f était
supposé propre on pouvait définir un morphisme image directe f∗ : K(X)→ K(Y ) par la
formule f∗(E ) =
∑
i(−1)iRif∗(E ) pour E un faisceau cohérent.
Le théorème de Grothendieck-Riemann-Roch étudiait alors le défaut de commutativité
entre le caractère de Chern et f∗, ce défaut prenant la forme de l’égalité
td(TY ) ch(f∗(E)) = f∗(td(TX) ch(E)) (2)
pour E ∈ K(X). En introduisant le fibré tangent relatif de f , Tf = TX − f∗(TY ), cette
égalité se réécrit
ch(f∗(E)) = f∗(td(Tf ) ch(E)) (3)
Le cas particulier Y = Spec(k) redonne alors l’égalité (1).
Grothendieck ne voulait pas s’arrêter en si bon chemin et une plus vaste généralisation
de (3) fit l’objet d’une année (1966-67) de son séminaire de géométrie algébrique du Bois-
Marie dont compte est rendu dans [2].
Dans ce séminaire, le théorème de Grothendieck-Riemann-Roch est prouvé sous des
hypothèses beaucoup plus faibles : on se contente de supposer que le morphisme f est
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projectif d’intersection complète et que Y est un schéma quasi-compact ayant un faisceau
ample.
Le premier problème dans un cadre aussi général est de donner un sens à la formule
(3) : cela n’a a priori rien d’évident.
Tout d’abord, en l’absence d’un corps de base k, on ne dispose plus d’une théorie de
l’anneau de Chow convenable. Il faut remplacer alors cet anneau par un nouvel anneau :
la solution est d’introduire un anneau gradué associé à une filtration adéquate de l’anneau
K(X) – encore faut-il que l’on dispose d’une structure d’anneau sur K(X).
Précisons cela : en l’absence d’hypothèses de régularité le groupe de Grothendieck des
faisceaux cohérents ne s’identifie plus au groupe de Grothendieck des faisceaux localement
libres et il faut distinguer entre les deux : on notera le premier G0(X) – il a un caractère
covariant en X pour les morphismes propres - et le second K0(X) - il a un caractère
contravariant enX pour les morphismes quelconques.K0(X) a bien une structure d’anneau
mais ce n’est pas le cas de G0(X) qui ne dispose plus en général que d’une structure de
K0(X)-module. On travaille donc exclusivement avec K0(X).
SurK0(X) il existe une λ-structure donnée par les opérations de puissances extérieures.
Cette λ-structure permet de définir une filtration sur K0(X), la γ-filtration, telle que, si
l’on considère l’anneau gradué associé Gr(K0(X)), on dispose d’une théorie des classes
de Chern ci : K0(X) → Gr(K0(X)), qui permet de définir un caractère de Chern et une
classe de Todd à valeurs dans Gr(K0(X))Q.
Le problème reste de définir un morphisme image directe f∗ : K0(X) → K0(Y ). On
travaille désormais avec des faisceaux localement libres et on ne peut donc plus utiliser la
formule précédente f∗(E ) =
∑
i(−1)iRif∗(E ) : les faisceaux Rif∗(E ) n’ont aucune raison
d’être localement libres. La bonne manière de faire est de travailler au niveau de la catégorie
dérivée où l’on définit une notion de complexe parfait qui est l’extension naturelle de celle
de faisceau localement libre en termes de complexe : un complexe parfait est localement
isomorphe dans la catégorie dérivée à un complexe borné localement libre de type fini
en chaque degré. La catégorie des complexes parfaits est une sous-catégorie triangulée
de la catégorie dérivée de X et elle se comporte agréablement, elle est stable par image
directe. Notons désormais Knaïf0 (X) le groupe de Grothendieck des faisceaux localement
libres et K0(X) le groupe de Grothendieck des complexes parfaits. On dispose alors d’un
morphisme image directe
f∗ : K0(X)→ K0(Y )
Cette nouvelle définition de K0(X), si elle permet de définir une image directe, soulève
un autre problème : on ne dispose pas en général d’une λ-structure sur K0(X), contraire-
ment à Knaïf0 (X). Cette question n’est toujours par résolue de manière générale à l’heure
actuelle. C’est pour obvier à cette difficulté que l’on suppose f projectif et Y muni d’un
fibré ample. Il en est alors de même pour X et la présence d’un fibré ample implique que
le morphisme naturel
Knaïf0 (X)→ K0(X)
est un isomorphisme. On peut alors définir une λ-structure sur K0(X) par transfert de
structure.
Cela fait on récupère notre anneau Gr(K0(X)).
C’est alors qu’interviennent les hypothèses sur f , savoir f est projectif et locale-
ment d’intersection complète. En ce cas, le morphisme image directe tensorisé par Q,
f∗ : K0(X)Q → K0(Y )Q respecte la filtration de ces anneaux, à un décalage près par la di-
mension relative de f . On en déduit donc un morphisme f∗ : Gr(K0(X))Q → Gr(K0(Y ))Q.
Il ne reste plus qu’un point à éclaircir quand nous en sommes là : comment définir le
fibré tangent relatif Tf ? On le définit en fait pour un morphisme f : X → Y quelconque.
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On considère un morphisme de faisceaux d’ensemble E → OX qui engendre OX comme
f−1(OY )-algèbre, i.e. le morphisme g : E1 → OX , où E1 = f−1(OY )[E ], est un épimor-
phisme. On noteJ le noyau de g. On considère alors le complexe de chaînes de longueur
1 défini par la flèche naturelle
J /J 2
d→ Ω1E1/f−1(OY ) ⊗ OX
Ce complexe ne dépend pas du morphisme E → OX choisi, on le note Cf , c’est le complexe
cotangent de f . Le complexe tangent Tf est par définition le dual du complexe cotangent.
Sous l’hypothèse que f est localement d’intersection complète, on montre que Tf est
un complexe parfait et définit donc un élément de K0(X).
Ainsi, Grothendieck et son école, tout ce travail de définition mené à bien, étaient
capables de démontrer le théorème de Riemann-Roch pour f un morphisme projectif
localement d’intersection complète et Y un schéma quasi-compact muni d’un fibré ample.
En fait, le travail mené dans [2] permettait à Grothendieck de donner un sens à son
énoncé du théorème de Riemann-Roch en supposant f propre localement d’intersection
complète, pourvu que l’on sache définir une λ-structure sur K0(X) en ce cas. Dans [2]
Exp. XIV 2 un tel résultat est effectivement conjecturé.
La conjecture la plus générale de Grothendieck semble à l’heure actuelle encore hors
d’atteinte.
Dans ce travail, bien plus modestement, nous énonçons une conjecture intermédiaire
entre les résultats démontrés dans [2] et les conjectures les plus générales. C’est une conjec-
ture que l’on peut attribuer à Grothendieck, bien qu’elle n’apparaisse nulle part explicite-
ment dans [2].
Nous la démontrons ensuite dans trois cas particuliers.
De manière plus détaillée, dans le chapitre 1 nous rappelons touts les éléments né-
cessaires à la formulation du théorème de Grothendieck-Riemann-Roch. Le choix d’une
présentation exhaustive a été fait afin de proposer au lecteur un texte autonome sans
renvois excessifs à la littérature classique de ce domaine. On rappelle également quelques
résultats de K-théorie supérieure dont on se sert dans la suite.
Dans le chapitre 2, outre le rappel des principaux résultats de [2], on énonce précisé-
ment la conjecture que nous posons ainsi que deux cas particuliers dans lesquels elle est
démontrée. Nous rappelons également l’équivalence entre les théorèmes de Grothendieck-
Riemann-Roch et Adams-Riemann-Roch ce qui permet d’énoncer les trois résultats dé-
montrés sous la forme de théorèmes du type Adams-Riemann-Roch plutôt que sous celle
de la forme d’égalités du type Grothendieck-Riemann-Roch.
Chacun des trois chapitres suivants est consacré à la démonstration d’un de ces ré-
sultats. Le premier propose pour seule originalité de se débarrasser de l’hypothèse noe-
thérienne dont est habituellement encombrée la construction de la déformation au cône
normal utilisée pour démontrer le théorème d’Adams-Riemann-Roch dans le cas d’une
immersion régulière. Le deuxième repose pour l’essentiel sur un résultat de K-théorie de
[32] qui permet de se ramener à des cas connus. Le dernier, enfin, généralise une remarque
et un résultat de Nori au cas d’une base quelconque, plutôt qu’un corps, en interprétant
l’égalité du théorème d’Adams-Riemann-Roch comme un calcul de trace, mené au moyen
d’une formule de Lefschetz-Riemann-Roch adéquate.
Enfin en annexe on trouve rappelé la preuve du cas classique du théorème d’Adams-
Riemann-Roch, ainsi que le détail de la preuve de l’équivalence entre les théorèmes de
Grothendieck-Riemann-Roch et Adams-Riemann-Roch et une propriété de compatibilité
au changement de base dont nous avons besoin à un moment.
Notations
Pour A un Z-module, on note AQ := A⊗Z Q.
Pour A = ⊕iAi une algèbre graduée on note son complété Â := ∏iAi.
Pour X un schéma on notera D(X) la catégorie dérivée des OX -modules. On note
D−(X) (resp. D+(X), Db(X)) la sous-catégorie de D(X) formée des complexes bornés
supérieurement (resp. bornés inférieurement, bornés). On note Rf∗ et Lf∗ les morphismes
image directe et image réciproque dans la catégorie dérivée. Le produit tensoriel total est
noté
L⊗.
On note AnX et PnX les espaces affine et projectif de dimension n sur X.
Si E est un faisceau sur X les fibrés vectoriels et projectifs associés sont notés respec-
tivement V(E ) et P(E ).
Si f : Y → X est un morphisme lisse de schémas on note Ωf ou ΩY/X son faisceau des
différentielles.
Pour n un entier naturel non nul on note Q(µn) l’extension cyclotomique de Q d’ordre
n et OQ(µn) son anneau des entiers.

Chapitre 1
Rappels et notations
1.1 Propriétés générales des λ-anneaux
On commence par rappeler toutes les propriétés des λ-anneaux dont nous aurons be-
soin par la suite. Pour plus de détails on pourra consulter [13] ou bien [2] Exp. V – dans
cette dernière référence le point de vue adopté est nettement plus fonctoriel que la pré-
sentation retenue ici.
1.1.1 Premières définitions
Soit K un anneau commutatif avec unité.
On dit que K est un pré-λ-anneau si l’on s’est donné une famille d’applications
λi : K → K
pour i > 0 qui vérifie
λ0(x) = 1, λ1(x) = x et λn(x+ y) =
n∑
i=0
λi(x)λn−i(y) pour x, y ∈ K. (1.1)
Cette dernière condition signifie juste que, si l’on considère la série formelle λt(x) =∑
n>0 λ
n(x)tn, x 7→ λt(x) est un morphisme du groupe additif K dans le groupe mul-
tiplicatif 1 + K[[t]]+, avec K[[t]]+ := tK[[t]]. La notion de λ-homomorphisme est alors
claire, de même que celle de λ-idéal et de sous-pré-λ-anneau, etc.
Exemple: Se donner une structure de pré-λ-anneau sur Z revient à se donner λt(1)
qui sera une série formelle à coefficients entiers commençant par 1 + t. En particulier il
existe une unique pré-λ-structure sur Z telle que λt(1) = 1 + t. Alors λt(n) = (1 + t)n, soit
λi(n) =
(n
i
)
. On appellera cette structure la λ-structure canonique de Z.
Soit A un anneau commutatif avec unité. On considère Λ(A) = 1+A[[t]]+ le groupe des
séries formelles à coefficients dans A, d’augmentation 1. On cherche à définir une structure
de pré-λ-anneau sur Λ(A).
Pour la loi additive, on prendra la multiplication des séries formelles.
La loi multiplicative, que l’on notera ◦, est définie au moyen de polynômes universels :
les coefficients de f ◦ g, pour f, g ∈ Λ(A), sont donnés au moyen de polynômes universels
en les coefficients de f et g .
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Soient X1, . . . , Xn et Y1, . . . , Ym deux familles d’indéterminées indépendantes. On dé-
finit également des indéterminées U1, . . . , Un et V1, . . . , Vm au moyen des factorisations
formelles
1 +X1t+ . . .+Xntn =
n∏
i=1
(1 + Uit) et 1 + Y1t+ . . .+ Ymtm =
m∏
j=1
(1 + Vjt) (1.2)
Pour k 6 n et k 6 m, on définit alors des polynômes Pk de poids k en les indéterminées Xi
et Yj – où les indéterminées Xi et Yj sont respectivement de poids i et j – par la formule∑
k>0
Pk(X1, . . . , Xk, Y1, . . . Yk)tk =
∏
i,j
(1 + UiVjt)
En annulant les indéterminées de poids supérieur à k, on vérifie que les polynômes Pk ainsi
définis sont indépendants de n et de m – c’est là la théorie des « suites multiplicatives de
polynômes » de Hirzebruch, exposée par son auteur dans [18] chap. 1 §1.
Soient donc f, g ∈ Λ(A) écrits sous la forme f = 1 + a1t+ a2t2 + . . . et g = 1 + b1t+
b2t2 + . . ., on définit f ◦ g = 1 + c1t+ c2t2 + . . . par la formule
cn = Pn(a1, . . . , an, b1, . . . , bn)
Il est alors immédiat de vérifier au moyen de la définition des polynômes Pk que cette
multiplication est distributive par rapport à l’addition sur Λ(A) – on rappelle qu’il s’agit
du produit usuel fg – et que pour des facteurs linéaires
(1 + at) ◦ (1 + bt) = 1 + abt
Ces propriétés déterminent entièrement la loi de multiplication sur Λ(A).
On définit également une λ-structure sur Λ(A). De même que pour la loi multiplicative,
pour f ∈ Λ(A), les coefficients de λn(f) sont donnés par des polynômes universels en les
coefficients de f .
Soit donc à nouveau notre famille d’indéterminées X1, . . . , Xn et les indéterminées
U1, . . . , Un associées. Pour kj 6 n on définit alors des polynômes (Pk,j) de poids kj par la
formule ∑
k>0
Pk,j(X1, . . . , Xkj)tk =
∏
i1<...<ij
(1 + Ui1 . . . Uij t)
Si f ∈ Λ(A) s’écrit f = 1 + a1t + a2t2 + . . . , λj(f) = 1 + c1t + c2t2 + . . . est alors défini
par la formule
cn = Pn,j(a1, . . . , anj)
En particulier
λu(1 + at) = {1 + t}+ {1 + at}u
On vérifie que cela définit bien une λ-structure sur Λ(A).
On est alors en mesure de définir la notion de λ-anneau : un λ-anneau est un pré-λ-
anneau K tel que la flèche x 7→ λt(x) de K dans Λ(K) soit un λ-homomorphisme, Λ(K)
étant muni de la pré-λ-structure que l’on vient de définir.
Plus concrètement, cela signifie que l’on dispose des relations supplémentaires
λt(1) = 1 + t, λk(xy) = Pk(λ1(x), . . . , λk(x), λ1(y), . . . , λk(y)) et
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λk(λj(x)) = Pk,j(λ1(x), . . . , λkj(x))
Exemples: Sur Z l’unique structure de λ-anneau est la λ-structure canonique. Dans la
suite, sans plus de précisions, Z sera toujours supposé muni de cette λ-structure canonique.
Si A est un anneau, Λ(A) est un λ-anneau, et non un simple pré-λ-anneau – cf. [1] I
§1 pour les détails.
Soit alors K un λ-anneau. On dit que K est un λ-anneau augmenté s’il est muni d’un
morphisme de λ-anneaux ε : K → Z.
On note alors I = Ker ε, c’est un λ-idéal.
Remarquons que tout sous λ-anneau contient un sous-anneau isomorphe à Z : si ce
n’est pas le cas, 1 est de torsion et
1 = λt(0) = λt(m · 1) = (1 + t)m
ce qui est absurde. On voit alors que tout élément de notre λ-anneau augmenté K s’écrit
de manière unique x = ε(x) + (x− ε(x)) avec ε(x) ∈ Z et x− ε(x) ∈ I, de sorte qu’en tant
que groupes abéliens K = Z⊕ I. L’existence d’une telle décomposition caractérise en fait
les λ-anneaux augmentés.
Revenons maintenant à K un λ-anneau, non nécessairement augmenté.
Pour x ∈ K, si λt(x) est un polynôme, on dit que x est de λ-dimension finie et on
définit sa λ-dimension – notée dim(x) – comme égale au degré du polynôme λt(x).
L’ensemble des éléments de λ-dimension finie de K est un monoïde puisque λt(x+y) =
λt(x)λt(y).
On dit qu’un λ-anneau est de dimension finie si tout élément s’écrit comme la différence
de deux éléments de λ-dimension finie.
Dans le cas où K est muni d’une augmentation ε : K → Z, si x ∈ K est de λ-dimension
finie, alors 0 6 ε(x) 6 dim(x). En effet : ε(λt(x)) = λt(ε(x)) = (1 + t)ε(x). ε(λt(x)) est un
polynôme de degré au plus dim(x). On en déduit que (1 + t)ε(x) est un polynôme, d’où
ε(x) > 0 puis que ε(x) 6 dim(x). On n’a pas d’égalité en général et il existe des exemples
de λ-anneaux où ε(x) peut prendre toutes les valeurs entre 0 et dim(x) - cf. [1] I §1 p. 257
à ce propos.
Le principal intérêt des éléments de λ-dimension finie est qu’ils vérifient un « principe
de scindage » qui donne une forme plus explicite à la théorie des suites multiplicatives
de Hirzebruch et permet de se ramener à des facteurs linéaires dès que l’on manipule des
polynômes universels.
Théorème 1.1. Soient K un λ-anneau et x ∈ K un élément de λ-dimension finie égale
à n. Alors il existe un λ-anneau K ′ tel que K ⊂ K ′ et que x = x1 + . . .+ xn dans K ′ avec
dim(xi) = 1 pour tout i.
De plus, si K est muni d’une augmentation ε : K → Z avec ε(x) = m 6 n, on peut
étendre ε à K ′ de sorte que
ε(xi) =
{
1 pour 1 6 i 6 m
0 pour m < i 6 n
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Preuve: cf. [1] I §6.
En particulier, on déduit de ce théorème que, si K est un λ-anneau de dimension finie,
on peut le plonger, en utilisant le lemme de Zorn, dans un λ-anneau où tous les éléments
se décomposent en sommes finies d’élément de λ-dimension égale à 1.
En pratique les λ-anneaux que nous rencontrerons dans la suite sont tous de λ-
dimension finie. Dans cette présentation on aurait pu ainsi se limiter à de tels anneaux –
c’est par exemple le choix qui est fait dans [13] chap. I – mais c’est une restriction super-
flue : comme déjà signalé elle ne fait que donner une forme plus explicite, et ainsi parfois
d’une présentation plus agréable, à l’usage des factorisations formelles dans la théorie de
Hirzebruch. Dans la suite de ces rappels généraux nous ne ferons donc pas appel à un tel
principe de scindage.
1.1.2 Le λ-anneau associé à un anneau gradué – caractère de Chern et
classe de Todd
Soit A = ⊕i>0Ai un anneau gradué, avec A0 = Z. On dispose d’une procédure pour
associer à un tel anneau un λ-anneau augmenté. Rappelons la manière dont est construit
ce λ-anneau.
On commence par introduire le groupe Λ0(A) des séries formelles 1 + ∑i>1 aiti avec
ai ∈ Ai pour tout i > 0. On va définir une structure d’anneau sur ce groupe, légèrement
différente de celle introduite sur Λ(A).
Comme loi additive on prend encore le produit de deux séries formelles. La définition
de la loi multiplicative se fait à nouveau au moyen de polynômes universels : si f = 1+a1t+
a2t2 +· · · ∈ Λ0(A) et g = 1+b1t+b2t2 +. . . ∈ Λ0(A), leur produit f ∗g = 1+c1t+c2t2 +. . .,
ck s’écrit
ck = Qk(a1, . . . , ak, b1, . . . , bk)
où Qk est un polynôme de poids k. En utilisant des factorisations formelles par des facteurs
linéaires de la forme 1+at comme précédemment, on remarque que cette loi est entièrement
déterminée par le fait qu’elle est distributive par rapport à la loi « additive » de Λ0(A) et
par la valeur du produit (1 + at) ∗ (1 + bt). On pose alors
(1 + at) ∗ (1 + bt) = 1 + (a+ b)t(1 + at)(1 + bt)
Cela achève de définir une structure d’anneau sur Λ0(A).
Cette structure conserve néanmoins un défaut : elle n’est pas unitaire. Pour obvier à
cet inconvénient on introduit le nouvel anneau A˜ := Z × Λ0(A). Sur ce nouvel anneau,
l’addition et la multiplication sont alors entièrement définies par les formules
(n, f) + (m, g) = (n+m, fg) et (n, f)(m, g) = (nm, fmgn(f ∗ g))
En particulier,
(1, 1 + at)(1, 1 + bt) = (1, 1 + (a+ b)t) (1.3)
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On peut définir une filtration sur l’anneau A˜ par A˜0 = Z et A˜n = {(0, f) ∈ A˜|f =
1 + antn + an+1tn+1 + . . .} pour n > 1. Cette filtration est compatible avec le produit car
(1 + antn + . . .) ∗ (1 + bmtm + . . .) = 1− (m+ n− 1)!(m− 1)!(n− 1)!anbmt
n+m + . . . (1.4)
Pour une preuve de ce calcul, on pourra consulter [2] Exp. V 6.5.
Par ailleurs, l’anneau A˜ est muni d’une augmentation naturelle ε : A˜→ Z, (n, f) 7→ n.
Il ne reste donc plus qu’à définir une λ-structure sur A˜. Sur le facteur {0} × Λ0(A)
de A˜ la λ-structure est définie au moyen de polynômes universels Qk,j de poids k : si
f = 1 + a1t+ . . . ∈ Λ0(A), λj(0, f) = (0, λj(f)) et en notant λj(f) = 1 + b1t+ . . .
bn = Qn,j(a1, . . . , an)
Cela posé, la λ-structure est entièrement déterminée par la donnée des λj(1, 1 + at) pour
j > 2 en vertu des axiomes (1.1) – toujours en usant de factorisations formelles comme
précédemment. On impose
λj(1, 1 + at) = 0 pour j > 2 (1.5)
On vérifie alors que l’on obtient de la sorte une structure de λ-anneau sur A˜, et non une
simple structure de pré-λ-anneau. Par ailleurs, la filtration définie sur A˜ est stable par les
opérations λj ainsi définies.
La proposition suivante rend plus claire l’origine de certains calculs menés dans la
suite.
Proposition 1.2. Soit x = (n, 1 + a1t + · · · + antn) ∈ A˜. Alors λi(x) = 0 pour i > n,
λn(x) = (1, 1 + a1t) et
n∑
i=0
(−1)iλi(x) = (0, 1− (n− 1)!antn + . . . ) (1.6)
Preuve: Au moyen d’une factorisation formelle, on écrit 1+a1t+ . . .+antn =
∏n
i=1(1+
αit), d’où
x = (n,
n∏
i=1
(1 + αit)) =
n∑
i=1
(1, 1 + αit)
et
λu(x) =
n∏
i=1
(1 + (1, 1 + αit)u)
On en déduit que λi(x) = 0 pour i > n et que λn(x) = ∏ni=1(1, 1+αit) = (1, 1+∑ni=1 αit) =
(1, 1 + a1t). Par ailleurs
n∑
i=0
(−1)iλi(x) = λ−1(x) =
n∏
i=1
(1− (1, 1 + αit)) = (−1)n
n∏
i=1
(0, 1 + αit)
En utilisant alors la formule (1.4) on voit que ∏i(0, 1 + αit) = (0, 1 + (−1)n−1(n −
1)!(∏i αi)tn et donc λ−1(x) = (0, 1− (n− 1)!antn + . . .).
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La formule (1.6) est vraie plus généralement pour tout élément d’augmentation n.
Cela vient de ce que les A˜i ne sont pas de simples idéaux, mais des λ-idéaux – car la
λ-structure est définie au moyen de polynômes universels. Ainsi, que x = (n, 1 + a1t+ . . .)
soit congru à (n, 1 + a1t + . . . + antn) modulo A˜n+1 implique que λ−1(x) est congru à
(0, 1− (n− 1)!antn + . . .) modulo A˜n+1, soit λ−1(x) = (0, 1− (n− 1)!antn + . . .)
Le caractère de Chern. Le caractère de Chern est un morphisme d’anneaux augmentés
ch : A˜→ ÂQ
Il est défini comme un morphisme additif transformant 1 en 1 tel que les composantes de
degré strictement positifs de ch(x) soient données par des polynômes universels isobares
à coefficients rationnels en les coefficients de x. Cela fixé, il suffit alors, comme précédem-
ment, de se donner l’image de (1, 1 + at) ∈ A˜ pour entièrement déterminer le caractère de
Chern. On pose
ch(1, 1 + at) = exp(a)
Pour vérifier la compatibilité de cette définition avec la structure multiplicative, il suffit de
considérer des facteurs de la forme (1, 1+at), et c’est alors évident : ch((1, 1+at)(1+bt)) =
ch(1, 1 + (a+ b)t) = exp(a+ b) = ch(1, 1 + at) ch(1, 1 + bt). De même pour la vérification
de la compatibilité aux augmentations.
La classe de Todd. La classe de Todd est un morphisme
td : Λ0(A)→ ÂQ
Comme le caractère de Chern, il est défini comme un morphisme additif envoyant 1 sur 1
et tel que les composantes de degré strictement positives de td(x), pour x ∈ Λ0(A), soient
données par des polynômes universels isobares à coefficients rationnels en les coefficients
de x. Il suffit donc à nouveau de se donner l’image de 1 + at, et on pose
td(1 + at) = a1− exp(−a)
1.1.3 La γ-filtration et l’anneau gradué associé – les classes de Chern
Soit K un λ-anneau augmenté, d’augmentation ε.
On définit des opérations γi : K → K par la formule
γi(x) = λi(x+ i− 1) = (−1)i
i∑
k=0
(−1)kλk(x+ i)
La deuxième égalité se déduit de la structure de λ-anneau de K, qui impose λj(−1) =
(−1)j .
Si on pose γt(x) =
∑
i γ
i(x)ti, on vérifie facilement – cf. [2] Exp. V 3.2 – que
γt(x) = λt/(1−t)(x) =
∑
λi(x)
(
t
1− t
)i
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d’où
λt(x) = γt/(1+t)(x)
La connaissance des opérations γi est donc équivalente à celle des opérations λi.
Par ailleurs, de la définition des opérations γi on déduit les relations
γ0(x) = 1, γ1(x) = x et γn(x+ y) =
n∑
i=0
γi(x)γn−i(y) pour x, y ∈ K. (1.7)
Les opérations γi définissent donc une pré-λ-structure sur K, mais ce n’est pas en général
une λ-structure – pour l’étude de cette question on pourra consulter [2] Exp. V 3.4-3.7.
Sur K on définit une filtration décroissante à l’aide des opérations γi. Pour n > 0 on
définit FnK comme l’idéal engendré par les produits de la forme
γi1(x1) . . . γik(xk) avec
∑
j
ij > n et xj ∈ Ker ε
En particulier
F 0K = K et F 1K = Ker ε
Cette filtration est la γ-filtration de K.
On remarque que si K est engendré comme Z-module par une famille d’éléments
(xα)α∈I , alors, en tant que Z-module, FnK est engendré par les éléments de la forme
γi1(xα1 − ε(xα1)) . . . γik(xαk − ε(xαk)) avec
∑
j
ij > n et αj ∈ I
En effet, si x ∈ K est d’augmentation nulle et s’écrit x = ∑i xαi , alors ∑i ε(xαi) = 0 et
x = ∑i(xαi − ε(xαi)). De même si x ∈ K, x = (x− ε(x)) + ε(x) = γ1(x− ε(x)) + ε(x), et
les formules (1.7) prouvent l’assertion.
Une fois que cet anneauK est muni d’une filtration, on peut considérer l’anneau gradué
associé
Gr(K) := ⊕i>0F iK/F i+1K
Le complété de ce gradué sera noté, en léger désaccord avec les notations établies
Ĝr(K) :=
∏
i>0
F iK/F i+1K
On peut alors appliquer les résultats de la section 1.1.2 à l’anneau gradué nouvellement
introduit. On note ainsi G˜r(K) le λ-anneau associé à Gr(K).
Soit alors x ∈ K. Par définition de la γ-filtration γi(x − ε(x)) ∈ F iK. On peut donc
regarder son image dans Gri(K). On pose donc
ci(x) := γi(x− ε(x)) mod F i+1K ∈ Gri(K)
ci(x) est la i-ème classe de Chern de x.
Pour i = 0 on obtient c0(x) = 1. On introduit alors la série formelle
ct(x) =
∑
i>0
ci(x)ti = 1 +
∑
i>1
ci(x)ti
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qui définit un morphisme
c : K → Λ0(Gr(K))
x 7→ ct(x)
c(x) sera appelé la classe de Chern de x. C’est un morphisme de groupe, ce qui ne fait
que traduire le fait évident que
ci(x+ y) =
i∑
k=0
ck(x)ci−k(y)
On introduit également une flèche
c˜ : K → G˜r(K)
x 7→ (ε(x), ct(x))
c˜(x) sera appelé la classe de Chern complétée de x.
La classe de Chern complétée c˜ ainsi définie est un λ-homomorphisme de λ-anneaux
augmentés – on a tout fait pour : les formules (1.3) et (1.5) sont précisément celles qui
permettent de calculer les classes de Chern d’un produit de deux éléments et des puis-
sances extérieures d’un élément dans la théorie classique, non axiomatisée, par exemple
en topologie. Pour une preuve dans ce cadre axiomatique on pourra consulter [2] Exp. V
6.8.
On peut remarquer que pour x ∈ FnK,
c1(x) = . . . = cn−1(x) = 0 (1.8)
ce qui est une conséquence immédiate des définitions, et que
cn(x) = (−1)n−1(n− 1)!x+ Fn+1K (1.9)
Cette dernière égalité est essentiellement une conséquence de la proposition 1.2 : pour
y = (ε(y), 1 + a1t+ . . .) ∈ G˜r(K)
γn(y − ε(y)) = (−1)n
n∑
i=0
(−1)iλi(y + n− ε(y)) = (0, 1 + (−1)n−1(n− 1)!antn + . . .)
car y + n− ε(y) est un élément d’augmentation n. De cette égalité, on déduit le résultat
annoncé – pour le détail du calcul on pourra consulter [2] Exp. V 6.9.
On conclut en définissant dans ce cadre un caractère de Chern et une classe de Todd.
On dispose d’après la section 1.1.2 d’un morphisme d’anneaux ch : G˜r(K) → Ĝr(K)Q et
d’un endomorphisme de groupes td : Λ0(Gr(K))→ Ĝr(K)Q.
Pour x ∈ K, on pose alors ch(x) = ch(c˜(x)) et td(x) = td(c(x)). On définit ainsi deux
flèches, toujours notées ch et td
ch : K → Ĝr(K)Q et td : K → Ĝr(K)Q
ch est encore un morphisme d’anneaux, tandis que td n’est qu’un morphisme de groupes.
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1.1.4 Les opérateurs d’Adams et la classe de Bott
Avant de conclure sur cette présentation générale des λ-anneaux, on va définir les opé-
rateurs d’Adams et la classe de Bott dont nous aurons besoin dans la suite.
Soit donc K un λ-anneau. On définit les opérateurs d’Adams ψk : K → K pour k > 1
par la formule
d
dt
(λt(x))/λt(x) =
∑
k>1
(−1)k−1ψk(x)tk−1 (1.10)
On commence par remarquer que pour un élément x de λ-dimension 1 l’égalité ψk(x) =
xk est vérifiée pour tout k. En effet, en ce cas, λt(x) = 1 + xt et donc
d
dt
(λt(x))/λt(x) =
x
1 + xt =
∑
k>1
(−1)k−1xktk−1
d’où la formule annoncée.
En particulier ψk(1) = 1 pour tout k.
Les opérateurs d’Adams sont additifs : cela vient de ce que λt(x + y) = λt(x)λt(y) et
de ce que la dérivée logarithmique transforme produits en sommes.
Ce sont en fait même des morphismes d’anneaux. Pour le voir, on remarque que la
formule (1.10) implique que ψk(x) est un polynôme isobare de poids k en les λi(x) pour
i = 1, . . . , k – en l’occurrence le k-ème polynôme de Newton défini par Nk(s1, . . . , sk) =
xk1 + · · ·+ xkk, où s1, . . . , sk sont les fonctions symétriques en x1, . . . , xk.
On note alors φk l’application qui à une série formelle associe le k-ème coefficient de
sa dérivée logarithmique multiplié par (−1)k−1 – de sorte que ψk(x) = φk(λt(x)). Pour
prouver que ψk est un morphisme d’anneau, en vertu de la remarque ci-dessus, il suffit
de prouver que φk est multiplicatif pour des facteurs de degré 1. Ce qui ne pose pas de
difficulté :
φk(1 + at) = ak, φk(1 + bt) = bk et φk((1 + at) ◦ (1 + bt)) = φk(1 + abt) = (ab)k
et donc φk((1 + at) ◦ (1 + bt)) = φk(1 + at)φk(1 + bt).
Enfin la formule (1.10) prouve également que les ψk commutent aux λ-homomorphismes
f : K → K ′, où K ′ désigne un second λ-anneau.
On remarque alors que, pour k, k′ > 1 ψk ◦ ψk′ = ψkk′ .
En effet, on remarque que le diagramme suivant est commutatif
1 +K[[t]] λu //
φkk
′

1 + {1 +K[[t]]}[[u]]
φk
′
u

K 1 +K[[t]]φ
k
oo
Il suffit de le prouver pour des éléments de degré 1 et en ce cas
φk
′
u (λu(1 + at)) = φk
′
u ({1 + t}+ {1 + at}u) = (1 + at)◦k
′ = 1 + ak′t
et
φk(1 + ak′t) = akk′ = φkk′(1 + at)
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On en déduit ensuite que ψkk′ = φkφk′u λuλt = φkψk
′
λt = φkλtψk
′ car λt commute avec
ψk
′ en tant que λ-homomorphisme.
On obtient donc bien l’égalité annoncé ψkψk′ = ψkk′ .
Un autre résultat nous sera utile dans la suite. Il concerne le comportement des opé-
rateurs d’Adams vis-à-vis du caractère de Chern.
Proposition 1.3. Soit K un λ-anneau augmenté. On considère le caractère de Chern
ch : K → Ĝr(K)Q. Alors pour x ∈ K et j > 1
chk ψj(x) = jk chk(x)
où chk désigne la composante de degré k de ch.
Preuve: En revenant à la définition de ch on écrit
chk(ψj(x)) = chk(c˜(ψj(x))
= chk ψj(c˜(x)) car c˜ est un λ-homomorphisme.
Par l’argument habituel, il suffit de prouver cette égalité pour un élément de la forme
(1, 1 + at) ∈ G˜r(K) en lieu et place de c˜(x). On calcule alors
chk(ψj(1, 1 + at)) = chk((1, 1 + at)∗j) = chk(1, 1 + jat) = j
kak
k! = j
k chk(1, 1 + at)
d’où chk ψj(c˜(x)) = jk chk(c˜(x)) = jk chk(x).
La classe de Bott. Soit K un λ-anneau et M ⊂ K le monoïde des éléments de λ-
dimension finie. Pour k un entier naturel > 1 on va définir un morphisme
θk : M → K
θk est la k-ème classe cannibale de Bott.
Soit donc x ∈M avec dim(x) = n. On considère l’anneau K[T ] où T est une indétermi-
née de λ-dimension égale à 1. Soient L(T, x) = ∑ni=0(−1)iλi(x)Tn−i et Ix l’idéal de K[T ]
engendré par L(T, x). Alors tout élément de Ix s’écrit de manière unique P (T )L(T, x) avec
P (T ) ∈ K[T ].
On remarque par ailleurs que ψk(L(T, x)) ∈ Ix car Ix est un λ-idéal – cf. [1] pour une
preuve de ce fait.
On peut alors définir θk(T, x) par la formule
θk(T, x)L(X,x) = ψk(L(T, x))
On pose alors
θk(x) = θk(1, x)
En particulier, pour x ∈M on dispose de la relation
ψk(λ−1(x)) = λ−1(x)θk(x) (1.11)
1.2. Quelques résultats de K-théorie 27
De manière évidente, pour x, y ∈M L(T, x+ y) = L(T, x)L(T, y) et donc, comme ψk
est un morphisme d’anneaux on en déduit que
θk(x+ y) = θk(x)θk(y) (1.12)
Soit x ∈ K. Si x s’écrit x = x1 − x2 avec x1 et x2 dans M tels que θ(x2) soit inversible,
on pose
θ(x) = θ(x1)θ(x2)−1
Cela ne dépend pas du choix de x1 et de x2.
Enfin, pour x ∈ M tel que dim(x) = 1, L(T, x) = T − x, ψk(T − x) = T k − xk d’où
θk(T, x) = T k−1 + T k−2x+ . . .+ xk−1 et donc
θk(x) = 1 + x+ . . .+ xk−1 (1.13)
1.2 Quelques résultats de K-théorie
Dans cette section nous rappelons les résultats deK-théorie qui nous seront utiles. Pour
énoncer le théorème de Grothendieck-Riemann-Roch nous avons besoin de la théorie du
K0 telle que développée par Grothendieck et son école dans [2] Exp. I-IV. Nous évoquerons
ensuite quelques résultats de K-théorie supérieure, auxquels il sera fait appel dans la suite.
1.2.1 La théorie du K0 d’après Grothendieck
On commence par rappeler certaines des définitions de [2] Exp. I.
Soit X un schéma fixé.
Définition 1.4. Soit E · un complexe de OX -modules. On dit que E · est strictement n-
pseudo-cohérent si E i est localement libre de type fini pour i > n et si E i = 0 pour i
suffisamment grand.
On dit que E · est strictement pseudo-cohérent si il est strictement n-pseudo-cohérent
pour tout n.
Définition 1.5. Soit E · un complexe de OX -modules. On dit que E · est strictement parfait
si il est strictement pseudo-cohérent et E i = 0 pour presque tout i.
Dans une catégorie abélienne quelconque, on dit d’un morphisme de complexes f :
E· → F · que c’est un n-quasi-isomorphisme si Hk(f) : Hk(E·) → Hk(F ·) est un isomor-
phisme pour k > n et un épimorphisme pour k = n.
Lemme 1.6. Soit E · un complexe de OX-modules. Les assertions suivantes sont équiva-
lentes :
i) Pour tout point x de X, il existe un voisinage U de x, un complexe F · strictement
n-pseudo-cohérent sur U et un quasi-isomorphisme F · ∼→ E ·|U .
ii) Pour tout point x de X, il existe un voisinage U de x, un complexe F · strictement
parfait sur U et un n-quasi-isomorphisme F · ∼→ E ·|U .
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iii) Pour tout point x de X, il existe un voisinage U de x, un complexe F · strictement
n-pseudo-cohérent sur U et un isomorphisme de F · sur E ·|U dans la catégorie dérivée
D(U).
iv) Pour tout point x de X, il existe un voisinage U de x, un complexe F · strictement
parfait sur U et un morphisme f : F · → E ·|U dans D(U) tel que Hk(f) est un
isomorphisme pour k > n et un épimorphisme pour k = n.
Preuve: cf. [2] Exp. I 2.2 ou [32] 2.2.5.
Définition 1.7. Soit E · un complexe de OX -modules. On dit que E · est n-pseudo-cohérent
s’il vérifie une des assertions équivalente du lemme 1.6.
On dit que E · est pseudo-cohérent s’il est n-pseudo-cohérent pour tout n.
Lemme 1.8. Soit E · un complexe de OX-modules. Les assertions suivantes sont équiva-
lentes :
i) Pour tout point x de X, il existe un voisinage U de x, un complexe F · strictement
parfait sur U et un quasi-isomorphisme F · ∼→ E ·|U .
ii) Pour tout point x de X, il existe un voisinage U de x, un complexe F · strictement
parfait sur U et un isomorphisme de F · sur E ·|U dans la catégorie dérivée D(U).
Preuve: cf. [2] Exp. I 4.7 ou [32] 2.2.9.
Définition 1.9. Soit E · un complexe de OX -modules. On dit que E · est parfait s’il vé-
rifie une des assertions équivalentes du lemme 1.8. Autrement dit, E · est parfait s’il est
localement quasi-isomorphe à un complexe strictement parfait.
Ces définitions posées, on note D(X)coh la catégorie des complexes pseudo-cohérents
et D(X)parf la catégorie des complexes parfaits.
D’après [2] Exp. I 2.5, D(X)coh est une sous-catégorie triangulée de D(X), et il en est
de même de D(X)parf d’après [2] Exp. I 4.10.
Le produit tensoriel total
L⊗ : D−(X)×D−(X)→ D−(X) induit des foncteurs
L⊗ : D−(X)coh ×D−(X)coh → D−(X)coh et
L⊗ : D−(X)parf ×D−(X)parf → D−(X)parf
d’après [2] Exp. I 2.16.1 et 4.19.1.
De même si f : X → Y est un morphisme de schémas la flèche Lf∗ : D−(Y )→ D−(X)
induit des foncteurs
Lf∗ : D−(Y )coh → D−(X)coh et Lf∗ : D−(Y )parf → D−(X)parf
toujours d’après [2] Exp. I 2.16.1 et 4.19.1.
La définition d’un morphisme image directe est plus délicate. Elle nécessite de définir
les notions de pseudo-cohérence et de perfection dans un cadre relatif. Pour ce faire, on
commence par rappeler le lien entre perfection et pseudo-cohérence.
On rappelle qu’un objet de D−(X) est dit de Tor-dimension finie s’il est isomorphe,
dans D−(X), à un complexe borné à composantes plates. La sous-catégorie pleine de
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D−(X) formée des objets de Tor-dimension finie est une sous-catégorie triangulée – cf.
[2] Exp. I 5.3 – on la note D−(X)Tor−f . On dispose encore des foncteurs
L⊗ : D−(X)Tor−f ×D−(X)Tor−f → D−(X)Tor−f et Lf∗ : D−(Y )Tor−f → D−(X)Tor−f
d’après [2] Exp. I 5.6.1. Le lien entre perfection et pseudo-cohérence est alors le suivant.
Proposition 1.10. Un complexe est parfait si et seulement si il est pseudo-cohérent et
localement de Tor-dimension finie.
Preuve: cf. [2] Exp. I 5.8 & 5.8.1.
Cette proposition incite à introduire la sous-catégorie de D(X) formée des complexes
parfaits et de Tor-dimension (globalement) finie. On la note D(X)parf . On dispose encore
d’un produit tensoriel et de foncteurs image inverse sur D−(X)parf , puisque c’est le cas
sur D−(X)parf et D−(X)Tor−f .
On remarque que si X est quasi-compact D(X)parf = D(X)parf – dans ce cas tout
complexe localement de Tor-dimension finie est de Tor-dimension finie.
Considérons maintenant le cas relatif et soit donc f : X → Y un morphisme de
schémas. On dit que f est de Tor-dimension finie si OX vu comme f−1(OY )-module est
de Tor-dimension finie.
Définition 1.11. Soit f : X → Y un morphisme de schémas localement de type fini.
On dit que f est n-pseudo-cohérent en x ∈ X s’il existe un voisinage U de x dans X et
un ouvert V ⊂ Y avec f : U → V se factorisant sous la forme f = gi où i : U → Z est une
immersion fermée telle que i∗OU soit un complexe n-pseudo-cohérent sur Z, et g : Z → V
est un morphisme lisse.
On dit que f est n-pseudo-cohérent si f est n-pseudo-cohérent en x pout tout x de X.
On dit que f est pseudo-cohérent si f est n-pseudo-cohérent pour tout n.
On dit que f est parfait si f est pseudo-cohérent et localement de Tor-dimension finie.
Dans cette définition, le fait que i∗OU soit n-pseudo-cohérent est indépendant du choix
de Z sous les autres hypothèses faites, d’après [2] Exp. III 1.1.4. La notion de n-pseudo-
cohérence en un point est ainsi bien définie, ne dépendant que de f .
On est alors en mesure de définir des foncteurs image directe.
Proposition 1.12. Soit f : X → Y un morphisme propre et pseudo-cohérent.
On suppose en outre que, ou bien Y est localement noethérien, ou bien f est projectif.
Alors si E · est un complexe pseudo-cohérent, il en est de même de Rf∗E ·. De plus, si
on suppose Y quasi-compact, le foncteur Rf∗ induit un foncteur
Rf∗ : Db(X)coh → Db(Y )coh
Preuve: cf. [2] Exp. III 2.5.
Proposition 1.13. Soit f : X → Y un morphisme propre et parfait.
On suppose en outre que, ou bien Y est localement noethérien, ou bien f est projectif.
Alors si E · est un complexe parfait, il en est de même de Rf∗E ·. De plus, si on suppose
Y quasi-compact, le foncteur Rf∗ induit un foncteur
Rf∗ : D(X)parf → D(Y )parf
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Preuve: cf. [2] Exp. III 4.8.1.
Remarquons que Grothendieck a conjecturé que ces résultats restaient valides plus
généralement sans supposer Y localement noethérien ou f projectif : c’est la conjecture
de finitude de [2] Exp. III 2.1.
Conjecture 1.14. Les propositions 1.12 et 1.13 restent vraies en enlevant les hypothèses
Y localement noethérien et f projectif.
Dans la suite de cette section, quand cela sera utile, on supposera toujours que l’image
directe est définie pour les morphismes propres et pseudo-cohérents (resp. parfaits) que
l’on aura à considérer, c’est-à-dire que la conjecture 1.14 est vérifiée.
On dispose alors d’une formule de projection.
Proposition 1.15. Soient Y un schéma quasi-compact et f : X → Y un morphisme
quasi-compact et quasi-séparé. Soit E · (resp. F ·) un complexe de OX-modules (resp. OY -
modules) cohomologiquement borné et à cohomologie cohérente.
On suppose que, ou bien E · est de Tor-dimension finie sur X, ou bien F · est de
Tor-dimension finie sur OY .
Alors la flèche canonique est un isomorphisme dans D(Y )
Rf∗(E ·)
L⊗OY F · ∼→ Rf∗(E ·
L⊗OX Lf∗F ·)
Preuve: cf. [2] Exp. III 3.7 ou [32] 2.5.5.
Pour une catégorie C exacte au sens de Quillen (resp. triangulée) – cf. [24] §2 – on note
K0(C) le groupe de Grothendieck associé. Comme cas particuliers de catégories exactes on
considérera notamment les catégories abéliennes.
On définit alors
K0(X) := K0(D(X)parf) et G0(X) := K0(Db(X)coh)
Le premier groupe est noté K•(X) par Grothendieck dans [2] et le second K•(X).
Par fonctorialité le produit tensoriel sur D(X)parf définit une structure d’anneau sur
K0(X)
K0(X)⊗K0(X)→ K0(X)
On dispose également, pour f : X → Y un morphisme de schémas d’une flèche
f∗ : K0(Y )→ K0(X)
induite par l’image inverse Lf∗. C’est un morphisme d’anneaux.
Pour f : X → Y un morphisme de schémas qui vérifie la conjecture 1.14, on obtient
enfin un morphisme image directe
f∗ : K0(X)→ K0(Y )
On dispose alors du résultat suivant qui nous sera utile dans la suite.
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Proposition 1.16. On considère un carré cartésien de schémas.
X ′
f ′

g // X
f

Y ′ h // Y
avec Y et Y ′ quasi-compacts. On suppose que X et Y ′ sont transverses sur Y et que f est
un morphisme propre et parfait. On suppose enfin que les images directes f∗ : K0(X) →
K0(Y ) et f ′∗ : K0(X ′)→ K0(Y ′) existent.
Alors, pour E ∈ K0(X)
h∗f∗(E) = f ′∗g∗(E)
Preuve: cf. [2] Exp. IV 3.1.1.
En ce qui concerne le groupe G0(X), ce n’est pas un anneau mais il est muni d’une
structure de K0(X)-module – cf. [2] Exp. IV 2.10 – et dans le cas où X est un schéma
régulier, l’inclusion D(X)parf ↪→ Db(X)coh induit un isomorphisme K0(X) ∼→ G0(X) – cf.
[2] Exp. IV 2.5.
Pour f : X → Y qui vérifie les hypothèses de la conjecture 1.14 on obtient à nouveau
un morphisme image directe
f∗ : G0(X)→ G0(Y )
Avant de conclure introduisons, pour notre schéma X, la catégorie des OX -modules
localement libres de type fini Loclib(X), et la catégorie des OX -modules cohérents Coh(X).
On pose alors
Knaïf0 (X) := K0(Loclib(X)) et Gnaïf0 (X) := K0(Coh(X))
On dispose sur Knaïf0 (X) et Gnaïf0 (X) de tous les résultats cités sur K0(X) et G0(X) à
une exception près : on ne sait pas définir de morphisme image directe sur Knaïf0 (X), c’est
d’ailleurs la principale motivation pour l’introduction de K0(X). Sur Gnaïf0 (X) on n’a pas
ce problème : pour f : X → Y un morphisme propre et E un OX -module cohérent les
faisceaux image directe supérieure Rif∗(E ) pour i > 0 restent cohérents et on pose alors
f∗(E ) =
∑
i(−1)iRif∗(E ).
Dans [2] Grothendieck note K•(X)naïf ce que nous notons Knaïf0 (X) et K•(X)naïf ce
que nous notons Gnaïf0 (X).
1.2.2 Structure de λ-anneau sur K0(X)
On va rappeler ici à quelles conditions on peut définir une structure de λ-anneau sur
K0(X).
Dans la suite, pour E · (resp. E ) un complexe parfait (resp. un module localement libre
de type fini), on note [E ·] (resp. [E ]) sa classe dans K0(X) (resp. Knaïf0 (X)). On omettra
parfois ses crochets.
Intéressons nous d’abord à Knaïf0 (X).
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La structure de λ-anneau ne fait qu’axiomatiser les opérations puissances extérieures
dont on dispose pour des modules localement libres de type fini et l’on définit donc une
λ-structure sur Knaïf0 (X) en posant
λi([E ]) := [ΛiE ]
pour E un module localement libre de type fini. L’additivité des λi – c’est la formule
⊕ni=0ΛiE ′⊗Λn−iE ′′ = ΛnE pour une suite exacte courte 0→ E ′ → E → E ′′ → 0 – permet
d’étendre cette définition à Knaïf0 (X).
On obtient bien de la sorte une structure de λ-anneau, et non simplement de pré-λ-
anneau, pourvu que l’on suppose X quasi-compact – cf. [2] Exp. VI 3.2.
Le cas de K0(X) est plus délicat : on ne dispose pas en général d’une structure de
λ-anneau. C’est une des questions laissées ouvertes dans [2] Exp. XIV §1.
Au moins peut-on résoudre la question en caractéristique nulle. En ce cas, pour E · un
complexe parfait on peut poser
λi([E ·]) := (E ·
L⊗i)alt
où l’on considère la puissance tensorielle i-ème E ·
L⊗i comme un complexe de OX,i-modules,
OX,i désignant l’algèbre du groupe symétrique Si à coefficients dans OX . Quant à l’expo-
sant alt il désigne la « partie alternée sous l’action de Si ».
Cette formule n’est malheureusement plus valable en caractéristique positive et il ne
semble pas y avoir de solution aussi triviale à ce problème.
Une autre voie pour définir une λ-structure sur K0(X) est alors de chercher à le com-
parer à Knaïf0 (X) : la notion de complexe parfait n’est en effet rien d’autre que l’extension
naturelle de la notion de module libre à la catégorie dérivée.
On va ainsi exhiber toute une classe de schémas pour lesquels K0(X) et Knaïf0 (X) sont
isomorphes.
Lemme 1.17. Soient X un schéma quasi-compact et quasi-séparé et {Li}i∈I une famille
de faisceaux inversibles sur X. Les assertions suivantes sont équivalentes :
i) On considère l’ensemble de sections f ∈ H0(X,L ⊗ni ) pour i parcourant I et n par-
courant N∗. Alors la famille formée des ouverts Xf = {x ∈ X|f(x) 6= 0} est une base
de la topologie de Zariski sur X.
ii) On peut choisir un ensemble d’entiers n > 1, un ensemble de faisceaux inversibles Li
dans la famille et un ensemble de sections f ∈ H0(X,L ⊗ni ) tels que l’ensemble des
Xf forme une base de la topologie de Zariski de X et que tous les Xf soient affines.
iii) On peut choisir un ensemble d’entiers n > 1, un ensemble de faisceaux inversibles Li
dans la famille et un ensemble de sections f ∈ H0(X,L ⊗ni ) tels que l’ensemble des
Xf forme un recouvrement de X par des schémas affines.
iv) Pour tout OX-module quasi-cohérent F , la flèche d’évaluation⊕
i∈I,n>1
H0(X,F ⊗L ⊗ni )⊗L −⊗ni → F
est un épimorphisme.
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Preuve: cf. [2] Exp. II 2.2.3.
Définition 1.18. Soit X un schéma quasi-compact et quasi-séparé. Soit (Li)i∈I une
famille de faisceaux inversibles sur X. On dit que les Li forment une famille de fibrés
amples s’ils vérifient l’une des assertions équivalentes du lemme 1.17.
Définition 1.19. On dit qu’un schémaX est divisoriel s’il est quasi-compact, quasi-séparé
et qu’il possède une famille de fibrés amples.
Exemple: Tout schéma muni d’un faisceau inversible ample au sens de [15] II 4.5.3 et
IV 1.7 a une famille de fibrés amples – à savoir la famille formée de ce faisceau inversible
ample. En particulier, un schéma affine et un schéma quasi-projectif sur un schéma affine
possèdent une famille de fibrés amples.
Le grand avantage des schémas divisoriels est de permettre une définition globale des
complexes parfaits :
Proposition 1.20. Soit X un schéma divisoriel. Soit E · un complexe parfait de OX-
modules.
Alors il existe un complexe strictement parfait F · et un isomorphisme E · ∼→ F · dans
D(X).
Preuve: cf. [32] 2.3.1.
L’existence de telles résolutions globales implique immédiatement
Proposition 1.21. Soit X un schéma divisoriel. Alors l’inclusion canonique
Knaïf0 (X) ↪→ K0(X)
est un isomorphisme.
Ainsi, dans le cas d’un schéma divisoriel, on peut par transfert de structure définir une
λ-structure sur K0(X).
Nous considérons dans la suite un schéma divisoriel X et identifions désormais, sans
autre précision, K0(X) et Knaïf0 (X).
Remarquons tout de suite que K0(X) est un λ-anneau augmenté dans le sens défini
précédemment, pourvu que X soit supposé connexe 1. L’augmentation ε : K0(X)→ Z est
alors donnée par le rang : si E est un module localement libre de rang n on pose ε(E ) = n.
On est alors en mesure d’appliquer tout ce qui a été vu dans la section précédente sur
les λ-anneaux augmentés à K0(X).
Une première chose à remarquer est que K0(X) est un λ-anneau de dimension finie :
si E est un module localement libre de rang n, ΛkE = 0 pour k > n, et tout élément de
K0(X) peut s’écrire comme la différence de deux modules localement libres.
On dispose donc du principe de scindage du théorème 1.1. Sous sa forme explicite l’ex-
tension de K0(X) où un module localement libre E est entièrement décomposé est K0(X ′)
1. Si X n’est pas supposé connexe, il faut considérer une augmentation à valeurs dans H0(X,Z). En
cohérence avec les définitions adoptées, on suppose désormaisX connexe, ce qui ne change rien aux résultats
ultérieurs.
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avec X ′ la variété de drapeaux associée à E . En effet, en ce cas le morphisme f : X ′ → X
induit bien une flèche injective f∗ : K0(X) ↪→ K0(X ′) – cf. [2] Exp. VI 3.1.
On munit également K0(X) de sa γ-filtration, d’où le gradué associé Gr(K0(X)).
Si f : X → Y est un morphisme de schémas, la flèche f∗ : K0(Y ) → K0(X) est
un morphisme de λ-anneaux et non simplement d’anneaux, en particulier il respecte la
γ-filtration et induit donc une flèche f∗ : Gr(K0(Y ))→ Gr(K0(X)).
On dispose également de la classe de Chern complétée
c˜ : K0(X)→ G˜r(K0(X))
On remarque que pour x ∈ K0(X) f∗ci(x) = ci(f∗x) - c’est une conséquence triviale des
définitions.
Pour L un fibré en droites, un calcul élémentaire prouve que γt([L ] − [OX ]) = 1 +
([L ]− [OX ])t et donc
ct([L ]) = 1 + [L ]t
L’additivité de la classe de Chern est par ailleurs évidente, de par les définitions.
On retrouve bien ainsi les axiomes usuels d’une théorie des classes de Chern, tels qu’ex-
posés dans [14] §3.
Associés à la classe de Chern complétée, on retrouve le caractère de Chern et la classe
de Todd
ch : K0(X)→ Ĝr(K0(X)) et td : K0(X)→ Ĝr(K0(X))
Comme les classe de Chern, ils sont compatibles aux images réciproques.
Enfin on dispose des opérateurs d’Adams
ψk : K0(X)→ K0(X)
et l’on peut définir la classe cannibale de Bott pour un élément de K0(X) de λ-dimension
finie. Si l’on note K0,f (X) l’ensemble des éléments de K0(X) de λ-dimension finie on a
donc un morphisme
θk : K0,f (X)→ K0(X)
1.2.3 Groupes de K-théorie supérieurs
Dans [2] Grothendieck et ses élèves avaient construit une théorie du K0 pour la catégo-
rie dérivée. Dans les recherches pour définir de manière générale les groupes de K-théorie
supérieurs, la première solution complète fut apportée par D. Quillen dans [24]. Néan-
moins sa construction ne permettait pas de construire des groupes de K-théorie dans les
catégories dérivées, s’éloignant ainsi des idées de [2]. Ce n’est que plus tard dans [33]
que Waldhausen proposa une construction au niveau de la catégorie dérivée. Cela permit
alors de renouer avec certaines des idées et concepts introduits par Grothendieck. Cette
approche permit à Thomason et Trobaugh de démontrer un théorème de localisation qui
faisait alors cruellement défaut dans [32]. C’est à l’aide de ce théorème que l’on obtient
certains résultats dont nous aurons besoin dans la suite.
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Dans cette rapide présentation des résultats dont nous aurons besoin nous suivrons
essentiellement [32].
Nous n’allons qu’esquisser rapidement la construction – assez lourde – des groupes de
K-théorie, car elle ne nous sera pas utile dans la suite.
Dans [32] 1.2.11 les auteurs décrivent un procédé qui à toute catégorie abélienne A
dont on s’est donné une sous-catégorie pleine et additive A de la catégorie des complexes
de chaînes associe ce qu’ils appellent une catégorie biWaldhausen saturée extensible – cf.
loc. cit. 1.2.4, 1.2.5 & 1.2.6 pour une définition précise de cette notion. A cette catégo-
rie il associe une nouvelle catégorie, simpliciale, suivant le procédé explique en loc. cit.
1.5.1. Suivant un processus standard on associe alors à cette catégorie simplicale un en-
semble bisimplicial N(A). Pour finir on associe à cet ensemble bisimplicial sa réalisation
géométrique, notons-là |N(A)|.
Une première idée serait de définir un espace KW (A) comme l’espace des lacets de
cette réalisation géométrique, KW (A) = Ω|N(A|. En fait, les points 1.3.3 et 1.5.3 de [33]
montrent que cet espace est le premier d’une suite d’espaces qui forment un spectre – i.e.
une suite d’espaces tel que chacun est homotopiquement équivalent par une application
donnée à l’espace des lacets de l’espace suivant ; pour une définition précise de cette notion,
cf. [17] 4.3 & 4.F ainsi que [28] §5. Pour des raisons techniques il est préférable de travailler
avec le spectre complet.
On définit donc KW (A) comme le spectre associé à Ω|N(A)| suivant [33] 1.3.3 & 1.5.3
- d’où le W pour Waldhausen. Les groupes de K-théorie de A sont alors les groupes d’ho-
motopie de KW (A), KWn (A) = pin(K(A)). On remarque que KWn (A) = 0 pour n < 0, et
pour n > 0 ce sont les groupes d’homotopie de Ω|N(A)|.
Revenons maintenant au cas qui nous intéresse. Soit donc X un schéma. On applique
la construction précédente en considérant comme catégorie abélienne A la catégorie des
OX -modules et comme sous-catégorie de la catégorie des complexes de OX -modules la
catégorie des complexe parfaits de Tor-amplitude finie – qui donne D(X)parf au niveau de
la catégorie dérivée.
On note KW (X) le spectre ainsi obtenu et on parle de la K-théorie de X.
En vertu de [32] 1.5.6 on a un isomorphisme K0(X) ∼→ KW0 (X)). Cette K-théorie
constitue donc bien une extension de la théorie du K0 de Grothendieck.
A nouveau pour des raisons techniques les auteurs de [32] introduisent assez rapidement
un spectre KB(X) – l’exposant B est pour Bass – tel que l’on dispose d’une application
canonique KW (X) → KB(X) qui induit des isomorphismes KWn (X) ∼→ KBn (X) pour
n > 0. Pour une définition précise de cet objet cf. [32] 6.4.
Ce nouveau spectre est introduit car il se comporte mieux en degrés négatifs et permet
ainsi d’avoir des théorèmes plus satisfaisants – cf. à ce propos [32] 6.0. Les principaux
résultats de [32] sont ainsi démontrés pour les spectres KB.
Le résultat central de [32] est le théorème de localisation 7.4 p. 365. Ce théorème de
localisation permet alors de démontrer des théorèmes de Mayer-Vietoris, qui nous seront
utiles dans la suite.
Théorème 1.22 (Mayer-Vietoris 1). Soit X un schéma quasi-séparé. Soient U et V des
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sous-schémas ouverts et quasi-compacts de X. Alors le carré commutatif
KB(U ∪ V ) //

KB(U)

KB(V ) // KB(U ∩ V )
est homotopiquement cartésien d’où des suites exactes longues de Mayer-Vietoris.
. . .
∂→ KBn (U ∪ V )→ KBn (U)⊕KBn (V )→ KBn (U ∩ V ) ∂→ KBn−1(U ∪ V )→ . . .
Preuve: cf. [32] 8.1.
Pour formuler un théorème de Mayer-Vietoris dans le cas où l’on considère un recou-
vrement par plus de deux ouverts, il faut introduire le spectre d’hypercohomologie de Cˇech
associé à un recouvrement donné. La construction de ce spectre est assez technique, sans
grand intérêt pour la suite de ce mémoire, aussi n’allons-nous que l’esquisser : le lecteur
intéressé pourra consulter [28] §1 pour plus de détails.
On considère toujours un schéma X et soit F un préfaisceau de spectres pour la
topologie de Zariski sur X. Soit U = {Ui}i∈I un recouvrement de Zariski de X. On peut
alors considérer le complexe de Cˇech
F ·U :=
∏
i0∈I
F (Ui0)⇒
∏
(i0,i1)∈I2
F (Ui0 × Ui1) . . .
C’est un objet cosimplicial.
Quand le préfaisceau est en outre un préfaisceau de spectres fibrants – cf. [28] 5.2 pour
une définition précise – on définit alors le spectre d’hypercohomologie de Cˇech comme la
limite homotopique de ce complexe par rapport à la catégorie simpliciale ∆,
Hˇ·(U , F ) := holim
∆
F ·U
On dispose alors d’une flèche d’augmentation naturelle F (X)→ Hˇ·(U , F ).
Ces définitions vont être utilisées pour le spectre KB afin d’énoncer plus généralement
le théorème de Mayer-Vietoris.
Théorème 1.23 (Mayer-Vietoris 2). Soit X un schéma quasi-compact et quasi-séparé.
Soit U = {Ui}i∈I un recouvrement de X par des ouverts de Zariski quasi-compacts. Alors
la flèche d’augmentation est une équivalence d’homotopie
KB(X) ∼→ Hˇ·(U ,KB)
et l’on a une suite spectrale de Mayer-Vietoris qui converge fortement
Ep,q2 = Hˇp(U ,KBq )⇒ KBq−p(X) (1.14)
Le principal intérêt du théorème de Mayer-Vietoris est de permettre de se ramener au
cas affine pour démontrer bon nombre de résultats.
Plus précisément soient des objets F (X) et F ′(X) qui sont des limites homotopiques
de diagrammes avec des KB(Z) pour des schémas Z sur X. On suppose que l’on dispose
d’une flèche naturelle F (X) → F (X ′) et l’on veut montrer que c’est une équivalence
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d’homotopie. Alors si l’on connaît le résultat pour X affine, on l’obtient automatiquement
pour X quasi-compact et quasi-séparé.
Commençons par le cas où X es supposé quasi-compact et séparé. X possède alors
un recouvrement fini par des ouverts affines U = {U0, . . . Un}, et les intersections finies
Ui0 ∩ . . . ∩ Uik sont encore des schémas affines. Ainsi F (Ui0 ∩ . . . ∩ Uik) → F ′(Ui0 ∩ . . . ∩
Uik) est une équivalence d’homotopie, d’où une équivalence d’homotopie Hˇ·(U , F )
∼→
Hˇ·(U , F ′). Par ailleurs, les limites homotopiques commutent entre elles, et donc Hˇ·(U , F )
est une limite homotopique des Hˇ·(U ,KB() ×X Z) pour les KB(Z) qui interviennent
dans la définition de F (X). On en déduit donc d’après le théorème de Mayer-Vietoris 1.23
une équivalence d’homotopie F (X) ∼→ Hˇ·(U , F ). De même, une équivalence d’homotopie
F ′(X) ∼→ Hˇ·(U , F ′). Et donc F (X)→ F ′(X) est bien une équivalence d’homotopie.
Dans le cas général où l’on suppose X quasi-compact et quasi-séparé, on dispose encore
d’un recouvrement fini U pour la topologie de Zariski mais les intersections Ui0 ∩ . . .∩Uik
ne sont plus affines, elles sont néanmoins quasi-affines, donc en particulier quasi-compactes
et séparées. Par le même raisonnement que précédemment on a donc une équivalence d’ho-
motopie Hˇ·(U , F ) ∼→ Hˇ·(U , F ′) suivie de l’équivalence d’homotopie recherchée F (X) ∼→
F ′(X).
1.3 Immersions régulières
La première définition de la notion d’immersion régulière que l’on trouve est dans [15]
IV 16.9.2. Elle se fait alors en termes de suites régulières. Le défaut de cette définition
est de ne pas s’adapter au cas non noethérien. Il faut donc la remplacer dans le cas non
noethérien, c’est ce qui est fait dans [2] Exp. VII §1.
1.3.1 Le complexe de Koszul
Rappelons la définition du complexe de Koszul en algèbre commutative.
Soit donc A un anneau et E un A-module libre de type fini, de rang n. On se donne
un homomorphisme
d0 : E → A
dont on note I l’image, c’est un idéal de A.
Le complexe de Koszul est alors le complexe de l’algèbre extérieure
0 −→ ΛnE dn−1−→ Λn−1E −→ . . . −→ Λ1E d0−→ A −→ 0
avec
dr−1(x1 ∧ . . . ∧ xr) =
r∑
i=1
(−1)i−1d0(xi)x1 ∧ . . . ∧ x̂i ∧ . . . ∧ xr
Soient {e1, . . . , en} une base de E et fi = d0(ei) pour 1 6 i 6 n. Le complexe de Koszul
sera noté indifféremment K·(d0) ou K·(f1, . . . , fn), selon que l’on s’est donné une base de
E ou non.
On remarque alors que
K·(f1, . . . , fn) = K·(f1, . . . , fn−1)⊗K·(fn)
Le complexe de Koszul est scindé et on aurait très bien pu le définir à partir de la dimen-
sion 1 en posant ensuite K·(f1, . . . , fn) = K·(f1)⊗ . . .⊗K·(fn).
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De manière plus générale on peut définir un complexe de Koszul à valeurs dans n’im-
porte quel A-module M en posant
K·(d0,M) = K·(d0)⊗AM
On le note également K·(f1, . . . , fn;M). Cet objet est fonctoriel en M , en particulier pour
toute suite exacte courte de A-modules
0→M1 →M2 →M3 → 0
on obtient une suite exacte courte
0→ K·(d0,M1)→ K·(d0,M2)→ K·(d0,M3)→ 0
d’ou une suite exacte longue d’homologie
. . .→ Hi(K·(d0;M1))→ Hi(K·(d0,M2))→ Hi(K·(d0,M3))→ Hi−1(K·(d0,M1))→ . . .
Pour plus de détails à ce propos, cf. [5] §9 no 2.
Si on note I l’idéal de A engendré par f1, . . . , fn, on considère parfois le complexe de
Koszul augmenté
0 −→ ΛnE dn−→ Λn−1E −→ . . . −→ Λ1E d1−→ A −→ A/I −→ 0
Rappelons également la notion de suite régulière.
Définition 1.24. Soient A un anneau et (a1, . . . , an) ∈ An. On note I l’idéal engendré par
a1, . . . , an. On dit que (a1, . . . , an) est une suite régulière si I 6= A, que a1 n’est pas diviseur
de zéro dans A, et que l’image de ai n’est pas un diviseur de zéro dans A/(a1, . . . , ai−1)
pour 2 6 i 6 n.
Une suite régulière (a1, . . . , an) définit un complexe de Koszul K·(a1, . . . , an) pour
lequel on dispose du résultat classique suivant, qui permet de faire le lien entre la définition
de la régularité dans le cas noethérien et dans le cas non noethérien.
Proposition 1.25. a) Soit a1, . . . , an une suite régulière. Alors le complexe de Koszul
associé est acyclique en degrés stricement positifs et fournit donc une résolution de
A/I.
b) Soit A un anneau local et noethérien. On suppose que a1, . . . , an sont des éléments
de l’idéal maximal de A et que le complexe de Koszul associé est acyclique en degrés
strictement positifs. Alors (a1, . . . , an) est une suite régulière.
Preuve: cf. [13] chap. IV 2.1.
Dans un anneau local noethérien, un des intérêts de la notion de suite régulière est
qu’elle est invariante par permutation des éléments de la suite. Ce n’est plus le cas dans
un anneau local non noethérien – [10] fournit un contre-exemple – alors que par exemple
l’acyclicité du complexe de Koszul, vérifiée par une suite régulière, est elle invariante par
permutation des éléments de la suite qui définit le complexe.
C’est ce fait qui a motivé l’introduction d’une définition plus générale de la notion
d’immersion régulière dans le cas non noethérien.
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On déduit immédiatement de ce qui précéde la version faisceautique sur un schéma X
du complexe de Koszul. Pour E un OX -module localement libre de rang n un homomor-
phisme
d0 : E → OX
définit le complexe K·(d0)
0 −→ ΛnE dn−1−→ Λn−1E −→ . . . −→ Λ1E d0−→ OX −→ 0
Un cas particulier nous intéresse. Soit E un faisceau localement libre de rang n et s
une section de E . La section s définit alors un morphisme s∨ : E ∨ → OX d’où le complexe
de Koszul associé
0 −→ ΛnE ∨ −→ . . . −→ Λ1E ∨ s∨−→ OX −→ 0
La section s de E définit de la sorte un idéal de OX et donc un sous-schéma fermé de X.
On le note Z(s) et on l’appelle schéma des zéros de s.
1.3.2 Immersions régulières
Nous adopterons la notion d’immersion régulière de [2].
Définition 1.26 ([2] Exp. VII 1.4). Soient X un schéma et E un OX -module localement
libre de type fini. Soit d : E → OX un morphisme de OX -modules. On dit que d est régulier
si le complexe de Koszul associé K·(d) est acyclique en degrés strictement positifs.
Soit I un idéal de OX . On dit que I est régulier si il existe localement un OXmodule
localement libre de type fini E et un homomorphisme régulier surjectif E → I .
Soit f : X → Y une immersion de schémas. On dit que f est une immersion régulière
si elle est définie par un idéal régulier.
Dans le cas noethérien, la proposition 1.25 assure que l’on retrouve la définition de
[15] IV 16.9.2 en termes de suite régulière.
La proposition suivante nous sera utile dans la suite.
Proposition 1.27. Soient X un schéma et I un idéal de OX . On suppose que I est un
idéal régulier.
Alors I est un idéal quasi-régulier au sens de [15] IV 16.9.7, c’est-à-dire
i) I est localement de type fini.
ii) I /I 2 est un OX/I -module localement libre de type fini.
iii) l’homomorphisme canonique de OX/I -modules
Sym·OX/I (I /I
2)→ ⊕n>0I n/I n+1
est un isomorphisme.
Preuve: cf. [2] Exp. VII 1.3.
Remarquons également que la composée de deux immersions régulières est une immer-
sion régulière – [2] Exp. VII 1 – et que c’est une notion stable par changement de base
plat – [2] Exp. VII 1.5. On dispose également de la proposition suivante.
Rappelons également la définition du faisceau conormal.
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Définition 1.28. Soit i : Y → X une immersion définie par un idéal I de OX . On
pose CY/X := I /I 2. Alors CY/X est un faisceau de OY -modules. On l’appelle le faisceau
conormal de l’immersion.
Si i est une immersion régulière I /I 2 est localement libre de type fini. Son rang
s’appelle codimension de Y dans X, ou encore codimension de i.
1.3.3 Morphismes d’intersection complète
Définition 1.29. Soit f : X → Y un morphisme de schémas. On dit que f est un
morphisme d’intersection complète si pour tout point x de X il existe un voisinage ouvert
U de x tel que f se factorise sous la forme
U
i //
f 
Y1
g
~~
Y
avec i une immersion régulière et g un morphisme lisse.
On parlera en abrégé de morphisme lci – pour locally complete intersection – plutôt
que d’intersection complète.
Comme pour les immersions régulières, cette notion est stable par composition et par
changement de base plat.
On définit une notion de dimension relative pour un morphisme lci.
Proposition 1.30. Soient f : X → Y un morphisme d’intersection complète et x ∈ X.
On suppose que l’on dispose d’une factorisation au voisinage de x
U
i //
f 
Y1
g
~~
Y
avec i une immersion régulière et g un morphisme lisse. Alors l’entier dx = rg((Ω1Y1/Y )i(x))−
rg((CU/Y1)x) ne dépend pas de la factorisation choisie de f .
Preuve: cf. [2] Exp. VIII 1.8.
Définition 1.31. L’entier dx de la proposition 1.30 s’appelle la dimension relative virtuelle
de X sur Y (ou de f) au point x.
C’est une fonction localement constante.
Il nous reste à définir le complexe cotangent d’un morphisme lci. Nous nous contente-
rons de le faire dans le cas où le morphisme est globalement d’intersection complète – i.e.
quand on dispose d’une factorisation globale comme composée d’une immersion régulière
et d’un morphisme lisse – cela nous suffira dans la suite.
Soit donc f : X → Y globalement d’intersection complète et
X
i //
f 
Y1
g
~~
Y
(1.15)
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une factorisation avec i une immersion régulière et g un morphisme lisse.
Si I désigne l’idéal qui définit X dans Y1, la différentielle d : OY1 → Ω1Y1/Y induit une
flèche, encore notée d
d : I /I 2 → Ω1Y1/Y ⊗ OX
cf. [16] II 8.4A.
On peut donc définir un complexe Lf par
Lf := . . .→ 0→ I /I 2 d→ Ω1Y1/Y ⊗ OX → 0→ . . .
avec Ω1Y1/Y ⊗ OX placé en degré 0.
La notation Lf est justifiée par la proposition suivante.
Proposition 1.32. Le complexe Lf ne dépend pas, à un isomorphisme canonique près
dans D(X), de la factorisation choisie pour f .
Preuve: cf. [2] Exp. VIII 2.2.
Définition 1.33. Soit f : X → Y un morphisme globalement d’intersection complète. Le
complexe Lf est appelé complexe cotangent de f .
Le dual de ce complexe sera appelé complexe tangent de f et noté Tf , Tf = L∨f .
La construction précédente est en fait valable dès que le morphisme f est lissifiable,
i.e. que l’on dispose d’une factorisation du type de (1.15) avec i une immersion non néces-
sairement régulière. Néanmoins dans le cadre d’un morphisme globalement d’intersection
complète, on dispose d’une propriété supplémentaire sur ce complexe.
Proposition 1.34. Soit f : X → Y un morphisme globalement d’intersection complète.
Alors le complexe Lf est un complexe strictement parfait.
Preuve: On considère une factorisation de f sous la forme (1.15). Les faisceaux inter-
venant dans la définition de Lf sont alors tous localement libres de type fini : Ω1Y1/Y ⊗OX
car g est lisse et I /I 2 car i est une immersion régulière. Lf est donc bien un complexe
strictement parfait.
Si on suppose uniquement f (localement) d’intersection complète, le complexe cotan-
gent n’est plus qu’un complexe parfait, et non strictement parfait – à ce propos cf. [2] Exp.
0 4.4.
Dans le cas d’un morphisme globalement d’intersection complète on continuera, de
manière un peu abusive, à noter Lf la classe de Lf dans K0(X). De même pour Tf .

Chapitre 2
Enoncés des principaux résultats
Nous sommes maintenant en mesure d’énoncer précisément le théorème de Grothen-
dieck-Riemann-Roch.
Nous commençons d’abord par rappeler en toute rigueur le résultat démontré par
Grothendieck et ses élèves dans [2]. En particulier on fera bien attention aux divers en-
droits où interviennent les hypothèses faites. Nous énonçons ensuite une conjecture qui va
vers les conjectures les plus générales de Grothendieck dans loc. cit. Exp. XIV avant de
préciser dans quels cas nous sommes en mesure de démontrer entièrement cette conjec-
ture. Enfin, dans une dernière partie nous rappelons l’équivalence classique qui existe
entre le théorème de Grothendieck-Riemann-Roch et le théorème d’Adams-Riemann-Roch
modulo torsion. Dans la suite les résultats annoncés seront en fait démontrés pour le
théorème d’Adams-Riemann-Roch, d’où nous déduirons automatiquement le théorème de
Grothendieck-Riemann-Roch.
2.1 Le théorème de Grothendieck-Riemann-Roch dans SGA6
Le résultat démontré sous le nom de théorème de Riemann-Roch dans [2] Exp. VIII
3.6 cache en fait plusieurs résultats dont certains ont déjà été rappelés dans le chapitre
1. Ces résultats sont éparpillés dans plusieurs exposés de [2]. Pour plus de clarté nous
allons tous les rassembler dans un seul énoncé, quitte à en reprendre certains déjà évoqués
précédemment.
Théorème 2.1 (Grothendieck-Riemann-Roch). Soit f : X → Y un morphisme de sché-
mas.
On suppose que f est projectif d’intersection complète et que sa dimension relative
virtuelle est constante, égale à d.
On suppose que Y est quasi-compact et muni d’un fibré ample.
Alors
a) Les flèches canoniques
Knaïf0 (Y )→ K0(Y ) et Knaïf0 (X)→ K0(X)
sont des isomorphismes.
b) Les γ-filtrations sur K0(Y ) et K0(X) sont localement nilpotentes.
c) Le complexe cotangent de f , Lf , est strictement parfait.
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d) f∗(F kK0(X)Q) ⊂ F k−dK0(Y )Q, d’où
f∗ : Gr(K0(X))Q → Gr(K0(Y ))Q
e) Pour tout E ∈ K0(X)
ch(f∗(E)) = f∗(td(Tf ) ch(E))
Le point a) résulte du théorème 1.21 : Y possède un fibré ample, et l’hypothèse de
projectivité sur f assure qu’il en est de même pour X.
Le point b) résulte du fait que F 1K0(Y ) et F 1K0(X) sont des nilidéaux. Cela est
prouvé dans [2] Exp. VI 6.1. L’hypothèse d’existence d’un fibré ample est utilisée de
manière cruciale au cours de la démonstration de ce résultat.
Le point c) a été rappelé dans le chapitre 1 : c’est la proposition 1.34. Remarquons
que le morphisme f est bien globalement d’intersection complète car il est projectif – cela
nécessite [2] Exp. VIII 1.2.
Le point d) est la combinaison de deux résultats du même type : le décalage induit sur
la filtration du K0 par l’image directe d’un morphisme lisse dans [2] Exp. VI 5.8 et par
l’image directe d’une immersion régulière dans [2] Exp. VII 4.6.
Le point e), le dernier, est enfin le résultat que l’on désigne habituellement sous le nom
de théorème de Grothendieck-Riemann-Roch.
2.2 Conjectures et résultats
Dans [2] Exp. XIV, Grothendieck énonce toute une série de conjectures et cherche
notamment à donner la forme la plus générale au théorème de (Grothendieck-)Riemann-
Roch.
Le problème de l’existence d’une λ-structure sur K0(X) en toute généralité a déjà été
soulevé en 1.2.2. Une réponse satisfaisante n’a pas encore été donnée. Au moins peut-on
encore en définir une au moyen de Knaïf0 (X) pour X divisoriel.
Dans la suite, on considère donc le cas d’un schéma X divisoriel.
Il ne semble alors pas y avoir de difficultés à énoncer un théorème de Riemann-Roch
pour un morphisme propre d’intersection complète – on garde l’hypothèse d’intersection
complète pour s’assurer que le complexe cotangent est parfait, l’hypothèse propre pour
pouvoir définir une image directe, sous couvert là encore de la validité du théorème de
finitude conjecturé dans [2] Exp. III 2.1.
Il faut également examiner la nilpotence des γ-filtrations. En l’absence d’un fibré ample
sur Y rien n’assure a priori que cette nilpotence locale soit vérifiée. De plus, pour obtenir le
théorème de Grothendieck-Riemann-Roch au sens strict il suffit de savoir que la filtration
de K0(Y )Q induite par la γ-filtration de K0(Y ) est localement nilpotente – on parlera
désormais de la γ-filtration de K0(Y )Q pour cette filtration induite.
Cela nous amène à poser une première conjecture.
Conjecture 2.2. Soit X un schéma divisoriel. Alors la γ-filtration sur K0(X) est locale-
ment nilpotente.
Nous sommes maintenant en mesure d’en venir au coeur du théorème de Grothendieck-
Riemann-Roch. Compte tenu des remarques précédentes, il semble raisonnable de poser la
conjecture suivante. C’est une conjecture que l’on peut attribuer à Grothendieck, même
si elle n’apparaît pas explicitement dans [2] Exp. XIV.
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Conjecture 2.3. Soient X et Y deux schémas divisoriels et f : X → Y un morphisme
propre d’intersection complète.
On suppose que la conjecture 1.14 est vérifiée pour f .
On suppose que les schémas X et Y vérifient la conjecture 2.2.
On suppose en outre que f est de dimension relative virtuelle constante égale à d.
Alors
a) f∗(F kK0(X)Q) ⊂ F k−dK0(Y )Q, d’où un morphisme de degré −d
f∗ : Gr(K0(X))Q → Gr(K0(Y ))Q
b) Pour tout E ∈ K0(X)
ch(f∗(E)) = f∗(td(Tf ) ch(E))
Cette conjecture énoncée, il est temps de rappeler le lien qui existe entre le théorème
de Grothendieck-Riemann-Roch et le théorème d’Adams-Riemann-Roch.
Le théorème d’Adams-Riemann-Roch fait intervenir les opérateurs d’Adams et la classe
cannibale de Bott. Rappelons son énoncé pour un morphisme projectif et d’intersection
complète – i.e. les conditions sous lesquelles est démontré le théorème de Grothendieck-
Riemann-Roch dans [2].
Théorème 2.4. Soient X et Y deux schémas et f : X → Y un morphisme projectif
d’intersection complète.
On suppose que f est de dimension relative virtuelle constante égale à d et que Y est
quasi-compact muni d’un fibré ample.
Soit k > 2 un entier. Alors la formule
ψk(f∗(E)) = f∗(θk(Lf )−1 · ψk(E))
est vérifiée dans K0(Y )
[ 1
k
]
pour tout E dans K0(X).
Dans ce théorème, c’est la nilpotence de la γ-filtration, conséquence de l’existence
d’un fibré ample, qui permet d’assurer que l’élément θk(Lf ) est inversible dans K0(Y )
[ 1
k
]
,
et c’est parce qu’il faut pouvoir inverser cet élément que l’égalité n’est vraie que dans
K0(Y )
[ 1
k
]
, et non K0(Y ).
Le théorème 2.4, de manière étonnante, ne figure à notre connaissance nulle part dans
la littérature. On trouve au mieux sa démonstration sur un corps mais jamais sur une base
quelconque, bien que ce cas général se traite de la même manière que celui d’un corps.
Nous en rappelons donc la démonstration générale dans l’annexe A.
Les théorèmes de Grothendieck-Riemann-Roch et Adams-Riemann-Roch sont en fait
équivalents modulo torsion. Dans le cas qui nous intéresse, ce résultat se formule de la
manière suivante.
Théorème 2.5. Soit f : X → Y un morphisme propre d’intersection complète entre
schémas divisoriels. On suppose en outre que :
– La conjecture 1.14 est vérifiée pour f , ce qui permet de définir un morphisme image
directe f∗ : K0(X)→ K0(Y ).
– Les schémas X et Y vérifient la conjecture 2.2.
– Le morphisme f est de dimension relative virtuelle constante égale à d.
Alors les assertions suivantes sont équivalentes :
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(i) Il existe un entier k > 2 tel que la formule
ψk(f∗(E)) = f∗(θk(Lf )−1 · ψk(E))
soit vérifiée dans K0(Y )Q pour tout E dans K0(X).
(ii) a) Pour tout n > 0 f∗(FnK0(X)Q) ⊂ Fn−dK0(Y )Q, d’où un morphisme de degré
−d
f∗ : Gr(K0(X))Q → Gr(K0(Y ))Q
b) Pour tout E ∈ K0(X)
ch(f∗(E)) = f∗(td(Tf ) ch(E))
La preuve du théorème 2.5 est donnée en détail dans l’annexe B. Le fait essentiel au
coeur de ce résultat est que le caractère de Chern définit un isomorphisme ch : K0(X)Q →
Gr(K0(X))Q, pourvu que la γ-filtration de K0(X) soit localement nilpotente.
Au vu du théorème 2.5 il semble donc naturel de poser la conjecture suivante.
Conjecture 2.6. Soient X et Y deux schémas divisoriels et f : X → Y un morphisme
propre d’intersection complète.
On suppose que la conjecture 1.14 est vérifiée pour f .
On suppose que, si f n’est pas une immersion régulière, le schéma X vérifie la conjec-
ture 2.2.
On suppose en outre que f est de dimension relative virtuelle constante égale à d.
Soit k > 2 un entier. Alors la formule
ψk(f∗(E)) = f∗(θk(Lf )−1 · ψk(E))
est vérifiée dans K0(Y )
[ 1
k
]
pour tout E dans K0(X).
Comme déjà remarqué, le fait que la γ-filtration de X soit localement nilpotente n’est
utile que pour pouvoir inverser l’élément θk(Lf ) dans K0(X)[1/k]. Or si f est une immer-
sion régulière de faisceau conormal égal à CX/Y , on a θk(Lf )−1 = θk(CX/Y ) et cet élément
est inversible sans avoir à supposer la γ-filtration de X localement nilpotente. Dans ce
cas-là on n’a donc pas besoin de supposer que X vérifie la conjecture 2.2.
Enfin il résulte du théorème 2.5 que la conjecture 2.6 implique la conjecture 2.3. C’est
donc désormais à la conjecture 2.6 que nous allons nous intéresser.
Les résultats de cette thèse concernent les conjectures 2.2 et 2.6.
En ce qui concerne la conjecture 2.2, nous sommes en mesure de traiter le cas de la
caractéristique positive.
Théorème 2.7. Soit X un schéma divisoriel de caractéristique p > 0.
Alors la γ-filtration sur K0(X)
[1
p
]
est localement nilpotente.
Nous sommes également en mesure de démontrer la conjecture 2.6 dans trois cas par-
ticuliers.
Théorème 2.8. La conjecture 2.6 est vraie sous l’hypothèse supplémentaire suivante :
– f est une immersion régulière
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Théorème 2.9. La conjecture 2.6 est vraie sous les hypothèses supplémentaires suivantes :
– f est un morphisme lisse.
– Y est un schéma de caractéristique p > 0 et k = p.
Théorème 2.10. La conjecture 2.6 est vraie sous les hypothèses supplémentaires sui-
vantes :
– f est un morphisme lisse.
– Il existe un morphisme Y → Spec(OQ(µk)[1/k]).
– Y est régulier, noethérien et séparé.
Corollaire 2.11. La conjecture 2.6 est vraie sous les hypothèses supplémentaires sui-
vantes :
– f est la composition d’une immersion fermée régulière et d’un morphisme propre et
lisse.
– Y est un schéma régulier noethérien et séparé.
– Soit il existe un morphisme Y → Spec(OQ(µk)[1/k]), soit Y est de caractéristique
p > 0 et k = p.
Le théorème 2.8 ne s’éloigne pas de résultats bien connus. La seule petite originalité que
nous proposons est de se débarrasser de l’hypothèse noethérienne. Nous n’avons pas trouvé
dans la littérature de preuve qui se passe de cette hypothèse. Nous procédons de manière
classique par déformation au cône normal, et en l’absence de l’hypothèse noethérienne, il
faut faire bien attention au fait que toutes les propriétés attendues sont vérifiées.
Si nous nous passons de l’hypothèse noethérienne dans la preuve de ce théorème, re-
marquons qu’elle reste néanmoins présente implicitement. Dans la conjecture 2.6 on est
effectivement amené à supposer la conjecture 1.14 vérifiée afin de pouvoir définir une image
directe sur les groupes de K-théorie. Sous l’hypothèse que le morphisme f est propre, une
condition suffisante pour que cette conjecture soit vérifiée est le fait que les schéma soient
noethériens.
Les théorèmes 2.7 et 2.9 sont montrés conjointement. Leur preuves reposent à chaque
fois sur un résultat d’invariance de la K-théorie en caractéristique positive démontré dans
[32] et qui permet de se ramener à des cas connus. Pour effectuer cette réduction l’hypo-
thèse de schémas divisoriels intervient de manière cruciale.
Le théorème 2.9 était démontré dans le cas où l’on supposait Y muni d’un fibré ample
dans [23]. Nous proposons donc ici une hypothèse plus faible en supposant les schémas
seulement divisoriels.
En ce qui concerne le théorème 2.10, supposer que Y (et donc X) est un schéma sur
Spec(OQ(µk)[1/k]) est équivalent à exiger que k y soit inversible et que le polynôme tk − 1
y ait k racines distinctes.
Le théorème 2.10 est obtenu en généralisant une méthode proposée par Nori dans
[22]. On calcule la caractéristique d’Euler au moyen d’une formule des traces de Lefschetz
adéquate. Une telle formule est valable pour des groupes diagonalisables comme le groupe
des racines k-èmes de l’unité. Le fait que X et Y soient des schémas sur Spec(OQ(µk)[1/k])
nous assure que le groupe des racines k-èmes de l’unité est un groupe constant cyclique
d’ordre k, ce qui permet de définir facilement une action de ce groupe sur les schémas
considérés, action à laquelle on applique ensuite la formule de Lefschetz pour obtenir le
résultat voulu. Enfin, on suppose Y régulier afin de pouvoir identifier laK-théorie des fibrés
cohérents, pour laquelle est valable la formule de Lefschetz, et celle des fibrés localement
libres, qui intervient dans le théorème d’Adams-Riemann-Roch.
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Nori démontrait le théorème 2.10 dans le cas où Y est un corps. Nous avons donc
étendu son résultat au cas relatif.
Le corollaire 2.11 est une conséquence directe des théorèmes 2.9 et 2.10 : si f : X → Y
vérifie les hypothèses de ce corollaire, on peut le factoriser sous la forme
X
g→ Y1 f1→ Y
avec g une immersion régulière et f1 un morphisme propre et lisse. De plus, comme Y est
régulier et f1 lisse, on en déduit que Y1 est régulier. L’hypothèse de propreté sur f1 permet
d’assurer que Y1 est séparé. Il est bien sûr noethérien et on peut donc en conclure que c’est
un schéma divisoriel d’après [2] Exp. II 2.2.7.1. On est alors ramené au cas des théorèmes
2.9, 2.10 et 2.11. On conclut grâce à la compatibilité du théorème d’Adams-Riemann-Roch
à la composition – c’est un fait d’essence formelle, dont on peut trouver une preuve dans
l’exposé systématique de [13] ; on en rappelle par ailleurs la démonstration dans l’annexe
A.
Remarquons qu’il est essentiel que Y1 soit séparé pour assurer qu’il est divisoriel. C’est
la raison pour laquelle on suppose f1 propre. Cela nous empêche d’avoir plus généralement
le cas d’un morphisme propre globalement d’intersection. Au moins peut-on conjecturer
qu’un tel morphisme peut s’écrire comme la composition d’une immersion fermée régulière
et d’un morphisme propre et lisse.
Les trois chapitres qui suivent sont consacrés, le premier à la démonstration du théo-
rème 2.8, le deuxième à la preuve des théorèmes 2.7 et 2.9, le dernier enfin à celle du
théorème 2.10.
De même que la conjecture 2.6 implique la conjecture 2.3, les théorèmes 2.8, 2.9 et
2.10 impliquent respectivement les trois résultats suivants et leur corollaire.
Théorème 2.12. La conjecture 2.3 est vraie sous l’hypothèse supplémentaire suivante :
– f est une immersion fermée régulière.
Théorème 2.13. La conjecture 2.3 est vraie sous les hypothèses supplémentaires sui-
vantes :
– f est un morphisme lisse.
– Y est un schéma de caractéristique p > 0.
En outre, en ce cas les γ-filtrations sur K0(Y )
[1
p
]
et K0(X)
[1
p
]
sont localement nilpotentes.
Théorème 2.14. La conjecture 2.3 est vraie sous les hypothèses supplémentaires sui-
vantes :
– f est un morphisme lisse.
– Il existe un morphisme Y → Spec(Z[1/k]) pour un entier k > 1.
– Y est régulier, noethérien et séparé.
Corollaire 2.15. La conjecture 2.3 est vraie sous les hypothèses supplémentaires sui-
vantes :
– f est la composition d’une immersion fermée régulière et d’un morphisme propre et
lisse.
– Y est un schéma régulier noethérien et séparé.
– Soit il existe un morphisme Y → Spec(Z[1/k]) pour un entier k > 1, soit Y est de
caractéristique p > 0.
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Dans l’énoncé du théorème 2.14 on ne considère que des schémas sur Spec(Z[1/k]) et
non Spec(OQ(µk)[1/k]). Cela provient du fait que le changement de base Spec(OQ(µk)[1/k])→
Spec(Z[1/k]) est fini et plat. Or le théorème de Grothendieck-Riemann-Roch, du fait qu’il
est énoncé dans K0(Y )Q et non K0(Y )[1/k] comme le théorème d’Adams-Riemann-Roch,
est compatible à un tel changement de base. La preuve de ce fait est rappelée dans l’annexe
C.
Remarquons également que dans le cas où Y est lisse sur un corps les théorèmes 2.13
et 2.14 peuvent également se déduire de [12] 18.3 p. 353.

Chapitre 3
Preuve du théorème 2.8
Comme signalé au chapitre 2, la seule originalité de ce chapitre est de proposer une
preuve du théorème d’Adams-Riemann-Roch par déformation au cône normal, en se pas-
sant de l’hypothèse noethérienne.
On commence par rappeler la construction de la déformation au cône normal, puis
on démontre ses propriétés. Dans un second temps on prouve le théorème 2.8 de manière
classique.
3.1 La déformation au cône normal
Soit f : X ↪→ Y une immersion fermée régulière de faisceau conormal CX/Y – cf. la
définition 1.28. On rappelle ici la construction de la déformation au cône normal, i.e. d’une
famille de plongements X ↪→ Yt paramétrés par t ∈ P1 tel que pour t = 0 l’on retrouve
l’immersion initiale f et que pour t =∞ on ait le plongement X ↪→ P(CX/Y ⊕OX) défini
par la section nulle.
Le point délicat dans ce qui suit est que l’on veut se passer de l’hypothèse noethérienne.
Bien que dans la littérature existante on trouve la plupart du temps cette hypothèse – par
exemple [13] IV §5 – elle n’est pas nécessaire. La principale conséquence de ce choix est
de ne pas pouvoir manipuler les immersion régulières en termes de suites régulières.
Nous commencerons par quelques lemmes cruciaux sur les immersions régulières avant
de passer à la construction de la déformation à proprement parler.
3.1.1 Quelques résultats préliminaires
Soit X un schéma et E un faisceau localement libre de rang n. On considère le fibré
projectif associé P(E ) et la projection p : P(E ) → X. A ce fibré projectif est associé une
suite exacte universelle
0→ Q → p∗E → OP(E )(1)→ 0
où Q est un faisceau localement libre de rang n− 1. Cette suite exacte est universelle au
sens suivant : si f : Y → X est un morphisme et L un faisceau inversible sur Y tel que
f∗E → L soit une surjection, alors il existe un unique morphisme g : Y → P(E ) tel que
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f = p ◦ g et un isomorphisme de g∗OP(E )(1) sur L tel que le diagramme
g∗p∗E //
'

g∗OP(E )(1)
'

f∗E // L
commute. En particulier, toute surjection de E sur un faisceau inversible de X définit une
section X → P(E ) de p.
On applique ce qui précède au fibré P = P(E ⊕ OX). On a donc une projection
p : P(E ⊕ OX)→ X et une suite exacte courte universelle
0→ Q → p∗(E )⊕ OP → OP(1)→ 0
La projection E ⊕OX  OX définit alors une section f : X → P(E ⊕OX) de p. On appelle
cette section la section nulle.
Le noyau de la projection E ⊕ OX  OX est égal à E et cela implique l’égalité
f∗Q = E (3.1)
On dispose alors de la proposition suivante.
Proposition 3.1. Soient X un schéma et E un faisceau localement libre de rang n sur
X. Alors la section nulle
f : X → P(E ⊕ OX)
est une immersion régulière, de faisceau conormal égal à E .
Preuve: L’assertion est de nature locale sur X, on peut donc le supposer affine, X =
Spec(A). On note en ce cas e1, . . . , en une base de E . On note également e0 une va-
riable indépendante supplémentaire. Alors P(E ⊕OX) = Proj(A[e0, e1, . . . , en]) et V(E ) =
Spec(A[e1, . . . , en]).
f se factorise sous la forme
X ↪→ V(E ) ↪→ P(E ⊕ OX)
où la première flèche est l’immersion fermée induite par la projection A[e1, . . . , en]  A,
et la seconde l’immersion ouverte de l’ouvert standard de P(E ⊕OX) défini par e0 6= 0. Il
suffit donc de prouver que l’immersion X ↪→ V(E ) est définie par un idéal régulier. Cet
idéal n’est rien d’autre que l’idéal (e1, . . . , en) de A[e1, . . . , en], qui est régulier car les ei
sont une famille d’indéterminées indépendantes. A partir de cette description explicite il
est également immédiat que (e1, . . . , en)/(e1, . . . , en)2 = Ae1 ⊕ . . . ⊕ Aen, ce qui prouve
l’assertion sur le faisceau conormal.
On remarque également que le morphisme Q → p∗E ⊕ OP de la suite exacte courte
universelle définit dualement un morphisme OP = O∨P → Q∨ qui définit donc une section
s de Q∨. Le schéma des zéros de s n’est rien d’autre que f(X) si bien que le complexe de
Koszul associé
0→ ΛnQ → . . .→ Λ1Q s→ OP → f∗OX (3.2)
est exact en vertu de la proposition précédente.
Passons maintenant à l’étude de l’intersection de deux schémas plongés régulièrement
dans un troisième.
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Proposition 3.2. Soient Z un schéma et X ↪→ Z, Y ↪→ Z deux immersions régulières.
On suppose que X et Y sont transverses dans Z.
Alors les immersions canoniques i, j et k de X ∩ Y dans X, Y et Z sont régulières et
CX∩Y/Z ∼= CX∩Y/X ⊕ CX∩Y/Y ∼= i∗CY/Z ⊕ j∗CX/Z
Preuve: L’assertion est locale sur Z, on peut donc le supposer affine. Quitte à localiser
à nouveau, on peut supposer en outre que X et Y sont fermés dans Z. On a alors Z =
Spec(A), X = Spec(B) et Y = Spec(C) avec B = A/I et C = A/J . En ce cas X ∩ Y =
Spec(A/I ⊗A/J) = Spec(A/(I + J)).
I et J sont des idéaux réguliers. Soient donc e1, . . . , en (resp. f1, . . . , fm) dans A qui
relèvent une base de I/I2 (resp. J/J2). Quitte à localiser de nouveau on peut supposer que
e1, . . . , en (resp. f1, . . . , fm) engendrent I (resp. J). En ce cas e1, . . . , en (resp. f1, . . . , fm)
forment un système minimum de générateurs de I (resp. J). On note e¯1, . . . , e¯n (resp.
f¯1, . . . , f¯m) les images de e1, . . . , en (resp. f1, . . . , fm) dans A/J (resp. A/I).
CommeX et Z sont transverses, e1, . . . , en, f1, . . . , fm forment un système minimum de
générateurs de I+J . De même e¯1, . . . , e¯n (resp. f¯1, . . . , f¯m) forment un système minimum
de générateurs de l’idéal de X ∩ Y dans Y (resp. X).
Prouver la proposition revient alors à étudier l’acyclicité des complexes K·(e¯1, . . . , e¯n),
K·(f¯1, . . . , f¯m) et K·(e1, . . . , en, f1, . . . , fm) = K·(e1, . . . , en)⊗K·(f1, . . . , fm). Or
K·(e¯1, . . . , e¯n) = K·(e1, . . . , en)⊗A/J
et, comme K·(e1, . . . , en) est une résolution libre de A/I, l’homologie de ce complexe en
degré i n’est rien d’autre que TorAi (A/I,A/J) qui est nul car X et Y sont transverses.
K·(e¯1, . . . , e¯n) est donc acyclique et j est une immersion régulière.
Le même raisonnement prouve que K·(f¯1, . . . , f¯m) est acyclique et donc que i est une
immersion régulière.
L’immersion k est alors une immersion régulière comme composée d’immersions régu-
lières.
La dernière assertion sur les faisceaux conormaux est immédiate à partir de la descrip-
tion explicite au moyen de générateurs.
Rappelons enfin une conséquence de la propriété universelle des éclatements dont nous
aurons besoin dans la suite.
On considère la situation suivante. Soient X ↪→ Y et Y ↪→ Z deux immersions fermées.
On considère l’éclatement de Z le long de X, Z˜ := BlX(Z), de diviseur exceptionnel E,
et l’éclatement de Y le long de X, Y˜ := BlX(Y ), de diviseur exceptionnel X˜. On dispose
donc de deux carrés cartésiens
X˜ //

Y˜
η

X // Y
E //

Z˜
φ

X // Z
La propriété universelle des éclatements nous assure alors de l’existence d’un carré com-
mutatif
Y˜ //
η

Z˜
φ

Y // Z
où la flèche Y˜ → Z˜ est une immersion fermée et X˜ = E ∩ Y˜ .
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3.1.2 Construction de la déformation
On considère une immersion fermée régulière f : X ↪→ Y de faisceau conormal CX/Y .
On note f ′ : X ↪→ P(CX/Y ⊕ OX) le plongement défini par la section nulle. C’est une
immersion régulière d’après la proposition 3.1.
On considère la droite projective sur Y , p : P1Y = Proj(OY [T0, T1]) → Y . Associées à
p on dispose des deux sections s0 : Y → P1Y et s∞ : Y → P1Y définies respectivement par
T0 7→ 1, T1 7→ 0 et T0 7→ 0, T1 7→ 1. D’après la proposition 3.1 ces deux sections définissent
à chaque fois Y comme un diviseur de Cartier sur P1Y avec un faisceau conormal trivial.
On note Y (0) = s0(Y ) et Y (∞) = s∞(Y ).
De même, on pose
X(0) = s0(f(X)) et X(∞) = s∞(f(X))
On définit alors l’espace de notre déformation W comme l’éclatement de P1Y le long
de X(∞), soit
W := BlX(∞)(P1Y )
On note φ : W → P1Y le morphisme canonique.
Remarquons que l’immersion X(∞) ↪→ P1Y est régulière.
En effet X(∞) = P1X ∩ Y (∞). Or P1X ↪→ P1Y est régulière, ainsi que Y (∞) ↪→ P1Y .
Par ailleurs P1X et Y (∞) sont transverses. Il suffit de faire le calcul localement pour
Y = Spec(A) et X = Spec(A/I) avec I un idéal régulier. On remarque que Y (∞) est
dans l’ouvert standard D+(T1) de P1Y , et en se restreignant à cet ouvert le problème est
donc de calculer les groupes TorjA[T0](A[T0]/(T0), A/I[T0]). Comme T0 est une indéterminée
indépendante, une résolution de A/I[T0] est fournie par le complexe de Koszul de l’idéal I,
régulier, tensorisé par A[T0]. Quand on tensorise ce complexe par A[T0]/(T0) on retrouve le
complexe de Koszul initial associé à I qui est acyclique puisque I est régulier. Les groupes
TorjA[T0](A[T0]/(T0), A/I[T0]) sont donc nuls pour j > 0.
La proposition 3.2 s’applique donc et prouve bien que X(∞) ↪→ P1Y est régulière. On
en déduit également que le faisceau conormal est donné par la formule
CX/P1Y
= CX/Y ⊕ OX
Remarquons que l’on peut faire exactement le même raisonnement pour l’immersion
X(0) ↪→ P1Y en inversant les indéterminées T1 et T0.
Quoi qu’il en soit la proposition 1.27 nous assure alors que le diviseur exceptionnel de
l’éclatement W → P1Y est égal à P(CX/Y ⊕ OX). On en déduit un carré cartésien associé
à l’éclatement
P(CX/Y ⊕ OX)
g′ //
ψ

W
φ

X
s∞◦f
// P1Y
avec g′ qui plonge P(CX/Y ⊕OX) comme un diviseur de Cartier sur W . En particulier g′
est une immersion fermée régulière.
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On définit également pi : W → Y comme la composée
W
φ→ P1Y p→ Y
Il en découle immédiatement, de par les définitions, que pi ◦ g′ ◦ f ′ = f .
Par ailleurs, φ est un isomorphisme sur le complément de X(∞), et comme Y (0) est
disjoint de Y (∞) la section s0 définit une section g : Y →W de pi qui fait de Y un diviseur
de Cartier sur W .
On considère également l’éclatement de Y le long de X, Y˜ := BlX(Y ). L’immersion
f : X ↪→ Y étant régulière, le diviseur exceptionnel de cet éclatement est égal à P(CX/Y ),
toujours d’après la proposition 1.27. On dispose donc d’un carré cartésien
P(CX/Y ) //

Y˜

X
f // Y
De plus, la composition des immersions fermées X f↪→ Y s∞↪→ P1Y nous place exactement
dans la situation rappelée à la fin de la section 3.1.1 et l’on dispose donc d’un carré
commutatif
Y˜ //

W
φ

Y
s∞ // P1Y
avec Y˜ →W une immersion fermée et Y˜ ∩P(CX/Y ⊕ OX) = P(CX/Y ).
J’affirme que l’immersion fermée Y˜ ↪→W fait de Y˜ un diviseur de Cartier sur W – en
particulier l’immersion fermée Y˜ ↪→ W est régulière – et que Y˜ et P(CX/Y ⊕ OX) sont
transverses dans W .
Pour prouver le premier point on va étudier plus généralement φ∗(Y (∞)) et prouver
que
φ∗(Y (∞)) = P(CX/Y ⊕ OX) + Y˜ (3.3)
Faisons une étude locale sur Y . Soit donc Y = Spec(A) et X = Spec(A/I) avec I un
idéal régulier. Dans cette étude, on peut se limiter à l’ouvert D+(T1) = Spec(A[T0]) de
P1Y car il contient X(∞) et Y (∞). Dans cet ouvert l’idéal de définition de X(∞) est alors
(I, T0), et donc W = Proj(⊕n(I, T0)n). Par ailleurs, Y˜ = Proj(⊕In).
On note S· = ⊕n(I, T0)n et soit a1, . . . , ad un système minimum de générateurs de
I. Alors W est recouvert par les ouverts affines Spec(S·(ai)) auquel on ajoute l’ouvert
Spec(S·(T0)) – dans ces notations S
·
(ai) = {s/ani , s ∈ Sn} de même que S·(T0) = {s/Tn0 , s ∈
Sn}, ai et T0 étant regardés comme éléments de S1.
Remarquons que Y˜ est disjoint de Spec(S·(T0)). On commence par regarder ce qui se
passe sur les ouverts Spec(S·(ai)).
Sur l’ouvert Spec(S·(ai)) l’anneau de Y˜ est égal à
Bi =
{
s
ani
, s ∈ In
}
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tandis que l’anneau de P(CX/Y ⊕ OX) est égal à
Ci = A/I
[
T0
ai
,
a1
ai
, . . . ,
ad
ai
]
Y˜ est donc défini par l’équation T0/ai = 0 tandis que P(CX/Y ⊕ OX) est défini par la
relation ai/1 = 0 (on regarde ai comme élément de S0 = A). Par ailleurs φ∗(Y (∞)) est
défini par l’équation T0/1 = 0. Comme T0/1 = (T0/ai) ·(ai/T0) on en déduit l’égalité (3.3).
De plus la description explicite de Y˜ prouve bien que c’est un diviseur de Cartier sur W ,
comme annoncé.
Terminons par l’étude locale sur l’ouvert Spec(S·(T0)). On remarque que
S·(T0) = . . .⊕ InT−n0 ⊕ . . .⊕ IT−10 ⊕A⊕AT0 ⊕ . . .
= A[a1T−10 , . . . , adT−10 , T0]
φ∗(Y (∞) est défini par l’équation T0 = 0, son anneau sur Spec(S·(T0)) n’est donc rien
d’autre que A/I, et c’est également l’anneau de P(CX/Y ⊕ OX) sur cet ouvert – cet an-
neau est donné par les mêmes formules que sur Spec(S·(ai)), il suffit de remplacer ai par T0.
Passons maintenant à l’assertion sur la transversalité de Y˜ et P(CX/Y ⊕ OX).
Le résultat découle là encore d’une étude locale : en gardant les mêmes notations, il
s’agit de montrer que
Tor
S·(ai)
j (Bi, Ci) = 0 (3.4)
pour j > 0 et 1 6 i 6 d.
La suite exacte courte associé au diviseur de Cartier P(CX/Y ⊕OX) fournit une réso-
lution de Ci.
0→ S·(ai) → S·(ai) → Ci → 0
où la flèche S·(ai) → S·(ai) est la multiplication par ai/1. En tensorisant par Bi on obtient
la suite exacte
Bi → Bi → Bi ⊗ Ci → 0
et il est immédiat, de par la définition de Bi, que la flèche Bi → Bi de multiplication par
a1/1 reste injective. La suite reste donc une suite exacte courte
0→ Bi → Bi → Bi ⊗ Ci → 0
ce qui prouve l’égalité (3.4).
Comme P(CX/Y ) = P(CX/Y ⊕OX) ∩ Y˜ , la transversalité de Y˜ et P(CX/Y ⊕OX) im-
plique d’après la proposition 3.2 que l’immersion fermée k : P(CX/Y ) ↪→W est régulière.
Remarquons encore que les diviseurs de Cartier Y (0) et Y (∞) sur P1Y sont linéai-
rement équivalents. On en déduit donc un isomorphisme O(Y (0) ∼→ O(Y (∞)) d’où un
isomorphisme O(φ∗(Y (0)) ∼→ O(φ∗Y (∞)). Par ailleurs, φ∗Y (0) = Y , d’où en combinant
cela avec (3.3) l’égalité
O(Y ) = O(P(CX/Y ⊕ OX) + Y˜ ) (3.5)
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On dispose également d’une série d’immersions fermées X s∞↪→ P1X ↪→ P1Y d’où une im-
mersion fermée j : BlX(P1X) ↪→W . X est un diviseur de Cartier sur P1X donc BlX(P1X) =
P1X , et on dispose en fait d’une immersion fermée
j : P1X ↪→W
J’affirme que cette immersion fermée est une immersion fermée régulière.
Pour le prouver, procédons à nouveau à une étude locale sur Y , soit Y = Spec(A), et
par suite X = Spec(A/I) avec I un idéal régulier.
Sur l’ouvertD+(T0) de Y , l’immersion j n’est rien d’autre que le morphismeA1X ↪→ A1Y
qui est régulier car X ↪→ Y est une immersion régulière et A1Y → Y est plat.
Considérons maintenant l’ouvertD+(T1). Sur cet ouvert l’immersion j est le morphisme
A1X = BlX(A1X) ↪→W
On a déjà remarqué que sur cet ouvert W est égal à Proj(⊕n(I, T0)) = Proj(S·). L’immer-
sion j correspond alors au morphisme d’algèbres graduées sur A[T0]
⊕n(I, T0)n  ⊕n(T0 ·A/I[T0])n
et Proj(⊕n(T0 ·A/I[T0])n) = Spec(A/I[T0]) = A1X .
On note à nouveau a1, . . . , ad un système minimum de générateurs de I. Quitte à
remplacer A par un localisé convenable on peut supposer que I/I2 est un A/I-module
libre de rang d et que les images a¯1, . . . , a¯d de a1, . . . , ad dans I/I2 en forment une base.
En ce cas les A/I-modules In/In+1 pour n > 2 sont également des modules libres et des
bases en sont données par les monômes de degré n en les ai.
On considère alors à nouveau le recouvrement de W par les ouverts Spec(S·(ai)) auquel
on joint l’ouvert Spec(S·(T0)).
Comme les éléments ai sont nuls dans l’anneau de A1X , on peut se limiter à l’ouvert
Spec(S·(T0)). On rappelle que
S·(T0) = A[a1T
−1
0 , . . . , adT
−1
0 , T0]
Sur l’ouvert Spec(S·(T0)) l’immersion j correspond au morphisme d’anneaux
S·(T0) → A/I[T0]∑
n∈Z
xnT
n 7→
∑
n>0
x¯nT
n
où x¯n est la classe de xn ∈ A dans A/I. Le noyau de ce morphisme est donc
J = . . .⊕ InT−n0 ⊕ . . .⊕ IT−10 ⊕ I ⊕ IT0 ⊕ . . .
J est engendré comme S·(T0)-module par les éléments a1T
−1
0 , . . . , adT
−1
0 .
Nous allons montrer qu’en ce cas le complexe de Koszul K·(a1T−10 , . . . , adT−10 ) est
acyclique 1. Cela prouvera que J est un idéal régulier.
Notons R = A[a1T−10 , . . . , adT−10 , T0] afin d’alléger les notations. On va également
noter, comme défini en 1.3.1, K·(a1T−10 , . . . , adT−10 ;R) plutôt que K·(a1T−10 , . . . , adT−10 ),
l’anneau de base jouant un rôle crucial dans ce qui suit.
1. La preuve de ce fait m’a été communiquée par O. Gabber. Je l’en remercie.
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On remarque que l’on dispose d’un isomorphisme de A/I-algébres
R/T0R
∼→
⊕
n>0
In/In+1
qui envoie la classe de aiT−10 dans R/T0R sur la classe a¯i de ai dans I/I2. Or, par hypo-
thèse, ⊕n>0 In/In+1 n’est rien d’autre que l’algèbre symétrique de I/I2 sur A/I. On en
déduit donc que R/T0R est une algèbre polynomial en les aiT−10 et donc le complexe de
Koszul K·(a1T−10 , . . . , adT−10 , R/T0R) est acyclique.
Considérons maintenant la suite exacte courte définie par la mulitplication par T0 sur
R
0→ R T0→ R→ R/T0R→ 0
On considère la suite exacte longue de cohomologie associée, dont on a rappelé l’existence
en 1.3.1.
. . .→ Hi+1(K·(a1T−10 , . . . , adT−10 ;R/T0R))→ Hi(K·(a1T−10 , . . . , adT−10 ;R)) T0→
Hi(K·(a1T−10 , . . . , adT−10 ;R))→ Hi(K·(a1T−10 , . . . , adT−10 ;R/T0R))→ . . .
L’acyclicité de K·(a1T−10 , . . . , adT−10 ;R/T0R) entraîne alors que la multiplication par T0
est un isomorphisme sur Hi(K·(a1T−10 , . . . , adT−10 ;R)) pour tout i > 0. Le support de
ce groupe d’homologie est donc entièrement dans l’ouvert de Spec(R) sur lequel T0 est
inversible. Or cet ouvert n’est rien d’autre que Spec(A[T0, T−10 ]. On en déduit donc que
pour i > 0
Hi(K·(a1T−10 , . . . , adT−10 ;R)) = Hi(K·(a1T−10 , . . . , adT−10 ;A[T0, T−10 ]))
Or K·(a1T−10 , . . . , adT−10 ;A[T0, T−10 ]) est acyclique car le complexe K·(a1, . . . , ad;A) est
acyclique par hypothèse et que A[T0, T−10 ] est un A-module libre.
On en déduit donc que K·(a1T−10 , . . . , adT−10 ;R) est acyclique et cela achève de prouver
que j est une immersion fermée régulière.
Considérons donc maintenant les deux immersions fermées j : P1X ↪→W et g : Y ↪→W .
J’affirme que Y et P1X sont transverses dans W .
Le résultat est de nature locale sur Y , on suppose à nouveau Y = Spec(A), et X =
Spec(A/I) avec I un idéal régulier. De plus g est induit par la section s0 : Y → P1X .
On peut donc se limiter à l’ouvert D+(T0) de P1Y . Alors le morphisme g correspond au
morphisme d’anneaux
A[T1]→ A[T1]/(T1)
et j au morphisme
A[T1]→ A/I[T1]
La question est donc de calculer les groupes TorA[T1]j (A[T1]/(T1), A/I[T1]), calcul déjà mené
quand nous avons montré que l’immersion X(∞) ↪→ P1Y était régulière. On a bien
TorA[T1]j (A[T1]/(T1), A/I[T1]) = 0 pour j > 0
ce qui prouve l’assertion.
Considérons enfin les deux immersion régulières j : P1X ↪→ W et g′ : P(CX/Y ⊕ OX).
J’affirme que P(CX/Y ⊕ OX) et P1X sont transverses dans W .
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Encore une fois le résultat est de nature locale et l’on suppose Y = Spec(A), X =
Spec(A/I) avec I un idéal régulier de A.
Cette fois, on peut se limiter à l’ouvert D+(T1). Sur cet ouvert, avec toujours les mêmes
notations, W = Proj(⊕n(I, T0)n) et j est le morphisme A1X ↪→W .
A1X est inclus dans l’ouvert Spec(S·(T0)) de W , on se limite donc à cet ouvert.
Sur cet ouvertA1X est défini par l’anneau A/I[T0] tandis que P(CX/Y ⊕OX) correspond
à l’anneau A/I. On cherche donc à prouver que
Tor
S·(T0)
j (A/I[T0], A/I) = 0
pour j > 0.
P(CX/Y ⊕OX) est un diviseur de Cartier défini par l’équation T0 = 0 sur Spec(S·(T0)).
La suite exacte courte correspondante est donc
0→ S·(T0)
T0→ S·(T0) → A/I → 0
En tensorisant par A/I[T0] sous S·(T0) on obtient encore une suite exacte courte
0→ A/I[T0] T0→ A/I[T0]→ A/I ⊗S·(T0) A/I[T0]→ 0
En effet la multiplication par T0 reste injective sur A/I[T0]. On obtient donc une résolution
de A/I ⊗A/I[T0] dont on en déduit immédiatement la nullité des groupes Tor annoncée.
La construction obtenue est résumée par le diagramme suivant. On noteP := P(CX/Y⊕
OX).
X
f ′ //

P
g′

+ Y˜
h
		
// Y
s∞

P1X
j //W
φ // P1Y
X
f //
OO
Y
g
OO
Y
s0
OO
(3.6)
Le théorème suivant récapitule les propriétés de ce diagramme utiles dans la suite.
Théorème 3.3. Le diagramme (3.6) vérifie les propriétés suivantes.
a) Le diagramme est à carrés cartésiens.
b) Y , P et Y˜ sont des diviseurs de Cartier sur W .
c) j est une immersion régulière de même codimension que f .
d) f ′ est une immersion régulière de même codimension que f .
3.1.3 Propriétés de la déformation
Les notations sont celles de la section précédente.
Proposition 3.4. On note en abrégé P = P(CX/Y ⊕ OX) et P1 = P(CX/Y ).
Dans le groupe K0(W ) on a l’égalité
g∗(OY ) = g′∗(OP) + h∗(OY˜ )− k∗(OP1)
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Preuve: Y , P et Y˜ sont des diviseurs de Cartier sur W . On dispose donc des suites
exactes courtes suivantes, qui ne sont rien d’autre que des résolutions de Koszul.
0→ O(−Y )→ OW → g∗(OY )→ 0
0→ O(−P)→ OW → g′∗(OP)→ 0
0→ O(−Y˜ )→ OW → h∗(OY˜ )→ 0
En faisant le produit tensoriel des deux dernières suites exactes on obtient le complexe de
Koszul de l’intersection P1 = P ∩ Y˜ :
0→ O(−P− Y˜ )→ O(−P)⊕ O(−Y˜ )→ OW → k∗(OP1)→ 0
De plus O(−P− Y˜ ) = O(−Y ) et ce complexe de Koszul est exact car k est une immersion
fermée régulière.
On calcule alors dans K0(W )
k∗(OP1) = OW − (O(−P)⊕ O(−Y˜ )) + O(−Y )
= (OW − O(−P)) + (OW − O(−Y˜ ))− (OW − O(−Y ))
= g′∗(OP) + h∗(OY˜ )− g∗(OY )
en utilisant à nouveau les suites exactes courtes des diviseurs de Cartier. Cela conclut la
preuve.
Pour la propriété suivante de la déformation au cône normal, on commence par une
proposition générale. La preuve de cette proposition nécessitant l’usage de résolutions
globales, on se place dans les groupes Knaïf0 et non K0. Pour les applications que nous
avons en vu cela n’a pas d’importance car l’on travaille avec des schémas divisoriels.
Proposition 3.5. Soit j : P → W une immersion fermée régulière et φ : Y → W un
morphisme. On forme le carré cartésien
X
ψ

f // Y
φ

P
j //W
On suppose que f est une immersion fermée régulière de même codimension que j. Alors
pour E ∈ Knaïf0 (P )
φ∗j∗ = f∗ψ∗
dans Knaïf0 (Y ).
De plus si Z est un sous-schéma de Y disjoint de f(X) et h : Z → W le morphisme
induit par φ, alors
h∗j∗ = 0
Preuve: Soient E ∈ Knaïf0 (P ) un faisceau localement libre et
0→ En → . . .→ E0 → j∗E → 0
une résolution de j∗E par des faisceaux localement libres. Les morphismes j et f sont
des immersions régulières donc les foncteurs j∗ et f∗ sont les extensions par zéros. On en
déduit que φ∗j∗E = f∗ψ∗E.
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Pour prouver le premier point de la proposition il suffit donc de prouver que le complexe
0→ φ∗En → . . .→ φ∗E0 → φ∗j∗E → 0 (3.7)
est exact.
Localement le foncteur φ∗ revient à faire un certain produit tensoriel. On en déduit par
le formalisme de l’algèbre homologique que l’homologie du complexe (3.7) est indépendant
du choix de la résolution de j∗E par des faisceaux localement libres.
L’assertion est alors de nature locale sur W . On peut donc le supposer affine, W =
Spec(A), et P défini par un idéal régulier I dont un système minimum de générateurs est
noté a1, . . . , ad. Par ailleurs, E étant localement libre, il suffit de prouver le résultat pour
E = OP . En ce cas le faisceau j∗OP correspond à l’anneau A/I dont une résolution libre
est fournie par le complexe de Koszul K·(a1, . . . , ad) puisque j est régulière.
Le foncteur φ∗ revient à tensoriser K·(a1, . . . , ad) par l’anneau de Y . Localement, si
Y = Spec(B), en notant I¯ = IB et a¯i l’image de ai dans B, on étudie donc l’acyclicité du
complexe
0→ Kd(a¯1, . . . , a¯d)→ . . .→ K0(a¯1, . . . , a¯d)→ B/I¯ → 0
On a supposé que f était une immersion régulière de même codimension que j : a¯1, . . . , a¯d
est donc un système minimum de générateurs de l’idéal I¯ de X dans Y . Et donc, comme
f est supposée régulière, le complexe de Koszul associé est exact.
Cela prouve le premier point de la proposition. Le second en est alors une conséquence
immédiate.
Pour les deux corollaires suivants on reprend les notations de 3.1.2.
Corollaire 3.6. Soit E ∈ Knaïf0 (X). Alors il existe F ∈ Knaïf0 (W ) tel que
f∗(E) = g∗(F ) et f ′∗(E) = g′∗(F )
Preuve: On note pX : P1X → X la projection et on pose F = j∗(p∗X(E)) On applique
la proposition 3.5 aux deux carrés cartésiens
X
f //
s0

Y
g

P1X
j //W
X
f ′ //
s∞

P(CX/Y ⊕ OX)
g′

P1X
j //W
On en déduit que g∗(F ) = g∗(j∗(p∗XE)) = f∗(s∗0p∗XE) = f∗(E), et de même pour l’autre
carré cartésien.
Corollaire 3.7. Soient E ∈ Knaïf0 (X) et F ∈ Knaïf0 (W ) donnés par le corollaire 3.6. Alors
h∗(F ) = 0 et k∗(F ) = 0
Preuve: L’immersion fermée régulière f ′ : X ↪→ P(CX/Y ⊕ OX) se factorise par
V(CX/Y ⊕OX) et le résultat est alors une application de la deuxième partie de la propo-
sition 3.5.
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3.2 Preuve du théorème
Soit f : X ↪→ Y une immersion fermée régulière.
On commence par traiter le cas de l’immersion régulière définie par la section nulle
f ′ : X ↪→ P(CX/Y ⊕ OX). On note en abrégé P = P(CX/Y ⊕ OX).
On rappelle qu’à P est associée la suite exacte courte universelle
0→ Q → p∗(CX/Y )⊕ OP → OP(1)→ 0
où p est la projection P(CX/Y ⊕ OX)→ X.
Proposition 3.8. Soit E ∈ K0(X). Alors, pour k > 2
ψk(f ′∗(E)) = f ′∗(θk(CX/Y )ψk(E))
Preuve: Soit donc E ∈ K0(X). Comme f ′ est une section de p, f ′∗ est surjectif et il
existe donc F ∈ K0(P) tel que E = f ′∗(F ). On calcule alors, pour k > 2
ψk(f ′∗(E)) = ψk(f ′∗(f ′∗F ))
= ψk(F · f ′∗(OX)) d’après 1.15.
= ψk(F )ψk(f ′∗(OX))
= ψk(F )ψk(Λ−1(Q)) car le complexe (3.2) est exact.
= ψk(F )Λ−1(Q)θk(Q) d’après 1.11.
= ψk(F )f ′∗(OX)θk(Q)
= f ′∗(f ′∗(ψk(F ))f ′∗(θk(Q))) d’après 1.15.
= f ′∗(ψk(f ′∗F )θk(f ′∗Q))
= f ′∗(ψk(E)θk(CX/Y )) par définition de F et d’après 3.1.
ce qui conclut la preuve.
Revenons maintenant à notre immersion fermée régulière initiale f : X ↪→ Y . On
considère le diagramme de la déformation au cône normal construit dans la section 3.1.
X
f ′ //

P
g′

+ Y˜
h
		
// Y
s∞

P1X
j //W
φ // P1Y
X
f //
OO
Y
g
OO
Y
s0
OO
Pour éviter une confusion au niveau des notations, dans la proposition suivante on
note i l’entier que l’on avait jusqu’alors noté k.
Théorème 3.9. Soit E ∈ K0(X). Alors pour i > 2
ψi(f∗(E)) = f∗(θi(CX/Y )ψi(E))
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Preuve: Soit E ∈ K0(X). D’après le corollaire 3.6, comme K0(X) = Knaïf0 (X) car X
est divisoriel, il existe F ∈ Knaïf0 (W ) tel que f∗(E) = g∗(F ) et f ′X(E) = g′∗(F ). On calcule
alors
g∗ψi(f∗(E)) = g∗ψi(g∗(F ))
= g∗g∗(ψi(F ))
= ψi(F )g∗(OY ) d’après 1.15.
= ψi(F )(g′∗(OP) + h∗(OY˜ )− k∗(OP1)) d’après la prop. 3.4.
= g′∗(g′∗ψi(F )) + h∗(h∗ψi(F ))− k∗(k∗ψi(F )) d’après 1.15.
= g′∗(ψi(g′∗F )) + h∗(ψi(h∗F ))− k∗(ψi(k∗F ))
= g′∗(ψi(g′∗F )) d’après 3.7.
= g′∗ψi(f ′∗(E)) par définition de F .
On applique alors la section pi de g. On calcule
ψi(f∗(E)) = pi∗g∗ψi(f∗(E))
= pi∗g′∗ψi(f ′∗(E))
= pi∗g′∗f ′∗(θi(CX/Y )ψi(E)) d’après la prop. 3.8.
= f∗(θi(CX/Y )ψi(E)) car pig′f ′ = f .
ce qui conclut la preuve.

Chapitre 4
Preuve des théorèmes 2.7 et 2.9
La preuve des théorèmes 2.7 et 2.9 repose pour l’essentiel sur un résultat d’invariance
de la K-théorie.
On commence par énoncer ce résultat avant de passer aux preuves des théorèmes
proprement dits.
4.1 Un résultat d’invariance
Dans [32] Thomason et Trobaugh démontrent le résultat d’invariance suivant pour la
K-théorie – il s’agit du théorème 9.6 de [32].
Théorème 4.1 (Thomason-Trobaugh). Soit Z un schéma quasi-compact et quasi-séparé
de caractéristique p > 0. Alors
1. La projection pi : X[T ]→ X induit une équivalence d’homotopie
KB(Z)
[1
p
]
∼→ KB(Z[T ])
[1
p
]
2. Pour S · un faisceau quasi-cohérent de OZ-algèbres graduées avec S 0 = OZ la pro-
jection induit une équivalence d’homotopie
KB(Z)
[1
p
]
∼→ KB(Spec(S ·))
[1
p
]
3. Si pi : W → Z est un torseur pour un fibré vectoriel sur Z, alors pi induit une
équivalence d’homotopie
pi∗ : KB(Z)
[1
p
]
∼→ KB(W )
[1
p
]
Esquisse de preuve: On commence par prouver le point 1). Suivant la méthode expliquée
à la suite du théorème 1.23 on peut se ramener au cas affine – cela vient de ce que la
formation de Hˇ·(U , ) commute avec le produit tensoriel par Z[1/p]. Le résultat découle
alors de [34] 5.2.
Le point 2) se déduit alors de 1). On va montrer que la section nulle X → Spec(S ·)
induite par S ·  S 0 = OX définit un inverse à l’équivalence d’homotopie de 2). On
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considère la flèche S · → S ·[T ] qui envoie s ∈ S n sur sTn, et la flèche induite au
niveau des spectres Spec(S ·[T ]) → Spec(S ·). Quand on compose cette flèche avec la
section pour T = 1 Spec(S ·) → Spec(S ·[T ]) on obtient l’identité de Spec(S ·), tandis
que composée avec la section pour T = 0 on obtient la composée Spec(S ·) → X →
Spec(S ·) où la première flèche est la projection, et la seconde la section nulle. Par ailleurs,
les deux sections considérées, pour T = 0 et pour T = 1, définissent des applications
homotopes KB(Spec(S ·[T ]))[1/p]→ KB(Spec(S ·))[1/p] car elles définissent toutes deux
des inverses pour l’équivalence d’homotopie de 1) appliquée à Spec(S ·). Ainsi la composée
KB(Spec(S ·))[1/p]→ KB(X)[1/p] → KB(Spec(S ·))[1/p] est homotope à l’identité. Par
ailleurs la composée X → Spec(S ·) → X, où la première flèche est la section nulle et la
seconde la projection, est égale à l’identité, ce qui achève de prouver le point 2).
Pour prouver 3) on se ramène au cas affine. Les torseurs sous un fibré vectoriel V(E )
sont classifiés par le groupe de cohomologie H1(X,E ∨). Pour X affine ce groupe est nul et
donc W est le torseur trivial, W = V(E ) = Spec(Sym·(E )) et le résultat découle du point
2.
Dans le cas d’un schéma divisoriel ce résultat va pouvoir se combiner avec la variante
suivante de l’astuce de Jouanolou, due à Thomason.
Proposition 4.2 (Thomason). Soit X un schéma divisoriel. Alors il existe un torseur
affine sur X pour un fibré vectoriel sur X.
Preuve: X étant divisoriel il existe des sections globales s0, . . . , sN de faisceaux in-
versibles L0, . . . ,LN telles que les Xsi soient affines et recouvrent X. Notons alors s
l’application
s = (s0, . . . , sN ) : OX → E
avec E = ⊕iLi. Sur chaqueXsi on peut définir une application pi : E → OX , (l0, . . . , ln) 7→
lis
−1
i telle que pi ◦ s = idXsi , i.e. s est un monomorphisme scindé sur chaque Xsi . On en
déduit l’existence d’une suite exacte
0→ OX s→ E → F → 0
avec F le conoyau de s qui est alors un faisceau localement libre de rang N .
Soit donc W = P(E )−P(F ) et pi : W → X.
W est alors un torseur sur X pour le fibré vectoriel V(F ).
En effet, en se restreignant à un ouvert affine U = SpecA de X
W = Spec(A[s0, . . . , sN ]/(s− 1)) et V(F ) = Spec(A[s0, . . . , sN ]/(s))
L’action deV(F ) surW est alors donnée parW×V(F )→W , (x0, . . . , xN , y0, . . . , yN ) 7→
(x0 + yN , . . . , xN + yN ) et cette action est clairement libre et transitive.
Par ailleurs, la description de W comme W = Spec(Sym·(E )/(s)) implique que pi est
affine.
Pour finir, le caractère affine de W découle alors du critère [16] II §2 Ex. 2.17 : les sec-
tions s0, . . . , sN définissent des éléments f0, . . . , fN de Γ(W,OW ) qui vérifient f0+. . .+fN =
1 et les schémas Wfi = pi−1(Xsi)fi sont tous affines – ce sont des localisés des schémas
affines pi−1(Xsi).
En combinant le théorème 4.1 avec la proposition 4.2 on en déduit que tout schéma de
caractéristique positive a la même K-théorie lorsque l’on inverse p qu’un schéma affine :
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Proposition 4.3. Soit X un schéma divisoriel de caractéristique p > 0. Alors il existe
un schéma affine X0 tel que l’on a un isomorphisme
K0(X)
[1
p
]
∼→ K0(X0)
[1
p
]
4.2 Preuve des théorèmes
4.2.1 Le théorème 2.7
La démonstration du 2.7 est immédiate à partir de la proposition 4.3.
Soient donc X un schéma de caractéristique p > 0 et X0 un schéma affine tel que
K0(X)[1/p] ∼→ K0(X0)[1/p], donné par la proposition 4.3.
Un schéma affine est muni d’un fibré ample donc en vertu de [2] Exp. VI 6.1 l’idéal
F 1K0(X0) est un nil-idéal. Cela implique que la γ-filtration de K0(X0) est localement
nilpotente.
On en déduit alors que la γ-filtration de K0(X)[1/p] est également localement nilpo-
tente. Cela prouve le théorème 2.7.
4.2.2 Le théorème 2.9
On considère un morphisme propre et lisse f : X → Y entre deux schémas divisoriels
de caractéristique p > 0.
On va prouver l’égalité
ψp(f∗(E)) = f∗(θp(Ωf )−1 · ψp(E)) (4.1)
dansK0(Y )[1p ] et pour E ∈ K0(X) – Ωf désigne le faisceau des différentielles du morphisme
f .
Remarquons que pour prouver cette égalité il est nécessaire de pouvoir inverser l’élé-
ment θp(Ωf ) dans K0(X)[1/p]. Cela est le cas dès que la γ-filtration est localement nilpo-
tente dans K0(X)[1/p] en vertu du lemme – classique – suivant.
Lemme 4.4. Soit X un schéma quasi-compact et z ∈ K0(X) de λ-dimension finie égale
à n. Si F 1K0(X)[1/n] est un nil-idéal, alors z est inversible dans K0(X)[1/n].
Preuve: On calcule formellement
1
z
= − 1
n− (z − n) =
1
n
(
1 + z − n
n
+ (z − n)
⊗2
n2
+ . . .
)
et la somme entre parenthèse est finie puisque (z − n)/n est dans F 1K0(X)[1/n], qui est
un nil-idéal.
Sous les hypothèses du théorème 2.9, le schéma X vérifie effectivement le théorème 2.7
et nous avons en fait vu que F 1K0(X)[1/p] est un nil-idéal. Quand à θp(Ωf ), son rang est
une puissance de p...
Une fois cette remarque faite, nous pouvons appliquer la méthode proposée par les
auteurs de [23]. En effet la seule différence entre notre situation et la situation considérée
dans cet article est la présence d’un fibré ample sur Y . Mais cette hypothèse n’est faite
que dans le but de pouvoir inverser l’élément θp(Ωf )−1. On vient de voir que l’on pouvait
inverser cet élément sans la présence d’un fibré ample.
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Rappelons les principales étapes du raisonnement dans [23].
La preuve repose sur un calcul direct pour établir la formule (4.1), en construisant
explicitement un fibré localement libre représentant l’élément θp(Ωf ) dans K0(X).
En effet, pour tout faisceau cohérent localement libre E sur un schéma Z de caracté-
ristique p > 0, on considère l’algèbre symétrique de E , Sym·(E ), et le faisceau d’idéaux
JE engendré par les sections ep de Symp(E ) pour toutes les sections e de E , et l’on pose
τ(E ) := Sym·(E )/JE
Alors
τ(E ) = θp(E ) dans K0(Z) (4.2)
La preuve de cette égalité se base sur la description locale de JE : si e1, . . . , er est une
base locale de E , JE est engendré par les sections ep1, . . . , epr . Muni de cette description
il est facile de voir que τ vérifie les trois propriétés qui déterminent θp uniquement, d’où
l’identification des deux.
Une fois cela remarqué, on revient à notre morphisme propre et lisse f : X → Y où Y
est un schéma de caractéristique p > 0 muni d’un fibré ample.
On considère alors le diagramme commutatif
X
F //
g
  
FX
  
X ′ J //
f ′

X
f

Y
FY // Y
où FY (resp. FX) désigne le morphisme de Frobenius absolu de Y (resp. X) et F le
morphisme de Frobenius relatif de X sur Y .
On note I le noyau du morphisme naturel F ∗F∗OX → OX et Gr(F ∗F∗OX) :=
⊕k>0I k/I k+1.
Par ailleurs, comme le morphisme f est lisse, le faisceau Ωf est localement libre. On
note r son rang.
Le résultat clé de [23] est alors (Proposition 3.2 dans [23])
Proposition 4.5. a) Il y a un isomorphisme naturel de OX-modules
Ωf
∼→ I /I 2
b) Il y a un isomorphisme naturel d’OX-algèbres graduées
τ(I /I 2) ∼→ Gr(F ∗F∗OX)
Preuve: On se contente de rappeler la définition des deux flèches. Pour la première,
on dispose d’une flèche naturelle Ωf  ΩF (cf. par exemple [16] II Proposition 8.3). Par
ailleurs, le morphisme F est affine – c’est un morphisme fini, cf. [8] 1.1 p. 249 – d’où un
isomorphisme canonique
Spec(F ∗F∗OX) ∼→ X ×X′ X
En particulier le morphisme naturel F ∗F∗OX → OX correspond via l’isomorphisme précé-
dent au plongement diagonal X ↪→ X ×X′ X et donc I /I 2 est naturellement isomorphe
à ΩF , d’où la flèche annoncée Ωf  I /I 2.
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Pour la deuxième flèche, le plongement I /I 2 ↪→ Gr(F ∗F∗OX) se prolonge, par pro-
priété universelle de l’algèbre symétrique, en une flèche Sym·(I /I 2) → Gr(F ∗F∗OX).
On vérifie alors par un petit calcul que cette flèche se factorise par JI /I 2 et on obtient
la flèche annoncée τ(I /I 2)→ Gr(F ∗F∗OX)
Pour les détails et le fait que ces deux flèches sont des isomorphismes, cf. [23] Propo-
sition 3.2.
Pour conclure la preuve de l’égalité (4.1) il n’y a plus qu’à mener un petit calcul.
Remarquons au préalable que l’élément F∗OX est inversible dans K0(X ′)[1/p] d’après [23]
Lemmes 3.1 et 3.3.
Soit donc E ∈ K0(X), alors
ψp(f∗(E)) = F ∗Y f∗(E) car ψp = F ∗Y dans K0(Y )
= f ′∗(J∗(E)) d’après la proposition 1.16
= f ′∗((F∗OX) · (F∗OX)−1 ⊗ J∗(E))
= f ′∗F∗(F ∗(F∗OX)−1 · F ∗J∗(E)) d’après la prop. 1.15.
= f∗((F ∗F∗OX)−1 · F ∗X(E)) en simplifiant
Alors, on calcule dansK0(X), en combinant la proposition 4.5 et l’égalité (4.2) F ∗F∗OX =
Gr(F ∗F∗OX) = τ(I /I 2) = θp(I /I 2) = θp(Ωf ) et cela achève la preuve de la formule
annoncée
ψp(f∗(E)) = f∗(θp(Ωf )−1 · ψp(E))
Cela conclut la preuve du théorème 2.9.

Chapitre 5
Preuve du théorème 2.10
On rappelle, pour la convenance du lecteur, l’énoncé du théorème dont la preuve fait
l’objet du présent chapitre.
Théorème 5.1. Soient X et Y deux schémas divisoriels.
On suppose que Y est un schéma régulier noethérien et séparé et qu’il existe une flèche
Y → Spec(OQ(µk)[1/k]).
Soit f : X → Y un morphisme propre et lisse. On note Ωf son faisceau des différen-
tielles.
Alors la formule
ψk(f∗(E)) = f∗(θk(Ωf )−1 · ψk(E)) (5.1)
est vérifiée dans K0(Y )
[ 1
k
]
pour tout E dans K0(X).
Notre preuve va suivre la méthode proposée par Nori dans [22]. Dans cet article Nori
considère des schémas sur un corps tandis que nous considérons ici le cas d’une base beau-
coup plus générale.
5.1 Schémas en groupes et action de groupe
Dans ces rappels, on adopte assez souvent le point de vue fonctoriel développé dans
[9] que l’on utilise comme principale référence.
Dans tout ce qui suit on fixe un schéma de base S.
5.1.1 Schémas en groupes
Soit G un S-schéma. On dit que G est un schéma en groupes si pour tout schéma S′
sur S l’ensemble G(S′) des points de G à valeurs dans S′ est muni d’une structure de
groupe, fonctoriellement en S′.
Il revient au même de se donner des morphismes de S-schémas
µ : G×S G→ G et eG : S → G (5.2)
qui vérifient les axiomes habituels – cf. [9] Exp. I 2.1.1.
Si H est un deuxième schéma en groupes, on dit qu’un morphisme H → G est un
morphisme de schémas en groupes si H(S′) → G(S′) est un morphisme de groupes pour
tout schéma S′ sur S.
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On dit que H est un sous-groupe fermé de G s’il existe une immersion fermée H → G
qui soit un morphisme de schémas en groupe.
Dans le cas où G est affine sur S, on dispose d’une description supplémentaire de la
structure de schéma en groupes.
Si T est un schéma affine sur S, en notant f : T → S le morphisme structural, la OS-
algèbre A (T ) = f∗(OT ) est quasi-cohérente. On définit ainsi une équivalence de catégories
T 7→ A (T ) de la catégorie des schémas affines sur S sur la catégorie des OS-algèbres
quasi-cohérentes – un quasi-inverse est fourni par A 7→ Spec(A ).
Le fait que G soit un schéma en groupes affine sur S se traduit par le fait supplé-
mentaire que la OS-algèbre quasi-cohérente A (G) est munie d’une structure d’algèbre
de Hopf commutative, c’est-à-dire de trois morphismes, une application diagonale, une
augmentation et un antipode
∆ : A (G)→ A (G)⊗OS A (G), ε : A (G)→ OS et ι : A (G)→ A (G)
correspondant aux morphismes (5.2) et à l’inverse. En particulier ∆ et ε vérifient des pro-
priétés équivalentes à celles de µ et eG – cf. [9] Exp. I 4.2.
Dans la suite on s’intéressera particulièrement à deux types de groupes : les groupes
constants et les groupes diagonalisables.
Groupes constants. Pour tout ce qui suit la référence est [9] Exp. I 1.8 & 4.1.
Soit E un ensemble. On définit ES comme la somme directe d’une famille d’objets
(Si)i∈E avec Si isomorphe à S pour tout i. On dispose d’une projection canonique ES → S
définie par la propriété universelle de la somme directe.
Pour S′ un schéma sur S, E′S = (ES) ×S S′. Plus généralement le foncteur E 7→ ES
commute aux limites projectives finies.
ES représente le foncteur qui à un schéma S′ sur S associe les applications localement
constantes de l’espace topologique S′ dans l’ensemble E. En particulier, pour S′ connexe,
ES(S′) = E.
De la description schématique de ES on déduit que A (ES) = O(E)S . En particulier,
quand E est un ensemble fini de cardinal n on a A (ES) = OnS .
Dans le cas où E = G est un groupe on voit, du fait que E 7→ ES commute aux limites
projectives finies ou de la description du foncteur des points de ES , que GS est un schéma
en groupes.
Groupes diagonalisables. Pour tout ce qui suit la référence est [9] Exp. I 4.4.
Soit M un groupe abélien dont la loi sera notée additivement. Pour S un schéma on
définit
D(M)(S) := Homgroupes(M,Gm(S))
C’est un foncteur de la catégorie des schémas dans la catégorie des groupes et il est
représentable par un schéma en groupes, encore noté D(M). En effet,
D(M)(S) = Homgroupes(M,Γ(S,OS)×) = HomAlg.(Z[M ],Γ(S,OS))
par propriété universelle de l’algèbre Z[M ].
Le schéma D(M) est affine sur Z, et on en déduit pour tout schéma S l’existence d’un
schéma en groupes affine sur S
DS(M) = D(M)×Z S
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On définit ainsi un foncteur DS : M → DS(M) de la catégorie des groupes abéliens
dans la catégorie des schémas en groupes affines sur S. Un schéma en groupes de la forme
DS(M) pour M un groupe abélien est appelé groupe diagonalisable sur S.
Le schéma en groupe DS(M) est associé à la OS-bigèbre OS [M ]. L’application diago-
nale et l’augmentation sont définies par
∆(x) = x⊗ x et ε(x) = 1 pour x ∈M
Par ailleurs, les sous-groupes fermés de G sont des groupes diagonalisables en corres-
pondance biunivoque avec les quotients M/M ′ de M . A un tel quotient correspond le
groupe DS(M/M ′). Pour plus de détails à ce propos, cf. [9] Exp. VII 1.4 & 3.2.
Un exemple de groupe diagonalisable essentiel dans la suite est le groupe des racines
n-ièmes de l’unité. On pose
µn = D(Z/nZ)
soit pour un schéma S
µn(S) = Homgroupes(Z/nZ,Γ(S,OS)×) = {f ∈ Γ(S,OS)|fn = 1}
Le groupe µn,S correspond donc à la OS-algèbre OS [Z/nZ] = OS [T ]/(Tn − 1).
5.1.2 G-modules
Soit G un schéma en groupes sur S.
Soit F un OS-module. Une structure de G-OS-module sur F est la donnée pour tout
schéma S′ sur S d’un morphisme de groupes
G(S′)→ AutOS′ (F ⊗OS OS′)
fonctoriellement en S′. Pour d’autres définitions équivalentes on pourra consulter [9] Exp.
I 4.7.1.
En particulier, quand G est affine sur S, la donnée de tels morphismes, fonctoriellement
en S′, est équivalente à la donnée d’un morphisme de OS-modules
µ : F → F ⊗OS A (G)
qui définit surF une structure de comodule à droite sur la bigèbreA (G). Pour la définition
exacte de cette structure, cf. [9] Exp. I 4.7.2.
On a également une notion de morphisme qui permet de définir la catégorie des G-OS-
modules et la sous-catégorie des G-OS-modules quasi-cohérents.
Un cas particulier important dans la suite est celui où G = GS est un groupe constant.
Pour se donner la famille de morphismes
GS(S′)→ AutOS′ (F ⊗OS OS′)
on peut, sans perte de généralité, supposer que S′ est connexe. Alors GS(S′) = G et se
donner une structure de G-module sur F revient à se donner des morphismes naturels en
S′
G→ AutOS′ (F ⊗OS OS′)
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Cela revient, d’après le lemme de Yoneda, à se donner pour tout g ∈ G des isomorphismes
gF : F
∼→ F
qui vérifient (gh)F = gFhF et 1F = idF .
Dans la suite, quand on travaillera avec un tel groupe constant GS , on définira le plus
souvent des structures de GS-modules de cette façon.
Si G est un groupe diagonalisable, G = DS(M), la structure des G-modules est parti-
culièrement agréable. En ce cas
F ⊗A (G) =
⊕
m∈M
F ⊗mOS
et se donner un morphisme
µ : F → F ⊗A (G)
revient à se donner une famille d’endormorphismes (µm)m∈M de F qui pour toute section
x de F sur un ouvert de S définit une section (µm(x)) de
⊕
m∈M F ⊗mOS par
µ(x) =
∑
m∈M
µm(x)⊗m
Le fait que µ définisse une structure de A (G)-comodule sur F revient à dire que les µm
sont des projecteurs deux-à-deux orthogonaux. En notant Fm l’image de µm on en déduit
donc que
F =
⊕
m∈M
Fm
Cela prouve que si G = DS(M) est un groupe diagonalisable, la catégorie des G-OS-
modules est équivalente à la catégorie des OS-modules gradués de type M .
Module induit. On suppose que G est affine sur S – cette hypothèse est en fait inutile
mais simplifie la présentation tout en couvrant les cas rencontrés dans la suite. Pour plus
de détails, cf. [9] Exp. I 5.2.
On va définir un foncteur de la catégorie des OS-modules quasi-cohérents dans la
catégorie des G-OS-modules quasi-cohérents.
Soit donc F un OS-module quasi-cohérent. On pose
IndG(F ) := F ⊗OS A (G)
et on définit une structure de G-OS-module sur IndG(F ) par
idF ⊗∆ : IndG(F )→ IndG(F )⊗OS A (G)
(On rappelle que ∆ : A (G)→ A (G)⊗OS A (G) est la comultiplication de A (G).)
Suivant le contexte et si le groupe G avec lequel on travaille est clair, on écrira Ind(F )
au lieu de IndG(F ).
Le foncteur IndG ainsi défini est adjoint à droite du foncteur d’oubli de la catégorie
des G-OS-modules quasi-cohérents dans la catégorie des OS-modules, c’est-à-dire que pour
tout G-OS-module F ′ quasi-cohérent la flèche
HomG-OS-Mod.(F ′, IndG(F ))→ HomOS (F ′,F )
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est bijective.
Regardons une fois de plus ce que donne cette opération dans le cas d’un groupe
constant et dans le cas d’un groupe diagonalisable.
Si G = GS est un groupe constant, alors, pour F un OS-module
IndG(F ) =
⊕
g∈G
Fg (5.3)
avec Fg = F pour tout g. GS agit alors sur IndG(F ) par permutation des facteurs :
h ∈ G définit un morphisme
hF : IndG(F )→ IndG(F ) (5.4)
qui envoie le facteur Fg identiquement dans Fgh−1 .
Soit maintenant G = DS(M) un groupe diagonalisable. Pour F un OS-module, la
flèche
IndG(F )→ IndG(F )⊗A (G)
envoie x⊗m sur x⊗m⊗m et donc pour tout m ∈M
IndG(F )m = F ⊗mOS (5.5)
5.1.3 Actions de groupe et modules G-équivariants
Soit X un schéma sur S.
Une G-action sur X est la donnée d’un S-morphisme
λ : G×S X → X
qui vérifie les axiomes habituels d’une action de groupe : associativité et action triviale de
l’unité. On note pX : G×S X → X → X la seconde projection.
Une manière équivalente de définir une telle action est de se donner, pour tout schéma
S′ sur S un morphisme de groupes
G(S′)→ AutS′(XS′)
de manière fonctorielle en S′.
Une fois de plus considérons en particulier le cas d’un schéma en groupes constants
G = GS . Comme précédemment on peut sans perte de généralité se limiter aux schémas
S′ connexes et cela revient à se donner une famille de morphismes de groupes
G = GS(S′)→ AutS′(XS′)
Se donner une telle action revient donc, à nouveau, à se donner pour tout g ∈ G un
isomorphisme de S-schémas
gX : X → X (5.6)
qui vérifie 1X = idX et (gh)X = gXhX pour g, h ∈ G.
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Dans les cas particuliers que nous rencontrerons par la suite nous procéderons toujours
ainsi pour définir l’action d’un groupe constant sur X.
Si Y est un autre S-schéma muni d’une action de G, on dira qu’un S-morphisme
f : X → Y est équivariant s’il commute à l’action de G.
En particulier, dans le cas où X et Y sont deux schémas munis de l’action d’un groupe
constant définis par des morphismes gX et gY comme en (5.6) f : X → Y est un mor-
phisme équivariant si et seulement si f ◦ gX = gY ◦ f .
On va maintenant définir la notion de OX -module G-équivariant en suivant [9] Exp. I
6.5.
Soit donc F un OX -module. Une structure de OX -module G-équivariant sur F est la
donnée pour tout morphisme (g, x) : U → G×S X d’un isomorphismes de OU -modules
Λx(g) : x∗F ∼→ (gx)∗F
qui vérifie Λx(1) = id et Λhx(g) ◦ Λx(h) = Λx(gh) – on note gx le morphisme λ ◦ (g, x) :
U → X.
En particulier si l’on applique cela au morphisme identité de G ×S X on en déduit
l’existence d’un isomorphisme
θ : λ∗(F ) ∼→ p∗X(F ) (5.7)
qui vérifie la condition de cocycle sur G×S G×S X
(p∗23θ) · ((1× λ)∗θ) = (m× 1)∗θ (5.8)
où m : G ×S G → G est la multiplication de G et p23 : G ×S G ×S X → G ×S X et
p2 : G×S X → X les projections évidentes.
Cette définition, par l’isomorphisme θ est en particulier celle que l’on trouve dans
[20] chap. 1 §3.
Encore une fois, on s’intéresse au cas d’un schéma en groupes constant, soit G = GS
pour G un groupe. L’action sur X est donc définie par la donnée d’isomorphismes
gX : X → X
pour tout g dans G.
Alors, définir une structure de OX -module G-équivariant sur F revient à se donner
des isomorphismes
Λ(g) : F ∼→ g∗XF (5.9)
qui vérifient Λ(1) = idF et Λ(gh) = h∗XΛ(g) ◦ Λ(h). Pour U un schéma, que l’on peut
supposer connexe sans perte de généralité, et un U -point x : U → X de X on définit alors
Λx(g) comme x∗Λ(g).
En particulier quand l’action de G sur X est triviale, c’est-à-dire gX = idX pour tout
g, on retrouve la construction que l’on avait donnée en ce cas d’un G-OX -module, avec
Λ(g) = gF .
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Module équivariant induit. On va proposer dans ce qui suit une construction ad hoc
de module équivariant induit.
On se place dans le cas d’un schéma en groupes constant G = GS et d’une G-action
sur X définie par la donnée de morphismes gX comme en (5.6).
Soit alors F un OX -module. On pose
IndG(F ) =
⊕
g∈G
g∗XF =
⊕
g∈G
g∗XFg avec Fg = F pour tout g
Dans le cas où l’action de G sur X est triviale on retrouve la définition 5.3 d’où le choix
de la notation.
On définit alors une structureG-équivariante sur Ind(F ) en se donnant des morphismes
Λ(g) comme en (5.9) :
Λ(h) :
⊕
g∈G
g∗XF = IndG(F )
∼→ h∗XIndG(F ) =
⊕
g∈G
(gh)∗XFg =
⊕
g∈G
g∗XFgh−1
Λ(h) permute les facteurs et envoie identiquement g∗XFg dans g∗XFgh−1 . En particulier
quand l’action sur X est triviale on retrouve la structure de G-module (5.4).
De même que précédemment, si le groupe G avec lequel on travaille ne prête pas à
confusion, on notera Ind(F ) plutôt que IndG(F ).
Si f : X → Y est un morphisme G-équivariant entre deux espaces munis d’actions de
G définies par des morphismes gX et gY , et si F est un OY -module, il est évident à partir
de la définition que
IndG(f∗F ) = f∗IndG(F ) (5.10)
5.2 K-théorie équivariante et formule de Lefschetz
Notation 5.2. Dans ce paragraphe on va construire des groupes deK-théorie équivariante
en termes de fibrés. Pour que ces groupes soient compatibles avec les groupes de K-théorie
habituels, il faut donc travailler avec ce que nous avons noté jusqu’à présent Knaïf0 et Gnaïf0 .
Afin d’alléger les notations et en rupture avec les notations établies jusqu’à présent nous
noterons désormais, et ce jusqu’à la fin du chapitre, ces groupes K0 et G0 respectivement.
Cet abus de notations n’est pas gênant pour le résultat que nous voulons démontrer :
les schémas X et Y du théorème 5.1 sont supposés divisoriels d’où des isomorphismes
Knaïf0 (X)
∼→ K0(X) et Knaïf0 (Y ) ∼→ K0(Y ).
Dans tout ce qui suit on se place sur un schéma de base S supposé noethérien et séparé.
Soient G un schéma en groupes plat, séparé et de type fini sur S et X un schéma
séparé et de type fini sur S muni d’une action de G.
On considère la catégorie abélienne des OX -modules cohérents G-équivariants. La mé-
thode de Quillen – cf [24] – lui associe alors un spectre dont on notera G∗(G,X) le groupe
gradué abélien associé : ce sont les G-groupes équivariants algébriques de (G,X).
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Si on considère la catégorie abélienne des OX -modules cohérents localement libres, on
obtient de la même manière les K-groupes équivariants algébriques de (G,X) et on note
K∗(G,X) le groupe abélien gradué correspondant.
Pour connaître les principales propriétés de ces constructions on peut consulter [30] et
[29] §1. On retrouve peu ou prou les principales propriétés de la K-théorie classique dans
un cadre équivariant.
Le produit tensoriel muni K∗(G,X) d’une structure d’anneau et G∗(G,X) est un mo-
dule sur cet anneau. Le groupe K∗(G,X) définit un foncteur contravariant en le couple
(G,X) tandis que G∗(G,X) est contravariant en G et covariant en X relativement aux
morphismes propres G-équivariants – remarquons que pour définir l’image directe pour un
morphisme propre on est obligé d’utiliser les technique de Waldhausen [33] pour définir
la K-théorie ; elle coïncide alors avec celle définie par Quillen du fait de l’hypothèse noe-
thérienne, cf [29] 1.13 pour les détails. Pour un tel morphisme propre et G-équivariant
f : X → X ′ l’image directe est définie par l’image dérivée des faisceaux cohérents,
c’est alors un morphisme de K∗(G,X ′)-modules en vertu de la formule de projection.
Par ailleurs, G∗(G,X) est également un foncteur contravariant en X relativement aux
morphismes plats G-équivariants.
Un théorème fondamental pour ces groupes équivariants est le théorème de localisation
suivant.
Théorème 5.3. Soit S un schéma noethérien et séparé.
Soient G un schéma en groupes plat, séparé et de type fini sur S et X un schéma séparé
et de type fini sur S muni d’une action de G.
Si i : Y ↪→ X est une immersion fermée G-équivariante dont le complément ouvert est
j : U → X alors il existe une suite exacte de K∗(G,X)-modules
. . . Gn(G, Y )
i∗→ Gn(G,X) j
∗
→ Gn(G,U) ∂→ Gn−1(G, Y )→ . . .
Preuve: cf. [30] 2.7 p. 548.
Quand le schémaX est régulier on dispose du résultat classique suivant qui nous servira
dans la suite.
Théorème 5.4. Soit S un schéma noethérien et séparé.
Soien G un schéma en groupes plat, séparé et de type fini sur S et X un schéma séparé
et de type fini sur S muni d’une action de G.
On suppose en outre que G est un groupe diagonalisable et que X est un schéma
régulier.
Alors l’inclusion de la catégorie des OX-modules cohérents localement libres G-équiva-
riants dans la catégorie des OX-modules cohérents G-équivariants induit un isomorphisme
K∗(G,X) ∼→ G∗(G,X)
Preuve: cf. [30] 5.7 & 5.8 p. 560.
Nous aurons également besoin d’un autre résultat classique de K-théorie qui reste
valable dans le cas équivariant.
Théorème 5.5. Soit S un schéma noethérien et séparé.
Soient G un schéma en groupes plat, séparé et de type fini sur S et X un schéma séparé
et de type fini sur S muni d’une action de G.
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Soit F un faisceau cohérent localement libre de rang r et G-équivariant sur X. On pose
Y = P(F ). Le schéma Y est muni d’une G-action induite par celle sur X. Alors le mor-
phisme structural f : Y → X fait de K0(G, Y ) une K0(G,X)-algèbre par f∗ : K0(G,X)→
K0(G, Y ) et K0(G, Y ) est un K0(G,X)-module libre de base OY ,OY (1), . . . ,OY (r − 1).
Preuve: cf. [30] 3.1. p. 549.
Comme cela est remarqué dans loc. cit. ce théorème s’accompagne de toutes ses consé-
quences habituelles : existence d’une λ-structure, principe de scindage, etc. Pour plus de
détails à ce propos, cf. [2] Exp. VI.
On va maintenant démontrer une formule de Lefschetz-Riemann-Roch qui nous sera
utile dans la suite. On se place désormais dans le cas où G est un groupe diagonalisable
sur S, G = DS(M).
Pour X séparé et de type fini sur S on commence par définir l’espace des points fixes
de X sous G. On le définit par son foncteur des points : on définit un foncteur XG de la
catégorie des schémas sur S dans la catégorie des ensembles par la formule
XG(S′) = {x ∈ X(S′)|xS′′ est invariant sous G(S′′) pour tout S′′ → S′ au dessus de S}
Ce foncteur est représentable par un sous-schéma fermé de X car G est un groupe dia-
gonalisable et X est séparé sur S – cf. [9] Exp. VIII 6.3, 6.4 & 6.5 d. On note XG le
sous-schéma fermé de X qui représente le foncteur XG et i : XG ↪→ X l’immersion fermée
associée.
La proposition suivante résume certaines des propriétés de cette immersion dont nous
aurons besoin dans la suite.
Proposition 5.6. Soit G = DS(M) un groupe diagonalisable de type fini sur un schéma
S et X un schéma noethérien séparé régulier sur S muni d’une action de G. On note i :
XG ↪→ X l’immersion fermée des points fixes et CXG/X son faisceau conormal. Le faisceau
CXG/X est muni d’une structure de G-OXG-module. En particulier, comme l’action de G
sur XG est triviale, CXG/X se décompose en la somme directe de ses sous-modules propres
indexée par M , CXG/X = ⊕mCm et G agit sur Cm par le caractère m ∈M .
Alors le schéma XG est régulier et l’immersion i : XG ↪→ X est une immersion
régulière. De plus, CXG/X est localement libre de type fini sur OXG et son sous-faisceau
propre fixe C0 est nul.
Preuve: cf. [31] 3.1 p. 455.
La formule de Lefschetz-Riemann-Roch n’est pas vraie directement dans le groupe de
K-théorie équivariante cohérente. On est obligé de considérer un localisé bien choisi de ce
groupe.
On considère d’abord l’algèbre du groupe G sur Z, R(G) = Z[M ]. Dans Z[M ] on
considère l’ensemble multiplicatif engendré par les éléments de la forme 1 − [m] pour
m ∈M non nul – [m] désigne l’image d’un élément m de M dans Z[M ]. On note alors le
localisé par cet ensemble Z[M ]{1−[m]}.
Maintenant, pour X un schéma séparé et de type fini sur S muni d’une G-action,
on considère le localisé du groupe G0(G,X) par cet ensemble multiplicatif, on le note à
nouveau G0(G,X){1−[m]} :
G0(G,X){1−[m]} = G0(G,X)⊗Z[M ] Z[M ]{1−[m]}
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De même on peut considérer le groupe K0(G,X){1−[m]}.
En pratique nous rencontrerons toujours le cas G = µp,S avec p un nombre premier.
On va donc en ce cas décrire plus précisément le localisé dans lequel on travaille.
Alors R(G) = Z[T ]/(T p−1), l’élément i de Z/pZ s’identifiant à T i. En ce cas on notera
donc plutôt G0(µp,S , X){1−T i} et K0(µp,S , X){1−T i} les localisés précédents.
Lemme 5.7. Soit ζ une racine primitive p-ème de l’unité dans le corps cyclotomique
Q(µp). Alors on a un isomorphisme
Z[T ]/(T p − 1){1−T i} ∼→ Z[ζ][1/p]
Preuve: Le lemme chinois fournit un isomorphisme de Z-algèbres Z[T ]/(T p − 1) ∼→
Z× Z[ζ] donné par P 7→ (P (1), P (ζ)). En particulier le polynôme 1− T i pour 1 6 1 < p
s’envoie sur l’élément (0, 1 − ζi). Le localisé de Z × Z[ζ] par rapport à l’ensemble multi-
plicatif engendré par les éléments de la forme (0, 1− ζi) pour 1 6 1 < p est exactement le
localisé de Z[ζ] par rapport à l’ensemble multiplicatif engendré par les éléments 1−ζi pour
1 6 1 < p. Or ces éléments sont tous conjugués entre eux et de norme égale à p – cf. par
exemple [26] 2.9 p. 51. Le localisé que l’on considère n’est donc rien d’autre que Z[ζ][1/p].
L’isomorphisme annoncé se déduit donc par localisation de l’isomorphisme fourni par le
lemme chinois.
Proposition 5.8. Soit S un schéma noethérien et séparé et X un schéma séparé et de
type fini sur S muni d’une µp,S-action triviale. On fixe ζ une racine primitive p-ème de
l’unité dans le corps cyclotomique Q(µp).
Alors on a un isomorphisme
G0(µp,S , X){1−T i}
∼→ G0(X)[ζ][1/p]
Preuve: L’action de µp,S étant triviale sur X, G0(µp,S , X)
∼→ G0(X)⊗ZZ[T ]/(T p−1),
et donc G0(µp,S , X){1−T i}
∼→ G0(X)⊗Z Z[T ]/(T p − 1){1−T i}. L’isomorphisme annoncé se
déduit alors du lemme 5.7.
Corollaire 5.9. La flèche canonique G0(X)[1/p] → G0(µp,S , X){1−T i} qui à un fibré
cohérent F sur X associe F ⊗ 1 est injective.
Preuve: Via l’isomorphisme de la proposition 5.8, cette flèche s’identifie à la flèche
canonique G0(X)[1/p]→ G0(X)[ζ][1/p] qui est clairement injective.
Corollaire 5.10. Pour F un OX-module cohérent
Indµp,S (F ) = 0
dans G0(µp,S , X){1−T i}.
Preuve: Par définition de la représentation induite Indµp,S (F ) = F ⊗ (1 + T + . . . +
T p−1). Via l’isomorphisme de la proposition 5.8 cet élément est égal àF⊗(1+ζ+. . .+ζp−1)
et 1 + ζ + . . .+ ζp−1 = 0.
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La proposition précédente ainsi que ses deux corollaires sont bien entendues vraies
également pour K0(µp,S , X) en lieu et place de G0(µp,S , X).
Une fois précisés les groupes de K-théorie dans lesquels on travaille, on peut passer à
la démonstration de la formule de Lefschetz-Riemann-Roch.
De manière classique on commence par prouver un théorème de concentration, le théo-
rème 5.14, qui est un théorème d’isomorphisme entre groupes de K-théorie. La connais-
sance explicite de l’inverse de cet isomorphisme donne alors la formule attendue.
Proposition 5.11. Soient S un schéma noethérien séparé et G = DS(M) un groupe
diagonalisable de type fini. Soit X un schéma régulier séparé et de type fini sur S muni
d’une action de G. On note i : XG ↪→ X l’immersion des points fixes de X et CXG/X son
faisceau conormal.
Alors la classe Λ−1(CXG/X) est inversible dans K0(G,XG)|{1−[m]}.
Preuve: L’action de G sur XG étant triviale on dispose d’un isomorphisme
K0(G,XG)|{1−[m]}
∼→ K0(XG)⊗ Z[M ]{1−[m]}
Par ailleurs,K0(XG) est le produit desK0(Y ) pour Y parcourant les composantes connexes
de XG. On peut donc, sans perte de généralité, supposer XG connexe. Alors, pour mon-
trer que Λ−1(CXG/X) est inversible dans K0(G,XG)|{1−[m]} il suffit de voir qu’il l’est dans
le quotient de cet anneau par son nilradical. Or, d’après la preuve de [31] 1.6 p. 451,
ce nilradical est isomorphe à Z ⊗ Z[M ]{1−[m]}, c’est-à-dire à K0(k(x)) ⊗ Z[M ]{1−[m]}, où
k(x) est le corps résiduel de n’importe quel point x de XG. Il suffit donc de prouver que
CXG/X ⊗ k(x) est inversible dans K0(k(x))⊗ Z[M ]{1−[m]}.
On écrit alors comme dans la proposition 5.6 CXG/X = ⊕mCm, d’où CXG/X ⊗ k(x) =
⊕m(Cm ⊗ k(x)). En choisissant une base de chacun des sous-espaces vectoriels propres
Cm ⊗ k(x), on voit que CXG/X ⊗ k(x) s’écrit comme une somme de représentations de
rang 1 sur lesquels G agit à chaque fois par un caractère donné m ∈ M . Si on écrit donc
CXG/X ⊗ k(x) = ⊕L , on obtient alors
Λ−1(CXG/X ⊗ k(x)) = Λ−1(⊕L )
=
∏
Λ−1(L )
=
∏
(1− [L ]) =
∏
(1− [mL ])
où mL ∈M est le caractère par lequel G agit sur L . Or d’après la proposition 5.6 C0 = 0
et donc tous les caractères mL qui apparaissent sont non nuls. Ils sont donc inversibles
dans Z[M ]{1−[m]} par définition de ce localisé, et la proposition s’en suit.
Proposition 5.12. Soient S un schéma noethérien séparé et G = DS(M) un groupe
diagonalisable de type fini. Soit X un schéma régulier séparé et de type fini sur S muni
d’une action de G. On note i : XG ↪→ X l’immersion des points fixes de X et CXG/X son
faisceau conormal. On dispose également de deux flèches i∗ : G0(G,XG) → G0(G,X) et
i∗ : G0(G,X)→ G0(G,XG).
Pour F ∈ G0(G,XG) on a alors l’égalité
i∗i∗F = F ⊗ Λ−1(CXG/X)
dans G0(G,XG).
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Preuve: Les deux membres de l’égalité étant additifs et compte tenu du théorème 5.4,
il suffit de prouver le résultat pour F un fibré localement libre.
On considère le complexe obtenu en prenant une résolution équivariante finie par des
fibrés localement libres du complexe i∗F et en la tensorisant par OXG . Par définition, les
faisceaux d’homologie de ce complexe sont les groupes TorOXj (F ,OXG) de [15] III 6.5. On
en déduit donc que
i∗i∗F =
∑
j
(−1)jTorOXj (F ,OXG)
dans G0(G,XG).
Par ailleurs d’après [2] Exp. VII 2.4 on dispose d’un isomorphisme naturel, donc G-
équivariant, TorOXj (F ,OXG)
∼→ F ⊗O
XG
TorOXj (OXG ,OXG). Enfin, comme l’immersion i
est régulière d’après la proposition 5.6, on dispose d’après [2] Exp. VII 2.5 d’un autre iso-
morphisme naturel, donc une fois de plus G-équivariant, TorOXj (OXG ,OXG)
∼→ Λi(CXG/X),
d’où
i∗i∗F = F ⊗
∑
j
(−1)jTorOXj (OXG ,OXG)
= F ⊗
∑
j
(−1)jΛi(CXG/X)
= F ⊗ Λ−1(CXG/X)
dans G0(G,XG), ce qui conclut la preuve.
Nous somme maintenant en mesure d’énoncer le théorème de concentration dont nous
allons déduire la formule de Lefschetz dont nous avons besoin. Au cours de la preuve de ce
théorème on aura besoin du lemme suivant, un résultat classique de descente galoisienne.
Lemme 5.13. Soit S un schéma, G→ S un schéma en groupes et X → S un G-torseur
sur S.
Alors la catégorie des OX-modules cohérents G-équivariants est équivalente à la caté-
gorie des OS-modules cohérents.
Preuve: Cela résulte de la théorie de la descente fidèlement plate : il suffit de remarquer
qu’une structure G-équivariante sur un OX -module cohérent est équivalent à la donnée
d’une structure de descente. Soit donc F un OX -module G-équivariant. F est donc muni
d’un isomorphisme θ : λ∗(F ) ∼→ p∗X(F ) qui vérifie la condition de cocycle surG×SG×SX :
(p∗23θ) · ((1× λ)∗θ) = (m× 1)∗θ On reprend les notations de (5.7) et (5.8).
Par ailleurs X est un G-torseur sous S, d’où un isomorphisme G ×S X ∼→ X ×S X,
(g, x) 7→ (gx, x). Sous cet isomorphisme, pX : G ×S X → X s’identifie à la seconde
projection p2 : X×SX → X, λ : G×SX → X à la première projection p1 : X×SX → X,
1 × λ : G ×S G ×S X → G ×S X à la projection p12 : X ×S X ×S X → X ×S X,
m× 1 : G×S G×S X → G×S X s’identifie à la projection p13 : X ×S X ×S X → X ×S X,
et p23 : G×S G×S X → G×S X à p23 : X ×S X ×S X → X ×S X.
Ainsi, la donnée d’une structure G-équivariante sur F n’est rien d’autre que la donnée
d’un isomorphisme θ′ : p∗1F
∼→ p∗2F qui vérifie la condition de cocycle p∗13θ′ = p∗23θ′ ·p∗12θ′,
soit exactement une donnée de descente sur F . Comme X → S est fidèlement plat et
quasi-compact – X est un G-torseur sous S – le lemme est prouvé.
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Théorème 5.14. Soit S un schéma noethérien séparé. On suppose que sur S on dispose
d’un isomorphisme de schémas en groupes µp,S
∼→ Z/pZS pour p un nombre premier. On
note G = µp,S.
Soit X un schéma régulier séparé et de type fini sur S muni d’une action de G. On
note i : XG ↪→ X l’immersion des points fixes de X et CXG/X son faisceau conormal.
Alors la flèche
i∗ : G0(G,XG)|{1−T i} → G0(G,X)|{1−T i}
est un isomorphisme. De plus son inverse est donné par F 7→ i∗F ⊗ (Λ−1(CXG/X))−1.
Preuve: Soit F ∈ G0(G,XG){1−T i}. En combinant les propositions 5.11 et 5.12 on
obtient l’égalité
F = i∗i∗(F )⊗ (Λ−1(CXG/X))−1
dans G0(G,XG){1−T i}. Cela prouve déjà que i∗ est injective et que l’inverse annoncé est un
inverse à gauche. Pour démontrer le théorème il suffit donc de prouver que i∗ est surjective.
On écrit la fin de la suite exacte du théorème 5.3 après localisation
G0(G,XG){1−T i}
i∗→ G0(G,X){1−T i} → G0(G,X −XG){1−T i}
Il suffit donc de montrer que G0(G,X−XG){1−T i} = 0. On va montrer plus généralement
le fait suivant, pour un schéma Y séparé et de type fini sur S muni d’une action de G :
Si Y G = ∅ alors G0(G, Y ){1−T i} = 0
On procède par récurrence noethérienne sur les sous-schémas fermés Y ′ G-invariants de
Y . Le cas où Y = ∅ est immédiat. On suppose maintenant que Y 6= ∅ et que pour tout
sous-schéma fermé strict Y ′ G-équivariant de Y , G0(G, Y ′){1−T i} = 0. Si l’on peut trouver
un ouvert U non vide de Y et G-équivariant tel que G0(G,U){1−T i} = 0 alors, en posant
Y ′ = X −U , Y ′ admet une structure de sous-schéma fermé G-équivariant d’après [30] 2.5
p. 546 et Y ′ 6= Y , et l’hypothèse de récurrence combinée à la suite exacte de localisation
G0(G, Y ′){1−T i}
i∗→ G0(G, Y ){1−T i} → G0(G,U){1−T i}
permet alors de conclure que G0(G, Y ){1−T i} = 0. Il suffit donc de trouver un ouvert U
non vide et G-équivariant de Y tel que G0(G,U){1−T i} = 0.
Remarquons d’abord que si U est un ouvert non vide et G-équivariant de Y , G opère
librement sur U : U ne contient pas de points fixes sous l’action de G par hypothèse
et donc les stabilisateurs de ses points sont toujours des sous-groupes propres de G. Or
G
∼→ Z/pZS par hypothèse, donc ces stabilisateurs sont tous nuls.
Cela dit, d’après [9] Exp. V 10.3.1 p. 285 il existe un ouvert non vide et G-équivariant
U de Y tel que le quotient V = G\U existe dans la catégorie des S-schémas. De plus,
comme G opère librement sur U , U est un G-torseur sous V . En particulier, d’après le
lemme 5.13, le foncteur pi∗ défini par la projection pi : U → V induit une équivalence de
catégorie entre les faisceaux cohérents G-équivariants sur U et les faisceaux cohérents sur
V .
Pour prouver la nullité de G0(G,U){1−T i}, il suffit de prouver que OU = 0 dans cet
anneau, ou encore, que p · OU = O⊕pU = 0 car p est inversible dans cet anneau d’après le
lemme 5.7. On note f : U → S le morphisme structural.
On considère alors le G-faisceau F = IndG(OU ) – il est bien défini car G est isomorphe
au groupe constant Z/pZS . D’après 5.10, F = IndG(f∗OS) = f∗IndG(OS). De plus S est
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muni d’une G = µp,S-action triviale donc, d’après le corollaire 5.10, IndG(OS) = 0 dans
G0(G,U){1−T i}, et donc F = 0 dans G0(G,U){1−T i}.
Par ailleurs, F est un faisceau cohérent G-équivariant. D’après le lemme 5.13 il existe
donc un faisceau F1 sur V tel que l’on ait un isomorphisme de faisceaux G-équivariants
F
∼→ pi∗F1. De plus, F est un faisceau localement libre de rang p, il en est donc de
même pour F1 sur V . Quitte à se restreindre à un ouvert non vide bien choisi V1 de V
et à remplacer U par pi−1(V1) on peut donc supposer que F1 ∼→ OpV . Alors on obtient un
isomorphisme de faisceaux G-équivariants F ∼→ OpU = p · OU .
On en déduit donc que p · OU = 0 dans G0(G,U){1−T i} et cela conclut la preuve du
théorème.
Théorème 5.15. Soit S un schéma noethérien séparé. On suppose que sur S on dispose
d’un isomorphisme de schémas en groupes µp,S
∼→ Z/pZS pour p un nombre premier. On
note G = µp,S.
Soient X et Y deux schémas réguliers séparés et de type fini sur S munis d’une action
de G.
On note i : XG ↪→ X l’immersion régulière des points fixes de X sous l’action de G
fournie par la proposition 5.6 et CXG/X son faisceau conormal.
Soit f : X → Y un morphisme propre et G-équivariant. On note f ′ : XG → Y G le
morphisme induit sur les points fixes de X et Y sous l’action de G.
Alors pour F ∈ G0(G,XG){1−T i}, l’image directe f∗(F ) est donnée par la formule
f∗(F ) = f ′∗(Λ−1(CXG/X)−1 · i∗F )
Preuve: Il suffit de remarquer que f ′ = f ◦ i, d’où l’égalité f ′∗ = f∗i∗. Le mor-
phisme i∗ est un isomorphisme de G0(G,XG){1−T i} dans G0(G,X){1−T i} d’après le théo-
rème 5.14. En composant à droite par l’inverse de cet isomorphisme on obtient l’égalité
f∗( ) = f ′∗(Λ−1(CXG/X)−1 · i∗( )), ce qui conclut la preuve.
5.3 Preuve du théorème 5.1
On passe maintenant à la preuve du théorème 5.1 à proprement parler.
Soient donc X et Y deux schémas divisoriels avec Y régulier noethérien et séparé et
f : X → Y un morphisme propre et lisse.
On suppose en outre que Y est un schéma sur Spec(OQ(µk)[1/k]).
Remarquons tout de suite que X est également un schéma régulier car f est lisse.
Dans la suite, c’est le schéma Y qui va nous servir de base (il vérifie bien toutes les
hypothèses exigées par le schéma de base S de la section 5.2).
5.3.1 Deux remarques préliminaires
Les deux remarques que l’on trouve ici préparent la preuve du théorème : la première
va permettre de se ramener à un cas plus simple, la seconde exploite le fait que l’on tra-
vaille au dessus Spec(OQ(µk)[1/k]).
Dans l’énoncé du théorème 5.1 on veut démontrer la formule d’Adams-Riemann-Roch
pour l’entier k. En vertu de la proposition suivante, il suffit en fait de démontrer la formule
d’Adams-Riemann-Roch pour les diviseurs premiers de k.
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Proposition 5.16. Soit f : X → Y un morphisme entre deux schémas. On suppose que
des conditions suffisantes pour énoncer le théorème d’Adams-Riemann-Roch sont réunies.
Soient deux entiers p1 et p2 tels que pour tout E ∈ K0(X)
ψpi(f∗(E)) = f∗(θpi(Ωf )−1 · ψpi(E))
dans K0(Y )
[ 1
pi
]
pour i = 1, 2.
Alors
ψp1p2(f∗(E)) = f∗(θp1p2(Ωf )−1 · ψp1p2(E))
dans K0(Y )
[ 1
p1p2
]
pour tout E dans K0(X).
Preuve: Cela résulte d’un petit calcul. Soit donc E ∈ K0(X). Alors, dans K0(Y )
[ 1
p1p2
]
ψp1p2(f∗(E)) = ψp1(f∗(θp2(Ωf )−1 · ψp2(E)))
= f∗(θp1(Ωf )−1 · ψp1(θp2(Ωf )−1 · ψp2(E)))
= f∗((θp1(Ωf ) · ψp1(θp2(Ωf )))−1 · ψp1p2(E))
Pour conclure la preuve il suffit donc de montrer que θp1(Ωf ) · ψp1(θp2(Ωf )) = θp1p2(Ωf ).
Pour F ∈ K0(X) on pose κ(F ) = θp1(F ) · ψp1(θp2(F )) et l’on va montrer plus généra-
lement que
κ(F ) = θp1p2(F ) (5.11)
pour tout F dans K0(X).
On a de manière évidente la relation κ(F1 + F2) = κ(F1) · κ(F2) pour F1 et F2 dans
K0(X). De même, κ est compatible avec l’image réciproque. Pour prouver l’égalité (5.11)
il suffit donc de la prouver pour des fibrés de rang 1. Soit donc L un tel fibré. Alors
κ(L ) = θp1(L ) · ψp1(θp2(L ))
= 1−L
⊗p1
1−L · ψ
p1
(1−L ⊗p2
1−L
)
= 1−L
⊗p1
1−L ·
1−L ⊗p1p2
1−L ⊗p1
= 1−L
⊗p1p2
1−L = θ
p1p2(L )
Cela prouve que κ(F ) = θp1p2(F ) pour tout F dans K0(X). En appliquant cela à F = Ωf
on en déduit que
ψp1p2(f∗(E)) = f∗(θp1p2(Ωf )−1 · ψp1p2(E))
ce qui conclut la preuve de la proposition.
La proposition suivante prouve que pour S′ un schéma sur Spec(OQ(µk)[1/k]) le groupe
des racines k-èmes de l’unité sur S′ s’identifie au groupe constant cyclique d’ordre k. Cela
va nous permettre dans la suite de définir des action de groupe de manière aisée.
Proposition 5.17. Soit S un schéma sur Spec(OQ(µk)[1/k]).
Alors, on a un isomorphisme de schémas en groupes
Z/kZS ∼→ µk,S
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Preuve: On note R = OQ(µk)[1/k].
Pour prouver le résultat, il suffit de prouver que Z/kZR et µk,R sont isomorphes en tant
que schémas en groupes. La proposition découle alors de cet isomorphisme par changement
de base.
La R-algèbre associée à Z/kZR est Rk, tandis que µk,R correspond à R[T ]/(T k − 1).
D’après le lemme chinois
R[T ]/(T k − 1) ∼→ Rk
d’où, déjà, un isomorphisme de schémas
Z/kZR ∼→ µk,R (5.12)
Cet isomorphisme de schémas est en fait un isomorphisme de schémas en groupes.
Pour le voir il suffit de considérer les foncteurs des points. Soit donc R1 une R-algèbre.
On peut, sans perte de généralité, se limiter au cas où Spec(R1) est connexe, de sorte que
Z/kZ(R1) = Z/kZ. Alors la flèche (5.12) induit une flèche
Z/kZ(R1) = Z/kZ→ µk(R1)
i 7→ ξi
qui est trivialement un morphisme de groupes. Cela prouve donc que la flèche (5.12) est
bien un isomorphisme de schémas en groupes et conclut la preuve.
Remarque 5.18. L’isomorphisme de la proposition 5.17 n’est pas canonique car il dépend
du choix d’une racine primitive k-ème de l’unité.
Corollaire 5.19. Pour tout nombre premier p divisant k, on a Z/pZS ∼→ µp,S.
5.3.2 Preuve du théorème 5.1
On revient à notre schéma Y donné dans le théorème 5.1 et on fixe un nombre premier
p divisant k. Avant d’étudier spécifiquement le morphisme propre et lisse f : X → Y on
indique une construction générale.
Soit donc Z un schéma séparé et de type fini sur Y . On note g : Z → Y le morphisme
structural.
On introduit alors le Y -schéma
Z1 := Z ×Y . . .×Y Z︸ ︷︷ ︸
p fois
et on note g1 : Z1 → Y le morphisme structural induit par g.
On considère le groupe symétrique Sp.
Soit alors σ ∈ Sp le cycle σ = (1, 2, . . . , p). C’est un cycle d’ordre p et on note G le
groupe qu’il engendre. Le groupe G s’identifie à Z/pZ via l’isomorphisme qui envoie σ sur
la classe de 1. Alors d’après la proposition 5.17 et le corollaire 5.19
GY = Z/pZY ∼→ µp,Y (5.13)
D’après la remarque 5.18 cet isomorphisme n’est pas canonique et dépend du choix d’une
racine primitive p-ème de l’unité dans OQ(µp). On fixe désormais une telle racine ζ.
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Le groupe constant GY agit alors par permutation des facteurs sur Z1 : σ définit un
isomorphisme
σZ1 : Z1 → Z1
(x1, . . . , xp) 7→ (xσ(1), . . . , xσ(p)) = (x2, . . . , xp, x1)
qui vérifie bien σpZ1 = idZ1 . On omettra souvent l’indice Z1 dans la suite, quand la situa-
tion est claire.
On munit Y d’une GY -action triviale. Alors g1 : Z1 → Y est un morphisme GY -
équivariant.
Les points fixes de Z1 sous l’action de GY s’identifient à Z plongé dans Z1 par le
plongement diagonal
∆ : Z ↪→ Z1
et g = g1 ◦∆.
On note C∆ le faisceau conormal de l’immersion ∆.
Soit alors E un OZ-module cohérent localement libre. On définit
SE = E  . . . E︸ ︷︷ ︸
p fois
= q∗1E ⊗ . . .⊗ q∗pE
où qi : Z1 → Z est la i-ème projection.
Remarquons tout de suite que qi ◦ σj = qi+j , où l’addition est calculée modulo p. En
particulier, si l’on note E = q∗1E
SE = E ⊗ σ∗E ⊗ . . .⊗ (σp−1)∗E
A partir de cette écriture on voit immédiatement que SE est muni d’une structure
GY -équivariante par permutation des facteurs.
On pose alors
χ(E ) = ∆∗SE
Lemme 5.20. Soient Z et Z ′ deux schémas séparés et de type fini sur Y .
Soit alors h : Z ′ → Z un Y -morphisme.
Alors pour tout OZ-module cohérent localement libre E
χ(h∗E ) = h∗χ(E )
Preuve: Le morphisme h : Z ′ → Z induit une flèche h1 : Z ′1 → Z1 qui vérifie, avec des
notations évidentes, h ◦ q′i = qi ◦ h1 pour 1 6 i 6 p et ∆ ◦ h = h1 ◦∆′ . On calcule alors
χ(h∗E ) = ∆′S(h∗E )
= ∆′∗(q′∗1 h∗E ⊗ . . .⊗ q′∗p h∗E )
= ∆′∗(h∗1q∗1E ⊗ . . .⊗ h∗1q∗pE )
= ∆′∗h∗1SE
= h∗∆∗SE = h∗χ(E )
ce qui conclut la preuve.
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Lemme 5.21. Soit Z un schéma séparé et de type fini sur Y .
Soient E1 et E2 deux OZ-modules cohérents localement libres. On pose E = E1 ⊕ E2.
Alors
χ(E ) = χ(E1)⊕ χ(E2)⊕ E3
où E3 est une somme de GY -modules induits.
Preuve: On note E = q∗1E , E1 = q∗1E1 et E2 = q∗1E2, de sorte que SE = E ⊗ σ∗E ⊗
. . .⊗ (σp−1)∗E, SE1 = E1⊗σ∗E1⊗ . . .⊗ (σp−1)∗E1 et SE2 = E2⊗σ∗E2⊗ . . .⊗ (σp−1)∗E2.
On calcule alors
SE = E ⊗ σ∗E ⊗ . . .⊗ (σp−1)∗E
= (E1 ⊕ E2)⊗ σ∗(E1 ⊕ E2)⊗ . . .⊗ (σp−1)∗(E1 ⊕ E2)
= ⊕(Ei1 ⊗ σ∗Ei2 ⊗ . . .⊗ (σp−1)∗Eip)
où la dernière somme directe porte sur tous les p-uplets (i1, . . . , ip) avec ij ∈ {1, 2}. Il y
a donc exactement 2p termes dans cette somme. Soit P l’ensemble de ces 2p termes. On
peut faire agir G sur P par
σ · (Ei1 ⊗ σ∗Ei2 ⊗ . . .⊗ (σp−1)∗Eip) = Eiσ(1) ⊗ σ∗Eiσ(2) ⊗ . . .⊗ (σp−1)∗Eiσ(p)
Pour M ∈ P on note ΩM l’orbite de M sous l’action de P .
Seulement deux éléments ont un stabilisateur égal à G – et donc une orbite réduite à
eux-mêmes – ce sont précisément les termes E1 ⊗ σ∗E1 ⊗ . . .⊗ (σk−1)∗E1 et E2 ⊗ σ∗E2 ⊗
. . .⊗ (σk−1)∗E2, soit SE1 et SE2.
Si maintenant M est un élément de P distinct de SE1 et de SE2, son stabilisateur est
nécessairement réduit à {0}, puisque c’est le seul sous-groupe propre de G. Alors
⊕
N∈ΩM
N =
p−1⊕
i=0
(σi)∗M = IndGY (M)
d’après la définition de la section 5.1.3.
Soit alors M1, . . . ,Mr des représentants des orbites non-triviales de P sous l’action
de G. Les orbites ΩM1 , . . . ,ΩMr auxquelles on adjoint les deux orbites triviales {SE1} et
{SE2} forment une partition de P d’où
SE = SE1 ⊕ SE2 ⊕ri=1 (⊕N∈ΩMiN)
= SE1 ⊕ SE2 ⊕ri=1 IndGY (Mi)
En prenant l’image inverse par ∆ on obtient alors
χ(E ) = χ(E1)⊕ χ(E2) +⊕ri=1∆∗IndGY (Mi)
= χ(E1)⊕ χ(E2) +⊕ri=1IndGY (∆∗Mi) d’après (5.10).
= χ(E1)⊕ χ(E2)⊕ E3
et E3 est bien une somme de modules induits comme annoncé.
Afin de traiter le cas non scindé on aura besoin du lemme de déformation suivant.
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Lemme 5.22. Soit Z un schéma quasi-compact et
0→ E1 → E → E2 → 0
une suite exacte de faisceaux cohérents localement libres sur Z.
On note pZ : P1Z → Z la projection, s0 : Z → P1Z la section nulle, s∞ : Z → P1Z la
section à l’infini, E1 = p∗ZE1 et E2 = p∗ZE2.
Alors il existe un faisceau cohérent localement libre E sur P1Z tel que l’on ait une suite
exacte courte
0→ E1 → E → E2 → 0
et que s∗0E ∼= E et s∗∞E ∼= E1 ⊕ E2.
Preuve: cf. [3] p. 74.
On rappelle que, du fait de l’isomorphisme GY ∼→ µp,Y , l’algèbre de GY est
R(GY ) = OY [T ]/(T p − 1)
Proposition 5.23. Soient Z un schéma séparé et de type fini sur Y .
La fonction qui à un OZ-module cohérent localement libre E associe χ(E ) définit un
morphisme de groupes
χ : K0(Z)→ K0(GY , Z){1−T i}
Preuve: Il suffit de prouver que pour toute suite exacte courte de OZ-modules cohérents
localement libres
0→ E1 → E → E2 → 0
χ(E ) = χ(E1) + χ(E2) dans K0(GY , Z){1−T i}.
Soit donc la suite exacte courte sur P1Z donnée par le lemme 5.22 :
0→ E1 → E → E2 → 0
Alors s∗0χ(E) = χ(s∗0E) = χ(E ) et s∗∞χ(E) = χ(s∗∞E) = χ(E1 ⊕ E2) dans K0(GY , Z)
d’après le lemme 5.20.
Par ailleurs, d’après le théorème 5.5, K0(GY ,P1Z) est un K0(GY , Z)-module libre en-
gendré par les puissances de O(1). On en déduit que s0 et s∞ induisent les mêmes appli-
cations de K0(GY ,P1Z) dans K0(GY , Z). En particulier s∗0χ(E) = s∗∞χ(E) et donc
χ(E ) = χ(E1 ⊕ E2) = χ(E1) + χ(E2) + E3
où E3 est une somme finie de représentations induites d’après le lemme 5.21, c’est-à-dire
E3 = ⊕iIndGY (Fi) pour Fi des faisceaux cohérents localement libres sur Z.
Du fait de l’isomorphisme GY ∼→ µp,Y on a l’égalité IndGY (Fi) = Indµp,Y (Fi) et ces
représentations induites sont donc nulles dans K0(GY , Z){1−T i} d’après le corollaire 5.10,
puisque Z est muni d’une GY -action triviale. Dans ce groupe on a donc l’égalité
χ(E ) = χ(E1) + χ(E2)
C’est l’égalité que nous voulions prouver.
Nous somme maintenant en mesure de démontrer la proposition suivante.
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Proposition 5.24. Soit Z un schéma séparé de type fini sur Y .
Alors, pour E ∈ K0(Z)
∆∗SE = ψp(E)
dans K0(GY , Z){1−T i}
Preuve: L’opérateut ψp est entièrement déterminé par trois propriétés : il commute à
l’image réciproque, c’est un morphisme additif et pourL un fibré de rang 1 ψp(L ) = L ⊗p.
Pour prouver la proposition il suffit donc de vérifier que χ satisfait également ces trois
conditions.
La compatibilité aux images réciproques n’est rien d’autre que le lemme 5.20 et l’ad-
ditivité la proposition 5.23.
Soit maintenantL un fibré de rang 1 sur Z. Alors l’action de GY est trivial sur SL qui
ne contient donc pas de sous-module induit. Cela assure que l’on a bien χ(L ) = ∆∗SL =
L ⊗p dans G0(GY , Z){1−T i}, ce qui conclut la preuve de la proposition.
Proposition 5.25. Soient Z un schéma propre et lisse sur Y . On note g : Z → Y le
morphisme structural de Z et g1 : Z1 → Y le morphisme de Z1 induit par g.
Alors, pour E ∈ K0(Z)
g1∗(SE) = ψp(g∗(E))
dans K0(GY , Y ){1−T i}.
Preuve: Pour prouver la proposition, il suffit de prouver l’égalité
g1∗(SE) = ∆∗S(g∗E) (5.14)
dans K0(GY , Y ) : en combinant cette égalité avec la proposition 5.24 on obtient g1∗(SE) =
ψp(g∗(E)) dans K0(GY , Y ){1−T i}, ce qui est le résultat souhaité. Prouvons donc l’égalité
(5.14).
Remarquons que ∆∗S(g∗E) = (g∗E)⊗k. Il suffit de prouver l’égalité (5.14) pour k = 2,
le résultat pour k quelconque s’en déduisant par une récurrence immédiate. Dans le cas
où k = 2 on dispose du carré cartésien suivant
Z1
q2 //
q1

Z
g

Z
g // Y
avec g1 = g ◦ q1 = g ◦ q2.
On calcule alors
g∗1(SE) = g∗q1∗(q∗1E · q∗2E)
= g∗(E · q1∗q∗2E) d’après 1.15
= g∗(E · g∗g∗E) d’après 1.16
= g∗E · g∗E d’après 1.15
= ∆∗S(g∗E)
ce qui conclut la preuve.
On se place toujours dans un cas général et l’on considère un schéma Z séparé et de
type fini sur Y . On le munit d’une GY -action triviale.
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Soit E un OZ-module cohérent localement libre. Le module IndGY (E ) est isomorphe à
E ⊕p muni de l’action par permutation des facteurs et l’on peut définir un morphisme de
GY -module – on voit E comme un GY -module trivial
E ⊕p → E
(s1, . . . , sp) 7→ s1 + . . .+ sp
C’est un morphisme surjectif, de telle sorte que si on note note E0 son noyau, qui est muni
d’une structure de GY -module induite par celle de E ⊕p, on obtient une suite exacte courte
de GY -modules
0→ E0 → E ⊕p → E → 0
On pose alors
η(E ) = Λ−1(E0)
La fonction η ainsi définie transforme les sommes directes en produits : pour E et F
deux OZ-modules cohérents localement libres
η(E ⊕F ) = η(E )⊗ η(F )
Cela résulte d’un petit calcul. Ecrivons les trois suites exactes courtes associées respecti-
vement à E , F et E ⊕F .
0→ E0 → E ⊕p → E → 0
0→ F0 → F⊕p → F → 0
0→ (E ⊕F )0 → E ⊕p ⊕F⊕p → E ⊕F → 0
On calcule alors
Λt((E ⊕F )0) = Λt(E ⊕p ⊕F⊕p)Λt(E ⊕F )−1
= Λt(E ⊕p)Λt(E )−1Λt(F⊕p)Λt(F )−1
= Λt(E0)Λt(F0)
et donc η(E ⊕F ) = Λ−1((E ⊕F )0) = Λ−1(E0)Λ−1(F0) = η(E )η(F ).
On peut donc étendre η en une application
η : K0(Z)→ K0(GY , Z)
Avant de passer à la proposition suivante on rappelle un lemme trivial.
Lemme 5.26. Soit K un corps sur lequel le polynôme T p−1 est scindé à racines simples.
Soit alors ζ une racine primitive p-ème de l’unité dans K. On note Pp ∈ K[T ] le polynôme
Pp(T ) = (1− ζT )(1− ζ2T ) . . . (1− ζp−1T ).
Alors Pp(T ) = 1 + T + . . .+ T p−1.
Preuve: On calcule Pp(T ) = T p−1(T−1 − ζ) . . . (T−1 − ζp−1) = T p−1(1 + T−1 + . . . +
T−(p−1)) = 1 + T + . . .+ T p−1.
Proposition 5.27. Soit Z un schéma séparé et de type fini sur Y .
Soit E ∈ K0(Z). Alors
η(E) = θp(E)
dans K0(GY , Z).
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Preuve: La classe cannibale de Bott est caractérisée par trois propriétés : elle commute
à l’image inverse, elle transforme sommes en produits et pour L un fibré de rang 1
θp(L ) = 1 +L + . . .+L ⊗p−1. On va donc vérifier que η possède ces trois propriétés.
On a déjà remarqué que η transformait sommes directes en produits. La compatibilité
à l’image inverse est évidente une fois remarqué que l’on travaille avec des OZ-modules
localement libres, donc plats.
Reste à calculer η(L ) pour L un fibré de rang 1. On écrit la suite exacte correspon-
dante
0→ L0 → L ⊕p → L → 0
Alors Λt(L0) = Λt(L ⊕p)Λt(L ).
L est muni d’une GY -structure triviale, et donc Λt(L ) = 1 +L t.
En ce qui concerne L ⊕p, ce n’est rien d’autre que IndGY (L ). Une fois de plus, du
fait de l’isomorphisme GY ∼→ µp,Y on a l’égalité IndGY (L ) = Indµp,Y (L ). Par ailleurs,
on avait noté ζ la racine primitive p-ème de l’unité qui permet de définir l’isomorphisme
(5.13). Alors on a en ce cas
Indµp,Y (L ) =
p−1⊕
i=0
L ⊗ ζi
d’après (5.5). Alors
Λt(L ⊕p) = Λt(⊕i(1 + (L ⊗ ζi)t) =
p−1∏
i=0
Λt(L ⊗ ζi) = (1 +L t)(1 + ζL t) . . . (1 + ζp−1L t)
et donc Λt(L0) = (1 + ζL t) . . . (1 + ζp−1L t) = Pp(−L t) avec les notations du lemme
5.26.
Finalement, Λ−1(L0) = Pp(L ) = 1 +L + . . . +L p−1 d’après le lemme 5.26, ce qui
prouve bien que dans ce cas η(L ) = θp(L ). Cela conclut la preuve.
On va maintenant utiliser cette fonction η dans le cas d’un schéma régulier Z sur Y .
Avant cela, on rappelle le résultat classique suivant.
Lemme 5.28. Soient Z1 et Z2 deux schémas sur Y . On considère le produit fibré Z1×Y Z2
et on note p1 et p2 les deux projections. Alors les deux flèches naturelles p∗1ΩZ1/Y →
ΩZ1×Y Z2/Y et p∗2ΩZ2/Y → ΩZ1×Y Z2/Y induisent une flèche
p∗1ΩZ1/Y ⊕ p∗2ΩZ2/Y → ΩZ1×Y Z2/Y
qui est un isomorphisme.
Preuve: cf. [15] IV 16.4.23.
Proposition 5.29. Soient Z un schéma séparé et lisse sur Y . On note h : Z → Y
le morphisme structural. On note h1 : Z1 → Y le morphisme induit et C∆ le faisceau
conormal de l’immersion diagonale ∆ : Z ↪→ Z1.
Alors on a une suite exacte
0→ C∆ → Ω⊕pZ/Y → ΩZ/Y → 0
et la flèche Ω⊕pZ/Y → ΩZ/Y est (s1, . . . , sp) 7→ s1 + . . .+ sp.
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Preuve: D’après [15] IV 17.2.5 on a une suite exacte
0→ C∆ → ∆∗ΩZ1/Y → ΩZ/Y → 0
car h = h1 ◦∆ est lisse.
Par ailleurs, le lemme 5.28 implique, par une récurrence évidente, que ΩZ1/Y ∼= ⊕iq∗i ΩZ/Y .
Alors ∆∗ΩZ1/Y ∼= ⊕i∆∗q∗i ΩZ/Y = Ω⊕pZ/Y . L’assertion sur la flèche Ω⊕pZ/Y → ΩZ/Y est évi-
dente à partir de la construction de l’isomorphisme du lemme 5.28.
Corollaire 5.30. On a dans K0(GY , Z) l’égalité
Λ−1(C∆) = θp(ΩZ/Y )
Preuve: La proposition 5.29 dit précisément que C∆ = (ΩZ/Y )0 avec les notations de
la proposition 5.27. Le résultat s’en déduit aussitôt de cette proposition.
Nous sommes maintenant en mesure de démontrer très simplement le théorème 5.1 : il
suffit d’appliquer tout ce que l’on vient d’établir à notre situation particulière. Nous allons
appliquer tout ce que l’on vient de voir au schéma Z = X.
Soit donc f : X → Y le morphisme propre et lisse donné par le théorème 5.1. En
particulier X est bien séparé et de type fini sur Y .
On introduit comme précédemment le schéma X1 muni de sa GY -structure. On note
f1 : X1 → Y le morphisme déduit de f , ainsi que ∆ : X ↪→ X1 l’immersion des points
fixes sous l’action de GY .
On est alors exactement dans la situation d’application de la formule de Lefschetz-
Riemann-Roch du théorème 5.15.
Soit donc F un élément de G0(GY , X1){1−T i}. On a l’égalité, dans G0(GY , Y ){1−T i}
f1∗(F ) = f∗(Λ−1(C∆)−1 ·∆∗F )
On écrit cette formule pour un élément F de la forme F = SE pour E ∈ K0(X). On
obtient donc
f1∗(SE) = f∗(Λ−1(C∆)−1 ·∆∗SE)
Par ailleurs, d’après la proposition 5.25 f1∗(SE) = ψp(f∗(E)) dans K0(GY , Y ){1−T i}.
La proposition 5.24 nous assure de son côté que ∆∗SE = ψp(E) dansK0(GY , X){1−T i}.
Enfin d’après le corollaire 5.30, comme f est lisse, Λ−1(C∆) = θp(ΩX/Y ) = θp(Ωf ).
Après identification de tous ces termes on obtient donc l’égalité
ψp(f∗(E)) = f∗(θp(Ωf )−1 · ψp(E)) (5.15)
C’est exactement l’égalité voulue. Il reste juste à vérifier qu’on l’a obtenue dans l’espace
adéquat.
L’égalité (5.15) est vraie dans K0(GY , Y ){1−T i}. Par ailleurs E est un élément de
K0(X) donc chacun des deux membre de cette égalité est un élément de K0(Y )[1/p].
Il suffit alors de remarquer que, comme Y est muni d’une GY -action triviale, la flèche
canonique K0(Y )[1/p]→ K0(GY , Y ){1−T i} est injective en vertu du corollaire 5.9.
L’égalité (5.15) est donc vérifiée dans K0(Y )[1/p] et cela conclut la preuve du théorème
5.1.

Annexe A
Le théorème
d’Adams-Riemann-Roch
Le but de cette annexe est de fournir une preuve complète du résultat suivant, absent,
semble-t-il, de la littérature :
Théorème A.1. Soient X et Y deux schémas et f : X → Y un morphisme projectif
d’intersection complète.
On suppose que f est de dimension relative virtuelle constante égale à d et que Y est
quasi-compact muni d’un fibré ample.
Soit k > 2 un entier. Alors la formule
ψk(f∗(E)) = f∗(θk(Lf )−1 · ψk(E)) (A.1)
est vérifiée dans K0(Y )
[ 1
k
]
pour tout E dans K0(X).
On va d’abord montrer que le théorème A.1 est compatible à la composition avant de
passer à sa preuve à proprement parler.
A.1 Compatibilité à la composition
Le théorème A.1 est compatible à la composition au sens donné par la proposition
suivante.
Proposition A.2. Soient f : X → Y et g : Y → Z deux morphismes vérifiant les
hypothèses du théorème A.1. Alors g ◦ f vérifie les hypothèses du théorème A.1.
De plus si E est un élément de K0(X) tel que E vérifie l’égalité (A.1) pour f et Rf∗(E)
vérifie l’égalité A.1 pour g, alors E vérifie l’égalité (A.1) pour g ◦ f .
Preuve: La première assertion de la proposition, sur g ◦ f , est immédiate. Soit E ∈
K0(X) fourni par la proposition. On calcule alors
ψk((g ◦ f)∗(E)) = ψk(g∗f∗(E))
= g∗(θk(Lg)−1 · ψk(f∗E)) par hypothèse
= g∗(θk(Lg)−1 · f∗(θk(Lf )−1 · ψk(E))) par hypothèse
= g∗f∗(f∗θk(Lg)−1 · θk(Lf )−1 · ψk(E)) d’après la prop. 1.15
= (g ◦ f)∗(θk(f∗Lg + Lf )−1 · ψk(E))
= (g ◦ f)∗(θk(Lg◦f )−1 · ψk(E))
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et cela prouve la proposition.
Remarquons que le calcul mené au cours de preuve de la proposition A.1, essentielle-
ment formel, prouve plus généralement que les théorèmes de type Adams-Riemann-Roch
sont compatibles à la composition. En particulier, la conjecture 2.6 est compatible à la
composition.
A.2 Preuve du théorème A.1
Soit donc f : X → Y le morphisme donné par le théorème A.1. On peut le factoriser
sous la forme
X
g→ PnY h→ Y
où g est une immersion fermée régulière – cela découle de [2] Exp. VIII 1.2. Comme Y est
quasi-compact muni d’un fibré ample, il en est de même de PnY . On est donc exactement
dans le cas de la proposition A.1. Il suffit donc de démontrer le théorème A.1 pour les
morphismes g et h.
Le cas d’une immersion fermée régulière est en fait un cas particulier du théorème 2.8 :
les hypothèses de ce théorème sont toutes bien vérifiées, en particulier X et PnY vérifient
la conjecture 2.2 car ils sont munis d’un fibré ample et g vérifie la conjecture 1.14 car c’est
un morphisme projectif.
Le résultat souhaité pour g a donc déjà été prouvé dans le chapitre 3.
On considère donc maintenant le morphisme h : PnY → Y .
La preuve du théorème A.1 pour h repose sur un calcul direct. Ce calcul repose, pour
toute une partie, sur le résultat classique suivant, qui permet de calculer le K0 d’un espace
projectif.
Théorème A.3. Soit S un schéma quasi-compact, E un OS-module localement libre de
rang r+ 1, X = P(E ) le fibré projectif associé ; le morphisme structural p : X → S définit
un homomorphisme d’anneaux p∗ : K0(S)→ K0(X) munissant K0(X) d’une structure de
K0(S)-algèbre.
De plus, K0(X) est un K0(S)-module libre admettant pour base OX , OX(1), . . . ,OX(r).
Preuve: cf. [2] Exp. VI 1.1 p. 365.
En notant P = PnY , K0(P) est donc un module libre de rang n sur K0(Y ), et de base
OP, OP(1), . . . ,OP(n).
On remarque que pour E ∈ K0(Y ), en vertu de la proposition 1.15, on a, pour 0 6 i 6 n
ψk(h∗(h∗E · OP(i))) = ψk(E · h∗(OP(i))) = ψk(E)ψk(h∗(OP(i)))
ainsi que
h∗(θk(Lh)−1 · ψk(h∗E · OP(i))) = h∗(θk(Lh)−1 · h∗ψk(E) · ψk(OP(i)))
= ψk(E)h∗(θk(Lh)−1 · ψk(OP(i)))
Pour prouver le théorème A.1 pour h il suffit donc de prouver l’égalité (A.1) pour OP,
OP(1), . . . ,OP(n).
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Par ailleurs d’après [2] Exp. VI 5.2.3 p. 402 on a
h∗(OP(i)) =
{
OP si i = 0
0 si 1 6 i 6 n
et donc
ψk(h∗(OP(i))) =
{
OP si i = 0
0 si 1 6 i 6 n
Pour conclure il suffit donc de montrer que
h∗(θk(Lh)−1 · ψk(OP(i))) =
{
OP si i = 0
0 si 1 6 i 6 n
Comme h est lisse on peut déjà remarquer que Lh = ΩP/Y . Par ailleurs on dispose
d’une suite exacte courte
0→ ΩP/Y → h∗(On+1Y )⊗ OP(−1)→ OP → 0
C’est un cas particulier de la suite exacte universelle associée à un fibré projectif, que
nous avons écrite au début du chapitre 3. L’existence de cette suite exacte dans ce cas
particulier est prouvée dans [2] Exp. VIII 5.2.
On en déduit que
θk(Lh)−1 = θk(h∗On+1Y · OP(−1)− OP)−1 = kθk(h∗On+1Y · OP(−1))−1
et donc il suffit de montrer que
h∗(θk(h∗On+1Y · OP(−1))−1 · ψk(OP(i))) =
{
1
kOP si i = 0
0 si 1 6 i 6 n
Ce calcul, technique, est essentiellement formel : on le trouve dans [13] II §3 p. 39.
L’élément e de loc. cit. correspond à On+1Y , l’élément ` à OP et les éléments ui sont tous
égaux à OY .
En particulier le calcul mené dans loc. cit. prouve bien que l’égalité d’Adams-Riemann-
Roch est valable dans K0(Y )
[ 1
k
]
.
Cela conclut la preuve du théorème A.1.

Annexe B
Une équivalence
Nous rappelons ici l’équivalence qu’il y a entre les théorèmes d’Adams et de Grothendieck-
Riemann-Roch
On veut donc démontrer le théorème 2.5 énoncé au chapitre 2. Rappelons son énoncé.
Théorème B.1. Soit f : X → Y un morphisme propre d’intersection complète entre
schémas divisoriels. On suppose en outre que :
– La conjecture 1.14 est vérifiée pour f , ce qui permet de définir un morphisme image
directe f∗ : K0(X)→ K0(Y ).
– Les schémas X et Y vérifient la conjecture 2.2.
– Le morphisme f est de dimension relative constante égale à d.
Alors les assertions suivantes sont équivalentes :
(i) Il existe un entier k > 2 tel que la formule
ψk(f∗(E)) = f∗(θk(Lf )−1 · ψk(E))
soit vérifiée dans K0(Y )Q pour tout E dans K0(X).
(ii) a) Pour tout n > 0 f∗(FnK0(X)Q) ⊂ Fn−dK0(Y )Q, d’où un morphisme de degré
−d
f∗ : Gr(K0(X))Q → Gr(K0(Y ))Q
b) Pour tout E ∈ K0(X)
ch(f∗(E)) = f∗(td(Tf ) ch(E))
La plupart des hypothèses faites dans ce théorème ont pour but de pouvoir donner
un sens aux énoncés des théorèmes de Grothendieck-Riemann-Roch et Adams-Riemann-
Roch. La seule hypothèse cruciale dans la preuve de l’équivalence est le fait que X et Y
vérifient la conjecture 2.2 : la nilpotence de la γ-filtration permet en effet d’obtenir, via
le caractère de Chern, un isomorphisme de K0(X)Q sur Gr(K0(X))Q au lieu de K̂0(X)Q
sur Ĝr(K0(X))Q.
Nous commençons d’abord par étudier les espaces propres des opérateurs d’Adams
dans un λ-anneau quelconque, étape nécessaire pour ensuite pouvoir prouver l’équivalence
annoncée.
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B.1 Espaces propres des opérateurs d’Adams
Le résultat clé dans l’étude des espaces propres des opérateurs d’Adams est un lemme
général isolé par B. Köck – lemme 5.2 de [19].
Lemme B.2. Soit K un anneau commutatif muni d’une filtration décroissante par des
idéaux (FnK)n>0 avec F 0K = K et FnK · FmK ⊂ Fn+mK pour n, m > 0.
Soit
f = (fn)n>0 : K → Ĝr(K)
un homomorphisme d’anneaux qui vérifie fn(x) = x + Fn+1K pour tout n > 0 et tout
x ∈ K. Alors f induit un isomorphisme
f̂ : K̂ → Ĝr(K)
où K̂ désigne le complété de K associé à la filtration (FnK)n>0.
Preuve: L’anneau Ĝr(K) est séparé et complet pour sa topologie naturelle. Par ailleurs,
comme fn(F kK) = 0 pour k > n, le morphisme f s’étend en un homomorphisme continu
f̂ : K̂ → Ĝr(K).
Prouvons que f̂ est injective. Soit donc x ∈ K̂ tel que f̂(x) = 0. Soit alors une suite
de K (xn) telle que limn xn = x. Le morphisme f̂ étant continue, limn f̂(xn) = 0. On peut
donc supposer, quitte à remplacer (xn) par une sous-suite adéquate, que pour tout n ∈ N
f0(xn) = . . . = fn−1(xn) = 0. On en déduit que xn ∈ FnK et donc limn xn = 0, i.e. x = 0.
Prouvons maintenant que f̂ est surjective. Soit donc (bn)n>0 ∈ Ĝr(K). On construit de
manière inductive une suite (an)n>0 : pour a0 on relève b0 ∈ K/F 1K dans K, puis pour
an on relève bn − fn(a0 + . . . + an−1) ∈ FnK/Fn+1K dans FnK. On obtient de la sorte
un élément de ∏n>0 FnK. La série ∑n>0 an est donc convergente dans K̂ et, comme pour
k > n > 0, fn(a0 + . . .+ ak) = bn, elle définit un antécédent à (bn)n>0 pour f̂ .
On va maintenant appliquer le lemme précédent au caractère de Chern.
Proposition B.3. Soit K un λ-anneau augmenté, d’augmentation ε. Alors le caractère
de Chern ch : K → Ĝr(K) induit un isomorphisme
ch : K̂Q → Ĝr(K)Q
où K̂Q désigne le complété de KQ associé à la γ-filtration.
Preuve: Il suffit de vérifier que le caractère de Chern vérifie les hypothèses du lemme
B.2 pour la γ-filtration.
Par définition du caractère de Chern, ch0 est l’augmentation de K, d’où ch0(x) =
ε(x) = x+ (ε(x)− x) avec ε(x)− x ∈ F 1K.
Pour n > 1, chn(x) est un polynôme isobare en les classes de Chern de x, c1(x) . . . , cn(x).
A partir de la définition du caractère de Chern on vérifie facilement que
chn(x) = 1
n!Nn(c1(x), . . . , cn(x))
où l’on rappelle que Nn est le n-ème polynôme de Newton – cf. la définition des opérateurs
d’Adams en 1.1.4. De plus, pour x ∈ FnK on avait remarqué en (1.8) et (1.9) que
c1(x) = . . . = cn−1(x) = 0 et cn(x) = (−1)n−1(n− 1)!x+ Fn+1K
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Par ailleurs, Nn(0, . . . , 0, a) = (−1)n−1na, d’où, pour x ∈ FnK, chn(x) = x+Fn+1K. On
est donc en mesure d’appliquer le lemme précédent, ce qui conclut la preuve.
Cette proposition permet de déterminer les espaces propres des opérateurs d’Adams.
Il suffit de nous rappeler la proposition 1.3 du chapitre 1, à savoir
chn ψj(x) = jn chn(x) pour x ∈ K
En notant φjn : FnKQ/Fn+1KQ → FnKQ/Fn+1KQ la multiplication par jn et φj =∏
n φ
j
n : Ĝr(K)Q → Ĝr(K)Q cela revient à dire que le carré
K̂Q
ch //
ψj

Ĝr(K)
φj

K̂Q
ch // Ĝr(K)
(B.1)
est commutatif.
Si on note K̂(j)Q (n) l’espace propre de ψj associé à la valeur propre jn, la proposition
B.3 implique immédiatement le résultat suivant.
Proposition B.4. a) L’espace K̂(j)Q (n) ne dépend pas de j pour j > 1. On le note K̂Q(n).
b) F̂mKQ =
∏
n>m K̂Q(n). En particulier K̂Q =
∏
n>0 K̂Q(n).
B.2 Preuve de l’implication i)⇒ii) du théorème B.1
Soit donc f : X → Y un morphisme de schémas qui vérifie les hypothèses du théorème
B.1. On suppose en outre que le complexe cotangent de f , Lf , est de rang d.
Avant toute chose, commençons par un lemme qui nous sera utile pour prouver chacune
des deux implications.
Lemme B.5. Pour j > 2,
ch(θj(Lf )−1) = j−dtd(Tf )−1φj(td(Tf ))
Preuve: Tf est défini comme le dual de Lf , ces deux fibrés sont de rang d. Quitte à
passer à une extension convenable, on peut supposer que Tf et Lf sont scindés, et il suffit
alors de montrer le résultat pour un fibré inversible E . Le lemme s’écrit alors, en ce cas,
ch(θj(E )−1) = j−1td(E ∨)−1φj(td(E ∨))
On note a = c1(E ). Alors c1(E ∨) = −a et donc
ch(θj(E )−1) = ch(θj(E ))−1 = ch(1+E +. . .+E ⊗j−1)−1 = 1
1 + ea + . . .+ e(j−1)a
= 1− e
a
1− eja
De même
td(E ∨) = −a1− ea et φ
jtd(E ∨) = −ja1− eja
et donc
ch(θj(E )−1) = 1− e
a
1− eja = j
−1 1− ea
−a
−ja
1− eja = j
−1td(E ∨)−1φjtd(E ∨)
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ce qui conclut la preuve du lemme.
Cela dit, on suppose maintenant qu’il existe un entier k > 2 tel que
ψk(f∗(E)) = f∗(θk(Lf )−1 · ψk(E)) (B.2)
pour tout E ∈ K0(X)Q.
Commençons par montrer le premier point de ii).
On veut donc prouver que
f∗(FnK0(X)Q) ⊂ Fn−dK0(Y )Q
On introduit F ∈ K0(X)Q tel que ch(F ) = td(Tf )−1.
F est bien défini puisque ch est un isomorphisme de K0(X)Q sur Gr(K0(X))Q d’après
la proposition B.3, en tenant compte de la nilpotence de la γ-filtration. De plus F est
inversible et F 6∈ F 1K0(X)Q. La multiplication par F induit donc un isomorphisme de
FnK0(X)Q sur lui-même.
Soit donc E ∈ FnK0(X)Q, on l’écrit E = F · E1 avec E1 ∈ FnK0(X)Q.
On veut donc montrer que f∗(F ⊗ E1) ∈ Fn−dK0(Y )Q.
D’après la proposition B.4 b) – du fait à nouveau de la nilpotence des γ-filtrations on
considère directement les groupes et non leurs complétés
FnK0(X)Q =
∏
m>n
K0(X)Q(m) et Fn−dK0(Y )Q =
∏
m>n−d
K0(Y )Q(m)
Il suffit donc de montrer que pour E1 ∈ K0(X)Q(m), f∗(F ⊗E1) ∈ K0(Y )Q(m− d). Cela
résulte d’un petit calcul :
ψkf∗(F · E1) = f∗(θk(Lf )−1ψk(F · E1)) d’après B.2.
= f∗(ch−1(k−dtd(Tf )−1φk(td(Tf )))ψk(ch−1(td(Tf )−1))ψk(E1))
= f∗(k−dFψk(ch−1(td(Tf )))ψk(ch−1(td(Tf )−1))ψk(E1))
= f∗(k−dF · kmE1) car E1 ∈ K0(X)Q(m).
= km−df∗(F · E1)
ce qui prouve le résultat. Pour la deuxième égalité on a utilisé le lemme B.5 ainsi que la
définition de F . Pour la troisième on a utilisé à nouveau la définition de F ainsi que le
carré commutatif (B.1).
Prouvons maintenant le théorème de Grothendieck-Riemann-Roch à proprement par-
ler.
On veut donc montrer, pour E ∈ K0(X)Q
ch(f∗(E)) = f∗(td(Tf ) ch(E))
En écrivant comme précédemment E = F · E1, cela revient, de par la définition de F , à
montrer
ch(f∗(F · E1)) = f∗(ch(E1))
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CommeK0(X)Q =
∏
n>0K0(X)Q(n), il suffit de prouver cette égalité pour E1 ∈ K0(X)Q(n)
avec n > 0.
En ce cas, comme ch envoie K0(X)Q(n) sur FnK0(X)Q/Fn+1K0(X)Q, cela revient à
prouver que
ch(f∗(F · E1)) = f∗(ch(E1)) + Fn−d+1K0(X)Q
On a E1 ∈ K0(X)Q(n), en particulier E1 ∈ FnK0(X)Q donc
ch(E1) = E1 + Fn+1K0(X)Q
d’où
f∗(ch(E1)) = f∗(E1) + Fn−d+1K0(X)Q (B.3)
De même, f∗(F · E1) ∈ K0(X)Q(n− d) d’où
ch(f∗(F · E1)) = f∗(F · E1) + Fn−d+1K0(X)Q
Par ailleurs comme F est d’augmentation égale à 1,
E1 = F · E1 + Fn+1K0(X)Q
et donc
f∗(E1) = f∗(F · E1) + Fn−d+1K0(X)Q
d’où
ch(f∗(F · E1)) = f∗(E1) + Fn−d+1K0(X)Q (B.4)
Les équations (B.3) et (B.4) nous donnent alors le résultat attendu :
ch(f∗(F · E1)) = f∗(ch(E1)) + Fn−d+1K0(X)Q
Cela achève la preuve de l’implication i)⇒ii).
B.3 Preuve de l’implication ii)⇒i) du théorème B.1
On suppose que
f∗(FnK0(X)Q) ⊂ Fn−dK0(Y )Q (B.5)
et que
ch(f∗(E)) = f∗(td(Tf ) ch(E)) (B.6)
pour E ∈ K0(X) et l’on veut montrer que
ψk(f∗(E)) = f∗(θk(Lf )−1 · ψk(E))
ch étant un isomorphisme de K0(Y )Q sur Gr(K0(Y ))Q, il revient au même de prouver
chψk(f∗(E)) = ch f∗(θk(Lf )−1 · ψk(E))
On calcule alors
ch f∗(θk(Lf )−1 · ψk(E)) = f∗(td(Tf ) ch(θk(Lf )−1 · ψk(E))) d’après (B.6).
= f∗(td(Tf )k−dtd(Tf )−1φk(td(Tf )) ch(ψk(E))) d’après le lemme B.5.
= f∗(k−dφk(td(Tf )) ch(ψk(E)))
= f∗(k−dφk(td(Tf ) ch(E))) en utilisant le carré commutatif (B.1).
= φkf∗(td(Tf ) ch(E)) en vertu de (B.5).
= φk ch(f∗(E)) en utilisant à nouveau (B.6).
= ch(ψkf∗(E)) d’après (B.1).
ce qui conclut la preuve de l’implication ii)⇒i).

Annexe C
Compatibilité au changement de
base
Le but de cette section est de démontrer la compatibilité du théorème de Grothendieck-
Riemann-Roch aux changements de base plats et finis. Ce résultat avait été évoqué en
commentaire de l’énoncé du théorème 2.14.
Plus précisément, on se place dans le cadre de la conjecture 2.3 où l’on va démontrer
le résultat suivant.
Théorème C.1. Soit g : S′ → S un morphisme de schémas plat et fini.
Soient X et Y deux schémas sur S et f : X → Y un S-morphisme propre et d’inter-
section complète. On note f ′ : X ′ → Y ′ le morphisme qui s’en déduit par le changement
de base g : S′ → S.
On suppose que X et Y sont divisoriels et qu’ils vérifient la conjecture 2.2.
On suppose que la conjecture 1.14 est vérifiée par f et f ′.
On suppose que f est de dimension relative virtuelle constante égale à d.
On suppose enfin que l’on peut définir des images directes f∗ : Gr(K0(X))Q → Gr(K0(Y ))Q
et f ′∗ : Gr(K0(X ′))Q → Gr(K0(Y ′))Q, qui sont des morphismes de degré −d.
Alors, si pour tout E′ ∈ K0(X ′)
ch(f ′∗(E′)) = f ′∗(td(Tf ′) ch(E′)) (C.1)
dans K0(Y ′)Q, on a également, pour tout E ∈ K0(X)
ch(f∗(E)) = f∗(td(Tf ) ch(E)) (C.2)
dans K0(Y )Q.
Preuve: Avant de passer à la preuve proprement dite, remarquons que le morphisme
f ′ est également un morphisme localement d’intersection complète, de même dimension
relative virtuelle d que f , en vertu de [2] Exp. VIII 1.6 p. 472. De même, les schémas X ′
et Y ′ sont divisoriels car c’est le cas de X et Y et ils vérifient la conjecture 2.2 car le
morphisme g : S′ → S est plat et fini.
Cela étant dit, soit E ∈ K0(X). On note
F = ch(f∗(E))− f∗(td(Tf ) ch(E)) ∈ K0(Y )Q
On dispose d’un carré cartésien
X ′
gX //
f ′

X
f

Y ′
gY // Y
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à partir duquel on calcule
g∗Y F = g∗Y ch(f∗(E))− g∗Y f∗(td(Tf ) ch(E))
= ch(g∗Y f∗(E))− g∗Y f∗(td(Tf ) ch(E))
= ch(f ′∗(g∗XE))− f ′∗g∗X(td(Tf ) ch(E)) en utilisant la proposition 1.16
= ch(f ′∗(g∗XE))− f ′∗(td(Tf ′) ch(g∗XE))
= 0 d’après (C.1)
On a donc g∗Y F = 0 dans Gr(K0(Y ′))Q. Mais comme le morphisme g est plat, on en
déduit que F = 0 dans Gr(K0(Y ))Q, ce qui prouve l’égalité (C.2).
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