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Abstract
Electric and thermal transport properties of a ν = 2/3 fractional quantum Hall junction are
analyzed. We investigate the evolution of the electric and thermal two-terminal conductances,
G and GQ, with system size L and temperature T . This is done both for the case of strong
interaction between the 1 and 1/ 3 modes (when the low-temperature physics of the interacting
segment of the device is controlled by the vicinity of the strong-disorder Kane-Fisher-Polchinski
fixed point) and for relatively weak interaction, for which the disorder is irrelevant at T = 0 in
the renormalization-group sense. The transport properties in both cases are similar in several
respects. In particular, G(L) is close to 4/3 (in units of e2/h) and GQ to 2 (in units of πT/6~)
for small L, independently of the interaction strength. For large L the system is in an incoherent
regime, with G given by 2/3 and GQ showing the Ohmic scaling, GQ ∝ 1/L, again for any
interaction strength. The hallmark of the strong-disorder fixed point is the emergence of an
intermediate range of L, in which the electric conductance shows strong mesoscopic fluctuations
and the thermal conductance is GQ = 1. The analysis is extended also to a device with floating
1/3 mode, as studied in a recent experiment [A. Grivnin et al, Phys. Rev. Lett. 113, 266803
(2014)].
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1. Introduction
It is well understood that remarkable properties of 2D electron gas in the integer quantum
Hall effect [1] are related to Anderson localization of electrons in the bulk of the system when
the Fermi energy is away from the center of a Landau level. The only delocalized excitations
at the Fermi energy are then edge states [2]. Related physics occurs in the fractional quantum
Hall effect (FQHE) [3], albeit in a more complex setting. In this case, bulk excitations are
fractionally charged quasiparticles [4–6] that again become localized by disorder. As a result,
the only low energy excitations that can contribute to transport are edge modes. It was shown
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by Wen [7] that these edge excitations can be described as one-dimensional bosonic systems in
the framework of the chiral Luttinger liquid theory. Transport properties of various setups can
then be evaluated with the appropriate generalization of the Landauer-Bu¨ttiker formalism [8, 9].
This approach has allowed one to explain the conductance quantization for Laughlin fractional
fillings ν = 1/(2m + 1) and has also facilitated theoretical exploration of transport in samples
with constrictions, where edge states of opposite chirality are connected by point tunneling [10].
Properties of FQHE edges become more complicated for fractions that are different from
Laughlin ones, in which case the edge hosts several branches of excitations. A prominent exam-
ple of such a fraction is the hole-conjugate ν = 2/3 state. It was shown [7, 11] on the basis of
the Haldane-Halperin hierarchy of FQHE states [5, 6] (and supported by numerical simulations
[12]) that the ν = 2/3 FQHE edge consists of two counterpropagating modes – a “downstream”
mode with δν = 1, and an “upstream” one with δν = −1/3. More accurately, this applies when
the confining potential is sufficiently steep; otherwise additional pair(s) of counterpropagating
1/3 modes may emerge [13–15]. We will restrict ourselves in the present paper to the “minimal”
model of the 2/3 edge, with two counterpropagating modes (1 and 1/3).
If the electrostatic interaction between the counterpropagating 1 and −1/3 modes is included,
the actual eigenmodes of the Hamiltonian will be different. In general, there will be two coun-
terpropagating eigenmodes as obtained by a Bogoliubov-type transformation. The effective frac-
tional charge that may be associated with these modes will be non-universal and will depend on
the interaction strength and the confining potential. It was, however, shown in a seminal paper
by Kane, Fisher and Polchinski [16] that this picture is fundamentally modified if not only the
interaction but also tunneling between the modes 1 and −1/3 is taken into account. In a realis-
tic sample, such tunneling will be induced by impurities, in full analogy with disorder-induced
backscattering in more conventional realizations of quantum wires. It is thus assumed that the
amplitude of tunneling is a random function of the coordinate along the wire; for simplicity it
can be approximated by a Gaussian random variable with white-noise spatial correlations. In
that situation, in analogy with the case of disordered Luttinger liquid with 1 and −1 original
modes [17, 18], the action of the system shows a renormalization-group flow in the disorder-
interaction plane [16]. A remarkable property of this flow that was discovered by Kane, Fisher,
and Polchinski is that, for a sufficiently strong bare interaction between the 1 and −1/3 modes,
the flow terminates at the line corresponding to a downstream 2/3 mode and an upstream neutral
mode. This determines the limiting behavior of the system at low temperatures. It was further
argued in Ref. [16] that this may explain the experimentally observed valueG = (2/3)e2/h of the
two-terminal conductance of ν = 2/3 quantum-Hall devices. The original analysis of Ref. [16]
has been generalized to a variety of other FQHE filling fractions [19–21].
A extensive effort to observe FQHE edge neutral modes has taken almost two decades but
finally turned up successful [22–27]. More specifically, an “upstream” energy flow—not accom-
panied by an upstream charge flow—has been experimentally observed at ν = 2/3 as well as for
several further FQHE filling fractions. These observations of the neutral modes demonstrated
two facets of the dynamics involved: (i) the energy they carry causes heating, which may be
detected directly [24] or through a thermo-electric effect [25]; (ii) the annihilation of neutral ex-
citations may be accompanied with the stochastic generation of quasi-particle/quasi-hole pairs
[23, 26], leading to shot-noise in the absence of average current. It has been recently proposed
[28] that the emergence of neutral modes in FQHE states may be responsible for the absence of
experimental observation of anyonic interference.
Thus, experiments provide support to the emergence of the upstream energy (but not charge)
flow at ν = 2/3 (as well as at several other fractions), consistent with the theory by Kane-Fisher-
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Polchinski. On the other hand, many important questions remain to be answered, in particular:
Which of these observations are specific to the Kane-Fisher-Polchinski fixed point? In what re-
spects is the system near this fixed point essentially different from that with weak interaction and
what aspects of both scenarios are similar? What are the quantitative dependences of the physi-
cal observables on the parameters of the system (temperature, system size, interaction strength,
etc.) and how do they compare to experiment? While some aspects of these questions have been
addressed in previous publication, the complete picture remains to be understood.
The goal of the present work is to analyze electric and thermal transport properties of a
ν = 2/3 FQHE device. Specifically, we will study the dependence of the corresponding two-
terminal conductances on temperature T , system size L, length of the ν = 1 and ν = 2/3 “leads”
L0, and the intermode interaction strength. While some results for the zero-temperature electric
conductanceG were presented in Ref. [16], they were obtained by using the Kubo formula. It is
known, however, that this approach yields an incorrect result for the dc conductance when one
considers a finite-length Luttinger-liquid wire connected to two reservoirs [29–31]. Specifically,
a naive application of the Kubo formula yields G = Ke2/h, where K is the Luttinger-liquid pa-
rameter, while the correct value of the dc conductance isG = e2/h. In this paper, we first explore
a model where each ν = 2/3 FQHE edge consists of a “wire” attached to “leads” (noniteracting
1 and −1/3 modes). We consider both cases of strong and weak interaction between 1 and 1/3
modes. In the first case disorder is relevant and drives the interacting part of the device into the
Kane-Fisher-Polchinskii fixed point, while in the second case the disorder is irrelevant and the
eigenmodes in the interacting part of the system are non-universal. Despite this difference, the
dependence of conductance on temperature in both cases bears considerable similarity. Specif-
ically, at lowest temperatures the conductance is equal to 4/3 (in units of e2/h) both for weak
and strong interaction. Furthermore, at high temperatures the system always enters an incoher-
ent regime with a universal conductance 2/3. The hallmark of the Kane-Fisher-Polchinskii fixed
point turns out to be the regime of strong mesoscopic fluctuations in the intermediate tempera-
ture range, where the conductance depends on configuration of disorder and can take an arbitrary
value between 1/3 and 4/3. We also extend this analysis to a setup where only the 1 modes are
coupled to external reservoirs. Furthermore, we investigate the heat transport and present an
explicit comparison of the length and temperature dependence of the thermal conductance in the
weak and strong interaction regimes.
Various theoretical aspects of the transport through FQHE edges states in the presence of
disorder were considered in a number of papers [32–40]. Below, we will point out relations
between approaches and results of the present paper and those of the above works. On the
experimental side, our paper was largely motivated by the recent experimental work [41] where
the conductance was studied for different lengths of the ν = 2/3 edge. It was found that the
conductance has a very different behavior for short and long systems. At the end of the paper we
discuss the connection of our results and existing experimental observations, in particular, those
of Ref. [41] and of a very recent preprint on thermal transport [42].
The structure of the paper is as follows. In Sec. 2 we formulate the model and discuss
the general properties of the conductance matrix. In Sec. 3 we study the zero-temperature
electric conductance for an exactly solvablemodel with interaction fine-tuned to the Kane-Fisher-
Polchinski fixed point. Section 4 is devoted to a comprehensive analysis of temperature and
length dependence of the conductance for a generic interaction strength, including both cases of
weak and strong interaction. In Sec. 5 we explore the thermal transport properties of the system.
Finally, we extend the analysis to the case of a device with contacts attached only to mode 1 (but
not to 1/3) in Sec. 6. Section 7 presents the summary of our results and an overview of future
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research directions.
2. Formulation of the problem
2.1. Preliminaries
We consider the ν = 2/3 FQHE edge consisting of a left-moving mode 1 and a right-moving
mode 1/3. In the absence of both tunneling and interaction between these modes, the real-time
action is given by [7, 16]:
S 0 =
∫
dxdt
1
4π
[
∂xφ1 (∂tφ1 − v1∂xφ1) + 3∂xφ1/3 (−∂tφ1/3 − v1/3∂xφ1/3)] . (1)
The imaginary-time (Euclidean) version of this action reads
S 0 =
∫
dxdτ
1
4π
[
∂xφ1 (−i∂τφ1 + v1∂xφ1) + 3∂xφ1/3 (i∂τφ1/3 + v1/3∂xφ1/3)] . (2)
Calculating from this action fields canonically conjugated to φ1 and φ1/3, one finds the commu-
tation relations
[
∂xφ1(x), φ1(x
′)
]
= −2πiδ(x − x′); (3)[
∂xφ1/3(x), φ1/3(x
′)
]
=
2πi
3
δ(x − x′). (4)
It is easy to see that φ1 and φ1/3 are a left-moving and a right-moving fields, respectively. The
physical electric charge density is given by
ρ(x) =
1
2π
(
∂xφ1 + ∂xφ1/3
)
. (5)
The operator for the intermode tunneling induced by disorder is given by
S dis =
∫
dxdτλ(x) exp
(
iφ1 + 3iφ1/3
)
+ h.c. (6)
Here the operator eiφ1 creates an electron in the (left-moving) mode 1, while eiφ1/3 annihilate a
quasiparticle of charge 1/3 in the right-moving mode 1/3. The linear combination entering the
exponent in Eq. (6) is dictated by charge conservation.
The electrostatic interaction between the modes 1 and 1/3 is described by the term propor-
tional to the product of corresponding densities,
S int =
∫
dxdτ
1
4π
2u∂xφ1∂xφ1/3, (7)
where u is the intermode interaction strength. It is convenient to characterize the latter by a
dimensionless parameter [16]
c =
2u√
3(v1 + v1/3)
, (8)
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with c > 0 corresponding to the repulsive interaction. The condition of stability of the system
amounts to |c| < 1. It is further useful to define [16] a related dimensionless parameter ∆ (which
determines the scaling dimension of the tunneling operator) given by
∆ =
2 −
√
3c√
1 − c2
. (9)
The case of non-interacting 1 and 1/3 modes (c = 0) corresponds to ∆ = 2. In the presence of
interaction u, the bare modes 1 and 1/3 cease to be the eigenmodes of the problem. The new
eigenmodes, which are linear combinations of φ1 and φ1/3 can be straightforwardly obtained by
a Bogoliubov transformation. For a particular interaction strength c =
√
3/2 (i.e., ∆ = 1) they
take the form
φρ =
√
3/2
(
φ1 + φ1/3
)
, (10)
φσ =
√
1/2
(
φ1 + 3φ1/3
)
. (11)
The modes φρ and φσ play a central role for the problem under consideration. Indeed, φρ is
nothing but a total charge mode, as is clear from the comparison of Eq. (10) with Eq. (5). On the
other hand, φσ is a neutral mode, i.e., it does not carry electric charge.
In the sequel, it will be convenient to normalize the field φ1/3 differently, in order to get rid
of the factor 1/3 in the commutation relation (4). We thus define the fields
φL ≡ φ1 , φR =
√
3φ1/3 (12)
and corresponding densities
ρη =
1
2π
∂xφη. (13)
They satisfy the standard commutation relations[
ρη(x), φη(x
′)
]
= iηδ(x − x′), (14)
where η = +1 for the right-moving mode φR and −1 for the left-moving mode φL. With these
notations, the Hamiltonian in the absence of interaction and tunneling between the φL and φR
modes takes the standard form
H =
1
4π
∫
dx
[
vR (∂xφR)
2 + vL (∂xφL)
2
]
, vR = v1/3, vL = v1. (15)
The modes φρ and φσ, with the corresponding densities defined by Eq. (12), satisfy the same
commutation relations (14), with η = +1 for the right-moving mode φσ and −1 for the left-
moving mode φρ. The two basis sets (φR, φL) and (φσ, φρ) are related by a U(1,1) rotation(
φσ
φρ
)
=
1
T
(
1 R
R 1
) (
φR
φL
)
, (16)
(
φR
φL
)
=
1
T
(
1 −R
−R 1
) (
φσ
φρ
)
, (17)
where the coefficients R and T are given by
R = 1/
√
3; T =
√
2/3; T 2 + R2 = 1. (18)
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Figure 1: Model of the ν = 2/3 FQHE edge as studied in this work. In the middle region, −L/2 < x < L/2, the (φR, φL)
modes are coupled by both interaction and disorder while the leads are clean and non-interacting.
2.2. Model and conductances
We are now ready to formulate the problem to be studied in this paper. We consider portion
of ν = 2/3 FQHE edge of a length L with certain interaction strength and disorder. This middle
region of the setup is connected at points x = ±L/2 to “leads”, which are modelled as non-
interacting (φR, φL) edges, see Fig. 1. Our goal will be to calculate the electric and thermal
dc conductances of this device. More accurately, the two-terminal conductance is defined in a
FQHE system that contains two such edges, see Fig. 2. We will also explore a related setup of
Fig. 3 where only the mode 1 is contacted while the 1/3 is floating.
The single ν = 2/3 FQHE edge shown in Fig. 1 is characterized by a 2×2 conductancematrix
Gi j defined by Ii =
∑
j(e
2/h)Gi jV j, where V1 and V2 are voltages characterizing the incoming 1
and 1/3 modes (i.e., eV1 and eV2 are electrochemical potentials of the reservoirs from which
these modes emanate), while I1 and I2 are currents in outgoing 1 and 1/3 modes, respectively.
This matrix is subject to the following constraints:
G11 + G21 = 1 ; (19)
G12 + G22 = 1/3 ; (20)
G21 = G12 . (21)
The first two constraints, Eqs. (19) and (20), follow from the standard condition in the theory
of integer [43, 44] and fractional [7, 32, 45] quantum-Hall edge states that the incident currents
emanating from the reservoirs are completely determined by the potentials V1 and V2 of the
corresponding reservoirs. Specifically, the current incident from the reservoir V1 in the 1 mode
is (e2/h)V1, while the current incident from the reservoir V2 in the 1/3 mode is (e
2/3h)V2. The
last condition, Eqs. (21), is the requirement that no current should flow between the 1 and 1/3
edge modes in equilibrium. Thus the conductance matrix of the edge is fully defined by a single
parameterG12,
Gˆ =
(
1 −G12 G12
G12 1/3 −G12
)
. (22)
The two-terminal conductanceG of the whole ν = 2/3 sample, as defined by Fig. 2, is given by
G = 4/3 −G(t)
12
−G(b)
12
, (23)
where G
(t)
12
and G
(b)
12
are the off-diagonal elements of the matrices Gˆ, Eq. (22), characterizing the
top and the bottom edges, respectively. Each of these matrix elements satisfies
0 ≤ G(α)
12
≤ 1
2
. (24)
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Figure 2: Setup for investigation of the two-terminal conductance G as studied in this work. Two opposite edges of a
ν = 2/3 FQHE system are shown; each of them is modelled as in Fig. 1. On the left and right, the edges are coupled to
metallic source and drain electrodes. Considered is the two-terminal conductance between these electrodes.
13
1
1
Ν=23V1 V2
Figure 3: Modified setup with floating 1/3 mode as studied in experiment of Ref. [41]. This setup is analyzed in Sec. 6
of the present work.
Here the first inequality follows from the fact thatG
(t)
12
+G
(b)
12
is the conductance between the 1 and
1/3 modes and thus should be non-negative. (Note thatG
(t)
12
andG
(b)
12
can be varied independently.)
The second inequality is a consequence of the requirement that the matrix of conductances in a
system with four different potentials applied in left and right parts of the system to 1 and 1/3
modes, see Fig. 4, is positive semi-definite. The condition G ≥ 0, in view of Eq. (23), leads to
G
(α)
12
≤ 2/3 but the general requirement is more stringent, Eq. (24), as we show now.
Let us consider a system shown in Fig. 4. We denote by V1, V2, V3, and V4, the potential of
the left reservoir of the mode 1, left reservoir of the mode 1/3, right reservoir of the mode 1, and
the right reservoir of the mode 1/3, respectively. Let I j with j = 1, 2, 3, 4 be the total currents
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Figure 4: Setup with four terminals that can in general have distinct voltages V1, V2, V3, and V4. It is characterized by a
4 × 4 conductance matrix Gi j, see Eqs. (25–(28). The eigenvalues of the symmetric part of this conductance matrix are
given by Eq. (30).
flowing out of the respective reservoirs. We find, denotingG
(α)
12
by gα,
I1 = V1 − (1 − gt)V2 − gtV3 , (25)
I2 = V2 − (1 − gb)V1 − gbV4 , (26)
I3 =
1
3
V3 −
(
1
3
− gb
)
V4 − gbV1 , (27)
I4 =
1
3
V4 −
(
1
3
− gt
)
V3 − gtV2 . (28)
This yields a 4 × 4 conductance matrix Gi j. The dissipated energy is
P =
∑
j
V jI j =
∑
i j
Gi jViV j , (29)
and is thus determined by the symmetrized conductance matrix (Gi j +G ji)/2. Diagonalizing this
matrix, we find the eigenvalues
0 ; gb + gt ;
1
6
[
8 − 3(gb + gt) ±
√
16 + 9(gb + gt)2
]
. (30)
The requirement P ≥ 0 implies that the symmetric part of the matrix Gˆ is positive semi-definite,
i.e., all its eigenvalues are non-negative. Applying this condition to the eigenvalues (30), we find
the constraint 0 ≤ gb + gt ≤ 1. Since gb and gt can be varied independently, we get 0 ≤ gα ≤ 1/2,
which is the condition (24). For zero temperature, the inequality (24) can be also obtained by
analyzing the energy currents [32, 39]. The proof that we have presented above is valid also for
a non-zero temperature.
Equation (24) implies that the two-terminal conductanceG satisfies
1
3
≤ G ≤ 4
3
. (31)
Below we show, employing a microscopic approach (cf. Ref. [36]), that both limits of the
inequality, Eq. (25), can be achieved in reality.
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ΣΡ
Figure 5: Model of the ν = 2/3 FQHE edge with interaction strength c =
√
3/2 (∆ = 1): representation in terms of
(φσ, φρ) modes. In the middle region of the edge, −L/2 < x < L/2, the interaction establishes eigenmodes (φσ, φρ),
while the non-interacting leads are characterized by (φR, φL) modes. The disorder is present only in the middle part of
the device and affects the φσ (but not the φρ) mode. In the leads, there is interaction between the φσ and φρ modes.
3. Zero-temperature electric conductance of a ∆ = 1 system
In this section we study the zero-temperature conductance for the case when the interaction
in the middle part of the edge is fine tuned to the value c =
√
3/2 corresponding to ∆ = 1. In this
situation the modes φσ and φρ in the middle part of the device are completely decoupled. The
reason for considering such a situation lies in the fact that ∆ = 1 is an attractive infrared fixed
point for a broad interval of bare interaction values. The analysis of this section will thus serve
as a starting point for the study of the dependence of the conductance on temperature, length and
interaction strength in Sec. 4.
3.1. Boundary between interacting and non-interacting sections
In order to evaluate the conductance of the system, we consider first the boundary between
the noninteracting, i.e., (φR, φL), and the interacting, i.e., (φσ, φρ), parts of the system. We will
consider this boundary as sharp, which means that the value of the interaction jumps abruptly
at the boundary. This assumption is always justified in the considered dc limit ω → 0, since,
independently of the specific profile of the interaction varying from c = 0 to c =
√
3/2, this
variation is sharp on the length scale set by frequency, Lω ∝ 1/ω→ ∞.
Assuming that the (φR, φL) region is at x < 0 and (φσ, φρ) at x > 0, we obtain the following
Hamiltonian of the non-uniform edge, cf. Eq. (17):
H =
1
4π
∫ 0
−∞
dx
[
vR (∂xφR)
2 + vL (∂xφL)
2
]
+
1
4π
∫ ∞
0
dx
[
vσ (∂xφσ)
2 + vρ
(
∂xφρ
)2]
=
1
4π
∫ 0
−∞
dx
[
vR (∂xφR)
2 + vL (∂xφL)
2
]
+
+
1
4π
∫ ∞
0
dx
[
vσ
T 2 (∂xφR + R∂xφL)
2 +
vρ
T 2 (R∂xφR + ∂xφL)
2
]
=
1
4π
∫
dx
(
∂xφR, ∂xφL
)
H(x)
(
∂xφR
∂xφL
)
, (32)
where
H(x) = Θ(−x)
(
vR 0
0 vL
)
+
Θ(x)
T 2
(
vσ + R2vρ R(vσ + vρ)
R(vσ + vρ) vρ + R2vσ
)
(33)
and Θ(x) is the Heaviside theta function. The coefficients R and T are given by Eq. (18). The
four velocities vR, vL, vσ, and vρ can be in general considered as independent parameters.
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Figure 6: Bosonic scattering states. Left: Scattering states at the boundary between the left lead and the middle section
(x = −L/2). Right: Scattering states at the boundary between the right lead and the middle section (x = L/2).
The Hamiltonian (32) is quadratic in the bosonic fields. Its eigenstates are one-boson scatter-
ing states. Solving the equations of motion,
∂t
(
φR
φL
)
+ ∂xσzH
(
φR
φL
)
= 0, (34)
we obtain the in-scattering states corresponding to an incoming φR wave:
(
φR
φL
)
=

(
eiǫx/vR
−R e−iǫx/vL
)
, x < 0 ;
eiǫx/vσ
(
1
−R
)
, x > 0 ,
(35)
as illustrated in the top left panel of Fig. 6. Here, ǫ denotes the energy of the scattering state.
Similarly, the in-scattering states corresponding to an incoming Φρ wave are (see the top right
panel in Fig. 6)
(
φR
φL
)
=

T e−iǫx/vL
(
0
1
)
, x < 0 ;
1
T e
−iǫx/vρ
( −R
1
)
+ RT e
iǫx/vσ
(
1
−R
)
, x > 0 .
(36)
The coefficients T and R defined in Eq. (18) have ths the meaning of the transmission and
reflection amplitudes at the boundary between the (R, L) and the (ρ, σ) regions. The scattering
states for the case where the (R, L) region is to the right and the (ρ, σ) region is to the left of the
boundary are obtained in full analogy, cf. the bottom panels of Fig. 6.
10
In the next subsection, Sec. 3.2, we will study the effect of disorder in the middle part of the
setup. After this, we will be able to study the whole device by combining the analysis of the
middle region with that of two boundaries.
3.2. Middle segment: interaction and disorder
The Hamiltonian in the middle part of the system can be expressed as a sum of Hamiltonians
for the charge mode and the neutral mode. The latter is given by
Hσ =
∫ L/2
−L/2
dx
[
1
4π
vσ(∂xφσ)
2 +
1
2πa
(
λ(x)ei
√
2φσ + h.c.
)]
, (37)
where the second term accounts for disorder, cf. Eq. (6). Here a is the ultraviolet cutoff with
dimension of length, and λ(x) has dimension of energy. The field φσ(x) is a chiral boson field
with compactification radius 1/
√
2 and the mode expansion (see Appendix A)
φσ(x) =
2π
L
Nσ√
2
x −
√
2χσ +
1
i
∑
q>0
√
2π
Lq
[
eiqxbq − e−iqxb+q
]
. (38)
We shall now employ the bosonic language and demonstrate that the disorder can be “gauged
out”. Here, we will do so by considering the Hamitonian (37) on the entire x axis (with disorder
restricted to the region −L/2 < x < L/2); in the next subsection, Sec. 3.3, we will generalize this
analysis to a system with leads hosting R and L eigenmodes. The theory defined by Eq. (37) is a
chiral version of the random sine-Gordon theory. In the case of non-random λ(x) such a theory
was considered also in other related contexts, including bilayer quantum Hall systems [36] and
reconstructed quantum Hall edges in the presence of Umklapp scattering [35]. Our analysis in
this section employs the methods of Ref. [36]. The difference with Ref. [36] is in the randomness
of λ(x) as well as in the presence of leads, see also Refs. [38, 40].
To proceed, we introduce the operators
Jz(x) =
1
2π
√
2
∂xφσ(x) , (39)
J±(x) ≡ Jx(x) ± iJy(x) = 1
2πa
e±i
√
2φσ(x) . (40)
The commutation relations for the Fourier components of the operators Ja(x) (with a = x, y, z)
read (see Appendix B) [
Jaq , J
b
q′
]
=
Lq
4π
δq+q′δ
ab + iǫabcJcq+q′ , (41)
which is the level-1 su(2) Kac-Moody algebra. In the real space representation, the commutation
relations take the form
[
Ja(x), Jb(x′)
]
= − i
4π
δabδ′(x − x′) + iǫabcJc(x)δ(x − x′). (42)
In order to gauge out the disorder, we will use the fact that the algebra of the operators Ja is
invariant under transformations
J˜a(x) = S ab(x)Jb(x) + haS (x) , J
a(x) = S ba(x)
[
J˜b(x) − hbS (x)
]
(43)
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parametrized by a real orthogonalmatrix S (x). Here the vector ha
S
(x) is related to S (x) as follows:
hcS (x) =
1
8π
ǫabcΩabS , ΩS ≡ S (x)∂xS T , ΩabS = 4πǫabchcS . (44)
Indeed, we have[
J˜a(x), J˜b(x′)
]
= S aµ(x)S bν(x′)
[
Jµ(x), Jν(x′)
]
= S aµ(x)S bν(x′)
[
− i
4π
δµνδ′(x − x′) + iǫµνγJγ(x)δ(x − x′)
]
= − i
4π
[
S aµ(x)S bµ(x)δ′(x − x′) − S aµ(x)
(
∂xS
bµ(x)
)
δ(x − x′)
]
+
+ iS aµ(x)S bν(x)S λγ(x)S λγ
′
(x)ǫµνγJγ
′
(x)δ(x − x′)
= − i
4π
[
δabδ′(x − x′) −ΩabS (x)δ(x − x′)
]
+ iS λγ
′
(x)ǫabλJγ
′
(x)δ(x − x′)
= − i
4π
δabδ′(x − x′) + iǫabcδ(x − x′)
[
hcS (x) + iS
cγ(x)Jγ(x)
]
= − i
4π
δabδ′(x − x′) + iǫabcδ(x − x′)J˜c(x) , (45)
which proves the invariance stated above.
In terms of the operators Ja(x), the Hamiltonian (37) can be expressed as follows (see
Appendix B):
Hσ =
∫
dx
[
2πvσ
3
J2(x) + 2λa(x)Ja(x)
]
, λ(x) ≡ λx(x) − iλy(x) , (46)
where J2 ≡ (Jx)2 + (Jy)2 + (Jz)2. We now look for a transformation of the operators Ja that
would remove the linear-in-J term in Eq. (46) or at least would make it as simple as possible.
The transformation has a form [see Eq. (43)]
Ja(x) = S ab(x)J˜b(x) + haS (x), (47)
where ha
S
is related to the matrix S by Eq. (44). The transformed Hamiltonian reads
Hσ =
∫
dx
[
2πvσ
3
J˜2 + 2λ˜a J˜a(x)
]
, λ˜a = λb(x)S ba +
2πvσ
3
S bahbS (x). (48)
The condition for the cancelation of the linear terms in the transformed Hamiltonian yields the
equation
4πvσ
3
haS = −2λa. (49)
Using the definition of hS , Eq. (44), we find the equation for the rotation matrix S :
vσ
12
ǫabcΩabS = −λc , (50)
or, equivalently,
∂xS =
6
vσ
UλS , where U
ab
λ = ǫ
abcλc. (51)
12
x8 dl
-
L
2
L
2
x0
S-
S+
SHxL
ΛHxL
S+eΩ
Figure 7: Schematic view of the disorder λ(x) and of the gauge transformation S (x), Eq. (56), used to collect the effect
of disorder into a single point x0 . Outside the interval (−L/2, L/2) the transformation S (x) is constant and given by
rotations S − and S + around the z axis.
Since Uλ is a real antisymmetric matrix, this equation is consistent with the orthogonality of the
matrix S . The explicit solution can be written in terms of the path-ordered exponent:
S λ(x) = Tx exp
[
6
vσ
∫ x
−∞
dx′Uλ(x′)
]
S (−∞) , (52)
with a constant matrix S (−∞).
As it will be clear in Sec. 3.3, in a system with leads, where the neutral and charge modes
interact, it is important to restrict the possible gauge transformations S (x) to those not modifying
the operator ∂xφσ ∼ Jz outside the middle part of the system, −L/2 < x < L/2. Equivalently,
S (x) should rotate around z axis for all |x| > L/2. To construct such a gauge transformation, let
us assume that the disorder λ(x) is non-zero only in the region −L/2 < x < x0 = L/2 − dl, where
dl is a small interval width that will be later sent to zero, see Fig. 7. For a given realisation of
disorder, we compute now the path-ordered exponent
Tx exp
[
6
vσ
∫ L/2
−∞
dxUλ(x)
]
≡ Tx exp
[
6
vσ
∫ +∞
−∞
dxUλ(x)
]
(53)
and establish its decomposition in terms of Euler angles
Tx exp
[
6
vσ
∫ +∞
−∞
dxUλ(x)
]
= Rz(ψ)Rx(θ)R
−1
z (φ) ≡ S +eωˆS −1− . (54)
As the last equality indicates, we denote the two rotation around the z axis by S + and S − and the
x-axis rotation by eωˆ,
Rx(θ) = e
ωˆ , with ωˆ = θ ·

0 0 0
0 0 1
0 −1 0
 , 0 < θ < π . (55)
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We chose S (x) according to
S (x) =

S λ(x), x < x0 ;
S + exp
(
ωˆ(L/2−x)
dl
)
, x0 < x < L/2 ;
S +, x > L/2 ,
(56)
where S λ(x) is given by Eq. (52) with S (−∞) = S −. The correspondingΩS and hS are given by
ΩS (x) = S ∂xS
T =

− 6
vσ
Uλ, x < x0 ;
1
l
S +ωˆS
T
+ , x0 < x < L/2 ;
0, x > L/2 ,
(57)
and
haS =

− 3
2πvσ
λa, x < x0 ;
1
8πl
ǫrpqS ar+ ω
pq ≡ 1
8πl
ǫrpq
[
S +e
ωˆ
]ar
ωpq, x0 < x < L/2 ;
0, x > L/2 .
(58)
Using Eq. (48), we find the vector function λ˜a(x) representing the disorder in the transformed
Hamiltonian:
λ˜a =

0, x < x0 ;
vσ
12l
ǫabcωbc, x0 < x < L/2 ;
0, x > L/2.
(59)
Substituting here ω from Eq. (55), we thus obtain the Hamiltonian expressed in terms of trans-
formed operators,
Hσ =
∫
dx
2πvσ
3
J˜2 +
vσθ
3dl
∫ L/2
x0
dx J˜x(x) , (60)
or, in the limit dl→ 0,
Hσ =
∫
dx
2πvσ
3
J˜2 +
vσθ
3
J˜x(x0). (61)
Equation (61) represents the main result of this subsection. It shows that the effect of disorder
can be accumulated in a single point x0. It is easy to show by generalizing the above derivation
that the role of x0 can be played by any point, also by one inside the disordered region. In a certain
sense, this is similar to the Aharonov-Bohm effect, where, depending on a choice of a gauge, the
effect of magnetic flux amounts to a phase jump that can be shifted to an arbitrary point on the
contour. We note that sophisticated choice of the gauge transformation S (x), Eq. (56), allows us
to prevent the appearance of Jz(0) and Jy(0) terms in the transformed Hamiltonian.
Let us emphasize that the transformation we have used satisfies the boundary conditions
S (x < −L/2) = S − , S (x > L/2) = S + , (62)
with two non-trivial (but constant) matrices S + and S −. Thus, generally this transformation mod-
ifies the operators even outside the disordered region. Moreover, for S − , S + this modification
is different at x < −L/2 and x > L/2. However, due to our requirement that S + and S − are
rotations around the z axis, the operator ∂xφσ is not affected by these rotations. This will be of
key importance for the analysis of the whole system in the next subsection, Sec. 3.3.
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3.3. Adding the leads: analysis of the entire system
3.3.1. Transformation of the Hamitonian: Exploiting the SU(2) symmetry
We are now ready to study the whole system consisting of a disordered middle section whose
eigenmodes are neutral and charge (2/3) and of clean leads with eigenmodesR and L. The Hamil-
tonian of the total system has the form
H =
∫ +L/2
−L/2
1
4π
[
vσ(∂xφσ)
2 + vρ(∂xφρ)
2
]
+
∫
|x|>L/2
1
4π
[
vR(∂xφR)
2 + vL(∂xφL)
2
]
+
∫ L/2
−L/2
disorder.
(63)
Splitting off the Hamiltonian of an infinite σ–ρ system, we rewrite H as follows:
H =
∫ +∞
−∞
1
4π
[
vσ(∂xφσ)
2 + vρ(∂xφρ)
2
]
+
∫ L/2
−L/2
disorder +
+
∫
|x|>L/2
1
4π
[
vR(∂xφR)
2 + vL(∂xφL)
2 − vσ(∂xφσ)2 − vρ(∂xφρ)2
]
, (64)
or, expressing everything through the φρ and φσ fields (cf. Sec. 3.1),
H =
∫ +∞
−∞
1
4π
[
vσ(∂xφσ)
2 + vρ(∂xφρ)
2
]
+
∫ L/2
−L/2
disorder +
+
∫
|x|>L/2
1
4π
[
vR
T 2 (∂xφσ − R∂xφρ)
2 +
vL
T 2 (∂xφρ − R∂xφσ)
2 − vσ(∂xφσ)2 − vρ(∂xφρ)2
]
. (65)
Now we apply to this Hamiltonian the transformation S (x) (which acts on the φσ field only)
defined in Sec. 3.2. The key point here is that this transformation acts trivially on the ∂xφσ
outside the interval (−L/2, L/2) and thus does not affect the last line in Eq. (65). Therefore,
as in Sec. 3.2, we can gauge out the disorder—collecting its effect onto a single point x0 = 0—
without affecting the form of the Hamiltonian in the leads. Choosing for definiteness x0 = 0 and
omitting the tilde in the symbols for transformed fields, we get the Hamiltonian
H =
∫ +L/2
−L/2
1
4π
[
(vσ(∂xφσ)
2 + vρ(∂xφρ)
2
]
+
∫
|x|>L/2
1
4π
[
vR(∂xφR)
2 + vL(∂xφL)
2
]
+
vσθ
3
Jx(0), (66)
or, equivalently, with h = θ/6π,
H =
∫ +L/2
−L/2
1
4π
[
vσ(∂xφσ)
2 + vρ(∂xφρ)
2
]
+
∫
|x|>L/2
1
4π
[
vR(∂xφR)
2 + vL(∂xφL)
2
]
+
vσh
a
cos
√
2φσ(0).
(67)
3.3.2. Renormalization group near θ = 0
We are now going to develop a renormalization-group (RG) treatment of the last (disorder-
induced) term in Eq. (66) [or, equivalently, Eq. (67)]. This RG will describe renormalization
of this disorder-induced term by interaction between the φρ and φσ modes in the leads. From
symmetry considerations, it is clear that the points θ = 0 and θ = π are fixed points of the RG.
We first consider the problem near the clean fixed point θ = 0. We begin by integrating out all the
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degrees of freedom apart from φσ(x = 0, t) ≡ φ(t). This is done in a standard way by introducing
a Lagrange multiplier ξ(t), after which the intergral over φ(t) becomes Gaussian:
e−S [φ] =
∫
Dξ(t)DφRDφLe−S [φR ,φL]+i
∫
dtξ(t)(φ(t)−φσ(0,t))
=
∫
Dξ(t)e− 12
∫
dtdt′Dσσ(0,t−t′)ξ(t)ξ(t′)+i
∫
dtξ(t)φ(t)+
vσh
a
∫
dt cos
√
2φ , (68)
where Dσσ is the Green function of the field φσ,
Dσσ(0, t − t′) = 〈φσ(0, t)φσ(0, t′)〉. (69)
Integrating now out the ξ-field, we get the action for the field φ(t) at the position of the “impurity”
(x = 0):
S =
1
2
∫
dω
2π
|ω|
πK(ω)
|φ(ω)|2 + vσh
a
∫
dτ cos
√
2φ , (70)
where
πK(ω)
|ω| = Dσσ(x − x
′ = 0, ω) . (71)
Evaluating the propagator entering Eq. (71), we obtain
K(ω) =
2ω
π
(1 − R4)
∫ ∞
0
dΩ
1
ω2 + Ω2
1
1 + R4 − 2R2 cos 2Ωτ , (72)
where τ = L/v¯ is the mean flight time through the middle part of the system, with v¯−1 = (v−1ρ +
v−1σ )/2. Equation (72) stems from the expansion of the field φσ(0, t) in terms of the incoming
right and left fields (see Fig. 6),
φσ(0, t) = T
∞∑
n=0
R2nΦR(0, t − 2nτ) + T
∞∑
n=0
R1+2nΦL(0, t − 2nτ), (73)
and the Green functions of the incoming fields,
DRR(ω, q) =
2π
q
1
iω − vRq , DLL(ω, q) = −
2π
q
1
iω + vLq
. (74)
Indeed, it follows from Eq. (73) that
Dσσ(0, t) = T 2
∞∑
n,m=0
R2n+2mDRR(0, t+2nτ−2mτ)+T 2R2
∞∑
n,m=0
R2n+2mDLL(0, t+2nτ−2mτ).
(75)
Performing the Fourier transformation, using Eq. (74), and substituting the result in Eq. (71), we
obtain Eq. (73). The function K(ω) has the asymptotic behavior (we recall that R = 1/√3)
K(0) =
1 + R2
1 − R2 = 2 , K(∞) = 1 ; (76)
the crossover between them takes place at frequencies ω ∼ 1/τ determined by the flight time
through the middle part of the device.
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The RG equation that describes the flow of h with the frequency ω reads
dh/dL = [1 − K(ω)]h , (77)
where L = ln(1/ω). Equivalently, one can view Eq. (77) as describing the flow of h with the
length L0 of the leads. For this purpose, the frequency ω in Eq. (75) should be understood as
a running energy scale corresponding to the running length L0 of the leads. It can be checked
that the non-trivial renormalization of h comes from the fluctuations of the bosonic filed in the
1/3 lead. Thus, the relevant velocity is that of the 1/3 mode, i.e., ω ∼ vL/L0. The flow becomes
non-trivial when K(ω) differs essentially from unity, which is the case for ω . 1/τ, or, in terms
of the length scale, for L0 & (vL/v¯)L. Below we will drop for brevity the dimensionless ratio of
velocities in this condition, writing it simply as L0 & L. In this regime 1 − K is negative, so that
h decreases under the RG flow. Thus, the clean (h = 0) fixed point is stable (attractive).
3.3.3. Renormalization group near θ = π
Let us now describe the RG near the second fixed point of the Hamiltonian (66), (67), θ = π
(or, equivalently, h = 1/6). When θ is exactly equal to π, the factor Rx(θ) in Eq. (54) is a rotation
by angle π around the x axis. Such a rotation transforms the z axis into −z. In this situation, we
can gauge out the disorder completely by using the transformation generated by S λ(x) and still
have a quadratic Hamiltonian. The resulting fixed-point Hamiltonian reads:
H =
∫ +L/2
−L/2
1
4π
[
vσ(∂xφσ]
2 + vρ(∂xφρ)
2
)
+
∫
x<−L/2
1
4π
[
vR(∂xφR)
2 + vL(∂xφL)
2
]
+
+
∫
x>L/2
1
4π
[
vR(∂xφ˜R)
2 + vL(∂xφ˜L)
2
]
, (78)
where (
φ˜R
φ˜L
)
=
1
T
(
1 R
R 1
) (
φσ
φρ
)
. (79)
Equation (79) is obtained from Eq. (17) by a transformation R → −R associated with the sign
change ∂xφσ → −∂xφσ generated by S λ(+∞).
A small deviation from this fixed point, θ˜ = π − θ ≪ 1, will generate a perturbation of the
Hamiltonian (78) by a cosine term analogous to the last term in Eq. (66) with a prefactor given
by θ˜. Proceeding in full analogy with the analysis in Sec. 3.3.2, we can derive an RG equation
for h˜ = θ˜/6π,
dh˜/dL = [1 − K˜(ω)]h˜ . (80)
The resulting expression for K˜(ω) can be obtained from that for K(ω) by a replacement R2 →
−R2 in Eqs. (72), yielding
K˜(ω) =
2ω
π
(1 − R4)
∫ ∞
0
dΩ
1
ω2 + Ω2
1
1 + R4 + 2R2 cos 2Ωτ , (81)
with asymptotic values
K˜(0) =
1 − R2
1 + R2 =
1
2
, K˜(∞) = 1 . (82)
Since K˜(0) < 1, this fixed point is unstable (repulsive). Thus, the infrared RG flow is directed
from the θ = π fixed point towards the θ = 0 fixed point.
17
3.4. Conductance at the fixed points
It remains to calculate the value of the (two-terminal) conductance at the fixed points with
θ = 0 and θ = π. We consider a quantum Hall sample with two opposite edges, see Fig. 2. In
the top-edge “leads” the mode 1 propagates to the left and the mode 1/3 to the right, as shown in
Fig. 6. In the bottom edge the situation is opposite. We bias the incoming modes in the left leads
(which are the 1/3 mode in the top edge and the 1 mode in the bottom edge) by a small voltage
V as compared to the incoming modes in the right leads. The two-terminal conductance G is
defined as G = I/V where I is the resulting current from left to right, see Sec. 2.2. According to
Eq. (23), the two-terminal conductance is determined by the parameters G
(α)
12
characterizing the
top (α = t) and the bottom (α = b) edges. A detailed derivation of the values of G
(α)
12
for each
of two saddle points is presented in Appendix C; here we present a brief sketch of the argument
and the result.
For the case when each of two edges is characterized by the trivial (θ = 0) fixed point, the
zero-frequency transmission amplitudes for both the 1/3 and the 1 incoming modes are equal to
unity, which yields the conductance (in units of e2/h)
G = 1 +
1
3
=
4
3
. (83)
In terms of the notations introduced in Sec. 2.2, this corresponds toG
(t)
12
= G
(b)
12
= 0 (no backscat-
tering between the two channels). This situation realizes the largest possible value of the two-
terminal conductanceG, see Eq. (25).
If each of the edges is characterized by the nontrivial fixed point (θ = π), the transmission
amplitudes of both incoming modes are equal to
T 2 − T 2R2 + T 2R4 + . . . = T
2
1 + R2 =
1
2
(84)
where we have take into account that R = 1/
√
3 and T = √2/3. In terms of the fields φ˜R and φ˜L
the physical charge density reads
ρ(x) =
1
2π
(
∂xφ˜L − R∂xφ˜R
)
. (85)
Thus, the field φ˜R carries charge of −1/3, and the conductance is equal to
− 1
2
× 1
3
+
1
2
× 1 = 1
3
. (86)
In terms of the notations of Sec. 2.2, this corresponds toG
(t)
12
= G
(b)
12
= 1/2. This situation realizes
the lowest possible value of the two-terminal conductanceG, see Eq. (25). The valueG12 = 1/2
corresponds to the limit of the strongest local scatterer as found in Ref. [34]. The emergence of
this value in the context of line junction between counterpropagating 1 and 1/3 modes was also
pointed out in Refs. [37, 40].
When the renormalization discussed in Sections 3.3.2 and 3.3.3 is inefficient (i.e., the leads
are relatively short, or else, the frequency is sufficiently high), the two-terminal conductance of
the junction can take any value between 1/3 and 4/3, depending on the specific configuration of
disorder (regime of mesoscopic fluctuations, see Sec. 4). When the infrared cutoff is lowered
(i.e., the length of the leads is increased or the frequency is lowered), the renormalization yields
a flow of the conductance towards the value 4/3.
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4. Dependence of conductance on system size, temperature, and bare interaction strength
The above arguments predict that for the case of relatively short leads, L0 ≪ L, the two-
terminal conductance of a ν = 2/3 FQHE junction can take any value between 1/3 and 4/3
(in units of e2/h). When the leads are long, an additional renormalization takes place, and the
conductance is renormalized towardsG = 4/3 for almost any realization of disorder.
Clearly, the model considered above contains a number of assumptions that are idealizations
as compared to a realistic experimental situation. Specifically, we have assumed
(i) “ideal contacts”: the segments of the edge to which the bias voltage is applied can be mod-
elled as decoupled 1 and 1/3 modes, and the modes leaving the reservoir are in equilibrium
with this reservoir;
(ii) that the interaction in the central region of the device is fine-tuned to the value c =
√
3/2
for which the neutral and 2/3 modes are the eigenmodes;
(iii) zero temperature, T = 0.
The importance of the assumption (i) in the context of transport through FQHE devices has
been analysed in the literature [34, 46] and we will not discuss it here. In the analysis of the
length and temperature dependence of the conductance below we will follow the ideal-contact
assumption (i).
Let us now discuss the implications of relaxing the remaining two assumptions, which is
crucial for understanding the dependence of the conductance on temperature and on the size of
the device, as studied experimentally.
4.1. Zero temperature, strong interaction
Imagine first that the assumption (ii) is relaxed [but (iii) still holds: the temperature is T = 0].
For a broad range of bare values of the interaction and disorder, the theory will be in the basin
of attraction of the “neutral plus 2/3” fixed-point theory, cf. Ref. [16]. Under these conditions,
the above results should retain their validity, up to small corrections. (We assume, of course,
that the size L of the central region is much larger than the ultraviolet scale a.) In other words,
at zero temperature the assumption (ii) can be substantially weakened: it is sufficient that the
initial parameters are in the above basin of attraction, which is rather broad [16]. For weak bare
disorder, the requirement is that the parameter ∆ is in the range 1 < ∆ < 3/2, which means that
the repulsive interaction between the 1 and 1/3 modes is neither too weak nor extremely strong,
0.34 < c < 0.98.
4.2. Zero temperature, weak interaction
What happens if the interaction is weaker, ∆ > 3/2, i.e., c < 0.34? The weak disorder is
then RG-irrelevant (i.e., it renormalizes to zero in the infrared), and the renormalization of ∆
is not particularly important. The infrared limit of the theory is then on a line of fixed points
with ∆ > 3/2 and no disorder, which is characteristic for the Berezinskii-Kosterlitz-Thouless
transition. The zero-temperature conductance will be then essentially the same (up to small
corrections) as that of a clean system. Clearly, for a clean system we have G
(t)
12
= G
(b)
12
= 0. For
the two-terminal conductanceG this implies
G = 4/3 . (87)
It is worth emphasizing that this value is independent of the interaction strength (i.e., on ∆).
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Thus, there is an important difference between the T = 0 value of the conductance in the
cases of strong interaction (disordered fixed point with ∆ = 1) and weak interaction (clean fixed
point with ∆ > 3/2). In the first case the conductance G shows strong mesoscopic fluctuations
bounded between 1/3 and 4/3 if the leads are not too long, L0 . L, and renormalizes to 4/3
in the limit L0 ≫ L. In the second case the conductance is equal to 4/3, independently of the
relation between L0 and L. The existence of strong mesoscopic fluctuations is thus a hallmark
of the ∆ = 1 fixed point, i.e., essentially of the neutral-mode physics. As we discuss below,
the difference between the strong-interaction and weak-interaction regimes shows up also in the
limit of long leads, L0 → ∞, as one considers the conductance either as function of temperature
or as function of the length of the interacting segment of the edge.
4.3. Finite temperature
Finally, let us relax the assumption (iii), i.e., consider the problem at hand at finite tempera-
ture T . As for the zero-T limit above, we consider separately the two cases of strong and weak
interaction between the 1 and 1/3 modes.
4.3.1. Strong interaction: ∆ < 3/2
We assume that the bare value of the interaction between the 1 and 1/3 modes is sufficiently
strong (∆0 < 3/2), so that the system flows under RG towards the “neutral plus 2/3” fixed point
(∆ = 1) in the infrared. For lowest temperatures (and at given system size L) this flow is cut
off by L. In this situation, the temperature is of no particular importance and can be safely set
to zero—which is the case considered above. In the opposite situation, it is the temperature
that stops the RG flow of interaction and disorder at the corresponding thermal length scale
LT ∼ vσ/T ≪ L. The system thus does not reach the fixed point characterized by the neutral
and 2/3 modes: the eigenmodes remain slightly different. As a result, tunneling couples these
counterpropagating eigenmodes, establishing a length Lin(T ) of backscattering between them. It
is important that this scattering is a genuine inelastic process. In view of this, we expect that the
scattering establishes equilibration between the counterpropagatingmodes at scales L≫ Lin(T ).
As is clear from the above discussion, the length Lin(T ) diverges in the limit T → 0. An explicit
estimate of this equilibration length Lin(T ) (as well as of other characteristic scales for the finite-
temperature behavior of transport characteristics) is presented in Appendix D where we closely
follow Ref. [16]. The result is [see Eq. (D.8)]
Lin(T ) ∼
L2
T
ℓW in
0
∼ 1
∆0 − 1
1
ℓ
(
vσ
T
)2
, LT & ℓ , (88)
where ℓ is the length of disorder-induced mixing between the bare modes, Eq. (D.1). Equation
(88) is valid at sufficiently low temperature, when LT & ℓ, so that the RG flow has taken the
system to the strong-disorder regime and the renormalized ∆ is close to unity. In this low-
temperature regime the hierarchy of scales is ℓ ≪ LT ≪ Lin(T ). In the opposite case of higher
temperatures, LT . ℓ, the equilibration length is given by
Lin(T ) ∼ ℓ
∆0 − 1
(
ℓ
LT
)2−2∆0
, LT . ℓ , (89)
see Eq. (D.12). Thus, the temperature scaling of Lin changes from T
−(2∆0−2) (with 0 < 2∆0−2 < 1)
at higher temperatures to T−2 at lower temperatures, see Fig. 8. The crossover temperature is
determined by the condition LT ∼ ℓ and thus depends on disorder strength.
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Figure 8: Schematic plot (on the log-log scale) of the temperature dependence of the inelastic equilibration length Lin
for the case of strong interaction, ∆0 < 3/2. The equilibration length is given by Eqs. (88) and (89) for low and higher
temperatures, respectively. (In the figure, only the corresponding temperature scaling is indicated.) Also shown are the
thermal length LT as well as the temperature-independent length ℓ, Eq. (D.2), at which the disorder becomes strong at
low temperature.
Let us consider the evolution of the conductanceG with increasing system size L at a given
(non-zero) temperature T and given length of the leads L0. The physics is particularly rich in the
case of low temperatures, LT ≫ ℓ. In view of the characteristic length scales identified above,
we can then distinguish between the following four transport regimes:
(i) Almost decoupled bare modes: L ≪ ℓ. In this situation the disorder is of no influence at
all. In particular, the conductance is given by Eq. (87), up to small corrections.
(ii) Nearly decoupled neutral and 2/3 modes with renormalization by leads: ℓ ≪ L ≪
min(L0, LT ). The interacting part of our device is now described in terms of decoupled
neutral and 2/3 modes, with the former subject to strong disorder. However, the renor-
malization of the conductance by the leads again yields the result (87), see Secs. 3.3 and
4.1.
(iii) Mesoscopic regime: min(L0, LT ) ≪ L ≪ Lin(T ). Now the renormalization by leads be-
comes inefficient, and the conductance shows mesoscopic fluctuations between the limit-
ing values 1/3 and 4/3, see Secs. 3.3 and 4.1.
(iv) Incoherent regime: L ≫ Lin(T ). In this situation the parameterG(α)12 characterizing each of
the two edges (top and bottom) is equal to 1/3, and the two-terminal conductance is
G = 2/3 , (90)
up to corrections that are exponentially small in Lin(T )/L≪ 1. This result for the conduc-
tance in the incoherent regime was obtained in Refs. [16, 39, 40, 47]. We present a brief
analysis of the transport in the incoherent regime with a derivation of Eq.(87) in Sec. 4.3.3
below.
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Figure 9: Schematic plot of the temperature and length dependence of the two-terminal conductance G for the case of
strong interaction (bare value of ∆ below 3/2), when the renormalization drives the system towards the strong-disorder
∆ = 1 fixed point. Left panel: Evolution of G with the length L of the central part of the system, at fixed (non-zero)
temperature T . It is assumed that the temperature is sufficiently low, so that LT ≫ ℓ. Right panel: Evolution ofG with the
temperature T at fixed L ≫ ℓ. The characteristic length scales are: the length ℓ of tunneling between the 1 and 1/3 modes
(which is essentially T -independent at low T ), the thermal length LT ∝ T−1, and the equilibration length Lin(T ) ∝ T−2,
which satisfy the hierarchy ℓ ≪ LT ≪ Lin(T ). For L≪ LT , the renormalization drives the system towards the fixed point
with G = 4/3. For LT . L . Lin(T ) the system is in the regime of strong mesoscopic fluctuations. It is assumed here
that the leads are sufficiently long L0 ≫ LT ; otherwise, the lower border of the regime of strong mesoscopic fluctuations
will be at L0 rather than at LT . For L≫ Lin(T ) the system is in the incoherent regime with G = 2/3.
The evolution of the conductance G of a given sample with system size length L at fixed
temperature T in the strong-interaction regime is illustrated in the left panel of Fig. 9. The
right panel of the figure shows the same results plotted as a function of T for fixed L. The
mesoscopic-fluctuation regime at min(L0, LT ) ≪ L ≪ Lin(T ) shows up in this plot in the form of
a sample-specific value of the conductance satisfying 1/3 < G < 4/3.
In the case of higher temperatures, LT . ℓ, the regime (i) extends up to L ∼ Lin(T ), with the
equilibration length given by Eq. (89), where a crossover directly to the incoherent regime (iv)
takes place. The behavior of the conductance in this situation is essentially the same as for the
case of weak interaction ∆ > 3/2, see Sec. 4.3.2 and the left panel of Fig. 10 below.
4.3.2. Weak bare interaction: ∆ > 3/2
Now we turn to the case of weak interaction, ∆0 > 3/2, when the disorder is RG-irrelevant
and the renormalization of interaction is inessential. In this regime of weak interaction, the
only length scale where the character of transport changes is the inelastic equilibration length Lin
given by [see Eq. (D.14) in Appendix D]
Lin(T ) ∼ W−10 a
(
LT
a
)2∆−2
∼ W−10 a
(
v1/3
aT
)2∆−2
, (91)
Now there are only two different transport regimes:
(i) Almost decoupled bare modes: L ≪ Lin(T ), which is fully analogous to the regime (i) of
the strong-interaction case, Sec. 4.3.1. Disorder is of no importance, and the conductance
is given by Eq. (87), up to small corrections.
(ii) Incoherent regime: L ≫ Lin(T ), which is analogous to the regime (iv) of the strong-
interaction case, Sec. 4.3.1. The parameter G
(α)
12
characterizing each of the two edges is
equal to 1/3, and the two-terminal conductance is given by Eq. (90).
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Figure 10: Schematic plot of the temperature and length dependence of the two-terminal conductance G for the case
of weak interaction, ∆ > 3/2. Left panel: Evolution of G with the length L of the central part of the system, at fixed
(non-zero) temperature T . Right panel: Evolution of G with the temperature T at fixed L. The characteristic length
scales are: the thermal length LT ∝ T−1 and the equilibration length Lin(T ) ∝ T−(2∆−2), which satisfy LT ≪ Lin(T ).
For L ≪ Lin(T ), the renormalized tunneling between the eigenmodes is weak, and the conductance is G = 4/3. For
L ≫ Lin(T ) the system is in the incoherent regime with G = 2/3.
These results are illustrated in Fig. 10. It is instructive to compare the behavior for the case of
weak interaction shown (Fig. 10) with that for the strong-interaction case (Fig. 9). The behavior
for small L (where G = 4/3) and for large L (incoherent regime with G = 2/3) is similar
in both cases. The difference is, however, in the scaling of the borders of these regimes with
temperature. Another difference, which is arguably the most dramatic one, is in the emergence
of the mesoscopic regime in the case of strong interaction, for min(L0, LT ) ≪ L ≪ Lin(T ), with
the conductance showing strong mesoscopic fluctuations within the range 1/3 < G < 4/3.
4.3.3. Incoherent transport, L ≫ Lin
Here we present an analysis of the incoherent regime, L ≫ Lin, the key results for which
were already stated in Sec. 4.3.2. To do this, we rewrite the conductance matrix (22) of an
interacting disordered edge in terms of a transfer matrix expressing currents to the left (in the
outgoing 1 channel and incoming 1/3 channel) in terms of those to the right (incoming 1 channel
and outgoing 1/3 channel):(
Iout
1
Iin
1/3
)
=
1
1 − 3g
(
1 − 4g 3g
−g 1
) (
Iin
1
Iout
1/3
)
, (92)
where we used again the notation g = G12. In the incoherent regime such transfer-matrices for
adjacent segments of the wire will be simply multiplied. It is easy to check that multiplication
of two matrices of the type (92) with the reflection coefficients g1 and g2 yields a matrix of the
same type with the reflection coefficient g given by
g =
g1 + g2 − 4g1g2
1 − 3g1g2 . (93)
Setting here g1 = g2 = g, we obtain the equation
g =
2g − 4g2
1 − 3g2 , (94)
23
which has an attractive fixed point g = 1/3. This is the limiting value of g(L) at L/Lin → ∞.
In order to see how this value is approached with increasing L, we consider attaching a segment
of the wire of length ∼ Lin to a wire of a length L ≫ Lin. Using Eq. (93), we get the evolution
equation for g(L) (more precisely, for its typical value):
dg
dy
= (1 − 4g + 3g2) , (95)
where y ∼ L/Lin. The solution g(y) of Eq. (95) with the initial condition g(0) = 0 is
g(y) =
1 − e−2y
3 − e−2y , (96)
which shows that the incoherent limiting value g = 1/3 is approached exponentially fast, δ(y) ≡
g(y) − 1/3 ∼ e−2y, in agreement with Refs. [39, 40, 47]. It is easy to check that this conclusion
is not essentially modified by fluctuations. Indeed, using Eq. (93) for small δi = gi − 1/3, we
get δ12 = − 92δ1δ2, which implies that ln δ is a Gaussian-distributed quantity, with the average
〈ln δ〉 = −2y and fluctuations var(ln δ) ∼ y.
Substituting Eq. (96) into Eq. (23), we find for the two-terminal conductance in the incoherent
regime
G =
2
3
1 + 1
3
e−2y
1 − 1
3
e−2y
≃ 2
3
(
1 +
2
3
e−2y
)
, y ∼ L/Lin ≫ 1 . (97)
Thus, the limiting incoherent value of the two-terminal conductance at L/Lin → ∞ is 2/3; a
correction at finite (but large) L/Lin is exponentially small and positive.
Let us emphasize that these results for the incoherent regime apply equally to the cases of
strong and weak interactions discussed in Sections 4.3.1 and 4.3.2, respectively. The only differ-
ence is in the value of the equilibration length Lin(T ), which is given by Eqs. (88) and (89) in the
first case and by Eq. (91) in the second case.
5. Thermal transport
In this Section we discuss the thermal transport through the ν = 2/3 FQH edge states.
5.1. General consideration
Similarly to the above study of the charge transport, we consider the four-terminal setup of
Fig. 4, where now the electrodes are kept at zero potential but have slightly different temperatures
Ti = T + ∆Ti, with i = 1, 2, 3, 4. Within the linear response approximation, the system is
characterized by the matrix of thermal conductances,GQ
i j
, relating the energy currents I
Q
i
flowing
out of the electrodes to the temperature differences, I
Q
i
= GQ
i j
∆T j.
In full analogy with the analysis of the electric transport carried out in Sec. 2.2, the matrix
GQ
i j
can be constructed out of the two matrices Gˆ
Q
t and Gˆ
Q
b
, characterizing the response of the top
and bottom edges of the the sample to temperature variations. Specifically, each of the matrices
Gˆ
Q
t,b
relates the energy currents I
Q
1
and I
Q
2
in the outgoing 1 and 1/3 channels of the respective
edge to the temperatures of the incoming 1 and 1/3 channels (see Fig. 1), and has the form [cf.
Eq. (22)]
GˆQ =
(
1 −GQ
12
G
Q
12
G
Q
12
1 −GQ
12
)
. (98)
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Here, we measure the thermal conductance in units of the thermal-conductance quantum πT/6~;
the sum of the matrix elements in each column (unity) reflects the fact that the 1 and 1/3
modes are indistinguishable from the point of view of thermal transport, and the thermal cur-
rent emanating via each of the incoming modes from the corresponding reservoir is given by
I
Q,in
i
= πT∆Ti/6~.
Constructing now the matrix GQ
i j
[cf. Eqs. (25)–(28)] and analysing the eigenvalues of its
symmetric part, one readily finds that thermodynamics dictates the inequality
0 ≤ GQ
12
≤ 1. (99)
For the two-terminal thermal conductance of the ν = 2/3 sample as measured in the setup of Fig.
(2) (with voltage bias replaced by temperature bias),
GQ = 2 −GQ,(t)
12
−GQ,(b)
12
, (100)
the inequality (99) implies
0 ≤ GQ ≤ 2. (101)
Thus, in contrast to the the case of electric transport, thermodynamics does not guarantee ballistic
transport of energy in the system. As is shown below, thermal transport remains nevertheless
ballistic in the coherent regime, L < Lin(T ), and crosses over to diffusion — which implies
the standard Ohmic behavior of thermal conductance, GQ ∼ 1/L — on larger length scales,
L > Lin(T ).
5.2. Coherent regime
In this section we analyse the thermal transport in the coherent regime when the length of
the system is smaller then the inelastic scattering length, L < Lin(T ), with the later given by Eq.
(88) and Eq. (91) for the cases of strong (∆ < 3/2) and weak (∆ > 3/2) interaction respectively.
For the clarity of presentation we assume that the length L0 of the leads exceeds all other length
scales of the problem.
5.2.1. Weak interaction
In the case of weak interaction (∆0 > 3/2) and for L < Lin(T ), the effect of impurities on the
system can be fully neglected. One deals then with a system of 1 and 1/3 modes non-interacting
for |x| > L/2 and with interaction c (non-universal, not renormalized by impurities up to small
corrections) in the middle part of the wire, |x| < L/2. Such a structure is characterized by an
(energy-dependent) transmission amplitude
Ttot(ω) = T˜
2
1 − R˜2e2iωτ˜ . (102)
Here, R˜ and T˜ =
√
1 − R˜2 are the bosonic reflection and transmission amplitudes at the boundary
of the interacting part given by
R˜ = 1 −
√
1 − c2
c
, (103)
and τ˜ is the mean flight time through the interacting region determined by its length and by the
velocities v˜R and v˜L of the local eigenmodes,
τ˜ =
L
2
(
v˜−1R + v˜
−1
L
)
. (104)
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Computing the energy current in the outgoing 1-mode of Fig. 1, we find a general expression for
the parameterG
Q
12
characterizing the thermal transport through the edge:
G
Q
12
= 1 − 6
π2
∫ ∞
0
ΩdΩ
eΩ − 1 |Ttot (ΩT )|
2 . (105)
The integration in Eq. (105) goes over a dimensionless variable Ω = ω/T . The value of G
Q
12
depends on the relation between the temperature T and the characteristic flight time τ˜ propor-
tional to the system size L. For low temperatures, T τ˜ ≪ 1, the transmission coefficient is given,
up to small corrections, by Ttot(ω = 0) = 1, which leads to GQ12=0. Thus, in this regime the
two-terminal thermal conductance attains a universal value (again up to small corrections),
GQ = 2, T τ˜≪ 1. (106)
On the other hand, for higher temperatures, T τ˜ ≫ 1 [but still under the condition L ≪ Lin(T )
with the inelastic length given by Eq. (91)] the thermal conductanceG
Q
12
(and, correspondingly,
GQ) is non-universal and given by
G
Q
12
=
2R˜2
1 + R˜2
= 1 −
√
1 − c2 , T τ˜≫ 1. (107)
When the interaction c is varied, G
Q
12
can in principle take arbitrary values between 0 and 1,
corresponding to the two-terminal conductance taking values in the range 0 ≤ GQ ≤ 2. However,
if we restrict ourselves to relatively weak repulsive interactions satisfying the condition ∆ > 3/2,
i.e., to the interval 0 < c < 0.34, we find a much narrower range 0 ≤ GQ
12
≤ 0.06, and thus
1.88 ≤ GQ ≤ 2 , LT ≪ L ≪ Lin(T ). (108)
We thus conclude that the thermal conductance shows a crossover from the universal value,
GQ = 2, to a non-universal regime as the length of the system exceeds LT = v˜Lv˜R/T (v˜L + v˜R).
By contrast, the electric conductance discussed in Sec. 4 retains its universal value G = 4/3 up
to the scale Lin(T ). The difference can be traced back to the fact that thermal conductance is
determined by bosonic excitations within energy window of the order of temperature, ω ∼ T ,
while the electric transport (in the dc limit) is solely due to bosons with zero energy.
5.2.2. Strong interaction
Let us now consider the case of strong interaction in the middle part of the edge (∆0 < 3/2),
still under the assumption of a coherent regime, L < Lin(T ), with the inelastic length given by
Eq. (88). At the same time, let us assume that the length of the system, L, is much larger
than the (temperature-independent) length ℓ of the disorder-induced mixing between the bare
modes, Eq. (D.1). The interacting part of the edge is then at the Kane-Fisher-Polchinski fixed
point. In this situation, the neutral and charge modes are decoupled and, generally, the former
is subject to strong disorder. However, at lowest temperatures, LT = vσ/T ≫ L, the disorder
in the neutral mode is renormalized to zero by the leads. At such temperatures the bosonic
transmission amplitude Ttot(ω) is approximately equal to unity for all ω . T , cf. Eq. (102).
Thus, in this regimeG
Q
12
= 0, yielding the two-terminal thermal conductance
GQ = 2 , L ≪ LT , (109)
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Figure 11: Two-terminal thermal conductance of a ν = 2/3 FQH sample for the case of strong (∆ < 3/2, left panel)
and weak (∆ > 3/2, right panel) interaction between 1 and 1/3 modes in the middle part of the edges. In both cases, the
conductance at low temperatures (such that L < LT ) is G
Q = 2. At high enough temperatures [such that L > Lin(T )], the
system crosses over to the incoherent regime with Ohmic scaling of thermal conductance. In this regime, the difference
between the weakly interacting and the strongly interacting situations manifests itself in the different scaling of Lin(T )
with temperature. Specifically, while Lin(T ) scales according to Eq. (91) for ∆ > 3/2, its behavior for ∆ < 3/2 is given
by Eqs. (88) and (89) with a crossover at LT ∼ ℓ . In the intermediate temperature range, LT < L < Lin, a system
with ∆ < 3/2 is characterized by universal thermal conductance GQ = 1, while a system with ∆ > 3/2 develops an
interaction-dependent value of the thermal conductance.
up to small corrections.
At higher temperatures, LT < L, the disorder manifest in the neutral mode survives the renor-
malization by the leads, giving rise to strong mesoscopic fluctuations of the electric conductance
discussed in Sec. 4. These fluctuations originate from the dependence of the electric conductance
on the parameter θ that characterizes the disorder configuration and make take any value in the
range between 0 and π. We argue now that, in contrast to the electric conductance, the thermal
conductance of the edge remains insensitive to disorder in this regime due to thermal averaging.
Indeed, for the two exactly solvable cases of θ = 0 and θ = π, the edge is characterized by the
transmission amplitude [cf. Eq. (102)]
Ttot(ω) = T
2
1 ∓ R2e2iωτ , τ =
L(vσ + vρ)
2vσvρ
, (110)
where R = 1/√3; the plus and minus signs in the denominator correspond to θ = π and θ = 0,
respectively. Substituting Eq. (110) into Eq. (105), we find [cf. Eq. (107)]
G
Q
12
=
2R2
1 + R2 = 1/2 , (111)
in both cases of θ = 0 and θ = π. This yields the two-terminal conductance
GQ = 1 , LT ≪ L ≪ Lin(T ). (112)
While we have proven this only for the limiting cases of the weakest (θ = 0) and strongest (θ = π)
disorder, we expect that the analogous thermal averaging washes out the disorder in the neutral
mode for arbitrary value of θ. If this conjecture is correct, the thermal conductance assumes the
universal value (112), which is a half of the maximal thermal conductance [which is found for the
lowest temperatures, see Eq. (109)]. This universal behavior, along with mesoscopic fluctuations
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of electric conductance in the same temperature range, is then a hallmark of the proximity of the
system to the Kane-Fisher-Polchinski fixed point.
This analysis of the case of strong interaction assumed that the temperature remains suffi-
ciently low, LT ≫ ℓ, so that the interaction is renormalized by disorder from an initial value
1 < ∆0 < 3/2 to a vicinity of the Kane-Fisher-Polchinski fixed point, ∆ = 1. In the opposite case
of higher temperatures, LT ≪ ℓ, the analysis is similar to that in the case of weak interaction
(Sec. 5.2.1), see the comment in the end of Sec. 4.3.1. Under the condition LT < L < Lin(T ),
the coefficient G
Q
12
determining the thermal conductance is then given by Eqs. (107) and (103)
with the unrenormalized interaction, 0.34 < c < 0.98. This implies that the two-terminal thermal
conductanceGQ may take a value in the range
0.41 < GQ < 1.88 . (113)
5.3. Incoherent regime
Let us now consider the system in the incoherent regime, L > Lin(T ), with the equilibration
length given by Eq. (88), (89), or (91), depending on the interaction strength and the temperature
range. The behaviour of the thermal conductance in the incoherent regime can be studied in close
analogy to the analysis of the electric conductance in Sec. 4.3.3. To this end, we describe each
segment of the system of length L & Lin by a transfer matrix relating incoming and outgoing
currents [see Eq. (98)]:  IQ,out1
I
Q,in
1/3
 = 1
1 − gQ
(
1 − 2gQ gQ
−gQ 1
)  IQ,in1
I
Q,out
1/3
 , (114)
where we used a shorthand notation gQ ≡ GQ
12
. Joining two such segments of length L1 and L2
characterized by g
Q
1
and g
Q
2
, we get a segment of length L1 + L2 having the transfer matrix of the
same structure with
gQ =
g
Q
1
+ g
Q
2
− 2gQ
1
g
Q
2
1 − gQ
1
g
Q
2
. (115)
The iterative scheme (115) has a stable fixed point gQ = 1. Indeed, it can be equivalently be
rewritten as
gQ
1 − gQ =
g
Q
1
1 − gQ
1
+
g
Q
2
1 − gQ
2
. (116)
The parameter g characterizing a segment of length L ≫ Lin(T ) thus satisfies〈
gQ(L)
1 − gQ(L)
〉
= C
L
Lin(T )
, (117)
where the angular brackets denotes the average with respect to disorder and C is a numerical
constant of order unity,
C =
〈
gQ(Lin(T ))
1 − gQ(Lin(T ))
〉
∼ 1. (118)
It follows from Eq. (117) that in the incoherent regime
〈
gQ(L)
〉
= 1 − 1
C
Lin(T )
L
, (119)
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so that the two-terminal thermal conductance shows Ohmic scaling with the system size,
GQ =
2
C
Lin(T )
L
, L≫ Lin(T ), (120)
in agreement with Ref. [47]. As follows from Eq. (116), the mesoscopic fluctuations ofGQ scale
in this regime as 〈(
δGQ
)2〉
[
GQ
]2 ∼ Lin(T )L . (121)
In the time domain the 1/L scaling of the thermal conductance in the incoherent regime,
Eq. (120), corresponds to diffusive propagation of energy along the edge found in Ref. [48].
This should be contrasted to ballistic propagation of charge. The 2/3 edge with random tunnel-
ing is thus, for L > Lint, a system with a strong charge-energy separation. In fact, this separation
would become even more dramatic if the dominant disorder would be not the random tunnel-
ing but rather a random interaction between the modes. In this case, the heat transport would
be suppressed still stronger due to Anderson localization of bosonic modes, see a discussion in
Sec. 7.
Let us emphasize once more that Eq. (120) describes thermal transport in the incoherent
regime independently of the strength of the interaction. The only dependence on the latter is
in the value of the equilibration length Lin(T ), which is given by Eqs. (88) and (89) in the case
∆ < 3/2 and by Eq. (91) in the case ∆ > 3/2. The dependence of the thermal conductance on
temperature is summarized in Fig. 11.
It is worth mentioning that we have discarded a contribution to thermal conductivity which
originates from transport via localized quasiparticle states in the 2D bulk of the quantum-Hall
system due to long-rangeCoulomb interaction [49]. The corresponding 2D heat conductivitywas
found to scale as T 3 at low temperatures [49], i.e., as T 2 when measured in units of the thermal
conducance quantum πT/6~. Thus, the contribution of the bulk thermal transport is small in
comparison with the edge contribution in the regime of coherent edge transport, when GQ is
of order unity. On the other hand, the situation becomes more intricate for larger systems (or
higher temperatures), when the edge transport is in the incoherent regime (which, as we discuss
in Sec. 7, is the case for the majority of experiments). Indeed, the edge thermal conductance then
decreases with increasing system size as 1/L. On the other hand, the two-terminal conductance
via the 2D bulk scales with the distance L between the terminals only logarithmically, G
Q
bulk
∝
1/ ln(L/b), where b is the size of the contact. Therefore, with increasing L, the bulk contribution
will become progressively more sizeable in comparison with the edge one, and for large enough
L the bulk thermal transport will dominate.
6. Transport properties of a device with floating 1/3 mode
In the previous Sections, we have analysed in detail transport properties of a ν = 2/3 FQH
sample where both 1 and 1/3 channels are contacted by external electrodes, see Figs. 2 and 4. In
those setups the coherence between the top and bottom edges of the sample was fully broken by
the ohmic contacts, irrespectively of temperature or system size. This has allowed us to describe
the properties of the system in terms of two parameters, gt and gb, characterizing the top and
bottom edges separately.
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Figure 12: Equivalent representation of a setup with floating 1/3 mode. The top and bottom 1/3 modes are formally
extended to infinity. Strong interaction between them at |x| > LA/2 prevents the plasmons from leaving the loop in the
middle of the sample trough these artificially added channels, thus making this setup equivalent to that of Fig. 3.
In the present Section we explore a setup of different kind—the one with the “floating” 1/3
mode, i.e., not connected to any metallic contact, see Fig. 3. The charge transport in such a
device was recently studied experimentally in Ref. [41]. Throughout this Section we will denote
the two-terminal electric and thermal conductances of this device by G and GQ, respectively.
6.1. Incoherent regime, L > Lin(T )
In the incoherent regime, when the length L of the interacting parts of the edges exceeds the
inelastic length Lin(T ) [given by Eq. (88), (89), or Eq. (91) depending on the value of ∆], the
setup of Fig. 3 is equivalent to the four-terminal setup, Fig. 4, where now the voltages V3 and
V4 are adjusted such that the currents flowing from reservoirs 3 and 4 vanish, I3 = I4 = 0. This
gives us for the two-terminal conductance of the device
G =
gt + gb − 4gtgb
gt + gb − 3gtgb . (122)
Using the asymptotic behavior (96) of gb(y) = gt(y) = g(y) with y ∼ L/Lin ≫ 1, we obtain
G ≃ 2
3
(
1 +
2
3
e−2y
)
, y ∼ L/Lin ≫ 1 . (123)
Thus, the two-terminal conductance of the device with a floating 1/3 mode has exactly the same
asymptotic behavior in the incoherent regime (the limiting value 2/3, with a positive exponen-
tially small correction) as in a system where both 1 and 1/3 modes are contacted, see Eq. (97).
An analogous consideration yields the ohmic scaling of thermal conductance in the incoher-
ent regime:
GQ =
g
Q
t + g
Q
b
− 2gQt gQb
g
Q
t + g
Q
b
− gQt gQb
∼ Lin(T )
L
. (124)
In the last equality we have used the asymptotic behavior (119) of gQ(L).
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6.2. Coherent regime, L < Lin(T )
Upon lowering the temperature, the system goes over into the coherent regime, L < Lin(T ),
and the equivalence to the four-terminal setup breaks down. To study the transport properties
under these conditions, it is convenient to present the setup with the floating mode in the equiv-
alent form shown in Fig. 12. Here we have extended the top and bottom 1/3 modes to ±∞ but
simultaneously added interaction between them for |x| > LA/2 with 2LA being the length of the
1/3 loop in Fig. 3. We take the interaction between 1/3 modes at |x| > LA/2 to be infinitely
strong such that the bosonic reflection coefficient r at the junction points x = ±LA/2 is equal to
unity. The quadratic part of the Hamiltonian density of our system then reads [cf. Eq. (32); see
also Fig. 12 for notations]
πH(x) =

vL
[
ρ2Lt + ρ
2
Rb
]
+
vR
t2
[
(ρRt − rρLb)2 + (ρLb − rρRt)2
]
, |x| > LA/2;
vLρ
2
Lt
+ vRρ
2
Rt
+ vRρ
2
Lb
+ vLρ
2
Rb
, L/2 < |x| < LA/2;
vσ
T˜ 2
[(
ρRt + R˜ρLt
)2
+
(
ρLb + R˜ρRb
)2]
+
vρ
T˜ 2
[(
R˜ρRt + ρLt
)2
+
(
R˜ρLb + ρRb
)2]
,
|x| < L/2.
(125)
Here t =
√
1 − r2, and r is eventually sent to unity. Further, R˜ and T˜ =
√
1 − R˜2 are the
bosonic reflection and transmission coefficients at the boundary between the interacting and non-
interacting parts of the 2/3 edge. In the case of weak interaction, ∆ > 3/2, the coefficient R˜ is
determined by the interaction in the middle part of the edge, Eq. (103), while for∆ < 3/2 (and for
sufficiently low temperatures, such that LT ≫ ℓ) we have R˜ = R ≡ 1/
√
3 due to renormalization
of interaction by disorder.
6.2.1. Weak interaction, ∆ > 3/2
In the weak interaction regime and for L < Lin(T ) the disorder can be neglected and the
system is fully characterized by the bosonic scattering matrix. The latter can be reconstructed
from the transfer matrix
Tˆ = Tˆ4TˆL−LA Tˆ3TˆLTˆ2TˆL−LA Tˆ1 , (126)
where Tˆ1, Tˆ2, Tˆ3, and Tˆ4 describe the bosonic scattering at x = LA/2, L/2, −L/2, and −LA/2
respectively, while TˆL and TˆL−LA describe the propagation of bosons on the intervals |x| < L/2
and L/2 < |x| < LA/2, see Fig. 12. The elementary transfer-matrices have the form (we set
∆L = LA − L)
Tˆ1 = Tˆ
−1
4 =
1
t

1 0 0 0
0 1 r 0
0 r 1 0
0 0 0 1
 , Tˆ2 = Tˆ−13 =
1
T˜

1 R˜ 0 0
R˜ 1 0 0
0 0 1 R˜
0 0 R˜ 1
 , (127)
TˆL−LA = diag
(
exp [iω∆L/2vL] , exp [−iω∆L/2vR] , exp [iω∆L/2vR] , exp [−iω∆L/2vL]) , (128)
TˆL = diag
(
exp
[
iωL/vρ
]
, exp [−iωL/vσ] , exp [iωL/vσ] , exp
[
−iωL/vρ
])
. (129)
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A straightforward algebra leads now to the transmission amplitude for the 1 modes (in the limit
r → 1)
Ttot(ω) = 2iT˜
2(R˜2 sinωτ1 + sinωτ2)
T˜ 4 − [e−iωτ2 − eiωτ1R˜2]2 , Ttot(ω = 0) = 1 , (130)
where τ1 = L/vρ − ∆L/vR and τ2 = L/vσ + ∆L/vR.
It follows from Eq. (130) that the electrical conductance of the system, determined by the
transmission amplitude at zero frequency, equals unity in the coherent regime for any ∆ > 3/2
(cf. Sec. 4.3.2). On the other hand, the thermal conductance in the considered setup with a
floating 1/3 mode is given by
GQ =
6
π2
∫ ∞
0
ΩdΩ
eΩ − 1 |Ttot (ΩT )|
2 . (131)
At lowest temperatures, T < min(1/τ1, 1/τ2), the thermal conductance G
Q is universal and
equals unity. At higher temperatures, (but still in the coherent regime), GQ crosses over to a
non-universal interaction-dependent value, cf. Sec. 5.2.1 where a similar behavior was found
for the case of setup with both 1 and 1/3 modes contacted. For the repulsive interaction that is
sufficiently weak that the system is outside the basin of attraction of the Kane-Fisher-Polchinski
fixed point, 0 < c < 0.34, the thermal conductance GQ is then found to be in a numerically
narrow range
0.97 < GQ < 1 . (132)
Note that if an attractive interaction (c < 0, which corresponds to ∆ > 2) between the 1 and 1/3
modes is allowed, the thermal conductance can take in the coherent regime with RG-irrelevant
disorder an arbitrary value from the interval 0 < GQ < 1.
6.2.2. Strong interaction, ∆ < 3/2
Let us now turn to the case of strong interaction when ∆ < 3/2 in the middle part of the
edges. It is clear that the gauge transformation used in Sec. 3 to collect the effect of disorder
onto a single point can be applied to the bottom and top edges in Fig. 12 independently. The
system is then characterized—in analogy with a setup with both 1 and 1/3 modes coupled to
reservoirs, see Sec. 3.4—by two parameters 0 < θt, θb < π describing the disorder in the top and
bottom edges, respectively. At lowest temperatures, when the length of the interacting parts of
the edge is much smaller then the temperature length, L ≪ LT , the resulting disorder is further
renormalized down by the leads. As a result, we end up with the quadratic Hamiltonian (125)
where now R˜ = R = 1/√3. Accordingly, the electric and thermal conductances are both equal
to unity.
As the temperature becomes higher, the thermal length LT drops below the length L. In this
situation, the renormalization of disorder by the leads is absent and the system enters the regime
of mesoscopic fluctuations (cf. Sec. 4.3.1). To understand the boundaries for the fluctuations, we
study the exactly solvable limits when θt and θb are equal to 0 or π.
In the case θt = θb = 0 the bosonic transmission coefficient is given by Eq. (130) and the
electrical conductance obviously equals unity. As we are now at relatively high temperatures,
L > LT , the thermal conductance of the device is however no longer determined by the zero-
frequency transmission coefficient but rather by its average value, see Eq. (131). Assuming that
the times τ1 and τ2 are incommensurate, we get
GQ ≃ 0.63 . (133)
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Suppose now that the configuration of disorder is characterized by θt = π and θb = 0. In-
specting the action of the gauge transformation of Sec. 3.3.3 on the Hamiltonian (125), we find
that in this situation the transfer-matrices Tˆ1 and Tˆ2 in Eq. (126) are given by [cf. Eq. (127)]
Tˆ1 =
1
t

1 0 0 0
0 1 −r 0
0 −r 1 0
0 0 0 1
 , Tˆ2 =
1
T

1 −R 0 0
−R 1 0 0
0 0 1 R
0 0 R 1
 , (134)
while other transfer-matrices involved are not modified in comparison with Eqs. (127)–(129).
Let us note that the modes of the top edge that are used here as basis in the interval [L/2, LA/2]
are φ˜L and φ˜R, with the latter one carrying the charge −1/3, see Eq. (85). The transmission
amplitude for the system is now found to be
Ttot(ω) = 2T
2(−iR2 sinωτ1 + cosωτ2)
1 − e2iω(τ1+τ2)R4 + e2iωτ2T 4 , Ttot(ω = 0) = 1. (135)
The electrical conductance is G = 1 and the thermal conductance in this situation is
GQ ≃ 0.75. (136)
Finally, an analogous consideration for the case when both edges realise the case of the
strongest possible impurity, θt = θb = π yields
Ttot(ω) = −2iT
2(R2 sinωτ1 − sinωτ2)
T 4 − [e−iωτ2 + eiωτ1R2]2 , Ttot(ω = 0) = 0 . (137)
The electric conductance in this case equals 0 while the thermal conductance is given by
Eq. (133), GQ ≃ 0.63.
We thus conclude that in the case of strong interaction, ∆ < 3/2, the electric conductance of
the system experiences in the intermediate temperature range, LT < L < Lin(T ), strong meso-
copic fluctuations within the (maximally wide) interval 0 < G < 1. Under the same conditions,
the thermal conductance of the device, GQ, also shows mesoscopic fluctuations. The above so-
lution of the limiting cases implies that all values satisfying 0.63 < GQ < 0.75 are allowed; it is
plausible that this is exactly the interval of fluctuations.
In this analysis of the case of strong interaction, we have assumed that the temperature re-
mains sufficiently low, LT ≫ ℓ, so that the interaction is renormalized by disorder from an initial
value 1 < ∆0 < 3/2 to a vicinity of the Kane-Fisher-Polchinski fixed point, ∆ = 1. In the op-
posite case of higher temperatures, LT ≪ ℓ, the same analysis as in the case of weak interaction
applies, see the analogous comment in the end of Sec. 4.3.1 and 5.2.2. The thermal conduc-
tance is then given by Eqs. (130), (131), and (103) with unrenormalized value of the interaction,
0.34 < c < 0.98. In the intermediate temperature range, LT < L < Lin(T ), this implies
0.28 < GQ < 0.97 . (138)
The electric conductance remains equal unity,G ≃ 1, in this regime.
Figure 13 summarises our findings on the length dependence of the electric and thermal
conductances of a setup with floating 1/3 mode, Fig. 3, including both cases of weak and strong
interaction.
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Figure 13: Transport properties of a setup with floating 1/3 mode: Electric (G) and thermal (GQ) conductances as
functions of the length L of the system. a) and c): weak interaction, ∆ > 3/2. b) and d): strong interaction, ∆ < 3/2,
under the assumption of sufficiently low temperature, LT ≪ ℓ. For strong interaction and higher temperatures, LT & ℓ,
the behavior is qualitatively the same as for weak interactions, panels a) and c).
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7. Summary and outlook
To summarize, we have studied electric and thermal transport properties of a ν = 2/3 FQHE
junction. We have assumed that the ν = 2/3 edge in the middle part of the device is described
by counterpropagating 1 and 1/3 modes coupled by interaction and random tunneling, while the
leads (coupled to external reservoirs) are characterized by non-interacting 1 and 1/3 modes, with-
out tunneling between them, see Figs. 1, 2. Our central goal was to explore the dependence of the
electric and thermal two-terminal conductances,G andGQ on the system size L and temperature
T . We have performed this analysis both for the case of strong interaction between the 1 and 1/ 3
modes (when the low-temperature physics of the interacting segment of the device is controlled
by a vicinity of the strong-disorder Kane-Fisher-Polchinski fixed point) and for relatively weak
interaction, for which disorder is irrelevant at T = 0 in the renormalization-group sense. This has
allowed us to compare the transport properties in both cases and to understand the similarities
and the differences between them. The main results of this analysis are as follows (see Figs. 9,
10, 11):
1. For a sufficiently small system size L, the electric conductanceG(L) is close to 4/3 (in units
of e2/h), while the thermal conductanceGQ is close to 2 (in units of πT/6~), independently
of the interaction strength.
2. For large system size, L > Lin, the system is in an incoherent regime, with G given by 2/3
andGQ showing Ohmic scaling,GQ ∝ 1/L, again for any interaction strength.
3. The hallmark of the strong-disorder fixed point is the emergence of an intermediate range
of L, in which the electric conductance shows strong mesoscopic fluctuations (in an inter-
val limited by the values 4/3 and 1/3) and the thermal conductance is GQ = 1.
4. Similar analysis has been performed also for a modified device where 1/3 mode is not
coupled to external reservoirs, see Fig. 3. The corresponding results are schematically
shown in Fig. 13.
Below we expand upon a comparison of these results to experimental observations and dis-
cuss further possible extensions of our work.
7.1. Comparison to experiment
Let us compare our results with existing experimental findings. Almost all measurements
of the electric two-point conductance have yielded the value 2/3, see, e.g., Refs. [22, 50]. A
comparison with the theoretical results indicate that these samples were in the incoherent regime,
L > Lin(T ). The system sizes in these experiments were L ≥ 30 µm. We thus conclude that the
inelastic length Lin(T ) was shorter in these devices at temperatures used in the experiment. Let
us emphasize that the value 2/3 is characteristic for the incoherent regime both in the case of
strong interaction (basin of attraction of Kane-Fisher-Polchinski fixed point) and relatively weak
interaction. Therefore, these measurements do not allow one to distinguish between these two
scenarios.
The only experiment where values of the electric conductance essentially different from the
incoherent value 2/3 were measured, is, to our knowledge, Ref. [41]. Devices studied in that work
had only the mode 1 contacted, which is the geometry studied in Sec. 6 above. It was found
that for system size L = 40 µm the conductance takes its incoherent value 2/3 at temperature
T ≃ 35 mK. On the other hand, samples with L = 4 µm and L = 0.4 µm showed a very different
behavior, with conductance values 0.73 and 0.93, respectively. Such a departure from the value
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2/3 for small systems, L . Lin(T ), is exactly what is expected in the theory. This suggests that
the equilibration length was in the interval between 4 and 40 µm, so that the samples of length
L = 4µm and L = 0.4µmwere in the coherent regime. (The sample with L = 4µm might also be
in the crossover.) Unfortunately, the experimental measurements are insufficient to distinguish
between three scenarios (see Fig. 13):
(S1) strong interaction, ∆ < 3/2, and low temperature, LT ≫ ℓ,
(S2) strong interaction, ∆ < 3/2, and higher temperature, LT . ℓ,
(S3) weak interaction, ∆ > 3/2.
In a very recent preprint [42], the thermal two-point conductance was measured for several
FQHE states in a system of size L = 150 µm. The results for the ν = 2/3 state were GQ = 0.33
and GQ = 0.25 for temperature ranges 10 − 30 mK and 30 − 50 mK, respectively. These values
are six and eight times smaller than the maximal (ballistic) value GQ = 2, which yields, in
view of Eq. (120) for the thermal conductance in the incoherent regime, the following estimates
for the equilibration length: Lin ∼ 25 µm for T ≃ 20 mK and Lin ∼ 20 µm for T ≃ 40 mK.
These values are consistent with the above boundaries for the equilibration length at comparable
temperatures. Further, these results for the equilibration length indicate a rather slow variation of
Lin with temperature, Lin ∝ T−p, with p ≃ 0.3 − 0.4. This scaling is clearly inconsistent with the
above scenarios S1 [for which p = 2, see Eq. (88)] and S3 [for which p = 2∆ − 2, see Eq. (91),
is in the range between 1 and 2]. Thus, the experimentally observed value of p points out to
the regime S2, in which p = 2∆0 − 2, see Eq. (89), can take any value between the 0 and 1,
depending on ∆0. We thus conclude that the bare value of the interaction strength corresponds
to ∆0 = 1.15 − 1.2, so that the theory would flow in the Kane-Fisher-Polchinski fixed point at
sufficiently low temperature. On the other hand, the temperatures in the experiment [42] were
apparently not low enough from this point of view: the system was in the regime LT . ℓ.
The above conclusion on the value of the interaction strength, ∆0 = 1.15− 1.2, demonstrates
that the very interesting physics of the mesoscopic regime associated with the Kane-Fisher-
Polchinski fixed point can be within experimental reach. On the other hand, this remains a highly
challenging experimental task, since very low temperatures (below 10 mK) are needed, at least
for samples with the same strength of random tunneling (i.e., with the same value of the length
ℓ) as in Ref. [42]. Alternatively, samples with stronger disorder (i.e., smaller ℓ) would be fa-
vorable for reaching the mesoscopic regime. More generally, a systematic experimental study of
the length and temperature dependence of the electric and thermal conductances—which would
permit also a more systematic comparison of the experiment to the theory—would be of great
interest.
7.2. What about localization effects?
It is worth mentioning that we have discarded any localization-type effects in our above
analysis. In conventional (non-chiral) one-dimensional disordered systems the Anderson local-
ization plays a major role, and its interplay with the interaction-induced dephasing governs the
temperature-dependence of conductivity [51]. It is therefore natural to ask what are possible
implications of Anderson localization for the problem of transport in FQHE edges. As shown
in Sec. 2.2 on the basis of standard relations between the current emanating from reservoirs to
their electrochemical potentials, the electric conductance is bounded from below, see Eq. (31).
This implies that the charge transport is necessarily ballistic, so that a strong localization of
charge is strictly excluded. It remains to be seen whether quantum-interference corrections of
the weak-localization type may be detectable in any of the regimes studied in our work.
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Contrary to the charge transport, the energy transport through disordered ν = 2/3 edges may
be in principle susceptible to localization effects, since there is an equal number of modes (one)
propagating in both directions, which is reflected in the zero lower bound for the thermal conduc-
tance, see Eq. (101). We do not expect, however, any essential localization-inducedmodifications
of the analysis of the energy transport in a ν = 2/3 FQHE edge with random tunneling (Sec. 5).
Indeed, the localization might become strong in the regime where the heat transport is diffusive,
i.e., for L > Lin. The length Lin plays a role of the mean free path for the energy transport. For
elastic scattering in 1D systems, the backscattering mean free path yields the localization length.
However, in the present situation, the scattering is inelastic, i.e., Lin serves simultaneously as a
dephasing length. Thus, the effect of the localization in the energy transport in the incoherent
regime is expected to be limited to a renormalization of a numerical coefficientC in Eq. (120) by
a factor of order unity.
The effect of localization in the energy transport can be, however, more pronounced if another
type of randomness is included: spatial fluctuations in the strength of interaction between the
1 and 1/3 modes. In the absence of tunneling, this type of disorder will lead to localization
of bosonic modes (plasmons) with the localization length ξω scaling as ξω ∝ 1/ω2 with the
frequency ω. The characteristic energy of bosons contributing to heat transport is ω ∼ T . We
thus have to compare ξT with the inelastic length Lin(T ) due to random tunneling. If there is
a range of temperatures such that ξT ≪ Lin(T ), localization will strongly suppress the energy
transport in this range. Let us note, however, that this suppression will be only of power-law type
(and not exponential), since bosons with low frequencies will escape localization. A detailed
study of the interplay of localization of plasmons and their inelastic scattering processes in the
context of a disordered ν = 2/3 edge in such a regime remains an interesting prospect for future
research [52].
7.3. Generalization to other filling factors
Our analysis can be generalized to transport properties at disordered FQHE edges with coun-
terpropagating modes at other filling fractions; the classification of the corresposnding fixed
points was worked out in Ref. [20]. Fractions with two modes propagating in opposite directions
are ν = n/(nl + 1), with n, l > 0, where l is odd and n is even. Disorder can be relevant only for
the states with n = 2, i.e., ν = 2/3, 2/7, 2/11, . . . . All these fractions are characterized by the
existence of a strong-disorder attractive fixed point with SU(2) symmetry in addition to a line
of clean fixed points, in analogy with the case of ν = 2/3. Thus, the results for systems at these
filling factors will be fully analogous to those at ν = 2/3 studied in the present paper. For n > 2
(i.e., ν = 4/5, 4/13, 6/7, . . . ) disorder is irrelevant, so that only the behavior analogous to that for
a ν = 2/3 system in the case of weak interaction ∆ > 3/2 is possible.
Among systems with n > 2 modes, a special role is played by fractions which have strong-
disorder fixed points with all n − 1 neutral modes propagating in the direction opposite to the
charge mode. These states have filling factors ν = n/[n(l + 1) − 1] with odd l > 0. For the
minimal value l = 1 this yields the series ν = 3/7, 4/9, . . . ... The strong-disorder fixed points
in these systems (analogous to the SU(2)-symmetric fixed point in the case of ν = 2/3) possess
a SU(n) symmetry [19]. A complete classification of attractive fixed points [20] includes also
higher-dimensional manifolds of fixed points with lower symmetry. For example, the ν = 3/5
disordered edge is characterized by three types of attractive fixed points: (i) an SU(3) symmetric
fixed point where all impurity operators are relevant, (ii) lines of SU(2) symmetric fixed points
where only one impurity operator is relevant but others are irrelevant, and (iii) two-dimensional
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parameter space of clean fixed points. The analysis performed in our work can be naturally
extended to the ν = 3/5 systems in basins of attractions of these different fixed points:
(i) When the bare interactions are such that the theory flows into the SU(3)-symmetric fixed
point, the results will be very similar to those for a ν = 2/3 system with ∆0 < 3/2 (i.e.
flowing into the SU(2) fixed point).
(ii) The behavior of the ν = 3/5 system with no relevant disorder will be similar to that of the
ν = 2/3 system in the analogous regime ∆ > 3/2.
(iii) In the intermediate situation of a ν = 3/5 system corresponding to a line of fixed points
with only one disorder operator being relevant, the behavior will combine features of two
regimes found in the case of ν = 2/3. Specifically, the electric conductance is expected
to show a behavior analogous to that shown in Fig. 9, with a regime of strong mesoscopic
fluctuations that is a hallmark of the coherent transport at exactly solvable strong-disorder
fixed points. On the other hand, the thermal conductance is expected to show in this
mesoscopic regime a plateau with a non-universal value depending on the position on the
fixed-point line (in analogy with the right panel of Fig. 11 corresponding to the case of a
line of clean fixed points of a ν = 2/3 system). In view of the mixed character of this type
of fixed points, the equilibration in this case is expected to be characterized by two lengths,
analogous to those of Eq. (88) and (91).
The behavior in the incoherent (fully equilibrated) regime is again fully universal, i.e., it
does not depend on which of the above three fixed-point types is realized. Specifically, the
electric two-terminal conductance is equal to ν = 3/5, with exponentially small corrections, as in
Eq. (97). The thermal conductance is given asymptotically by the absolute value of the difference
between the number of left-moving and right-moving modes, which is 2 − 1 = 1. The approach
to this value with increasing L (or temperature) is exponential, in full analogy with the electric
conductance.
Fractions with n > 2 modes and with counterpropagating neutral modes show even more
complex fixed-point structure [20], including mutliple isolated fixed points with non-equivalent
properties (in addition to fixed-point lines, planes, etc.). It would be interesting to extend our
analysis of the L and T dependences of the electric and thermal conductances to these situations.
Finally, it is worth reminding the reader that we have focused in this paper on the “minimal
model” of the ν = 2/3 edge, i.e., on that with a minimal number of modes, n = 2. As has been
mentioned in Sec. 1, for a smooth confining potential additional pair(s) of counterpropagating
1/3 modes may emerge [13–15]. It may be interesting to extend our analysis to such models as
well. This comment applies also to other filling fractions: the numbers n of modes quoted above
refer to corresponding “minimal models”.
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Appendix A. Periodic boundary conditions, mode expansion, and compactification radius
for chiral boson fields
The fields φR and φL are chiral bosonic fields that correspond to 1/3 and 1modes, respectively,
and satisfy standard commutation relations, see Eqs. (12)–(15). In this Appendix, we present
the mode expansion for these fields in a system with periodic boundary conditions. The mode
expansion for the field φR reads
φR(x) =
2π
L
NR√
3
x −
√
3χR +
1
i
∑
q>0
√
2π
Lq
[
eiqxbq − e−iqxb+q
]
. (A.1)
Here the operators b
†
q, bq are creation and annihilation operators for modes with non-zero mo-
menta q = 2πn/L (where n is integer); they satisfy the standard bosonic commutation relations,
[bq, b
†
q′] = δqq′ . The fields NR and χR correspond to the zero mode and satisfy the commutation
relation
[χR,NR] = i . (A.2)
In other words, the operator eiχR raises NR (the number of 1/3-quasiparticles) by 1. In view of
periodic boundary conditions and since NR is integer, the field φR is defined up to an integer
multiple of 2π/
√
3. One thus says that φR has 1/
√
3 “compactification radius”. This corresponds
to the fact that a “good” tunneling operator is e±i
√
3φr .
Similarly, the mode expansion of the left-moving field φL reads
φL(x) =
2π
L
NLx + χL − 1
i
∑
q<0
√
2π
L|q|
[
eiqxbq − e−iqxb+q
]
. (A.3)
The corresponding commutation relations have the same form as for the right-moving field,
[bq, b
†
q′] = δqq′ and [χL,NL] = i. The compactification radius is 1.
According to Eq. (16), the neutral mode has the mode expansion with 1/
√
2 compactification
radius,
φσ =
2π
L
Nσ√
2
x −
√
2χσ + . . . (A.4)
with
Nσ = NR + NL , χσ = (3χR − χL)/2 , [χσ,Nσ] = i . (A.5)
Appendix B. Current algebra
In this Appendix we elaborate on the hidden symmetry of the neutral mode and show that the
operators
Jz(x) =
1
2π
√
2
∂xφσ(x) , (B.1)
J±(x) ≡ Jx(x) ± iJy(x) = 1
2πa
e±i
√
2φσ(x) . (B.2)
satisfy the su(2)1 Kac-Moody algebra, Eqs. (41), (42). We also demonstrate the identity
1
4π
∫
dx(∂xφσ)
2 =
2π
3
∫
dxJ2(x), J2(x) =
[
Jx(x)
]2
+
[
Jy(x)
]2
+
[
Jz(x)
]2
(B.3)
39
used in the derivation of Eq. (46) from Eq. (37).
The commutation relations between J± and Jz follow immediately from the commutator of
the field φσ and the rule valid for arbitrary gaussian fields A and B
[eA, B] = eA [A, B] . (B.4)
To compute the commutator of J± we use first the equal-time Green’s function of the field φσ,
〈φσ(x)φσ(x′)〉 = − ln 2π[a − i(x − x
′)]
L
, (B.5)
to get the normal-ordered form of the currents J±(x):
J±(x) =
1
L
: e±i
√
2φσ(x) : . (B.6)
Further, for arbitrary Gaussian fields A and B we have
[: eA :, : eB :] =: eA+B :
[
e〈AB〉 − e〈BA〉
]
. (B.7)
Thus,
[J+(x), J−(x′)] =
1
(2π)2
: ei
√
2[φσ(x)−φσ(x′)] :
(
1
[a − i(x − x′)]2 −
1
[a + i(x − x′)]2
)
. (B.8)
The expression in brackets in the right-hand side of Eq. (B.8) vanishes in the limit a→ 0 unless
x = x′. This allows us to expand the normal-ordered exponent in powers of x − x′ up to first
order:
: ei
√
2[φσ(x)−φσ(x′)] := 1 + i
√
2(x − x′)∂xφσ ≡ 1 + 4πi(x − x′)Jz(x) . (B.9)
Taking now into account that
lim
a→0
[
1
a − i(x − x′) +
1
a + i(x − x′)
]
= 2πδ(x − x′), (B.10)
lim
a→0
[
1
[a − i(x − x′)]2 −
1
[a + i(x − x′)]2
]
= −2πiδ′(x − x′), (B.11)
we find
[J+(x), J−(x′)] = − i
2π
δ′(x − x′) + 2Jz(x)δ(x − x′), (B.12)
which is Eq. (42).
Let us now demonstrate that Eq. (B.3) holds. Obviously, the only non-trivial part is to
compute [Jx(x)]2 + [Jy(x)]2. We start by considering the object
Jx(x)Jx(x′) + Jy(x)Jy(x′) =
1
2
[
J+(x)J−(x′) + J−(x)J+(x′)
]
(B.13)
that reduces to [Jx(x)]2 + [Jy(x)]2 in the limit x′ → x. Using Eqs. (B.6) and (B.5), we find
J+(x)J−(x′) + J−(x)J+(x′) =
1
(2π)2
[
: ei
√
2[φσ(x)−φσ(x′)] : + : e−i
√
2[φσ(x)−φσ(x′)] :
]
1
[a − i(x − x′)]2 .
(B.14)
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In the limit x→ x′, it is sufficient to expand the normal-ordered exponents up to the second order
in x − x′:
: ei
√
2[φσ(x)−φσ(x′)] : + : e−i
√
2[φσ(x)−φσ(x′)] := −2(x − x′)2 (∂xφσ)2 . (B.15)
It follows now from Eqs. (B.13), (B.14) and (B.15) that, in the limit a→ 0,
[
Jx(x)
]2
+
[
Jy(x)
]2
=
1
(2π)2
(∂xφσ)
2 = 2
[
Jz(x)
]2
. (B.16)
Thus,
2π
3
∫
dxJ2(x) = 2π
∫
dx
[
Jz(x)
]2
=
1
4π
∫
dx(∂xφσ)
2 , (B.17)
which is Eq. (B.3).
Appendix C. Kubo formula and conductance
In this Appendix we derive the results for the parameterG12 of an edge in the two fixed points
characterized by θ = 0 and θ = π, see Sec. 3.4. The two-terminal conductance G is determined
by the values of G
(µ)
12
of both edges according to Eq. (23).
We consider first an edge of our sample with θ = 0 and and compute the currents induced in
response to a potential V(x, t) We assume the applied potential to be constant inside the leads,
∂xV(x, t) = 0 for |x| > L/2, where it takes values V(x > L/2) = V2 and V(x < −L/2) = V1. The
physical charge density ρ(x) and the correction to the Hamiltonian δH due to the coupling of the
system to the external field are given by
ρ(x) =
1
2π
(∂xφL + R∂xφR) = T
2π
∂xφρ, (C.1)
δH =
T
2π
∫
dxdtV∂xφρ. (C.2)
We will be interested in the current in the right lead, x > L/2 as defined from the continuity
equation
jˆ = − 1
2π
vL∂xφL +
RvR
2π
∂xφR − T
2
2π
V2 . (C.3)
The last term in the expression for current is the manifestation of the chiral anomaly.
The Kubo formula gives
j(x, ω) = −T
2
2π
V(x, ω) − T
2π
∫ L/2
−L/2
∂yV(y, ω)
∫
dω′
2π
[
jˆ(x), φρ(y)
]
ω′
ω − ω′ + i0 (C.4)
with [
jˆ(x, ω), φρ(y, ω
′)
]
≡ 2πδ(ω + ω′)
[
jˆ(x), φρ(y)
]
ω
. (C.5)
The fields j(x, ω) and φρ(y, ω) can be expressed in terms of the incoming left and right fields ΦL
and ΦR. Specifically, we find for φρ(y, ω) with |y| < L/2
φρ(y, ω) =
T e−i(y/vρ+δρL)ω
1 − R2e2iωτ ΦL(0, ω) +
TRe−i(y/vρ+δρR)ω
1 − R2e2iωτ ΦR(0, ω), (C.6)
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where
δρL =
L
2vL
− L
2vρ
, δρR =
L
2vR
− L
2vρ
− L
vσ
. (C.7)
Further, the current j(x, ω) in the right lead (x > L/2) is given by
jˆ(x, ω) =
1
2π
iωT 2Rei(x/vR+δRR)ω
1 − R2e2iωτ ΦR(0, ω) +
1
2π
iωR2ei(x/vR+δRL)ω(e2iωτ − 1)
1 − R2ei2ωτ ΦL(0, ω) +
+
iω
2π
e−ixω/vLΦL(0, ω) − T
2
2π
V2 , (C.8)
where
δRR =
L
vσ
− L
vR
, δRL = − L
2vL
− L
2vR
. (C.9)
In the limit x ≫ L the integral (C.4) is dominated by the pole ω′ = ω, with the last term in the
current operator (C.8) not contributing. Evaluating the integral in the limit ωτ ≪ 1 we get
j = − 1
2π
T 2V2 − 1
2π
R2(V2 − V1) ≡ 1
2π
(
−V2 + 1
3
V1
)
. (C.10)
Comparison of Eq. (C.10) to Eq. (22) shows that an edge in the stable θ = 0 fixed point is
characterized byG12 = 0.
Let us now discuss the case of an edge with θ = π. In terms of the modes φ˜R and φ˜L
introduced in Eq. (79), the current operator at x > L/2 reads [note the change of sign in front of
the right-moving field compared to Eq.(C.3)]
jˆ = − 1
2π
vL∂xφ˜L − RvR
2π
∂xφ˜R − T
2
2π
V2 . (C.11)
Taking into account the scattering matrix at the edge of the right lead (see Fig. C.14), we find
φρ(y, ω) =
T e−i(y/vρ+δρL)ω
1 + R2e2iωτ ΦL(0, ω) −
TRe−i(y/vρ+δρR)ω
1 + R2e2iωτ ΦR(0, ω) (C.12)
and
jˆ(x, ω) = − 1
2π
iωT 2Rei(x/vR+δRR)ω
1 + R2e2iωτ ΦR(0, ω) −
1
2π
iωR2ei(x/vR+δRL)ω(1 + e2iωτ)
1 + R2ei2ωτ ΦL(0, ω)
+
iω
2π
e−ixω/vLΦL(0, ω) − T
2
2π
V2 . (C.13)
Evaluation of the current according to Eq. (C.4) gives now
j = − 1
2π
T 2V2 + 1
2π
T 2R2
1 + R2 (V2 − V1) = −
1
2π
T 2
1 + R2 V2 −
1
2π
T 2R2
1 + R2V1 ≡
1
2π
(
−1
2
V2 − 1
6
V1
)
.
(C.14)
Equation (C.14) shows that an edge with θ = π is characterized by G12 = 1/2.
Appendix D. Length scales
For completeness, we present in this Appendix (largely following Ref. [16]) the derivation of
disorder-induced length scales that determine borders of various transport regimes. We consider
separately the cases of strong (∆ < 3/2) and weak (∆ < 3/2) interaction between the 1 and 1/3
modes.
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Figure C.14: Scattering at the boundary with the right lead for the fixed point θ = π, see Eq. (79).
Appendix D.1. Strong interaction (∆ < 3/2)
If the bare interaction is sufficiently strong, ∆0 < 3/2, the disorder is RG-relevant and the
theory flows towards a disordered fixed point with ∆ = 1. LetW0 ≪ 1 be the bare dimensionless
strength of disorder (i.e., the bare disorder-induced scattering rate 1/τ0 in units of the ultraviolet
energy cutoff).
For simplicity, let us exclude the case when the bare value ∆0 is in a close vicinity of 3/2.
Then, the renormalization of interaction is not particularly important at the initial state of RG,
and the disorder increases according to
dW
dL = (3 − 2∆0)W , L = ln(L/a) , (D.1)
i.e., W(L) ∼ W0(L/a)3−2∆0 . Thus, the disorder becomes strong W ∼ 1 at the length scale ℓ
determined by the condition W0(ℓ/a)
3−2∆0 ∼ 1, where a is the ultraviolet length cutoff. This
yields
ℓ ∼ aW−1/(3−2∆0)
0
. (D.2)
The physical meaning of ℓ is as follows. At distances L smaller than ℓ the disorder is of no
importance, and the system is described in terms of two decoupled bosonic modes determined
by the bare interaction strength (characterized by the parameter ∆0). On the other hand, for
L ≫ ℓ, these modes are strongly mixed by disorder, and the RG flow drives the system towards
∆ = 1 [16].
Exactly at ∆ = 1 the eigenmodes of the system are the 2/3 and the neutral modes, which are
completely decoupled, and thus do not equilibrate. On the other hand, when the temperature is
nonzero (and the initial value ∆0 is different from unity), the RG flow towards ∆ = 1 is stopped
by temperature in the vicinity of the point ∆ = 1. Thus, the eigenmodes remain weakly coupled
by disorder, which leads to an inelastic scattering, establishing the equilibration between them
at a length scale Lin(T ). The derivation of the length Lin in this regime that is presented below
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closely follows Ref. [16]. The coupling between the neutral and the 2/3 modes is described by a
perturbation of the action of the ∆ = 1 theory:
S pert ∼ V in0
∫
dxdτ∂xφρ cos(
√
2φσ)u(x) , (D.3)
where u(x) = trU(x)σzU
−1(x) originates from the random SU(2) rotation U(x) that is needed to
gauge out the disorder, see Sec. 3.2. The initial value of the coupling V in
0
(at the scale ∼ ℓ which
serves as an ultraviolet starting point for the strong-disorder stage of the RG ) is
V in0 ≃
√
∆0 − 1
2
(vρ + vσ). (D.4)
The initial value of the dimensionless scattering rate determined by this term isW in
0
∼ ∆0−1. This
means that at high temperature (such that the associated LT is of order ℓ) the inelastic relaxation
length due to the term (D.3) is of the order of ℓ/(∆0 − 1). The RG equation forWin is determined
by the scaling dimension δ = 2 of the operator in Eq. (D.4) at the attractive fixed point ∆ = 1,
yielding, after disorder averaging,
dW in
dL = (3 − 2δ)W ≡ −W . (D.5)
Thus, we get for scales L larger than ℓ the renormalized value
W in(L) ∼ W in0
ℓ
L
. (D.6)
This renormalization stops at the scale LT ∼ vσ/T , where the dimensionless strength of the
perturbation is W in(LT ) ∼ W in0 ℓ/LT ≪ 1. For scales L larger than LT , the renormalization
becomes trivial,
W in(L) ∼ (L/LT )W in(LT ) , L > LT . (D.7)
The length scale at which the renormalized valueW in(L) reaches unity is the inelastic scattering
(equilibration) length Lin(T ), i.e.,W
in(Lin(T )) ∼ 1. Using Eqs. (D.7) and (D.8), we get
Lin(T ) ∼
L2
T
ℓW in
0
∼ 1
∆0 − 1
1
ℓ
(
vσ
T
)2
, (D.8)
as was found in Ref. [16].
As is clear from the above analysis, the result (D.8) holds when the temperature is sufficiently
low, so that LT & ℓ. In the opposite case of higher temperatures, LT ≪ ℓ, the renormalization
(D.1) is stopped at the scale LT (rather than at the scale ℓ),
W(LT ) ∼ W0
(
LT
a
)3−2∆0
=
(
LT
ℓ
)3−2∆0
. (D.9)
This yields the initial value of the dimensionless inelastic scattering rate W in
0
at scale LT :
W in0 ∼ (∆0 − 1)
(
LT
ℓ
)3−2∆0
, (D.10)
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and thus, in full analogy with Eq. (D.7),
W in(L) ∼ L
LT
W in(LT ) ∼ (∆0 − 1)
(
LT
ℓ
)3−2∆0 L
LT
, L > LT . (D.11)
Equating this expression forW in(L) to unity, we get the equilibration length
Lin(T ) ∼ ℓ
∆0 − 1
(
ℓ
LT
)2−2∆0
. (D.12)
Clearly, the expressions (D.8) and (D.12) match when LT ∼ ℓ.
Appendix D.2. Weak interaction (∆ < 3/2)
For weak interaction,∆0 < 3/2, the RG flow (D.1) corresponds to weakening of disorder with
increasing length scale. This renormalization stops at the thermal length LT ∼ v1/3/T , where the
disorder is equal to
W(LT ) ∼ W0
(
LT
a
)3−2∆
. (D.13)
The renormalization of interaction is of no particular importance, ∆ ≃ ∆0. For larger scales W
increases linearly with L, in full analogy with Eq. (D.7). The scale at which it reaches unity is
the equilibration length Lin(T ), which is thus given by
Lin(T ) ∼ W−10 a
(
LT
a
)2∆−2
∼ W−10 a
(
v1/3
aT
)2∆−2
, (D.14)
in agreement with Ref. [16].
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