We consider a modi ed time-dependent van Roosbroeck system with saturating velocities and a source term subject to assumptions designed to permit a standard generation term corresponding to impact ionization. This is then a nonlinear parabolic system with a right hand side of the form S = S(:; u;ru;E), coupled with the map L : u 7 ! E de ned by the Poisson equation at each t. The analysis leads to existence of solutions for all time as well as uniqueness (and continuous dependence on data) under stronger conditions.
Introduction
We wish here to consider basic issues of existence and uniqueness for a standard model of semiconductor device physics. The`drift/di usion' model treated is a version of the van Roosbroeck model 15], 13] permitting the consideration of generation terms corresponding to impact ionization. From a mathematical viewpoint, the essential feature of this consideration is that it precludes the use of maximum principle arguments which formed an essential part of previous work (compare, e.g., the approaches of 6], 8], 12], 5], 3], involving more restricted models without generation terms). While speci cally motivated by the semiconductor setting, the model is general enough to be applicable to a wide variety of physical situations involving reaction/di usion systems of charged particles for which convection is determined by the electrostatic eld (e.g., electrophoresis).
The results presented here represent an improved version of 10] in that we now have an existence proof without the geometric restriction imposed there and with the possibility of eld-dependent di usion. Additionally, under the same hypotheses as were used in 10] we can now show uniqueness by a somewhat more constructive version of the argument in 10].
The relevant variables are u = u 1 ; : : :; u K ] (concentrations for K species of charged particles) and E = E tot ? E 0 (interactive contribution to the electrostatic eld). The drift/di usion model for semiconductor device physics consists of two parts: (1) the Poisson equation for the electrostatic potential tot (giving the eld E tot as ?r tot ; we actually work with the linear map L : u 7 ! E = E tot ? E 0 de ned by the Poisson equation after subtracting the known inhomogeneities) and (2) the conservation laws governing the set u of concentrations.
The next section presents the basic formulation to be used and two sets of hypotheses (H-1), (H-2). In Section 3 we obtain existence of solutions for this system under the rst (quite mild) set of hypotheses (H-1), using an approach based on the Schauder Fixpoint Theorem. Then, in Section 4, it is shown under the somewhat stronger set of hypotheses (H-2) that a related Picard map is contractive with respect to a suitably constructed metric, giving uniqueness as well by the Banach Contractive Mapping Principle. The nal section discusses brie y the relation of the present results to the physical setting and hopes for the future.
Notation: Spatially, we will be working with u on a xed bounded region in We also permit the useful confusion between L : u 7 ! E as a map between functions on (with t appearing only parametrically) and the induced map between functions on Q. We assume that is connected and ? D is a suitably large part of @ so we can simply take kruk as the norm kuk (1) 
Formulation and Hypotheses
In this section we present the formalism within which we will be working and state two sets of hypotheses: a weaker set (H-1) which will su ce for the existence result in Section 3 and a stronger set (H-2) under which we can prove uniqueness in and the associated boundary conditions; here, N is the net charge distribution due to the`doping' which de nes the device. Note that it may be appropriate to consider (2.1) as holding for a spatial region 0 other than the considered for the concentrations. This region 0 should then contain and we assume that u, as it appears on the right of (2.1), is given a priori on 0 n . The boundary conditions for are, of course, to be imposed at @ 0 and might include`conditions at in nity'.
If we let 0 be the solution of (2.1) corresponding to u = 0 and set E 0 = ?r 0 then E 0 contains all the relevant information given by N and the inhomogeneous boundary data. Setting E = E tot ? E 0 , we now have E = ?r (restricted to , if necessary) where is the solution of the Poisson equation ? r r = q u (2.2) with homogeneous boundary conditions of the same form as those used for (2.1).
Clearly the map L : u 7 ! E de ned in this way is linear.
For the concentration vector u = u 1 ; : : :; u K ], we assume a coupled system of conservation laws of the usual general form:
for k = 1; : : : ; K. Here, suppressing the index k as we will do in general, J := Dru + uV is the particle ux, S is the (net) source, D is the di usion coe cient, and V is the drift velocity.
We 
Under the stronger set of hypotheses (H-2) it will be possible to show, in Section 4, that a Picard iteration is contractive (with respect to a suitably chosen metric) giving uniqueness as well. 
Existence
In this section we prove, under (H-1), the existence of a solution of the coupled system: (2.3) (k = 1; : : : ; K) with E = Lu and (2.4). Our approach here is to de ne the map T : E 7 ! u by solving (2.3) with E taken as given and then to apply the Schauder Fixpoint Theorem to (3.5) which clearly bounds z (and so u = T(E) = z +û]) in X = X 2 . Note that the bound we have obtained is independent of E 2 L 2 (Q) so K 1 is a bounded set in X.
Note that, while we have only obtained such a bound when r > M 0 , these X 2 -norms are equivalent so the fact that K 1 is a bounded set is independent of r; we will be free to choose r independently in any subsequent calculation.
3] Given the bound above on u = T(E) in L 2 (! H 1 ), we have bounds on each S k and J k in the space L 2 (Q) and so a bound on _ u k = S k + r J k in L 2 (! H ?1 ). Since the embedding H 1 ( ) , ! L 2 ( ) is compact, application of the Aubin Compactness
, it follows that the image K 2 = LK 1 must be precompact so the set K = coK 2 is compact and convex in L 2 (Q). Note that LT(K) K 2 K so K is invariant. 4] Now suppose we have a sequence fE g in L 2 (Q) converging in L 2 (Q) to some E 0 ; we write u := T(E ), etc. We wish to show that u ! u 0 = T(E 0 ) in the sense of X 2 .
The key to the argument is to assume, rst, that E ! E 0 pointwise ae on Q. from which, again choosing r > M 0 and summing over k, one obtains a bound on kz k X which goes to 0 as M ! 0. Thus, E ! E 0 pointwise ae on Q implies u = T(E ) ! u 0 = T(E 0 ) in X. For arbitrary L 2 convergence: E ! E 0 , we note that one can always nd subsequences which converge ae on Q. Since the limit is speci ed uniquely, one has the desired convergence for the full sequence: T(E ) ! T(E 0 ) in X = X 2 , proving the continuity of T :
Since K is compact and T is continuous, we note that K 3 := fu = T(E) : E 2 Kg is compact in X 2 . For future reference, observe that fru : u 2 K 3 g is then compact in L 2 (Q) whence, setting 2 (t) = 2 (t; u) := 1+ku(t; )k 2 (1) , we have in a compact subset of L 2 (0; T); thus, for a suitably chosen = (").
5] Restricting, L T to the compact, convex, invariant set K, the Schauder Theorem applies to give existence of a xpoint E 2 K. This completes the existence proof on setting u := T(E ). 2 Theorem 2: Let fû g be as in (H-1.vii) withû !û 0 and let fu g be corresponding solutions of the coupled system. Then (for a subsequence) we have E ; u ] ! E 0 ; u 0 ] where E 0 ; u 0 ] is some solution corresponding toû 0 . Proof : From 4], above, we know K K 3 is compact so we can nd a convergent subsequence E ; u ] ! E 0 ; u 0 ] (for some E 0 ; u 0 ]) with, in addition, pointwise convergence ae on Q for E ; ru . Essentially the same argument as in Step 4] of the proof for Theorem 1 shows that u 0 is a solution of (2.3) corresponding to E 0 ;û 0 . Clearly we also have E 0 = limLu = Lu 0 , completing the proof. 2 
Uniqueness
In this section we prove, under essentially the same set of hypotheses (H-2) used in 10] , that the solution of the coupled system whose existence was shown in Section 3 is actually unique. (H-2.vi) . Note that the big di erence in this setting from that of (3.1) is that we now wish to consider E 2 C( Q) and so will need an estimate for u in L 1 (! L p ( )) to apply (H-2.vi). Theorem 3: Under the hypotheses (H-2), the system (2.3) for k = 1; : : : ; K has a unique weak solution E ; u ] 2 L 2 (Q) Z with E = Lu and the constitutive relations (2.4). This solution is obtainable by iterating the map L T, starting with any measurable E.
Proof : We divide the proof into the following ve steps, using notation from the proof of Theorem 1: (t) = k E 0 ? E 00 k 1 ; ( ) = supf (t) : 0 t g: We also let~ 1 bound pointwise each of the ( nitely many functions ju k j; jru k j, etc.; then set 2 (t) = 1 + k~ (t; )k. Note that the bound kLuk 1 
5 Discussion
We conclude with a few comments on the physical relevance and some possible extensions of these results. Some of these will be treated more fully in a forthcoming paper 11].
It has been customary in the literature to write the drift velocity V k in the form k E initially taking the mobility k constant but then E-dependent to allow for the observed velocity saturation (boundedness of V even for large elds, as in (H-1.iii)).
The di culty is that this is a phenomenological approach to nding an acceptable simpli ed version, xing on the approximate average velocity, of a fuller treatment involving distributions in velocity/energy as well as position; since the velocity average at t; x cannot really be simply a function of E(t; x), this leads to problems which have become important in a variety of problems of current technological interest. There are various models which tinker with the dependences of the k in essentially ad hoc fashions, explicitly introduce averaged energies as dependent variables and take D k ; V k ; S k to depend on these rather than directly on E, etc. We x on (2.4) as de ning a class of problems of mathematical interest which covers most of the standard models. It seems likely that the methods here would handle the alternate models as well.
Somewhat The homogeneous`no ux' condition used here is typical, arising from insulation or by symmetry. For expository simplicity (avoiding boundary terms) we have considered only this case here but these methods could also apply to nonlinear boundary conditions on ? N of the form: J k n = k ( ; u) | or even k ( ; u;E) under the hypotheses (H-2).
The existence theorem could easily be`improved' by permitting D k ; V k to depend on u as well as on E. This involves negligible modi cation of the arguments: one takes the argument of T now to be the pair E; u] 2 L 2 (Q), a modi cation which also permits imposing Lipschitz continuity only with respect to ru in (H-1.v) (One could even permit a dependence on ru k if this would satisfy a one-sided condition of monotonicity type). Including a dependence on u would almost`automatically' include temperature coupling since the heat could be considered formally as just another`species', satisfying much the same sort of equation. The only di erence is that the source term for this, given by ohmic heating, is essentially E J ] which does not satisfy (H-1.iv) and so requires a certain amount of special treatment.
Physically, of course, it would be meaningless for the densities fu k g to be negative. Imposing appropriate structural assumptions on S k , easy maximum principle arguments can be used to show that the fu k g do remain non-negative. While simple maximum principle arguments do not seem to apply here to provide L 1 (Q) bounds for u, it seems plausible that (with some harmless modi cation of the hypotheses) these might be obtained for the present context by the techniques of 3]; one might then also expect C( Q) regularity for u. Unfortunately, neither those techniques, nor any others presently envisioned, seem likely to lead to the kind of bounds | uniform as t ! 1 | which were obtained in 9] and which might lead to results for periodicity and/or steady states when one now includes the possibility of generation terms in S. It is not clear, physically, whether such results should reasonably be expected but we do note that the present analysis has made no use of such physically important properties as charge conservation and the relation of the direction of V k to q k E | perhaps there remains reason to hope that including these in the hypotheses could lead, as in 9] to such results.
The contractivity argument in the proof of Theorem 3 worked with the map T which assumed an`inner loop' as in Step 1] in the proof of Theorem 1. It would be interesting, instead, to iterate by starting with u;ru, computing E = Lu, substituting in (2.4), and solving a linear equation to get the new u;ru. It seems possible that contractivity for such an iteration might be demonstrated along the lines of the proof of Theorem 3.1 in 2]. Of much greater interest would be the adaptation of the arguments here to show convergence of appropriate discretizations. This is not quite a routine extension of the present results but the modi cations do not seem to lead to any substantial new di culties.
