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We have been investigating an approach to parallel database 
processing based on treating Entity-Relationship (E-R) schema 
graphs as datallow graphs. A prerequisite is to find appropriate 
embeddings of the schema graphs into a processor graph, in this 
case a hypercube. This paper studies a class of adjacency preserv- 
ing embeddings that map a node in the schema graph into a sub- 
cube (relaxed squashed or RS embeddings) or into adjacent sub- 
cubes (relaxed extended squashed or RES embeddings) of a hy- 
percube. The mapping algorithm is motivated by the technique 
used for state assignment in asynchronous sequential machines. 
In general, the dimension of the cube required for squashed em- 
bedding of a graph is called the weak cubical dimension or WCD 
of the graph. The RES embedding provides an RES-WCD of 
O(llog,nl) for a completely connected graph, K,, and RS em- 
bedding provides an RS-WCD of O(flog,nl + llog,ml) for a 
completely connected bigraph, K,,,,“. Typical E-R graphs are in- 
completely connected bigraphs. An algorithm for embedding in- 
complete bigraphs is presented. o 1990Academic press, IIIC. 
1. INTRODUCTION 
This paper presents one aspect of a novel approach to 
database processing which is based on treating schema 
graphs as dataflow graphs and then mapping such graphs 
onto a set of processors to support parallel database process- 
ing. Entity-Relationship, or E-R, schema graphs [lo] and 
hypercube multicomputers are considered here. Adjacent 
nodes (object classes) in the schema graph are mapped to 
adjacent subcubes in the hypercube. This type of mapping 
is referred to as relaxed squashed embedding. 
Semantic data models were introduced as aids to the easy 
modeling of data and the various interrelationships among 
them. The E-R model is a well-known example of such a 
data model. Many other semantic data models have also 
been proposed, including variants of the E-R model [ 15, 
291 and other models such as SDM [ 193, SAM * [ 271, 
NIAM [ 301, and IF0 [ 11. Semantic data models typically 
support constructs such as aggregation, generalization, and 
classification. Most models are graph-oriented; i.e., the vari- 
ous interrelationships among data objects are represented 
* Partially supported by Grant IRI-87 10855 from the National Science 
Foundation. 
via a graph employing several different symbols to identify 
different object and relationship types. This graph is re- 
ferred to as the logical schema graph. Figure 1 shows a logi- 
cal schema graph for a simple database using a variant of the 
E-R model, viz. the Entity-Category-Relationship (ECR) 
model [15]. 
An important concept in the work presented here is the 
use of the logical schema graph as the physical representa- 
tional structure; i.e., the data are directly stored in the com- 
puter in the form indicated by the schema graph. Each node 
in the graph represents a collection of objects or relation- 
ships among objects. These are stored directly as files, either 
flat or structured. Several points should be noted here. First, 
user queries can always be represented as subgraphs of the 
schema graph, with appropriate selection predicates at each 
node. Second, a dataflow processing approach can be em- 
ployed by treating the query graph as a dataflow graph. 
Third, the dataflow processing is made more efficient if each 
node of the graph resides on a different processor with pro- 
cessors being connected by point-to-point links as indicated 
by the edges in the graph. This last observation provides the 
motivation for the work reported in this paper. 
The rest of this paper is organized as follows. Section 2 
provides a brief survey of related areas in database process- 
ing and graph embeddings. Section 3 provides upper 
bounds on the cube dimensions for squashed embeddings 
of completely connected graphs and complete bigraphs. 
Also, an algorithm for mapping incompletely connected bi- 
graphs is provided. An example of an E-R database schema 
is given in Section 4, along with a discussion of the advan- 
tages and disadvantages of the proposed embedding scheme 
for parallel database processing. Finally, Section 5 provides 
conclusions. 
2. SURVEY OF RELATED AREAS 
2.1. Related Database Work 
Direct encoding of data in the form represented by the 
E-R schema and the use of a dataflow approach to process 
these data are both techniques that were used in the Active 
Graph Model ( AGM) machine [ 6-81. However, the AGM 
approach is completely different from the one proposed 
0743-73 15/90 $3.00 
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FIG. 1. An ECR logical schema graph for a hypothetical airport data- 
base. 
here since in AGM each object class (entity or relationship) 
occurrence is hashed onto a processor. The processors in 
AGM are connected in the form of a 2-D torus and each 
processor is a special, dataflow processor. Each occurrence 
that is selected by the query is routed within the 2-D torus 
to the location of its related entity (or entities). Each occur- 
rence corresponds to a token in the typical dataflow method 
of processing. In comparison, the approach proposed here 
employs macro dataflow processing, where entire sets of se- 
lected entity occurrences, rather than individual tokens, are 
transmitted between nodes. Also, due to the graph mapping 
technique employed, only the processors containing the 
data referenced by the query are involved in processing the 
query, rather than all the processors in the system. 
Some issues in relational database processing on hyper- 
cube multicomputers have been addressed in our past re- 
search [ 31. A multicomputer system is one in which each 
node is an independent computer. As an extension to this 
research, several parallel algorithms for the relational join 
operation were implemented on a 64-node NCUBE [ 41 and 
parallel query execution strategies were studied via simula- 
tions [ 261. Further implementations will be carried out on 
a transputer-based, parallel computer that we have acquired 
for this project. Another research project that has consid- 
ered the hypercube interconnection scheme for parallel da- 
tabase processing is [ 9 1. 
2.2. Graph Embedding in Hypercubes 
A variety of graph embeddings in hypercubes have been 
studied. A survey of some of this work is available in [ 2.5 1, 
A typical approach is to view the hypercube multicomputer 
as a processor graph and one can then study the problem of 
embedding task graphs into this processor graph. In data- 
base applications, the query graphs are the task graphs and 
they are subgraphs of the logical schema graph. The nodes 
in the query graph represent the objects (entities and/or 
relationships) and the edges represent the joins (or similar 
operations) that need to be performed between the objects. 
In order to keep the communication overhead low, adja- 
cent nodes of the logical schema graph should be assigned 
to adjacent nodes in Q,, if possible. 
Several classes of embedding have been proposed to em- 
bed a given graph, G, into a hypercube, Qd [ 201. An embed- 
ding of a graph G = ( V, E) into a Qd = (I”, E’) is a one-to- 
one map 4 of I/into V’ such that if (u, V) E E then (4(u), 
~(v))~E’,forall(u,v)~E.AgraphissaidtobecubicaZ 
if, for some d, there is an embedding of G into Qd. If G is 
cubical, then the least positive number d for which G can 
be embedded into Qd is called the cubical dimension of G. 
Another class of embeddings is the isomorphic embedding. 
An algorithm that determines the isomorphism between G 
and Qd in 0( ] V ] log, ) V I) steps is proposed in [ 5 1. Isomor- 
phism is a very restrictive embedding class since only graphs 
that have a hypercube topology are isomorphic to Qd. 
Cubical embedding requires only that the adjacencies of 
G be preserved in Qd. A graph is said to be cube-critical if it 
is not cubical but all of its proper subgraphs are cubical 
[ 16 ] . For example, the smallest cube-critical graphs are K3 
and K2,3. A graph is cubical if and only if it contains no 
cube-critical subgraphs. Other mapping methods have been 
suggested to embed cube-critical graphs at the expense of 
dilation cost and expansion cost. Dilation cost is the cost 
incurred due to adjacent nodes in G not being adjacent to 
Qd. Expansion cost is a measure of the processor utilization 
in Qd and is the ratio of the number of nodes in Qd to the 
number of nodes in G. These mapping methods include 
the class of embeddings where nodes in G are mapped to 
subcubes rather than nodes of Qd. A subcube of Qd can be 
represented by a vector (xl, x2, . . . , xd), where xi E { 1, 0, 
* } , for all 1 < i < d, and * denotes a coordinate value that 
is either 1 or 0. Given two subcubes X = (x,, x2, . . . , xd) 
and Y= (Y,,YZ,. . . , yd) the distance between the two sub- 
cubes along the ith dimension, o;(X,Y), is 1 if {x;, y;} 
= { 1, 0} ; otherwise it is 0. Thus, the Hamming distance 
between X and Y is given by D(X, Y) = C:‘= r Di(X, Y). 
The vectors X and Y are said to be adjacent if and only if 
D(X, Y)= 1. 
A squashed-cube embedding, a concept due to Graham 
and Pollak [ 181, is a one-to-one homomorphism from V 
into a set of mutually disjoint subcubes which preserves the 
Hamming distance as defined above. The minimum di- 
mension of the hypercube required for a squashed-cube em- 
bedding of G is called the weak cubical dimension ( WCD), 
denoted here as SQ-WCD, of G [ 111. Winkler [ 3 I], showed 
342 BARU AND GOEL 
that every connected graph, G,, consisting of n nodes has a 
distance-preserving squashed-cube embedding in a hyper- 
cube Qn-i. In particular, K, can be squashed-cube embed- 
ded into Qn-, . 
Chen [ 1 I] introduced a new class of embedding called 
relaxed squashed-cube (RS) embedding which only pre- 
serves the adjacencies in G. The minimum hypercube di- 
mension required for this embedding will be denoted as RS- 
WCD. The RS embedding problem is similar to the 
squashed-cube embedding problem and Chen conjectured 
that it is NP-complete. RS embedding requires hypercubes 
of considerably lesser dimension than cubical embedding, 
and every graph can be RS embedded into a hypercube. 
However, the method in [ 1 I] results in a RS-WCD of 
(n - 1) for K,,, thus requiring an exponential number of 
processors to embed K,. 
In studying the problem of state assignment in asynchro- 
nous sequential machines, Huffman [22, 231 used Kar- 
naugh maps [ 241 to show that K, can be mapped onto a 
cube, Qd, of dimension d = 21 log,nl - 1, such that each 
node in K,, is assigned to two adjacent subcubes. This is a 
less restrictive form of RS embedding which we call relaxed 
extended squashed or RES embedding and the cube dimen- 
sion required in this case is called the RES-WCD. For a 
complete bipartite graph, K,,,, this approach provides an 
RS-WCD of r log,ml + r log,nl . Thus, the dimension of the 
cube required for adjacency-preserving mapping is now 
0( log*n) rather than O(n), where n is the number of nodes 
in the graph. Note that E-R schema graphs are, by defini- 
tion, bipartite. 
3. EMBEDDING COMPLETELY 
CONNECTED GRAPHS 
This section discusses the embedding of completely con- 
nected graphs and completely connected bigraphs in hyper- 
cubes. First, some relevant definitions and terminology are 
presented. 
3.1. Dejinitions 
Let u refer to a string of length d > 0, called a d-tuple, 
where each symbol in the string belongs to the set { 0, 1, * } . 
Thus, (T is a member of { 0, 1, l } d and represents a subcube 
in Qd. 
DEFINITION 3.1. Two distinct d-tuples, cl and (r2, are 
said to be adjacent iff the Hamming distance between them 
is 1. 
DEFINITION 3.2. Let gl, u2 E S, where S is a nonempty 
set of d-tuples. The pair ( u, , u2) is said to be connected if 
there exists a sequence of adjacent d-tuples of S that starts 
with ui and ends with u2. The set S is said to be a connected 
set if each pair of elements ui and uj E S is connected. 
ForexampleifS= {OOOO*,OO1O*,O1lO*,O1ll*},ul 
= OOOO*, u2 = 01 1 1 *, then u, and u2 are connected (via 
00 lO* and 0 1 lO* ) and S is a connected set. Thus, a con- 
nected set S containing 1 S] tuples represents 1 S 1 subcubes 
of Qd such that each subcube is adjacent to at least one other 
subcube in S. 
DEFINITION 3.3. Two connected sets S, and S2 are said 
to be adjacent if there exists a u1 E S, and a u2 E S2 such 
that uI and u2 are adjacent. 
DEFINITION 3.4. Let the connected sets S, , S,, . . . , S,, 
be assigned to nodes 1,2, 3, . . . , n, respectively, of a graph, 
G,, of n nodes. This assignment is said to be adjacency pre- 
serving if, for any two adjacent vertices i, j of G,, i Z j, Si is 
adjacent to S,. 
An n-variable Karnaugh map (or K-map) consists of 2” 
cells representing all possible combinations of these vari- 
ables [ 241. For example, Fig. 2 illustrates a five-variable K- 
map. Cyclic code is used to list the combinations as column 
and row headings. As a result of this coding, cells which 
have a common side correspond to combinations that differ 
by the value of just a single variable. Consequently, these 
cells are adjacent to each other. In general, a cell in an n- 
variable K-map is adjacent to n different cells. The K-map 
can be folded along a y-variable in order to determine the 
adjacent cell of a cell corresponding to that y-variable. For 
example, in Fig. 2, the cell in the first row, second column 
is adjacent to the cell in the first row, seventh column along 
the y,-variable that corresponds to the first dimension 
inaQ5. 
To embed K,, into Qd, every pair of nodes, i and j, in K, 
is assigned connected sets, Si and Sj, in Qd such that Si fl S’ 
=@,foralli#j,andIS,I =2,1<i,j<n,wherenisthe 
number of nodes in the graph. 
4l 
Y5 
FIG. 2. RES embedding of a K8 in Q5 (d = 2 log& 1). Nodes in P’ 
are labeled 1 through 8. 
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3.2. Embedding K,, into Qd 
The RS-WCD of K,, is (n - 1) using the methods of [ 1 I]. 
Here, we use methods presented in [22, 231 to obtain an 
RES embedding of K, which gives an RES-WCD of 2 
x log,n - 1. This result is obtained by considering a K,, , 
where n = 2k. First, K2 can be trivially embedded in Qr (d 
=2x 1 -I = l).Next,toembedKq,atleastacubeof 
dimension 2 is needed. Nodes in Q2 have 2-bit addresses 
and Q2 can be represented by a two-variable K-map. Each 
cell in the K-map is assigned a distinct node. However, it is 
not possible to embed K4 in Q2 due to the following prop- 
erty. 
Property 3.1. Nodes assigned to opposite corners in a 
two-variable K-map are not adjacent. 
Now, consider a K-map of three variables, y, y2 y3 (i.e., a 
Q3). The columns are identified by odd-subscripted vari- 
ables and the rows by even-subscripted variables. Each node 
in K4 is assigned to two adjacent cells, i.e., a Q, . The left 
half of the K-map can be represented as rows and the right 
half as columns. Now, any assignment of the four nodes to 
the two rows and two columns will result in an RS embed- 
ding due to the following. 
Property 3.2. Each cell in the row on the left-hand side 
is adjacent to a cell from a distinct column on the right- 
hand side. 
Thus, for K4, we have found an embedding in which each 
node is assigned to one subcube. The result of extending 
this embedding to KS is shown in the five-variable K-map 
(d = 2*3 - 1) of Fig. 2. In general, to embed K2k we need 
a Qd, where d = 2k - 1 and each node is mapped to a con- 
nected set containing 2k-’ nodes. Thus, the following 
theorem. 
THEOREM 3.1. There exists an RES embedding of K, 
into Qd, where d = 2k - 1 and k = flog,nl . 
Since the RES-WCD of K,, is logarithmic in n, large 
graphs can be embedded on reasonable sized hypercubes as 
compared to previous results. For example, the RS-WCD 
for K32 is 3 1 according to [ 111, thus requiring a hypercube 
of 23’ nodes, while the RES-WCD is only 9. Also, the di- 
mensions of the adjacent subcubes assigned by this method 
are O(log,n) rather than O(n). Finally, since the lower 
bound on any WCD for K, is obviously rlog,nl and the 
above theorem now provides an upper bound of (2 log,n) 
- 1, there are log,n - 1 choices for the actual dimension. 
3.3. Embedding K,,,, into Qd 
A method for embedding general graphs in hypercubes 
is discussed in [ 111. The graph is decomposed into simple 
subgraphs and the RS-WCDs of the simple subgraphs are 
determined. These subgraphs are then recombined using 
graph operators to once again obtain the original graph. The 
RS-WCD of the original graph is obtained as the sum of the 
RS-WCDs of the simple subgraphs plus an additional term 
which depends on the graph operators employed. An appli- 
cation of this method to complete bigraphs results in an RS- 
WCD of flog ml + [log nl + 1 for K,,,, as shown. Let m 
= ]I’,1 andn= ]1/2].Foreachw,E V~(W~E V2),assign 
a f log,ml (rlog,nl) bits long address, D Vr ( wl ) (D V, ( w2 )) . 
Assign each node w E G,,n a subcube address according to 
the following rules: 
1. If w, E I’, , then assign wI a D bits long address 
o***. . . DV, ( w, ) which contains llog,nl consecutive *‘s, 
and D V, ( w, ) is the f log,ml bits long address. 
2. If w2 E I’,, then assign w2 a D bits long address 
1 DV?( w~)***. . . * which contains llog,ml consecutive *‘s 
and DV2( w2) is the flog,nl bits long address. 
If w, is adjacent to wz then there exists a subcube, viz., 
ODV2( w2)DVl( w,), that is adjacent to the subcube 
1 D V,( w2 ) D I’, ( w, ) in w2. For example, consider embed- 
ding K4,4, which requires a Qs (d = 2 + 2 + 1) . Nodes in I/, 
are assigned subcubes 0 l *OO, 0 **0 1,O ** 10, and 0 ** 11 and 
nodes in V2 are assigned subcubes lOO**, 10 1 **, 1 lo**, 
and 1 1 1 **. 
K-map-based methods to embed K,,,,n are presented be- 
low. First, the result for embedding K,,, ,n, when m + n = 2 k, 
is obtained. The generalization to any K,,,,n follows. Note 
that the following methods provide RS embeddings and not 
RES embeddings, as in the case of K,. Lemmas 3.1 and 3.2 
consider two different cases for K,,, ,n. 
LEMMA 3.1. A K,,,n can be RS embedded into Qd, where 
m=n=2k-‘,d=2k-2,andk> 1. 
ProoJ The proof is by construction. Embedding K,,n 
whenn= m= l,istrivial.Form> l,letK,,n=((Vl, V2), 
E), ]I’,( = ]I’,] =2k-‘,andllog,ml+flog,nl=2(k- I). 
Construct a (2k - 2)-variable K-map. Let the yl y2-vari- 
ables designate quadrants of the K-map. Assign one row of 
quadrant y, y2 = 00 to each of the first 2 k-2 nodes of V, and 
assign the remaining 2 k-2 nodes of I’, to quadrant yl y2 = 11 
in a similar fashion. Clearly, these nodes have been assigned 
to subcubes which are adjacent to every column (subcube) 
in quadrants 01 and 10 (Property 3.2). Each column in 
quadrants 10 and 01 is assigned to a distinct node of V2. 
The adjacency requirements of K,,n are satisfied by this as- 
signment. Each quadrant contains m/2 = 2 k-2 nodes, thus 
requiring (k - 2) y-variables. Two quadrants each are re- 
quired for V, and I’, , thus requiring 2( k - 1) or 2k - 2 y- 
variables for all the nodes in V, and V,. n 
For example, Fig. 3 shows the embedding of K8,8 in Q6 (d 
= 2 X 4 - 2 ) . Nodes in the node sets, V, and V2, are labeled 
from 1 to 8 and a to h , respectively. 
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> m. Thus, llog,(m + n)l aj,. According to Theorem 3.2, 
the RS-WCD of K,,,,n isj, + j, and since G,,n is a subgraph 
of the K,,, ,n, the RS-WCD of G,,n is <j, + j,. Furthermore, 
since any G,,n requires at least a hypercube of dimension 
rlog,(m+n)l,wehavejz<RS-WCDofG,,,,<j,+j2. 
Consider a graph, GZj,,zjz = ((V, , V,), E), which has the 
same edge set as G,,,. The algorithm for RS embedding 
G2’,,2j2 is presented. Let C’i, i E I’, , denote the adjacency set 
of a node i; i.e. Ci = { k I k E V, and there is an edge between 
i and k} . Similarly, let C;, j E V,, denote the adjacency set 
ofnodej. 
Let I’!, VT, . . . , V:i,-i+’ (Vi, V:, . . . , V/:‘Z-r+‘) denote 
2J1-‘+’ (2 12-i+1 ) partitions of the node set V, (I’,), for 1 < i 
< j, , such that for each partition Vf of V, the following is 
true.Foreveryu,vE Vfands3 I’;: 
and 
1 vf 1 = 2’-‘. (2) 
Each partition, I’$, of V, is obtained by similar conditions. 
For each partition Vi, 1 < t & 2 j,++ ‘, let U, denote the set 
U,= {Vj,l( U C,)fl V’,#4, 1 <j&2j2-i+1}. 
SW{ 
Two partitions Vi and Vi are connected if there is an 
edge,between nodes u and v in G211,2~2, where u E Vi and v 
E Vi. Let g2,2-‘+,,2i2- i+, denote a hypergraph that contains 
one node each for every partition of V, and 2’2-j, nodes for 
every partition of V, . Let Vik, 1 < k < 2j2-j,, denote the 
2’2-‘, nodes representing each partition Vi. Connect Vi’ 
nodes of each partition Vi in a hypercube topology of di- 
mension j, - j, in the hypergraph !?++,,2’2-i+, . Connect 
each V:” to I U, I / 2’2-‘, distinct Vi E U, nodes. Based on 
the topology of the hypergraph, the next lemma states 
sufficient conditions for embedding a G2,,,2h into a Qd, 
wherejz+ 1<d<j,+j2. 
LEMMA 3.3. If the hypergraph Q~-I+I,~~~-J+~ is isomor- 
phic to Qj2-i+2 then G,J,,,J~ can be RS embedded on a hyper- 
cube Qj2+i. 
Proof: Since 92~2++1,2~2-1+1 is isomorphic to Q+-i+z, there 
exists an embedding of t?p-i+l ,212-l+, such that all 
the adjacencies in it are satisfied. Note that the graph 
92~2-~+, , 2~2--i+, contains 2 2 j -j, nodes for every partition of V, 
such that if two partitions Vi and V; are connected then 
there is a node corresponding to Vi, namely Vi” in 
9++, ,2~2-g+, , that is connected to V;. Therefore, all the ad- 
jacencies in the partition Vi are satisfied. Now, let K, be the 
K-map used to embed 9 - , ’ 2~2 l+l 212-‘+1 into Qj2-i+z. Assign a j, 
- j, dimension subcube each in K, to every partition V: of 
V, . Assign one node each to every partition V$ of V, . Each 
cell of K, is a K-map of (2i - 2) y-variables. Assign one row 
(column) of a cell to each node in Vi“ (V’,). n 
The requirement that the hypergraph be isomorphic to a 
hypercube is, in fact, too restrictive. In general, it is suffi- 
cient that the graph Q2~2-i+1,2~2-i+1 be embeddable in Qj2-i+2, 
i.e., that the hypergraph is cubical. However, the problem 
of deciding whether the graph G2d is embeddable in Qd is 
NP-complete [ 251. While it has been reported that 
Krumme [ 25 ] has found an embedding for such graphs into 
Qd+, , the authors are not aware of the characterization of 
such graphs. If such an embedding is available, it can be 
used to determine whether the hypergraph is embeddable 
in Qj2-i+3. The following algorithm finds an RS embedding 
for G2~,,2~Z using the above lemma. 
Algorithm Incomplete 
(* Embedding an incomplete G+,2,2 in a hypercube *) 
1. Assign G = G2,,,2jz = ((VI, Vd,E);and9 = 4, 
(* B denotes the hypergraph of Lemma 3.3 *) 
2. For i = 1,2, . . . , j, do: 
(a) Construct the set C, for every t E V, , V2. 
(b) Generate 2’,-‘+’ (2j2-‘+ ’ ) partitions of V, ( V2) 
according to ( 1) and ( 2 ) . 
(c) Generate U, for every t E V, . 
(d) Construct the hypergraph Q2~2-f+~,2~2-i+l . 
(e) If 92/2-f+,,2/s- I+, is isomorphic to Qj2-i+2 then an RS 
embedding has been found for Gzj,,zj? on Qj,+i 
else G = 82~2-i+,,2~2-1+, , * $2,2-i+l,2,2-i+1 = 4. 
Step 2(b) takes O( n3) time, where n is the number of nodes 
in G. The graph size reduces by a factor of 2 in each itera- 
tion. In the worst case, there are j, iterations; i.e., the run- 
ningtimeisO(n3j,),wheren=2i,+2i2andj2>j,. 
For example, a G,6,,6 is represented in Fig. 5. The algo- 
rithm attempts to embed the graph in Qs (d = j, + 1 = 5) 
and determines that it cannot be embedded. Next, the node 
sets V, and V2 are each partitioned into eight partitions, 
{{a, b}, {c, 4, {e,f>, {g, h), {i,j>, {k 11, {m, n>, 
{o,P}}and{{l,2},{3,4),{5,6},{7,~},(9,10),{11, 
121, {13,14}, (1% 1611, respectively. The corresponding 
g8,* is generated and is represented in Fig. 6. The g8,8 is iso- 
morphic to Qj2-i+2 = Q4-2+2 = Q4. Thus, the RS-WCD of 
the required hypercube is j2 + i = 4 + 2 = 6 (see Fig. 7 ). 
4. DATABASE PROCESSING ISSUES 
4. I. Mapping E-R Schema Graphs 
The Entity-Relationship model views the real world as 
consisting of entities and relationships. An entity is an ob- 
ject which can be distinctly identified and is described by a 
set of attributes. Entities are grouped into entity sets, Ei’S, 
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{a: 1,2,3,4,7,8,9,10}; {b: 1,2,3,4,7,8,9,10} 
{c: 1,2,3,4,5,6,11,12}; {d: 1,2,3,4,5,6,11,12} 
{e: 3,4,5,6,7,8,15,16}; {f: 3,4,5,6,7,8,15,16} 
{g : 1,2,5,6,7,8,13,14}; {h : 1,2,5,6,7,8,13,14} 
{i : 1,2,9,10,11,12,13,14}; {j : 1,2,9,10,11,12,13,14} 
{k : 3,4,9,10,11,12,15,16}; {I : 3,4,9,10,11,12,15,16} 
{m : 5,6,11,12,13,14,15,16}; {n : 5,6,11,12,13,14,15,16} 
{o : 7,8,9,10,13,14,15,16}; {p : 7,8,9,10,13,14,15,16} 
FIG. 5. An incomplete bipartite graph, Gi6,i6. Nodes in V, ( V2) are 
assigned labels a through p ( 1 through 16). The edges in E are represented 





such that an entity has to satisfy a predicate in order to be a 
member of an entity set. A relationship is a mathematical 
relation among IZ entities such that each entity is taken from 
an entity set. A set, R;, of relationships over a given set of 
entities is called a relationship set, where Ri = { (e, , q, . . . , 
e,)le, El?,,. . . ,eiEEi,. . . ,e,EE,}. 
An E-R schema graph can be mapped into a hypercube 
by first converting it into a storage graph, G, which is an 
undirected graph containing a node corresponding to each 
entity and relationship set in the E-R schema. From the 
definitions, it is clear that entity sets cannot be contained 
in, or be constituent classes of, other entity sets. Similarly, 
relationship sets cannot contain other relationship sets. 
Thus, by definition, the E-R schema graph and its storage 
graph, G, are bipartite. 
Figure 8 shows an E-R schema graph containing the en- 
tity sets, Department, Employee, Project, and Supplier, and 
the relationship sets. Dept-Emp, Proj-Work, Proj-Man- 
ager, Supp-Proj, and Proj-Auditor. The meanings of the 
relationship sets are self-explanatory. For example, Proj- 
Auditor defines the Project-Auditor relationship between 
the entities Employee and Project. More than one relation- 
ship can be defined on given entity sets; e.g., the relationship 
sets Proj-Work, Proj-Auditor, and Proj-Manager are all 
{{a, b) : fL21, (3,419 {7,8), {9,10)1 
{{c,4 : {1,2},{3,4},{5,6},{11,12)) 
tte,fl : {3.4},{5,6},{7,3},{15,16)) 
t{g,h) : tL21, t5,61, t7,8l,I13,1411 
{{4j) : tL21, (9,10), {lL12), t13,14)) 
t Ik I) : (3941, {9,10), {11,12), {15,Wl 
{{m,nl : {5,6), {11,12), {13,14), (15,161) 
t (0,~) : t7,8), {%lOl, (13,141, {15,16)) 
FIG. 6. The hypergraph, Q8,8, of the graph in Fig. 5 for the second 
iteration of the algorithm Incomplete in Section 3.4. {x, y} represents a 




FIG. 7. An RS embedding ofthe graph of Fig. 5. 
defined on the entity sets Project and Employee. The cardi- 
nality of the various relationships between entity sets can 
be 1: 1, 1: n, or m:n. For example, Proj-Auditor is a 1 :n 
relationship between Employee and Project. This implies 
that a single employee can be the auditor for more than one 
project and each project has only a single auditor. While 
the cardinality of relationships and other semantics do not 
effect embedding, they need to be accounted for by the data 
storage and processing strategies. Figure 9 shows the corre- 
sponding storage graph for the schema. The graph for this 
example is a G4,5 that contains a cube-critical graph, K2,3. 
The lower bound on the cube dimension for this graph is 4. 
The embedding algorithm starts with G4,8 and embeds it in 
Q5, as shown in Fig. 10. This example illustrates several fea- 
FIG. 8. A sample E-R logical schema graph. 
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tures of the RS embedding for E-R schemas which are dis- 
cussed in the next section. 
4.2. Ramifications ofRS Embedding 
We began studying the problem of embedding logical 
schema graphs into processor graphs in order to solve the 
data placement problem for parallel database systems. 
The intent was to find an embedding scheme that mini- 
mizes communication costs in a multicomputer system. 
Squashed embedding is preferred because ( 1) it distributes 
data across subcubes, thereby providing parallel I/O capa- 
bility. (2) Queries can be represented as subgraphs of the 
schema graph. Only the dataflow directions in the query 
graph need to be determined at run time, based on the selec- 
tion predicates in the query. We are currently studying vari- 
ous aspects of this problem. (3) It should be possible to in- 
clude the dataflow concurrency control methods that have 
been proposed in the literature [ 141 into this dataflow pro- 
cessing scheme. (4) The reliability of the database system 
could be enhanced in several ways. Failure of a node and/ 
or link implies that the corresponding entity or relationship 
node is no longer accessible in the logical schema graph. 
Thus, future queries could be classified as being fully an- 
swerable, partially answerable, or unanswerable. ( 5 ) Once a 
schema graph is mapped, one or more replicas of the entire 
database can be easily mapped onto the same hypercube by 
“skewing” each copy, by applying a simple address transfor- 
mation at each node. Thus, each node in the hypercube 
knows the exact location of its copies. 
However, direct embedding of logical schema graphs into 
processor graphs, using adjacency-preserving techniques, 
has several other ramifications for database processing. 
First, there is little control over the size of the subcube as- 
signed to each node in the schema graph. Thus, it is not 
possible to choose subcube sizes in proportion to, say, the 
amount of data represented by each node. Second, the em- 
bedding may result in unused subcubes, as in Fig. 10. In 
general, squashed embedding may have to be used along 
with other schemes to obtain a good mapping. The above 
issues are all topics for future research. 
Department (1) p/ Dept-Emp (‘I 
Employee (2) Pro&Auditor (b) 
Proj-Work (cl 
Project (3) ProJ-Manager (d) 
supplier (4) 
- Supp-Proj (e) 
FIG. 9. The G4.5 storage graph corresponding to the E-R schema graph 
of Fig. 8. 
1=~0000*); 2- (oool*) 
3 = t 01111~; 4= (: ollo*) 
a-t OlO*O); b - (OlO*l) 
c=(OOl+l); d= (OOl+O) 
e= tlll+l) 
FIG. 10. An RS embedding of the G,,, of Fig. 9 into a Qs. 
5. CONCLUSION 
A class of adjacency-preserving, squashed embeddings 
was studied with the idea of using such embeddings to di- 
rectly map E-R schema graphs onto hypercubes. Results for 
relaxed extended squashed embedding of complete graphs 
and relaxed squashed embedding of complete bigraphs 
were obtained using a technique that was used in the state 
assignment of asynchronous sequential machines by 
Huffman. The minimum cube dimension required for such 
embedding is called the weak cubical dimension of the 
graph. For K,,, an RES-WCD of O(log,n) is obtained. For 
K m,n, the RS-WCD is rlog,ml + llog,nl . Thus, the bounds 
on the RS-WCD of G,,, are dmin = r log,( m + n)l 6 RS- 
WCD < rlog,ml + llog,nl = d,,,,. An algorithm for deter- 
mining the RS-WCD of incomplete bipartite graphs was 
presented which examines the d,,,, - dmin choices to be ex- 
amined to obtain the best cube dimension. However, while 
preserving adjacency is important when mapping schema 
graphs, another important factor is the loading of each 
node/subcube. In general, algorithms for embedding 
should consider this factor also. Overall, this embedding ap- 
proach provides several opportunities for novel query pro- 
cessing, concurrency control, and reliability methods in 
parallel database systems. 
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