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1. Introduction
This volume brings together a collection of extended versions of selected papers from
two workshops on ontology learning, knowledge acquisition and related topics that were
organized in the context of the European Conference on Artificial Intelligence (ECAI)
2004 and the International Conference on Knowledge Engineering and Management
(EKAW) 2004.
The volume presents current research in ontology learning, addressing three per-
spectives: methodologies that have been proposed to automatically extract information
from texts and to give a structured organization to such knowledge, including approaches
based on machine learning techniques; evaluation methods for ontology learning, aiming
at defining procedures and metrics for a quantitative evaluation of the ontology learning
task; and finally application scenarios that make ontology learning a challenging area in
the context of real applications such as bio-informatics.
According to the three perspectives mentioned above, the book is divided into three
sections, each including a selection of papers addressing respectively the methods, the
applications and the evaluation of ontology learning approaches. However, all selected
papers pay considerably attention to the evaluation perspective, as this was a central topic
of the ECAI 2004 workshop out of which most of the papers in this volume originate.
2. Ontology Learning
An ontology is an explicit, formal specification of a shared conceptualization of a domain
of interest [18], where formal implies that the ontology should be machine-readable and
shared that it is accepted by a group or community. Further, it should be restricted to a
given domain of interest and therefore model concepts and relations that are relevant to
a particular task or application domain.
1Correspondence to: Paul Buitelaar, DFKI GmbH, Stuhlsatzenhausweg 3, Saarbrücken 66123, Germany.
Tel.: +49 681 302 5325; Fax: +49 681 302 5338; E-mail: paulb@dfki.de.
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Ontologies formalize the intensional aspects of a domain, whereas the extensional
part is provided by a knowledge base that contains assertions about instances of con-
cepts and relations as defined by the ontology1. The process of defining and instantiating
a knowledge base is referred to as knowledge markup or ontology population, whereas
(semi-)automatic support in ontology development is usually referred to as ontology
learning.
Ontology learning is concerned with knowledge acquisition and in the context of this
volume more specifically with knowledge acquisition from text. Obviously, much of the
work in this area therefore builds on the large body of work in this direction within NLP,
AI, and machine learning. As such, the legitimate question arises if the wheel is not being
reinvented. Is ontology learning merely a rehash of existing ideas and techniques under a
new name? The answer to this should be: no. Although the aims of knowledge acquisition
and ontology learning (from text) are certainly overlapping - in essence the acquisition
of explicit knowledge implicitly contained in (textual) data - there are, however, also a
number of novel and innovative aspects to ontology learning that sets it apart from much
of the previous work in knowledge acquisition:
  Ontology learning is inherently multidisciplinary due to its strong connection
with the Semantic Web, which has attracted researchers from a very broad variety
of disciplines: knowledge representation, logic, philosophy, databases, machine
learning, natural language processing, image processing, etc. In consequence, on-
tology learning has profited from a massive exchange of ideas and techniques that
shaped a somewhat different vision of the knowledge acquisition problem.
  Ontology learning, in the Semantic Web context, is primarily concerned with
knowledge acquisition from and for Web content and is thus moving away from
small and homogeneous data collections to tackle the massive data heterogeneity
of the World Wide Web instead.
  Given the machine learning origins of much of the work in ontology learning,
the field is rapidly adapting the rigorous evaluation methods that are central to
most machine learning work. Therefore, ontology learning will be impacted by
efforts to systematically evaluate and compare approaches on well-defined tasks
and with well-defined evaluation measures, thus making it a highly challenging
field in which only competitive and demonstrable approaches will survive.
In summary, these aspects indeed establish ontology learning as a new and challeng-
ing area in its own right, with a lot of innovating research to which also this volume
hopes to contribute.
3. The Ontology Learning Layer Cake
A large collection of methods for ontology learning from text have developed over re-
cent years as witnessed by the proceedings of various workshops in this area, e.g. at
1Also known in previous work on knowledge representation as T-box and A-box respectively.
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Figure 1. Ontology Learning Layer Cake
ECAI 20002, IJCAI 20013, ECAI 20024, ECAI 20045. Unfortunately, there is not much
consensus within the ontology learning community on the exact task they are concerned
with, which makes a comparison of approaches difficult6. It is therefore the goal of this
volume to contribute to a better understanding of the ontology learning task and to help
develop metrics and benchmarks to compare research in this field.
In order to estimate the state-of-the-art in ontology learning, we first need to estab-
lish the subtasks that together constitute the complex task of ontology development (ei-
ther manual or with any level of automatic support). Ontology development is primarily
concerned with the definition of concepts and relations between them, but connected to
this also knowledge about the symbols that are used to refer to them. In our case this
implies the acquisition of linguistic knowledge about the terms that are used to refer to a
specific concept in text and possible synonyms of these terms. An ontology further con-
sists of a taxonomy backbone (is-a relation) and other, non-hierarchical relations. Finally,
in order to derive also facts that are not explicitly encoded by the ontology but could be
derived from it, also rules should be defined (and if possible acquired) that allow for such
derivations.
All of these aspects of ontology development can be organized in a layer cake of
increasingly complex subtasks, as illustrated in Figure 1 (derived from [6]). The example
shows the defined knowledge for the concept disease and related concepts, i.e. the terms
that can be used to refer to or associated with disease - also for languages different than
English, the taxonomic relation of the concept doctor with person, a non-hierarchical
relation between doctor and disease, and a rule that can be defined over the person and
disease concepts.
2http://ol2000.aifb.uni-karlsruhe.de/
3http://ol2001.aifb.uni-karlsruhe.de/home.html
4http://www-sop.inria.fr/acacia/WORKSHOPS/ECAI2002-OLT/
5http://olp.dfki.de/ecai04/cfp.htm
6A start towards surveying the research in this area has been made by the OntoWeb deliverable 1.5 [16]
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4. The State-of-the-Art
Given the ontology learning layer cake as discussed above, we can take a closer look at
the state-of-the-art in this field. We first examine this layer by layer and then draw some
general conclusions at the end.
4.1. Terms
Term extraction is a prerequisite for all aspects of ontology learning from text. Terms are
linguistic realizations of domain-specific concepts and are therefore central to further,
more complex tasks. The literature provides many examples of term extraction methods
that could be used as a first step in ontology learning from text. Most of these are based
on information retrieval methods for term indexing [36], but many also take inspiration
from terminology and NLP research (see e.g. [2], [14] and [32]).
Term extraction implies more or less advanced levels of linguistic processing, i.e.
phrase analysis to identify complex noun phrases that may express terms and depen-
dency structure analysis to identify their internal semantic structure. As such parsers are
not always readily available, much of the research on this layer in ontology learning has
remained rather restricted. The state-of-the-art is mostly to run a part-of-speech tagger
over the domain corpus used for the ontology learning task and then to identify possible
terms by manually constructing ad-hoc patterns (e.g. Cimiano et al. and Sabou, both in
this volume), whereas more advanced approaches to term extraction for ontology learn-
ing build on deeper linguistic analysis as discussed above (e.g. Reinberger and Spyns
in this volume and [4]). Additionally, and in order to identify only relevant term can-
didates, a statistical processing step may be included that compares the distribution of
terms between corpora.
4.2. Synonyms and Multilingual Variants
The synonym level addresses the acquisition of semantic term variants in and between
languages, where the latter in fact concerns the acquisition of term translations. Much
of the work in this area has focused on the integration of WordNet7 for the acquisition
of English synonyms, and EuroWordNet8 for bilingual and multilingual synonyms and
term translations. An important aspect of this work is the identification of the appro-
priate (WordNet/EuroWordNet) sense of the term in question, which determines the set
of synonyms that are to be extracted. Obviously, this involves standard word sense dis-
ambiguation algorithms, most of which are based on [24] and [42] (see also the SEN-
SEVAL 9 evaluation campaigns for recent approaches on word sense disambiguation).
However, specifically in the ontology learning context, researchers have exploited the
fact that ambiguous terms have very specific meanings in particular domains allowing for
an integrated approach to sense disambiguation and domain specific synonym extraction
(compare [5], [22], [30], [31] and [39]).
In contrast to using readily available synonym sets such as provided by WordNet
and related lexical resources, researchers have also worked on algorithms for the dy-
7WordNet is freely accessible from http://wordnet.princeton.edu
8EuroWordNet can be licensed from ELDA at http://www.elda.fr
9http://www.senseval.org/
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namic acquisition of synonyms by clustering and related techniques. On this basis much
work has been done on synonym acquisition from text corpora that is based on Harris’
distributional hypothesis that terms are similar in meaning to the extent in which they
share syntactic contexts [19], see e.g. [21], [26], [27] and Reinberger and Spyns (this
volume). Related work originates out of term indexing for information retrieval, e.g. the
family of Latent Semantic Indexing algorithms (LSI, LSA, PLSI and others). LSI and
related approaches apply dimension reduction techniques such as those described in [38]
or [23] to reveal inherent connections between words, thus leading to group formation.
In fact, LSA/LSI-based techniques are especially interesting as they do not run into data
sparseness problems such as approaches relying on raw data.
Finally, given the growing importance of the web in knowledge acquisition, there
seems to be a current trend to use statistical information measures defined over the web
in order to detect synonyms, e.g. [1], [40].
4.3. Concepts
The extraction of concepts from text is controversial as it is not clear what exactly con-
stitutes a concept. In our view, concept induction or formation should provide:
  an intensional definition of the concept
  a set of concept instances, i.e. its extension
 
a set of linguistic realizations, i.e. (multilingual) terms for this concept
Thus, we define a concept as a pair with lexicon
 
	
where

is the intension
of the concept,

its extension and

describes its linguistic realization. The latter may
include complex structures as described in [3].
Most of the research in concept extraction addressed the question from a linguistic
or textual perspective, regarding concepts as clusters of related terms. Obviously, this
approach overlaps almost completely with that of term and synonym extraction as dis-
cussed above.
Alternatively, researchers have addressed the problem from an extensional point of
view, e.g. [12] derived hierarchies of named entities from text and thus also discovering
concepts from an extensional point of view. The Know-It-All system [11] also aims at
learning the extension of concepts such as for example all movie actors appearing on the
Web. In the approach of [12] the concepts as well as the extension are derived simultane-
ously, while [11] essentially populates existing concepts with instances. Note that in this
respect, ontology population is very much related to ontology learning.
Finally, intensional concept learning includes the extraction or acquisition of formal
and informal definitions. An informal definition might be a textual description, i.e. a gloss
of the concept. A formal definition includes the extraction of concept properties, part of
which is the extraction of relations between a particular concept and other concepts. The
extraction of informal concept definitions is quite rare. In fact the only work reported in
this area is the OntoLearn system (Velardi et al. in this volume) that derives WordNet-
like glosses for domain-specific concepts. The extraction of formal concept definitions,
as far as relation extraction is concerned will be discussed in the next two sections.
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4.4. Taxonomy
There are currently three main paradigms exploited to induce taxonomies from textual
data. The first one is the application of lexico-syntactic patterns to detect hyponymy re-
lations as proposed by [20]. However, it is well known that these patterns occur rarely in
corpora. Thus, though approaches relying on lexico-syntactic patterns have a reasonable
precision, their recall is very low. Related to this are also approaches that exploit the in-
ternal structure of noun phrases to derive taxonomic relations between classes expressed
by the head of the noun phrase and its subclasses that can be derived from a combination
of the head and its modifiers [4].
The second paradigm is again based on Harris’ distributional hypothesis, as dis-
cussed above in the context of synonym extraction and term clustering. In this line, peo-
ple have mainly exploited hierarchical clustering algorithms to automatically derive term
hierarchies from text, e.g. [7], [13], [17].
The third paradigm stems from the information retrieval community and relies on a
document-based notion of term subsumption as proposed for example in [37].
4.5. Relations (non-hierarchical)
Recent work on relation extraction from text, other than the is-a relation discussed above,
has been addressed primarily within the biomedical field as there are very large text
collections readily available (e.g. PubMed10) for this area of research. The goal of this
work is to discover new relationships between known concepts (i.e. symptoms, drugs,
diseases, . . . ) by analyzing large quantities of biomedical scientific articles (see e.g. [35]
[33] [41]).
Most of the work on text mining combines statistical analysis with more or less com-
plex levels of linguistic analysis, e.g. by exploiting syntactic structure and dependencies
for relation extraction as reported for instance by [4], [8] and [15]. Relation extraction
is therefore also very much related to the problem of acquiring selection restrictions for
verb arguments in NLP (compare [34]), as witnessed for instance by the ASIUM system
that enables an integrated acquisition of relations between concepts identified in text and
so-called sub-categorization frames for the verbs that underlie these relations [13].
Relation extraction through text mining for ontology development was introduced in
work on association rules in [29]. Recent efforts in relation extraction from text have been
carried on under the ACE (Automatic Content Extraction) program 11, where entities
(i.e. individuals) are distinguished from their mentions, and normalization, the process
of establishing links between mentions in a document and individual entities represented
in a ontology, is part of the task for certain kind of mentions (e.g. temporal expressions).
4.6. Rules
The extraction of rules is probably the least addressed researched area in ontology learn-
ing. Initial blueprints for this task can be found for example in [25]. Further, the recent
PASCAL lexical entailment challenge12 [10] represents a related problem. In fact, this
10http://www.pubmedcentral.nih.gov/
11http://www.itl.nist.gov/iad/894.01/tests/ace/
12http://www.pascal-network.org/Challenges/RTE/
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challenge has strongly increased the awareness of the problem of deriving lexical en-
tailment rules and lead many researchers to address the problem, so that a plethora of
approaches to tackle the problem of learning ontological rules from text corpora can be
expected in the near future. The main focus hereby has been to learn lexical entailments
for application in question answering systems, see [9].
5. The Papers in this Volume
5.1. Methods
The papers by Ryu and Choi, Reinberger and Spyns, Kavalec and Svatek, and Cimiano
et al. present methods addressing various aspects of the ontology learning layer cake.
Ryu and Choi present an approach to term and taxonomy extraction based on informa-
tion theory. Reinberger and Spyns present a non-hierarchical term clustering approach
over distributed data and thus address concept formation at the lexical level. Kavalec and
Svatek present an approach for labeling relations discovered from a corpus in an unsuper-
vised way. Thus, they are targeting the learning of ontological relations, in particular the
lexical aspects involved in naming a certain conceptual relation. Cimiano et al. presents
a machine-learning based combination of natural language processing, text mining and
information retrieval techniques to learn taxonomic relations from various information
sources. They thus tackle the problem of deriving sub-/super-concept relations.
5.2. Evaluation
The papers by Faatz and Steinmetz, Velardi et al., and Porzel and Malaka are primarily
concerned with evaluation issues. The Faatz and Steinmetz paper presents a proposal for
an evaluation methodology of an ontology learning task that consists of enriching the
lexical representation with related words on the basis of collocations extracted from a
corpus. It thus deals with the lexical aspects of the formation of concepts. The paper
of Porzel and Malaka suggests a task-based evaluation framework for ontology learning
systems. In particular, they suggest evaluating an automatically learned ontology as a
parameter within a relation tagging task. The paper by Velardi et al. describes the results
of a thorough evaluation of a specific ontology learning system: OntoLearn. In fact, the
system is evaluated at the levels of term, hypernym (i.e. taxonomy) and non-hierarchical
relation extraction. Furthermore they address the intensional aspects in concept forma-
tion and present an algorithm for generating WordNet-like glosses (natural language def-
initions) for domain-specific concepts. The paper includes an evaluation of this approach
by domain specialists.
5.3. Applications
Several papers are witness that the field is concerned with real tasks. The focus of the
paper by Sabou is to automatically learn web service descriptions from software docu-
mentation. She is primarily concerned with deriving a taxonomy from these descriptions.
Furthermore, she also discusses some extensions of the evaluation measures originally
introduced by [28]. The paper by Rinaldi et al. shows how ontology learning methods
can be applied to automatically derive relevant terminology for Knowledge Management
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applications. While they are mainly concerned with the extraction of relevant terminol-
ogy, they also discuss the possibility of arranging these terms taxonomically. The paper
further has a focus on using the resulting term hierarchies in the context of tasks related
to information access. Nedellec and Nazarenko discuss the application of automatically
learned ontologies for information extraction. In particular, they suggest a cyclic pro-
cess in which ontologies are automatically learned or enriched on the basis of a corpus
and then used to bootstrap an information extraction system which in turn populates the
ontology with newly derived facts.
6. Outlook: Evaluation of Ontology Learning Methods and Tools
Significant progress in the ontology learning field can only follow from a clear and pre-
cise definition of this task, and its subtasks as discussed above, and from a general con-
sensus of the scientific community with respect to an evaluation policy of such tasks.
For the future, we therefore advocate the organization of a dedicated series of evaluation
campaigns on ontology learning and the definition of corresponding metrics and bench-
marks. As the result of this we expect an effect similar to that of the TREC13 and CLEF14
evaluation campaigns on information retrieval and access, where a common evaluation
methodology made it possible to compare the performances of different systems under
the same task. The positive consequence has been a concentrated growth of interest and
a tremendous boost in research in these areas over the last decade.
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