For noncooperative games the mean field (MF) methodology provides decentralized strategies which yield Nash equilibria for large population systems in the asymptotic limit of an infinite (mass) population. The MF control laws use only the local information of each agent on its own state and own dynamical parameters, while the mass effect is calculated offline using the distribution function of i) the population's dynamical parameters, and ii) the population's cost function parameters, for the infinite population case. These laws yield approximate equilibria when applied in the finite population.
I. INTRODUCTION
Overview T HE control and optimization of large-scale stochastic systems is evidently of importance due to their ubiquitous appearance in engineering, industrial, social and economic settings. The complexity of these problems is amplified by the fact that for many such systems the agents involved have conflicting objectives; hence, it is appropriate to consider optimization methodologies based upon individual payoffs or costs. In particular, game theory has been formulated to capture such individual interest seeking behavior of the agents in many social, economic and man-made systems. However, in a large-scale dynamic model, this approach results in an analytic complexity which is in general prohibitively high, and correspondingly leads to few substantive dynamic optimization results.
The optimization of large-scale linear control systems wherein i) many agents are coupled with each other via their individual dynamics, and ii) the costs are in an "individual to the mass" form was presented in [1] , [2] where the theory of mean field (MF) control (previously termed Nash Certainty Equivalence) was introduced. It is to be noted that the dynamic large-scale cost coupled optimization structure of [2] is motivated by a variety of scenarios, for instance, those analyzed in [3] - [6] .
In the literature, studies of stochastic dynamic games and team problems may be traced to the 1960 s (see e.g., [7] - [9] ) while within the optimal control context weakly interconnected systems were studied in [10] , and in a two player noncooperative nonlinear dynamic game setting Nash equilibria were analyzed in [11] , where the coefficients for the coupling terms in the dynamics and costs are required to be small. In contrast to these studies, games with large populations are analyzed in [2] , [12] , [13] . In [2] the -Nash equilibrium properties are analyzed for a system of competing agents where individual control laws use local information and the average effect of all agents taken together, henceforth referred to as the mass. Overall, the MF methodology for noncooperative LQG games with mean field coupling has been developed in [1] , [2] , [14] providing decentralized strategies which yield Nash equilibria. A nonlinear extension using McKean-Vlasov Markov process models is also presented in [15] .
The central notion of MF theory is that for general classes of large population stochastic dynamic games there exist game theoretic Nash equilibria for the individual agents when each applies certain competitive strategies (i.e., control laws) with respect to the mass effect resulting from all the agents' strategies.
Here each agent is modelled by an individually controlled stochastic system and the systems interact through their individual cost functions and possibly via weak dynamical interaction. The key feedback nature of the mean field solutions is that the individual competitive actions against the mass, plus local feedback control, act so as to collectively reproduce that mass behavior. The mass effect and associated feedback control laws are calculated offline for the infinite population case and yield approximate equilibria when applied in the finite population case.
For this class of game problems, a related approach has been independently developed in [16] , [17] , where the notion of oblivious equilibrium by use of a mean field approximation for models of many firm industry dynamics is proposed. The asymptotic equilibrium properties of a market with a large population of agents is studied in [18] . Another related work is [19] where a mean field Nash equilibrium is studied subject to the assumed existence of a factorizing mean field distribution corresponding to the propagation of chaos for the infinite population system. The work in [20] presents mean field control results for a Markov Decision Problem (MDP) formulation of evolutionary games and teams where the basic system hypothesis is the exchangeability of the underlying random processes.
Stochastic Adaptive Control
For discrete time dynamics the long run average (LRA) asymptotically optimal adaptive tracking problem was solved in [21] ; subsequently, it was shown in [22] that strongly consistent parameter estimates may be obtained by the use of persistently excited controls. The LRA stochastic (sample path) mean square stability for continuous time linear stochastic adaptive systems was established in [23] . The weighted least squares (WLS) scheme introduced in [24] was shown in [25] to be convergent without stability and excitation assumption, and a LRA asymptotically optimal solution to the continuous time adaptive LQG control problem under controllability and observability assumptions using the WLS scheme for identification was subsequently obtained in [26] following [27] - [29] and [30] .
MF Stochastic Adaptive Control
It is important to note that in the non-adaptive MF theory [1] , [2] each agent uses its self state and self dynamical parameters (i.e., its own state and its own dynamical parameters) and statistical information on the dynamical parameters of the population in order to generate the control action. The natural initial problem in the development of adaptive MF stochastic system theory is that where each agent needs to estimate its own dynamical parameters, while its control actions are permitted to be explicit functions of the parameter distribution of the entire population of competing agents [31] . Subsequent problem generalizations are such that i) each agent also needs to estimate the distribution parameter of the population's dynamical parameters [32] , and ii) cost function parameters also vary over the population and this distribution parameter is unknown to each agent and hence needs to be estimated [33] . In this paper we provide a solution to the most general problem in this sequence.
The inclusion of learning procedures for the identification by a given agent of the dynamical and cost function parameters of other competing agents in a stochastic dynamic system, or of the statistical distribution of these parameters in a mass of competing agents, introduces new features into the system theoretic MF setup. In this connection we note that in the economics literature the so-called "privacy of information" on dynamical parameters and cost function parameters is an important issue [34] - [36] .
This paper presents an MF stochastic adaptive control (SAC) law in which each agent observes a random subset of the population of agents. The MF-SAC Law specifies that the ratio of the cardinality of the observed set of agents to that of the population of agents is chosen so that it decays to zero as the population size tends to infinity. When the MF-SAC Law is applied by each member of the population, each agent estimates its self dynamical parameters via the recursive weighted least squares (RWLS) algorithm and the distribution of the population's dynamical parameters via maximum likelihood estimation (MLE).
Under reasonable conditions on the population dynamical parameter distribution, the MF-SAC Law results in i) the strong consistency of the self parameter estimates and the strong consistency of the population distribution function parameters; ii) the long run average stability of all agent systems; iii) a (strong) -Nash equilibrium for the population of agents for all ; and iv) the a.s. equality of the long run average cost and the non-adaptive cost in the population limit.
Notation
We denote the set of nonnegative real numbers by , the set of nonnegative integers by , and the set of strictly positive integers by . The norm denotes the 2-norm of vectors and matrices, and . denotes the family of all bounded continuous functions, and for any , denotes the supremum norm:
. denotes the trace, and denotes the transpose of a matrix .
II. PROBLEM FORMULATION AND MF-SAC LAW SPECIFICATION

A. Review of Non-Adaptive MF Stochastic Control
We consider a large population of stochastic dynamic agents which (subject to independent controls) are stochastically independent, but which shall be cost coupled, where the individual dynamics are defined by (1) where for agent , is the state, is the control input, is a standard Wiener process on a sufficiently large underlying probability space such that is progressively measurable with respect to . We denote the state configuration by , and (with an abuse of notation) the population average state by . The long run average (LRA) cost function for the agent , is given by (2) w.p.1, where we assume the cost-coupling to be of the form . The coefficients will be called the dynamical and cost function parameters. The disturbance weight matrix and the control action penalizing matrix are constant matrices, which are assumed to be known by all agents, and assumed to be the same for all agents in the population. The choice of homogeneous parameters for and is only for notational brevity; the analysis is similar for varying and . The function is the control input of the agent and denotes the control inputs of the complementary set of agents . For the basic MF control problem, the following assumptions are adopted.
A1: The disturbance processes , are mutually independent and independent of the initial conditions, and , where .
A2
: is an open set such that for each , is controllable and is observable. A3: Let the parameter set be a compact set such that , and , where , is the distribution parameter and is defined in the next hypothesis.
A4:
The cost-coupling is of the form: , where the function is Lipschitz continuous on with a Lipschitz constant , i.e., for all . For dynamics (1) and cost function (2), a production output planning example is provided in [2] that satisfies the assumptions given above. Each agent's production level is modeled by (1) , and each agent's cost function is of tracking type (2), where the tracked signal is a function of price, which is an averaging function of production levels:
. Following [2] , the long run average (LRA) mean field (MF) problem is formulated in [37] . Each agent , obtains the positive definite solution to the algebraic Riccati equation
Moreover, for a given mass tracking signal the mass offset function is generated by the differential equation (4) Then, the optimal tracking control law [38] is given by (5) where solves , which is defined below by an abuse of notation Note that the procedure above assumes a given mass tracking signal . The equation system to calculate will be given subsequently.
We first define the empirical distribution associated with the first agents: , , where is a set of random matrices on with the probability distribution , parameterized by , the population dynamical and cost function distribution parameter such that is compact and is an open set. Then we employ the following assumption.
A5: There exists a family of distribution functions , such that w.p.1 weakly on and uniformly over as .
Each agent solves the equation system below to calculate the mass tracking signal , offline, for an infinite population of agents.
Under A1-A4, the MF Equation System admits a unique bounded solution [2] .
The Global Observation Control Set : For the optimality analysis, we first introduce the global observation control set. The set of control inputs consists of all feedback controls adapted to , where is the -field generated by the set .
The Local Observation Control Set : The local observation control set of agent is the set of control inputs which consists of the feedback controls adapted to the set . The -field is generated by , and is the -field generated by the set . Theorem 2.1: Non-Adaptive MF Stochastic Control (SC) Theorem [37] , following [2] Let A1-A5 hold. The MF Stochastic Control Law (5) generates a set of controls with (7) such that (i) the MF (6) have a unique solution;
(ii) all agent system trajectories are stable w.p.1; (iii) yields an -Nash equilibrium for all , i.e., for all , there exists such that for all Conceptually, Theorem 2.1 may be paraphrased to say that individual competitive actions against the mass effect collectively produce the mass behavior, and hence the -Nash equilibrium is obtained. In the proof of Theorem 2.1, the results are first established for an infinite population and then are shown to be approximated by a large finite population with the approximation error decaying to zero as the population size goes to infinity; it is this which gives the -Nash property.
B. MF Stochastic Adaptive Control (SAC)
In this section we first present the identification schemes to be used by each agent under the MF Stochastic Adaptive Control (SAC) Law to estimate both the self dynamical parameters and the population dynamical and cost function distribution parameter. In other words, the analysis concerns a family of agents whose control action at any instant is not permitted to be an explicit function of the self dynamical parameters and the dynamical and cost function distribution parameter . At time , the self dynamical parameters are estimated from the input-output sample path of ; in other words, each agent performs the identification based upon observations of its own trajectory. The distribution parameter is estimated from observations on a random subset of agents where , and as .
The Adaptive Agent Control Set
: We next define the set of control inputs , the admissible control set of an adaptive agent , which consists of all feedback controls adapted to the set . The -field is generated by the agent's own trajectory and control input, , and , is the observation -field generated by the trajectories and control inputs in the set , . For definiteness in this paper, the identification algorithms employed are recursive weighted least squares (RWLS) for the self dynamical parameter identification and maximum likelihood estimation (MLE) for the distribution parameter identification. However, any identification scheme which generates consistent estimates w.p.1 (subject to the given hypotheses) will also yield the system asymptotic equilibrium properties to be established. 1) Self Dynamical Parameter Identification (SDPI): We denote the self estimate of the matrix by , , and the estimate of by , where , and assume and are generated at by the identification algorithm. Note that the self cost function parameter is in the information set of agent , and is therefore not to be estimated. We adopt the notation for the true parameters in the system. At time , agent solves the RWLS equations with the measurement variable set as with the regression vector in order to obtain the estimates . To ensure controllability and observability of the estimates, a projection method is used; the estimates are projected onto the compact set , where given , is controllable and is observable. Note that is known to all agents in the system.
2) Population Dynamical and Cost Function Distribution Parameter Identification:
Population Dynamical Parameter Identification (PDPI): At , agent estimates dynamical parameters of the agents in its observation set, . The admissible control set of agent is , consisting of observations of the trajectories and control inputs of all the agents in the set .
Based upon this observation set, agent obtains estimates solving the RWLS equations using as the measurement variable with the regression vector .
Population Cost Function Parameter Identification (PCPI):
The solution to the RWLS equations with the inputs described above generates the estimates . The objective at this point for each agent is to obtain the estimates . The RWLS equations are then solved employing the observed control inputs such that agent calculates and sets as the measurement vector. Note that one needs the following additional assumption.
A6': is invertible (and hence, necessarily, is controllable) for all . This rather restrictive assumption is only needed for the cost function parameter identification; therefore, PCPI will be given as an optional procedure in the MF-SAC Law. The observed control action is in the form (7); therefore arranging the variables in a certain way to be specified later, agent obtains the estimates . (3), obtains and solves the mass offset differential (4) to obtain . The certainty equivalence adaptive control for the admissible control set is then given by . To obtain the main MF-SAC result stated in Theorem 2.2, we first establish the strong consistency for the family of estimates and .
4) Control Excitation for Consistent Identification:
In order to generate a consistent sequence of estimates w.p.1, a diminishing excitation is added to the adaptive control in (5) to give (8) where
, and the process is an -valued standard Wiener process that is independent of . The sequence of random processes is assumed to be mutually independent and all members of the set have the same probability law on . Since the sequence converges to zero at a suitable rate, it will be established following [26] that the diminishing control excitation provides sufficient excitation for almost sure consistent identification and decreases sufficiently rapidly enough not to affect the limiting performance of the system with respect to , i.e., the non-adaptive case. In other words, the asymptotic performance achieved is equal to the one obtained in the non-adaptive case almost surely. The diminishing control excitation (8) was introduced in [27] , [28] , and it was shown in [26] to generate strongly consistent parameter estimates via RWLS for dynamical parameters of the system(1) under certainty equivalence adaptive control.
C. MF Stochastic Adaptive Control (SAC) Law
We observe that the control law (8) has three terms computed from the local state information, the self dynamical parameter estimates and the population distribution parameter estimate. It can be written for each agent , in the form of , , where is the LQG feedback for the system of agent based on local information; is the mass offset term based on local information and population information received from the observed set; and is the locally generated dither input. In this section we present the MF-SAC Law which generates the feedback control law , that leads to the -Nash equilibrium. The continuous time MF-SAC Law for agent with parameter , is summarized in three major steps in Table I . The function , in (9) is in the form of , where , and . The function is slowly increasing if it is increasing and satisfies and [26] . Note that a positive definite solution to the Riccati (15) exists as the projected estimate is in the set of controllable and observable dynamical parameters: .
D. Asymptotic Properties of the MF-SAC Law
A key feature of the work in this paper is that the state aggregation integration in (6) is performed by use of the estimated distribution in place of the true distribution (see (18) below). Then the central results of this paper are the following: under the MF-SAC Law, asymptotically as the population tends to infinity, the competitive best response actions of the adaptive agents with no prior information on self dynamical parameters and no prior statistical information on dynamical and cost function parameters of the mass give rise to a unique Nash equilibrium. Moreover, the resulting cost for each agent from the MF-SAC Law is asymptotically almost surely equal to the cost resulting from the non-adaptive MF Stochastic Control Law.
Theorem 2.2: MF-SAC Theorem Let A1-A5, A7, A8 hold. Then, assume each agent , is such that it: i) observes a random subset of the total population such that as ii) estimates its own parameter via the RWLS (9); iii) estimates the population dynamical and cost function distribution parameter via MLE (14) The proof consists of the unification of the principal Theorems 3.2, 3.3, 4.2 and the Propositions 4.4 and 4.5 that are presented in the remaining sections. The outline of the proof is given in Appendix C-C.
The technical plan of the paper is presented in three layers. The main theorem of the paper is Theorem 2.2. In the first layer, 
III. CONVERGENCE PROPERTIES OF THE MF-SAC PARAMETER ESTIMATES
We show that for self dynamical parameter identification, the RWLS equations for dynamical parameters (9) with the projection method (10) provide strongly consistent, uniformly controllable and observable estimates. The population dynamical and cost function distribution parameter identification is handled in three steps. First, each agent obtains the dynamical parameter estimates for the agents in its observation set solving the RWLS (9) . It is shown that the RWLS equations (9) with the projection method (10) applied on the observed agents' controlled trajectories also provide strongly consistent, uniformly controllable and observable estimates. Secondly, another set of RWLS equations (11) are solved using the previously obtained dynamical parameter estimates as inputs; and finally cost function parameter estimates are obtained for the agents in the observation set (12) . We show that the estimates obtained are positive definite and uniformly bounded by use of a projection method (13) . Finally, we show that the MLE scheme (14) employed using these estimates provides strongly consistent population distribution parameter estimates.
A. Asymptotic Convergence of the Dynamical Parameter Estimates
The RWLS algorithm is self-convergent [25] , i.e., it converges to a certain random vector almost surely irrespective of the control law design, but there is no guarantee that the estimated dynamical parameters will be controllable and observable, or the cost function estimates will be positive definite. To ensure that the sequence of estimated dynamical parameters are controllable, observable, uniformly bounded and the sequence of estimated cost parameters are positive definite and uniformly bounded we use the projection method [23] .
For self dynamical parameter identification, the self dynamical parameter estimates with the cost function parameter , ( known by agent ) is projected (denoted by in (10)) onto the compact set , where for the given , is controllable and is observable. For the distribution parameter identification, the population dynamical parameter estimates together with the cost function parameter estimates are projected onto the compact subset of the set of controllable and observable dynamical parameters where, in addition, , is positive definite (for which the control law generated by (15) necessarily exists and is asymptotically stabilizing). [39] . Now, given the projection method lemma, we show that the RWLS equations for dynamical parameters (9) and the RWLS equations for cost function parameters (11) generate strongly consistent estimates.
Theorem 3.2: Let hypotheses A1-A3 hold, , and let , be the process of estimates obtained by the RWLS (9), and be the process of estimates obtained by (12) along the controlled trajectory , generated by the control according to the MF-SAC Law (17) . Furthermore, let , be the projected estimates according to Lemma 3.1. Then, (i) the input process given in (17) is well defined, (ii) , , (iii) with the optional assumption A6', w.p.1 as , . The theorem is proved in Appendix A-A using the methodology of [26] , which establishes the convergence of the RWLS estimates (9) with diminishing excitation in the controls (17) . The required uniform controllability and observability of the estimates is a consequence of Lemma 3.1 since .
B. Asymptotic Convergence of the Population Distribution Parameter Estimates
The MF-SAC Law specifies that the distribution parameter identification is such that each agent observes the control and state trajectories of a random subset of agents , and at each time iteration applies (9) to obtain the dynamical parameter estimates of each agent in its set. The MLE scheme (14) is then applied to these estimated parameters of the agents , for , to obtain an estimate of the distribution parameter. To obtain the strong consistency of the distribution parameter estimates we adopt the hypotheses A7 and A8 below.
A7: There exists a bounded continuous (on ) family of densities for the family of dynamical and cost function parameter distributions . Further, the distribution function is bounded away from 0 uniformly over , i.e., for some for all and . Moreover, for each , exists for all , and is uniformly bounded on , except possibly on a Lebesgue null set independent of . For (14) , let be the likelihood function of at and let be the continuously differentiable monotonically decreasing function of given by the scaled log-likelihood function A8: satisfies for all , where is the true parameter. , be the MLE process given by (14) along the controlled trajectories of the observed set of agents generated by the controls (17) . Then, is strongly consistent at , that is, w.p.1, . The proof is given in Appendix A-B.
IV. PRINCIPAL ASYMPTOTIC RESULTS
A. Asymptotic Behavior of the MF Equations
The MF (6) that permit the calculation of the mass tracking signal , are dependent on the population distribution parameter . Correspondingly, the MF Equations of the MF-SAC Law on with the strongly consistent distribution parameter estimate , are given below. be the solution to (16) in the MF-SAC Law; and be the solution to the mass offset function differential (4) . Then, (i) w.p.1, , (ii) w.p.1, , (iii) The input process given in (17) is well defined and is given at and by
The result is proved in Appendix B-A.
B. Asymptotic Behavior of System Trajectories
We show that under the hypotheses that the self dynamical parameter estimates and the population distribution parameter estimates converge to their true values, the trajectories of adaptive individual agents are stable in the sense. Moreover, these trajectories and the corresponding control actions converge to the non-adaptive values obtained with the true parameters.
Recall that is the set of controls generated by the non-adaptive MF Stochastic Control Law, while is the set of controls generated by the MF-SAC Law.
Using the notation , and , let be the state trajectory of agent , under the control law , and be the state trajectory of agent under the control law , where is the solution to (10) , and is the solution to (14) .
Theorem 4.2: Let A1-A4 hold; then, the process , is stable in the sense that Proof: It has been shown in Theorem 3.2 that w.p.1, and in Theorem 3.3 that w.p.1 as and . Moreover, it has already been shown in Proposition 4.1 that the tracking signal , and the input process is well defined. All the hypotheses in [26] are satisfied, and Theorem 1 in [26] proves the claim. The result is proved in [39] Appendix C.
C. Asymptotic Behavior of Cost Functions
In the population limit, the asymptotic cost of an agent performing the MF-SAC Law in a system within which all of the agents are adaptive is almost surely equal to the cost of an agent in a system of agents all of which are performing the non-adaptive MF-SC Law. This is shown in Proposition 4.4 whose proof is given in Appendix C-A. Moreover, Proposition 4.5 shows that in the population limit, the best response of an agent in a population of agents performing the MF-SAC Law is almost surely equal to the best response of an agent in a population of agents performing the non-adaptive MF-SC Law. The proof is given in Appendix C-B.
Proposition 4.4: For the system (1), let A1-A4, A7, A8 hold, let be the set of controls generated by the non-adaptive MF Stochastic Control Law, and let be the set of controls generated by the MF-SAC Law. Then (19) Proposition 4.5: For the system (1), under A1-A4, A7, A8, , the following holds: (20) V. SIMULATIONS Consider a system of 400 agents where each agent is modeled by a 2-D system. All agents apply the MF-SAC Law; each of 400 agents observes its own 20 randomly chosen agents' outputs and control inputs, as well as its own trajectory. Rapid convergence of the state trajectories of all agents to the steady state values can be seen Fig. 1 where "x" and "y" represent the two dimensions of each agent's state and "t" denotes time. In order to plot the convergence of the self identification of dynamical parameters , we plot the norm trajectories of the estimates in Fig. 2 . The symbol denotes the true value of the parameter for each agent. Only 10 randomly chosen agents are shown in Fig. 2 for clarity of presentation. In Fig. 3 , we depict each agent's estimate of the mean of the dynamical parameter (i.e., the mean of the random variable ), and we display 10 randomly chosen agents' estimate trajectories for clarity. Again, the norm of the estimates and the true values are displayed in this diagram. The resulting parameter estimate is different for each agent due to the fact that each agent only observes 20 randomly chosen agents out of a system of 400 agents.
VI. CONCLUSION
This paper presents a study of the mean field stochastic adaptive control problem where the cost functions of the agents in a population are coupled, and each agent estimates its own dynamical parameters based upon observations of its own trajectory, and furthermore estimates the distribution parameter of the population's dynamical and cost function parameters by observing a randomly chosen fraction of the population. This work makes a contribution to the mean field literature by extending the established -Nash equilibrium results of a large population of egoistic agents to a large population of adaptive egoistic agents. The information requirement for each agent is kept limited in the sense that the distribution parameter is estimated only through an observed set of agents, where the ratio of the cardinality of the observed set to the number of agents in the population becomes negligible as the population size grows to infinity. The strong consistency of the self parameter estimates and the distribution parameter estimates, the stability of the agent systems, and an -Nash Equilibrium property are all established in the paper.
Future research directions include: i) investigation of the influence of various rates of observed population fraction decay and rates of convergence on the results in this paper, together with ii) the extension of adaptive MF theory to a) the currently developing areas of distance dependent cost function influence among agents [40] , b) altruist and egoist MF theory [41] , and c) problems involving partially observed systems.
APPENDIX A
Proof of Theorem 3.2:
(i) Since the solution , to the algebraic Riccati (3) parametrized by is a smooth function of (see [42] ), and since , , satisfies w.p.1 for all . It is given that ; therefore, w.p.1 for evaluated along . Hence, given in (17) is well defined. (ii) The strong consistency of the dynamical parameter estimates is shown in [26] under the controllability and observability of the true parameters (A1 and A2 in [26] ) and the uniform controllability and observability of the estimates (Definition 1 in [26] ). In our work, the controllability and observability assumptions are satisfied since is controllable and is observable for all by A2, and moreover, the uniform controllability and observability of the estimates are satisfied due to Lemma 3.1. (iii) Dropping the subscript for clarity we set the estimation vector and the regression vector as . The persistence of excitation is satisfied since Setting the measurement vector to be and employing A6' we get w.p.1 as . Also, as shown in Part (i) w.p.1 as . Each estimated parameter in converges to its true value as . Hence, w.p.1 as . We observe that instead of the random regularization method used in [25] and [26] , we employ here the projection method (Lemma 3.1), which guarantees the uniform controllability and observability of the estimates.
Proof of Theorem 3.3: Recall that is an independently selected subset of of cardinality , and , is an independently distributed sequence with each having the density , and hence possesses a density in product form. Consequently, the scaled log-likelihood function of at is given by . Note that the subscript is suppressed for clarity. The maximum likelihood estimate of given is then given by .
Now, it has been established in Theorem 3.2 that for each , constitutes a strongly consistent estimate of , i.e., w.p.1. Based upon this, the proof of the theorem consists of an analysis of the convergence (as and hence , and ) of the likelihood function with substituted for and hence of the associated sequence of estimators to .
First we present two lemmas that will be used in the sequel for the proof of Theorem 3.3.
Convergence of the Likelihood Functions : Lemma A.1: Subject to A7, A8 we have as uniformly over . The proof of Lemma A.1 is given later in Appendix A.
Lemma A.2: for all , with equality holding if and only if . The proof of Lemma A.2 follows a standard argument. A typical treatment can be found in [43] .
Convergence of the Functions :
Now is a compact set, so it is sequentially compact [44] , and the sequence has a convergent subsequence for all , for which , in the topology of . Further, we observe that is a -measurable -valued random variable. We will adopt the notation in order to denote the sequence of MLE estimates indexed by the size of the population.
We 
Proof of Lemma A.1:
By A7 the family of densities exists for the family of dynamical and cost function parameter distributions . Let , where , be the likelihood function of at and let be the continuously differentiable function of , given by the scaled log-likelihood function (22) , where . The random sequence ; converges w.p.1 for each [43] , where is a compact set by A7. Then, in order for the almost sure convergence of to be uniform over , it is sufficient that the process exists as a sequence of random variables which is w. (18) . Note that the subscript is suppressed for clarity. A contraction mapping argument together with A1-A4 ensure the existence and uniqueness of (see [2] ). A1-A4 also hold for , by Lemma 3.1; therefore, the existence and uniqueness properties also hold for for . Since is a continuous function of on , and by Theorem 3.3, w.p.1.
where as . Therefore
2) Proof of : The solution to the differential (4) is given by where , and is generated by the MF equation system (6) , and . For the certainty equivalence offset function generated by the MF-SAC Law, we have where . We adopt the notation and obtain In conclusion we have shown that , and therefore w.p.1. In addition, and . Therefore, w.p.1. Hence
3) Proof of : The solution , to the algebraic Riccati (3) parametrized by is a smooth function of (see [42] Claim (e) restates Proposition 4.4, and claim (f) is a consequence of the -Nash property (d), with the existence of the limits given by (19) .
