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Abstract 
A method for determining the response of a munition to the Fragment Impact (FI) stimulus based on hydrocode modeling and 
statistical analysis is presented.  A modified version of the Hugh James Criterion is coupled to a logistic regression technique to 
obtain a normalized distance from initiation threshold as determined experimentally through FI tests.  The method has been 
shown to correlate well with observations at multiple impact velocities with various configurations of FI mitigation schemes.  A 
total of 65 FI shots have been completed to date on the TOW 2B warhead through two different shotlines, and the data will be 
presented here.  The two shotlines are through the cylindrical section and the boattail section of the warhead.  When fit to the 
overall data set, 51 out of 65 observations are correctly categorized.  
© 2015 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hypervelocity Impact Society. 
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1. Introduction 
  The prediction of FI stimulus response is a challenging problem, to which many different methods for solution have 
been posed.  These methods include the direct numerical estimation of initiation via an empirical model, such as the Ignition and 
Growth (I&G) Model, estimation of peak values of individual state variables, and peak values of a combination of state 
variables. The direct calculation method tends to be expensive computationally, and requires a complete characterization of the 
explosive fill in order to be physical. [2]  One of the combination of state variable approaches is the use of the Hugh James 
Criterion, which is a linear combination of energy fluence and specific kinetic energy, where energy fluence can be considered 
the work performed on an arbitrary surface within the explosive and specific kinetic energy represents the kinetic energy 
imparted to the explosive per unit mass.    
Both the I&G model and Hugh James Criterion approaches tend to yield close agreement with experimental results in a 
laboratory environment [3-4], but current data collection methods for FI tests are inadequate for the direct prediction of 
initiation or non-initiation.  Several variables contribute to the explosive response to FI stimulus, such as impact velocity, impact 
orientation, and hitpoint location in addition to the inherent variability in the explosive itself.  The data collection methods used 
in the course of this investigation were not able to yield accurate and consistent data on these variables. For this reason, a 
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statistical element was added into the model to account for the variability in test observations. 
2. Approach 
For this investigation, the tests were instrumented with high speed video (HSV) to determine pitch, yaw, and hitpoint, 
and time-of-arrival (TOA) break switches to determine velocity.  Pressure transducers were also included to aid in the 
determination of reaction type.  A fiducial board with a grid of lines was used to obtain additional estimates of impact velocity 
from the HSV.  The impact velocities required for FI tests combined with the distance required to protect the cameras from 
potential fragmentation resulted in a blurred image of the incoming fragment, from which it was not possible to accurately 
determine  pitch and yaw.  A series of four TOA locations between the gun and the test item were used to estimate impact 
velocity.  Break times were determined for each of the four TOA locations and velocity was calculated between all of the 
locations in a factorial approach (i.e. 1-2,1-3,1-4,2-3,2-4,3-4).   The velocities obtained in this way were not at all self 
consistent, sometimes varying several hundred meters per second between estimates.   Additionally, velocity estimates from 
HSV were not in agreement with those calculated from TOA data.   Impact velocity was recorded for each test as the average of 
the six estimates.  Initial modeling efforts attempted to locate a pressure threshold below which no detonation would occur.   
Early tests seemed to support the hypothesis that pressure alone could serve as a predictor of fragment impact response.  
Preliminary FI tests indicated that a 6mm PVC Particle Impact Mitigation Sleeve (PIMS) would prevent a reaction from 
occurring and a 4mm PVC PIMS would not when the munition was shot through the cylindrical portion.  A two dimensional 
axisymmetric hydrocode model was constructed and pressure data was collected from tracer particles embedded 1mm into an 
inert high explosive.  An image from the model setup can be found in figure 1.   
 
 
Figure 1.  Typical hydrocode model setup 
 
 
Based on the tracer data, it was determined that initiation occurred when the computed pressure (which does not 
correlate to actual pressure in a test event) was between 40 and 50 kilobars.  A pressure history plot from this model appears 
below in figure 2. 
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                               Figure 2.  Pressure history at tracer location from preliminary models 
 
After the completion of subsequent test series, hydrocode models were not able to find a threshold pressure that 
correctly predicted a majority of the test outcomes, and I&G models faced similar hurdles in addition to the increased 
consumption of computing resources. As a result of the inability to correctly predict an ignition threshold using pressure alone, 
and the expanding number of runs that would be prohibitive for I&G models, several combination of state variables approaches 
were attempted until settling on the Hugh James Criterion as the best overall predictor of ignition.  The Hugh James number as 
formulated by Hrousis, et al, can be expressed as: 
 
    (1) 
 
Where  
 
 
In this formulation, where the critical values, Ec and ∑c are known constants, values of J close to 1.0 indicate marginal 
initiation, larger values indicate initiation with margin, and smaller values indicate non-initiation with margin [1]. Values of the 
critical constants were not found to be compiled for the explosive fill in TOW 2B, which is LX-14.  Instead it was determined 
that values from a similar explosive would be substituted arbitrarily and the results would be calibrated internally to separate 
known passes from known fails.  In the hydrocode models, the value of a pseudo-J, so labelled due to the fact that it cannot be 
physically interpreted the same way as in the original formulation, is calculated throughout the entire mesh and the volume 
weighted average is calculated within a bounding box that is 1.5 times the diameter of the fragment and 2.0 cm in length.  
Collecting the volume weighted value results in data with much less numerical noise. A characteristic output from this approach 
can be found below in figure 3.  This data becomes much easier to analyze, as it peaks only once with a continuous transition on 
either side.   
 
Figure 3.  Typical hydrocode output using Hugh James Criterion 
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Though it was the closest in terms of finding a threshold for initiation, the Hugh James Criterion was still not a perfect 
indicator of FI reaction type.  There was an observed overlap between test articles that were protected with the same thickness of 
PIMS that would pass at a high impact velocity only to fail on a repeat test where the impact was measured to be markedly 
lower.  Because of the repeated observations it was determined that a statistical approach could be employed that indicated a 
likelihood of achieving a ‘pass’ versus a ‘fail’ condition.   
The output of the hydrocode models consists of a time history of the Hugh James number, from which initially only the 
peak was taken as the predictor variable.  More recently, the time integral of the history curve has been used, and has resulted in 
better agreement with experimental observations.  Because the variable for which a prediction was required is categorical, i.e. 
Type I, Type II, etc., a categorical statistical technique was required to fit predictor variables and obtain a measure of proximity 
to an initiation threshold. Peak values of pseudo-J were fed into a binary logistic regression model, which is a type of regression 
in which the response variable is binary, in this case ‘pass’ or ‘fail’, and the fitted values can be scaled to a percentage based 
probability of a future test result fitting into one category or the other. Attempts were made to further categorize the data beyond 
‘pass’ and ‘fail’ into one of the 5 IM reaction types, but the responses for observed Type III and Type IV reactions were found 
to be indistinguishable from each other, while it was possible to distinguish between Type I and Types III or IV.  
3. Results 
Using the peak value of J, fair agreement with experiment can be obtained.  Out of the 65 test observations, 44 of them are 
categorized correctly into either ‘Type I’ or ‘Type III or Type IV’.   The very low P value indicates that the regression 
coefficients are statistically significant at greater than 99% confidence.  The complete model summary appears in Table 1, and a 
complete list of each observation along with predicted probability of obtaining that result can be found in Appendix B1.     
When this method is used, there tends to be a large amount of overlap between the Type I and Type III/IV categories. While the 
overall averages of both categories would be statistically different, with higher average values for Type I and lower average 
values for Type III/IV, which results in a large amount of uncertainty about reaction type.  A graphical representation of this 
appears in figure 4. 
 
Figure 4.  Peak response variable versus reaction type 
 
When the time integral of the pseudo-J parameter is used as the predictor variable, the number of correctly categorized 
reactions increases to 51 out of 65.  This method was used after observing that some of the miscategorized reactions exhibited 
pseudo-J curves that were either very sharp or very rounded, ie, very quick rise to a maximum or very slow.  When the time 
integral is used as the predictor variable, more of a difference between the observed ‘Type III/IV’ and ‘Type I’ categories 
becomes apparent, with the Type I category observations clustering at higher values and the Type III/IV observations clustering 
at lower values.  This is represented graphically in figure 5 below.  The complete list of predicted probabilities can be found in 
appendix B2. 
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Figure 5.  Time integral response variable versus reaction type 
 
Table 1.  Model regression results using peak value 
                           Logit Regression Results                            
============================================================================== 
Dep. Variable:                      y   No. Observations:                   65 
Model:                          Logit   Df Residuals:                       63 
Method:                           MLE   Df Model:                            1 
Date:                Thu, 25 Sep 2014   Pseudo R-squ.:                  0.1154 
Time:                        10:49:44   Log-Likelihood:                -39.029 
converged:                       True   LL-Null:                       -44.119 
                                        LLR p-value:                  0.001419 
============================================================================== 
                 coef    std err          z      P>|z|      [95.0% Conf. Int.] 
------------------------------------------------------------------------------ 
const          2.8607      0.916      3.122      0.002         1.065     4.657 
x1            -0.8506      0.290     -2.935      0.003        -1.419    -0.283 
============================================================================== 
Model correctly fitted 44 out of 65 observations 
 
Table 2.  Model regression results using time integral 
                           Logit Regression Results                            
============================================================================== 
Dep. Variable:                      y   No. Observations:                   65 
Model:                          Logit   Df Residuals:                       63 
Method:                           MLE   Df Model:                            1 
Date:                Thu, 25 Sep 2014   Pseudo R-squ.:                  0.2193 
Time:                        10:43:58   Log-Likelihood:                -34.442 
converged:                       True   LL-Null:                       -44.119 
                                        LLR p-value:                 1.086e-05 
============================================================================== 
                 coef    std err          z      P>|z|      [95.0% Conf. Int.] 
------------------------------------------------------------------------------ 
const          7.4468      2.043      3.645      0.000         3.443    11.451 
x1            -0.1832      0.051     -3.568      0.000        -0.284    -0.083 
============================================================================== 
Model correctly fitted 51 out of 65 observations 
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4. Conclusions 
This method appears to hold some promise in terms of its ability to categorize energetic response to high velocity 
impact in a statistical fashion, subject to the accuracy and degree of detail in the experimental observations.  Ongoing efforts 
should focus on reducing the variance in input data.  A detailed study of this approach using tightly controlled impact velocities 
and orientations would help to understand how the variance in the J parameter is actually partitioned between experimental 
controls and energetic variability. 
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Appendix A. TOW 2B – All test data 
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Appendix B1. Probabilities of Pass for Peak pseudo-J 
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Appendix B2. Probabilities of Pass for Time Integral pseudo-J 
 
