Abstract-Surgical robots are playing more and more important role in modern operating room. However, operations by using surgical robot are not easy to handle by doctors. Vision based human-computer interaction (HCI) is a way to ease the difficulty to control surgical robots. While the problem of this method is that eyes tracking devices are expensive. In this paper, a low cost and robust deep-learning based on gaze estimator is proposed to control surgical robots. By this method, doctors can easily control the robot by specifying the starting point and ending point of the surgical robot using eye gazing. Surgical robots can also be controlled to move in 9 directions using controllers' eyes gazing information. A Densely Connected Convolutional Neural Networks (Dense CNN) model for 9-direction/36-direction gaze estimation is built. The Dense CNN architecture has much more less trainable parameters compared to traditional CNN network architecture (AlexNet like/VGG like) which is more feasible to deploy on the FieldProgrammable Gate Array (FPGA) and other hardware with limited memories.
I. INTRODUCTION
The human-computer interaction (HCI) between doctor and surgical robots are various. The user interface of surgical robots allows users to communicate with robot with their hands, feet, voice, etc. However, hand-controlled interfaces may not be the best choice for surgical robot control since surgeons' hands are often occupied by works. Yip, et al [1] , [11] tried to control surgical robot using Tobii eye tracking device, which is a good idea especially when surgeons' hands are occupied. But it also suffers from one or more of the flowing: high cost (Tobii X2-60), custom or invasive hardware (e.g., Eye Tribe, Tobii EyeX) or inaccuracy under real-world conditions.
Gaze estimation is a hot topic in the field of computer vision. Most resent learning-based methods leverage large amount of both real and synthetic training data [2] - [5] . Unconstrained gaze estimate using monocular RGB camera is particularly promising given the proliferation of such camera in portable devices [6] and public displays [7] . It is interesting to study if we can use gaze estimation information to control surgical robots.The pipe line of our our eye tracking algorithm is shown in Fig.1 ,we feed the convolutional neural network(CNN) model with users eye region image, the output of the CNN is the Position where users looking at. The contribute of this paper can be summarize as follows: (1) An eye tracking algorithm is designed which can be used to control surgical robots. The moving direction or position of surgical robot using eye gazing can be specified. (2) An automatic gaze picture capturing and labeling program are developed, which can generate enormous data in a short time. ( 3) The gaze estimate algorithm is based on a very deep Convolutional Neural Networks, the architecture of this Convolutional Neural Networks is adopted from DenseNet [8] , which is highly computationally efficient as a result of feature reuse. The CNN model has extremely few trainable parameters. So, it can not only feasible to deploy on the Field-Programmable Gate Array(FPGA) and other hardware with limited memory, but also can reduce the need for large amount of training data. (4) Transfer learning to reduce the CNN model training time as well as promote the performance of the CNN model is also developed. The rest of this paper is organized as follows. In Section 2, the background information of convolutional neural network is outlined. In Section 3, experimental studies are carried out and comparisons between different approaches are conducted as well. Finally, concluding remarks are summarized in Section 4.
II. METHODS

A. Convolutional Neural Network (CNN)
The convolutional neural network represents a type of feedforward neural network which can be used for a variety of machine learning tasks. Krizhevsky et al [15] used a large CNN model for the classification of images in ImageNet database. There are various types of the networks that derive from CNN such as the residual network [9] and the inception network [10] . Our work is non-trivial to understand the convolutional operation well. Formally, convolutional operation is defined by Equation 1 for the continuous 1D dimension. Here ⊗ is used to denote the convolutional operation.
The discrete definition of convolutional operation for 1D case is given by Equation 2
where n and t are integers. But in CNN, the discrete 2D convolutional operation is often used as shown in Equation 3
In convolutional operation, point-wise multiplication is often used for simplicity instead of the convolutional operations shown in Equation 4. The point-wise matrix multiplication for two variables i and j is shown in the following equation.
[
where i and j are the index, H is the filter and G is the input patch (i.e. a patch from the whole input with same shape of the filter). 
B. Eye-tracking data and User surface
The eyes-tracking algorithm is based on a web camera mounted on the laparoscopic monitor, as shown in Figure 4 .
The web camera captures users face pictures when user is gazing at the laparoscopic monitor and it can be used as the CNN model input. The flow chart of the eye-tracking algorithm is shown in Figure 5 . The monitor is divided into 36 blocks; user can specify the block or so-called region of interest (ROI) by gazing the point user interested at in the laparoscopic monitor. Once the ROI is selected, this region will be enlarged and user can select the ROI of the enlarged pictures until ROI is small enough. Once the starting and ending region has been specified, surgical robot can be automatically driven from starting region to ending region by using method proposed by [1] . Figure 6 illustrates the general concepts and operating flow of this approach. This control approach is named as pick and place. User can select the Region Of Interest(ROI) by gazing at the monitor.(a)the region marked with green strand for the region user gazing at.(b)once the region has been selected,this region will be enlarged to fill with the whole monitor(c)user can selected the ROI of the enlarged pictures again until the ROI is small enough(d)using above process user can select the start position and destination of surgical robot.
The surgical robot can also be controlled to move in 9 directions when the moving directions were specifying by users using eye gazing information. Users gaze directions are divided into 9 different ways instead of 36 different ways. This control approach is named as user command.
C. Eye gaze direction classification
The eye region obtained from eye detection [12] is used in a multiclass classification framework for predicting the eye gaze direction. CNN architecture normally is composed of four parts, which is namely called convolutional layers, pooling layers, non-linearity layers and fully-connected layers. The architecture of our eye tracking CNN model is adopted from DenseNet [8] . DenseNet is much more computationally efficient as a result of feature reuse.
First of all, we need to get user eyes gazing pictures from our web camera mounted on the laparoscopic monitor. After getting users face image, cascade double eyes detector using Viola-Jones algorithm [12] is applied to detect eyes and crop the eye region from the face pictures. Then we will normalize the eyes pictures to make sure that the pictures pixel value has zero means. After all the above process has been done, this image is sent to our CNN model to estimate the users eye gazing direction. Feature map is yield by sliding a learnable filter over RGB image and computing the dot product of filter and image. This feature map, which also named as activation map, is the abstract of the image. The convolution can not only preserve the spatial relation between pixels by learning features from the eye images, it can also extract features from the image. After getting a features map, we replace all negative pixel value to zero by applying rectified linear unit (ReLu), which is a non-linear activation function to reduce the gradient explode or gradient vanish problem. MAX pooling was applied to reduce the dimensionality of each feature map without losing the most important information of the pictures. This process is also named as spatial pooling or down sampling. As it is shown in figure 7 , eye region images were sent to CNN model while the output of the model was users eye gazing direction. Users gaze direction was divided into 36 kinds as figure 8 shown.
D. Eye Gazing Data Set
Deep learning algorithm needs a huge amount of labeled training data. A program is designed which can acquire users eyes image and labeled it at the same time. So, its not trivial for us to introduce the way we produce and label eye gaze data set. With the method our paper presented, one can generate his/her own gaze estimate data with little time and effort. First of all, we divide users monitor into mn block (in our paper, we divide the monitor into 6X6 block), user gazing any position of the same block will be consider as gazing the center of the block. By making this assumption, we convert the gazing position regression problem to gazing direction prediction problem, which means that we will use deep learning algorithm to find a mapping relation from user eyes picture to user eyes gazing direction. Although this kind of approximation may cause some inaccuracy, which means our algorithm cannot predict the exact gazing position user looking at but the approximate region, this kind of assumption yield huge advantage.
To predict the approximate region user looking at is much easier than to predict the exact position, which means that we can train a neural network to fulfill this kind of task in a much easier way as well as train a neural network with less labeled data. A neural network that can predict the exact point user looking at need a great amount of data that cover every position user might look at in screen, which is enormous number if the network needed fully trained. However, if we divide the screen into 36 small blocks and that means we need much less training data that cover each small block, which is Here comes the procedure of generate eye gaze estimate neural network training dataset. When the program is acquiring data, the user needs look at the small block region of the screen that was highlighted. The positions of the highlighted block are specified. When the user is looking at the specified block region, the web camera mounted on the screen will automatically acquire the user's picture. In the meantime, there will be a small black circle randomly shown in the highlighted block region to make sure that the user's gaze dataset will cover most of the region of the screen.
E. Detail of Neural Network Training
We use softmax classifier to predict the labels, and compute the loss function using cross entropy.
where L i the loss function for image i, and s j are the output from the linear layer as shown in fig.7 . To minimized the loss function, we can use different optimization tool including Stochastic gradient descent (SGD), SGD+momentum, RMSProp, etc. For this work, we use Adam algorithm, which utilizes the first and second moments in the optimization procedure.
where t is used to indicate the iteration number, r is the learning rate and is a small positive number for numerical stability. The optimization procedure is also affected by the choice of hyperparameters, such as learning rate, weight decay, dropout rate, etc. In addition, the weight initialization and the choice of activation function play important roles in the training procedure. Proper weight initialization such as random Gaussian initialization or Xavier initialization have better performance comparing with uniform random initialization or zero initialization. Dropout and model regularization are commonly used to prevent overfitting. Srivastava et al. first demonstrated the power of dropout as a form of regularization . Essentially, during each iteration of training, a random subset of neurons are selected to be dropped, and those neurons are not updated, while the remaining ones are. Its efficacy is thought to be due to the prevention of the neurons from co-adapting, that is subsets of neurons could update their features together. By preventing these neurons from co-adapting, dropout encourages more generalized classification.
The regularization technique add terms to the loss function which depends on the weight of the parameters. In case of L2 norm regularization, it is equivalent to adding a weight decay during training process. The L2 regularization is simply the addition of the L2 norm of the weights to the loss function, weighted by the hyperparameter λ. That is
This penalty encourages smaller, diffuse weights, especially compared against using the L1 norm. Data augmentation is another useful technique to prevent overfitting. By simply flipping the images horizontally, we can double the size of training dataset although the flipped images has the same statistics (mean, variance, etc). Random crops and scales are also used for data augmentation.Having differently scaled object of interest in the images is the most important aspect of image diversity, object can cover the entire image and yet will not be present totally in image.The lighting condition of the images is a very important type of diversity needed in the image dataset not only for the network to learn properly the object of interest but also to simulate the practical scenario of images being taken by the user.
III. EXPERIMENTS
In this section we will discuss the relationship between the network structure and the accuracy of eyes gaze estimate (36 kinds of direction). First of all, we chose a normal method as the baseline. Histogram of Oriented Gradient (HoG) usually was chosen as the features of the image and Support Vector Machine (SVM) usually was used as classifier. We chose this method as the baseline of our eye gaze estimate algorithm. We also train an Alexnet base network [13, 14] to show our algorithm performance in accuracy as well as memory consumption. It can be seen from figure 10 that our algorithm baseline HOG+SVM yield about 27% accuracy, which is not a good result. Alexnet like CNN structure yield about 80% accuracy. Out perform traditional method. It shows that deep learning base method is more powerful than normal method (HoG+SVM) when dealing images. With our method draw in this paper, we yield about 90% accuracy which outperform all the method.
Experiments with all kind of neural network depth is conducted. It can be seen from figure 11 that as the depth of the neural network going deeper (from 22 layers of CNN to 166 layers), the accuracy of eyes gaze estimate going higher. Even our shallowest network Dense 22, which has 22 layers of neural network, perform much better than HOG+SVM baseline or even AlexNet based network, which has 7 layers of neural network. As the network going deeper, the memory consumption goes larger. But as the feature reuse of DenseNet structure, we can store our dense 22 network with memory consumption about 10Kb (32 bit), which can be easily transform into embedded system like FPGA or smart phone.
As the network goes deeper, the number of the trainable parameter gets larger. Too many trainable parameters will make the network over fit, which mean that the neural perform well on training data while has a bad performance on test data. We can see from figure 11 that feeding the network with more training data can alleviate over fitting with the method we mentioned In section 2 , we can get more data in a short time. In figure 12 our training data set is enlarged from 1800 to 2600 pictures, and the network gets 5% better performance test set.
IV. CONCLUSION
In this paper, an eye tracking algorithm which can be used to control surgical robot is designed. Users can specify the moving direction or position of surgical robot using eye gazing method. Since a great amount of labeled data was need while training neural network, an automatic gaze picture capturing and labeling program is developed, which can generate enormous labeled data in a short time. Our gaze estimate algorithm is based on a very deep Convolutional Neural Networks; the architecture of this Convolutional Neural Networks is adopted from DenseNe [8] , which is highly computationally efficient as a result of feature reuse. Our CNN model has extremely few trainable parameters, which makes it not only feasible to deploy on Field-Programmable Gate Array (FPGA) and other hardware with limited memory, but also reduce the need for large amount of training data. Fig. 11 .
The perform of all kind of network.alexnet base model used structure proposed by zhang et al [14] . 
