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Abstract. For a diagram of a 2-stranded tangle in the 3-ball we define
a twisted complex of compact Lagrangians in the triangulated envelope
of the Fukaya category of the smooth locus of the pillowcase. We show
that this twisted complex is a functorial invariant of the isotopy class of
the tangle, and that it provides a factorization of Bar-Natan’s functor
from the tangle cobordism category to chain complexes. In particular,
the hom set of our invariant with a particular non-compact Lagrangian
associated to the trivial tangle is naturally isomorphic to the reduced
Khovanov chain complex of the closure of the tangle. Our construc-
tion comes from the geometry of traceless SU(2) character varieties
associated to resolutions of the tangle diagram, and was inspired by
Kronheimer and Mrowka’s singular instanton link homology.
1. Introduction
This article continues the investigation, set in motion by our earlier arti-
cles [14, 13, 18], of the information contained in the traceless SU(2) character
varieties associated to a 2-stranded tangle decomposition of the link. In [13]
we considered a tangle decomposition
(S3, L) = (D3, T0) ∪(S2,4) (D3, T1),
where T0 is a trivial 2-tangle in a 3-ball and T1 its complement, and defined a
Lagrangian Floer complex for L from two variants of the immersed traceless
character varieties of the complements of the tangles in the decomposition,
R\pi(D3, T0), Rpi(D
3, T1). This theory, which we called pillowcase homology,
takes place in the smooth part P ∗ of the traceless character variety of the
4-punctured Conway sphere, P = R(S2, 4), a variety easily identified with
the the quotient of the torus by the hyperelliptic involution. Our construc-
tion is an attempt to provide a symplectic counterpart to Kronheimer and
Mrowka’s singular instanton link homology [23].
The present article adopts a more subtle approach, replacing one of the
two Lagrangians, Rpi(D
3, T1), by a twisted complex over the Fukaya category
of the punctured pillowcase obtained from the cube of resolutions associated
to a projection of T1. Our main result, proved in Sections 7, 8, and 9, states
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that Bar-Natan’s functor from the category of 2-tangles to the category
of chain complexes, defined by sending a 2-tangle to the Khovanov cube
associated to the closure of the tangle, factors as a composition of two A∞-
functors through the A∞-category of twisted complexes over the Fukaya
category of the pillowcase. An immediate consequence of this factorization
is the following theorem:
Theorem 1.1. To a diagram of a 2-stranded tangle in the 3-ball, T ⊂
D3 there is a twisted complex of graded Lagrangians (LT , δT ) lying in the
triangulated envelope of the Fukaya category of the punctured pillowcase
Tw Fuk(P ∗). The homotopy type of (LT , δT ) is an invariant of the isotopy
type of T rel boundary.
See Sections 8 and 9 for more details, particularly regarding the (bi)grading
of (LT , δT ). We should also mention that, since we have factored Bar-
Natan’s functor through Tw Fuk(P ∗), our invariant automatically inherits
functoriality with respect to tangle cobordisms in D3 × [0, 1].
As a corollary of Theorem 1.1, we realize the (reduced) Khovanov coho-
mology of a link as the Lagrangian Floer cohomology of a pair of twisted
complexes of Lagrangians associated with traceless character varieties. To
state this result precisely, recall that morphism spaces in A∞-categories are
cochain complexes, and hence the hom space from any fixed Lagrangian to
(LT , δT ) is a cochain complex. To the trivial tangle T0, there is an easily
identified Lagrangian arc W0 in the pillowcase, arising as the restriction of
the traceless character variety of the complement of T0 to the corresponding
character variety of the Conway sphere. We recover reduced Khovanov ho-
mology ([15, 16]) of the closure of T (using T0 as the complementary tangle)
as the cohomology of the space of morphisms between W0 and (LT , δT ):
Corollary 1.2. Let T ⊂ D3 be a 2-stranded tangle, and let T̂ be the link
obtained as its 0-closure by the trivial tangle. Then we have an isomorphism
of Z⊕ Z-bigraded F2 vector spaces
Khred(T̂ ) ∼= H∗(hom(W0, (LT , δT ))),
where the hom space is taken within Tw Fuk(P ∗).
The corollary provides a symplecto-geometric interpretation of Khovanov
homology, which should be compared to the symplectic Khovanov homology
of Seidel and Smith [33]. In that theory there is a specific Lagrangian em-
bedding (S2)m ↪→ Ym,t, where the manifold Ym,t = pi−1(t) arises as a fiber in
a fibration over Conf02m(C), the configuration space of massless collections of
2m distinct points. The fibration is naturally defined by the geometry of the
adjoint action of SL2m(C) on sl2m(C). A closed m-stranded braid induces
a monodromy map on the fiber, and their invariant is the Lagrangian Floer
cohomology of the (S2)m above with its image under the monodromy. They
conjectured their invariant coincides with Khovanov homology of the closed
braid, and this was later confirmed by Abouzaid and Smith [4, 1].
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Our theory is in some sense much simpler, taking place as it does in a fixed
Riemann surface where all Floer differentials and higher A∞-operations are
combinatorial in nature. It has the deficit, however, of being defined in the
spirit of Khovanov homology; namely, our twisted complexes are built from
a collection of Lagrangians, each arising as the traceless character variety
of a complete resolution of the crossings in a diagram of the given tangle.
The size of our twisted complex is therefore exponential in the number of
crossings in the tangle diagram.
We arrived at the constructions of the present paper by attempting to
iterate an exact triangle in the Fukaya category of the pillowcase arising
from the traceless character varieties of the three 2-stranded tangles defining
the unoriented skein relation. The pillowcase homology of [13] mentioned
above possesses a long exact sequence for the unoriented skein relation as
a consequence of this exact triangle in the Fukaya category. The present
work was an attempt to bypass the computational difficulties involved in
(i) understanding the Lagrangians associated to traceless character varieties
of tangles, and (ii) proving that the pillowcase homology associated to two
such Lagrangians is an invariant of the underlying link. An obvious trade-off
is an apparent increase in the complexity of the twisted complex. Despite
this, a general result of Haiden, Katzarkov, and Kontsevich [11, Theorem
4.3] implies that the additional complexity is unnecessary:
Corollary 1.3. The twisted complex (LT , δT ) associated to a tangle may
be represented by a isotopy class of immersed curves equipped with local
systems.
Of course if one were given the collection of immersed curves with lo-
cal systems associated to T , computing its Floer cohomology with W0 –
and hence the Khovanov homology – would be easy. Indeed, it would be ex-
pressed as a quickly computed function of the geometric intersection number
of T with W0 and the ranks of the local systems involved. It would there-
fore be very interesting to have a concrete way of producing curves with
local systems from our twisted complexes. Such a method has been im-
plemented in the case of bordered Heegaard Floer invariants of 3-manifolds
with torus boundary by Hanselman-Rasmussen-Watson [12]. In our context,
an algorithm of this form could lead to more efficient divide and conquer
approaches to Khovanov homology computations, and to rank inequalities
for the Khovanov homologies of links which differ by tangle substitutions.
An interesting aspect of our work is that, while our construction grew out
of an attempt to understand singular instanton homology – a theory which
is the E∞ page of a spectral sequence beginning at Khovanov homology
[22] – we have only recovered Khovanov homology. A general feature of
twisted complexes over an A∞ category is that their morphism spaces are
naturally filtered cochain complexes. Our initial expectation was that the
spectral sequence associated to the filtration of hom(W0, (LT , δT )) would be
isomorphic to Kronheimer and Mrowka’s spectral sequence [22]. That our
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spectral sequence collapses at Khovanov homology seems interesting, and
motivates the question:
Question 1.4. Can one add higher order terms to the differential on (LT , δT )
so that, upon pairing with W0, the resulting spectral sequence is isomorphic
to Kronheimer and Mrowka’s?
A key feature of our construction, and which underlies the collapse of the
spectral sequence at Khovanov homology, is the structure of a particular full
subcategory L ⊂ Fuk P ∗ of the Fukaya category of the punctured pillowcase.
This category is generated by the two immersed Lagrangians corresponding
to the traceless character varieties of the two planar 2-tangles in a 3-ball
without closed components. Indeed, while we have stated our results in
the introduction in terms of Tw Fuk P ∗, our invariant actually take values
in TwL. It is for this reason that we are able be somewhat careless in
our treatment of Fuk P ∗, which should really be a version of the wrapped
Fukaya category. Since the Lagrangians in L are compact and we at present
only have occasion to pair them with a single non-compact arc, we neglect
to account for these subtleties at the moment.
The A∞-algebra generated by L bears striking similarities to Khovanov’s
arc algebra H2 [16] and the analogous (isomorphic) algebra appearing in
Bar-Natan’s work [8]. An important technical result for our set-up is a
complete computation of the subcategory L. We paraphrase it as follows:
Theorem 1.5. (Theorem 4.1 and Proposition 6.3) The A∞-algebra
AL :=
⊕
Li,Lj∈L
homL(Li, Lj)
is 12 dimensional and minimal i.e. µ1 ≡ 0. As an ungraded algebra, it is
isomorphic to Khovanov’s arc algebra H2. Moreover µn ≡ 0 for all n > 3.
However, there are 24 non-trivial µ3 operations.
It is again interesting to compare our work with symplectic Khovanov ho-
mology. A key ingredient in the proof that symplectic Khovanov homology
agrees with Khovanov homology was a formality result for a particular A∞
subcategory of Fuk Ym,t which is quasi-equivalent to the symplectic analogue
of Hn [4].
Our theorem suggests that, unlike the symplectic arc algebra, the category
L is probably not formal, since it is minimal, yet possesses non-trivial higher
operations. Despite the non-trivial µ3 maps, the differentials in the spectral
sequence associated to the filtration of homTw Fuk(P ∗)(W0, (LT , δT ))) vanish;
it would be interesting to have a better conceptual explanation of this fact.
Finally, we compare our work to analogous results in Heegaard Floer the-
ory. In that setting a 3-manifold whose boundary is a parametrized surface
is assigned, by bordered Floer homology, an A∞-module over an A∞-algebra
associated to the surface [25]. Similar structures exist for tangles [28]. Orig-
inally defined using the symplectic field theoretic framework of Lipshitz’s
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cylindrical version of Heegaard Floer theory [26], the bordered theory was
recast in terms of A∞-modules over a particular A∞-algebra generated by
a collection of Lagrangians in the partially wrapped Fukaya category of a
symmetric product of the boundary surface (suitably punctured) [5, 6, 24].
Important special cases have been worked out in concrete detail; for 3-
manifolds with torus boundary by Hanselman-Rasmussen-Watson [12], and
for 2-stranded tangles by Zibrowius [10]. These are formally analogous to
our framework, and our invariant should be viewed as a type of bordered
Khovanov invariant for a 2-tangle. It would also be interesting to compare
ours to other, more combinatorial constructions, of bordered Khovanov in-
variants, e.g. [29, 30, 27, 16]. In light of the bordered interpretation, one
would expect that the cohomology of the hom spaces between two 2-tangles
is isomorphic to the Khovanov homology of their union. A technical point
in our construction inherited from its origins in gauge theory is that the two
tangles in our decomposition of a given link are not on the equal footing:
one is endowed with an “earring” which allows us to define a non-trivial
SO(3) bundle and avoid the reducibles. Concretely, this allow us to work
with twisted complexes built from compact object in the Fukaya category.
For this reason, the correct interpretation of our hom spaces is as follows:
H∗(hom((LV , δV ), (LT , δT ))) ∼= Khred(V ∪ T )⊗ F2
In words, the Khovanov homology of the link arising as the union of a tangle
T with the mirror of a tangle V can be recovered, up to tensoring with a
particular two dimensional vector space, as the cohomology of the space of
morphisms between the twisted complexes we associate to V and T , respec-
tively. We should point out that similar results in these directions, and more
precise comparisons with bordered Floer homology, have been obtained in-
dependently by Kotelskiy [21, 20].
Organization: In the next section, we briefly review basic notions concern-
ing A∞-categories, A∞-functors, and twisted complexes in detail suitable for
our purposes. Section 3 introduces the pillowcase P , its smooth stratum P ∗,
and the immersed curves Li,Wi. We defer to Appendix B an explanation
of how these arise as traceless flat moduli spaces of tangles, and a proof
that the Lagrangian correspondence associated to a 0-handle cobordism has
the effect on traceless moduli spaces of doubling each component or, more
algebraically, of taking a tensor product with a 2-dimensional vector space.
Section 4 summarizes the calculation of the full A∞-subcategory L ⊂
Fuk P ∗ of the Fukaya category of curves in the pillowcase, given in Theo-
rems 4.1 and 4.2. We relegate the rather technical work involved in these
calculations to Appendix A; there, we indicate how the calculations are car-
ried out, and in particular why the relevant µn vanish for n ≥ 4. Section
5 discusses gradings and we construct Z-gradings in L (lifting relative Z/4-
gradings coming from the gauge theoretic considerations of [13]).
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Section 6 introduces a variant of Bar-Natan’s [8] 2-tangle category from
which we produce, in Section 6, an A∞-functor to our Fukaya category L.
This functor extends to a functor on the triangulated envelope of twisted
complexes, and the image of Bar-Natan’s twisted complex associated to a
tangle is the twisted complex over L which we assign to a tangle diagram.
Section 6 also produces functors from L to the dg-category of chain com-
plexes by evaluating against test curves, such as W0 and W1.
The properties of these functors and their extensions to twisted complexes
are explored in Sections 7 and 8, culminating in Section 9, which contains
our main results, notably exhibiting that the homotopy class of the twisted
complex over L which we assign to a 2-tangle is an isotopy invariant of the
tangle, and that evaluating against the test curves W0 and W1 yields the
Z ⊕ Z-bigraded reduced Khovanov chain complexes of the two planar clo-
sures of the given tangle.
Acknowledgements: The authors are pleased to thank Guillem Cazas-
sus, Artem Kotelskiy, and Chris Rogers, for extremely helpful discussions.
Artem, in particular pointed out Corollary 1.3 to us and informed us of
his closely related work. Matthew Hedden was partially supported by NSF
CAREER grant DMS-1150872, NSF DMS-RC107281 and an Alfred P. Sloan
Research Fellowship during the course of this work. Chris Herald and Paul
Kirk were partially supported by Simons Collaboration Grants for Math-
ematicians. Matthew Hogancamp was partially supported by NFS DMS-
1702274.
2. A∞-categories, Additive enlargements and twisted
complexes
In this section we briefly review the notions of A∞-categories, their ad-
ditive enlargements and twisted envelopes, and of A∞-modules and A∞-
functors. We follow and refer the reader to Seidel’s book [32] for careful
constructions and precise definitions; our aim here is simply to collect nota-
tion and introduce terminology to the uninitiated reader. Since we restrict
our attention throughout the paper to vector spaces over the field with two
elements, which we will denote by F, our discussion of the subject will be
eased by an omission of any signs.
An A∞-category A consists of a collection of objects X, graded F vector
spaces homA(X0, X1) for any pair (X0, X1) of objects, and for n ≥ 1 linear
structure maps of degree 2− n,
µnA : homA(Xn−1, Xn)⊗ · · · ⊗ homA(X0, X1)→ homA(X0, Xn),
which satisfy the A∞-relations [32, Equation (1.2)]. The first two relations
are
µ1A
(
µ1A(a1)
)
= 0 and µ1A
(
µ2A(a2, a1)
)
+µ2A
(
µ1A(a2), a1
)
+µ2A
(
a2, µ
1
A(a1)
)
= 0
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An A∞-category is called strictly unital provided that for each object
X there exists an eX ∈ homA(X,X) of grading 0 so that µ1A(eX) = 0,
µ2A(eX , a1) = a1, µ
2
A(a1, eX) = a, and
µnA(an, . . . , ak+1, eX , ak−1, . . . , a1) = 0, n > 2
for any ai for which these expressions are defined. A strictly unital A∞-
category for which µn = 0 when n > 2 is called a differential graded category,
or dg-category.
A strictly unital A∞-category A has a cohomology category H(A); its
objects are the same as the objects of A and its morphisms are given by
homH(A)(X,Y ) =
kerµ1A : homA(X,Y )→ homA(X,Y )
Image µ1A : homA(X,Y )→ homA(X,Y )
,
with composition induced by µ2A. A useful consequence for the present ar-
ticle is that if A is a strictly unital A∞-category satisfying µ1A = 0, then
homH(A)(X,Y ) = homA(X,Y ) and hence in A, the composition µ2A is as-
sociative and unital. Thus ignoring all the µn for n > 2 yields a category.
Example 2.1. A trivial example of a strictly unital A∞-category is the
category of graded vector spaces with all linear maps between these vector
spaces, graded by degree, as its morphisms. Take µ2 to be composition and
µn = 0 for n 6= 2. The identify morphism serves as eX .
Example 2.2. Another rather trivial example, which nonetheless will turn
out to be relevant to the present article, is the dg-category of chain com-
plexes, denoted by Ch. The objects of Ch are graded F vector spaces
C equipped with endomorphisms dC : C → C of degree 1, satisfying
dC ◦ dC = 0. Given C1, C2 ∈ Obj(Ch), the morphism space homCh(C1, C2)
is the graded vector space of all linear maps from C1 to C2, graded by
degree. The structure maps are µrCh are zero except when r = 1, 2. For
a ∈ homCh(C0, C1), µ1Ch(a) = dC1 ◦ a+ a ◦ dC0 , and µ2Ch is just composition
of linear maps. The morphism spaces of the associated homology category
are simply the vector spaces generated by chain homotopy classes of chain
maps.
A (left) A∞-moduleM over an A∞-category A consists of a graded vector
space M(X) for each object X ∈ A, together with structure maps
µnM : homA(Xn−1, Xn)⊗ · · · ⊗ homA(X1, X2)⊗M(X1)→M(Xn)
which satisfy the obvious analogues of the A∞-relations (see [32, Section
(1j)]). For example, one can fix an object W ∈ A and define M(X) =
homA(W,X). Taken together, these modules comprise the Yoneda embed-
ding.
An A∞-functor F : A → B consists of an assignment Obj(A) 3 X 7→
F(X) ∈ Obj(B) together with a sequence of multilinear maps of degree
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1− n
Fn : homA(Xn−1, Xn)⊗· · ·⊗homA(X0, X1)→ homB(F(X0),F(Xn)), n = 1, 2, . . .
satisfying certain compatibility equations with respect to the structure maps
[32, Equation (1.6)]. Note that an A∞-module over A is simply an A∞-
functor from A to Ch.
An A∞-functor between strictly unital A∞-categories is called strictly
unital provided that F(eX) = eF(X) and
Fn(an, . . . , ak+1, eX , ak−1, . . . , a1) = 0, n ≥ 2.
for all objects X of A.
Example 2.3. Given any A∞-category A and object A ∈ Obj(A), one can
define an A∞-functor GA from A to Ch, by
GA : Obj(A)→ Obj(Ch), GA(C) =
(
homA(A,C), µ1A
)
and
(2.1)
GnA : homA(Cn−1, Cn)⊗· · ·⊗homA(C0, C1)→ homCh(homA(A,C0), homA(A,Cn))
GnA(an, . . . , a1)(b) = µn+1A (an, . . . , a1, b)
The A∞-relations satisfied by the higher multiplication operations µnA trans-
late into the required conditions for GA to be an A∞-functor.
Given an A∞-category A, its additive enlargement ΣA is the A∞-category
with objects consisting of triples (I, {Vi}i∈I , {Xi}i∈I) where I is a finite in-
dexing set, the Xi are objects ofA, and the Vi are graded F vector spaces, We
indicate the gradings by a superscript. As usual, we use the more convenient
notation ⊕
i∈I
Vi ⊗Xi
for such a triple. The morphism spaces are given by
homΣA
(⊕
i
Vi ⊗Xi,
⊕
j
Vj ⊗Xj
)
=
⊕
i,j
homF(Vi, Vi)⊗ homA(Xi, Xj).
The vector spaces homF(Vi, Vj) ⊗ homA(Xi, Xj) are given the tensor prod-
uct grading. The structure maps µnΣA are given by composing the linear
homomorphism factors and applying µnA to the homA(Xi, Xj) factors.
If µnA = 0 for n > k ≥ 2, then µnΣA = 0 for n > k. The A∞-category ΣA
admits a shift operation which replaces V ⊗X by (V ⊗X){σ} := V {σ}⊗X,
where V {σ} is obtained from the graded vector space V by shifting down
by σ,
(V {σ})d = V d+σ.
If α : W → V is a homomorphism of degree k, then α induces a homomor-
phism α : W{i} → V {j} of degree k − j + i (which we continue to denote
by α). Note that A includes into ΣA via the A∞-functor X 7→ F⊗X.
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The A∞-category TwA of twisted complexes over A has objects (X, δ)
where X is an object of ΣA and δ ∈ homΣA(X,X) has grading 1 and satisfies∑
n
µnΣA(δ, . . . , δ) = 0.
In addition, X is required to admit a filtration with respect to which δ is
strictly lower triangular. The morphism spaces are the same as in ΣA:
homTwA((X, δX), (Y, δY )) = homΣA(X,Y ).
The structure maps µnTwA incorporate δ as well as the morphisms that are
the inputs. We refer to Equation (3.20) of [32] for the general definition,
but list here the first few terms in the formulas, from which the reader can
easily obtain the general formula.
µ1TwA(a) = µ
1
ΣA(a) + µ
2
ΣA(δY , a) + µ
2
ΣA(a, δX)
+ µ3ΣA(δY , δY , a) + µ
3
ΣA(δY , a, δX) + µ
3
ΣA(a, δX , δX) + · · · ,
µ2TwA(a2, a1) = µ
2
ΣA(a2, a1)+µ
3
ΣA(δZ , a2, a1)+µ
3
ΣA(a2, δY , a1)+µ
3
ΣA(a2, a1, δX)+· · · ,
and
µ3TwA(a3, a2, a1) = µ
3
ΣA(a3, a2, a1) + · · · .
The filtration requirement ensures that these are finite sums. Our exam-
ples have µnΣA = 0 for n ≥ 4, so that these three formulas will suffice for our
needs.
The A∞-category A, as well as its additive enlargement ΣA, fully faith-
fully embeds in TwA via X 7→ (X, 0). If A is strictly unital, then so is
TwA. A (strictly unital) A∞-functor F : A → B extends to a (strictly
unital) A∞-functor TwF : TwA → TwB.
Example 2.4. Continuing Example 2.2, it is easy to see that the additive
enlargement of the dg-category Ch of chain complexes is again Ch.
If ((A, dA), δ) ∈ Obj(Tw(Ch)), then the endomorphism δ : (A, dA) →
(A, dA) satisfies
0 =
∑
n
µnCh(δ, . . . , δ) = µ
1
Ch(δ) + µ
2
Ch(δ, δ) = dA ◦ δ + δ ◦ dA + δ ◦ δ.
Since dA◦dA = 0, this is equivalent to the condition that dA+δ ∈ homCh(A,A)
has square zero, i.e., that (A, dA + δ) is again a chain complex. The assign-
ment
((A, dA), δ) 7→ (A, dA + δ)
extends to a dg-functor Tw(Ch)→ Ch. To avoid burdensome notation, we
will not give this functor a formal name.
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W0
W1
W×
L0
L1
L×
Figure 1.
3. Figure 8 Lagrangians in the pillowcase
The pillowcase P is the quotient of R2 by the group generated by the three
homeomorphisms (γ, θ) 7→ (γ + 2pi, θ), (γ, θ) 7→ (γ, θ + 2pi) and (γ, θ) 7→
(−γ,−θ). Equivalently, it is T2/(Z/2), the quotient of the torus by the
hyperelliptic involution (eiγ , eiθ) 7→ (e−iγ , e−iθ). The lattice (piZ)2 maps
to four points in P which we call the singular points, and we denote the
complement of these four singular points by P ∗. Note that the symplectic
form dx ∧ dy on R2 \ (piZ)2 descends to P ∗.
We define six immersed curves, L0, L1, L×,W0,W1, and W×, in P . Fix
a small δ > 0. Denote by [γ, θ] ∈ P the image of (γ, θ) ∈ R2 under the
branched cover R2 → P .
(3.1) W` : t ∈ [0, pi] 7→

[t, t] if ` = 0,
[pi,−t] if ` = 1,
[−t+ pi, 0] if ` = ×.
(3.2) L`, t ∈ R/(2pi) 7→

[pi2 + t+ δ sin t,
pi
2 + t− δ sin t] if ` = 0,
[pi − 2δ sin t, pi2 − t− δ sin t] if ` = 1,
[pi2 − t+ δ sin t, 2δ sin t] if ` = ×.
These curves are illustrated in Figure 1. The W` are embedded intervals,
and the L` are immersed circles with precisely one transverse double point.
The function f(γ, θ) = − cos(γ) cos(θ − γ) on R2 is invariant under the
action giving rise to P , hence its Hamiltonian vector field
(3.3) Xf = cos(γ) sin(θ− γ) ∂∂γ + (− sin(γ) cos(θ− γ) + cos(γ) sin(θ− γ)) ∂∂θ
is as well. Thus both descend to the pillowcase. The vector field Xf is il-
lustrated in Figure 2. Let H := H(γ, θ, s) denote the corresponding Hamil-
tonian flow on the pillowcase.
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Figure 2.
With H defined (and recalling that L0 and L1 depend on a choice of small
δ > 0), the following elementary, if somewhat technical, result is readily
proved.
Theorem 3.1. Given a collection Ci, i = 1, . . . , n of curves with each
Ci ∈ {L0, L1}, there exists an 0 > 0, so that for all increasing sequences
0 = s1 < s2 < · · · < sn+1 ≤ 0, the sequence of curves:
C1 = H(C1, s1), C
′
2 = H(C2, s2), C
′′
3 = H(C3, s3), . . . ,
C(n)n = H(Cn, sn), W
(n+1)
0 = H(W0, sn+1)
are pairwise transverse, their union has no triple points, and up to ambient
isotopy are configured in the pattern illustrated in Figure 3.
Figure 3 illustrates the successive Hamiltonian pushoffs L0, L
′
0, L
′′
0 and
L1, L
′′
1, L
′′′
1 , as well as W
′′′
0 and W
′′′
1 , as in Theorem 3.3. The top stratum
P ∗ of the pillowcase has been identified with the thrice-punctured plane,
such that the singular point with coordinates (0, pi) is mapped to ∞. The
important features of this figure for the calculation of the µk are the rela-
tive locations of the intersection points of L
(n)
i with L
(m)
j and the relative
locations of the intersection points of L
(n)
i with W
′′′
j
4. Some calculations in the Fukaya category of the pillowcase
We will invoke some aspects of the Fukaya A∞-category of P ∗. Precise
definitions can be found in [2], [32], and [7]. We next review the definitions
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of the A∞-category associated to the pillowcase, to set notation. Define the
objects of an A∞-category L to be set of curves {L0, L1} in the pillowcase,
for a fixed choice of small δ > 0 in Equation (3.2).
Given a curve C ∈ {L0, L1}, denote by C ′, C ′′, . . . , C(n) its successive
Hamiltonian pushoffs as in Theorem 3.1, for some small 0 > 0.
Given C,D ∈ {L0, L1}, the curves C ′ and D intersect transversally. The
morphism space homL(C,D), which we frequently abbreviate to (C,D), is
defined as the F vector space spanned by the transverse intersection points
of C ′ with D
(C,D) := homL(C,D) = F〈C ′ ∩D〉.
To define the structure maps
µ1 : (C,D)→ (C,D), µ2 : (C,D)× (B,C)→ (B,D),
etc., first observe that given a positive integer n, if the successive Hamilton-
ian pushoffs are chosen sufficiently closely, there are canonical closest point
identifications
(C,D) = F〈C ′ ∩D〉 ∼= F〈C(n) ∩D(n−1)〉 ∼= F〈C(n) ∩D〉.
Given an ordered sequence of n + 1 objects C0, C1, . . . , Cn in Obj(L),
define the multilinear map
µnL : (Cn−1, Cn)⊗ (Cn−2, Cn−1)⊗ · · · ⊗ (C0, C1)→ (C0, Cn)
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by counting equivalence classes of immersed oriented (n+ 1)-gons with con-
vex corners in P ∗ whose edges, ordered counterclockwise, lie on
C
(n)
0 , C
(n−1)
1 , . . . , C
′
n−1, Cn as explained next.
For n ≥ 1, let Gn+1 be a (n + 1)-gon in the plane with convex corners,
and counterclockwise labelled vertices (v0, · · · , vn) and edges E0, E1, . . . , En.
More precisely, take G2 to be a bigon with convex corners at v0 = 1 and
v1 = −1, and let Gn+1 ⊂ R2 = C be the convex (n + 1)-gon with vertices
the (n + 1)st roots of unity: v0 = 1, v1 = e
2pii/(n+1), . . . , vn = e
2piki/(n+1) .
Label the edges of Gn, counterclockwise starting at 1, by E0, E1, . . . , En.
Given generators
x` ∈ C ′`−1 ∩ C` = C(n−`+1)`−1 ∩ C(n−`)` ,
for (C`−1, C`, ), ` = 1, . . . , n, the morphism µnL(xn, xn−1, . . . , x1) ∈ (C0, Cn)
counts equivalence classes of orientation preserving immersions of Gn+1 into
P ∗
ι : Gn+1 → P ∗,
satisfying
ι(v`) = x` and ι(E`) ⊂ C(n−`)` for ` = 1, . . . n.
Two such immersions, ι0, ι1 : Gn+1 → P ∗ are called equivalent if ι1 = ι0◦h
for some diffeomorphism h : Gn+1 → Gn+1 which fixes the vertices. Write
[ι] for the equivalence class of ι.
Then,
(4.1) µnL(xn, xn−1, . . . , x1) =
∑
[ι]
ι(v0) ∈ F〈C(n)0 ∩ Cn〉 = (C0, Cn).
The resulting A∞ category is denoted L. It has two objects, L0 and L1,
and is equipped with the structure maps µnL defined by Equation (4.1). In
this article we refer to L as the Fukaya category of the pillowcase, in spite
of the fact that we mean the (full) Fukaya subcategory with objects L0 and
L1. We endow L with a Z-grading, in the sense of [31], in Section 5.
The curve W0 (and similarly W1,W×, or, more generally, any unob-
structed immersed curve W whose boundary points map to the corners of
P ) gives rise to a left A∞-module MW0 over L. For C ∈ {L0, L1}, one sets
MW0(C) equal to the F vector space spanned by the intersection points of
W ′0 with C, and structure maps obtained by counting immersed polygons,
whose first edge lies on W0. To streamline notation, when no chance of
confusion is possible we will write (W0, C) rather than MW0(C). Hence for
C ∈ {L0, L1}, taking closest points gives identifications
MW0(C) = (W0, C) = F〈W ′0 ∩ C〉 ∼= F〈W (n)0 ∩ C(n−1)〉 ∼= F〈W (n)0 ∩ C〉.
Remark. A more unifying approach might be to work in the larger wrapped
or partially wrapped Fukaya category with objects L0, L1,W0 and W1 (see
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[3]). But for this article it suffices to consider the technically more elemen-
tary perspective of viewing W0 and W1 as giving modules over the Fukaya
category with objects L0, L1. This avoids having to to wrap near the corners.
The generators of (Li, Lj) are illustrated and labelled in Figure 4. In
particular (writing 〈xi〉 for the F vector space spanned by xi),
(L0, L0) = 〈a0, b0, c0, d0〉,
(L1, L1) = 〈a1, b1, c1, d1〉,
(L1, L0) = 〈p01, q01〉, and
(L0, L1) = 〈p10, q10〉,
(4.2)
The generators of (Wi, Lj), i, j ∈ {0, 1}, are illustrated and labelled in
Figure 5. In particular,
(4.3)
(W0, L0) = 〈α, β〉, (W0, L1) = 〈γ〉, (W1, L0) = 〈τ〉, (W1, L1) = 〈ρ, σ〉.
We turn now to the calculation of the structure maps. Our first calculation
shows that the structure of the A∞-category L is relatively simple.
Theorem 4.1. The A∞-category L is associative and strictly unital, with
identity elements a0 ∈ (L0, L0) and a1 ∈ (L1, L1), i.e., µ2(ai, x) = x and
µ2(y, ai) = y whenever these products are defined. The only other nonzero
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values of µ2 are:
µ2(b0, c0) = µ
2(c0, b0) = d0, µ
2(b1, c1) = µ
2(c1, b1) = d1,
µ2(b0, p01) = µ
2(p01, b1) = q01, µ
2(q10, b0) = µ
2(b1, q10) = p10,
µ2(p01, p10) = µ
2(q01, q10) = d0, µ
2(q10, q01) = µ
2(p10, p01) = d1,
µ2(p01, q10) = c0, µ
2(q10, p01) = c1.
For k = 3 we have twenty four non-zero products
µ3(q10, b0, p01) = a1, µ
3(p01, q10, b0) = a0,
µ3(q01, q10, b0) = µ
3(p01, p10, b0) = b0
µ3(p10, p01, b1) = µ
3(b1, q10, q01) = b1,
µ3(c0, b0, c0) = µ
3(c0, q01, q10) = µ
3(c0, p01, p10) = c0,
µ3(c1, b1, c1) = µ
3(c1, p10, p01) = µ
3(q10, q01, c1) = c1,
µ3(d0, c0, b0) = µ
3(b0, c0, d0) = µ
3(q01, q10, d0) = µ
3(p01, p10, d0) = d0,
µ3(b1, c1, d1) = µ
3(d1, c1, b1) = µ
3(d1, q10, q01) = µ
3(p10, p01, d1) = d1,
µ3(p01, p10, q01) = q01, µ
3(p10, p01, p10) = p10,
µ3(q10, q01, q10) = µ
3(q10, p01, p10) = q10.
On all other ordered triples of generators, µ3 vanishes. Furthermore, µk is
zero if k 6= 2, 3.
We now shift our attention to the A∞-modules MW0 and MW1 . Recall
that MWi(Lj) = (Wi, Lj), and these vector spaces have bases identified in
Figure 5. The structure maps for these modules,
(4.4)
µn : (L`n−1 , L`n)⊗(L`n−1 , L`n−2)⊗· · ·⊗(L`1 , L`2)⊗MWi(L`1)→MWi(L`n).
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are described in Theorem 4.2.
Theorem 4.2. The only non-zero µn in Equation (4.4) are given by
µ2(a0, α) = α, µ
2(a0, β) = β, µ
2(c0, α) = β, µ
2(a1, γ) =γ,
µ2(q10, α) = γ, µ
2(p01, γ) =β
µ2(a1, ρ) = ρ, µ
2(a1, σ) = σ, µ
2(c1, ρ) = σ, µ
2(a0, τ) =τ,
µ2(q10, τ) = σ, µ
2(p01, ρ) =τ,
µ3(b0, p01, γ) = α, µ
3(q01, q10, α) = α, µ
3(c0, b0, β) = β, µ
3(p01, p10, α) =α,
µ3(b1, q10, τ) = ρ, µ
3(q10, q01, σ) = σ, µ
3(c1, b1, σ) = σ, µ
3(p10, p01, ρ) =ρ,
µ3(p01, p10, τ) =τ.
The process of verifying Theorems 4.1 and 4.2 is described in Appendix
A.
5. Gradings
We outline, in a simple form sufficient for our purposes, the notion of
gradings ([31, 19]) appropriate for the smooth locus P ∗ of the pillowcase.
Let P(TP ∗)→ P ∗ denote the bundle whose fiber over x ∈ P ∗ is the space
of lines in TxP
∗. The tangent line to an immersed curve ι : C → P ∗ defines
a lift dι : C → P(TP ∗).
The tangent bundle of P ∗ is trivial, as P ∗ is a 4-punctured 2-sphere. Thus
P(TP ∗)→ P ∗ admits sections, called line fields on P ∗. A line field λ on P ∗
defines a trivialization
P(TP ∗) ∼= P ∗ × RP 1
which takes a line in TpP
∗ to its angle with λp, where the angle is taken in
RP 1 = [0, pi]/0∼pi. Denote the composite
τλ : P(TP ∗) ∼= P ∗ × RP 1 pi2−→ RP 1.
Given a non-negative integer N , Let
ρ : (RP 1)N → RP 1
denote the connected Z/N cover.
An immersed curve ι : C → P ∗ is called (Z/N)-gradable with respect to
λ if the composite of its tangent map dι : C → P(TP ∗) and τλ lifts to the
Z/N cover:
(RP 1)N
C RP 1
?
ρ
-
τλ◦dι
p p p p p
p p pι˜
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A (Z/N)-grading of ι : C → P ∗ is a choice ι˜ : C → (RP 1)N of such a lift.
If C is an interval, then ι : C → P ∗ obviously gradable. If C is a circle,
then ι : C → P ∗ is gradable if and only if the degree of the composite τλ ◦dι
is zero mod N . (This degree is known as the Maslov index of the curve ι
with respect to λ.)
If ιj : Cj → P ∗, j = 1, 2 are transverse immersed curves equipped with
gradings ι˜j : Cj → (RP 1)N , then to every generator of (C1, C2), that is,
to an intersection point x of ι1 and ι2, one can assign the grading in Z/N ,
denoted by pL(x), as follows.
Suppose that ι1(a) = x = ι2(b). Choose a path α : I → (RP 1)N from ι˜2(b)
to ι˜1(a). We define the grading of x to be the mod N oriented intersection
number of the path ρ ◦ α from ρ(ι˜2(b)) to ρ(ι˜1(a)) in P(TP ∗)x with a small
positive rotation of ρ(ι˜2(b)),
pL(x) = (ρ ◦ α) · eiρ(ι˜2(b))
for any sufficiently small  > 0. If we wish to emphasize the dependence on
the line field λ, we will write pλL instead of pL.
Let λ0 be the line field on P
∗ whose preimage under the branched cover
R2 → P is the horizontal line field. If ι : S1 → P ∗ is a small embedded loop
encircling one of the four corners counterclockwise, the Maslov index of ι
with respect to λ0 equals 1.
If λ is any other line field, the difference in Maslov indices well-defines
a cohomology class δ(λ,λ0) ∈ H1(P ∗;Z). Denote the homology class of the
counterclockwise loop around the point [0, 0] in P ∗ by ξ1, and similarly ξ2
for the point [pi, 0], ξ3 for [pi, pi], and ξ4 for [0, pi].
Since δ(λ,λ0)(ξ1 + ξ2 + ξ3 + ξ4) = 0, the sum of the Maslov indices of
counterclockwise loops around all four corners with respect to λ is again
equal to 4.
In particular, the immersed circles L0 and L1 are (Z/N)-gradable with
respect to λ if and only if δ(λ,λ0)(ξ1 − ξ3) = 0 and δ(λ,λ0)(ξ2 − ξ3) = 0, so
that
(5.1) δ(λ,λ0)(ξ1) = δ(λ,λ0)(ξ2) = δ(λ,λ0)(ξ3) mod N.
This implies that δ(λ,λ0)(ξ4) = −3δ(λ,λ0)(ξ1) mod N.
If x ∈ C0∩C1 for some curves C0, C1, then x can be viewed as a generator
of both (C0, C1) and (C1, C0), and x may have different gradings in these
two choices. In the following Lemmas, ai, bi, ci, di, pij , qij , α, β, γ, τ, ρ, σ refer
to the generators of the different morphism spaces as in Equations (4.2) and
(4.3). For example, we consider α as a generator of (W0, L0), not (L0,W0).
Lemma 5.1. Fix any non-negative integer N . Fix a line field λ on P ∗ such
that Equation (5.1) holds. Define δ = δ(λ,λ0)(ξ3).
(1) The Lagrangians L0, L1,W0, and W1 are gradable with respect to λ.
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(2) Consider any gradings of L0, L1,W0 and W1. Then
pλL(ai) = 0 and p
λ
L(di) = 1.
In addition, the gradings satisfy
pλL(α)− pλL(β) = 1 + δ = pλL(ρ)− pλL(σ).
Proof. The arcs W0 and W1 are gradable with respect to any line field. The
sentence preceding Equation (5.1) shows that L0, L1 are gradable.
The calculation µ2(ai, ai) = ai, together with the fact that µ
k has degree
2−k, implies that pλL(ai) = 0. The existence of a bigon from ai to di implies
that pλL(d0) = 1 = p
λ
L(d1).
The following relative gradings can be calculated directly:
pλL(β) = p
λ
L(α)− 1− δ and pλL(σ) = pλL(ρ)− 1− δ.

Rather than to postpone the assignment of a specific choice of line field
λ and gradings of L0, L1,W0 and W1 until required in the proof of our
main result, we choose λ and N presently, in order to prevent notation from
becoming unwieldy.
Specifically, we henceforth take N = 0, that is, we work with with Z-
gradings, and, we choose δ = 1. This determines a unique up to isotopy line
field λ satisfying1
(5.2) δ(λ,λ0)(ξi) = 1 for i = 1, 2, 3 and δ(λ,λ0)(ξ4) = −3.
These choices are motivated as follows. In Section 8 we construct a twisted
complex over L from any tangle diagram which, when paired with W0 or
W1, gives a chain complex, which Theorem 9.3 identifies with the reduced
Khovanov complex of the link obtained by closing the tangle with one of the
two trivial tangles. In the special case of the 2-tangle diagram T0, the twisted
complex constructed is simply L0, and the Khovanov complex corresponding
to the planar closure with two components is (W0, L0) = 〈α, β〉, with zero
differential. Because the reduced Khovanov cohomology for the trivial 2-
component link has two generators, one in quantum grading 0 and one in
grading −2, we require pλL(α) − pλL(β) = ±2, and therefore δ must equal
1 or −3 by Lemma 5.1. These two choices give isomorphic graded A∞-
categories (the isomorphism corresponding to moving the earring). Hence
we will simply choose δ = 1.
Similar considerations, corresponding to unknot closures of T0 and T1,
and the fact that the reduced Khovanov cohomology of the unknot has
rank one, concentrated in grading −1, requires pλL(γ) = pλL(τ) = −1. Such
considerations lead us to take specific choices of gradings on L1,W0, and
W1, and are made precise in the following lemma.
1The line field λ coincides with the line field called λinst in [13], which arises as a
consequence of the Z/4-grading on Kronheimer-Mrowka’s singular instanton homology
[23] and a splitting theorem for spectral flow.
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Proposition 5.2. Let λ be the line field on P ∗ satisfying Equation (5.2).
For any λ grading of L0, there are uniquely determined λ gradings of L1,W0
and W1 such that
pλL(γ) = p
λ
L(τ) = −1, and pλL(α) = 0.
For these gradings of L1,W0, and W1, the gradings of the other generators
are given by
pλL(ai) = 0, p
λ
L(bi) = 3, p
λ
L(ci) = −2, pλL(di) = 1,
pλL(p01) = −1, pλL(q01) = 2, pλL(p10) = 2, pλL(q10) = −1,
pλL(β) = −2, pλL(σ) = −2, pλL(ρ) = 0.
Proof. Lemma 5.1 with δ = 1 and N = 0 shows that L0, L1,W0,W1 are
gradable with respect to λ, and that pL(ai) = 0 and pL(di) = 1. Given
a grading of L0, W1 can be graded so that τ ∈ (W1, L0) has any desired
grading. Choose a grading of W1 so that p
λ
L(τ) = −1. Similarly, choose
a grading of W0 so that α ∈ (W0, L0) satisfies pλL(α) = 0. Lemma 5.1
then implies that pλL(β) = −2. Finally, choose a grading of L1 so that
γ ∈ (W0, L1) satisfies pλL(γ) = −1.
The other calculations of Theorems 4.1 and 4.2 give further linear relations
on the gradings, since µk has degree 2−k. For example, µ3(q10, b0, p01) = a1
implies that pλL(q10) + p
λ
L(b0) + p
λ
L(p01) = p
λ
L(a1) + 1 = 1. The remaining
formulae are the result of solving similar equations from Theorems 4.1 and
4.2. 
6. Tangle categories, following Bar-Natan
In this section, we describe a category called the dotted cobordism cate-
gory, a minor variant of a construction of Bar-Natan.
6.1. 2-stranded tangles and planar tangles. Fix 2n points on the bound-
ary of the unit disk D2, say B2n = {epii`/n | ` = 0, . . . , 2n − 1}. A planar
n-tangle is a properly embedded compact 1-dimensional submanifold of D2
with boundary equal to B2n. Thus a planar n-tangle has n arc components
and some number of circle components.
A (generic) n-tangle is a properly embedded compact 1-dimensional sub-
manifold of D2×I with boundary equal to B2n×{12} such that the projection
to D2 has finitely many transverse double points. In the usual way, the pro-
jection of an n-tangle T to D2 which has d double points determines 2d
planar n-tangles by taking complete resolutions of the double points. If the
d double points are ordered, each complete resolution can be labelled with a
sequence of 0s and 1s of length d, with 0 corresponding to the “overcrossing
turns left” resolution.
Figure 6 illustrates three 2-tangles T×, T0, and T1. The tangles T0 and T1
are planar, and are the two resolutions of the non-planar tangle T×. Every
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other planar tangle is isotopic to the planar tangle obtained from either T0
or T1 by adding circle components in the complementary regions.
Definition 6.1. For ` = 0, 1 and n = 0, 1, 2, . . . , let T`(n), denote the
set of all planar 2-tangles with n circle components and whose two arc
components are isotopic to T`. There are several such planar isotopy classes,
corresponding to where the circles are placed in complementary regions, but
they are all isotopic in D2× I. We will say that a planar 2-tangle P ∈ T`(n)
has type T`(n). When no chance of confusion is possible we will abuse
notation by letting T`(n) denote any planar 2-tangle in the set T`(n).
Our emphasis in this article is on reduced Khovanov homology, which is
defined by making a choice of base point on a link or tangle. We place this
base point at 1 ∈ B2n ⊂ ∂D2 and call it the earring. The terminology comes
from [14, 13] (see also Appendix B) and corresponds to the gauge-theoretic
construction introduced in [23]. It also serves to distinguish it from the
dots introduced below in Bar-Natan’s dotted cobordism category. Given an
n-tangle (planar or not) T , we call the arc component of T with one end
point 1 the earringed component, and the the other arcs the unearringed
components of T . For example, the earringed component of T0 is the arc
with endpoints 1 and −i.
6.2. The dotted cobordism category. We construct, following [8] very
closely, a category D of planar 2-tangles. Bar-Natan defines much more gen-
eral n-tangle categories, which carry an additional planar algebra structure.
We only consider 2-tangles in this article.
Construct two categories, D˜ and D of planar 2-tangles and dotted cobor-
disms in the unit disk D2 as follows. The objects of D˜ and D are the planar
2-tangles with boundary B4 = {1, i,−1,−i}.
For any pair P0, P1 of planar 2-tangles, define ĥom(P0, P1) to be the F
vector space with basis the set of isotopy classes of embedded oriented cobor-
disms rel B4 with dots (a choice of finitely many distinguished points on the
cobordism) in D2 × [0, 1] which restrict to P0 and P1 at the ends of the
interval.
For the category D˜, define homD˜(P0, P1) as the quotient of ĥom(P0, P1) by
the additional local relations in Figure 7 (see Bar-Natan [8, Section 11.2]).
PILLOWCASE AND KHOVANOV COHOMOLOGY 21
= 0 = 0 = 1
= +
Figure 7.
The second and third relations in this list mean that, if C is a cobordism
and we change it by adding a disjoint 2-sphere with or without a dot, then
(undotted sphere) unionsq C = 0 and (dotted sphere) unionsq C = C.
Since our focus is strictly on reduced Khovanov homology, we impose one
additional relation on the morphisms, which will shorten some calculations
and formulas. Thus, for the category D, define the homD(P0, P1) as the
quotient of ĥom(P0, P1) by the subspace generated by Bar-Natan’s local
relations and one additional relation, namely that
Any dotted cobordism carrying a dot on the path component(6.1)
containing the earring (ie. passing through 1 ∈ B) is equivalent to zero.
Placing a dot on a component of a cobordism corresponds to “multiplying
by x” on that component. The reduced Khovanov complex is defined as the
kernel of the “multiply by x on the earringed component” morphism (see
Section 6.4), justifying (6.1).
Composition is given by stacking cobordisms, and we extend this linearly.
The product cobordism P0×I with no dots represents the identity morphism.
Following Bar Natan, endow homD(P0, P1) with a Z-grading by defining
the grading of a dotted cobordism C to be
(6.2) pD(C) = −2 + χ(C)− 2 · (number of dots)
where χ denotes the Euler characteristic. Since each arc has χ = 1, and
closed components have χ = 0, this is additive with respect to composition
of cobordisms. The relations that declare different dotted cobordisms to
be equivalent involve cobordisms with the same grading, and hence D is
a Z-graded abelian category. It will be convenient for us to view D as an
A∞-category with µ2 defined by composition and all other µn zero.
We turn now to a calculation of homD(P0, P1) for any two planar tangles
P0, P1. We begin with the simple cases when the P` have no circle compo-
nents. For ` 6= `′ ∈ {0, 1}, let S`′` ∈ homD(T`, T`′) be the obvious saddle
cobordism from T` to T`′ .
Proposition 6.2. Let `, `′ ∈ {0, 1}. The vector space homD(T`, T`′) is
(1) 1-dimensional with basis the 1-saddle cobordism S`′` if ` 6= `′.
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(2) 2-dimensional with basis {A`, C`}, where A` is the product cobordism
T` × I, and C` is the product cobordism T` × I with a dot on the
unearringed component.
The gradings are given by
pD(A`) = 0, pD(C`) = −2, pD(S`′`) = −1.
The composition operation µ2D, written multiplicatively, is given by
A2` = A`, A`C` = C` = C`A`, C
2
` = 0,
A`′S`′` = S`′` = S`′`A`, C`′S`′` = 0 = S`′`C`, S``′S`′` = C`′ .
Sketch of proof. Bar-Natan’s relations, illustrated in Figure 7, show that
homD(T`, T`′) is spanned by a collection of cobordisms, each of which is
homeomorphic to a union of disjoint disks.
If ` 6= `′, then the cobordism is a disk in D2× I with connected boundary
T0 ∪ (B× I)∪T1, and by the Scho¨nflies theorem, isotopic to S``′ . Since this
is connected, the additional relation (6.1) shows that to be non-zero, this
cobordism cannot contain any dots. Thus S``′ generates homD(T`, T`′).
If ` = `′, then a similar argument shows that any cobordism consisting
only of disk components is a product. There are two possibilities, according
to whether or not the unearringed component has a dot.
Thus the stated cobordisms span the space of morphisms. We can see
that the equivalence classes of {A`, C`′} and {S``′} are linearly independent
sets as follows. This is easy to verify if we consider the two trivial planar
tangles outside the disk that close off T0 and T1 to make a two-component
planar curve C. Each of these represents a functor from D to the analogous
dotted cobordism category with one object C. Composing each of these with
the reduced Khovanov homology functor to the category of vector spaces, it
is straightforward to check that these are linearly independent.
It is clear that pre- or post-composing with A` does not change the equiv-
alence class of any dotted cobordism. The relations C`′S``′ = 0 = S``′C`
follow from the additional relation that any cobordism with a dot on the
earringed component is equivalent to zero. Finally, S``′S``′ = C`′ follows
from the neck cutting relation (the last relation in Figure 7) combined with
the additional relation (6.1). 
6.3. Algebras. Although not needed for our results, in this section we make
some observations about the (Z-graded) categories D, D˜ and L. These
motivate our use of the category D rather than the larger D˜.
Form a 12 dimensional Z-graded F-algebra AL by taking
AL = homL(L0, L0)⊕ homL(L1, L1)⊕ homL(L0, L1)⊕ homL(L1, L0)
= 〈a0, b0, c0, d0〉 ⊕ 〈a1, b1, c1, d1〉 ⊕ 〈p10, q10〉 ⊕ 〈p01, q01〉
(6.3)
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with multiplications using the µ2L of Theorem 4.1 when defined, and set
equal zero when a pair of morphisms are not composable, and extended
linearly. Gradings are given using Proposition 5.2.
Similarly, form the 6-dimensional Z-graded algebra:
AD = homD(T0, T0)⊕ homD(T1, T1)⊕ homD(T0, T1)⊕ homD(T1, T0)
= 〈A0, C0〉 ⊕ 〈A1, C1〉 ⊕ 〈S10〉 ⊕ 〈S01〉
with products and Z-gradings given in Proposition 6.2.
Thirdly, using Bar Natan’s category D˜, in which one does not impose the
relation (6.1), form the 12-dimensional Z-graded algebra
AD˜ = homD˜(T0, T0)⊕ homD˜(T1, T1)⊕ homD˜(T0, T1)⊕ homD˜(T1, T0)
= 〈A0, B0, C0, D0〉 ⊕ 〈A1, B1, C1, D1〉 ⊕ 〈S10, S′10〉 ⊕ 〈S01, S′01〉
where Bi is the product cobordism from Ti to itself which has a dot on the
earringed component, Di is the product cobordism from Ti to itself which
has a dot on both components, and S′ij are the saddle cobordisms which
contain a dot. (A similar argument to that of Proposition 6.2 shows that
these cobordisms form a basis of AD˜.) Then Ai has grading 0, Bi, Ci have
grading −2, Di has grading −4, Sij has grading −1, and S′ij has grading
−3.
Theorem 4.1 and Proposition 6.2, and parity considerations can be used
to verify the following.
Proposition 6.3.
(1) The assignment
Ai 7→ ai, Ci 7→ ci, S10 7→ q10, S01 7→ p01
defines an injective, Z-grading preserving, algebra homomorphism
AD → AL.
(2) The assignment
Ai 7→ ai, Bi 7→ bi, Ci 7→ bi + ci, Di 7→ di,
S10 7→ q10, S01 7→ p01, S′10 7→ p10, S′01 7→ q01,
defines an algebra isomorphism
AD˜ → AL.
This isomorphism is not grading preserving. In fact AD˜ and AL are
not isomorphic as graded algebras. Moreover, there does not exist
any line field on P ∗ in which L0, L1 are Z/2-graded, such that AL
and AD˜ are Z/2-graded isomorphic.

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6.4. Tangles with circle components. We extend the construction to
include planar tangles which contain closed circle components, as these arise
in complete resolutions of a projection of a 2-tangle.
Let A = {0, 1, x, x + 1}, which we think of as a two dimensional graded
vector space with basis {1, x}, graded by pA(1) = 1, pA(x) = −1. It is usual
to write A = F[x]/(x2 = 0), so that multiplication by x defines a linear map
x : A→ A with kernel the 1-dimensional graded vector subspace
(6.4) R := 〈x〉 ⊂ A = 〈1, x〉.
Define four linear maps
 : A→ F, (x) = 1, (1) = 0,
˙ : A→ F, ˙(x) = 0, ˙(1) = 1,
η : F→ A, η(1) = 1,
η˙ : F→ A, η˙(1) = x.
(6.5)
Viewing F as a graded vector space lying entirely in grading 0, we compute
(6.6) pA() = 1, pA(˙) = −1, pA(η) = 1, pA(η˙) = −1
Definition 6.4. Given n,m ≥ 0, define a basis Bn,m for
(A∗)⊗n ⊗A⊗m = homF(A⊗n, A⊗m),
where V ⊗0 denotes F, as follows. Fix bases for {, ˙} for A∗ = homF(A,F)
and {η, η˙} for A, and then take the basis Bn,m to be appropriate monomials
in the higher tensor products, e.g. ( ⊗ ˙) ⊗ (η ⊗ η˙ ⊗ η) ∈ B2,3. The basis
Bn,m contains 2n+m elements. Equation (6.6) extends to tensor products to
define pA(b) ∈ Z for every b ∈ Bn,m in the usual way.
Recall that T`(n), ` = 0, 1 denotes any planar tangle whose two arc com-
ponents are isotopic to T`, as in Figure 6, and which has n closed (i.e., circle)
components. Any cobordism C from T` to T`′ can be extended to a cobor-
dism from (any) T`(n) to T`′(m), by capping off the n circles in T`(n) with
disks, called caps, eliminating innermost circles first in any nested families,
and then introducing m disks, called cups, to bounded by the m circles in
T`′(m). The resulting cobordism, C
′, is unique up to isotopy. There are
2m+n corresponding dotted cobordisms, obtained by placing zero or one dot
on each of these m + n disk components of C ′. Ordering the n circles in
T`(n) and the m circles in T`′(m) sets up an identification between the dot-
ted cobordisms obtained from C ′ by placing dots on the cups and caps, and
the basis Bn,m of (A∗)⊗n⊗A⊗m. We denote the dotted cobordism obtained
from C ′ by placing dots on the cups and caps according to this scheme by
Cb.
The following extension of Proposition 6.2 is immediate.
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Proposition 6.5. A basis of homD(T`(n), T`′(m)) is given by {S`′`,b}b∈Bn,m
when ` 6= `′, and by {A`,b, C`,b}b∈Bn,m when ` = `′. This sets up an identi-
fication:
homD(T`(n), T`′(m)) = (A∗)⊗n ⊗A⊗m ⊗ homD(T`, T`′).
7. A pair of A∞-functors F : D → ΣL and G : L → K
The traceless character variety R\pi(D2×I, T`(m)) is identified in Theorem
B.3 with {±1}m × L`. Each path component is a circle which immerses in
the pillowcase with one double point, illustrated in Figures 1, and illustrated
in the flattened punctured pillowcase in Figure 4. We think of this collection
of 2m objects in L as the object
A⊗m ⊗ L` ∈ Obj(ΣL),
with A = F[x]/〈x2〉, as before. This assignment re-expresses Equation (B.1)
as:
(7.1) F : Obj(D)→ Obj(ΣL), F(T`(m)) = A⊗m ⊗ L`.
We extend this to a strictly unital A∞-functor as follows. To express
F1 : homD(T`(m), T`′(n))→homΣL(F(T`(n)),F(T`′(n)))
= homΣL(A⊗m ⊗ L`, A⊗n ⊗ L`′)
= homF(A
⊗m, A⊗n)⊗ homL(L`, L`′)
= (A∗)⊗m ⊗A⊗n ⊗ homL(L`, L`′),
define
(7.2) F1 : homD(T`(n), T`′(m))→ (A∗)⊗m ⊗A⊗n ⊗ homL(L`, L`′),
F1(Ai,b) = b⊗ai, F1(Ci,b) = b⊗ci, F1(S10,b) = b⊗q10, F1(S01,b) = b⊗p01
and then extend linearly. Finally, define
(7.3) Fn = 0 for n > 1
Theorem 7.1. The assignments F ,Fn of Equations (7.1), (7.2), and (7.3)
define a strictly unital A∞-functor
F : D → ΣL
for which F1 is injective on morphism spaces.
Proof. Referring to Proposition 6.2 and Equation (4.2), one sees that when
i = j, homD(Ti, Ti) is 2-dimensional, spanned by {Ai, Ci}, and homL(Li, Li)
is 4-dimensional, spanned by {ai, bi, ci, di}. When i 6= j, homD(Ti, Tj) is 1-
dimensional, spanned by Sji, and homL(Li, Lj) is 2-dimensional, spanned
by {pji, qji}. It follows that F1 is injective. The map F1 preserves the
gradings listed in Proposition 6.2, Definition 6.4, and Proposition 5.2.
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Given that Fn = 0 for n ≥ 2, µrD = 0 for r 6= 2, and µrL = 0 except
when r = 2, 3, the polynomial equations condition to verify that F is an
A∞-functor,∑
r
∑
s1+···+sr=d
µrL
(Fr(xd, . . . , xd−sr+1), . . . ,F1(xs1 , . . . , x1))
=
∑
0≤n<d, 1≤m<d
Fd−m+1(xd, . . . , xn+m+1, µmD (xn+m, . . . , xn+1), xn, . . . , x1),
are trivial except for the d = 2, 3 cases, which reduce to
(7.4) µ2L(F1(x),F1(y)) = F1(µ2D(x, y)),
and
(7.5) µ3L(F1(x),F1(y),F1(z)) = 0
Equation (7.4) merely says that F ,F1 is an ordinary functor on the under-
lying categories, which is easy to check using Proposition 6.2 and Theorem
4.1. Equation (7.5) is also true, because Theorem 4.1 shows that the 3-fold
products µ3L(x, y, z) vanish whenever
x, y, z ∈ Image F1 = Span{F1(Ai),F1(Ci),F1(Sij)} = Span{a0, a1, c0, c1, q10, p01}.
Finally, since F1(Ai) = ai and Fn = 0 for n > 1, this A∞-functor is strictly
unital. 
Recall the definitions of the Khovanov merge and split maps:
M : A⊗A→ A, M(1⊗ 1) = 1, M(1⊗ x) = x = M(x⊗ 1), M(x⊗ x) = 0.
S : A→ A⊗A, S(1) = 1⊗ x+ x⊗ 1, s(x) = x⊗ x.
(7.6)
These have gradings pA(M) = −1 and pA(S) = −1.
From the definitions (6.5), it is easy to check the following formulas:
η = 0 = ˙η˙, η˙ = IdF = ˙η, η˙+ η˙ = IdA(7.7)
M = ˙⊗ ˙⊗ η + ⊗ ˙⊗ η˙ + ˙⊗ ⊗ η˙, S = ˙⊗ η ⊗ η˙ + ⊗ η˙ ⊗ η + ⊗ η˙ ⊗ η˙
It is convenient for calculations to have explicit formulas for F1(C) for
a set of generators for the set of morphisms between any two 2-tangles.
Any dotted cobordism may be expressed, up to isotopy, as a composition
of elementary dotted cobordisms, defined as either cobordisms with no dots
in D2 × I whose projection to I has one Morse critical point, or a product
cobordism with one dot on one component, or the trace of an isotopy. Up
to reordering the circle components and applying the same re-orderings to
the factors in A⊗m and (A∗)⊗n, the values of F1 on the elementary dotted
cobordisms are given in the following proposition.
Proposition 7.2. The A∞-functor F takes the following values on elemen-
tary cobordisms.
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(1) If C denotes the cobordism with no dots, obtained as the trace of an
isotopy of a planar tangle,
F1(C) = idA⊗m ⊗ a` ∈ homF(A⊗m, A⊗m)⊗ (L`, L`).
(2) If C denotes the product cobordism from T`(n) to itself with a dot on
the earringed arc component,
F1(C) = 0 ∈ homF(A⊗m, A⊗m)⊗ (L`, L`).
(3) If C denotes the product cobordism from T`(n), with a dot on the
un-earringed arc component,
F1(C) = idA⊗m ⊗ c` ∈ homF(A⊗m, A⊗m)⊗ (L`, L`).
(4) If C denotes the product cobordism from T`(n), with a dot on the last
circle component,
F1(C) = idA⊗m−1⊗ (˙⊗ η˙)⊗a` ∈ homF(A⊗m−1, A⊗m−1)⊗A∗⊗A⊗ (L`, L`).
(5) If C denotes the cobordism from T`(m) to T`(m + 1) with a single
critical point of index 0, and the new circle is last,
F1(C) = idA⊗m ⊗ η ⊗ a` ∈ homF(A⊗m, A⊗m)⊗A⊗ (L`, L`).
(6) If C denotes the cobordism from T`(m + 1) to T`(m) with a single
critical point of index 2, and the circle capped off is last,
F1(C) = idA⊗m ⊗ ⊗ a` ∈ homF(A⊗m, A⊗m)⊗A∗ ⊗ (L`, L`).
(7) If C denotes the cobordism from T`(m) to T`(m + 1) with a single
critical point of index 1, obtained by performing a band move with
both ends of the band attached to the earringed component, with the
new circle listed last,
F1(C) = idA⊗m ⊗ η˙ ⊗ a` ∈ homF(A⊗m, A⊗m)⊗A⊗ (L`, L`).
(8) If C denotes the cobordism from T`(m + 1) to T`(m) with a single
critical point of index 1, obtained by performing a band move with
one end of the band attached to the earringed component, and the
other on the last circle,
F1(C) = idA⊗m ⊗ ˙⊗ a` ∈ homF(A⊗m, A⊗m)⊗A∗ ⊗ (L`, L`).
(9) If C denotes the cobordism from T`(m) to T`(m + 1) with a single
critical point of index 1, obtained by performing a band move with
both ends of the band attached to the unearringed component, and
the new circle listed last,
F1(C) = idA⊗m ⊗ (η˙ ⊗ a` + η ⊗ c`) ∈ homF(A⊗m, A⊗m)⊗A⊗ (L`, L`).
(10) If C denotes the cobordism from T`(m + 1) to T`(m) with a single
critical point of index 1, obtained by performing a band move with
one end of the band attached to the unearringed component, and the
other on the last circle,
F1(C) = idA⊗m ⊗ (˙⊗ a` + ⊗ c`) ∈ homF(A⊗m, A⊗m)⊗A∗ ⊗ (L`, L`).
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Figure 8.
(11) If C denotes the cobordism from T`(m + 1) to T`(m) with with a
single critical point of index 1, obtained by performing a band move
with the ends of the band attached to the last two circles,
F1(C) = idA⊗m−1⊗M⊗a` ∈ homF(A⊗m−1, A⊗m−1)⊗homF(A⊗2, A)⊗(L`, L`).
(12) If C denotes the cobordism from T`(m) to T`(m + 1) with a single
critical point of index 1, obtained by performing a band move with
both ends of the band attached to the last circle,
F1(C) = idA⊗m−1⊗S⊗a` ∈ homF(A⊗m−1, A⊗m−1)⊗homF(A,A⊗2)⊗(L`, L`).
(13) If C denotes the cobordism from T`(m) to T1−`(m) with with a single
critical point of index 1, obtained by performing a band move with
one end of the band attached to the earringed component, and the
other on the unearringed component,
F1(C) = idA⊗m ⊗ s ∈ homF(A⊗m, A⊗m)⊗ (L`, L1−`)
where s = p01 or q10, according to whether T` = T0 or T` = T1.
Proof. These are proved using the relations of Figure 7 and the additional
relation (6.1) that any cobordism with a dot on the earringed component is
equivalent to the zero morphism. Figure 8 gives the argument for (12). The
top line is the cobordism C (with m = 1 and ` = 0). The bottom line equals
˙⊗ η˙ ⊗ η ⊗ a0 + ˙⊗ η ⊗ η˙ ⊗ a0 + ˙⊗ η˙ ⊗ η˙ ⊗ a0 + 0 = S ⊗ a0
where we refer to Equation (7.7) for the last equality. Proofs for the others
cases are similar and are left to the reader. 
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7.1. The A∞-functors Gk. We finish this section by constructing strictly
unital A∞-functors Gk : L → Ch, k = 0, 1 using the curves W0,W1. Recall
that Ch is the dg-category of graded F chain complexes.
Suppose that W is an immersed curve in the pillowcase, transverse to L0
and L1, such that all interval components have endpoints mapping to the
corners of P .
Then W determines the A∞-module MW over L, with
MW (Li) = (W,Li), i = 0, 1,
and structure maps
µnL : (L`n−1 , L`n)⊗ · · · ⊗ (L`1 , L`2)⊗MW (L`1)→MW (L`n).
In particular MW (Li) = (W,Li), i = 0, 1 is equipped with the differential
µ1L : (W,Li)→ (W,Li). Hence(
(W,Li), µ
1
L
) ∈ Obj(Ch).
As outlined in Example 2.3, W determines the A∞-functor
GW : L → Ch
by
GW (L`) =
(
(W,L`), µ
1
L
)
, ` = 0, 1(7.8)
GnW : (L`n−1 , L`n)⊗ · · · ⊗ (L`0 , L`1)→ homCh((W,L`0), (W,L`1)).
GnW (xn, . . . , x1)(y) = µn+1L (xn, . . . , x1, y)
We mostly restrict our focus to the two cases W = W0 or W1, and will
write Gk, k = 0, 1, rather than GWk to streamline notation. In these cases,
the differentials µ1L : (Wk, L`) → (Wk, L`) are zero, and so the Gk(L`),
k = 0, 1, are chain complexes with trivial differential.
Moreover, Theorem 4.2 shows that Gnk = 0 for n > 2, k = 0, 1. But G1k and
G2k are non-zero. For example, the statement µ3(b0, p01, γ) = α of Theorem
4.2 is equivalent to G20(b0, p01)(γ) = α. Similarly, the formula µ2(c1, ρ) = σ
shows that G11(c1) is non-zero. That Gk is strictly unital also follows from
the calculations of Theorem 4.2.
8. Three twisted complexes associated to a tangle
We have introduced the category D, the A∞-category L and its additive
enlargement ΣL, two A∞-modulesMW0 ,MW1 over L, and the dg-categories
Ch and TwCh. We have also introduced strictly unital A∞-functors
F : D → ΣL, Gk : L → Ch, k = 0, 1.
As explained in Section 2, one can form the A∞-categories
TwD, TwL, TwCh.
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The A∞-functors F and Gk extend to strictly unital A∞-functors [32,
Section I.3m]
TwF : TwD → TwL, Tw Gk : TwL → TwCh.
8.1. Bigradings. We pause momentarily to clarify notation and terminol-
ogy we’ll use for bigrading on endomorphisms in ΣA for those objects whose
index set has Z-grading.
First, if V,W are Z-graded vector spaces, the usual Z-grading on homF(V,W )
is defined by
homrF(V,W ) =
⊕
k∈Z
homF(V
k,W k+r).
Next, given an A∞-category A with grading pA on morphisms, an object
A in ΣA has the form
(8.1) A =
⊕
i∈I
Vi ⊗Ai
where Ai are objects in A, the Vi = {V ki }k∈Z are graded vector spaces, and
I is some finite indexing set. Then
homΣA(A,A) =
⊕
i∈I
⊕
j∈I
homF(Vi, Vj)⊗ homA(Ai, Aj),
=
⊕
i∈I
⊕
j∈I
(⊕
r∈Z
homrF(Vi, Vj)
)
⊗ homA(Ai, Aj).
Suppose now that the indexing set I is equipped with a function
h : I → Z.
Then homΣA(A,A) can be bigraded by declaring the bigrading of φ ⊗ ψ ∈
homrF(Vi, Vj)⊗ homA(Ai, Aj) to be
(8.2) bg(φ⊗ ψ) = (r + pA(ψ), h(j)− h(i)).
By definition, if (A, δ) is an object in TwA, then δ ∈ homΣA(A,A) has
degree 1 with respect to the first component of this bigrading, but a priori
δ need not be homogenous with respect to the second component of this
bidegree.
In the special case when A = Ch, we can also define a bigrading on those
objects of Σ(Ch) (and hence also the objects of Tw(Ch)) whose indexing set
I is equipped with an h : I → Z. Namely, with A as in Equation (8.1), any
a ∈ A can be expressed as ⊕i∈I⊕r∈Z vri ⊗ ai ∈ A. Define the bidegree of
vri ⊗ ai ∈ Vi ⊗Ai to be
(8.3) bd(vri ⊗ ai) = (r + pA(ai), h(i)).
In this special case the bigrading (8.3) is compatible with the bigrading (8.2)
on morphisms.
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8.2. A twisted complex over D. Following Bar-Natan [8], we next asso-
ciate a twisted complex (D(T,o), d(T,o)) ∈ TwD to an non-planar 2-tangle T
with a fixed (generic) projection to the disk together with an orientation o
on all tangle components. Let n−(T,o) denote the number of negative cross-
ings, and n+(T,o) the number of positive crossings. We use n
± as shorthand
for n±(T,o) when (T, o) is understood.
Suppose the projection of T has n = n+ + n− crossings, and order the
crossings of T arbitrarily. Let I be the set of 2n sequences of zeros and ones,
and for each i ∈ I, let Pi be the planar 2-tangle obtained by smoothing the
crossings of T as determined by i.
Define the homological grading function
h : I → Z
by
(8.4) h(i) = −n− + (the number of ones in i).
Define a twisted complex over D as follows. First, define D(T,o) ∈ ΣD to
be
(8.5) D(T,o) =
⊕
i∈I
F{n− − n+ − 2h(i)} ⊗ Pi.
Equip homΣD(D(T,o), D(T,o)) with the bigrading described above.
Given i, j ∈ I, say j covers i if j is obtained from i by changing a single
zero to a one. Whenever j covers i, note that h(i) = h(j) − 1. Assume j
covers i and define Rji to be the (obvious) saddle cobordism from Pi to Pj .
The Euler characteristic of Rji is 1, and thus pD(Rji) = −2 + 1 = −1.
We define
dji := idF ⊗Rji ∈ homF(F{n− − n+ − 2h(i)},F{n− − n+ − 2h(j)})⊗ homD(Pi, Pj).
These grading shifts make an adjustment so that the bigrading of this dji is
bg(dji) = (1, 1).
Whenever j does not cover i, define dji = 0. Define
(8.6) dT :=
⊕
i,j∈I
dji ∈ homΣD(D(T,o), D(T,o)).
Filter (D(T,o), dT ) by taking the kth level Fk(D(T,o)) to be
Fk(D(T,o)) =
⊕
i∈I, h(i)≥k
F{n− − n+ − 2h(i)} ⊗ Pi.
Notice that dji is zero when h(i) ≥ h(j) so that dT is strictly lower triangular
with respect to this filtration.
Our bigrading convention is slightly different from the usual (q, h) bigrad-
ing on the Khovanov complex, which gives the differential bidegree (0, 1).
Our choice is made because Seidel’s definition of a twisted complex in [32]
requires the differential in a twisted complex to have degree 1, not 0. This
32 M. HEDDEN, C. HERALD, M. HOGANCAMP, AND P. KIRK
explains why the shift in Equation (8.5) is −2h(i), rather than −h(i). In
brief, our bigrading corresponds to (p + 2h, h) = (q + h, h). See Theorem
9.3.
Lemma 8.1. (D(T,o), dT ) is a twisted complex over D.
Proof. We noted above that dT is strictly lower triangular with respect to
the filtration Fk, as required in the definition of a twisted complex, and that
dT has degree 1 with respect to the first component of the bigrading.
To see that (D(T,o), dT ) is a twisted complex, it remains only to verify
that µ2ΣD(d, d) = 0, since µ
n
D = 0, n > 2. The (i, j) component of µ
2
ΣD(d, d)
is the sum of µ2ΣD(djk, dki) over all those k so that j covers k and k covers i.
Either this sum is empty, so that µ2ΣD(d, d)ij = 0, or else there are precisely
two choices of k, say k′ and k′′. In this latter case
µ2ΣD(d, d)ij = (idF ◦ idF)⊗ µ2D(Rik′ , Rk′j) + (idF ◦ idF)⊗ µ2D(Rik′′ , Rk′′j)
= idF ⊗ (Rik′ ◦Rk′j +Rik′′ ◦Rk′′j).
But the cobordisms Rik′ ◦ Rk′j and Rik′′ ◦ Rk′′j are isotopic, so this equals
zero as well. 
The complex (D(T,o), dT ) depends on the orientation only up to an overall
shift by the negative writhe n−−n+. We will sometimes streamline notation
and write (DT , dT ) rather than (D(T,o), dT ).
8.3. A twisted complex over L. Define the twisted complex (L(T,o), δT )
to be the image of (D(T,o), dT ) via the functor TwF : TwD → TwL
(8.7) (L(T,o), δT ) = TwF(D(T,o), dT ).
We pause to unwind this definition, to set some notation, and for the benefit
of the reader.
For each j ∈ I, the complete resolution Pj is a planar 2-tangle, hence Pj
is of type T`(m) for some ` ∈ {0, 1} and non-negative integer m. We use
this to define two functions,
` : I → {0, 1},m : I → {0, 1, 2, . . . }
by
Pj = T`j (mj).
Thus `(i) determines how the four boundary points are connected in the
complete resolution Pi and m(i) counts the number of circle components of
Pi.
Then L(T,o) ∈ ΣL equals
L(T,o) =
⊕
i∈I
F{n− − n+ − 2h(i)} ⊗ F(Pi)
=
⊕
i∈I
A⊗mi{n− − n+ − 2h(i)} ⊗ L`i .
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Since Fn = 0 for n ≥ 2, δT = F1(dT ) ([32, Section I.3m]). Hence, writing
δji = F1(dji),
δT =
⊕
j,i∈I
δji.
Since each dji is a band move, that is, an elementary cobordism corre-
sponding to an index 1 critical point, the formulas for δji = F1(dji) are
given in Cases (8), (9), (10), (11), (12), and (13) of Proposition 7.2.
In summary, we associate to a projection of a 2-tangle T , the following
object in TwL.
(8.8) (L(T,o), δT ) =
⊕
i∈I
A⊗mi{n− − n+ − 2h(i)} ⊗ L`i ,
⊕
i,j∈I
δji
 .
This complex depends on the orientation of T only up to an overall shift
in the Z-grading by n−−n+, the negative writhe of the tangle. If we wished
to neglect orientations, therefore, we could associate to an unoriented tangle
a well-defined relatively Z-graded twisted complex of Z-graded Lagrangians
by removing the n− − n+ in the formula above.
We will sometimes streamline notation and write (LT , δT ) rather than
(L(T,o), δT ).
8.4. A twisted complex over Ch. Finally, for k = 0, 1 we apply the func-
tor Tw Gk to (L[T,0], δT ) to obtain a twisted complex over the dg-category
Ch of chain complexes:
(8.9) (K[(T,o),k], ∂T ) = Tw Gk(L(T,o), δT ) = Tw Gk ◦ TwF(D(T,o), dT ).
In the remainder of this section, we unravel this definition. Since Gk(Li) =
(Wk, Li), from Equations (8.8) and (8.9) one sees that
(8.10) K[(T,o),k] =
⊕
i∈I
A⊗mi{n− − n+ − 2h(i)} ⊗ (Wk, L`i) ∈ Obj(Ch)
The vector space K[(T,o),k] is bigraded by Equation (8.3), using the grading
function h of Equation (8.4).
A priori, the fact that G2k is non-zero (see the paragraph following Equa-
tion (7.8)) allows for the possibility that ∂T is not simply equal to G1k(δT ).
However, the (challenging) calculations of Theorem 4.2 permit us to con-
clude that ∂T is in fact equal to G1k(δT ).
Theorem 8.2. For k = 0, 1, the differential ∂T is
∂T = G1k(δT ) =
⊕
i,j∈I
G1k(δji).
In particular, ∂T has well-defined bidegree bg(∂T ) = (1, 1), and hence the
cohomology H∗(K[(T,o),k], ∂T ) inherits a bigrading.
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Proof. The formula for ∂T = Tw(Gk)(δT ) can be found in [32, Section I.3m].
Since Gnk = 0 for n > 2 (see Section 7.1), the result is
∂T = G1k(δT ) + G2k(δT , δT ).
We claim that G2k(δT , δT ) = 0. To begin with,
δT =
⊕
i,j∈I
δji =
⊕
i,j∈I
F1(dji)
where dij = idF ⊗ Rij , with Rij a band move, if j covers i, and dij is zero
otherwise. There are six cases to consider, according to which components in
the tangle the band meets. The formulas for δji = F1(dji) are given in Cases
(8), (9), (10), (11), (12), and (13) of Proposition 7.2. Applying G2k to any pair
of these involves evaluating µ3(x, y, z) where x, y ∈ {a0, a1, c0, c1, p01, q10}
and z ∈ {α, β, γ, τ, ρ, σ}, and a glance at the eight non-zero µ3 in Theorem
4.2 shows that such a µ3(x, y, z) is always zero.
Hence ∂T = G1k(δT ). The claims about the bidegree and the bigrading
follow immediately. 
9. Main results
9.1. Homotopy equivalence. In this section we apply Bar-Natan’s homo-
topy invariance theorem [8] to show that the homotopy types of the twisted
complexes (D(T,o), dT ), (L(T,o), δT ), (K[(T,o),0], ∂T ), and (K[(T,o),1], ∂T ) depend
only on the isotopy class of the oriented 2-tangle (T, o).
Let A be a strictly unital A∞-category, so that TwA is also a strictly
unital A∞-category. Suppose that (X, δ), (X ′, δ′) are two twisted complexes
over A. Call a morphism f ∈ homTwA((X, δ), (X ′, δ′)) a homotopy equiva-
lence provided there exists a morphism g ∈ homTwA((X ′, δ′), (X, δ)), as well
as morphismsH ∈ homTwA((X, δ), (X, δ)) andK ∈ homTwA((X ′, δ′), (X ′, δ′))
satisfying
(1) µ1TwA(f) = 0, µ
1
TwA(g) = 0.
(2) µ2TwA(g, f) + e(X,δ) = µ
1
TwA(H), µ
2
TwA(f, g) + e(X′,δ′) = µ
1
TwA(K).
We omit the routine verification of the following lemma.
Lemma 9.1. Homotopy equivalence is an equivalence relation. Moreover,
if F : A → B is a strictly unital A∞-functor, the induced strictly unital A∞-
functor TwF : TwA → TwB takes homotopy equivalences to homotopy
equivalences. 
Bar-Natan’s invariance theorem [8, Theorem 1] says that the homotopy
class of (D(T,o), dT ) depends only on the isotopy class of the tangle (T, o).
Corollary 9.2. The homotopy classes of the twisted complexes (L(T,o), δT ),
(K[(T,o),0], ∂T ), and (K[(T,o),1], ∂T ) are invariants of the isotopy class of the
oriented 2-tangle (T, o). 
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9.2. Closures of a tangle. A 2-tangle T can be closed to produce a knot
or link by adding two arcs outside D2 × I which connect the four boundary
points in pairs. There are two planar choices up to isotopy. Explicitly:
(1) Let [T, 0] denote the 0-closure of T , that is, the link projection ob-
tained by joining the points 1, i by the arc eiθ, θ ∈ [0, pi2 ] and the
points −1,−i by the arc eiθ, θ ∈ [pi, 3pi2 ].
(2) Let [T, 1] denote the 1-closure of T , that is, the link projection ob-
tained by joining the points −i, 1 by the arc eiθ, θ ∈ [−pi2 , 0] and the
points i,−1 by the arc eiθ, θ ∈ [pi2 , pi].
For example, referring to Figure 6, [T0, 0] and [T1, 1] are unknots, and [T0, 1]
and [T1, 1] are two component unlinks.
Given an oriented 2-tangle (T, o), the orientation is always compatible
with at least one of these closures, but not necessarily both. When an
orientation o on T extends to an orientation on the closure [T, k], we denote
the latter orientation by oˆ.
9.3. Identification of K[(T,o),k] with the reduced Khovanov complex.
We next establish that, if the orientation o on T extends to an orienta-
tion oˆ on [T, k], the twisted complex (K[(T,o),k], ∂T ) is isomorphic to the re-
duced Khovanov complex of the projection of ([T, k], oˆ), which we denote by
C Khred(([T, k], oˆ)). Recall ([15]) that C Khred(([T, k], oˆ)) is equipped with
a Z⊕ Z bigrading.
Theorem 9.3. Assume (T, o) is a tangle with orientation o which extends
to an orientation oˆ on the closure [T, k]. Assume that λ is a line field in the
isotopy class specified by Equation (5.2) and L0, L1,W0, and W1 have been
Z-graded so that the conclusion of Proposition 5.2 holds.
Then there is a bigraded chain isomorphism between the bigraded chain
complex (K[(T,o),k], ∂T ) and the reduced Khovanov complex C Kh
red([T, k], oˆ)
of the closure link projection [T, k], with the bigrading (q + h, h). Hence
Hr,s(K[(T,o),k], ∂T ) ∼= Khred([T, k], oˆ)r−s,s
where Khred([T, k], oˆ) denotes the reduced Khovanov cohomology of the clo-
sure [T, k] of the tangle T .
Proof. For simplicity, we will assume k = 0; the proof for k = 1 is similar.
Throughout this proof, (T, o) is fixed, so we use the streamlined notation
C Kh = C Kh([T, 0], oˆ), K = K[(T,o),0].
The diagram for the closure of [T, o] has the same crossings as T , in
particular n±([T, o]) = n±(T ). Recall that for i ∈ I, mi denotes the number
of circles in the complete resolution T`i(mi) of T corresponding to i ∈ I. Let
m′i denote the number of circles in the complete resolution of the closure
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[T, o], and, for convenience, define i = m
′
i −mi − 1. Then
(9.1) m′i = mi + 1 + i =
{
mi + 2 if T`i = T0
mi + 1 if T`i = T1.
With A = F[x]/(x2 = 0), pA : A→ Z, and R = 〈x〉 ⊂ A as in Section 6.4,
the Khovanov complex has chain groups
C Kh =
⊕
i∈I
A⊗m
′
i{n− − n+ − h(i)}
with the (q, h) bigrading given as
C Khq,h =
⊕
i∈I,h(i)=h
{z ∈ A⊗m′i | pA(z) + h(i) + n+ − n− = q}.
The reduced Khovanov chain groups are defined as the kernel of multi-
plication by x in the tensor factor of A⊗m′i corresponding to the earringed
component, which, for convenience we assume is placed last in the tensor
product. Thus
(9.2) C Khred =
⊕
i∈I
(A⊗(m
′
i−1) ⊗R){n− − n+ − h(i)}
with the induced bigrading.
Using (9.1) and the fact that (V ⊗W ){s} = V {s}⊗W for graded vector
spaces, we can rewrite (9.2) as
(9.3) C Khred =
⊕
i∈I
A⊗mi{n− − n+ − h(i)} ⊗ (A⊗i ⊗R)
(where A⊗1 = A and A⊗0 = F).
We compare this to K. Repeating Equation (8.10)
(9.4) K =
⊕
i∈I
A⊗mi{n− − n+ − 2h(i)} ⊗ (W0, L`i).
The grading shifts in (9.3) and (9.4) differ by −h(i).
Now
(9.5) Ai ⊗R =
{
〈x〉 if i = 0
〈1⊗ x, x⊗ x〉 if i = 1
and
(9.6) (W0, L`i) =
{
〈γ〉 if i = 0
〈α, β〉 if i = 1
Proposition 5.2 asserts that with the chosen line field λ and gradings of
Li,Wk,
pL(γ) = −1 = pA(x), pL(α) = 0 = pA(1⊗x), and pL(β) = −2 = pA(x⊗x).
Thus there are graded isomorphisms
Φi : (W0, L`i)→ Ai ⊗R, Φ0(γ) = x, Φ1(α) = 1⊗ x, Φ1(β) = x⊗ x
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inducing an isomorphism of the chain groups
(9.7) Φ : K → C Khred
with Φ(Kr,s) = (C Khred)r−s,s.
Proposition 7.2 and Theorem 8.2 imply that the differentials match. In-
deed, for merges and splits to circles internal to the tangle T , this follows
from parts (11) and (12) of Proposition 7.2. More interesting are merges or
splits corresponding to saddle cobordisms which involve one of the arcs of
the tangle, which correspond to parts (7), (8), (9), (10), and (13).
We describe in detail the case corresponding to (10); the others are similar
(and easier). This case corresponds to the cobordism C : T`i(mi)→ T`j (mj)
obtained by splitting off a circle from the unearringed tangle component.
Then, reindexing if needed, j is obtained from i by replacing the penultimate
entry in i, which is 0, by 1. In particular, `j = `i ∈ {0, 1}, and mj = mi + 1.
to streamline notation write ` = `j = `i and m = mi so that mj = m+ 1.
The morphism
δji ∈ homΣL(F(T`(m)),F(T`(m+ 1))) = homΣL(A⊗m ⊗ L`, A⊗(m+1) ⊗ L`)
= hom(A⊗m, A⊗m ⊗A)⊗ homL(L`, L`)
is given by
δji = idA⊗m ⊗ (η˙ ⊗ a` + η ⊗ c`) = (idA⊗m ⊗ η˙)⊗ a` + (idA⊗m ⊗ η)⊗ c`.
Applying G0 (and suppressing the A⊗m factors corresponding to the circles
in for clarity) one gets, if ` = 0, the diagram
(W0, L0) A⊗R
A⊗ (W0, L0) A⊗ (A⊗R)
-Φ0
?
G10(δji)=µ2(η˙⊗a0+η⊗c0,−)
?
S⊗idR
-
idA⊗Φ0
which is readily seen to commute, using Theorem 4.2 and Equation (6.5).
Similarly, if ` = 1 one obtains
(W0, L1) R
A⊗ (W0, L1) A⊗R
-Φ1
?
G10(δji)=µ2(η˙⊗a1+η⊗c1,−)
?
S
-
idA⊗Φ1
The right vertical maps are those that Khovanov assigns to the correspond-
ing split in the reduced Khovanov complex. Cases (7), (8), (9), and (13) are
checked similarly.
Since the components Gk0 are zero for k > 1 by Theorem 8.2, there are
no longer differentials in (K, ∂T ), (nor in the reduced Khovanov complex),
and so it follows that Φ is a chain isomorphism. This completes the proof
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for the k = 0 case; a similar argument handles the k = 1 case to finish the
proof of Theorem 9.3. 
Theorem 9.3 and the basic fact [15] that the Jones polynomial is the
bigraded Euler characteristic of the Khovanov complex have the consequence
that one can recover the Jones polynomial of the closures [(T, o), k] from the
twisted complex (L(T,o), δT ) ∈ TwL.
Appendix A. Theorems 4.1 and 4.2
In this appendix we indicate how to prove Theorems 4.1 and 4.2.
First, the µk for k = 1, 2, 3 can be calculated by straightforward pencil-
and-paper work. For example, the following figures identify certain µk. The
remaining ones are found by patient examination. In these pictures the
pillowcase is stereographically projected to the plane, with the corner point
(0, pi) sent to ∞.
Figure 9. µ1(a0) = 2d0 = 0
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µ2(a0, a0) = a0
µ2(a0, p01) = p01
µ2(a1, a1) = a1
µ2(a1, p10) = p10
µ2(q01, a1) = q01
µ2(c0, b0) = d0
µ2(b1, c1) = d1
Figure 10.
µ3(q01, q10, α) = α
µ3(c0, b0, β) = β
µ3(b0, p01, γ) = α
Figure 11.
We next outline the argument that the only immersed convex polygons in
the pillowcase giving rise to non-trivial µ maps are those listed in Theorem
4.1.
If µn(x1, . . . , xn) is non-zero, then there exists an orientation preserving
immersed convex n+1-gon in the pillowcase whose edges, cyclically ordered,
lie on successive pushoffs of the Li. In particular restricting the immersion to
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f(A)
f(B)
Figure 12.
a sub-disk with smooth boundary of the polygon yields a smoothly immersed
disk. The problem of determining whether a smoothly immersed curve in
R2 is the boundary of a smooth orientation preserving immersion of the disk
is an unwieldy problem in general. One constraint is that the Gauss map
on the boundary circle have degree 1. There are algorithms [9] to determine
whether a given curve is the boundary of an immersed disk, but such are
not suited to our problem, since the problem of listing of all the curves that
might be the boundary of an immersed polygon is itself complicated.
A useful technique in determining whether a curve can be the boundary
of an immersed disk is to focus on monogons, as we explain in the following
definition and proposition.
Definition A.1. Let f : D2 → S2 be an orientation preserving immersion
such that the restriction of f to the boundary circle is in general position.
A monogon is an closed arc A ⊂ S1 = ∂D2 so that the restriction of f
to A embeds the interior of A and maps the endpoints of A to the same
(transverse double) point in S2.
The double point of a monogon has a well-defined self-intersection number
in {±1} (obtained by comparing the two derivatives of f |S1 at the transverse
double point to the orientation of S2). Call the monogon A ⊂ D2 f−→ S2
positive or negative according to whether this self-intersection number is
positive and negative.
The monogon separates S2 into two discs, one which has a convex (i.e.,
pi
2 ) corner and one which has a concave (i.e.,
3pi
2 ) corner
Figure 12 illustrates an immersion of a disk in R2 = S2 \ {∞} with two
monogons, a negative monogon f(A) and a positive monogon f(B). The
disk bounded by f(A) (and f(B)) with convex corners in this example is
the disc which does not contain ∞.
Note that f(B) lies in the interior of the unique disk bounded by f(A).
The following proposition shown this always happens.
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C
Uf−→
A
x
y
f(x)
f(y)
f−1(C)
D′
Figure 13.
Proposition A.2. Suppose that f : D2 → S2 is an orientation-preserving
immersion whose boundary is in general position. Suppose that A ⊂ ∂D2 f−→
S2 is a negative monogon. Let U ⊂ S2 denote the disk bounded by f(A) with
convex corner.
Then there exists another monogon B ⊂ ∂D2 \ A f−→ S2 with f(B) ⊂
Int(U).
Sketch of proof. Suppose that no such B exists. Then the preimage of U
by f |∂D2 is a union of arcs in ∂D2, each of which is embedded in U . By
a regular homotopy of f : D2 → S2 one can slide all embedded arcs off U .
Thus we may arrange, after a regular homotopy, that f(∂D2) ∩ Int(U) is
empty.
Let C ⊂ S2 be a smooth circle which forms the boundary of an  neigh-
borhood of (the closed disk) U , with  small and C transverse to f(∂D2).
Since f is an immersion, f is transverse to C. Since f(∂D2) ∩ Int(U) is
empty, f−1(C) consists of precisely one arc (and perhaps several circles)
with boundary points x, y ∈ ∂D2, such that the clockwise interval in ∂D2
from x to y contains A in its exterior. The situation is illustrated in Figure
13.
The arc component of f−1(C) cuts D2 into two subdisks. Let D′ ⊂
D2 denote the subdisk containing A. The restriction of f to D′ is (after
smoothing the corners near x and y) an immersion of a disk whose Gauss
map along the boundary has degree greater than or equal to 2, since the
immersion f must wrap the arc component of f−1(C) monotonically and
clockwise around C. But this is impossible, since the Gauss map of the
boundary of any immersed disk must have degree ±1. 
Proposition A.2 is used to greatly reduce the number of cases to be con-
sidered in the hunt for immersed polygons in the pillowcase. We illustrate
one example, which highlights why µn = 0 for n > 3.
Suppose that C → S is a general position immersion of a 1-manifold C
in a surface S. Suppose an isotopy H : S × I → S is given, whose flow
lines are transverse to to both branches of the immersion near a transverse
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C
C ′
C ′′
C ′′′
C ′′′′
C C ′
Figure 14.
double point. Then near this double point, the first four push-offs of the
curve, C ′ = H(C, ), C ′′ = H(C, 2), C ′′ = H(C, 3), C ′′′ = H(C, 4), form a
grid, as illustrated in Figure 14.
The ten points in this grid indicate potential corners for any immersed
convex 5-gon contributing to
µn : (C ′, C)× (C ′′, C ′)× (C ′′′, C ′′)× (C ′′′′, C ′′′)→ (C ′′′′, C).
Following the image of the counterclockwise boundary of an immersed 5-gon
whose boundary enters a neighborhood of this grid, one sees that
(1) Corner points can map to one of the indicated 10 points,
(2) If three or more consecutive corner points and the arcs between
them are mapped into this neighborhood, then the conclusion of
Proposition A.2 is violated.
Hence at most 2 corners and the arcs between them are mapped into this
grid.
Another useful observation in organizing the enumeration of polygons is
to focus on a neighborhood of the the point d0 of Figure 4. A illustration
of a neighborhood of this point is given in Figure 15. It is straightforward
to check that any immersed convex polygon representing some component
µn which intersects this neighborhood must intersect it in one of exactly
four ways, two of which are illustrated in Figure 15. In particular this shows
that any polygon representing a non-zero µn which enters this neighborhood
must have output point d0, that is, must contribute to a calculation of the
type µn(x1, . . . , xn) = d0 + . . . .
A patient reader, armed with these observations, can complete the proof
of Theorems 4.1 and 4.2.
Appendix B. Traceless character varieties of planar tangles
In this appendix, we explain how traceless character varieties provide a
relationship between 2-tangles and the Fukaya category of the pillowcase.
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CC ′C(n)C(n−1)
Figure 15.
In [14], the traceless SU(2) character variety R(Y, L) is defined for a codi-
mension 2 pair, and a variant R\(Y, T ) is defined when Y is 3-dimensional
and an earring (determining a non-trivial SO(3) bundle) has been placed
on a component of T . Holonomy perturbations pi = {(Ci, fi(x)}ki=1 are in-
troduced to make these varieties regular. Here Ci are disjoint solid tori
embedded in Y \ T and fi(x) are odd 2pi-periodic functions. The holonomy
perturbed versions of these spaces (we refer to [14, Section 7] for their defi-
nition) are denoted by Rpi(Y, T ) and R
\
pi(Y, T ) respectively.
When L is a collection of k points in the 2-sphere, we abbreviate R(S2, L)
as R(S2, k). In [18, 17] it is established that R(S2, 2n) is a compact symplec-
tic variety of dimension 4n − 6 with 22n − 2 singular points, each of which
which admits a cone neighborhood. Let R(S2, 2n)∗ ⊂ R(S2, 2n) be the
complement of the (finite) singular set, a smooth symplectic (non-compact)
manifold with 22n−2 cylindrical ends.
The pillowcase P can be identified with the traceless SU(2) character
variety of the 4-punctured 2-sphere R(S2, 4) (see Equation (B.3) and [14,
Proposition 3.1]). It can be shown that the symplectic form on the top stra-
tum P ∗, descended from the Atiyah-Bott-Goldman form on the flat moduli
space of a genus 2-surface via symplectic reduction as in [18], equals dx∧dy
up to a multiplicative constant.
The results of [18] show that if Y is a 3-manifold satisfying ∂Y = S2 and
T has 2n boundary components, there exist small perturbations pi so that
R\pi(Y, T ) is a smooth compact manifold of dimension 2n − 3, with the re-
striction map R\pi(Y, T )→ R(S2, 2n) a Lagrangian immersion with image in
R(S2, 2n)∗. Also, there exist small perturbations pi so that Rpi(Y, T ) is com-
pact, has smooth stratum of dimension 2n−3, and has with finitely many sin-
gular points whose neighborhoods are cones on CPn−2. The restriction map
Rpi(Y, T )→ R(S2, 2n) is a Lagrangian immersion which takes singular points
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to singular points and preserves the cone structure, so that removing the sin-
gular points yields a proper Lagrangian immersion Rpi(Y, T )
∗ → R(S2, 2n)∗
with a well defined limit point in the link at infinity. In other words, R\pi(Y, T )
represents an object in the Fukaya category of R(S2, 2n)∗, and Rpi(Y, T )∗
represents an object in the wrapped Fukaya category of R(S2, 2n)∗.
Every planar 2-tangle is isotopic inD2×I to T`(n) for some ` = 0, 1, n ≥ 0.
Theorem B.3 implies that the traceless character variety constructions R\
and R, with appropriate perturbation pi, assign, to T`(n), Lagrangians with
multiplicity in the pillowcase P ∗:
T`(n) 7→ R\pi(D2 × I, T`(n)) = {±1}n × L`(B.1)
T`(n) 7→ Rpi(D2 × I, T`(n)) = {±1}n ×W`.
Adding a small unknotted circle S to a tangle T in a 3-manifold Y replaces
the fundamental group of Y \ T by its free product with the meridian of S.
Thus on the level of traceless character varieties this replaces R(Y, T )∗ by
S2 × R(Y, T )∗, where S2 corresponds to the 2-sphere of traceless elements
of SU(2). Since ∂(Y, T ∪S) = ∂(Y, T ), for dimension reasons the restriction
R(Y, T ∪ S) → R(∂Y, ∂T ) can never be a Lagrangian immersion. This
reasoning applies verbatim to Rpi(Y, T ) and R
\
pi(Y, T ).
The following lemma and corollary explain how to choose one more per-
turbation curve to obtain a new perturbation pi′ = pi ∪ (C, f) so that
Rpi′(Y, T
′) = S0 × Rpi(Y, T ) and R\pi′(Y, T ′) = S0 × R\pi(Y, T ). In Morse
theory terminology, Morse-Bott critical 2-spheres are perturbed into pairs
of Morse critical points. Moreover this process fixes the restriction to the
boundary.
Lemma B.1. Let (Y, T ) = (D3, I) be a trivial 1-tangle in the ball. Let
S ⊂ Y \ T be a small unknotted circle missing T . Let C ⊂ Y \ T ∪ S be the
boundary of a disk in Y which intersects S and T transversely in one point
each. Let 0 < || < pi2 and denote the perturbation data {(C,  sinx)} by pi′.
Then Rpi(Y, T ∪ S) consists of precisely two points.
If µT and µS denote meridians for the T and S, respectively, then these
two conjugacy classes are distinguished by the property that one of them
sends µT and µS to the same matrix and the other sends µT and µS to a
matrix and its negative.
Proof. Identify SU(2) with the unit quaternions, so that traceless matrices
correspond to purely imaginary unit quaternions. Also recall that that the
inverse of a purely imaginary quaternion equals its negative, and that the
purely imaginary quaternions form a conjugacy class in the unit quaternions.
Figure 16 illustrates the arc T , the circle S, the perturbation curve C, and
their meridians µT , µS and c. The fundamental group pi1(Y \ (T ∪ S ∪ C))
has the presentation
〈µT , µS , c | [c, µS ], [c, µTµ−1S ]〉.
PILLOWCASE AND KHOVANOV COHOMOLOGY 45
µT
µS
c
C
S
T
Figure 16.
It is simpler but equivalent to write this
〈µT , µS , c | [c, µT ] = [c, µS ] = 1〉.
The longitude λC of C is represented by µTµ
−1
S .
The space Rpi′(Y, T ∪ S) consists of conjugacy classes of SU(2) represen-
tations ρ of pi1(Y \ (T ∪ S ∪C)) which send µT and µS to purely imaginary
unit quaternions and which satisfy the perturbation condition:
ρ(λC) = e
αQ for some purely imaginary quaternion Q implies ρ(c) = e sin(α)Q.
If [ρ] ∈ Rpi′(Y, T ∪ S), fix a representative and write ρ(λC) = eαQ with
α ∈ [0, pi] and Q a purely imaginary unit quaternion. This determines Q
and α uniquely unless sinα = 0. Then
ρ(µS) = ρ(λC)
−1ρ(µT ) = e−αQρ(µT ).
Suppose that sinα 6= 0. Then [c, µS ] = 1 implies ρ(c)ρ(µS) = ρ(µS)ρ(c),
and hence
e sinαQρ(µT ) = ρ(µT )e
 sinαQ.
Since ρ(µT ) is a purely imaginary quaternion, and  sinα 6= 0, this implies
that Q = ±ρ(µT ). Then ρ(µS) = ±e−αQQ = ±e(−α+
pi
2 )Q. But since ρ(µS)
is a purely imaginary quaternion, this implies cos(α+ pi2 ) = 0, contradicting
sinα 6= 0.
Hence sinα = 0 and thus ρ(µS) = ±ρ(µT ), and ρ(c) = 1. This shows
that there are at most two conjugacy classes in Rpi′(Y, T ∪ S). But, the two
assignments
µS , µT 7→ i, c 7→ 1, and µS 7→ i, µT 7→ −i, c 7→ 1
define non-conjugate representations satisfying the perturbation condition,
hence there are precisely two conjugacy classes, completing the proof. 
Corollary B.2. Let (Y, T ) be a tangle in a 3-manifold, and pi perturbation
data. Let D ⊂ Y be a 3-ball meeting R in a single unknotted arc, and let T ′
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be obtained from T by adding a small unknotted circle in D as in Figure 16.
Then, with pi′ = (C,  sinx) 0 < || < pi2 ,
Rpi∪pi′(Y, T ′) = Rpi(Y, T )× {±1}
and the restriction Rpi∪pi′(Y, T ′) → R(∂Y, ∂T ) coincides with the restric-
tion Rpi(Y, T ) → R(∂Y, ∂T ) on each of the two copies. The projection
Rpi∪pi′(Y, T ′)→ {±1} is given by [ρ] 7→ ρ(µTµS).
In [14], the space R(S2, 4) is identified with the pillowcase P . Explicitly,
giving pi1(S
2 \ {pa, pb, pc, pd}) the presentation
(B.2) 〈a, b, c, d | ba = cd〉
with a, b, d, a the four meridians around the punctures, the pair (eiγ , eiθ)
corresponds to the traceless representation
(B.3) a 7→ i, b 7→ eγki, c 7→ eθki.
Since d = c−1ba, d is mapped to e(γ−θ)ki. Thus R(S2, 4) is homeomorphic
to a 2-sphere, with four orbifold points of order 2, corresponding to the
four conjugacy classes of abelian representations sending a, b, c to i,±i,±i
respectively.
Consider the three tangles T×, T0, and T1 illustrated in Figure 6. The
traceless character varieties R(D3, T0) and R
\
pi(D3, T0) are identified explic-
itly in [14].
Proposition 6.1 of [14] shows that the space R(D3, T0) is homeomorphic
to the interval [0, pi] and the restriction to the boundary properly embeds it
in the pillowcase via the map
(B.4) [0, pi]→ R(S2, 4), t 7→ (a 7→ i, b 7→ etki, c 7→ etki, d 7→ i).
Theorem 7.1 of [14] shows that there exists a 1-parameter family of holo-
nomy perturbations along a single curve, piδ, defined for small δ > 0 so that
R\piδ(D
3, T0) is a smooth circle immersing to the pillowcase with one double
point via the map
(B.5)
R/2piZ→ R(S2, 4), t 7→ (a 7→ i, b 7→ epi2 +t+δ sin ti, c 7→ epi2 +t−δ sin ti, d 7→ e−2δ sin ti).
Let Ti(n) denote any tangle in the 3-ball obtained by adding an n com-
ponent unlink in a small ball to Ti, where i ∈ {×, 0, 1}, as in Figure 6.
Theorem B.3. There exists a holonomy perturbation pi = {(Ci,  sinx)}ni=1
so that
Rpi(D
3, Ti(n)) = [0, pi]× {±1}n.
The perturbation pi can be enlarged by one perturbation curve, pi′ = pi ∪
{(C, δ sinx)} so that
R\pi′(D
3, Ti(n)) = (R/2piZ)× {±1}n.
The restrictions to the boundary are the same on each path component
and are given by the following formulas (with d determined by d = c−1ba)
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Rpi(D
3, Ti(n))→ R(S2, 4) :(B.6)
(t, σ) 7→

a 7→ i, b 7→ etki, c 7→ etki if i = 0,
a 7→ i, b 7→ −e−tki, c 7→ i if i = ×.
a 7→ i, b 7→ −i, c 7→ −e−tki if i = 1,
R\pi′(D
3, Ti(n))→ R(S2, 4) :(B.7)
(t, σ) 7→

a 7→ i, b 7→ epi2 +t+δ sin ti, c 7→ epi2 +t−δ sin ti if i = 0,
a 7→ i, b 7→ −e(−pi2−t+δ sin t)ki, c 7→ e2δ sin tki if i = ×,
a 7→ i, b 7→ −e−2δ sin tki, c 7→ −e(−pi2−t−δ sin t)ki if i = 1.
where σ ∈ {±}n and δ is the parameter for the holonomy perturbation pi′.
Proof. From Corollary B.2 it suffices to establish the formulas when n = 0.
The pairs (D3, T0), (D
3, T1) and (D
3, T×) are homeomorphic. There is a
homeomorphism h : D3 → D3 order 3 satisfying h(T0) = T1, h(T1) = T×,
and h(T×) = T0.
Since h(D3, T×) = (D3, T0), h induces, by precomposition, a homeomor-
phism h∗ : R(D3, T0)→ R(D3, T×). It follows that the image of the restric-
tion map R(D3, T×)→ R(S2) is the same as the image of the composite
R(D3, T0)→ R(S2, 4) (h|∂)
∗
−−−−→ R(S2, 4).
Similarly, h2 induces, by composition, a homeomorphism (h2)∗ : R(D3, T0)→
R(D3, T1). Hence the image of the restriction map R(D
3, T1) → R(S2) is
the same as the image of the composite
R(D3, T0)→ R(S2, 4) (h
2|∂)∗−−−−→ R(S2, 4).
Taking care with base points one can arrange that the induced action
of the restriction of h to the boundary 4-punctured 2-sphere acts on the
presentation (B.2) by
h(a) = c−1, h(b) = a, h(c) = b−1, h(d) = cdc−1.
The induced action of h on the representation ρ of Equation (B.3) is given
by
h∗(ρ) : a 7→ ρ(c−1) = (eθki)−1 = e(θ+pi)ki, b 7→ i, c 7→ e(γ+pi)ki, d 7→ e(γ+θ)ki.
This is conjugate, by e−(
θ+pi
2
)k, to
(B.8) a 7→ i, b 7→ e−(θ+pi)ki, c 7→ e(γ−θ)ki, d 7→ eγki.
More succinctly, (h|∂)∗ transforms the pillowcase coordinates (γ, θ) to (−θ−
pi, γ − θ). Hence (h2|∂)∗ transforms (γ, θ) to (θ − γ − pi,−γ − pi).
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Equation (B.4) shows that in these coordinates, the restrictionR(D3, T0)→
R(S2, 4) is given by [0, pi] 3 t 7→ (t, t). This is taken to (−t− pi, 0) by (h|∂)∗
and to (−pi,−t− pi) by (h2|∂)∗. The formulas of Equation (B.6) follow.
Similarly, Equation (B.5) shows that in these coordinates, the restriction
R\pi′(D
3, T0) → R(S2, 4) is given by R/(2piZ) 3 t 7→ (pi2 + t + δ sin t, pi2 +
t − δ sin t). This is taken to (−pi2 − t + δ sin t − pi, 2δ sin t) by (h|∂)∗ and to
(−2δ sin t − pi,−pi2 − t − δ sin t − pi) by (h2|∂)∗. The formulas of Equation
(B.7) follow. 
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