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RE´SUME´. Cet article e´tudie les capacite´s qualitatives, qui sont des fonctions d’ensemble mono-
tones croissantes a` valeurs sur un ensemble totalement ordonne´ muni d’une fonction de ren-
versement de l’ordre. En nous inspirant du roˆle joue´ par les probabilite´s pour les capacite´s
quantitatives, nous cherchons a` savoir si les capacite´s qualitatives peuvent eˆtre conside´re´es
comme des ensembles de mesures de possibilite´. Plus pre´cise´ment nous montrons que toute ca-
pacite´ qualitative est caracte´rise´e par une classe de mesures de possibilite´. De plus, les bornes
infe´rieures de cette classe sont suffisantes pour reconstruire la capacite´ et leur nombre ca-
racte´rise sa complexite´. Nous pre´sentons aussi un axiome ge´ne´ralisant la maxitivite´ des me-
sures de possibilite´ qui revient a` pre´ciser le nombre de mesures de possibilite´ ne´cessaires a` la
reconstruction de la capacite´. Cet axiome nous permet aussi d’e´tablir un lien entre capacite´
qualitative et logique modale non re´gulie`re. Enfin nous donnons quelques re´sultats pour ca-
racte´riser la quantite´ d’information contenue dans une capacite´.
ABSTRACT. This paper investigates the structure of qualitative capacities, which are monoto-
nic increasing set functions ranging on a finite totally ordered scale equipped with an order-
reversing map. More specifically, we study whether these qualitative set-functions can be viewed
as classes of more particular set functions, namely possibility measures, paralleling the situa-
tion of quantitative capacities with respect to imprecise probability theory. We show that any
capacity is characterized by a non empty class of possibility measures having the structure of
an upper semi-lattice. The lower bounds of this class are enough to reconstruct the capacity,
and their number is characteristic of its complexity. We introduce a sequence of axioms gene-
ralizing the maxitivity property of possibility measures, and related to the number of possibility
measures needed for this reconstruction. In the Boolean case, capacities are closely related to
non regular multi-source modal logics and their neighborhood semantics can be described. Fi-
nally we study how to characterize the quantity of information contained in a capacity.
MOTS-CLE´S : capacite´, mesure de possibilite´, logique modale.
KEYWORDS: capacity, possibility measure, modal logic.
1. Introduction
Une mesure floue (Sugeno, 1977) (ou capacite´ (Choquet, 1953 ; Denneberg, 1994))
qualitative est une fonction d’ensemble monotone a` valeurs dans un ensemble totale-
ment ordonne´. On suppose donc que seuls le minimum et le maximum sont utilisables,
meˆme si on conside`re un intervalle re´el. Dans ce contexte, il est impossible d’e´tablir
un lien avec les probabilite´s. Par conse´quent un certain nombre de notions pertinentes
et utiles dans un cadre quantitatif sont perdues. Par exemple, il est impossible d’utiliser
la transforme´e de Mo¨bius (Shafer, 1976), la capacite´ conjugue´e, ou la supermodularite´
(Denneberg, 1994), ...
Cependant il apparaıˆt que beaucoup de notions quantitatives ont une contrepar-
tie dans le cadre qualitatif en remplac¸ant les mesures de probabilite´s par les mesures
de possibilite´. La notion de capacite´ conjugue´e peut eˆtre re´cupe´re´e si on utilise une
e´chelle munie d’une fonction qui renverse l’ordre. De plus, une contrepartie qualitative
de la transforme´e de Mo¨bius a e´te´ introduite par Mesiar et Grabisch (Mesiar, 1997 ;
Grabisch, 1997), puis e´tudie´e dans (Grabisch, 2004). La transforme´e qualitative de
Mo¨bius peut eˆtre vue comme la contrepartie possibiliste d’une fonction de masse pro-
babiliste. Ainsi dans le cadre qualitatif, une capacite´ est de´finie par une contrepartie de
la de´finition des fonctions de croyance. De plus, le processus de ge´ne´ration de fonc-
tions de croyance pre´sente´ dans (Dempster, 1967) a de´ja` e´te´ applique´ aux mesures de
possibilite´ (Dubois, Prade, 1984 ; 1985) pour ge´ne´rer des possibilite´s et ne´cessite´s
infe´rieures et supe´rieures. Il a e´te´ de´montre´ que les possibilite´s supe´rieures et les
ne´cessite´s infe´rieures sont encore respectivement des possibilite´s et des ne´cessite´s.
Mais ce n’est pas le cas des ne´cessite´s supe´rieures et des possibilite´s infe´rieures.
L’analogie formelle entre fonctions de croyance et capacite´s qualitatives via la
transforme´e de Mo¨bius qualitative peut cependant induire en erreur au niveau in-
terpre´tatif. Cette situation me`ne a` des questions naturelles comme : une capacite´ qua-
litative peut-elle eˆtre exprime´e en termes de famille de mesures de possibilite´ et, si
oui, est ce que la transforme´e de Mo¨bius peut coder cette famille. Des travaux re´cents
(Dubois, 2011 ; Prade, Rico, 2011) ont commence´ a` aborder cette question, en prenant
pour point de de´part un travail pionnier (Banon, 1995). Plus re´cemment dans le cadre
qualitatif fini, des sous-ensembles spe´ciaux de mesures de possibilite´ jouent un roˆle
semblable aux ensembles convexes de mesures de probabilite´ dans le cadre quantita-
tif (Dubois et al., 2015). On comprend alors que toute capacite´ peut eˆtre de´finie en
termes d’un ensemble fini de mesures de possibilite´, comme une possibilite´ infe´rieure
ou une ne´cessite´ supe´rieure. Ce re´sultat n’est pas surprenant car il a e´te´ de´montre´ que
les mesures de possibilite´ peuvent eˆtre raffine´es par des mesures de probabilite´ en
utilisant un raffinement lexicographique de l’axiome principal des mesures de possi-
bilite´, et que les capacite´s sur un ensemble fini peuvent eˆtre raffine´es par des fonctions
de croyance (Dubois, Fargier, 2009a ; 2009b). Ce re´sultat permet de ge´ne´raliser les
axiomes de maxitivite´ et minitivite´ de la the´orie des possibilite´s. On de´finit alors des
familles de capacite´s qualitatives de complexite´ croissante. Ces re´sultats vont per-
mettre de conside´rer les capacite´s qualitatives comme des modalite´s de ne´cessite´ dans
le cadre d’une logique modale non re´gulie`re, e´tendant ainsi aux capacite´s les liens
connus (Banerjee, Dubois, 2009) entre la the´orie des possibilite´s et la logique modale.
Ces re´sultats vont aussi permettre de de´terminer le pouvoir informatif d’une capacite´
en diffe´renciant sa part pessimiste et sa part optimiste.
Cet article, qui re´unit et de´veloppe la matie`re de (Dubois et al., 2013 ; 2014),
est structure´ de la manie`re suivante : la section 2 rappelle les de´finitions utiles. La
section 3 explique pourquoi les capacite´s peuvent eˆtre vues comme des possibilite´s
impre´cises. Dans la section 4 on pre´sente un algorithme pour de´composer une capacite´
en un nombre minimal de distributions de possibilite´. La section 5 s’inte´resse a` la
ge´ne´ralisation des axiomes de maxitivite´ et minitivite´ dans un contexte qualitatif. La
section 6 propose un lien avec la logique modale, et dans la section 7 on s’inte´resse
a` l’information contenue dans une capacite´ qualitative afin de pouvoir comparer de
telles capacite´s.
2. Capacite´s qualitatives et transforme´e de Mo¨bius qualitative
Soit S un ensemble fini. Soit L un ensemble fini totalement ordonne´ L = {λ0 =
0 < λ1 < · · · < λl = 1}muni d’une fonction ν qui renverse l’ordre. Plus pre´cise´ment
ν : L→ L est de´croissante et ve´rifie ν(1) = 0, ν(0) = 1, 1 et 0 e´tant respectivement
l’e´le´ment maximum et minimum de L. La fonction ν ve´rifie donc ν(λi) = λl−i.
DE´FINITION 1. — Une capacite´ est une fonction d’ensemble γ : 2S → L, croissante
pour l’inclusion, et telle que γ(∅) = 0; γ(S) = 1.
Dans cet article, on parlera de capacite´s qualitatives, ou q-capacite´s, pour rappeler
qu’on utilise uniquement une structure ordonne´e, meˆme si L est l’intervalle re´el [0, 1].
En the´orie de la de´cision dans l’incertain, la valeur γ(A) est interpre´te´e comme un
degre´ de confiance dans la situation repre´sente´e par un ensemble A d’e´tats possibles.
Dans le cadre de l’agre´gation multicrite`res, γ(A) est interpre´te´e comme l’importance
du groupe de crite`res A (Grabisch et al., 2000).
Dans la the´orie des possibilite´s, l’information disponible est repre´sente´e par une
distribution de possibilite´ π : S → L (Zadeh, 1978 ; Dubois, Prade, 1985; 2e e´dit.1987 ;
1998). La valeur π(s) est la possibilite´ que s soit l’e´tat actuel du monde. L’information
pre´cise correspond au cas ou` ∃s∗, π(s∗) = 1, et ∀s 6= s∗, π(s) = 0, tandis que l’igno-
rance comple`te est repre´sente´e par la distribution π? telle que ∀s ∈ S, π?(s) = 1.
DE´FINITION 2. — La mesure de possibilite´ associe´e a` une distribution π est la capa-
cite´ Π(A) = maxs∈A π(s).
Une mesure de possibilite´ est une capacite´ γ satisfaisant l’axiome de maxitivite´:
γ(A ∪B) = max(γ(A), γ(B)) ∀A,B ⊆ S.
Une distribution de possibilite´ π est dite plus spe´cifique qu’une autre distribution
ρ si ∀s ∈ S, π(s) ≤ ρ(s) (π fournit une information plus pre´cise que ρ). γc est
la capacite´ conjugue´e de γ, de´finie par γc(A) = ν(γ(Ac)), ∀A ⊆ S, ou` Ac est le
comple´mentaire de A. La conjugue´e d’une mesure de possibilite´ s’appelle une mesure
de ne´cessite´ : N(A) = ν(maxs6∈A π(s)) = mins6∈AN(S \ {s}).
Une mesure de ne´cessite´ est une capacite´ γ satisfaisant l’axiome de minitivite´ :
γ(A ∩B) = min(γ(A), γ(B)) ∀A,B ⊆ S.
Dans un cadre qualitatif, les distributions de possibilite´s semblent, en remplac¸ant
la somme par le maximum, jouer le meˆme roˆle que celui des distributions de proba-
bilite´ dans le cadre quantitatif. Or dans un contexte fini, on sait que la distribution
de probabilite´ se ge´ne´ralise par la transforme´e de Mo¨bius d’une capacite´. Rappelons
brie`vement ce qu’est la transforme´e de Mo¨bius qualitative (Grabisch, 1997 ; Mesiar,
1997) ce qui nous permettra de pre´senter l’analogie entre les fonctions de croyance et
les capacite´s qualitatives.
DE´FINITION 3. — La transforme´e infe´rieure de Mo¨bius d’une q-capacite´ γ est une
fonction γ# : 2
S → L de´finie par γ#(E) = γ(E) si γ(E) > maxB(E γ(B) et 0
sinon.
Comme γ est monotone, la condition γ(E) > maxB(E γ(B) peut eˆtre remplace´e
par γ(E) > maxx∈E γ(E \ {x}). On note F
γ = {E, γ#(E) > 0} la famille des
e´le´ments (ou ensembles) focaux de γ. On peut facilement ve´rifier que γ#(∅) = 0,
maxA⊆S γ#(A) = 1 et que si A ⊂ B, et γ#(B) > 0, alors γ#(A) < γ#(B).
EXEMPLE 4. — La transforme´e qualitative de Mo¨bius d’une mesure de possibilite´ est
sa distribution de possibilite´. Ses ensembles focaux ne sont que des singletons. 
EXEMPLE 5. — Les ensembles focaux associe´s a` une mesure de ne´cessite´ N
forment une collection d’ensembles emboite´s E1 ⊂ · · · ⊂ Ek tels que
N(A) = maxEi⊆AN#(Ei). Si N est base´e sur la distribution π, alors N(A) =
mins6∈A ν(π(s)) et F
N = {Ei = {s : π(s) ≥ λi} : λi ∈ L\{0}} avec
N#(Ei) = ν(λi−1). Les ensembles Ei sont des coupes de π. Les ensembles fo-
caux d’une ne´cessite´ N sont donc les coupes de la distribution de possibilite´ de sa
conjugue´e. 
EXEMPLE 6. — On conside`re S = {s1, s2, s3} et L = {0, α, 1 − α, 1} avec α 6= 0
et α ≤ 1 − α (sur [0, 1], 0 < α < 12 ). Soit la capacite´ γ de´finie par γ({s1}) =
γ({s1, s3}) = α, γ({s1, s2}) = 1− α, γ({s2, s3}) = γ({s1, s2, s3}) = 1 et γ(A) =
0 sinon. Alors Fγ = {{s1}, {s1, s2}, {s2, s3}}, avec γ#({s1}) = α, γ#({s1, s2}) =
1− α et γ#({s2, s3}) = 1. 
La transforme´e de Mo¨bius apparaıˆt comme la ge´ne´ralisation de la notion de dis-
tribution de possibilite´ sur l’ensemble des parties de S. De plus, γ# contient l’infor-





Cette e´quation fait apparaıˆtre la similarite´ entre les capacite´s qualitatives et les fonc-
tions de croyance (Shafer, 1976). Une fonction de croyance est une fonction d’en-
semble 2S → [0, 1] de´finie par Bel(A) =
∑
E⊆Am(E), ∀A ⊆ S ou` la fonction
de masse m est une affectation probabiliste, soit une distribution de probabilite´ sur
2S\{∅}. γ# apparaıˆt comme la contrepartie qualitative de la fonction de masse pro-
babiliste. Par analogie γ# peut eˆtre nomme´e affectation ou fonction de masse possibi-
liste. Malgre´ cette similarite´, il existe une diffe´rence entre les fonctions de croyance et
les capacite´s qualitatives. Par exemple, dans le cadre qualitatif il n’y a pas e´quivalence
entre se donner une affectation possibiliste et se donner une capacite´. Effectivement a`
une q-capacite´ on peut associer plusieurs affectations possibilistes dont la plus petite
sera la transforme´e de Mo¨bius de la q-capacite´, alors qu’il existe une bijection entre
fonctions de croyance et affectations probabilistes.
3. Les capacite´s vues comme des possibilite´s impre´cises
Certaines capacite´s quantitatives g peuvent eˆtre repre´sente´es par un ensemble con-
vexe de probabilite´s : P(g) = {P, P (A) ≥ g(A), ∀A ⊆ S}. Une condition suffi-
sante pour que P(g) soit non vide est la super-modularite´. Par exemple, une capacite´
convexe g (c.-a`-d., telle que g(A ∪ B) ≥ g(A) + g(B) − g(A ∩ B)), ou une fonc-
tion de croyance sont repre´sentables par P(g). On retrouve les probabilite´s infe´rieures
cohe´rentes au sens de (Walley, 1991), car on peut montrer que dans ces deux exemples,
g(A) = minP∈P(g) P (A).
Si l’e´chelle d’e´valuation utilise´e n’est pas e´quipe´e de l’addition et du produit, la
construction faite dans le cadre quantitatif est impossible. Une question naturelle est
alors : dans le cadre qualitatif est-il possible d’avoir une construction similaire en
remplac¸ant les mesures de probabilite´ par des mesures de possibilite´ ?
Conside´rons l’ensemble R(γ) = {π : Π(A) ≥ γ(A), ∀A ⊆ S} des distributions
de possibilite´ dont la mesure de possibilite´ associe´e Π domine la q-capacite´ γ. Cet
ensemble n’est jamais vide car il contient toujours Π?, la possibilite´ vide base´e sur la
distribution π?. Cette distribution est l’e´le´ment maximal de tout R(γ) qui par contre
a plusieurs e´le´ments minimaux. L’ensemble des e´le´ments minimaux de R(γ) est note´
R∗(γ).
Rappelons brie`vement comment toute q-capacite´ γ peut eˆtre reconstruite a` partir
des mesures de possibilite´ induites par les permutations. Soit σ une permutation des
n = |S| e´le´ments de S. Le ie`me e´le´ment de la permutation est note´ sσ(i) et S
i
σ =
{sσ(i), . . . , sσ(n)}. On de´finit alors la distribution de possibilite´ π
γ
σ par :
∀i = 1, . . . , n, πγσ(sσ(i)) = γ(S
i
σ).
Pour toute permutation σ la mesure de possibilite´ Πγσ associe´e a` π
γ
σ appartient a`
R(γ) et ∀A ⊆ S, γ(A) = minσ Π
γ
σ(A) (Banon, 1995). De plus, nous avons R(γ) =
{π, ∃σ, π ≥ πγσ} (Dubois et al., 2015). Mais toutes les n! distributions de possibilite´
πγσ ne sont pas des e´le´ments minimaux de R(γ). Par exemple, si γ = Π, l’e´le´ment
minimum de R(Π) est unique et c’est π.
Re´ciproquement, pour tout ensemble de distributions de possibilite´ T , γ(A) =
minπ∈T Π(A) est une capacite´ et T ⊆ R(γ). Si T contient des distributions de
possibilite´ non comparables, T est l’ensemble des e´le´ments minimaux de R(γ). Par
ailleurs, γ(A) = maxπ∈T Π(A) est une mesure de possibilite´ dont la distribution est
πmax(s) = maxπ∈T π(s) (Dubois, Prade, 1990).
R∗(γ) est un ensemble fini de distributions de possibilite´ dont aucune n’est plus
spe´cifique que les autres, c.-a`-d., si π, ρ appartiennent a` R∗(γ) il existe s1 6= s2 tels
que π(s1) > ρ(s2) et ρ(s1) < π(s2). Toute capacite´ peut donc eˆtre vue comme une




Ce re´sultat est similaire a` celui des capacite´s convexes qui sont vues comme des
probabilite´s infe´rieures (Walley, 1991). La complexite´ de γ est mesure´e par le nombre
d’e´le´ments dans R∗(γ).
De manie`re duale en passant par la conjugue´e, les capacite´s peuvent aussi eˆtre
de´crites comme des ne´cessite´s supe´rieures. A partir de γ on peut de´finir deux en-
sembles de mesures de possibilite´ : R(γ) et R(γc). Les possibilite´s qui dominent
γc sont les conjugue´es des mesures de ne´cessite´ domine´es par γ. L’ensemble {π :
N(A) ≤ γ(A), ∀A ⊆ S} des distributions de possibilite´s dont les mesures de ne´cessite´
associe´es sont domine´es par γ est donc R∗(γ
c) puisque γ(A) ≤ Π si et seulement si





c) est l’ensemble des distributions de possibilite´s associe´es aux mesures
de ne´cessite´ maximales domine´es par γ. Une des deux repre´sentations (R∗(γ) ou
R∗(γ
c)) peut eˆtre plus simple que l’autre. Par exemple, si γ est une mesure de ne´cessite´
induite par la distribution π, alors R∗(γ
c) = {π} tandis que R∗(γ) contient plusieurs
distributions dont π. Comme Π(A) ≥ N(A) = Πc(A), il semble plus naturel d’ap-
procher N par en dessous et Π par au dessus. Plus ge´ne´ralement si γ est telle que
γ(A) ≥ γc(A), ∀A ⊆ S, alors R∗(γ) est plus naturel que R∗(γ
c).
4. Construction d’une de´composition minimale
Cette partie s’inte´resse a` la de´termination de l’ensemble minimal de n mesures de
possibilite´ qu’il est suffisant d’avoir pour de´finir une q-capacite´ γ: γ = minni=1Πi.
La transforme´e de Mo¨bius qualitative joue un roˆle important dans la recherche de cet
ensemble. Pour plus de de´tails voir (Dubois et al., 2015).
Nous avons besoin de conside´rer une fonction de se´lection sel : Fγ → S qui
attribue a` chaque ensemble focal A un e´le´ment s = sel(A) ∈ A. L’ensemble des
fonctions de se´lection sur Fγ est note´ Σ(Fγ). Pour une q-capacite´ donne´e γ et une
fonction de se´lection sel de Σ(Fγ) on de´finit la distribution de possibilite´ πγsel en
supposant max ∅ = 0 :
πγsel(s) = max
E:sel(E)=s
γ#(E), ∀s ∈ S.
Quelques remarques :
– Si γ = Π, alors il existe une seule fonction de se´lection car les ensembles focaux
sont des singletons et dans ce cas πΠsel = π.
– Pour toute fonction de se´lection sel associe´e a` γ, Πγsel(A) ≥ γ(A), ∀A ⊆ S.
– Toutes les distributions πγsel ne sont pas de la forme π
γ
σ avec σ une permutation.
Un contre-exemple : Soient S = {s1, s2, s3}, γ#({s1, s3}) = 1, γ#({s2, s3}) = λ <
1. On conside`re sel({s1, s3}) = s3 et sel({s2, s3}) = s2, alors π
γ
sel(s3) = 1 >
πγsel(s2) = λ > π
γ
sel(s1) = 0.
En utilisant la permutation correspondante nous avons πγσ(s3) = 1 mais π
γ
σ(s2) =
γ({s1, s2}) = 0.
Mais si on choisit la fonction de se´lection sel′ telle que sel′({s1, s3}) =
sel′({s2, s3}) = s3, π
γ
sel′ correspond a` π
γ
σ .
L’ensemble {πγsel : sel ∈ Σ(F
γ) permet de reconstruire γ (Dubois, 2011 ; Dubois
et al., 2015):
∀A ⊆ S, γ(A) = min
sel∈Σ(Fγ)
Πγsel(A).
L’ensemble des e´le´ments minimaux de R(γ) est inclus dans {πγsel : sel ∈ Σ(F
γ))},
mais toutes les fonctions de se´lection ne sont pas inte´ressantes car on peut avoir des
distributions redondantes.
EXEMPLE 7. — Conside´rons une q-capacite´ γ avec deux ensembles focaux ayant une
intersection commune I . Soit E l’ensemble focal tel que γ#(E) = 1 et F l’ensemble
focal tel que γ#(F ) < 1.
On peut de´finir une possibilite´ de la manie`re suivante: πγsel(s
∗) = 1 pour un certain
s∗ ∈ I ⊆ E et πγsel(s) = γ#(F ) pour un s ∈ F \ I .
Mais on peut de´finir une distribution plus spe´cifique dominant γ: πγsel(s
∗) = 1 pour
s∗ ∈ I et 0 sinon. 
La de´finition suivante vient donc naturellement.
DE´FINITION 8. — Une fonction de se´lection sel est dite utile pour une q-capacite´ γ
si c’est un e´le´ment minimal de {πγsel : sel ∈ Σ(F
γ)}.
L’algorithme MSUP permet de calculer des fonctions de se´lection sel et les distribu-
tions de possibilite´ associe´es πγsel. Si Σ∗(F
γ) est l’ensemble des fonctions de se´lection
ge´ne´re´es par l’application re´pe´te´e de l’algorithme MSUP, et MSUP (γ) l’ensemble
des distributions de possibilite´s correspondantes, on a (Dubois et al., 2015) :
MSUP (γ) = R∗(γ).
Bien que toute fonction de se´lection πsel ne soit pas associe´e a` une permutation
σ telle que πsel = πσ , cette proprie´te´ est vraie pour les fonctions de se´lection utiles.
Cela vient du fait que les e´le´ments sont ordonne´s dans l’ordre de´croissant de γ#(Ej).
Si on de´finit σ a` partir de la suite des e´le´ments sj obtenue par une application de
l’algorithme qui donne sel, il est clair que πsel(sσ(i)) ≤ πsel(sσ(j)), ∀i > j. Alors
πσ(i) = γ(S
σ
i ) = Πsel(S
σ
i ) = πsel(i). De plus, si deux distributions de possibilite´
sont ge´ne´re´es par l’algorithme, elles correspondent a` des permutations diffe´rentes car
a` chaque fois les e´le´ments recevant un poids positif sont diffe´rents.
Algorithme MSUP : Ge´ne´ration de possibilite´s supe´rieures spe´cifiques
maximales
Input : n ensembles focaux Ek k = 1, ..., n range´s dans l’ordre de´croissant de
γ#(Ek) c.-a`-d., γ#(E1) ≥ · · · ≥ γ#(En)
F ← {E1, · · · , En}
pour tout s ∈ S soit π(s) = 0
repeat
E ← le premier e´le´ment de F
De´finissons sel(E) = s pour un s ∈ E
Soit π(s) = γ#(E)
On supprime E de F
T ← {G ∈ F tel que s ∈ G}
repeat
G← le premier e´le´ment de T
De´finissons sel(G) = s
supprimons G de T
supprimons G de F .
until T = ∅;
until F = ∅;
Result : Une distribution de possibilite´ πγsel.
EXEMPLE 9. — Soit S = {s1, s2, s3, s4}. On prend L = [0, 1] mais on conside`re L
seulement comme un ensemble ordonne´. Soit une q-capacite´ γ dont les focaux sont :
Fγ = {{s1, s2}, {s1, s3}, {s2, s3}, {s2, s4}} avec
γ#({s1, s2}) = 1 > γ#({s1, s3}) = .8 > γ#({s2, s3}) = .4 > γ#({s2, s4}) = .2.
Montrons toutes les applications possibles de l’algorithme MSUP qui commence
avec F = Fγ . Dans ce qui suit, si on a choisi s ∈ E ∈ F , T contient tous les focaux
de F autres que E tels que s ∈ E. Dans ce cas, on se´lectionne l’e´le´ment s dans tous
les focaux de T , ce qui permet d’enlever ces focaux ainsi que E de F et de passer a`
la se´lection suivante. Dans la suite on donne le focal E de plus grand poids, l’e´le´ment
se´lectionne´, son degre´ de possibilite´, l’ensemble des focaux a` supprimer de F et le F
re´ultant apre`s suppression.
1. E = {s1, s2}, sel({s1, s2}) = s1, π(s1) = γ#({s1, s2}) = 1, T =
{{s1, s3}}, et F = {{s2, s3}, {s2, s4}}.
a) E = {s2, s3}, sel({s2, s3}) = s2, π(s2) = γ#({s2, s3}) = .4, T =
{{s2, s4}}, et F = ∅.
La distribution trouve´e est π1 de´finie par π1(s1) = 1, π
1(s2) = .4, π
1(s3) =
π1(s4) = 0 et la permutation associe´e est (1, 2, 3, 4).
b) E = {s2, s3}, sel({s2, s3}) = s3, π(s3) = γ#({s2, s3}) = .4, T = ∅ et
F = {{s2, s4}}.
(b1) E = {s2, s4}, sel({s2, s4}) = s2, π(s2) = γ#({s2, s4}) = .2,F = ∅.
La distribution trouve´e est π2 de´finie par π2(s1) = 1, π
2(s2) = .2, π
2(s3) =
.4, π2(s4) = 0. La permutation associe´e est (1, 3, 2, 4).
(b2) E = {s2, s4}, sel({s2, s4}) = s4, π(s4) = γ#({s2, s4}) = .2,F = ∅.
La distribution trouve´e est π3 de´finie par π3(s1) = 1, π
3(s2) = 0, π
3(s3) =
.4, π3(s4) = .2. La permutation associe´e est (1, 3, 4, 2).
2. E = {s1, s2}, sel({s1, s2}) = s2, π(s2) = γ#({s1, s2}) = 1, T =
{{s2, s3}, {s2, s4}} et F = {{s1, s3}}.
a) E = {s1, s3}, sel({s1, s3}) = s1, π(s1) = γ#({s1, s3}) = .8, F = ∅.
La distribution trouve´e est π4 de´finie par π4(s1) = .8, π
4(s2) = 1, π
4(s3) =
π4(s4) = 0. La permutation associe´e est (2, 1, 3, 4).
b) E = {s1, s3}, sel({s1, s3}) = s3, π(s3) = γ#({s1, s3}) = .8,F = ∅.
La distribution trouve´e est π5 de´finie par π5(s1) = 0, π
5(s2) = 1, π
5(s3) =
.8, π5(s4) = 0. La permutation σ
5 associe´e est (2, 3, 4, 1).
Pour tout ensemble A, on ve´rifie γ(A) = min5i=1Π
i(A). 
5. Ge´ne´ralisation des axiomes de maxitivite´ et minitivite´
D’apre`s les de´compositions que nous venons de pre´senter, la complexite´ d’une q-
capacite´ γ est mesure´e par la cardinalite´ de R∗(γ) ou de R∗(γ
c). Cette cardinalite´ est
e´quivalente a` des proprie´te´s qui sont une ge´ne´ralisation des axiomes de maxitivite´ et
minitivite´ que nous allons pre´senter.
Nous commenc¸ons par l’axiome de n-adjonction.
AXIOME 10. — n-adjonction
∀Ai, i = 1, . . . , n+ 1, min
n+1
i=1 γ(Ai) ≤ max1≤i<j≤n+1 γ(Ai ∩Aj).
Lorsque n = 1, la 1-adjonction s’e´crit : min(γ(A), γ(B)) ≤ γ(A ∩ B). Comme
γ est monotone croissante, les capacite´s 1-adjonctives sont les mesures de ne´cessite´.
La correspondance suivante a e´te´ de´montre´e (Dubois et al., 2015) :
PROPOSITION 11. — γ est une capacite´ n-adjonctive si et seulement si il existe n
mesures de ne´cessite´ telles que ∀A, γ(A) = maxnj=1Nj(A).
PREUVE 12. — ⇐ Supposons que ∀A, γ(A) = maxnj=1Nj(A), on a alors






i=1 Nji(Ai) avec Nji(Ai) ≥
Nk(Ai), ∀k 6= ji, k variant de 1 a` n et i de 1 a` n + 1. Au moins deux indices ji
pour i variant de 1 a` n + 1 sont e´gaux car j ne prend que n valeurs distinctes. Sans









On a donc γ(A1 ∩ A2) = max
n
i=1Ni(A1 ∩ A2) = max
n
i=1min(Ni(A1), Ni(A2)).
De plus, N1(A1) ≥ Nk(A1) et N1(A2) ≥ Nk(A2) pour tout k de 2 a` n, donc
min(N1(A1), N1(A2)) ≥ min(Nk(A1), Nk(A2)) pour k de 2 a` n. Nous avons donc
γ(A1 ∩A2) = min(N1(A1), N1(A2)) = min(γ(A1), γ(A2)) ≥ min
n+1
i=1 γ(Ai).
⇒ supposons que de manie`re non triviale γ(A) = maxn+1i=1 Ni(A). Alors on peut
trouver une famille de n + 1 ensembles distincts Ai tels que γ(Ai) = Ni(Ai), i =







En effet choisissons les n+1 ensembles distincts Ai avec γ(Ai) = Ni(Ai) et γ(A) =
0, ∀A ⊂ Ai, i = 1, . . . , n + 1. Ce sont les plus petits e´le´ments de la famille : {D :
γ(D) > 0} qui sont forme´s par l’union d’exactement n+1 filtres 1 (ce sont les noyaux
de la distribution de possibilite´ induisant Ni, i = 1, n+ 1). Il est alors e´vident que les
Ai ne sont pas inclus les uns dans les autres, donc on a ∀i < j,Ai ∩ Aj ⊂ Ai
et Ai ∩ Aj ⊂ Aj (inclusion stricte) alors γ(Ai ∩ Aj) = 0 par construction; donc,
max1≤i<j≤n+1 γ(Ai ∩Aj) = 0. 
Les mesures de ne´cessite´ peuvent eˆtre remplace´es par les mesures de possibilite´
et on peut affaiblir la maxitivite´. Plus pre´cise´ment on aura un axiome dual et une
proprie´te´ similaire :
AXIOME 13. — n-max-dominance
∀Ai, i = 1, . . . n+ 1, max
n+1
i=1 γ(Ai) ≥ min1≤i<j≤n+1 γ(Ai ∪Aj).
PROPOSITION 14. — γ est une q-capacite´ ve´rifiant la n- max-dominance si et seule-
ment si il existe n mesures de possibilite´ telles que γ(A) = minni=1Πi(A).
Quelques remarques :
– Le concept de n-adjonction semble jouer dans le cadre qualitatif un roˆle simi-
laire a` celui de la n-super-modularite´ dans le cadre quantitatif.
– Une q-capacite´ n-adjonctive a exactement n chaıˆnes d’ensembles focaux em-
boite´s.
– Une q-capacite´ γ satisfait l’axiome de n-adjonction si et seulement si sa
conjugue´e γc satisfait l’axiome de n-max-dominance.
Il est possible d’e´tablir un lien entre la n-adjonction et la n maxitivite´ au sens de
Grabisch-Mesiar (Mesiar, 1997 ; Grabisch, 1997).
DE´FINITION 15. — γ est k-maxitive si et seulement si
– γ#(A) = 0 si |A| > k
– ∃A tel que γ#(A) 6= 0 avec |A| = k.
La k-maxitivite´ est une autre fac¸on de re´duire la complexite´ d’une capacite´. Regar-
dons le lien existant entre toutes ces notions. Pour pre´senter les re´sultats nous avons
besoin de la notion de famille duale et de regarder le lien entre les ensembles focaux
d’une q-capacite´ et de sa conjugue´e.
1. Pour une alge`bre boole´enne 2S , un filtre est une famille F d’ensembles tels que pour tout A,B ∈ F on
a A ∩B ∈ F et si A ∈ F , A ⊆ B alors B ∈ F .
DE´FINITION 16. — Soit F = {E1, . . . Ek} un ensemble d’ensembles. La famille
duale de F , D(F), est de´finie par D(F) = min⊆{{s1, . . . , sk}, si ∈ Ei, i =
1, . . . , k}, ou` min⊆ choisit les plus petits sous-ensembles pour l’inclusion.
Cette notion de dualite´ est connue en the´orie des graphes. En voyant F comme un
hypergraphe, D(F) est l’hypergraphe transversal de F (Berge, 1987). Un e´le´ment de
D(F) est appele´ “hitting set” par Reiter (Reiter, 1987).
DE´FINITION 17. — Une capacite´ boole´enne est une capacite´ a` valeurs dans {0, 1}.
PROPOSITION 18. — Pour une capacite´ boole´enne β, l’ensemble des ensembles fo-
caux de βc est Fβ
c
= D(F(β)).
PREUVE 19. — Nous avons Fγ
c
= min⊆{A, γ
c(A) = 1}. Or γc(A) = 1 ssi A
contient un ensemble de la forme {s1, . . . sk}, si ∈ Ei, i = 1 . . . , k. En effet, γ
c(A) =
1 ⇐⇒ γ(Ac) = 0 ⇐⇒ ∀E ∈ Fγ , E 6⊆ Ac donc γc(A) = 1 ⇐⇒ ∀E ∈
Fγ , E ∩A 6= ∅. On peut donc e´crire γc(A) = 1 ⇐⇒ ∀E ∈ Fγ , ∃sE ∈ E ∩A ⇐⇒
∃F = {sE : E ∈ F
γ}, F ⊆ A, ou` pour chaque ensemble focal E de γ, sE est choisi
dans E. 
EXEMPLE 20. — Une mesure de ne´cessite´ boole´enne posse`de un unique ensemble
focalE. Les ensembles focaux de sa conjugue´e Π(A) = 1−N(Ac) sont les singletons
{s} tels que s ∈ E. 
EXEMPLE 21. — Soit F(β) = {E1, E2} avec E1 = {s0, s1, s3}, E2 = {s0, s2, s4},
alors les ensembles focaux de la conjugue´e sont les plus petits e´le´ments de la famille
{{s0}} ∪ {{s0, si}, i = 1, . . . , 4} ∪ {{s1, s2}, {s1, s4}, {s3, s2}, {s3, s4}},
c’est a` dire Fβ
c
= {{s0}, {s1, s2}, {s1, s4}, {s3, s2}, {s3, s4}}. 
On peut ve´rifier que D(D(F(β))) = F(β).
EXEMPLE 22. — On reprend l’exemple pre´ce´dent mais en conside´rant βc. Fβ
c
=
{{s} : s ∈ E1 ∩ E2} ∪ {{s
′, s′′} : s′ ∈ E1 \ E2, s
′′ ∈ E2 \ E1}. Reconstruisons les
ensembles focaux de β. Pour construire les ensembles focaux duaux, chaque ensemble
focal doit contenir E1 ∩ E2(= {s0}). Supposons alors que nous choisissons s1 ∈
E1 \ E2 = {s1, s2}. Ce choix e´limine les ensembles focaux {s1, s}, s ∈ E2 \ E1
c’est a` dire, {s1, s4}. Cela nous empeˆche de choisir l’e´le´ment suivant dans E2 \ E1.
Donc les prochains e´le´ments appartiennent a` E1, ici s3. En fait les ensembles focaux
{s, s2}, s 6= s1 peuvent eˆtre prive´s de s2 car il y a l’ensemble focal {s1, s2} qui
interdit s2. Donc ce proce´de´ reconstruit l’ensemble focal E1. On peut construire E2
de manie`re similaire. Un autre choix engendrerait des ensembles contenant E1 ou E2.

Les re´sultats ci-dessus montrent un lien entre la k-adjonction et la k-maxitivite´
dans le cas boole´en. Plus pre´cise´ment une capacite´ boole´enne est k-adjonctive si et
seulement si sa conjugue´e est k-maxitive.
EXEMPLE 23. — Soient S = {s1, s2, s3} et N1, N2 deux mesures de ne´cessite´s
associe´es aux distributions π1 et π2 avec π1(s1) = 1, π1(s2) = 1, π1(s3) = 0
et π2(s1) = 0, π2(s2) = 1, π2(s3) = 1. Les ensembles focaux sont {s1, s2} et
{s3, s2}. Soit β la capacite´ 2-adjonctive de´finie par β(A) = max(N1(A), N2(A)).
Alors Fβ
c
= {{s2}, {s1, s3}} et β
c est 2-maxitive. 
Dans le cas ge´ne´ral, pour trouver les ensembles focaux de γc on peut utiliser les
coupes de γ. γλ, la coupe λ de γ, est une capacite´ boole´enne de´finie par γλ(A) = 1 si
et seulement si γ(A) ≥ λ. On a γcλi(A) = 1 si et seulement si ∀E ∈ F
γλℓ−i+1 ), E ∩
A 6= ∅. Donc E est un ensemble focal de γcλi si et seulement si c’est un e´le´ment mi-
nimal de {E = {sF : γ#(F ) > λℓ−i}} = {E = {sF : F ∈ F
γλℓ−i+1 )}}. On a donc
Fγ
c
λi ) = D(Fγλℓ−i+1 )) et γc#(E) = maxλ:E∈Fγcλ) λ.
EXEMPLE 24. — On conside`re γ une q-capacite´ dont les focaux sont γ#({s1}) =
0.3, γ#({s1, s2}) = 0.7 et γ#({s2, s3}) = 1. Calculons les ensembles focaux de sa
conjugue´e.
– γc#(E) = λ3 = 1, si et seulement si E ∈ D(F
γ). Donc γc#({s1, s2}) =
γc#({s1, s3}) = 1.
– γc#(E) = λ2 = 0.7, si et seulement si E ∈ D(F
γ0.7)) (ℓ = 3 donc 0.7 =
λℓ−2+1) et il ne doit pas contenir s1. Donc γ
c
#({s2}) = 0.7.
– γc#(E) = λ1 = 0.3, si et seulement si E ∈ D(F
γ1)) (ensemble focaux de γ de
poids 1) et ne doit pas toucher {s1, s2}. Donc γ
c
#({s3}) = 0.3.
γc peut eˆtre facilement calcule´ a` partir des ensembles focaux trouve´s γc({s1}) =
0, γc({s2}) = 0.7, γ
c({s3}) = 0.3, γ
c({s1, s3}) = 1, γ({s1, s2}) = 1,
γc({s2, s3}) = 0.7. 
Pour conclure cette partie on peut remarquer que si une capacite´ a des ensembles
focaux de cardinalite´ k sa conjugue´e sera k-maxitive.
La figure qui ci-apre`s re´sume tous les passages entre γ et sa conjugue´e γc.
Figure 1. Passages entre repre´sentations
6. Un point de vue logique modale
Dans cette section nous allons montrer que les re´sultats pre´ce´dents sugge`rent une
nouvelle se´mantique pour des logiques modales ge´ne´rales.
Conside´rons un langage propositionnel L ayant des variables V = {a, b, c, ...} et
des connecteurs ∧,∨,¬,→. La tautologie et la contradiction seront note´es respecti-
vement ⊤ et ⊥. En d’autres termes les formules p de L sont ge´ne´re´es de la manie`re
suivante :
– si a ∈ V alors a ∈ L,
– si p, q ∈ L alors ¬p ∈ L, p ∧ q ∈ L
– p ∨ q = ¬(¬p ∧ ¬q)
Soit S l’ensemble des interpre´tations de ce langage. Etant donne´es une proposition
p ∈ L, une mesure de ne´cessite´ N sur S dont la distribution de possibilite´ est π, p
repre´sente N(A) ≥ λ > 0, avec A = [p] ⊆ S l’ensemble des mode`les de p. p
correspond a` la mesure de ne´cessite´ boole´enne dont la distribution de possibilite´ est la
fonction caracte´ristique de E = {s|π(s) > ν(λ)}.
Conside´rons un langage propositionnel de niveau supe´rieur L de´fini par
– ∀p ∈ L,p ∈ L,
– si φ, ψ ∈ L, alors ¬φ ∈ L, et φ ∧ ψ ∈ L.
Les variables de L sont alors {p : p ∈ L}. ♦p est une notation simplifie´e de
¬¬p. Alors ♦p mode´lise Π(A) ≥ ν(λ) ou` Π est la conjugue´e de N . Cela de´finit
un fragment tre`s e´le´mentaire de la logique modale KD connue sous le nom de MEL
(Banerjee, Dubois, 2009 ; 2014). En effet les axiomes suivants sont ve´rifie´s
– (K) : ⊢ (p→ q)→ (p→ q).
– (N) : ⊢ p si p est une tautologie (⊢ p).
– (D) : ⊢ p→ ♦p.
Ces axiomes impliquent la forme boole´enne de l’axiome de minitivite´, soit l’axiome
(C) : (p ∧ q) ≡ (p ∧q).
Un mode`le pour une formule φ ∈ L est un ensemble non vide E ⊆ S. L’en-
semble E est compris comme l’e´tat e´piste´mique d’un agent. La satisfaction des for-
mules de MEL est alors de´finie de la fac¸on suivante pour φ, ψ ∈ L:
– E |= p, si et seulement si E ⊆ [p];
– E |= ¬φ, si et seulement si E 6|= φ;
– E |= φ ∧ ψ, si et seulement si E |= φ et E |= ψ;
– alors, E |= ♦p si et seulement si E ∩ [p] 6= ∅.
Pour tout ensemble Γ∪{φ} de L-formules, φ est une conse´quence se´mantique de Γ,
note´e Γ |= φ, lorsque pour chaque e´tat e´piste´mique E,E |= Γ implique E |= φ. Si N
est une mesure de ne´cessite´ boole´enne induite par E, on lui associe une interpre´tation




p∈L:N([p])=0 ¬p. La preuve de
comple`tude de MEL se base donc sur le fait qu’on peut voir cette logique comme une
logique propositionnelle dont les interpre´tations sont induites par un e´tat e´piste´mique
(via une mesure ne´cessite´ boole´enne) si et seulement si elles satisfont les axiomes
(propositionnels) K, N, et D.
En utilisant le meˆme langage |= p peut aussi repre´senter γ([p]) ≥ λ > 0 pour
toute capacite´ qualitative γ. p correspond alors a` la capacite´ boole´enne de´finie par
γλ(A) = 1 si γ([p]) ≥ λ > 0 et 0 sinon. On peut alors ve´rifier les axiomes suivants
(Dubois, 2012) :
– (RE) : ⊢ p ≡ q lorsque ⊢ p ≡ q.
– (RM) : ⊢ p→ q, lorsque ⊢ p→ q.
– (N) : ⊢ p si ⊢ p; (P ) : ⊢ ♦p, si ⊢ p.
C’est une logique modale non re´gulie`re. Plus pre´cise´ment c’est un fragment de la
logique modale monotone EMN (Chellas, 1980), ou` les modalite´s ne s’appliquent
qu’aux propositions. Sa se´mantique habituelle est base´e sur les voisinages (familles
de sous-ensembles de mondes possibles ayant certaines proprie´te´s). Cette logique ne
satisfait pas les axiomes K, C et D. Cette logique modale est le point de vue logique
naturel des capacite´s qualitatives. En effet, toute interpre´tation classique de L satis-
faisant les axiomes pre´ce´dents est de´finie par une capacite´ boole´enne β. De plus, elle





Nous pouvons alors traduire la proprie´te´ de n-adjonction dans le cadre de la lo-
gique modale (lire (Dubois, 2012) pour le cas n = 2). Soit n le plus petit entier pour
lequel γ(A) = maxni=1Ni(A). En notant ip pour Ni([p]) ≥ λ > 0, il est clair
que γ([p]) ≥ λ > 0 repre´sente p ≡
∨n
i=1ip, ou` les i sont des KD modalite´s.
Par dualite´, ♦p veut dire ¬¬p, et on a alors ♦p ≡
∧n
i=1 ♦ip. On peut e´crire alors
l’axiome de n-adjonction dans le cadre logique:







Cela implique que si les pi, i = 1 . . . , n + 1 sont mutuellement inconsistants alors
⊢ ¬
∧n+1
i=1 pi. Cette proprie´te´ montre qu’on ne peut pas avoir γ([pi]) ≥ λ > 0 pour
tout i = 1 . . . , n+ 1.
La se´mantique de la logique EMNP+n-C peut s’exprimer de deux fac¸ons :
– Sous la forme de n e´tats e´piste´miques (sous-ensembles de S) : (E1, . . . , En) |=
p si ∃i ∈ [1, n], Ei |= ip. Par construction, E1, . . . , En sont les ensembles focaux
de la capacite´ boole´enne de´finie par γλ(A) = 1 si γ([p]) ≥ λ > 0 et 0 sinon.
– En termes de voisinage : ce sont les sous-ensembles non vides N de 2S tels que
N |= p si et seulement si [p] ∈ N et N |= ♦ si et seulement si [¬p] 6∈ N .
Pour une KD modalite´, il est clair que N = {A,N(A) ≥ λ} = {A|A ⊇ E} pour
un ensemble non vide E ⊆ S (N est un filtre propre). Pour une modalite´ EMNP
N = {A, γ(A) ≥ λ > 0} 6= 2S est ferme´ pour l’inclusion et non vide. Pour une
modalite´ EMNP+n-C, N = {A, γ(A) ≥ λ > 0} est l’union de n filtres propres de la
forme {A,Ni(A) ≥ λ} = {A|A ⊇ Ei}.
Dans le cas extreˆme ou` les ensembles (E1, . . . , En) sont des singletons, la moda-
lite´p ve´rifie la distributivite´ par rapport a` la disjonction : ⊢ (p∨q) ≡ p∨q (mais
non par rapport a` la conjonction), ainsi que l’oppose´ de l’axiome D : ⊢ ♦p → p.
En d’autres termes, les modalite´s de ne´cessite´ et de possibilite´ sont e´change´es. Nous
sommes ramene´s a` la logique MEL en e´changeant les modalite´s de base  et ♦. En
fait, cet e´change des modalite´s est une simple instance d’une question plus ge´ne´rale,
conside´re´e dans la section pre´ce´dente, celle de calculer les e´le´ments focaux d’une ca-
pacite´ a` partir de ceux de sa conjugue´e. Cela revient au niveau se´mantique a` la trans-
formation d’une logique base´e sur les e´tats e´piste´miques de k agents dans la situation
duale d’une logique multi-source associe´e a` un ensemble d’agents dont la connais-
sance a une impre´cision limite´e (c.-a`-d., ou` chaque e´tat e´piste´mique met en jeu au
plus k mondes possibles).
7. Information contenue dans une capacite´ qualitative
En the´orie des fonctions de croyance, il y a plusieurs fac¸ons de comparer deux
fonctions de croyance Beli(A) =
∑
E,E⊆Ami(E), du point de vue de leur contenu
informatif. On retiendra ici, par simplicite´ deux de´finitions :
– Bel2 est moins informative que Bel1 si Bel1 ≥ Bel2, c.-a`-d., l’ensemble de
probabilite´s dominant Bel1 est contenu dans celui relatif a` Bel2.
– m1 est plus spe´cialise´ que m2 s’il y a une masse jointe x(A,B), dont les mar-
ginales sont e´gales a` m1 et m2, et telle que x(A,B) = 0 chaque fois que les focaux
ne sont pas inclus : A * B.
Il est connu que la seconde proprie´te´ est plus forte que la premie`re (Dubois, Prade,
1986). La proprie´te´ γ(A) = maxE⊆A γ#(E) peut faire penser que des relations ana-
logues vont pouvoir eˆtre de´crites dans le cas qualitatif. Et de fait on prouve un re´sultat
similaire et techniquement plus fort entre deux q-capacite´s γ et δ (Prade, Rico, 2011) :
PROPOSITION 25. — Les deux propositions suivantes sont e´quivalentes
– ∀A ⊆ S, γ(A) ≥ δ(A);
– ∀F ∈ Fδ , ∃E ∈ Fγ : E ⊆ F, et γ#(E) ≥ δ#(F ).
La seconde condition est le pendant qualitatif de la relation de spe´cialisation. Cela
veut dire formellement que pour tout focal F de δ il y a un focal plus petit et de poids
au moins aussi fort pour γ, ce qui explique la domination de γ sur δ. Ici on a meˆme une
e´quivalence. Mais ce re´sultat est trompeur. Ni les valeurs des transforme´es de Mo¨bius
qualitatives γ# et δ#, ni la taille des ensembles focaux A,B ne nous renseignent sur
le contenu informatif d’une q-capacite´. Car, dans la proposition 25, on compare toute
paire de q-capacite´s. Notons que cela autoriserait a` comparer une fonction de croyance
et sa plausibilite´ duale Pl : par de´finition, Bel ≤ Pl, ce qui n’apporte rien, car elles
ont par de´finition le meˆme contenu informatif. Par exemple, dans le cas qualitatif, les
focaux de la mesure de possibilite´ vide Π? sont tous les singletons, et le focal de la
mesure de ne´cessite´ vide N? est l’ensemble S. Mais ils repre´sentent la meˆme informa-
tion (la distribution de possibilite´ la moins spe´cifique) ; cependant, Π? est optimiste,
N? est pessimiste.
Dans ce contexte, les questions qui se posent sont : quelles sont les q-capacite´s
qui repre´sentent l’ide´e de certitude comme les fonctions de croyance ? quelles sont les
q-capacite´s pessimistes et les optimistes ? Quand peut-on dire qu’une q-capacite´ est
plus informative qu’une autre ? Comment se´parer le caracte`re pessimiste du caracte`re
informatif d’une q-capacite´ ?
7.1. Pessimisme, optimisme
Ces conside´rations nous ame`nent aux de´finitions suivantes (Dubois et al., 2001) :
DE´FINITION 26. — Une q-capacite´ γ telle que γ ≤ γc (resp. si γ ≥ γc) est pessimiste
(resp. optimiste).
Ceci est en parfait accord avec le cadre nume´rique des fonctions de croyance et
des probabilite´s impre´cises.
On voit que:
– une q-capacite´ peut n’eˆtre ni pessimiste ni optimiste. Il peut exister A,B tels
que γ(A) < γc(A) (pessimiste pour A), et γ(B) > γc(B) (optimiste pour B).
– une q-capacite´ peut eˆtre les deux, lorsque γ = γc. Par exemple, une q-capacite´
boole´enne (L = {0, 1}) sur un ensemble a` 2n+ 1 e´le´ments, γn(A) = 1 si |A| > n et
0 sinon.
Pour ve´rifier qu’une q-capacite´ est pessimiste, on peut montrer facilement qu’il
suffit de ve´rifier la proprie´te´ γ(A) ≤ γc(A) sur les focaux.
On a aussi quelques conditions ne´cessaires ou suffisantes :
– une q-capacite´ telle que pour tout ensemble A, min(γ(A), γ(Ac)) = 0 est pes-
simiste.
– γ est pessimiste si et seulement si pour toute paire disjointe de focaux E and F
on a γ#(E) ≤ ν(γ#(F )).
– Si γ est optimiste et A est focal pour γ avec γ(A) 6= 1 alors Ac contient un focal
de γ.
La condition γ#(F ) > ν(γ#(E)) indique que les focaux d’une capacite´ pessimiste
ne sont pas disjoints quand les poids γ#(F ), γ#(E) sont tous les deux e´leve´s. En
particulier, tous les focaux E d’une γ pessimiste intersectent les focaux de poids 1. Si
chaque paire de focaux d’une q-capacite´ est non disjointe, la q-capacite´ est pessimiste.
Pour les capacite´s boole´ennes, la proprie´te´ est caracte´ristique: l’intersection de deux
focaux n’est jamais vide.
EXEMPLE 27. — Soit une q-capacite´ avec 4 focaux, E,F,G1, G2 tels que F ⊆ E,
Gi ∩ E 6= ∅ pour i = 1, 2, et F,G1, G2 sont disjoints (Fig. 27). Supposons γ#(E) =
1, γ#(F ) = α > ν(α), et γ#(Gi) = βi < ν(α). Alors on peut voir que γ est
pessimiste, car γc(E) = 1, γc(F ) = ν(max(β1, β2)) > α, γ
c(Gi) = ν(α) > βi.
Figure 2. Focaux d’une q-capacite´ pessimiste

7.2. Informativite´ relative
On peut construire des versions pessimistes et optimistes de toute q-capacite´ γ
(respectivement appele´es fonctions d’assurance et d’opportunite´ dans (Yager, 2012)):
DE´FINITION 28. — La version pessimiste de γ est γ∗(A) = min(γ(A), γ
c(A)) et sa
version optimiste est γ∗(A) = max(γ(A), γc(A)).
On voit que γ∗ et γ
∗ sont des q-capacite´s (monotones croissantes pour l’inclusion),
et, par construction, γ∗ est la ν-conjugue´e de γ∗ (c.-a`-d., γ
∗ = γc∗). Elles ont donc la
meˆme informativite´.
On peut maintenant introduire une relation ≈ entre q-capacite´s exprimant l’ide´e
de contenir la meˆme quantite´ d’information avec la meˆme pre´cision:
DE´FINITION 29. — γ et δ contiennent la meˆme quantite´ d’information, que l’on note
γ ≈ δ, si et seulement si γ∗ = δ∗ et γ∗ = δ∗.
C’est une relation d’e´quivalence sur l’ensemble des q-capacite´s. On a bien suˆr
γ∗ = δ∗ si et seulement si γ
∗ = δ∗; donc une e´galite´ suffit. γ∗ = δ∗ veut dire que sur
tous les sous-ensembles A de S, les paires de valeurs {γ(A), γ(Ac)} et {δ(A), δ(Ac)}
sont e´gales. Donc pour tout e´ve´nementA on doit choisir une attitude face a` l’incertain:
pessimiste si on affecte la plus petite valeur, optimiste sinon (pourvu qu’on respecte
la monotonie). La classe d’e´quivalence C≈(γ) de γ est borne´e supe´rieurement par γ
∗
et infe´rieurement par γ∗.
Si δ ∈ C≈(γ) est une q-capacite´ pessimiste, alors, bien suˆr min(δ, δ
c) = δ = γ∗
et γ∗ est l’unique q-capacite´ pessimiste dans C≈(γ). De meˆme, γ
∗ est l’unique q-
capacite´ optimiste dans C≈(γ). En conse´quence, pour comparer les q-capacite´s en
termes d’informativite´, il faut le faire au travers de leurs classes d’e´quivalence C≈(γ),
ce qui justifie la de´finition suivante:
DE´FINITION 30. — Une q-capacite´ γ est dite au moins aussi informative qu’une q-
capacite´ δ si et seulement si γ∗ ≥ δ∗.
Une autre relation permet de comparer deux q-capacite´s quant a` leur pessimisme
relatif face a` l’incertitude:
DE´FINITION 31. — Une q-capacite´ γ est dite moins pessimiste qu’une q-capacite´ δ
au sens large si et seulement si {A : γ(A) = γ∗(A)} ⊆ {A : δ(A) = δ∗(A)}.
Ces de´finitions dissocient comple`tement les deux aspects de l’information conte-
nue dans une q-capacite´: l’attitude face a` l’incertain et la quantite´ d’information, au
sens de la spe´cificite´ possibiliste.
Notons que la Proposition 25, meˆme applique´e a` des q-capacite´s dites strictement
pessimistes dont les focaux s’intersectent deux a` deux (dans ce cas, min(γ(A), γ(Ac))
= 0), doit eˆtre prise avec pre´caution. La notion de plus informatif peut prendre ici un
sens paraconsistant en accord avec l’ordre d’informativite´ au sens de (Belnap, 1977):
si on rec¸oit trop d’information, celle-ci risque d’eˆtre contradictoire. Ainsi, une pro-
position de´clare´e a` la fois vraie et fausse peut eˆtre conside´re´e comme plus informe´e
qu’une proposition de´clare´e simplement vraie ou fausse.
Par exemple, conside´rons des capacite´s boole´ennes, β1 et β2 telles que F(β1) =
{E1} et F(β2) = {E1, E2} avec E1 ∩ E2 6= ∅; on observe qu’elles sont pessimistes,
que β1(A) < β2(A) si E2 ⊆ A,E1 6⊆ A, et β1(A) = β2(A) sinon. Cependant,
on peut trouver l’information fournie par β2 moins claire que celle fournie par β1
puisque la premie`re correspond a` deux agents partiellement en de´saccord, affirmant
respectivement x ∈ E1 et x ∈ E2 (sans qu’on puisse conclure x ∈ E1 ∩ E2). Cette
remarque sugge`re qu’en plus du caracte`re optimiste ou pessimiste d’une q-capacite´, et
sa spe´cificite´, il faudrait aussi mesurer son niveau de paraconsistance.
EXEMPLE 32. — Ignorance totale. On conside`re la q-capacite´ N? de´finie par
N?(S) = 1 et N?(A) = 0 sinon. Sa conjugue´e est Π?. N? est pessimiste et elle est
moins informative que toute q-capacite´ car [N?(A),Π?(A)] = [0, 1] pour A 6= S, ∅.

EXEMPLE 33. — Information pre´cise. Pour chaque e´le´ment si de S on de´finit la q-
capacite´ σi par σi(A) =
{
1 si si ∈ A
0 sinon
. Elle repre´sente l’information pre´cise x =
si. Comme σi = σ
c
i on a σi∗ = σ
∗
i = σi. Quelques remarques concernant cette
famille de q-capacite´s :
– Si on conside`re deux q-capacite´s σi et σj avec si 6= sj alors aucune des deux
n’est plus informative que l’autre.
– σi et σj contiennent la meˆme information si et seulement si si = sj .
– C≈(σi) = {σi}.
– Il n’existe pas de q-capacite´ pessimiste γ 6= σi telle que γ ≥ σi. On a
[σi∗(A), σ
∗
i (A)] qui est re´duit a` 0 ou 1. Donc [σi∗(A), σ
∗
i (A)] ne peut pas contenir
l’intervalle non trivial [γ∗(A), γ
∗(A)]. Pour toute q-capacite´ γ, soit les informations
contenues dans γ et σi sont incomparables, soit γ est moins informative que σi.

EXEMPLE 34. — Les q-capacite´s auto-conjugue´es. Les q-capacite´s auto-conjugue´es
σ sont telles que ∀A ⊆ S, σ(A) = ν(σ(Ac)) = σc(A). Elles sont a` la fois pes-
simistes et optimistes. Il n’existe pas de q-capacite´ plus informative car l’intervalle
[σ∗(A), σ
∗(A)] est re´duit a` un point et ne peut donc contenir [γ∗(A), γ
∗(A)] pour
toute autre capacite´ γ 6= σ. 
Une sous-classe importante de q-capacite´s auto-conjugue´es est forme´e par les
capacite´s syme´triques ou` γ(A) = α|A| de´pend seulement de la cardinalite´ de A,
α|A| = ν(α|S\A|) ≥ α|S\A| si |A| ≥ |S|/2. Elles sont entie`rement de´finies par une
suite strictement croissante de n = |S| coefficients αi tels que αi = ν(αn−i+1). Les
q-capacite´s pre´cises sont une sous-classe des q-capacite´s auto-conjugue´es.
8. Conclusion
Nous avons e´tudie´ la repre´sentation des capacite´s prenant des valeurs sur une
e´chelle finie totalement ordonne´e par une famille de distributions de possibilite´ qua-
litatives. Il se trouve que toute capacite´ peut eˆtre vue soit comme une mesure de pos-
sibilite´ infe´rieure soit comme une mesure de ne´cessite´ supe´rieure par rapport a` deux
familles distinctes de distributions de possibilite´. Cette remarque a conduit a` proposer
une ge´ne´ralisation des proprie´te´s de maxitivite´ et de minitivite´ en the´orie des possi-
bilite´s, offrant ainsi une classification des capacite´s qualitatives en termes de niveaux
croissants de complexite´ et de ge´ne´ralite´, base´e sur le nombre minimal de distribu-
tions de possibilite´ dont on a besoin pour les repre´senter. De plus, l’e´tude des relations
entre les ensembles focaux d’une capacite´ et ceux de sa conjugue´e a mis en e´vidence
les liens entre capacite´s k-adjonctives et k-maxitives. On a e´galement montre´ un lien
entre les capacite´s qualitatives et les logiques modales non re´gulie`res, qui ge´ne´ralisent
les logiques modales de type KD au meˆme sens ou` les capacite´s ge´ne´ralisent les me-
sures de ne´cessite´. Enfin nous avons pre´sente´ une approche pour comparer des capa-
cite´s en termes d’informativite´ et de pessimisme.
De nombreuses directions de recherche s’ouvrent a` partir de ces re´sultats :
– Du coˆte´ de la logique, on peut reconside´rer l’e´tude des logiques modales non
re´gulie`res a` la lumie`re d’une se´mantique base´e sur les capacite´s. Le fait que cela
conduise a` des disjonctions d’ope´rateurs de ne´cessite´ de type KD rappelle le cadre
e´piste´mique de (Belnap, 1977), et les logiques paraconsistantes. Le fait qu’un cas
extreˆme de logique EMN revienne a` une logique modale similaire a` celles de type
KD, ou` possibilite´ et ne´cessite´ sont e´change´es, refle`te la syme´trie qui existe entre les
valeurs e´piste´miques repre´sentant l’information contradictoire et l’absence d’informa-
tion dans le bitreillis de Belnap.
– Il faut approfondir la question de l’information repre´sente´e par une q-capacite´,
en liaison avec la gestion des connaissances contradictoires et celle de la fusion d’in-
formation symbolique. Par exemple, il est facile de de´finir des contreparties de la re`gle
de combinaison de Dempster pour les q-capacite´s (Prade, Rico, 2011), mais moins fa-
cile d’en interpre´ter les re´sultats.
On peut imaginer plusieurs types d’applications de ce cadre formel. Citons en
quelques-unes :
– Les re´sultats sugge`rent qu’on peut fusionner des distributions de possibilite´
sans de´truire l’information qu’elles contiennent, sous la forme d’une q-capacite´. Une
premie`re tentative pour appliquer cette de´marche se trouve dans (Assaghir et al.,
2011).
– Les connections mises en e´vidence avec la logique modale nous invitent a` re-
conside´rer les me´thodes de traitement de l’inconsistance base´es sur la logique de Bel-
nap (Dubois, 2012), les logiques paraconsistantes (Ciucci, Dubois, 2016) et la logique
possibiliste (Benferhat et al., 1999) et a` en chercher un cadre unificateur.
– Dans un tout autre registre, l’inte´grale de Sugeno est une ope´ration d’agre´gation
qualitative utile en analyse multicrite`re notamment, et base´e sur les q-capacite´s
(Grabisch et al., 2000). Nos re´sultats indiquent qu’une inte´grale de Sugeno est la borne
infe´rieure de maxima ponde´re´s induits par les mesures de possibilite´ minimales qui
dominent la q-capacite´. Si ce nombre est petit, la complexite´ de calcul de l’inte´grale
de Sugeno est re´duite, ce qui est de´ja` exploite´ avec la k-maxitivite´. Nous offrons donc
un outil de simplification comple´mentaire.
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