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Abstract: Optimization algorithms are widely used for the identification of intrusion. This is attributable to the increasing 
number of audit data features and the decreasing performance of human-based smart Intrusion Detection Systems (IDS) 
regarding classification accuracy and training time. In this paper, an improved method for intrusion detection for binary 
classification was presented and discussed in detail. The proposed method combined the New Teaching-Learning-Based 
Optimization Algorithm (NTLBO), Support Vector Machine (SVM), Extreme Learning Machine (ELM), and Logistic 
Regression (LR) (feature selection and weighting) NTLBO algorithm with supervised machine learning techniques for Feature 
Subset Selection (FSS). The process of selecting the least number of features without any effect on the result accuracy in FSS 
was considered a multi-objective optimization problem. The NTLBO was proposed in this paper as an FSS mechanism; its 
algorithm-specific, parameter-less concept (which requires no parameter tuning during an optimization) was explored. The 
experiments were performed on the prominent intrusion machine-learning datasets (KDDCUP’99 and CICIDS 2017), where 
significant enhancements were observed with the suggested NTLBO algorithm as compared to the classical Teaching-
Learning-Based Optimization algorithm (TLBO), NTLBO presented better results than TLBO and many existing works. The 
results showed that NTLBO reached 100% accuracy for KDDCUP’99 dataset and 97% for CICIDS dataset. 
Keywords: TLBO, feature subset selection, NTLBO, IDS, FSS. 





Recent advancements in, and popularization of, 
network and information technologies have increased 
the significance of network information security. [3] 
When compared to conventional network defense 
mechanisms, human-based smart Intrusion Detection 
Systems (IDSs) are able to take the initiative to either 
warn or intercept network intrusion. Nevertheless, 
most studies on information security have focused on 
ways to improve the effectiveness of smart network 
IDSs [4]. The use of smart IDSs is currently seen as an 
effective network security solution that can offer 
protection against attacks. Meanwhile, since the 
detection rate of existing IDSs is low when faced with 
new attacks and there is a high overhead when working 
with audit data, machine learning methods and 
optimization algorithms are often used for intrusion 
detection [26]. 
When the accuracy of detection is increased, the 
execution time will sometimes increase by a 
substantial amount. On the other hand, the execution 
time may significantly reduce at a cost of less 
accuracy. Therefore, the Feature Subset Selection 
(FSS) problem can be considered a multi-objective 
optimization problem, with more than one solution to 
the problem presenting themselves, from which the 
best one may be chosen [11]. For some, accuracy is 
very important. The solution that offers accuracy is 
therefore is chosen. Meanwhile, for others, the best 
solution is the one that reduces execution time, even if 
accuracy is also compromised to some extent. 
As a novel metaheuristic, the Teaching-Learning-
Based Optimization algorithm (TLBO), has been 
recently applied to various intractable optimization 
problems with considerable success. TLBO 
demonstrates its superiority to many other algorithms 
such as Genetic Algorithm, Particle Swarm, and Ant 
Colony. Moreover, TLBO requires fewer parameters for 
tuning during the execution process as compared to 
other algorithms. The combination of new multi-
objective TLBO framework with supervised Machine 
Learning (ML) techniques is proposed in this paper for 
FSS in Binary Classification Problems (FSS-BCP) for 
intrusion detection. The process of selecting the least 
number of features without any effect on the result 
accuracy in FSS is considered a multi-objective 
optimization problem. The first objective is the number 
of features, while the second one concerns with the 
accuracy of the detection. The performance of TLBO 
has been reported as remarkable when compared to 
other metaheuristics algorithms. The New Teaching-
Learning-Based Optimization (NTLBO) and a set of 
supervised ML techniques were deployed in this study 
for the selection of optimal feature subset. The 
contributions of this study are as follows: the first 
contribution is the utilization of the TLBO algorithm for 
Improved Intrusion Detection Algorithm based on TLBO and GA Algorithms                                                                           171 
 
feature selection in IDS for the first time; the second 
contribution is the new TLBO algorithm proposed in 
this study. 
The remaining part of this paper is presented in the 
following manner: Section 2 presents a review of the 
works related to this study, while the FSS problem is 
introduced in section 3. In section 4, the proposed 
NTLBO is presented, while section 5 introduces the 
machine learning techniques applied with NTLBO. 
Section 6provides the results of the NTLBO algorithm 
in comparison to TLBO. Section 7 concludes the study. 
2. Related Works 
Intrusion detection is a trending security infrastructure 
topic in this era of big data. A combination of different 
ML methods together with optimization algorithms has 
been made and applied in IDS in order to differentiate 
normal network access to attacks. Some of the existing 
combinations include fuzzy logic, Cuttlefish 
Optimization Algorithm, K-Nearest Neighbor (KNN), 
Artificial Neural Network (ANN), Particle Swarm 
Algorithm (PCA), Support Vector Machine (SVM), and 
Artificial Immune System (AIM) approaches [2, 23, 34, 
35]. Most of the approaches that combine ML with 
optimization algorithms have shown better performance 
as compared to conventional classification methods 
[31]. Numerous researchers have also proposed ML and 
optimization-based IDS [5]. Louvieris et al. [22] 
proposed a novel combination of techniques, namely K-
means Clustering, Naïve Bayes, Kruskal-Wallis, and 
C4.5, allowing cyber-attacks as anomalies to be 
pinpointed with a high degree of accuracy within the 
cluttered and conflicted cybernetwork environment. 
Furthermore, the inclusion of the Naïve Bayes features 
election and the Kruskal-Wallis test in this approach 
facilitates the classification of both statistically 
significant and relevant feature sets, including a 
statistical benchmark for the validity of the approach. 
On the other hand, the detection of Structured Query 
Language (SQL) injection in this work remains low. 
Črepinšek et al. [8] presented a method for network 
intrusion detection based on Self-Organizing Maps 
(SOM) and Principal Component Analysis (PCA). 
Noise within the dataset and low-variance features is 
filtered by means of PCA and Fisher Discriminant Ratio 
(FDR). This procedure uses the most discriminative 
projections that are not solely based on the variance 
explained by the eigenvectors prototypes generated by 
the self-organizing process, which are modeled by d 
Gaussians, where d is the number of SOM units. This 
allows the proposed system to be trained only once, so 
the main limitation of this work is that the detection rate 
is still low [6]. Bamakan et al. [5] proposed a time-
varying chaos-particle swarm optimization method to 
provide a new machine-learning intrusion-detection 
methodology based on two conventional classifiers: 
Multiple Criteria Linear Programming (MCLP) and 
SVM. The proposed method has been applied to set the 
parameters of these classifiers as well as provide the 
most appropriate subset of features simultaneously. The 
main drawback of this work is that the time needed for 
training is still considerable and needs to be decreased. 
Even though such combinations can improve the 
performance of IDS in terms of learning speed and 
detection rate as compared to conventional traditional 
algorithms, there is still a need for further improvement. 
With the increase in the number of audit data features, 
the performance of most IDSs has been affected in 
terms of classification accuracy and training time. This 
paper proposes the use of the TLBO method to address 
this issue through a fast and accurate optimization 
process that can improve the capability of IDS in finding 
the optimal detection model based on ML.A TLBO 
algorithm has been proposed by Rao and Patel [28], in 
which the optimization process for mechanical design 
problems does not need any user-defined parameter. 
This novel technique was tested on different benchmark 
functions where the results demonstrated the better 
performance of TLBO as compared to Particle 
Evolutionary Swarm Optimization, Artificial Bee 
Colony (ABC), and cultural Differential Evolution 
(DE). Das and Padhy [11] studied the possibility of 
applying a novel TLBO algorithm to the selection of 
optimal free parameters for an SVM regression model of 
financial time-series data using multi-commodity 
futures index data retrieved frommulti-cut crossover 
(MCX). From the experimental results, the proposed 
hybrid SVM-TLBO model appeared to have succeeded 
in finding the optimal parameters and yielded better 
predictions as compared to the conventional SVM. 
Das et al. [10] proposed an extension of the hybrid 
SVM-TLBO model by introducing a dimension-
reduction technique where the number of input variables 
can be reduced using PCA, Kernel Principal Component 
Analysis (KPCA), and Independent Component 
Analysis (ICA) (three common techniques for 
dimension reduction). The previous study also examined 
the feasibility of the proposed model using multi-
commodity futures index data retrieved from Multi-Cut 
Crossover (MCX). Rao et al. [26] confirmed the 
superiority of the model as compared to some 
population-inspired optimization frameworks. Rao et al. 
[27] investigated the effect of sample size and number 
of generations on the algorithmic performance, and 
concluded that it is possible to apply this algorithm to 
several optimization cases with ease. Crepinšek et al. [8] 
solved the exact problems presented in [20, 29] using 
TLBO. Nayak et al. [25] developed a multi-objective 
TLBO in which a matrix of solutions was created for 
each objective. The teacher selection process in TLBO 
is mainly based on the best solution presented in the 
solution space, and learners are taught just to maximize 
that objective. All the available solutions in the solution 
space are sorted so as to generate a collection of optimal 
solutions. Shukla et al. [30] presented a multi-objective 
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TLBO based on different teaching techniques. A 
crossover operator was used between solutions in the 
teaching and learning phases, rather than a scalar 
function. Kiziloz et al. [18] suggested three multi-
objective TLBO algorithms for FSS-BCP. Among the 
presented methods, a multi-objective TLBO with Scalar 
Transformation (MTLBO-ST) was found to be the 
fastest algorithm, although it provides a limited number 
of non-dominated solutions. Regarding the multi-
objective TLBO with Non-dominated Selection 
(MTLBO-NS), it explores the solution space, produces a 
set of non-dominated solutions, and requires much 
execution time. Multi-objective TLBO with Minimum 
Distance (MTLBO-MD) generates similar solutions to 
that of MTLBO-NS;yet, in a significantly lesser amount 
of time. The proposed multi-objective TLBO algorithms 
have been evaluated in terms of performance using 
Logistic Regression (LR), SVM, and Extreme Learning 
Machine (ELM). According to Sultana and Jabbar [31] 
feature subset selection in the Wrapper method is made 
as a black box, i.e., there is no knowledge about the 
underlying algorithm. Feature subsets are selected based 
on inductive algorithms. This chosen feature subset 
estimates the accuracy of the training model. Depending 
on the accuracy measured from the previous step, the 
method will decide whether to add or remove a feature 
from the selected subset. Due to this, Wrapper methods 
are computationally more complex. Another method is 
Filter method. In this method, the model starts with all 
features and selects the best feature subset based on 
statistical measures, such as Pearson’s correlation [32], 
Linear Discriminant Analysis (LDA), ANOVA, 
Chisquare [33], Wilcoxon Mann Whitney test [34], and 
Mutual Information (MI). All these statistical methods 
depend on the response and feature variables present in 
the dataset. Pearson’s Correlation (PC) and Mutual 
Information methods are the commonly used statistical 
methods [9]. To date, the feature selection methods as 
discussed earlier use feature subset at the preprocessing 
level. The following algorithm that will be discussed is 
Embedded method. This type of method works in a way 
that the best features are selected during the learning 
process. The blending of feature selection during the 
learning process has advantages of improving 
computational cost, classification accuracy, and also 
avoiding training the model each time a new feature is 
added. The Embedded method selects the feature subset, 
and the interactions of the learning algorithm are 
different from other feature selection methods. Filter-
based learning algorithms are not used for feature 
selection, whereas the Wrapper method uses the 
learning algorithm to test the quality of selected feature 
subsets. The Embedded method overcomes the 
computational complexity. In this method, appropriate 
feature selection and model learning are performed at 
the same time, and the features are selected during the 
training stage of the model. Due to this, the 
computational cost of this method is decidedly less as 
compared to the Wrapper method. 
3. Feature Subset Selection Problem 
FSS refers to the selection of feature subsets from a 
larger set of features. FSS prevents complex calculations 
by minimizing the number of features in a dataset, 
thereby improving the speed of classifiers. Several 
definitions of FSS exist in the literature [16]. Some 
definitions deal with the reduction of size of the selected 
subset, while others focus on the improvement of 
prediction accuracy. FSS is essentially a process of 
constructing an effective subset that represents the 
information contained in a dataset by eliminating 
redundant and irrelevant features. FSS mainly aims at 
finding the least number of features without having any 
significant influence on classification accuracy. Given 
that, optimal feature subset extraction is a complicated 
process and no exact polynomial time algorithm exists 
for solving it. FSS is, therefore, considered an NP-hard 
problem [12]. There are four steps in a typical FSS [16]: 
the first step involves a search for the selection of 
candidate features that will constitute the subsets. In the 
second step, these subsets are evaluated and compared 
with each other. The third step involves a determination 
of whether the termination condition has been met; 
otherwise, the first and second steps will be repeated. 
The final step checks if the optimal feature subset has 
been established based on prior knowledge. 
Problem definition: This study involves two major 
parts: best feature subset selection, and performance 
evaluation. Since there are two major objectives, FSS 
can be considered as a multi-objective problem. A 
formal definition of finding optimal solutions through 
the satisfaction of both objectives is given in Equation 
(1). 
 Min (f1)  
Max (f2) 
Subject to      
f1 = |k| 
f2 = accuracy (k) where k ⊆ K  
Where k represents the subset of the original dataset (K) 
that optimizes f1 and f2 (the objectives). The second part 
involves the evaluation of the selected feature subsets 
based on accuracy (an established performance 
evaluation metric), as provided in Equation (2). 
Accuracy calculation requires the division of the 
instances that are classified correctly by all instances. 
Accuracy =(TP+TN) / (TP+FP+FN+TN) 
Where TP = true positive, TN=true negative, FP= false 
positive, and FN=false negative. In the proposed 
algorithms, the new TLBO (NTLBO) algorithm was 
executed at the FSS phase. The TLBO algorithm was 
initialized by randomly generating an initial population, 
namely the teacher and a set of students, which 
 (1) 
 (2) 
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represent the set of solutions. In order to represent the 
features in the NTLBO algorithm, NTLBO is combined 
with Genetic Algorithm (GA), and the features 
represented are as a chromosome, which is one of the 
GA properties. For updating this chromosome, 
crossover and mutation were applied in the current 
study, as well as GA operators. Each solution in the 
population (classroom) is considered as an individual or 
a chromosome (refer to Figure 1 for the schematic 
representation of a chromosome). A feature gene of a 
chromosome with a value of 1 is considered selected, 
while a value of 0 denotes otherwise. The TLBO 
algorithm runs through iterations where the teacher is 
the best individual in the population and the rest of the 
individuals become the students. Having selected the 
teacher, NTLBO works in three phases: Teacher, Best 
Classmates (Learner Phase 1), and Learner Phase 2. In 
the Teacher Phase, the teacher shares knowledge with 
each student in a bid to enhance their level of 
knowledge. In the Best Classmate Phase, two best 
students are chosen to interact with the rest of the 
students. For the Learner Phase 2, the students interact 
randomly with each other in a bid to enhance their levels 
of knowledge. New chromosomes are generated in the 
proposed NTLBO using special crossover operators 
called half-uniform crossover and bit-flip mutation 
operators (refer to Figures 2 and 3). Two parent 
chromosomes, which may be a teacher, a student, or two 
students, are needed for the crossover operator. The 
crossover operator relies on the information of the two 
parent chromosomes; if both parents feature the same 
gene, the gene is kept; however, whenever there are 
different feature genes in both parents, a parent’s gene is 
randomly chosen [13]. After this operation, one new 
chromosome is generated. The bit-flip mutation operates 
on a single chromosome in a bid to change a single gene 
based on a probabilistic ratio. If the value of the gene is 
zero, the value will be updated as one, or vice versa. 
 
 
Figure 1. Schematic representation of a chromosome,1=selected 
features,0=unselected features. 
 
Figure 2. Crossover operator. 
 
Figure 3. Mutation operator. 
The detailed steps of NTLBO are as follows: 
 Step 1: Initialize the population randomly with each 
population having a different set of features from 1 to 
a maximum number of features (41 in Knowledge 
Discovery and Data Mining Tools Competition 
dataset (KDD) and 78 in Canadian Institute for 
Cybersecurity Intrusion Detection system dataset 
(CICIDS). This step is captured in Line 1 of 
Algorithm 1. 
 Step 2: Choose the best individual as a teacher. The 
chosen teacher interacts with all other individuals 
separately, and a crossover is applied with each one 
and then, a mutation is applied to all of the resulting 
individuals. The operators used are half-uniform 
crossover and bit-flip mutation operators (represented 
in Lines 2 to 8 in Algorithm 1).  
 Step 3: Check the population (chromosome) that 
results from the crossover and mutation; if the new 
chromosome is better than the previous, then, the 
new one is kept; otherwise, the old one is retained. 
All the above mentioned steps are collectively called 
the Teacher Phase because all individuals learn from 
the best one (the teacher). This step is represented in 
Lines 9 to 10 in Algorithm 1. 
 Step 4: After that, Learner Phase 1 or learning from 
best classmates is initiated. This phase begins with 
the fifth step, which is the selection of the best two 
individuals as students and the application of a 
crossover between them, followed by a mutation. If 
the new one is better than the previous two students, 
then, the newer choice is kept; otherwise, the older 
best choice is kept. This process is repeated with all 
other individuals (students). At this point, Learner 
Phase 1 is terminated (viewed in Lines 11 to 20 in 
Algorithm 1). 
 Step 5: This step consists of Learner Phase 2, which 
involves choosing two random individuals (students) 
between whom a crossover is applied, followed by a 
mutation on the new individual. If the new individual 
is better than the previous two students, then, the new 
one is kept; otherwise, the best old one is retained. 
This step is repeated with all other students. At this 
point, the three main stages of ITLBO are completed 
and a check should be carried out on whether the 
termination criteria have been satisfied or not. If the 
termination criteria are satisfied, proceed to the next 
step; otherwise, the three main stages are repeated 
(Teacher Phase, Learner Phase 1, and Learner Phase 
2). This step is represented in Lines 21 to 30 in 
Algorithm 1. 
 Step 6: The final step is the application of non-
dominated sorting to the result. Non-dominated 
sorting means no result (individual) is better than all 
other individuals. This step can be viewed in Line 31 
in Algorithm 1. 
4. New TLBO Algorithm (NTLBO) 
The establishment of the best solution, or the decision 
on whether a new individual has improved, is a 
complicated task in a multi-objective optimization 
process. This is due to the chances of an enhancement in 
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one objective causing a significant reduction in the 
other. The original multi-objective TLBO with 
minimum distance was first presented by Kiziloz et al. 
[18]. In the proposed NTLBO algorithm, non-dominated 
sorting and selection are used. The dominance of an 
individual over another individual is determined strictly 
on the basis of whether a minimum of one of its 
objectives is superior to that of the other, while keeping 
all the other objectives the same. A non-dominated 
scenario arises when an individual is not dominated by 
any other individual. All the non-dominated individuals 
make up the front line of the solution set. Those that are 
closest to the ideal point in the front line are chosen as 
the teacher. All the teachers teach all students discretely 
at the Teacher, Best Classmate, and Learner Phases. The 
details of the NTLBO algorithm are presented in 
Algorithm 1 and Figure 4. 
Start
Calculate weighted average of every individual in the population
Choose best individual as teacher
Is new one better than               
old one
Keep old one Keep new one
Select best two students, apply crossover and mutation
Is new one better  than the                  
worse student
Keep new oneKeep old one 
Select random two students, apply crossover and mutation
Is new one better than             
old one
Keep new oneKeep old one 







Crossover teacher with all other individuals (student) separately and apply mutation
Apply non-dominated sorting and find the pareto set 
Initialize population randomly
 
Figure 4. NTLBO Algorithm.




3 for (k:=1 to number_of_generations) do 
4 Xteacher:=Best_individual (population); 
5 /* Learning from Teacher */teacher phase =e 
6 for (i:=1 to number_of_individuals) do 
7 Xnew: = Crossover (Xteacher, Xi); 
8 Xnew := Mutation(Xnew); 
9 if (Xnew is better than Xi) then 
10 Xi: = Xnew][ 
11 /* Learning from Best Classmates */learner phase 1  
12 for (i: =1 to number_of_individuals) do  
13 m: = Select_best_individual_from (population); 
14 n: = Select_best_individual_from (population);  
n ≠m ≠ teacher*/ 
15 Xnew: = Crossover(Xm, Xn); 
16 Xnew: = Mutation(Xnew); 
17 if (Xnew is better than Xm) then 
18 Xm: = Xnew; 
19 if (Xnew is better than Xn) then 
20 Xn: = Xnew; 
21 /* Learning from Classmates */learner phase 2 
22 for (i: =1 to number_of_individuals) do  
23 m: =Select_random_individual_from (population); 
24 n: =Select_random_individual_from (population); 
n ≠m ≠ teacher*/ 
25 Xnew: = Crossover (Xm, Xn); 
26 Xnew:= Mutation (Xnew); 
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27 if (Xnew is better than Xm) then 
28 Xm: = Xnew; 
29 if (Xnew is better than Xn) then 
30 Xn: = Xnew;  
31 Show_the_pareto_optimal_set (population); 
 Step 1: the first step in this algorithm is to initialize 
the population randomly. A total of 20 populations 
are generated; each population having a different set 
of features from 1 to a maximum number of features 
(41 in KDD and 78 in CICIDS). 
  Step 2: the second step is to calculate the weighted 
average of every individual population, weighted 
average is the accuracy of each set of features 
 Step 3: the third step is to choose the best individual 
as the teacher. The chosen teacher interacts with all 
other individuals separately, and a crossover is 
applied with each one before a mutation is employed 
to all resulting individuals. The crossovers used are 
half-uniform crossover and bit-flip mutation operator.  
 Step 4: the fourth step involves checking the 
population (chromosome) resulting from the 
crossover and mutation; if the new chromosome is 
better than the previous, then the new one is kept. 
Otherwise, the old one is retained. The best means 
have the best accuracy, All the above mentioned 
steps are included in the Teacher Phase, because all 
individuals learn from the best one (the teacher). 
After that, Learner Phase 1, or learning from best 
classmates, commences. This phase begins with the 
fifth step, 
 Step 5: this step begin by selecting the best two 
individuals as students and applying a crossover 
between them, followed by a mutation. If the new 
one is better than the previous two students, then the 
newer choice is kept; otherwise, the older choice is 
kept. This process is then repeated with all other 
individuals (students). 
 At this point, Learner Phase 1-learning from the best 
students-is finished and the next stage is Learner 
Phase 2.  
 Step 6: this step starts with choosing two random 
individuals (students) between whom a crossover is 
then applied, followed by a mutation on the new 
individual. If that new individual is better than the old 
two students (in terms of accuracy), then the new one 
is kept. Failing that, the best old one is kept. This step 
is repeated with all other students. At this point, the 
main three stages of NTLBO are completed, and a 
check should be carried out on whether the 
termination criteria have been satisfied or not. If the 
former, the next step is proceeded; in the case of the 
latter, the three main stages (Teacher Phase, Learner 
Phase 1, and Learner Phase 2) are repeated. The final 
step is the application of non-dominated sorting to the 
result. Non-dominated sorting means no result 
(individual) is better than all other individuals. Each 
phase requires a comparison of Xnew with Xold 
using one of the machine learning algorithms applied 
in this study (SVM, ELM, and LR). The comparison 
involves classifying the compared subsets of features 
(Xnew and Xold) to obtain high accuracy, which 
signifies is the best one. 
5. Applied Machine Learning  
The present study evaluated the solutions achieved using 
ITLBO by deploying three ML techniques (LR, SVM, 
and ELM). LR is a common, fast, and easily 
implemented classifier; SVM is well-known for its 
effectiveness in binary classification; whereas ELM is a 
newly introduced but promising classifier. LR: 
Classification with LR is performed by estimating an 
event’s occurrence probability based on the similarity of 
given data points. It finds the probability of the event 
occurrence by employing a sigmoid function. If the 
occurrence probability of an event is > 0.5, then the LR 
predicts the event as “occurred” or “not occurred”, as 
the case may be. SVM: Classification tasks using SVM 
are performed through the construction of a separating 
line between the given data points [15]. The data points 
closest to this line are designated as Support Vectors 
(SVs). This line is iteratively constructed through the 
maximization of the margin between the SV and the line 
of the classes. This idea originates from the assumption 
that an increase in the margin can reduce the 
generalization error. ELM: ELM is built as a Feed 
forward Neural Network (FFNN) with a hidden layer, an 
input layer, and an output layer. The training data are 
fed into the model through the input layer, where they 
are then weighted and forwarded to the hidden layer via 
a function. A similar transformation is executed between 
the hidden and output layers. The FFNN requires 
iterative tuning of its parameter; however, no parameter 
tuning occurs in the ELM. Therefore, the learning time 
of ELM is lower as compared to those of conventional 
FFNNs. 
6. Experimental Setup  
The experimental scenario, problem instances, and the 
outcome of the experiments are all presented in this 
section. In this study, the experiments were performed 
on two intrusion datasets (KDDCUP’99 and CICIDS), 
which were reduced, because of the focus on binary 
classification to accommodate only two classes (normal 
and intrusion). In order to make the validation fairer, K-
fold validation was used, where the value of K is set to 
10 [17]. 
KDDCUP’99: This dataset was first used to build a 
network intrusion detector at the 3rd International 
Knowledge Discovery and Data Mining Tools 
Competition [7]. The DARPA intrusion detection 
evaluation program was set up in 1998 by the MIT 
Lincoln Laboratory as a simulated environment for 
gathering raw TCP/IP dump data for a Local Area 
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Network (LAN) [23]. It was set up with the aim of 
comparing various intrusion detection methods based on 
their performance. A version of the DARPA’98 dataset 
was used in the KDDCUP’99 dataset [12]. The 
DARPA’98 dataset consists of compressed raw TCP 
dump data of seven weeks of network traffic. It is 
approximately4 gigabytes in size and can be processed 
into about 5,000,000 connection records, each of about 
100 bytes [14]. In the dataset, the two weeks’ test data 
contains approximately 2,000,000 connection records. 
The KDD training dataset is comprised of about 
4,900,000 single connection vectors of 41 features each, 
which are labeled either as normal or an attack of a 
specific type [1]. The attack types in the dataset were 
categorized into four major categories: 
1. Probing attack: This is an effort by an attacker to gain 
network information simply to circumvent the 
network’s security controls. 
The CICIDS2017 dataset consists of benign and most 
current common attacks, which mimic real-world data 
(PCAPs). It also contains the results of a network 
traffic analysis, obtained by using a CICFlowMeter. 
The flows are labeled based on the timestamp, source 
and destination ports, source and destination IPs, 
protocols, and attack. 
2. Denial-of-Service (DoS) attack: In this type of attack, 
the intruder intentionally denies legitimate network 
access by making the system too busy to process 
legitimate requests. 
3. User-to-Root (U2R) attack: The attacker gains access 
to the network by accessing the system as a legitimate 
user, before exploiting the lapses in some systems to 
gain root access. 
4. Remote-to-User (R2L) attack: This is a form of attack 
where an invader exploits vulnerabilities in machines 
by sending packets to them over a network in a bid to 
gain local access as a legal user.  
Although several types of R2U attacks exist, the most 
common types are those executed via social engineering. 
These attacks (DoS, U2R, R2L, and probing) are 
classified into 22 different attack types in the 
KDDCUP’99 dataset, as shown in Table 1. These do not 
only refer to the specific case of KDDCUP’99 dataset; 
additionally, several known classifications and 
taxonomies of computer system attacks were also 
analyzed in this study [15]. 
Table 1. KDD dataset. 
Attack classes 22 types of attacks 
DoS smurt, neptune, pod, teardrop, back, land, 
R2L 
phf, ftp-write, imap, multihop, warezclient, warezmaster, 
spy, guess password 
U2R perl, loadmodule, buffer-overflow, rootkit 
Probing portsweep, ipsweep, satan, nmap 
The CICIDS2017 dataset [7, 21] satisfies the 11 
indispensable features of a valid IDS dataset, namely 
anonymity, available protocols, feature set, attack 
diversity, complete capture, complete interaction, 
complete network configuration, complete traffic, 
metadata, heterogeneity, and labeling [1, 7, 16]. There 
are 3,057,503 rows in the CICIDS2017, devised on eight 
files with each row containing 79 features. In the 
CICIDS2017, each row is labeled as benign or as one of 
the 14 attack types. A summary of the distribution of 
different attack types and the benign rows is presented in 
Table 2. 
Table 2. CICIDS dataset. 
Attack class 14 types of attacks 
DOS 




Brute-Force FTP-Patator, SSH-Patator 
Web Attack 




In this study, the experiments were performed on a 
computer running an Intel Core i7-4810 processor with a 
CPU clock rate of 2.80 GHz and an 8GB main memory. 
The classification aspect of the algorithms was done 
using Matlab 2017a. The two important parameters that 
must be decided prior to running NTLBO were 
population size and number of generations. A higher 
value of these parameters ensures a higher result of 
accuracy, even though the computation time will be 
increased. An investigation of a new individual is time-
inefficient. 
7. Experiment Results and Discussion 
The parameters used in this study are shown in Table 3. 
Table 3. Parameters used in this study. 
Parameter Value 
Population size for NTLBO 40 
Number of generations for NTLBO 60 
Crossover type Half-uniform 
Mutation type Bit-flip 
The tables below presents the accuracy results for 
both datasets. The accuracy result of the KDDCUP’99 
dataset is presented in Table 4. 
Table 4. Accuracy result of kddcup’99 dataset. 
Classifier TLBO NTLBO 
LR 
No. of features Accuracy No. of features Accuracy 
3 0.995 1 0.99 
  2 0.995 
Total time 12.2512 11.4023 
SVM 
3 0.995 2 0.97 
6 1.00 3 0.995 
  4 1.00 
Total time 2382.3301 1305.0355 
ELM 
3 0.97 1 0.985 
4 0.99 2 0.99 
5 0.995 3 1.00 
8 1.00   
Total time 4.0717 4.4261 
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From Table 4, both TLBO and NTLBO offered the 
same execution time for each ML technique. For each 
ML, the number of features, accuracy, and execution 
time were calculated. The numbers in red suggest the 
best results for both TLBO and NTLBO. NTLBO 
consistently presented better accuracies as compared to 
TLBO using the three ML techniques. It also presented 
better time accuracy using LR and SVM ML techniques. 
However, TLBO provided a better execution time with 
ELM as compared to NTLBO. The results of the 
CICIDS2017 dataset are presented in Table 5. 
Table 5. Accuracy Result of CICIDS2017 Dataset. 
Classifier TLBO NTLBO 
LR 
No. of features Accuracy No. of features Accuracy 
14 0.94 7 0.945 
15 0.965 9 0.95 
27 0.975 13 0.955 
  15 0.965 
  22 0.97 
Total time 33.06 29.089 
SVM 
24 0.84 14 0.905 
26 0.92 18 0.92 
  21 0.93 
Total time 4161.3924 5484.097 
ELM 
13 0.86 6 0.88 
15 0.885 7 0.92 
16 0.905   
19 0.91   
20 0.92   
Total time 3.4071 6.5312 
With the CICIDS2017 dataset, NTLBO consistently 
showed better accuracy than TLBO using the three ML 
techniques. With the LR technique, NTLBO presented a 
better execution time as compared to TLBO. In contrast, 
with the SVM and ELM techniques, TLBO was better 
than NTLBO. The reason that the result of NTLBO was 
always better than TLBO in terms of accuracy is 
Learner Phase 1 (learning from best classmates). In 
TLBO, there was no learning from best classmates other 
than choosing random students and learning from them; 
whereas in NTLBO, learning from best classmates 
means that in the final phase (Learner Phase 2), learning 
from the best students provides the optimal solution. 
The Detection Rate (DR) is the percentage of the 
samples correctly classified by the classifier to their 





Another statistical test is the error rate, which is the 
proportion of patterns that have been incorrectly 






Table 6 illustrates the results of Equations (3) and (4). 
Table 6. Results of Equations (3) and (4). 
 KDDCUP’99 CICIDS2017 
Detection Rate 0.9995 0.9903 
Error Rate 0.0045 0.027 
Another statistical test (T-test) was applied to 
demonstrate the superiority of NTLBO over TLBO. The 
P-values and T-values are shown in Table 7, whereby 
the small values showed that NTLBO was highly 
significant. 
Table 7. T-Test. 
 KDDCUP’99 CICIDS2017 
P-Value 0.0156 0.0068 
T-Value 3.174 4.044 
 
Comparison results with existing works showed that 
the proposed model performed better than many existing 
works in terms of accuracy as shown in Table 8. 
Table 8. Comparison with existing works. 
Ref. Dataset Accuracy 
[24] CICIDS 97.90 % 
[2] CICIDS 97.08 % 
[19] KDD 99.75 % 
[26] KDD 99.89 % 
Proposed method CICIDS 97.5 % 
Proposed method KDD 100 % 
8. Conclusions 
This paper proposes a new multi-objective teaching 
learning-based algorithm (NTLBO) for feature subset 
selection problems in intrusion detection. The 
performance of the new algorithm was demonstrated to 
be superior to that of TLBO in FSS problems on two 
large intrusion datasets. The proposed NTLBO 
consistently presented better accuracy in the execution 
time than TLBO in several instances. On the statistical 
tests (confusion matrix) applied to the NTLBO detection 
rate and error rate extracted from the confusion matrix, 
NTLBO showed a higher detection rate for both the 
KDDCUP’99 and ICIDS2017 datasets. It showed a low 
error rate for the two datasets. As a recommendation, the 
proposed NTLBO should be applied to multi-class 
classification problems, and more ML techniques could 
be used for evaluating its performance. 
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