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Improper analysis of trials randomised using
stratified blocks or minimisation
Brennan C. Kahana∗and Tim P. Morrisa
Many clinical trials restrict randomisation using stratified blocks or minimisation to balance prognostic factors
across treatment groups. It is widely acknowledged in the statistical literature that the subsequent analysis should
reflect the design of the study, and any stratification or minimisation variables should be adjusted for in the analysis.
However, a review of recent general medical literature showed only 14 of 41 eligible studies reported adjusting
their primary analysis for stratification or minimisation variables. We show that balancing treatment groups using
stratification leads to correlation between the treatment groups. If this correlation is ignored and an unadjusted
analysis is performed, standard errors for the treatment effect will be biased upwards, resulting in 95% confidence
intervals that are too wide, type I error rates that are too low, and a reduction in power. Conversely, an adjusted
analysis will give valid inference. The extent of this issue is explored using simulation for continuous, binary,
and time-to-event outcomes where treatment is allocated using stratified block randomisation or minimisation.
Copyright c© 0000 John Wiley & Sons, Ltd.
Keywords: Clinical trials; Covariates; Adjustment; Minimisation; Stratification; Unadjusted analysis
1. Introduction
Well conducted randomised controlled trials are considered the gold standard for unbiased comparison of treatments as they
ensure there are no systematic differences between treatment groups. The most basic method of allocating patients to a
treatment is simple randomisation[1], where the probability of being assigned to either treatment is the same for all patients.
However, this can lead to chance imbalances in important prognostic factors between treatment groups as well as the overall
proportion receiving each treatment. A number of randomisation procedures have been developed that promote balance
in key prognostic factors between treatment groups[2]. These include stratified block randomisation[3], stratified biased
coin randomisation[4], stratified urn randomisation[5], optimum biased coin[6], and minimisation[7]. A recent article by
Pond et al[8] showed that 85% of cancer clinical trials used at least one baseline variable in their randomisation, and Scott
et al[9] showed that in 2001 45% of randomised trials in the Lancet or New England Journal of Medicine used either
stratification or minimisation. These are the two most popular methods of balancing covariates in clinical trials, despite
concerns surrounding both[10, 11], and will be the focus of this paper.
Stratified block randomisation involves grouping patients into strata defined by baseline characteristics, and performing
block randomisation within each stratum. This ensures that the stratifying variables are balanced on completion of each
block. For a small number of variables this method will work well, but tends to break down as the number grows larger.
Four variables with two levels each leads to 24 = 16 strata. If certain combinations of balancing variables are rare, some
strata may not have even one completed block. Minimisation is a method that overcomes this problem. For each new
patient entering a trial the baseline characteristics of patients in the two treatment groups are summarised and the patient is
allocated to the treatment which would provide the best marginal balance in terms of prognostic factors. In practice the
patient is usually assigned to the preferred treatment with probability pi where pi > 0.5. When neither treatment offers an
advantage in terms of marginal balance, pi = 0.5 as with simple randomisation.
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Although stratified randomisation and minimisation are common in clinical trials, there remains some confusion over
whether it is necessary to adjust for the stratification or minimisation variables in the analysis of the trial. A majority
of the statistical literature suggests any baseline variable involved in randomisation should also be included in the
analysis[9, 12, 13, 14, 15, 16, 17, 18] though some argue this is not always sensible[19]. Many textbooks and articles that
describe stratification and minimisation do not mention any implications for the analysis[20, 21, 22, 23, 24, 25, 26]. It is
important that this issue is clarified: an incorrect analysis could potentially result in a beneficial treatment being denied to
patients or a treatment that is not beneficial being adopted.
A number of simulation studies have shown that ignoring the stratification or minimisation variables in the analysis
may lead to invalid tests of significance[27, 28, 29, 30, 31]. Type I error rates are shown to be too low for continuous and
time-to-event outcomes. Binary outcomes have not, to our knowledge, been studied using simulation.
Throughout, we will refer to variables which are used in the allocation scheme as ‘balancing’ variables, stratified block
randomisation as ‘stratification’, and treatment allocation as ‘randomisation’ (since we only consider minimisation with
some random element, as is usual in practice).
This article investigates the effects of ignoring stratification or minimisation variables in the analysis. In Section 2 we
show that an unadjusted analysis after stratification leads to standard errors for the treatment effect that are biased upwards.
In Section 3 we use simulation to show that stratification leads to correlation between the treatment groups, and investigate
what impact this has on coverage rates if ignored in the analysis. We then present a series of simulations based on real trial
data to determine to what extent these issues are likely to arise in practice. Section 4 reviews a cross section of recently
reported randomised controlled trials to see how often balancing variables are used in randomisation, and how these are
dealt with in the analysis. Section 5 is a discussion, and makes recommendations for trials randomised using stratified
blocks or minimisation.
2. Correlated outcomes
We initially consider the simple case of matched pairs to investigate how ignoring the matching will affect the analysis,
before considering the issue under general stratification.
Consider a study with a continuous outcome in which each patient is matched with another patient on some baseline
variables. In each matched pair one patient is assigned to the treatment group, the other to the control group. Given n
matched pairs, this can be thought of as a stratified trial with n strata, 2 patients per stratum and a total of 2n patients. This
is similar to a 2×2 crossover trial where each patient receives both treatments.
Let Y1 j and Y2 j denote patient outcomes from the jth matched pair, assigned to treatments 1 and 2 respectively. Assume
that Var(Y1 j) = Var(Y2 j) = σ2, the correlation between patients in the jth pair is ρ , and the correlation between patients
with different j is 0. It follows that Cov(Y1 j,Y2 j) = ρσ2.
Let Y¯1 and Y¯2 denote the mean outcomes in treatment groups 1 and 2 respectively. The variance of the treatment difference,
Y¯1− Y¯2, can be found using the following formula:
Var(Y¯1− Y¯2) = Var(Y¯1)+Var(Y¯2)−2Cov(Y¯1,Y¯2) (1)
This is simplified to
Var(Y¯1− Y¯2) = Var(Y¯1)+Var(Y¯2)
for a two sample t test, where Y¯1 and Y¯2 are assumed to be independent. It is easy to show when patients are matched in a
pair, as in the above example, this assumption is not true:
Cov(Y¯1,Y¯2) = Cov
(
1
n
n
∑
j=1
Y1 j,
1
n
n
∑
j=1
Y2 j
)
(2)
=
1
n2
n
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Cov(Y1 j,Y2 j) (3)
=
ρσ2
n
(4)
The correlation between Y¯1 and Y¯2 is then ρ , which is the same as the correlation between matched pairs.
The variance of the treatment difference not accounting for this correlation between Y¯1 and Y¯2 is
2σ2
n
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However, given that Y¯1 and Y¯2 are correlated by design, the true variance, continuing from (1), is
2σ2
n
− 2ρσ
2
n
=
2σ2
n
(1−ρ).
We then see that by not accounting for the correlation between Y¯1 and Y¯2, the variance of the treatment difference will
be biased upwards by a factor of (1−ρ)−1. Parzen et al[32] showed similar results for trials that are balanced on centre.
This issue arises because of the covariance between Y¯1 and Y¯2. This is similar under general stratification. By assuming
a correlation of ρ for all patients within a stratum, Cov(Y¯1,Y¯2) cannot be equal to 0, because the covariance of any two
patients in the same stratum is non-zero, and always positive. This means that under stratification in general, standard errors
of treatment effect will be biased upwards (though not necessarily to the same extent as in the case of matched-pairs),
leading to confidence intervals that are too wide and p-values that are too large.
It is well known that an unadjusted analysis is inappropriate for a matched-pairs study (where pair would be included in
the analysis) and for crossover trials (where subject would be included in the analysis). Although the correlation within
strata of a parallel group trial may be smaller than the within-subject correlation for a crossover trial, the considerations
are the same. The extent of the problem depends largely on the within-stratum correlation (i.e. the intraclass correlation).
If this is non-negligible then there will be bias in the estimate of Var(Y¯1− Y¯2). The within-stratum correlation depends
on the strength of the relationship between the stratification variables and the outcome. The stronger the relationship, the
larger the within-stratum correlation. Additionally, as more balancing variables are used in the randomisation process, the
within-stratum correlation will increase (assuming the balancing variables are associated with the outcome). In practice,
this means we should always expect non-negligible within-stratum correlation in stratified trials, as variables should only
be used in balancing if they are expected to be related to outcome.
Stratification will also lead to correlated treatment groups in the cases of binary or survival outcomes. However, this is
complicated by the fact that the standard error of the treatment effect is expected to increase when covariates are fitted[33].
For the binary case, Robinson and Jewell[34] show that adjusting for a balanced covariate that is associated with the
outcome will cause a proportionally larger increase in the treatment effect estimate than in its standard error, meaning
βˆadj
SE(βˆadj)
>
βˆunadj
SE(βˆunadj)
,
where βˆ is the estimate of the log–odds-ratio and the subscript denotes whether this is adjusted or unadjusted. This implies
an increase in power for adjusted analyses. It is important to investigate what effect an unadjusted analysis will have in
practice, given that the standard error is expected to increase after adjustment.
3. Simulation studies
3.1. General considerations
Simulation is used to investigate the impact of an unadjusted analysis after stratification or minimisation. We initially show
that the correlation between treatment groups is introduced by stratified randomisation, as shown in (2). Secondly, we
examine coverage rates of 95% confidence intervals for the treatment difference as the effect of the stratification variable
on outcome increases. Finally, we present simulations based on data from real trials to explore what impact unadjusted
analyses might have on coverage and power in practice. All simulations were done using Stata 11.1.
3.2. Correlation between treatment groups
This simulation study investigates the correlation between treatment groups after both simple randomisation and stratification.
Two hundred patients were simulated for each replication. Eight thousand replications were used to estimate the correlation
between treatment groups. A random sample of 200 replications is shown in Figure 1. Two hundred replications were
chosen to maintain clarity of the graph. A continuous response Yi for the ith patient was simulated as:
Yi = α+βXtreat+γXstrat+ εi, (5)
where Xtreat is a binary indicator equal to one if the patient receives the treatment, β is the additive effect of treatment on
outcome, Xstrat are the stratification variables (here only one binary stratification variable is used) and γ are the regression
coefficients corresponding to Xstrat. γ was assigned values of 3 and then 6 and εi ∼ N(0,1). These effects are extreme and
unlikely to occur in practice but are used to illustrate the point that the correlation between treatment groups increases as γ
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increases. It should be noted that the correlation between treatment groups is independent of the treatment effect, and will
be the same for any value of β (here, we used β = 0).
Figure 1 shows the strong correlation between Y¯1 and Y¯2 (where the subscripts denote the treatment group) under stratified
randomisation. Under simple randomisation however, Y¯1 and Y¯2 are uncorrelated. This demonstrates that the correlation is
introduced by the process of stratification. Under simple randomisation treatment groups will be uncorrelated, and so an
unadjusted analysis will give valid results. The correlation between Y¯1 and Y¯2 increases as the strength of the relationship
between the stratification variable and outcome increases.
3.3. Coverage
This simulation study investigates the coverage of 95% confidence intervals for the treatment effect as the effect of the
stratifying variable increased. The coverage rate was defined as the proportion of times the 95% confidence interval
contained β . Eight thousand replications were used so that if the true coverage was 95% then 8000 simulations would
estimate a confidence interval for coverage to within ±0.5%.
Data were again generated using model (5). Here, εi ∼ N(0,1) for all simulations. As in Section 3.2 the choice of β is
unimportant as the coverages rates are independent of treatment effect in this scenario, and so the results will be the same
for any value of β (again β was set to 0). Xstrat was a binary stratification variable, and patients were assigned to each level
of Xstrat with probability 0.5. γ was set to values of 0 to 3 in increments of 0.2. Each simulated patient was randomised
twice: once using simple randomisation and once using stratified randomisation with a block size of eight. A block size of
eight was chosen so that it would be small enough to promote balance, but not so small as to be unrealistic. Both adjusted
and unadjusted analyses were performed. Four scenarios were therefore considered for each simulated dataset:
1. Simple randomisation, unadjusted analysis
2. Simple randomisation, adjusted analysis
3. Stratified randomisation, unadjusted analysis
4. Stratified randomisation, adjusted analysis
For each replication a 95% confidence interval for the treatment effect was calculated. These confidence intervals were then
used to calculate the coverage for each scenario.
Figure 2 shows results for n= 250 (similar results, not shown, were observed for n= 100, 500 and 1000). This shows
that ignoring balancing variables in the analysis will lead to confidence intervals that do not have nominal coverage. At the
extreme, the coverage levels approach 100%. Even when γ is small relative to the residual standard deviation the coverage
is affected. In contrast, adjusting for balancing factors in the analysis or using simple randomisation always gave nominal
coverage.
3.4. Simulations based on real trial data
Thus far we have only considered the impact of an unadjusted analysis in the case of stratified randomisation with a
continuous outcome. In this section we examine the impact of an unadjusted analysis for continuous, binary, and time-to-
event outcomes after both stratification and minimisation have been used. Simulations were carried out using parameters
from real trial data. Five trials were used: FASTER[35], MIST2[36], RE01, GBSG, and PBC. Information on RE01, GBSG
and PBC can be found in Royston and Sauerbrei[37]. Of these five trials, only FASTER and MIST2 used balancing variables
in their randomisation. For the other trials, several prognostic factors were chosen as candidate balancing variables. Sections
3.4.1 to 3.4.5 give more information on each individual trial. As above, 8000 replications were used for each scenario.
Balancing variables were generated from a multivariate normal distribution. Variances and covariances were based on
the original dataset so that the proportion of patients in each stratum was similar to the original study. Binary and ordinal
data were then categorised based on cut-points specified to give the desired proportions. Continuous observations that fell
outside the range of the original dataset were replaced with the minimum or maximum from the original dataset.
Sample sizes of 100, 200, 500, and 1000 were used, as well as the original sample size from each study. The treatment
effect was chosen to give approximately 80% power when using the original sample size.
Stratification was used with random permuted blocks of size 8. Minimisation allocated treatments in turn and then
calculated the marginal covariate imbalance for each. The preferred treatment was then chosen by a biased coin with pi = 0.8.
(This reflects practice since, with the exception of permuted blocks, deterministic methods are generally discouraged
[12, 11].) For stratification and minimisation, continuous variables were dichotomised at their observed mean from the
original dataset, but were included in the analysis as continuous variables. The GBSG and MIST2 trials were exceptions, as
progesterone receptor status from GBSG was dichotomised at its observed median due to skewness, and baseline pleural
effusion in MIST2 was dichotomised at the same value as used in the original trial.
Coverage, power, and standard errors were compared between adjusted and unadjusted analyses. For each analysis we
defined a model-based standard error and an empirical standard error as follows:
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SEmodel =
1
r
r
∑
j=1
SE j
and
SEempirical =
√
1
r−1
r
∑
j=1
(βˆ j−β )2,
where r denotes the number of simulations, and SE j denotes the standard error of the treatment effect for the jth simulation.
We define the % bias in model-based standard errors as
100
(
SEmodel−SEempirical
SEempirical
)
.
Values > 0 indicate model-based standard errors are biased upwards, while < 0 indicates they are biased downwards.
Continuous outcomes were again generated from model (5), as in sections 3.2 and 3.3. Binary outcomes were generated
using a latent response model. Latent variables Y ?i were generated and the observed responses Yi were classified as 1 if
Y ?i > 0 and 0 otherwise. The latent response was simulated from a model similar to (5) but where εi follows a logistic
distribution with mean 0 and variance pi
2
3 . Here β and γ represent log-odds ratios. Because the expected treatment effect
would be different for adjusted and unadjusted models (even whenXstrat are balanced[33]), coverage of the treatment effect
was compared when β was set to 0 so that the expectation was the same for adjusted and unadjusted models.
Survival outcomes were generated from a Weibull distribution with baseline hazard functions based on the observed data.
Survival times were generated as suggested by Bender et al[38] by
T = H−10 [− ln(U)exp(−(βXtreat+γXstrat))],
where H0 is the cumulative baseline hazard function and U ∼ Uniform(0,1). This model for survival times implies a
proportional hazards model
h(t|x) = h0(t)exp(βXtreat+γXstrat).
As with binary outcomes, coverage of the treatment effect was compared with β set to 0.
3.4.1. FASTER The FASTER trial (Function After Spinal Treatment: Exercise and Rehabilitation) was a 2×2 factorial
trial which tested the effects of rehabilitation and an educational booklet on Oswestry disability index (ODI), a continuous
outcome, in 316 participants following back surgery (either a discectomy for herniated disc or decompression for spinal
stenosis)[35]. The type of surgery and the operating surgeon were used as balancing variables.
Our simulations simplify the study to a single factor parallel group trial. Two sets of simulations were performed: the
first set used the type of surgery and surgeon as balancing factors, as in the original trial; the second excluded surgeon and
instead used type of surgery and baseline ODI as balancing variables. Additionally, in order to investigate the effect of
block size on the results, the second set of simulations used block sizes of 2, 8, and 32.
For all simulations the residual standard deviation was set to 18, 46% of participants were assumed to have a discectomy,
and the regression coefficient for discectomy was −13. For the simulations involving surgeon, there were 23 surgeons in the
study, 10 of which operated on less than 10 patients each. This was simplified in our simulations by combining all surgeons
with less than 10 patients, resulting in 14 surgeons with the number of patients per surgeon ranging from 10 to 40. This
was done to avoid overstratification. The effect of surgeon was included by generating a random effect for each surgeon
based on a normal distribution. The variance was chosen so that the intraclass correlation coefficient for surgeon was 0.01,
reflecting the observed data. All parameters used for simulation were estimated prior to combining surgeons with less than
10 patients. For the second set of simulations, baseline ODI was generated as ∼ N(46,192) and its regression coefficient
was set to 0.5.
3.4.2. MIST2 The MIST2 trial was a 2×2 factorial trial testing whether tPA (tissue plasminogen activator) or DNase
(deoxyribunoclease) were effective in reducing the size of patients pleural effusion (a continuous outcome)[36]. Patients
were randomised to one of four treatment groups using minimisation. The size of the baseline pleural effusion (greater
or less than 30% of the hemithorax), whether the patient was purulent, and whether the infection was acquired via the
community or in hospital were all used as minimisation factors. For simplicity, simulations were conducted assuming a
parallel group design with two treatment groups.
The residual standard deviation was set to 16, 48% of patients were assumed to be purulent, and 12% of patients were
assumed to have had a hospital acquired infection. The mean and standard deviation of the size of the baseline pleural
effusion were set to 43 and 22 respectively. The regression coefficients were −0.6 for the size of the baseline pleural
effusion, 0.9 for purulence, and 6.5 for a hospital acquired infection.
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3.4.3. RE01 The RE01 trial compared interferon-α with medroxyprogesterone acetate in patients with metastatic renal
carcinoma. Of the 347 patients in the study, 322 (93%) died. Data were simulated as time-to-event data to be analysed using
a Cox model. Because of the high proportion of mortality, time to death was also simulated as a continuous variable to be
analysed using linear regression on those patients with an observed outcome. Observed time to death was approximately
log-normally distributed.
WHO score (0–2) and tumour grade (1–4) were chosen to be balancing variables. 26% of patients were assigned a WHO
score of 0, 48% a score of 1, and 26% a score of 2. 11% of patients were assigned a tumour grade of 1, 43% a grade of 2,
31% a grade of 3, and 15% a grade of 4.
For the time-to-event simulations the hazard ratio relative to a WHO score of 0 was 1.5 for a WHO score of 1 and 3.5 for
a WHO score of 2. The hazard ratio relative to tumour grade 1 was 1.4 for a tumour grade of 2, 1.2 for a tumour grade of 3,
and 1.8 for a tumour grade of 4. For generating Weibull survival times the shape and scale parameters[39] were set to 0.95
and 0.04 respectively.
For the linear regression model the residual standard deviation was set to 1. The regression parameters were −0.5 for a
WHO score of 1, −1.3 for a score of 2, −0.2 for a tumour grade of 2, −0.3 for a grade of 3, and −0.5 for a grade of 4.
3.4.4. GBSG The GBSG trial was a 2×2 factorial comparing three vs. six cycles of chemotherapy and additional hormonal
treatment with tamoxifen in patients with primary node positive breast cancer. The primary endpoint was tumour recurrence
or death. Approximately one third of patients in this study were non-randomised. Of the 686 patients involved in the study,
299 died. Outcomes were simulated as binary, and were analysed using logistic regression.
Balancing factors were chosen to be progesterone receptor status (a continuous variable), the number of positive nodes,
and tumour grade (0-3). For simulations, 12% of patients were assigned a tumour grade of 1, 65% of patients a grade of
2, and 23% of patients a grade of 3. The number of positive nodes was analysed using the transformation log(positive
nodes/10), and was generated as ∼ N(−1.1,0.92). Progesterone receptor status was generated from a normal distribution
with mean 0 and standard deviation 11, then was squared to give it a skewed distribution similar to the original dataset.
Relative to tumour grade 1, the odds ratio was 2.3 for a tumour grade of 2, 2.1 for a tumour grade of 3, and 1.8 for a one
unit increase in the log-transformed number of positive nodes. The odds ratio was set to 0.98 for a one unit increase in
progesterone receptor status. The baseline odds of tumor recurrence or death were set to 0.90.
3.4.5. PBC The PBC parallel group trial investigated the effect of D-penicillamine vs. placebo in patients with primary
biliary cirrhosis (PBC). The outcome was overall survival time.
Both binary and time-to-event outcomes were simulated. Of the 312 patients in the study, 125 died. Balancing factors
were chosen to be age, bilirubin level, albumin level, sex, and histological stage (1 to 4).
For all simulations, 89% of patients were assigned to be female. 5% were assigned to histological stage 1, 22% to stage
2, 38% to stage 3, and 35% to stage 4. Age, albumin, and the log-transformed values of bilirubin were generated from
∼ N(50,10.62) for age, ∼ N(3.5,0.42) for albumin and ∼ N(0.58,1) for log-bilirubin.
For simulations involving binary outcomes, the odds ratio was 1.05 for age, 0.6 for albumin, 3.1 for the log-transformed
value of bilirubin, 0.5 for sex, and, relative to histological stage 1, 3.4 for histological stage 2, 5.0 for stage 3, and 6.6 for
stage 4. The baseline odds were 0.07.
For time-to-event outcomes the hazard ratio was 1.03 for age, 0.4 for albumin, 2.5 for the log-transformed value of
bilirubin, 0.75 for sex, and, relative to histological stage 1, 3.0 for histological stage 2, 4.2 for stage 3, and 5.5 for stage 4.
For generating Weibull survival times the shape and scale parameters[39] were set to 1.58 and 0.03 respectively.
3.4.6. Simulation results Unadjusted analyses after stratification or minimisation led to standard errors that were biased
upwards, confidence intervals with non-nominal coverage, type I error rates that were too low, and a reduction in power.
For simulations involving the original study sample size (Table 1), the coverage rate for unadjusted analyses ranged from
95.7 to 97.8%. These correspond to type I error rates of 2.2 to 4.3%. The per cent bias in the standard errors ranged from
2.3 to 17.4%. In contrast, adjusted analyses gave unbiased standard errors and confidence intervals with nominal coverage.
The coverage rate for adjusted analyses varied from 94.7 to 95.3%, and the per cent bias in standard errors ranged from
−2.4 to 1.1%. In some cases, unadjusted analyses led to a serious reduction in power. The PBC trial with a time-to-event
outcome had 78% power using an adjusting analysis, and only 53% power using an unadjusted analysis, a 25% reduction.
Similarly, MIST2 saw a 21% reduction in power.
Interestingly the results for the GBSG dataset were more modest than for other datasets. An unadjusted analysis after
stratification gave coverage rates ranging from 95.3 to 95.8% depending on the sample size. One possible explanation is the
effect sizes of the balancing variables were not large enough to cause serious bias in the standard errors. It is worth noting
that the impact of the balancing variables will also depend on the within-patient variance. In these simulations the data were
generated using a logistic distribution, which has variance pi
2
3 . If a Probit model had been used instead, the variance would
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have been set at 1, which would have led to more extreme results. Repeating the simulations using a Probit model gave
coverage rates ranging from 95.9 to 96.4% depending on sample size. This underlines the difficulties of determining how
large the effect of a balancing variable needs to be to result in biased standard errors for binary and time-to-event outcomes.
The FASTER trial with the type of surgery and baseline ODI as balancing variables was simulated using block sizes of 2,
8, and 32 in order to investigate what impact block size would have on coverage rates. The results were similar for all three
block sizes. For block sizes of 2, 8 and 32, unadjusted analyses gave coverage rates ranging from 97.3 to 97.7%, 97.0 to
97.6%, and 97.1 to 97.4% respectively. As the block size gets extremely large, and the number of patients in each block is
small compared to the overall block size, stratified block randomisation will approach simple randomisation. In this case
unadjusted analyses will give valid results. However, it appears that for commonly used block sizes this will not be the case,
and adjusted analyses are needed.
With small sample sizes for binary or time-to-event outcomes, adjusted analyses resulted in coverage rates that were
too low (Table 2). This was the case under both simple and balanced randomisation. For example, the PBC data with a
binary outcome and sample size of 100 had coverage rates of 94.1% and 94.3% after simple and stratified randomisation
respectively. The PBC data with a time-to-event outcome and sample size 100 had coverage rates of 93.6% and 94.2%, and
the RE01 data with a time-to-event outcome and sample size of 100 had coverage rates of 94.3% and 94.0%. This may
be because the adjusted analyses included too many variables in relation to the number of observed events. Unadjusted
analyses after simple randomisation did give nominal coverage rates, even with small sample sizes. This would suggest that
balancing variables need to be chosen carefully in small trials with binary or time-to-event outcomes, and the number of
balancing variables should be kept to a minimum.
4. Literature review
A literature review was carried out in order to assess current practice in analysing clinical trials that had allocated treatments
using stratification or minimisation. Four major medical journals were searched: the Lancet, the British Medical Journal,
the Journal of the American Medical Association, and the New England Journal of Medicine. Articles appearing in the
three month period from March to May 2010 were included.
The titles for each article were searched, and titles that identified the study as cohort, cross-sectional, case-control,
systematic review or meta-analysis, or in some other way indicated it was not a randomised trial were discarded. The
abstracts for all other studies were read and all randomised trials were identified.
Only parallel-group, individually randomised trials were considered. All randomised trial articles were searched to
determine what method of randomisation had been used, what the primary outcome was (continuous, binary, time to event,
or rate/count), and whether the primary analysis had been adjusted for balancing factors.
Seventy-two trials were identified. Of these, seven were excluded: three were cluster-randomised trials, one was a
crossover trial, two were single arm studies, and one was a secondary analysis of a study that had been previously reported
within the review period. In total 65 trials met the inclusion criteria.
Fourty-one trials (63%) balanced on centre or on a patient-level prognostic variable (or both). Centre was used as a
balancing variable in 35 trials (54%), and 24 trials (37%) used at least one patient-level prognostic factor as a balancing
factor. Nine trials did not use any balancing variables in their randomisation, and in 15 articles (23%) the method of
randomisation was unclear. In trials that used a balancing variable in their randomisation, 29 used stratified permuted
blocks, 10 used minimisation, one used urn randomisation and one used another dynamic allocation method.
In total, 14 of the 41 trials (34%) that balanced on either centre or a prognostic variable adjusted for all balancing
variables in the analysis. Only 13 of the 35 trials (37%) which balanced on centre adjusted for centre in the analysis, and
only 7 of the 24 trials (29%) which used at least one prognostic variable in the randomisation appropriately adjusted for
these variables in the analysis.
5. Discussion
We have shown that treatment allocation by stratification leads to correlation between treatment groups. If this correlation
is ignored by not adjusting for the stratification variables in the analysis then the standard error for the treatment effect
is biased upwards, leading to confidence intervals that are too wide, type I error rates that are too low, and a reduction
in power. We have shown using simulation that this affects continuous, binary, and time-to-event outcomes, and is an
issue for both stratification and minimisation. These issues lead to a loss of interpretability: we can no longer interpret a
95% confidence interval as nominal, or p-values as the probability of observing a result as or more extreme under the null
hypothesis. The number of balancing variables in small trials with a time-to-event or binary outcome should be kept to
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a minimum, as adjusted models may lead to type I error rates that are too high (though an unadjusted analysis in these
situations still leads to type I error rates that are too low).
Stratification and minimisation are common in randomised trials. 63% of trials we reviewed used stratification or
minimisation to balance prognostic factors or study centres between treatment groups. However, as common as these
randomisation techniques are, their implications remain poorly understood. Only 34% of trials using stratification or
minimisation properly adjusted for those variables in the primary analysis. Additionally, in 23% of papers the method of
randomisation was not clear. Given that the appropriate method of analysis depends on the method of randomisation, it is
essential for papers to follow the CONSORT guidelines[40] and to explain clearly what method of randomisation was used,
and whether the analysis adjusted for any variables used in randomisation.
Stratification and minimisation lead to the same issues as crossover trials, matched-pair designs, longitudinal studies,
and cluster randomised trials, in that all of these designs introduce correlation between observations. It is well known
that adjusted analyses are required for all these designs, however not all parallel group trials recognise these issues with
balancing covariates. It is interesting to note that crossover trials, matched-pair designs, and stratification/minimisation
introduce correlation between treatment groups which, if ignored in the analysis, will lead to standard errors that are biased
upwards. However, cluster randomised trials and longitudinal studies will introduce correlation within treatment groups,
which will lead to standard errors which are biased downwards if clustering is ignored in the analysis. Depending on the
type of clustering (either between- or within-treatment groups) results will be conservative or anti-conservative respectively.
It has been argued that adjustment for stratification variables is not always sensible on the basis that they may be unrelated
to outcome[19]. This is conceptually correct, as omitting a stratification variable that is unrelated to outcome from the
analysis will not lead to biased standard errors. However, balancing on patient-level factors is recommended only if the
balancing variable is known to be related to outcome[41] (or, in cases where little prior information is available on which
variables are prognostic, if the balancing variable is suspected to be related to outcome). Determining which balancing
variables are not related to outcome within a trial will rely on post-hoc analysis or preliminary testing (where the method
of analysis depends on the results of a preliminary significance test). Statistical significance tests and p-values will be of
little use, as a stratification variable could have a large p-value, but still have an effect size large enough to lead to biased
standard errors. Looking at the effect size of stratification variables will likewise be of little assistance, as it will be unclear
how small an effect size can safely be ignored. Additionally, with multiple balancing variables the effect of each may
appear negligible, but the cumulative effect may be larger. Preliminary testing has proven to give poor results in other areas.
Freeman showed that preliminary testing for a carry over effect in crossover trials leads to biased estimates of the treatment
difference, as well as increasing the probability of making a type I error[42]. Raab et al[13] give a good overview of the
issues for post-hoc covariate selection in clinical trials. Given that the only effect of adjusting for a stratification variable
which is unrelated to outcome is the loss of a degree of freedom, it is recommended that when stratification or minimisation
has been used all analyses which estimate the treatment effect are pre-specified to be adjusted for balancing factors. If the
stratification factors are associated with the outcome, this analysis will give correct inference. If they are not related to the
outcome, this analysis will give similar results to an unadjusted analysis.
The reasons why so many practitioners do not adjust after stratification are unclear. There are a number of potential
explanations. People may like the simplicity of unadjusted analyses and feel they are easier to interpret. Perhaps the idea
that trials are special because they do not suffer from the systematic imbalances of observational studies makes a simple
analysis appealing. Some people are inherently mistrustful of adjusted analyses as they feel the investigators may have used
a variable selection technique that leads to biased results, or performed several different analyses and only presented those
which were most favourable.
These are all valid concerns. In principle we agree that a simple appropriate analysis is preferable. However, after
balancing an unadjusted analysis is no longer valid. The simplest appropriate analysis then becomes one which is adjusted
for the balancing variables. Additionally, an unadjusted analysis does not guard against presenting the most favourable of
several analyses, as the unadjusted model itself may be the most favourable. Therefore, the model should be pre-specified,
and with a published protocol or analysis plan for support it should not be hard to demonstrate this. If people strongly prefer
an unadjusted analysis they should avoid using any balancing covariates in the randomisation scheme, and use simple or
permuted block randomisation instead.
In some situations we balance on factors that are not expected to be associated with outcome, and are therefore not
normally included in the analysis. One example is time. Permuted block randomisation and minimisation can both be seen
as balancing treatment over time[43]. If time is associated with the outcome then an analysis which ignores this may lead to
biased standard errors. For example, if the inclusions/exclusion criteria are changed part way through a trial to allow sicker
patients to enroll, then the time period (before or after the inclusion/exclusion changes were made change) is associated
with outcome and should be adjusted for in the analysis.
Another situation where this might occur is when multiple prognostic variables are balanced on. Because permuted blocks
balance within each strata, this has the effect of balancing on covariate interactions. This can also occur in minimisation
when covariate interactions are added as balancing variables. If there is a non-negligible interaction between two covariates
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that have been balanced on, an analysis that is not adjusted for these interactions will lead to biased standard errors.
In both of the above situations we do not necessarily expect that time or interactions between balancing variables will be
associated with outcome, and therefore would not normally adjust for them in the analysis. However, if these variables are
expected to be associated with outcome they should be adjusted for in the primary analysis. Even if they are not expected to
be associated with outcome, a sensitivity analysis could be undertaken by adjusting for these variables to see if the results
are substantially affected.
In many studies, recruiting centre or site is used as a balancing variable[11]. In some ways, this is no different to
balancing on a patient-level characteristic, such as disease stage or gender; if centre is associated with outcome, than it
must be adjusted for in the analysis in order to obtain valid results. However, typical methods of adjustment require fitting a
parameter for each centre, which can lead to biased or inefficient results when the number of centres is large. More research
is needed to determine the best way to adjust for centre in these situations.
A limitation of this work is that the simulations for binary and time-to-event outcomes were not based on trials that had
used stratified randomisation or minimisation. However, balancing variables were chosen on the basis that they seemed
candidates for use in practice (for example WHO stage, tumour grade, number of positive nodes). Given that balancing
variables should only be chosen if they are highly prognostic, it is likely that the effect sizes seen in our simulations would
be similar to those seen in actual trials using stratification or minimisation.
The consequences of an unadjusted analysis after stratification or minimisation are not fully understood. This is not
surprising as most textbooks and articles describing these methods of randomisation do not mention that using balancing
methods in the randomisation process has implications for the analysis. The solution to this issue is two-fold. Articles,
textbooks and statistics courses explaining minimisation and stratification should highlight the issues these methods pose for
the analysis. Secondly, reviewers of medical journals should be made aware of these issues, and should request that analyses
be adjusted for balancing variables when treatment allocation has been carried out using stratification or minimisation.
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Table 1. Coverage, power and bias in standard errors after stratification or minimisation
Unadjusted analysis Adjusted analysis
Study Outcome n Method Coverage (%) Power % bias in SE? Coverage (%) Power % bias in SE?
FASTER† Continuous 316 Strat 96.2 76.1 5.8 94.8 79.5 0.1
FASTER‡ Continuous 316 Strat 97.5 65.6 14.4 95.1 80.2 0.0
Min 97.2 65.5 13.0 94.8 79.6 −0.3
MIST2 Continuous 210 Strat 97.4 58.6 13.7 95.1 80.0 0.2
Min 97.7 58.5 14.8 95.2 80.7 1.4
RE01 Continuous 322 Strat 97.0 74.5 11.8 95.0 81.4 0.7
Min 97.0 74.1 11.3 95.1 81.1 0.4
Survival 347 Strat 96.6 67.8 8.1 94.8 78.5 −1.3
Min 96.5 68.4 8.0 94.9 78.5 −0.7
PBC Binary 312 Strat 96.8 65.2 9.6 95.0 78.8 −1.9
Min 97.5 65.5 13.7 94.8 79.0 −1.8
Survival 312 Strat 97.5 53.0 13.8 94.7 78.0 −1.8
Min 97.6 53.6 17.4 95.1 79.2 −2.4
GBSG Binary 686 Strat 95.8 77.7 2.3 95.3 80.8 − 0.4
Min 95.7 77.7 3.0 94.9 80.5 −0.5
?% bias in SE is defined as 100
(
SEmodel−SEempirical
SEempirical
)
†Balanced using surgeon and type of surgery
‡Balancing using baseline ODI and type of surgery
12 www.sim.org Copyright c© 0000 John Wiley & Sons, Ltd. Statist. Med. 0000, 00 1–13
Prepared using simauth.cls
B. C. Kahan and T. P. Morris
Statistics
in Medicine
Table 2. Coverage after simple and stratified randomisation for different sample sizes
Simple Stratified
Study Outcome n Unadjusted Adjusted Unadjusted Adjusted
FASTER? Continuous 100 95.1 95.1 97.4 94.8
200 95.2 95.1 97.0 94.8
500 94.9 94.8 97.6 95.1
1000 95.4 95.3 97.4 94.9
MIST2 Continuous 100 95.3 94.8 97.2 94.9
200 94.9 95.3 97.2 94.9
500 95.2 94.9 97.3 94.4
1000 95.2 95.2 97.7 95.2
RE01 Continuous 100 94.5 94.7 96.5 94.8
200 95.3 95.6 97.0 95.1
500 94.9 94.9 96.8 95.1
1000 94.7 94.7 96.4 94.2
PBC Binary 100 94.4 94.1 96.3 94.3
200 95.2 94.7 96.8 94.6
500 95.0 94.8 97.1 94.7
1000 94.8 94.8 97.6 94.9
GBSG Binary 100 95.0 94.6 95.4 94.9
200 94.7 94.6 95.5 94.7
500 95.3 95.2 95.7 95.2
1000 94.9 94.8 95.3 94.9
RE01 Survival 100 95.1 94.3 96.0 94.0
200 94.7 94.3 96.3 94.3
500 95.1 95.0 96.8 94.8
1000 94.9 94.7 96.7 95.0
PBC Survival 100 95.2 93.6 97.2 94.2
200 95.3 94.6 97.4 94.7
500 94.9 94.6 97.5 94.9
1000 94.9 94.4 97.9 94.7
?Balanced using baseline ODI and type of surgery
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