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41. Введение
Рассматривается задача достижения консенсуса в сети динамических агентов при фик­
сированной топологии. Для каждого агента управляющее воздействие строится на основе его
состояния и состояний ближайших соседей, которые могут быть искажены. Для того, что­
бы ослабить влияние шумов, при построении протокола будет использоваться коэффициент
усиления 𝑎(𝑡).
Подобные задачи при отсутствии шумов широко исследованы, например, в работах
Moreau & Belgium(2004)[1] и Olfati-Saber & Murray(2004)[2].
Предъявлены достаточные условия на коэффициент усиления для достижения консен­
суса, получена оценка математического ожидания ошибки.
2. Постановка задачи
Обозначения:
𝑔 = {𝑉, ℰ , 𝐴} - взвешенный ориентированный граф.
𝑉 -множество узлов, ℰ -множество ребер.
𝑁𝑖 = {𝑗 ∈ 𝑉 |(𝑗, 𝑖) ∈ ℰ} - множество родителей вершины 𝑖.
𝑉𝑠 = {𝑗 ∈ 𝑉 | |𝑁𝑗| = 0} - множество всех источников и изолированных вершин.
𝐴 = [𝑎𝑖𝑗] ∈ R𝑁×𝑁 - взвешенная матрица смежности 𝑔.
𝑎𝑖𝑗 > 0, 𝑎𝑖𝑗 > 0 ⇐⇒ 𝑗 ∈ 𝑁𝑖
𝑑𝑒𝑔𝑖𝑛(𝑖) =
∑︀𝑁
𝑗=1 𝑎𝑖𝑗, 𝑑𝑒𝑔𝑜𝑢𝑡(𝑖) =
∑︀𝑁
𝑗=1 𝑎𝑗𝑖
Лапласовская матрица 𝐿𝑔 = 𝐷 − 𝐴, где 𝐷 = 𝑑𝑖𝑎𝑔(𝑑𝑒𝑔𝑖𝑛(1), . . . , 𝑑𝑒𝑔𝑖𝑛(𝑁))
𝑎 ∧ 𝑏 = min{𝑎, 𝑏}
Лемма 1. Пусть 𝑔 = {𝑉, ℰ , 𝐴} - неориентированный граф
Тогда 𝐿𝑔 - симметричная матрица, имеющая 𝑁 вещественных возрастающих соб­
ственных значений:
0 = 𝜆1(𝐿𝑔) 6 𝜆2(𝐿𝑔) 6 · · · 6 𝜆𝑁(𝐿𝑔),
и
min
𝑥 ̸=0,1𝑇 𝑥=0
𝑥𝑇𝐿𝑔𝑥
‖𝑥‖2 = 𝜆2(𝐿𝑔),
где 𝜆2(𝐿𝑔) - алгебраическая связность 𝑔. Если 𝑔 сильно связный, тогда 𝜆2(𝐿𝑔) > 0.
5Рассматривается задача достижения консенсуса в сети агентов в форме:
?˙?𝑖(𝑡) = 𝛼𝑥𝑖 + 𝑢𝑖(𝑡), 𝑖 = 1, 2, . . . , 𝑁, (2.1)
где 𝑥𝑖(𝑡) ∈ R - состояние 𝑖-го агента, 𝑢𝑖(𝑡) ∈ R - управляющее воздействие. Начальное состо­
яние 𝑥𝑖(0) определено. Обозначим 𝑋(𝑡) = [𝑥1(𝑡), . . . , 𝑥𝑁(𝑡)]𝑇 . Каждый агент может обмени­
ваться информацией с "соседями".
Для 𝑖-го агента:
𝑦𝑗𝑖(𝑡) = 𝑥𝑗(𝑡) + 𝜎𝑗𝑖𝑛𝑗𝑖(𝑡), 𝑗 ∈ 𝑁𝑖, (2.2)
где 𝑦𝑗𝑖(𝑡) - измерение состояния 𝑗-го агента 𝑖-ым, {𝑛𝑗𝑖, 𝑖, 𝑗 = 1, 2, . . . , 𝑁} - стандартный
белый шум, 𝜎𝑗𝑖 > 0 - интенсивность шума.
Граф 𝑔 называется информационным графом или топологией сети системы (2.1), а
пара (𝑔,𝑋) - динамической сетью.
Применение протокола 𝑈 к системе (2.1)-(2.2) приведет к стохастической замкнутой
системе, где все 𝑥𝑖(𝑡) - случайные процессы.
Для динамической сети (𝑔,𝑋) предагается протокол в виде:
𝑢𝑖(𝑡) =
⎧⎪⎪⎨⎪⎪⎩
0, 𝑖 ∈ 𝑉𝑠,
𝑎(𝑡)
∑︀
𝑗∈𝑁𝑖
𝑎𝑖𝑗(𝑦𝑗𝑖(𝑡)− 𝑥𝑖(𝑡)), 𝑖 ∈ 𝑉 − 𝑉𝑠, ∀𝑡 > 0,
(2.3)
где 𝑎(·) : [0,∞) → (0,∞) - кусочно непрерывная функция, называемая коэффициентом
усиления.
3. Анализ сходимости
Введем обозначения:
∙ 𝛼𝑖 - 𝑖-ая строка матрицы 𝐴,
∙ Σ𝑖 = 𝑑𝑖𝑎𝑔(𝜎1𝑖, . . . , 𝜎𝑁𝑖), 𝑖 = 1, 2, . . . , 𝑁, где 𝜎𝑗𝑖 = 0, 𝑗 /∈ 𝑁𝑖.
∙ Σ = 𝑑𝑖𝑎𝑔(𝛼𝑇1 Σ1, . . . , 𝛼𝑇𝑁Σ𝑁) - 𝑁 ×𝑁2 - блочно-диагональная матрица.
∙ 𝑛𝑖(𝑡) = [𝑛1𝑖(𝑡), . . . , 𝑛𝑁𝑖(𝑡)]𝑇 .
∙ 𝜂(𝑡) = [𝑛𝑇1 (𝑡), . . . , 𝑛𝑇𝑁(𝑡)]𝑇 .
6Подставляя протокол (2.3) в систему (2.1), получим:
𝑑𝑋(𝑡)
𝑑𝑡
= [
(︁
𝛼− 𝑎(𝑡)𝐿𝑔
)︁
𝑋(𝑡)] + 𝑎(𝑡)Σ𝜂(𝑡). (3.1)
Что можно переписать в виде стохастического уравнения Ито:
𝑑𝑋(𝑡) = [(𝛼− 𝑎(𝑡)𝐿𝑔)𝑋(𝑡)]𝑑𝑡 + 𝑎(𝑡)Σ𝑑𝑊 (𝑡),
где 𝑊 (𝑡) = [𝑊11(𝑡), . . . ,𝑊𝑁1(𝑡), . . . ,𝑊𝑁𝑁(𝑡)]𝑇 - стандартный Винеровский процесс.
В дальнейшем понадобятся предположения:
(A1) 𝑔 - сбалансированный орграф.
(A2) 𝑔 содержит остовное дерево.
(A3) Условие сходимости
∫︀∞
0
𝑎(𝑠)𝑑𝑠 = ∞.
(A4) Условие робастности
∫︀∞
0
𝑎2(𝑠)𝑑𝑠 <∞.
(A5) В сети (𝑔,𝑋) ∃ ребро (𝑗, 𝑖) ∈ ℰ т.ч. 𝜎𝑗𝑖 > 0.
Для начала будут предъявлены условия на топологию сети необходимые для достиже­
ния консенсуса с помощью протокола (2.3) при отсутствии шумов. Для этого потре­
буем отрицание условия (A5):
(A5’) В сети (𝑔,𝑋) ∀(𝑗, 𝑖) ∈ ℰ ⇒ 𝜎𝑗𝑖 = 0.
В этом случае протокол (2.3) примет вид:
𝑢𝑖(𝑡) =
⎧⎪⎪⎨⎪⎪⎩
0, 𝑖 ∈ 𝑉𝑠,
𝑎(𝑡)
∑︀
𝑗∈𝑁𝑖
𝑎𝑖𝑗(𝑥𝑗(𝑡)− 𝑥𝑖(𝑡)), 𝑖 ∈ 𝑉 − 𝑉𝑠,
(3.2)
Обозначим 𝐽 = 1
𝑁
11𝑇 , ̂︀𝐿𝑔 = 𝐿𝑔+𝐿𝑇𝑔2 , 𝛿(𝑡) = 𝑋(𝑡)− 𝐽𝑋(𝑡), 𝑉 (𝑡) = 𝛿𝑇 (𝑡)𝛿(𝑡).
Теорема 3.1. Пусть применен протокол (2.3) к системе (2.1)-(2.2) и выполнено условие
(A5’).
Тогда если выполнены условия (A1)-(A3), то
lim
𝑡→∞
‖𝑋(𝑡)− 𝐽𝑋(𝑡)‖ = 0 ∀𝑋(0) ∈ R𝑛 (3.3)
7Доказательство. Из (A5’) =⇒ Σ = 0, из (A1) =⇒ 𝐽𝐿𝑔 = 0. Вместе с (3.1) получаем:
𝑑𝐽𝑋(𝑡)
𝑑𝑡
= 𝛼𝐽𝑋(𝑡), (3.4)
𝑑𝑉 (𝑡)
𝑑𝑡
= 2𝛿𝑇
(︁
𝛼(𝐼 − 𝐽)− 𝑎(𝑡)𝐿𝑔
)︁
𝑋(𝑡) (3.5)
= 2𝛿𝑇
(︁
𝛼(𝐼 − 𝐽)− 𝑎(𝑡)𝐿𝑔
)︁
𝛿 + 2𝛿𝑇
(︁
𝛼(𝐼 − 𝐽)
)︁
𝐽𝑋
= 2𝛿𝑇 (𝑡)
(︁
𝛼(𝐼 − 𝐽)− 𝑎(𝑡)𝐿𝑔
)︁
𝛿(𝑡) = 2𝛿𝑇 (𝑡)
(︁
𝛼(𝐼 − 𝐽)− 𝑎(𝑡)̂︀𝐿𝑔)︁𝛿(𝑡).
Из леммы 1 получаем неравенство 𝛿𝑇 (𝑡)̂︀𝐿𝑔𝛿(𝑡) > 𝜆2(̂︀𝐿𝑔)𝑉 (𝑡) и 𝜆2(̂︀𝐿𝑔) > 0. Отсюда и условия
(3.5) следует, что
𝑑𝑉 (𝑡)
𝑑𝑡
6 2𝛿𝑇
(︁
𝛼(𝐼 − 𝐽)
)︁
𝛿 − 2𝜆2(̂︀𝐿𝑔)𝑎(𝑡)𝑉 (𝑡) 6 2(︁𝛼− 𝜆2(̂︀𝐿𝑔)𝑎(𝑡))︁𝑉 (𝑡)
Из леммы Гронуолла [4] вытекает:
𝑉 (𝑡) 6 𝑉 (0) exp
{︂
2
(︁
𝛼𝑡− 𝜆2(̂︀𝐿𝑔) 𝑡∫︁
0
𝑎(𝑠)𝑑𝑠
)︁}︂
. (3.6)
1. 𝛼 < 0
Т.к. 𝜆2(̂︀𝐿𝑔) > 0 и выполняется условие (A3) =⇒ 𝑉 (𝑡) → 0. Из этого следует, что
lim
𝑡→∞
‖𝛿(𝑡)‖ = 0. (3.7)
Кроме того, это утверждение можно усилить и показать, что достигается средний кон­
сенсус:
Из (3.4) получаем: 𝐽𝑋(𝑡) = 𝑒𝛼𝑡𝐽𝑋(0).
Следовательно, lim
𝑡→∞
𝐽𝑋(𝑡) = 0 =⇒ lim
𝑡→∞
𝑑𝐽𝑋(𝑡)
𝑑𝑡
= 0.
Откуда видно, что lim
𝑡→∞
𝐽𝑋(𝑡) = 𝐽𝑋(0) и тем самым lim
𝑡→∞
‖𝑋(𝑡)− 𝐽𝑋(0)‖ = 0.
2. 𝛼 > 0
Рассмотрим случай, когда коэффициент усиления является какой-то постоянной вели­
чиной: 𝑎(𝑡) = 𝑎0, ∀𝑡
Тогда 𝑉 (𝑡) → 0 при 𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0 < 0 т.е. 𝛼 < 𝜆2(̂︀𝐿𝑔)𝑎0.
8Лемма 2. Пусть выполнено (A1). Тогда при применении протокола (2.3) к системе (2.1)-(2.2)
выполняется равенство:
𝐸
𝑡∫︁
𝑡0
𝑎0𝛿
𝑇 (𝑠)(𝐼 − 𝐽)Σ𝑑𝑊 (𝑠) = 0, ∀𝑡 > 𝑡0. (3.8)
Доказательство. Из (3.1) и (A1):
𝑑𝛿(𝑡) = [(𝛼(𝐼 − 𝐽)− 𝑎0𝐿𝑔)𝑋(𝑡)]𝑑𝑡 + 𝑎0(𝐼 − 𝐽)Σ𝑑𝑊 (𝑡)
= (𝛼(𝐼 − 𝐽)− 𝑎0𝐿𝑔)𝛿(𝑡)𝑑𝑡 + 𝑎0(𝐼 − 𝐽)Σ𝑑𝑊 (𝑡).
Используя лемму 1 и формулу Ито получаем
𝑑𝑉 (𝑡) = [2𝛿𝑇 (𝑡)(𝛼(𝐼 − 𝐽)− 𝑎0̂︀𝐿𝑔)𝛿(𝑡) + 𝑎20𝐶0]𝑑𝑡 + 2𝑎0𝛿𝑇 (𝑡)(𝐼 − 𝐽)Σ𝑑𝑊 (𝑡) (3.9)
6 [2(𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0)𝑉 (𝑡) + 𝑎20𝐶0]𝑑𝑡 + 2𝑎0𝛿𝑇 (𝑡)(𝐼 − 𝐽)Σ𝑑𝑊 (𝑡).
где 𝐶0 = 𝑡𝑟((𝐼 − 𝐽)2ΣΣ𝑇 ).
Для любых 𝑡0 > 0, 𝑇 > 𝑡0 определим
𝜏 𝑡0,𝑇𝐾 =
⎧⎪⎨⎪⎩𝑖𝑛𝑓{𝑡 > 𝑡0 : ‖𝛿(𝑡)‖ > 𝐾}, если ∃𝑡 ∈ [𝑡0, 𝑇 ] т.ч. ‖𝛿(𝑡)‖ > 𝐾𝑇, иначе
𝐸[𝑉 (𝑡 ∧ 𝜏 𝑡0,𝑇𝐾 )𝜒𝑡6𝜏 𝑡0,𝑇𝐾 ]− 𝐸[𝑉 (𝑡0)] 6 2
𝑡∫︁
𝑡0
(︂(︁
𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0)︁𝐸𝑉 (𝑠 ∧ 𝜏 𝑡0,𝑇𝐾 )𝜒𝑡6𝜏 𝑡0,𝑇𝐾
)︂
𝑑𝑠 + 𝐶0
𝑡∫︁
𝑡0
𝑎20𝑑𝑠
6 𝐶0
𝑇∫︁
𝑡0
𝑎20𝑑𝑠, ∀𝑡 ∈ [𝑡0, 𝑇 ].
Отсюда следует, что ∃ константа 𝐶𝑡0,𝑇 = 𝐸[𝑉 (𝑡0)] + 𝐶0(𝑇 − 𝑡0)𝑎20 <∞ т.ч.
𝐸[𝑉 (𝑡 ∧ 𝜏 𝑡0,𝑇𝐾 )𝜒𝑡6𝜏 𝑡0,𝑇𝐾 ] 6 𝐶𝑡0,𝑇 , ∀𝑡 ∈ [𝑡0, 𝑇 ].
Т.к. lim
𝑘→∞
𝑡 ∧ 𝜏 𝑡0,𝑇𝐾 = 𝑡 ∀𝑡 ∈ [𝑡0, 𝑇 ]. п.н., то по лемме Фату ([6]): sup
𝑡06𝑡6𝑇
𝐸(𝑉 (𝑡)) 6 𝐶𝑡0,𝑇 .
𝐸[
𝑡∫︁
𝑡0
𝑎20𝑉 (𝑠)𝑑𝑠] 6 sup
𝑡06𝑠6𝑇
𝐸(𝑉 (𝑡))
𝑇∫︁
0
𝑎20𝑑𝑠 <∞, ∀𝑡 > 𝑡0 > 0.
Кроме того,
𝐸[
𝑡∫︁
𝑡0
𝑎20‖𝛿𝑇 (𝑠)(𝐼 − 𝐽)Σ‖2𝑑𝑠] 6 𝐶0𝐸[
𝑡∫︁
𝑡0
𝑎20𝑉 (𝑠)𝑑𝑠], ∀𝑡 > 𝑡0 > 0.
Откуда по свойству интеграла Ито ([7]), вытекает требуемое утверждение.
9Теорема 3.2. Пусть выполнены условия (A1)-(A4). Тогда при применении протокола (2.3)
к системе (2.1)-(2.2)
lim
𝑡→∞
𝐸[𝑉 (𝑡)] 6 − 𝐶0𝑎
2
0
2(𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0) (3.10)
Доказательство. Из предыдущей леммы имеем:
𝐸[𝑉 (𝑡)]− 𝐸[𝑉 (0)] 6 2
𝑡∫︁
0
(︂(︁
𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0)︁𝐸𝑉 (𝑠))︂𝑑𝑠 + 𝐶0 𝑡∫︁
0
𝑎20𝑑𝑠, ∀𝑡 > 0. (3.11)
Введем функции 𝑣(𝑡) = 𝐸[𝑉 (𝑡)] и 𝑊 (𝑡), которая удовлетворяет уравнению:
?˙? = 2(𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0)𝑊 + 𝐶0𝑎20,
при начальном условии 𝑊 (0) = 𝑣(0).
Она имеет вид: 𝑊 (𝑡) = 𝑒2(𝛼−𝜆2(̂︀𝐿𝑔)𝑎0)𝑡
(︃
𝑊 (0) +
𝐶0𝑎
2
0
2(𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0)
)︃
− 𝐶0𝑎
2
0
2(𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0)
Т.к. 𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0 < 0, то lim
𝑡→∞
𝑊 (𝑡) 6 − 𝐶0𝑎
2
0
2(𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0)
По теореме сравнения: 𝑣(𝑡) 6 𝑊 (𝑡), ∀𝑡 > 0, откуда
𝐸[𝑉 (𝑡)] 6 𝑊 (𝑡) ⇒ lim
𝑡→∞
𝐸[𝑉 (𝑡)] 6 − 𝐶0𝑎
2
0
2(𝛼− 𝜆2(̂︀𝐿𝑔)𝑎0) .
Лемма 3. Пусть выполнено (A1). Тогда при применении протокола (2.3) к системе (2.1)-(2.2)
∀𝑡 > 𝑡0 > 0 верно:
𝐸[𝑉 (𝑡)] > 𝐸[𝑉 (𝑡0)] exp
⎧⎨⎩2
𝑡∫︁
𝑡0
(︁
𝛼− 𝜆𝑁(̂︀𝐿𝑔)𝑎(𝑠))︁𝑑𝑠
⎫⎬⎭+𝐶0
𝑡∫︁
𝑡0
exp
⎧⎨⎩2
𝑡∫︁
𝑠
(︁
𝛼− 𝜆𝑁(̂︀𝐿𝑔)𝑎(𝑢))︁𝑑𝑢
⎫⎬⎭ 𝑎2(𝑠)𝑑𝑠,
где 𝐶0 = 𝑡𝑟((𝐼 − 𝐽)2ΣΣ𝑇 ).
Доказательство. Т.к. 𝛿𝑇 ̂︀𝐿𝑔𝛿 6 𝜆𝑁(̂︀𝐿𝑔)𝑉 (𝑡), то по лемме (2), аналогично (3.11), получаем
𝐸[𝑉 (𝑡)]− 𝐸[𝑉 (0)] > 2
𝑡∫︁
𝑡0
(︁
𝛼− 𝜆𝑁(̂︀𝐿𝑔)𝑎(𝑠))︁𝐸[𝑉 (𝑠)]𝑑𝑠 + 𝐶0 𝑡∫︁
𝑡0
𝑎2(𝑠)𝑑𝑠, ∀𝑡 > 𝑡0 > 0.
Используем теорему сравнения [5] и тем самым завершаем доказательство.
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4. Заключение
Предъявлены достаточные условия на коэффициент усиления для достижения консен­
суса.
Данные результаты указывают, как правильно выбирать коэффициент усиления, для то­
го, чтобы достичь консенсуса п.н, и характеризуют класс управлений, которые гарантируют
достижение консенсуса при наличии шумов.
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