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Abst rac t - -Th is  paper discusses some results contained in a paper by Zadrozny and Mittnik [1] in 
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1. INTRODUCTION 
This paper analyzes ome aspects of the method for computing exact information matrices of 
VARMA models proposed by Zadrozny and Mittnik [1], in comparison with that of Terceiro [2]. 
One of the most frequent approaches to the computation of the information matrix, see 
[3, p. 140-142], consists of replacing the expression r~j(t) = E[Oi~(t)Oj~(t) T] by the approx- 
imation r i j ( t )  ~_ Oi~(t)Oj~(t) T, where E is the expectation operator, ~(t) the Kalman filter 
innovations, and i , j  = 1, . . . ,  a with t = 1, . . . ,  N, a being the number of parameters to be esti- 
mated and N the sample size. This approximation is equivalent to using a particular ealization 
of the random term instead of its expected value. Thus, it is valid only to the extent that its 
standard eviation is much smaller than its expected value. In this work, we will deal with the 
exact computational procedures for Fij (t) proposed in [1] and [2]. 
Section 2 discusses ome statements contained in [1] in view of the more general state-space 
formulation used in [2]. Special emphasis is laid on the computational efficiency of the proposed 
methods. The advantages of using the state-space formulation for VARMA models proposed by 
Terceiro, compared with the alternative of Zadrozny and Mittnik, are described in Section 3. 
This formulation is extended to include exogenous variables and observation errors. Section 4 
concludes with remarks. From now on we will use, whenever possible, the notation of Zadrozny 
and Mittnik [1]. 
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2. EFF IC IENCY CONSIDERATIONS 
Zadrozny and Mittnik [1, p. 108] claim that "The present paper derives a more efficient ver- 
sion of the recursive Kalman-filtering method for computing sample and asymptotic information 
matrices for general VARMA models." This statement is debatable. 
When Zadrozny and Mittnik compare the computational burden of their method with that of 
Terceiro, they should recognize that the formulation of the problem in [2, Chapters 2 and 3] is 
more general than theirs, see [1, p. 108-109]. Indeed, using the notation of Zadrozny and Mittnik, 
the formulation of Terceiro includes the terms that here will be denoted by Ev(t) and Lv(t), 
corresponding to the exogenous variables u(t) in equations (2.2) and (2.3) of [1], respectively. 
Note that improper state-space models, i.e., those that allow for a contemporaneous relationship 
between inputs and outputs, are common in economics, and in these formulations, the exogenous 
variables affect both the state and observation equations (see next section). Besides, Terceiro 
considers the possibility of errors in the variables. This implies that matrix D in the observation 
equation (2.3) does not have a simple structure of zeros and ones, but also depends on the model 
parameters, see [2, Chapters 3 and 6] and the next section. 
Taking into account these extensions, expression (4.4) of [1] should be replaced by expres- 
sion (4.17) of [2, p. 30]: 
Oil(t) = -D0ix(e  I t - 1) - 0iDx(t I t - 1) - 0iLu(t), (1) 
and therefore, 
= E [Oi~(t)Oj~(t) T]
= DZ~j(t)D T + DUi ( t )0 jD T + DE [0ix(t I t - 1)] u(t)TOjL T + OiDUj(t)TD T 
+ O~DS(t)OjD T + aiDE [x(t I t - 1)] u(t)TOjL T + OiLv(t)E [Ojx(t I t - 1) T] D T (2) 
+ OiLu(t)E [x(t ] t - 1) T] 0jD 7- + OiLv(t)u(t)TajL T, 
where S(t), Us(t), and Zij(t) are defined in (4.9) of [1]. 
Also, under this general formulation [2, p. 87], equation (4.6) of [1] should be replaced by 
O~x(t + 1 I t) = [0iF - g(t)0iD] x(t I t - 1) + O(t)Oix(t I t - 1) 
+ [0iE - K(t)OiL]v(t) + O~K(t)~(t), (3) 
and it is easy to prove that the matrix of second-order moments, Wi* j (t), of the augmented state 
vector x* ( t [ t -  1) -- [x(t [ t -  1) T, Oix( t [ t -  1)T] T can be written as 
Wi*j (t + 1) = F~(t)W~j(t)F;(t)T+ K; ( t )M(t )K; ( t )T+ A*(t)v(t)E[x;(t  It - 1)T]F;(t) T 
+ A*(t)u(t)v(t)TA~(t) T + F*(t)E[x*(t I t - 1)]v(t)TA~(t) T, (4) 
where [ 0] . [ ] 
F*(t) = 0 iF -  K(t)0iD O(t) ' A i(t) = 0 iE -K( t )0 iL  ' 
and K~(t) coincides with the expression given in [1, p. 113]. 
The equations corresponding to (2) and (4) from [1, p. 113] are 
Fij(t) = DZi jD  T, 
Wi* j (t + 1) = F;  (t)W~j ( t ) f ;  (t) T + g~' ( t )M( t )g ;  (t) T , with 0~D = 0. 
(6) 
(7) 
That is, when there are no exogenous variables (A~(t) = 0) and no observation errors 
(0iD = 0), expressions (2) and (4) coincide with (6) and (7). However, the comparison of (2) 
and (4) with (6) and (7) suggests the following considerations. 
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First, although it is an unimportant issue and contrary to what is stated in [1, p. 113], the 
inclusion of exogenous variables makes it convenient to decompose r~j (t) as C~j (t)+Oi~(t)Oj~(t) T, 
as is done in [2, p. 34], where O~(t) = E[Oj~(t)]. This makes necessary the propagation of 
~(t + 1) = F~(t) + Ev(t), 
0ix (t + 1 I t) = O(t)0ix (t I t - 1) + [0~F - K(t)0~D] ,~(t) + [0iE - K(t)0~L] L,(t) 
to compute 
0,~(t) = 0~D~(t) + D0ix(t I t - 1) + 0~Lv(t). 
The first equation is propagated just once, despite the number of parameters. The other two are 
propagated once for each parameter. This decomposition, therefore, enhances the computation 
speed. In fact, the calculation of Ci*j(t ) has a lower computational burden than the direct 
calculation of F~j (t), given that the first of these expressions i  simpler, because it is a moment 
centered on the mean value, so the exogenous variables can be canceled. If this decomposition is
not done, one has to run (~(~ + 1)/2 propagations of the means instead of ~. 
Second, to avoid the complexity of expressions (2) and (4), it is convenient to define a linear 
system output by means of the 2m vector given by [0~(t) T, 0j~(t)T] T. To do that, taking into 
account (1) and (3), Terceiro [2, p. 87] defines the 3n augmented state vector 
x*(t I t - 1) = [x(t I t - 1) T, O~x(tlt - 1) T, Ojx(tlt - 1)T] T 
With this definition, expressions (2) and (4) have the same structure as (6) and (7) and coincide 
with (D.11) and (D.10) of [2, p. 88]. Also, the matrices analogous to r~j(t) and W~*j(t) are B~ j
and P~ from [2, p. 85-89]. 
However, as Terceiro [2, p. 32] points out explicitly, it is possible to take advantage of the special 
structure of the system matrices. There is no need to multiply terms that are known a priori to 
be 0. In fact, from the structure of the observation matrix H c in [2, p. 88], corresponding to D 
from [1], it is clear that the computation of B~ j in [2, p. 88], corresponding to r~j(t) in [1], only 
requires the propagation of blocks (1.1), (1.3), (2.1), and (2.3) of the 3n x 3n-dimension matrix P~ 
from [2, p. 88], with the starting value P~ = 0. Thus, the computational burden is equivalent to 
the propagation of 4n 2 equations or to a 2n system like that proposed by Zadrozny and Mittnik. 
It is easy to see that if errors in variables and exogenous variables are not considered, the blocks 
(1.1), (1.3), (2.1), and (2.3) of P[  from [2] coincide with the matrices S(t), Uj(t) T, Ui(t), and 
Z~j(t) defined in (4.9) from [1]. In particular, the expressions obtained developing the blocks 
(2.1) and (2.3) of P~ in (D.10) of [2, p. 88] coincide with the expressions (4.12) and (4.13) of [1]. 
Third, in nonstationary models, which are considered in [2], it is not possible to use the 
expression S(t) = C-V( t )  to avoid the propagation of the (1.1) block of W*j(t) in equation (4.11) 
of [1], which corresponds to the block (1.1) of equation (D.10) in [2]. In this situation, C cannot be 
previously computed as the initial value of the matrix to be propagated by means of the Kalman 
filter, as is done in (3.8) of [1]. When the model is nonstationary, the computation of initial 
conditions is done by other methods, see [3, Chapter 3; 4] and the references therein. Terceiro 
[2, Appendix E] proposes a simple procedure to compute the profile likelihood that provides 
satisfactory results when the model is far from noninvertibility. Apart from that, it should be 
noted that avoiding the propagation of the block (1.1) in expression (4.11) of ]1] in stationary 
models does not provide substantial gains because, unlike Ui(t) and Zij (t) matrices, this matrix 
is symmetric and has to be propagated only once, independently of the number of parameters. 
Therefore, the propagation for t = 1, . . . ,  N of [n(n + 1)/2 ÷ n2c~ + n2c~(~ + 1)/2] equations is 
strictly required, by the methods of both Zadrozny and Mittnik and Terceiro. 
Note too, that in stationary models the general expression S(t) -- C(t) - V(t) can only be 
reduced to C(t) = C under certain assumptions on the initial conditions and when the model 
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does not include exogenous variables. These assumptions are not made in the general framework 
considered by Terceiro. Besides, from the point of view of computational efficiency, and specif- 
ically, the algorithm's reliability and accuracy, it is not sensible to obtain the matrix S(t) as a 
difference of two positive definite, matrices C and V(t), as is done in [1 p. 113]. 
In summary, the Zadrozny-Mittnik procedure for computing exact information matrices of 
VARMA models is not more efficient, but just a particular case of the method developed by 
Terceiro. None of the three reasons given in [1, p. 113] for the inefficiency in the calculation of 
Fij (t) proposed in [2] are valid, given the more general state-space formulation used. 
3. STATE-SPACE REPRESENTAT ION OF  VARMA MODELS 
If such great stress is laid on computational efficiency as in [1], emphasizing other relevant 
aspects of the state-space formulation of the VARMA model would be reasonable, especially 
when they affect not only the efficiency of the whole estimation process but also its convergence 
properties and the computation of the exact information matrix. 
Using the notation of Zadrozny and Mittnik, consider the m-dimensional stochastic pro- 
cess u(t), generated by the VARMA model 
A(L)u(t) = B(L)e(t), 
p q 
A(L) = Im - ~ AiL i, B(L) = ~ BiL i, e(t) ,-~ NID(0, I), 
i=0 i=0 
defining e*(t) = B0e(t), and following [2, Chapter 2], the state-space equivalent formulation is 
where 
F = 
A1 I 0 . . .  0 
A2 0 I . . .  0 
• • • • ° 
Ak-1 0 0 ...  I 
LAk  0 0 ...  0 
with e*(t) ,,, NID(0 ,BoB~) .  
max(p, q). 
x(t + 1) = Fx(t) + Ge*(t), 
u(t) = Dx(t) + e*(t), 
(8) 
(9) 
G = 
A1 q- BIBo  I ] 
A2 + B2Bo 1 / 
Ak-1 + Bk- IBo  1 
Ak + BkBo I J 
D=[ I  0 ...  0], 
The dimension of the state vector x(t) is n = k × m, with k = 
Therefore, when p < q + 1, the formulation in [1, p. 108-109] yields a state vector whose 
dimension is greater than the one defined above• Note that in (8),(9), the system error and 
the measurement error are correlated, so that the Kalman filter equations would need to be 
modified to account for this, see [3, p. 112-113; 2, Appendix A]. This form also guarantees the 
nonsingularity of M(t) even with zero initial conditions, V(1) = 0. 
The structure of F and D defined in (8),(9) corresponds to the so-called canonical observable 
form, see [5, Chapter 6], where the transition matrix F is left companion, so that the nonzero 
eigenvalues, Ai(F) ~ 0, are the reciprocal of the roots of [A(L)[ = 0. This representation is mini- 
mal among all those having a transition matrix in (m x m) block companion form. However, strict 
minimality is not assured in general because system (8),(9) is observable, but not controllable. 
It is convenient to discuss briefly the convergence properties of the Kalman filter corresponding 
to (8),(9), which is given by 
x(t + 1 I t) = Fx(t I t) + K(t)~(t), 
u(t) = Dx(t I t) +~(t),  
(i0) 
(11) 
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where the filter gain, K(t), is computed by means of the recursions 
M(t) = DV(t )D T + BOBS, 
K(t) = [FV(t)D T + GBoB~] M(t) - i ,  
V(t + 1) = FV( t )F  T + GBoB~G T - U(t)M(t)U(t) T. 
(i2) 
(13) 
(i4) 
Equation (14) can also be written as 
[BoBo v BoBoT] [ GT ] 
V(t + 1) = @(t)V(t)@(t) T + [G- K(t)] [BoB~ BoB~ J -K ( t )  T ' (14') 
with @(t) = F - K(t)D. 
The matrix V(t + 1) in (14') is the result of the sum of two positive semidefinite matrices. 
Consequently, numerical computations based on (14') will be better conditioned than those based 
on (14). These equations are equivalent o (3.2)-(3.7) in [1]. Note that the optional vector of 
observation errors, ~(t) in [1, p. 109], is not considered because it is not present in the original 
VARMA formulation. From (13),(14), it is easy to show that 
(15) V(t  + 1) = ~V( t )~ T - ~V( t )D  T [DV(t)D T + BoB~]-1 DV(t )~T,  
with • = F - GD. 
If V(t) converges to an equilibrium solution V, it must satisfy the algebraic Riccati equation 
corresponding to (15), which is 
V=~V~ v -~VD T [DVD v + BoB~] - iDV~ T, (16) 
where V = 0 is an obvious solution. 
Particularizing the results of [6, Theorems 4.1 and 4.2] to the formulation (8),(9), it can be 
stated, subjected to V(1) > 0 that l imV(t) = 0 as t -o c¢ if and only if the pair (D,F)  is 
detectable. When ]Ai(~)] <_ 1, this solution, V = 0, is called the strong solution of (14), and if 
]Az(~)] < 1, it is called the stabilizing solution. In this last case, the convergence to V = 0 is 
exponential. 
It is obvious that the definition of D and F given in (8),(9) assures observability, and therefore, 
the weaker requirement of detectability. Besides, V(1) _> 0 is satisfied not only for the solution 
of the Lyapunov equation (3.8) in [1], but also for the more general initialization criteria of (14) 
in nonstationary situations, proposed in [2; 3, Chapter 3; 4]. 
From definitions in (8),(9), it is easy to see that (F - GD) is a left companion matrix, whose 
nonzero eigenvalues coincide with the inverse of the roots of ]B(L)] = 0. Therefore, invertibility 
of the VARMA model assures the exponential convergence of (14) to V = 0. 
Under these conditions, equations (12)-(14) converge to 
M =BoB{,  (17) 
K = G, (18) 
v = 0, (19) 
and model (8),(9) coincides with the steady-state innovations model given by 
x(t + 1 I t) = Fx(t  I t - 1) + K~(t), 
u(t) = Dx(t  I t -  1) + ~(t), 
(20) 
(2i) 
with = Boa(t). 
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Therefore, the state estimate converges to x(t) and the Kalman filter can estimate the states 
with a null error. 
The simplicity of (17)-(19) has obvious implications for the maximum likelihood estimation of 
VARMA models. When using the state-space formulation of Zadrozny and Mittnik, the conver- 
gence values of the Kalman filter do not have such a simple and explicit interpretation i terms 
of the original VARMA model parameters. This is due to the fact that 
(a) the state vector does not converge to its estimate, and 
(b) the formulation includes the optional vector ((t). 
The VARMA formulation can be extended to include a vector, v(t), of exogenous variables 
such that 
A(L)u(t) = H(L)v(t) + B(L)e(t), (22) 
with H(L) = ~-]~:0 H~ Li' 
In this case, the corresponding state-space formulation proposed by Terceiro 2, Chapter 2] is 
with 
x(t + 1) = Fx(t) +Ev(t )  + Ge*(t), 
u(t) = Dx(t) + Lv(t) + e*(t), 
(23) 
(24) 
AIHo + H~ 
A2Ho + H2 
E = ' , L : H0 ,  (25) 
Ak-iHo + Hk-i 
AkHo + Hk 
and F, G, and D are defined as in (8),(9). 
The dimension of the state vector in (23),(24) is n = k x m, with k = max(p, q, s). As 
we discussed in the previous section, the inclusion of the terms Ev(t) and Lv(t) in (23),(24) 
yields expressions (2) and (4), which generalize those of Zadrozny and Mittnik. The vector of 
exogenous variables v(t) can contain both stochastic and deterministic variables. Examples with 
deterministic exogenous variables include the representation f shock effects and the modelling 
of seasonal variations of u(t) by periodic functions of time, among others. 
It is also possible to extend the formulation (23),(24) to allow for observation errors. Following 
[2, Chapter 3], we have 
u*(t) = u(t) + 
v*(t) = v(t)  + 
where 6u(t) and e~,(t) are the observation errors affecting u(t) and v(t), respectively. 
If it is assumed that the vector of stochastic exogenous variables is generated by the VARMA 
model, 
A(L)y(t) : B (L )e~( t )  
can be written in state-space form as 
x~,(t + 1) = rxv(t) + Ge*(t), (26) 
v(t) = Dxv(t) + e~(t), (27) 
with F, G, D, and e~,(t) defined as F, G, D, and e*(t) in (8),(9). 
Combining (23),(24) with (26),(27) gives 
[x(,+,) 1 1 [Ee~,(t)+Ge*(t)] (28) 
x~,(t+l) J  = 0 Lx,,(t)J + Ge*(t) ' [,:, rx<-,>] [Le~,(t)+e*(t)+e'u(t)] 
~,*( t ) J  = 0 [x~(t) + e;(t) + e~(t) ] '  (29) 
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which is the state-space formulation of a VARMA model with errors in both exogenous and 
endogenous variables. Note that the observation matrix D depends in general on the parameters 
to be estimated. Consequently, expressions (2) and (4) allow for 0iD ~ 0. 
When some exogenous variables are observed without error, including them in the observations 
vector is not convenient, because it unnecessarily augments its dimension and the Kalman filter 
requires the inversion of matrices whose order is precisely the dimension of this vector. Therefore, 
a VARMA model with observation errors in some exogenous variables can be written 
x(t + 1) = Fx(t) + Ev(t)  + Gw(t) ,  
u(t) = Dx(t)  + Lv(t)  + Ce(t), 
(30) 
(31) 
where the perturbations are such that 
E [w(t)] = 0, E = 0, 
$(tl) J [W(t2) T £(t2)T] }= [:T SR](~tlt2' 
with 
1, t ie r2 ,  
(~tlt2 = O, t l  -~ ~2" 
Note that equations (30),(31) are not in the canonical observable form defined in (8),(9) and, 
particularly, the matrix D depends on the parameters to be estimated. This is the general 
formulation used in [2] for the computation of the exact information matrix. 
4. CONCLUSIONS 
The Zadrozny and Mittnik results on the computation of the exact information matrix are a 
special case of those obtained in [2]. Both coincide when the model is stationary and has no 
exogenous variables and no observation errors. In fact, taking into account the structure of a 
certain matrix, they are computationally equivalent. 
The state-space formulation used in [2] has some advantages over the alternative used by 
Zadrozny and Mittnik [1] and other authors, see [3; 7, Chapter 13]. It assures that convergence 
values of the Kalman filter have a transparent interpretation i  terms of the VARMA model 
parameters and, in some cases, has a smaller dimension for the state vector, thus reducing 
computational burden and simplifying the estimation of general initial conditions. Although not 
relevant in this context, advocated state-space form also has convenient properties in problems 
of smoothing and signal extraction. 
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