Introduction
The structure of an ordered protein is essential for the understanding of its function. Even though the number of experimental available proteins is exponentially increasing over the last years, there is a large number of proteins with unknown fold and without an obvious homology with any protein which has been resolved. Refolding experiments show that the protein sequence defines a unique native fold which is, in most cases, the free energy minimum. In theory, this free energy minimum can be computed from quantum mechanics and thus predict the structure from the sequence. In practice, ab initio and molecular dynamics (MD) methods are too slow or too inaccurate. Thus, the best de novo prediction methods use mainly statistical information from known structures [Rohl et al., 2004b] .
The CASP competition shows the progress of the different prediction methods in the last decade. The most accurate prediction method so far is the template, or homology modeling approach, which predicts the structure by a comparison to a similar sequence. For two thirds of sequences, a similar sequence can be found and thus the structure can be predicted by homology modeling with good precision for those with less than 300 residues. Even though it is likely that most of the remaining third also has known folds, homology modeling does not work for sequence difference larger than 20 percent and thus de novo methods are needed for those [Zhou et al., 2007] . A group of methods, called "threading", were developed which used structural information from many less closely related structures. However, they are less accurate than modern fragment methods and are thus only used as a component in some software [Moult, 2005] .
The idea of the fragment assembly strategy is that a local sequence has a high probability for one or few specific local structures and that the whole structure depends on the interplay of the most likely local structures and non-local interactions between them. Rosetta Sali, 2001, Rohl et al., 2004b] , identified by CASP as the most accurate de novo prediction programs [Jauch et al., 2007] , uses this strategy. It computes the most likely local structures from a databank of known structures, combines them, approximates the non-local interactions with a scoring function and minimizes it with a Monte Carlo simulated annealing search. As a result, Rosetta is able to predict low-to moderate-accuracy models with a 3-6ÅCα root mean square deviation (RMSD). This prediction has been shown to be useful to gain biological insight. The models often have a correct global topology and correctly identified secondary structure. As well, the functional residues often cluster to an active site [Rohl et al., 2004b] . Rosetta was also able to predict the first close to atomic-level structure only from the sequence, which can be seen in fig. 1 . The method is fast enough to be used in large scale prediction of hundreds of protein families [Bonneau et al., 2002] . However, the method does not give information about misfolding or folding pathways as molecular dynamics related approaches like Folding@Home [Pande, 2006] .
Methods
Rosetta, a knowledge based prediction method, uses the Bayes statical theorem to compute the structure from the knowledge of the structure of short fragments. The Bayes theory states
The right-hand side properties can be computed from known structures. To predict the full structure from the so computed probabilities, several steps are required. A fragment library has to be built, the fragment structure has to be assigned and a scoring function has to be minimized. The require methods will now be described [Rohl et al., 2004b] .
Fragment Library
The software uses 3 and 9 residue long fragments. For all overlapping fragments in the target sequence, the 200 most likely angles for 3 and 9 long fragments are computed from X-ray resolved structures. The matching fragments are found in the protein data bank (PDB) by a PSIBLAST search. They are ranked by minimized steric overlap, favorable torsion angles and secondary structure compatible with a secondary structure prediction by Psipred, SAM-T99 and JUFO.
Scoring Function
Two different scoring functions are available. One is more coarse-grained and thus faster to compute, but it is not as accurate as the other. The second function is all-atomic and thus more accurate, but not as fast to compute. The coarse-grained function only depends on the torsion angles of the backbone with the side chains described by a centroid located at the center of mass. The all-atomic description also depends on the rotamer of the side-chain. Both functions consist of many individual terms of which the full description is too long for this paper. They are summarized in the Table I and II from [Rohl et al., 2004b] . The references cited in the [Wedemeyer and Baker, 2003 ]. All terms in Table 1 use probabilities computed from the fragment library, except vdw and rg, which are geometrical formulas. All terms including vdw and rg can be easily computed only from the torsion angles. For the all-atomic function the LJ and solv terms are geometric and the ref term depends on a value per amino acid. The remaining terms are again computed from the probabilities for the fragments. The most important difference to commonly used all-atomic MD force fields is that hydrogen bonds are also computed from the geometric dependent probabilities, instead of using electrostatic calculations with partial charges. The optimal side-chain rotamers for the all-atomic function are computed as an independent, separate step during the dihedral angles minimization. Thus, the following description of the backbone optimization is also valid for the all-atomic function.
Fragment Insertion by Monte Carlo
The torsion angles from the fragments in the library are assigned to the sequence by a Monte Carlo procedure. The Monte Carlo procedure is a method to minimize any function, which can be evaluated for every possible state. It only requires a starting state and a set of possible moves. It chooses randomly a possible move and accepts it with the Metropolis-Hasting acceptance probability P = exp(
∆E kT
). Thus, every move with decreasing energy is accepted and also some with increasing energy are accepted, which is necessary to escape local minima. The temperature T is changed during the minimization (called simulated annealing). The starting state is arbitrarily selected as the fully extended configuration and the scoring function can be easily computed for any possible combination of dihedral angles.
Fragment Assignment and Local Moves
The most basic move is the fragment assignment. A fragment along the sequence is randomly selected and its dihedral angles are overwritten with those in the library. The model in the library is chosen with a probability according to the rank of the possible fragment models.
A fragment assignment is a global move. The whole protein structure is effected by the net rotation and translation of the backbone to each side caused by the fragment assignment. This net effect is in general non zero. The advantage of a global move is that it can change the overall structure faster than local moves. However, the acceptance probability is small because global rearrangement destroys the already formed local contacts and thus can increase the energy significantly.
Three different local moves are used and, on average, have much higher acceptance probability also after the protein is already partly minimized. The first is a small or shear motion of random dihedral angles with negligible global effect. The second is a fragment insertion which is explicitly selected to have only a local effect because it has a neglectable net rotation and translation (gunn method) or a negligible MSD change for the rest of the protein (called frag). The third move is a fragment insertion with a compensating change of neighboring dihedral angles (called crank and wobble). In Fig 2  from [Rohl et al., 2004b] one can see the crank move and in Fig 3, from the same reference, one can see the average acceptance rate and effectiveness of the different moves.
Discussion
The effectiveness of the protein structure prediction in general and the free modeling prediction in particular can be best judged by the CASP results. Groups participating in CASP submit their prediction for soon to be released proteins and assessors analyze those by numerical methods like GDT TS [Bystroff and Baker, 1998 ] and visual inspection. The articles from the assessor groups are thus the best source for a comparison of the methods and progress in the field. One can clearly see a progress since the start of CASP. In CASP1 most of the new fold predictions were almost random [Moult, 2005] . A comparison of two consecutive CASP is difficult because the progress made in two years time is not so large and the small number of targets may result in varring difficulty of the targets.
The most recent CASP is CASP7. The assessment for the free modeling targets (the "new fold" category was renamed) showed that Rosetta was the most accurate [Jauch et al., 2007] , which can be partly credited to an extensive all-atom refinement made possible by the large computing power of a distributed computing network based on BIONC [Das et al., 2007] . Rosetta was also successfully used for the homology modeling target as a refinement step. Tasser [Zhou et al., 2007] , a newer software also using the fragment approach, is very interesting because it was able to predict the targets with similar accuracy while needing far less computing time. The free modeling method has predicted some structures with very high accuracy, sometimes even exceeding the accuracy of template/homology based approaches. However, on average, the template based approach is still more accurate, especially if all evolutionary information is considered. Even though the fragment approach shows progress and is the best known free modeling prediction method, the best strategies for all the individual steps of the method (scoring function, fragment selection, fragment assembly and minimization) are yet unknown. As well, the method is computationally expensive and, as yet, no free modeling method predicts the correct fold for the majority of the targets.
The most important future research will be regarding better refinement and I am particularly interested in comparisons to MD simulation. Further improvement in the all-atomic refinement both for template and de novo based approaches would allow the use of those structures as starting structures for MD simulations and would enable docking and enzymatic calculations. This would make it an important tool, together with the still expensive experimental methods, with which to solve structures. Better refinement will require more accurate scoring functions and more efficient minimization methods. Additionally, the de novo approach will need improvement in the percentage of correct folds and has to be extended to longer sequences to make it a generally useful tool. The latter is limited at the moment because the possibilities to assemble a structure out of fixed size fragments increases exponentially with the sequence length [Zhang and Skolnick, 2004] MD Umbrella sampling between the different predicted models could compute the free energy differences of these models. This would allow the comparison of MD and Rosetta energy function and analysis of in which cases they are similar and in which cases they are different. This could give a better understanding of the error of both energy functions and could possibly reveal whether kinetically not accessible lower minima than the native state exist. Better understanding of the error in the MD energy function would allow refinement of already close models using MD simulations. It is believed that this is currently not possible mainly because of the error in the MD force field [Baker and Sali, 2001] . In case the energies do not differ too much in the future, the different predicted models could be used as sampling start [Jauch et al., 2007] . TS020 is the Baker group and TS004 is done with RO-BETTA points in theories using metastable states [Noé et al., 2007] .
Comment
My main source of information was the very good review of Rosetta [Rohl et al., 2004b] . All but the references describing the scoring function terms in Tables I and II were directly used for the paper at the cited places. I never worked or read details about de-novo prediction before. The only useful prior knowledge was in MD and Monte Carlo. The paper is written by myself and I did not use anything but the cited references.
