Latent dynamics discovery is challenging in extracting complex dynamics from highdimensional noisy neural data. Many dimensionality reduction methods have been widely adopted to extract low-dimensional, smooth and time-evolving latent trajectories. However, simple state transition structures, linear embedding assumptions, or inflexible inference networks impede the accurate recovery of dynamic portraits. In this paper, we propose a novel latent dynamic model that is capable of capturing nonlinear, non-Markovian, long short-term time-dependent dynamics via recurrent neural networks and tackling complex nonlinear embedding via non-parametric Gaussian process. Due to the complexity and intractability of the model and its inference, we also provide a powerful inference network with bi-directional long short-term memory networks that encode both past and future information into posterior distributions. In the experiment, we show that our model outperforms other state-of-the-art methods in reconstructing insightful latent dynamics from both simulated and experimental neural datasets with either Gaussian or Poisson observations, especially in the low-sample scenario. Our codes and additional materials are available at https://github.com/ sheqi/GP-RNN_UAI2019.
INTRODUCTION
Deciphering interpretable latent regularity or structure from high-dimensional time series data is a challenging problem for neural data analysis. Many studies and theories in neuroscience posit that high-dimensional neural recordings are noisy observations of some underlying, low-dimensional, and time-varying signal of interest. Thus, robust and powerful statistical methods are needed to identify such latent dynamics, so as to provide insights into latent patterns which govern neural activity both spatially and temporally. A large body of literature has been proposed to learn concise, structured and insightful dynamical portraits from noisy high-dimensional neural recordings [1, 2, 3, 4, 5, 6, 7] . These methods can be categorized on the basis of four modeling strategies (" " indicates our contributions in these components):
Dynamical model ( ) Dynamical models describe the evolution of latent process: how future states depend on present and past states. One popular approach assumes that latent variables are governed by a linear dynamical system [8, 9] , while a second choice models the evolution of latent states with a Gaussian process, relaxing linearity and imposing smoothness over latent states [10, 1] . However, linear dynamics cannot capture nonlinearities and non-Markov dynamical properties of complex systems; and Gaussian process only considers the pair-wise correlation of time points, instead of considering explicit temporal dynamics. We argue that the proposed dynamical model in this work is able to both capture the complex state transition structures and model the long short-term temporal dynamics efficiently and flexibly.
Mapping function ( ) Mapping functions reveal how latent states generate noise-free observations. A nonlinear transformation is often ignored when pursuing efficient and tractable algorithms. Most previous methods have assumed a fixed linear or log-linear relationship between latent variables and mean response levels [2, 3] . In many neuroscience problems, however, the relationship between noise-free observation space and the quantity it encodes can be highly nonlinear. Gao et al., [4] have explored a nonlinear embedding function using deep neural networks (DNNs), which requires a large amount of data to train a large set of model parameters and can not prop-agate uncertainty from latent space to observation space. In this paper, we employ a non-parametric Bayesian approach, Gaussian process (GP), to model the nonlinear mapping function from latent space to observation space, which requires much less training data and propagates uncertainties with probabilistic distributions.
Observation model Neural responses can be mostly categorized into two types of signals, i.e., continuous voltage data and discrete spikes. For continuous neural responses, people usually use Gaussian distributions as generating distributions. For neural spike trains, a Poisson observation model is commonly considered to characterize stochastic, noisy neural spikes. In this work, we propose models and inference methods for both Gaussian and Poisson responses, but with a focus on the Poisson observation model. Directly modeling Poisson responses with a non-conjugate prior has an intractable solution, especially for complex generative models. In some previous methods, researchers have used a Gaussian approximation for Poisson spike counts through a variance stabilization transformation [12] . In our framework, we apply an effective optimization procedure for the Poisson model.
Inference method ( ) In our setting, due to the increased complexity of both the dynamical model and the mapping function, we should provide a more powerful inference method for recognizing latent states. Recent work has focused on utilizing variational inference for scalable computation, which takes advantage of both stochastic and distributed optimization [13] . Additionally, inference networks improve computational efficiency while still keeping rich approximated posterior distributions. One of the choices for inference networks for sequential data is multi-layer perceptrons (MLP) [14] . However, it is insufficient to capture the increasing temporal complexity as the dynamic evolves. Recurrent neural networks (RNNs), e.g., long short-term memory (LSTM) and gated recurrent unit (GRU) structures, are well known to capture dynamical structures for sequential data. We utilize RNNs as inference networks for encoding both past and future time information into the posterior distribution of latent states. Specifically, we use two LSTMs for mapping past and future time points jointly into the mean and diagonal covariance functions of the approximated Gaussian distribution. We show empirically that instead of considering only past time information as other recent works [15, 16] , using both past and future time information can retrieve intrinsic latent structures more accurately.
Given current limitations in the dynamical model, mapping function, and inference method, we propose a novel method using recurrent neural networks (RNNs) as the dynamical model, Gaussian process (GP) for the nonlinear mapping function, and bi-directional LSTM structure as the inference network. This combination poses a richly distributed internal state representation and flexible nonlinear transition functions due to the representation power of RNNs (e.g., long short-term memory (LSTM) or gated recurrent unit (GRU) structures). Moreover, it shows expressive power for discovering structured latent space by nonlinear embeddings with Gaussian process thanks to its advantage in capturing uncertainty in a non-parametric Bayesian way. In addition, the bi-directional LSTM with increasing model complexity can further enhance inference capability because it summarizes either the past or the future or both at every time step, forming the most effective approximation to the variational posterior of the latent dynamic. Our framework is evaluated on both simulated and real-world neural data with detailed ablation analysis. The promising performance of our method demonstrates that our method is able to: (1) capture better and more insightful nonlinear, non-periodic dynamics from high-dimensional time series; (2) significantly improve prediction performance over baseline methods for noisy neuronal spiking activities; and (3) robustly and efficiently learn the turning curves of underlying complex neural systems from neuronal recording datasets. Table 1 summarizes the state-of-the-art methods for extracting latent state space from high-dimensional spike trains 1 by varying different model components discussed above. In a nutshell, our contributions are three-fold comparing to the listed methods:
• We propose to capture nonlinear, non-Markovian, long short-term time-dependent dynamics by incorporating recurrent neural networks in the latent variable model. Different from the vanilla RNN, we achieve a stochastic RNN structure by introducing latent variables;
• We incorporate Gaussian process for learning nonlinear embedding functions, which can achieve better reconstruction performance for the low-sample scenario and provide the posterior distribution with uncertainty instead of point estimation in neural networks. [2] ; "PfLDS": Poisson feedforward neural network linear dynamical systems [4] ; "GCLDS": generalized count linear dynamical systems [3] ; "P-GPFA": Poisson Gaussian process factor analysis [11] ; "P-GPLVM": Poisson Gaussian process latent variable model [5] ; and our method GP-RNN: Gaussian process recurrent neural networks. "LDS" denotes Linear Dynamical Systems. "LP" and "VI" indicate Laplace approximation and variational inference, respectively.
• We evaluate the efficacy of different inference networks based on LSTM structures for inference and learning, and demonstrate that utilizing the bidirectional LSTM as the inference network can significantly improve model learning.
GAUSSIAN PROCESS RECURRENT NEURAL NETWORK (GP-RNN)
Suppose we have simultaneously recorded spike count data from N neurons. Let x i,t denote the spike count of neuron i ∈ {1, . . . , N } at time t ∈ {1, . . . , T }. We aim to discover low-dimensional, time-evolving (z t depends on z 1:t−1 ) latent trajectory z t ∈ R L (L N , and L is the latent dimensionality), which governs the evolution of the high-dimensional neural population
Recurrent structure latent dynamics: Let z t ∈ R L denote a (vector-valued) latent process, which evolves based on a recurrent structure (RNN) to capture the sequential dependence. At each time step t, the RNN reads the latent process z t−1 at the previous time step and updates its hidden state ν t ∈ R H by:
where RNN θ is a deterministic nonlinear transition function with parameter θ. RNN θ can be implemented via long short-term memory (LSTM) or gated recurrent unit (GRU). It is denoted that the latent process z t is modeled as random variables and ν t represents hidden states of the RNN model. We model the latent process z t by parameterizing a factorization of the joint sequence probability distribution as a product of conditional probabilities such that:
where g ψ (·) is an arbitrary differentiable function parametrized by ψ. The function g ψ (·) maps the RNN state ν t to the parameter of the distribution of z t , which is modeled using a feed-forward neural network with 2 hidden layers as:
[µ zt , σ
Nonlinear mapping function: Let f i : R L → R denote a nonlinear function mapping from the latent variable z t ∈ R L to the i-th element of the observation vector x i,t ∈ R. f i is usually referred as the neuronal tuning curve characterizing the firing rate of the neuron as a function of relevant stimulus in neural analysis. We provide a non-parametric Bayesian approach using Gaussian process (GP) as the prior for the mapping function f i . Noticing that f i is a time-invariant function, we can omit the notation for time step t and describe the GP prior as,
where k z is a spatial covariance function over its Ldimensional input latent space. Note that the input z is a random variable with uncertainty (eq. (2)). Given that the neuronal tuning curve is usually assumed to be smooth, we use the common radial basis function (RBF) or smooth covariance function as eq. (6), where z are arbitrary points in latent space, ρ is the marginal variance and σ is the length scale. We stack f i (z t ) across T The proposed GP-RNN models the dynamics of hidden states ν t (yellow circle) with an RNN structure, and generates latent dynamics z t (blue circle) given hidden states. Both hidden states ν t and latent dynamics z t contribute to ν t+1 . The latent states z t are mapped to observations x t (green circle) via a Gaussian process mapping function f . time steps to obtain f i ∈ R T . According to the definition of Gaussian process, f i forms a multivariate normal distribution given latent vectors at all time steps, as
with a T × T covariance matrix K z generated by evaluating the covariance function k z at all pairs of latent vectors in z 1:T . Finally, by stacking f i for N neurons, we form a matrix F ∈ R N ×T with f i on the i-th row.
Observation model: Real-world time series data is often categorized into real-valued data and count-valued data. For real-valued data, the observation model is usually a Gaussian distribution given the firing rate f i (z t ) and some additive noise ∼ N (0, l). Marginalizing out , we obtain the observation model as
However the observation following Gaussian distribution is infeasible under count-valued setting. Considering neural spike trains, we assume that the spike rate λ i,t = exp f i (z t ) (non-negative value), and the spike count of neuron i at time t is generated as
In summary, our model uses an RNN structure to capture nonlinearity and long short-term temporal dependence of latent dynamics, while keeping the flexibility of nonparametric Bayesian (GP) in learning nonlinear mapping functions. Finally, we generate Gaussian observations with Gaussian additive noise given spike rates or propagate spike rates via an exponential link function to generate Poisson observations. The graphical model is shown in Fig. 1 . Denote that RNN structure is not directly applied for latent process z t , it is over z t 's prior via a neural network mapping (shown in eq. (1) and (2)), completely different from a simple RNN for latent states z t as existing works, e.g., LFADS. This modeling strategy, similar to [15] , establishes stochastic RNN dynamics, which gives a strong and flexible prior over the latent process. z t is propagated with well-calibrated uncertainty via Gaussian process to the firing rate function f . The observation x t is generated from f with Gaussian or Poisson noise based on the applications.
INFERENCE FOR GP-RNN
Gaussian response: When the observation is Gaussian, the tuning curve f i in eq. (8) can be marginalized out due to the conjugacy. Variational Bayes ExpectationMaximization (VBEM) algorithm is adopted for estimating latent states z 1:T (E-step) and parameters Θ = {θ, ψ, ρ, σ} (M-step). In E-step, we need to characterize the full posterior distribution p(z 1:T |x 1:T , Θ), which is intractable. We employ a Gaussian distribution as the variational approximate distribution. Denotingz = vec(z 1:
, whose mean and variance are the outputs of a highly nonlinear function of observationx, and φ encodes the function parameters. We identify the optimalz, Θ and φ by maximizing a variational Bayesian lower bound (also called "ELBO ) as
The first term in eq. (10) represents an energy, encouraging q φ (z) to focus on the probability mass, p Θ (z,x). The second term (including the minus sign) represents the entropy of q φ (z), encouraging it to spread the probability mass thus avoiding concentrating on one point estimate.
The entropy term in eq. (10) has a closed-form expression:
The gradients of eq. (10) with respect to φ, Θ can be evaluated by sampling directly from q φ (z), for example, using Monte Carlo integration to obtain noisy estimates of both the ELBO and its gradient [22, 23] . Score function estimator achieves it by leveraging a property of logarithms to write the gradient as
∇ log q φ (zs) log pΘ(zs,x)
which first draws S samples {z s } S 1 from q φ (z), and then evaluates the empirical expectation using {z s } S 1 . In general, the approximate gradient using score function estimator exhibits high variance [22] , and practically we compute the integral with the "reparameterization trick" proposed by [24] . We can parameterize the multivariate normalz ∼ q(z|x) as
therefore z is distributed as a multivariate normal with mean µ φ (x) and covariance R φ (x)R φ (x) . We finally separate the gradient estimation as
where
is the entropy of the variational distribution. Now both gradients can be approximated with Monte-Carlo estimates.
On the choice of the optimal variational distribution:
In eq. (10), we consider the approximated posterior q φ (z) as a Gaussian, N µ φ (x), σ 2 φ (x) , whose mean and variance are the outputs of a highly nonlinear function of observationx. Here, we consider five structured q distributions by encodingx in different sequential patterns shown in Table 2 : (1) vanilla mean field (MF); (2) variational autoencoder (VAE); (3) LSTM conditioned on past observations (l-LSTM); (4) LSTM conditioned on future observations (r-LSTM) and (5) bi-directional LSTM (bi-LSTM) conditioned on both past and future observations. For l-LSTM and r-LSTM, "l" or "r" is an abbreviation of "left" or "right", which considers past or future information. We parametrize mean µ t and variance σ 2 t for the variational approximated posterior at time step t as a function of the hidden state h t , e.g., for l-LSTM, h t,l = LSTM(x 1:t ). We illustrate the l/r/bi-LSTM structure of inference networks in Fig 2. Inference network maps observationx to varational parameters µ t , σ 
Similar with the l-LSTM. Here W and b are weights and bias mapping h t to variational parameters. In bi-LSTM, we use a weighted mean and variance to parameterize the variational posterior as The blue circle denotes latent states z t , the blue square shows the variational parameters (µ t , σ 2 t ), the yellow circle denotes hidden states of two LSTMs h t,l and h t,r , and the green circle represents observation data x t .
All operations should be performed element-wisely on the corresponding vectors. The Gaussian approximated posterior q(z t |x 1:T ) ∼ N (µ t,bi , σ 2 t,bi ) thus summarizes both the past and future information from observations. Algorithm 1 summarizes the inference method for the Gaussian observation model based on variational inference.
Algorithm 1 Inference of GP-RNN-Gaussian
Input: dataset x 1:T Output: latent process z 1:T , model parameters Θ = {ρ, σ, θ, ψ}, variational parameter φ repeat Evaluate µ φ (x 1:T ) and σ (14) Update Θ and φ using ADAM until convergence Poisson response: When the observation model is Poisson, the integration over the mapping function f in eq. (9) is now intractable due to the non-conjugacy between its GP prior and the Poisson data distribution. The interplay between z and f involves a highly-nonlinear transformation, which makes inference difficult. Inducing points [25] and decoupled Laplace approximation [5] have been recently introduced to release this dependence and make inference tractable. In this paper, we adapt a straightforward maximum a posteriori (MAP) estimation for training both F andz, as
where the joint distribution p(x, F,z) of latent variables z, F and observationsx of the RHS for eq. (18) is
Eq. (18) is a joint probability with three main components: 
EXPERIMENTS
To demonstrate the superiority of GP-RNN in latent dynamics recovery, we compare it against other state-of-theart methods on both extensive simulated data and a real visual cortex neural dataset.
Recovery of Lorenz Dynamics
First we recover the well-known Lorenz dynamics in a nonlinear system. The Lorenz system describes a two dimensional flow of fluids with z 1,2,3 as latent states:
This system has chaotic solutions (for certain parameter values) that revolve around the so-called Lorenz attractor. Lorenz uses the values σ = 10 , β = 8/3 and ρ = 28, exhibiting a chaotic behavior, which generates a nonlinear, non-periodic, and three-dimensional complex system. It has been utilized for testing latent structure discovery in recent works [27, 28, 6] .
We simulated a three-dimensional latent dynamic using Lorenz system as in eq. (19) , and then apply three different mapping functions for simulations: x t = w z t + Φ + η; x t = tanh(w z t + Φ) + η; and x t = sin(w z t + Φ) + η. Note that the oscillatory response of sine wave is well-known as the properties of grid cells [4] ). Thus, we generate simulated data with nonlinear dynamics and linear/nonlinear mapping functions. Gaussian response is the Gaussian noise corrupted version of x t ; Poisson spike trains are generated from a Poisson distribution with exp(x t ) as the spike rate.
In our simulation, the latent dimension is 3 and the number of neurons is 50, thus z t ∈ R 3 and w ∈ R 3×50 . We randomly generate weights w and bias Φ uniformly from region [0, 1.0], and the noise η is drawn from N (0, I) . We test the ability of each method to infer the latent dynamics of the Lorenz system (i.e., the values of the three dynamic variables) from Gaussian and Poisson responses, respectively. Models are compared in three aspects: inference network, dynamical model and mapping function. Table 3 and 4 show performance of variational approximation techniques applied to both P-GPLVM with AR1 kernel (AR1-GPLVM) and GP-RNN models on Gaussian and Poisson response data respectively. P-GPLVM with AR1 kernel is mathematically equal to the GPLVM model with LDS when the linear mapping matrix in LDS is full-rank. Therefore we are essentially comparing between LDS and RNN for dynamic modeling. In general, GP-RNN outperforms AR1-GPLVM via capturing complex dynamics of nonlinear systems with powerful RNN representations.
Analysis of inference network and dynamical model:
bi-LSTM inference networks render best results due to its consideration of both past and future information. Meanwhile, l-LSTM demonstrates the importance of past dependence with better results than r-LSTM. Overall, LSTM-style inference networks have more promising results than models considering current observations only (e.g., MF and VAE).
Moreover, the inference network of VAE is not a much more expressive variational model for approximating posterior distribution compared with vanilla mean field methods. With only current time points, both of them have similar inference power (as shown in Table 3 and 4 columns of "MF" and "VAE"). VAE only has global parameters of the neural network for mapping data points to posteriors, while vanilla MF has local parameters for each data point. VAE can be scaled to large-scale datasets, but the performance is upper-bounded by vanilla MF [26] . Table 5 shows the comparison between a neural network and a Gaussian process as the nonlinear mapping functions. The dynamical model is RNN, and the true mapping functions include linear, tanh, and sine functions. The number of data points for training (N ) are 50, 100, 200 and 500. The subsequent 50 time points following the training time points are used for testing the accuracy of reconstructions of latent trajectories. In Table 5 , We can tell that a Gaussian process provides a superior mapping function for smaller datasets for training (columns of "GP" Table 3 : Inference network and dynamical model analysis. Root mean square error (RMSE, 10 −2 ) of latent trajectories reconstructed from various simulated models are presented. We compare two latent dynamical models: first-order autoregressive (AR1) and recurrent neural network (e.g., LSTM), three mapping functions: linear, tanh and sine, and five variational approximations listed in Table 2 . The observations are Gaussian responses with 50 observational dimensions and 200 time points. Underlined and bold fonts indicate best performance. Results with standard errors (ste) can be found in the supplementary. Table 5 : Mapping function analysis. RMSE (10 −2 ) of latent trajectory reconstruction using Gaussian process (GP-RNN) and neural network (NN-RNN) mapping functions are shown. Both of them are combined with an RNN dynamical model component. We simulate 50 trials and present averaged RMSE results across all trials. Linear, tanh and sine mapping functions are used to generate the data. "N " indicates the number of data points for training in each trial, and RMSE is the result of subsequent 50 time points for testing. Results with standard errors (ste) can be found in the supplementary. and "NN"). When we have more time points, the prediction performance of a neural network mapping is comparable with a Gaussian process (rows of N = 200 and 500). Bigger datasets can help to learn complex Lorenz dynamics, and meanwhile, prevent the overfitting problem in neural network models. Smaller datasets may affect latent dynamics recovery but a Gaussian process mapping enhances nonlinear embedding recovery via keeping the local constraints.
Analysis of mapping function:
Gaussian AR1-GPLVM GP-RNN MF VAE r-LSTM l-LSTM bi-LSTM MF VAE r-LSTM l-LSTM bi-LSTMPoisson AR1-GPLVM GP-RNN MF VAE r-LSTM l-LSTM bi-LSTM MF VAE r-LSTM l-LSTM bi-LSTM
Comparison with state-of-the-art methods:
Consistent with results reported in state-of-the-art methods, we compare R 2 values for latent trajectory reconstruction of our GP-RNN method against others as shown in Table 6 . The inference network of our model is bi-LSTM since the simulated results shown above demonstrate its stronger power in model fitting. Note that we use the Poisson model and compare it with recently developed models for analyzing spike trains. For each dimension of Lorenz dynamics, GP-RNN significantly outperforms baseline methods, e.g., 10.8% (z 1 ), 11.2% (z 2 ) and 0.5% (z 3 ) increment of R 2 values compared with the second best model P-GPLVM. We have also found several excellent works combining RNN structures with Gaussian process for either modeling or inference [17, 19, 20, 21] , but note that they are not in the research line of exploring latent intrinsic structures of high-dimensional real or count-valued data as stated in our work. The methods we compared in our paper (e.g., PLDS [2] , GCLDS [3] , PfLDS [4] , P-GPFA [11] , and P-GPLVM [5] ) are to our knowledge recently proposed methods analyzing the same problems and can be more worthwhile being compared.
Application to Macaque V1 Neural Data
We apply GP-RNN to the neurons recorded from the primary visual cortex of a macaque [29] . Data was obtained when the monkey was watching sinusoidal grating driftings with 72 orientations (0
• ), and had 50 repeated trials for each orientation. Following [4] , we consider 63 well-behaved neurons based on their tuning curves, and bin 900 ms spiking activity with window size Dimension PLDS GCLDS PfLDS P-GPFA P-GPLVM GP-RNN • averaged across 30 trials. We can tell there exists clear periodicity in the firing rate time series given the sinusoidal grating stimulus. B) 2-dimensional latent trajectories of 10 out of 30 trials using PfLDS, P-GPLVM and GP-RNN. Color denotes the phase of the grating stimulus implied in (A). Each circle corresponds to a period of latent dynamics z 1:T (T = 90) inferred by the models. Each trial is estimated from 63-neuronal spike trains. The latent embedding is smoother and more structured when applying GP-RNN, which is interpretable since the stimulus is sinusoidal for each orientation across time. We can tell that the phase of latent dynamics inferred by GP-RNN is better locked to the phase of the stimulus. ∆t = 10 ms, resulting in 90 time points for each trial.
We take orientation 0
• as an example for visualizing 2-dimensional (2D) latent trajectory estimation. The other orientations exhibit similar patterns. The true firing rates of two example neurons are presented in Fig. 3 (A) , which exhibit clear periodic patterns locked to the phase of the sinusoidal grating stimulus. In order to get latent dynamics estimation, we fit our model with randomly selected 30 repeated trials, which are used to learn RNN dynamics parameters and GP hyperparameters shared across all trials, and trial-dependent latent dynamics. We also apply PfLDS and P-GPLVM to the same data. For better visualization purpose, Fig. 3(B) shows the results of 10 best trials, which are selected with 10 smallest variances from the mean trajectory within each model. PfLDS has a worse performance compared with the other two methods. Different from the result shown in [4] , we report the result of 30 trials for training instead of 120. Benefiting from the non-parametric Bayes (Gaussian process), in such a small-data scenario, GP-RNN extracts much more clear, compact, and structured latent trajectories, which well capture oscillatory patterns in neural responses for the grating stimulus. Meanwhile, the proposed model is able to convey interpretable sinusoidal stimulus patterns in 2D rings without including the external stimulus as the model variable. Therefore, GP-RNN with nonlinear dynamics and nonlinear embedding function can help extract latent patterns more efficiently. Although P-GPLVM also achieves promising results compared with PfLDS (still worse than our GP-RNN), P-GPLVM needs much more effort than GP-RNN to fine-tune the optimization hyperparameters.
We next show the quantitative prediction performance of multiple methods. The evaluation procedure is well known as "co-smoothing" [27, 5] , which is a standard leave-one-neuron-out test. We select all the trials with 0
• , 90
• , 180
• , and 270
• orientations of sinusoidal grating drifting. We split all the trials into training sets (40 trials) and test sets (10 trials). The model-specific parameters, e.g., RNN dynamics and GP mapping function for GP-RNN, are estimated using training sets (all neurons). Then we fix the estimated model parameters and leave one neuron in test trials out and infer latent trajectories based on the remaining neurons. The left-out neuron spiking activity is then predicted given inferred latents of test trials and estimated parameters from training trials. Consistent with the results reported in the previous literature, the prediction is quantified by R 2 . It shows the prediction performance of the firing rates compared with empirical firing rates of the left-out neurons. We iterate over all neurons as left-out ones and average the prediction R 2 values for each model shown in Table. 7. In this neural dataset, each recently proposed method can only increase the R 2 value by a small amount, which is still non-trivial to achieve. GP-RNN has already doubled the increment from PfLDS (13% increase of R 2 value) to P-GPLVM (7% increase). P-GPLVM and PfLDS have comparable Table 7 : Predictive R 2 on neural spiking activity of test dataset. The column "Dim" indicates the dimension of latent process z. GP-RNN has consistently the best performance when increasing predefined latent dimensions.
results and we think they benefit from nonlinear mapping functions, i.e., feed-forward neural network and Gaussian process. PLDS and P-GPFA use linear mapping but cannot capture nonlinear embeddings, and require more latent dimensionality to achieve similar results as P-GPLVM and PfLDS. Our GP-RNN with RNN dynamics and GP mapping provides the most competitive prediction accuracy, due to its nonlinear dynamical model encoding time dependence and complex nonlinear embedding function with uncertainty propagation.
Implementation Notes
We have encountered the risk of over-parameterization during our experiments. When the algorithm breaks down, increasing the number of hidden nodes of RNN structures cannot improve the results much. We successfully avoid it via (1) using cross-validation to choose the number of hidden states (the risk happened with more than 30 hidden nodes in this experimental dataset); (2) adopting Dropout(0.3)/L2 regularization for RNN gates. Too many hidden states of RNN dynamics will lead to learning both hidden states ν and cell states c failure, also too few hidden states report much lower prediction performance (we fix 30 hidden nodes ultimately in our experiments); (3) applying orthogonal initialization for RNN gates and clipping gradients tricks during training; and (4) instead of marginalizing out the latent function f in the Poisson model, adopting the composing inference strategy and using GPFA to initialize f . The experiments are benefited from the probabilistic modeling library "Edward" [26] .
With respect to the stable learning process, it is robust when applying orthogonal initialization for RNN gates, Xavier Initialization for parameters of fully connected layers (mapping hidden states ν to latent states z), and clipping gradients tricks during training. This combination is a relatively effective way of eliminating exploding and vanishing gradients, and provides a robust learning process.
Concerning sample perturbations, in the simulation, we randomly (both Poisson and Gaussian noise) generated the observations and parameters of mapping functions (Gaussian noise) for 10 times; and with real neural data, we shuffled the training/testing datasets for 10 times. The learning was based on these sample perturbations (trial variants) and the above-mentioned initialization strategies. The analysis of the sample perturbations are listed in the supplementary materials with standard errors.
