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ABSTRACT
Nas redes de distribuic¸a˜o de energia ele´trica sa˜o utilizados
isoladores ele´tricos, que teˆm como finalidades dar sustenta-
c¸a˜o mecaˆnica aos cabos e proporcionar isolamento ele´trico
da estrutura de suporte. A verificac¸a˜o da qualidade dos
isoladores ele´tricos instalados possui uma metodologia base-
ada no conhecimento adquirido por te´cnicos, sendo que esta
veri-ficac¸a˜o na˜o e´ realizada sem a ana´lise intuitiva de um
profissional. Desta forma, este trabalho apresenta uma me-
todologia baseada em te´cnicas de processamento de sinais
e Aprendizado de Ma´quina para a construc¸a˜o de um algo-
ritmo capaz de identificar automaticamente poss´ıveis danos
em isoladores ele´tricos. Para isso, foi realizado um estudo
com microfone de ultrassom para captac¸a˜o de sons emitidos
por isoladores energizados. Para que o algoritmo identifi-
que a integridade dos isoladores, foi necessa´rio passar por
um processo de testes com amostras produzidas em labora-
to´rio com isoladores em bom estado de conservac¸a˜o e com
isoladores danificados por perfurac¸a˜o, sendo poss´ıvel eviden-
ciar as caracter´ısticas dos isoladores. Enta˜o, foi aplicado o
algoritmo de A´rvore de Decisa˜o que apresentou 98,8% de
acura´cia ao classificar as amostras de acordo com os tipos
de isoladores estudados. Foram tambe´m testados os algo-
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ritmos de Ma´quina de Vetor de Suporte e K-Vizinho mais
pro´ximos, que apresentaram menor acura´cia.
ABSTRACT
Electric insulators are used in the electric power distribution
networks, whose purpose is to provide mechanical support to
the cables and electrical insulation from the support structu-
res eg. poles. The evaluation of the installed electrical insu-
lators has a methodology based on the knowledge acquired
by technicians and this verification is not performed without
the intuitive analysis of a professional. This study presents
a methodology based on techniques of signal processing and
machine learning for the construction of an algorithm capa-
ble of identifying possible damages in electrical insulators.
Thus, a study was performed with ultrasound microphone
to capture sounds emitted by energized isolators. A set of
data for types of insulators were produced in laboratory, one
insulator in good condition, and one insulator damaged by
drilling. Then, the Decision Trees algorithm was applied,
which presented 98.8% accuracy when classifying the sam-
ples according to the isolator types studied. Also have been
tested the nearest Support Vector Machine and K-Neighbor
algorithms, which showed lower accuracy.
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1. INTRODUÇÃO
As redes ele´tricas de distribuic¸a˜o possuem diversos com-
ponentes fundamentais, um deles sa˜o os isoladores ele´tricos,
que teˆm como func¸o˜es principais a sustentac¸a˜o mecaˆnica e
isolamento entre o n´ıvel de tensa˜o dos cabos energizados e
as estruturas de suporte. Para a verificac¸a˜o da qualidade
dos isoladores ele´tricos instalados nas redes distribuic¸a˜o sa˜o
utilizados equipamentos que analisam descargas parciais nos
isoladores por ultrassom e convertem em sinais aud´ıveis. En-
ta˜o, um te´cnico verifica o som emitido pelo equipamento e
indica se o isolador possui algum dano ou na˜o.
Com a te´cnica de inspec¸a˜o por ultrassom de isoladores,
e´ poss´ıvel a identificac¸a˜o de problemas intermitentes, que
surgem quando determinadas condic¸o˜es se fazem presentes,
umidade e contaminac¸a˜o no isolador. Portanto, te´cnicos
com vasta experieˆncia de campo utilizam equipamentos com
microfone ultrassoˆnicos [16] [18]. Acopladores parabo´licos
que captam e convertem o ultrassom emitido pelos isolado-
res em decorreˆncia de descargas parciais em uma faixa de
frequeˆncia e amplitude capaz de sensibilizar o ouvido hu-
mano. Enta˜o, os te´cnicos sa˜o capazes de indicar quais isola-
dores esta˜o em bom estado de conservac¸a˜o e quais isoladores
devem ser substitu´ıdos por estarem danificados, sendo que
esta ana´lise e´ realizada de maneira emp´ırica, de acordo com
a experieˆncia previamente adquirida pelo corpo te´cnico da
empresa.
Por este motivo, neste trabalho foram empregadas te´cni-
cas de Processamento de Sinais e Aprendizado de Ma´quina
na ana´lise de poss´ıveis danos em isoladores ele´tricos de forma
a tentar excluir o fator humano. As te´cnicas de Aprendizado
de Ma´quina, a´rea da Inteligeˆncia Artificial, constituem uma
importante ferramenta para ana´lise de dados com padro˜es
definidos [2]. Neste trabalho, utilizou-se um equipamento de
captac¸a˜o de ultrassom sem nenhum tipo de po´s- processa-
mento, preservando as caracter´ısticas originais do sinal.
A partir do sinal original de ultrassom obtido para iso-
ladores em dois tipos de condic¸a˜o, aplica-se um algoritmo,
desenvolvido neste trabalho, de processamento de sinais e
um algoritmo de Aprendizado de Ma´quina, para classifica-
c¸a˜o destes isoladores. Vale ressaltar que a pesquisa biblio-
gra´fica na˜o identificou na literatura este tipo e aplicac¸a˜o de
aprendizagem de ma´quina.
Esse artigo esta´ estruturado da seguinte forma: na sec¸a˜o 2
e´ apresentada a fundamentac¸a˜o teo´rica; a sec¸a˜o 3 e´ apresen-
tado o detalhamento completo dos experimentos realizados
em laborato´rio e o algoritmo elaborado para classificar os
tipos de isoladores; por fim, as sec¸o˜es 4 e 5 apresentam res-
pectivamente os resultados obtidos com os testes e as con-
cluso˜es.
2. FUNDAMENTAÇÃO TEÓRICA
Esta sec¸a˜o apresenta os fundamentos teo´ricos que foram
necessa´rios para o desenvolvimento do trabalho. A subsec¸a˜o
2.1 apresenta em detalhes o que sa˜o os isoladores ele´tricos,
onde sa˜o aplicados e quais suas caracter´ısticas te´cnicas. Na
subsec¸a˜o 2.2 e´ apresentado um panorama geral do Aprendi-
zado de Ma´quina e do me´todo de A´rvore de Deciso˜es.
2.1 Isoladores Elétricos
Os isoladores sa˜o componentes importantes dos sistemas
de transmissa˜o e distribuic¸a˜o de energia ele´trica, pois tem
como principal func¸a˜o a sustentac¸a˜o dos cabos ele´tricos dos
ramais. Por este motivo eles devem ser necessariamente
constitu´ıdos em material isolante, como por exemplo: por-
celana, vidro e materiais polime´ricos [17].
De acordo com a ANEEL (Ageˆncia Nacional de Energia
Ele´trica) [1] as redes de distribuic¸a˜o sa˜o o conjunto de ele-
mentos ae´reos ou subterraˆneos utilizados para distribuic¸a˜o
de energia ele´trica, podem ser ate´ 34,5kV. Uma das prin-
cipais caracter´ısticas das redes de distribuic¸a˜o e´ sua alta
capilaridade em zonas urbanas e rurais. As redes ae´reas
de distribuic¸a˜o esta˜o normalmente em alturas menores que
as rede de transmissa˜o e, por isso, esta˜o mais sujeitas ao
vandalismo e a` contaminac¸a˜o. Por terem ainda uma menor
tensa˜o de operac¸a˜o do que as rede de transmissa˜o, tambe´m
esta˜o mais suscept´ıveis a danos devido a`s descargas atmos-
fe´ricas. Estas caracter´ısticas tornam os isoladores de redes
de distribuic¸a˜o mais propensos a desenvolverem algum tipo
de defeito, e por isso sa˜o o foco deste trabalho.
A inspec¸a˜o de equipamentos ele´tricos de redes de distri-
buic¸a˜o e´ realizada basicamente por instrumentos de ultras-
som e ra´dio interfereˆncia, com o intuito de localizar poss´ıveis
danos nestes equipamentos [9]. Os instrumentos de ultras-
som sa˜o os mais utilizados por serem direcionais e captarem
dados apenas do equipamento que se deseja verificar, sendo
que este equipamento possui um direcionador de onda para
a captac¸a˜o do microfone em distaˆncias de ate´ 20m [9], con-
forme e´ demonstrado na Figura 1a, onde e´ apresentando
o detalhamento do trabalho de verificac¸a˜o de isoladores de
rede de distribuic¸a˜o com microfones de ultrassom, sendo que
na Figura 1b e´ detalhado o microfone de ultrassom.
Figure 1: Detalhamento da utilizac¸a˜o de microfone
de ultrassom para verificac¸o˜es da qualidade de iso-
ladores da redes ele´trica de distribuic¸a˜o, em (a) e´
apresentado o me´todo de medic¸a˜o e em (b) e´ apre-
sentado o detalhamento da microfone de ultrassom
de maneira ilustrativa.
Pesquisas recentes, como [16] e [18] procuram desenvolver
sistemas para ana´lise de ultrassom emitido por isoladores
de redes ele´tricas, com o intuito da verificac¸a˜o das formas
de ondas de diversos tipos de defeitos. Pore´m, estes traba-
lhos utilizam um microfone de ultrassom que primeiramente
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processa o sinal de ultrassom na˜o aud´ıvel e converte em som
aud´ıvel. A vantagem na ana´lise dos dados diretamente do
microfone de ultrassom, sem processamento pre´vio, e´ de que
os dados que sera˜o analisados sera˜o os mais fie´is poss´ıveis a
leitura.
A ana´lise da qualidade de isoladores por ultrassom e´ um
problema pouco estudado atualmente na engenharia ele´trica
[2] sendo que as u´ltimas pesquisas nesta a´rea ainda utilizam
equipamentos desenvolvidos com te´cnicas de processamento
de sinais rudimentares [16] [18]. Com as medidas destes
equipamentos, tem-se aprimorado as te´cnicas de detecc¸a˜o
da qualidade dos isoladores via ultrassom [16] [18], pore´m,
ainda na˜o sa˜o utilizados microfones sem processamento pre´-
vio de sinal.
Atualmente existem microfones ultrassoˆnicos acoplados
em refletores parabo´licos, com processamento pre´vio de si-
nal, que convertem as altas frequeˆncias captadas em som
aud´ıvel. Pore´m, estes equipamentos exigem te´cnicos treina-
dos para ouvir e distinguir cada tipo de som, tendo em vista
que por si so´ o equipamento na˜o e´ capaz de identificar a
condic¸a˜o do isolador em ana´lise [19].
2.2 Aprendizado de Máquina
O Aprendizado de Ma´quina consiste na construc¸a˜o de al-
goritmos computacionais que sejam capazes de tomar deci-
so˜es com base em dados previamente estudados. O apren-
dizado de ma´quina constitui uma das diversas a´reas da in-
teligeˆncia artificial [11].
Mitchell [10] define que Aprendizado de Ma´quina e´ um
sistema computacional que aprende a partir de uma deter-
minada experieˆncia, relacionada a uma classe de tarefas. E
tem uma medida de desempenho para julgar o desempenho
para julgar o desempenho das tarefas realizadas, que ira´ me-
lhorar com o aumento da experieˆncia.
O Aprendizado de Ma´quina e´ divido em treˆs abordagens:
supervisionado, na˜o supervisionado e por reforc¸o. Sendo
que neste trabalho foi utilizada a te´cnica de aprendizado
supervisionado. Por sua vez o aprendizado supervisionado e´
divido em duas subcategorias: Regressa˜o e Classificac¸a˜o [14].
A regressa˜o e´ aplicada na tentativa de prever resultados de
sa´ıdas cont´ınuas, ja´ a classificac¸a˜o e´ aplicada na tentativa de
previsa˜o de dados de uma sa´ıda discreta [14]. Neste trabalho
sa˜o utilizadas as te´cnicas de classificac¸a˜o.
2.2.1 Árvores de Decisão
O algoritmo de A´rvores de Decisa˜o (Decision Trees), e´
uma das formas mais simples e com altos n´ıveis de acerto de
aprendizagem de ma´quina, sendo que o algoritmo trabalha
com a classificac¸a˜o dos exemplos utilizando a classificac¸a˜o
booleana, verdadeiro ou falso [14].
O algoritmo divide o problema apresentado em diversos
subproblemas menores, e esta divisa˜o e´ realizada por ordem
dos atributos mais importantes, ou seja, os atributos mais
importantes constituem os primeiros no´s, e assim por diante
[14] [12] [7]. O atributo mais importante e´ considerado de
acordo com o item que apresenta maior diferenc¸a entre a
classificac¸a˜o do exemplo em questa˜o, o intuito de criar uma
“hierarquia” entre os itens que apresentam maior importaˆn-
cia na classificac¸a˜o dos dados consiste na reduc¸a˜o do nu´mero
de testes necessa´rios, ou seja, na criac¸a˜o de caminhos curtos
e uma a´rvore pouco profunda [14] [12] [7].
O conjunto dados utilizados no processo de treinamento
do algoritmo e´ essencial na construc¸a˜o da a´rvore, mas apo´s
a sua construc¸a˜o passa a ser composta apenas por teste dos
atributos de cada no´, com valores atribu´ıdos na sa´ıda das
ramificac¸o˜es e nas sa´ıdas finais, denominados no´s folha [14]
[12] [7].
Cabe salientar ainda, que algoritmos de A´rvores de De-
cisa˜o normalmente sa˜o os primeiros me´todos de Aprendiza-
gem de Ma´quina a serem utilizados quando ha´ necessidade
de classificac¸a˜o, tendo em vista que a sua lo´gica e´ pass´ıvel
de entendimento aos humanos [14] [12] [7].
2.2.2 Máquina de Vetores de Suporte
A Ma´quina de Vetor de Suporte (Support Vector Machine
– SVM) e´ um modelo de aprendizagem supervisionado na
qual visa construir um hiperplano o´timo, de modo que ele
possa separar diferentes classes de dados com a maior mar-
gem poss´ıvel. O SVM e´ originalmente desenvolvido para
realizar uma classificac¸a˜o linear, pore´m pode executar uma
classificac¸a˜o na˜o linear usando o “kernel trick”, isto e´, as en-
tradas sa˜o implicitamente mapeadas em espac¸os de recursos
de alta dimensa˜o [8] [6].
2.2.3 K-vizinhos mais próximos
O algoritmo K-vizinhos mais pro´ximos (k-Nearest Neigh-
bours - KNN) se trata de um algoritmo de aprendizado de
ma´quina supervisionado, que apresenta uma fa´cil implemen-
tac¸a˜o e pode executar classificac¸o˜es complexas. Ele e´ capaz
de analisar a proximidade das caracter´ısticas que ja´ foram
apresentadas para poder classificar novas. O que torna o
um algoritmo KNN mais ra´pido e´ na˜o necessitar de um trei-
namento pre´vio para poder fazer previso˜es em tempo real,
entretanto, na˜o apresenta grande precisa˜o em dados dimen-
sionais devido a dificuldades para poder calcular a distaˆncia
em cada dimensa˜o [13].
3. METODOLOGIA
3.1 Experimento
Neste estudo sa˜o utilizados dois isoladores com as mesmas
caracter´ısticas te´cnicas, um deles esta´ em perfeito estado
de conservac¸a˜o e no segundo foi realizada a perfurac¸a˜o em
sua parte superior. O principal objetivo foi demonstrar um
equipamento perfurado em decorreˆncia de uma sobretensa˜o
muito alta e muito ra´pida, que seria originada de uma des-
carga atmosfe´rica na rede ele´trica. Em casos reais, esta so-
bretensa˜o causa a perfurac¸a˜o do isolador e um curto-circuito
entre a fase e o pino meta´lico que esta´ aterrado e sustenta
o isolador, ha´ o acionamento da protec¸a˜o que desliga o cir-
cuito, e ao religar o circuito, o isolador volta a funcionar,
pore´m, mante´m-se danificado [17].
Na˜o e´ poss´ıvel verificar os danos visualmente nos isola-
dores sem realizar o desligamento do ramal da rede distri-
buic¸a˜o e inspecionar cada isolador individualmente. Este
estudo propo˜e uma ana´lise preliminar das formas de ondas,
que obtidas pelo processamento dos dados de um microfone
de ultrassom para um tipo de isolador de porcelana espe-
c´ıfico. As formas de onda foram captadas em laborato´rio,
conforme arranjo proposto na Figura 2, onde a distaˆncia
entre os isoladores e o microfone ultrassoˆnico foi de 0,95m.
O experimento foi conduzido dentro de uma caˆmara de
acr´ılico, para que fosse poss´ıvel isolar apenas os sons emiti-
dos pelos isoladores durante os testes.
Na Figure 3 e´ apresentado o detalhamento geome´trico do
isolador utilizado nos testes de laborato´rio, sendo que se
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Figure 2: A` esquerda isolador em bom estado de
conservac¸a˜o, a` direita isolador perfurado, no centro
microfone de ultrassom conectado ao computador
para ana´lise de dados. Os isoladores e o microfone
esta˜o dentro de uma caˆmara fechada com o intuito
de diminuir ao ma´ximo as interfereˆncias externas.
trata de um isolador tipo Pino, HI-TOP 15kV, Rosca 1”, fa-
bricante Germer, Germer Isoladores. O isolador tem as se-
guintes caracter´ısticas ele´tricas: tensa˜o nominal suporta´vel
a frequeˆncia industrial sob chuva de 34kV, tensa˜o nominal
suporta´vel de impulso atmosfe´rico de 95kV, tensa˜o nominal
de perfurac¸a˜o em o´leo de 95kV. E como caracter´ısticas me-
caˆnicas a distaˆncia de escoamento de 230mm e de ruptura
mecaˆnica flexa˜o de 1000 kgf.
Figure 3: Desenho te´cnico do isolador utilizado nos
experimentos Germer Isoladores
Conforme demonstrado na Figura 4, na base dos isola-
dores foram instalados os devidos pinos de fixac¸a˜o que sa˜o
utilizados na rede distribuic¸a˜o e estes pinos foram conecta-
dos a` terra. Cabe salientar que os pinos de cada isolador
so´ foram aterrados no momento de testes daquele isolador,
com o intuito de mitigar interfereˆncias entre os isoladores.
Os isoladores utilizados sa˜o apresentados na Figura 5a,
onde um dos isoladores esta´ em perfeitas condic¸o˜es de uso
e o outro esta´ perfurado. A Figura 5b apresenta o isolador
Figure 4: Isoladores Classe 15kV utilizados no expe-
rimento, conectado ao arco com tensa˜o aplicada de
7,95kV fase terra, que representa os cabos ele´tricos
da rede de distribuic¸a˜o. O cabo conectado no pino
de sustentac¸a˜o do isolador esta´ aterrado
intacto e as Figura 5c e Figura 5d o isolador em que foi
realizada uma perfurac¸a˜o central de 3,0 mm de diaˆmetro
com o intuito de representar uma perfurac¸a˜o causada por
uma descarga proveniente da rede ele´trica.
Figure 5: Detalhamento dos dois isoladores utiliza-
dos no experimento: (a) sa˜o apresentados os dois
isoladores, a esquerda o isolador bom e a direita o
isolador perfurado; (b) fundo do isolador bom; (c)
vista superior do isolador perfurado; (d) e´ poss´ıvel
verificar que a perfurac¸a˜o atravessou totalmente o
material isolante.
Os isoladores foram fixados com material isolante con-
forme detalhado na Figura 6, para evitar ru´ıdos ultrassoˆni-
cos em decorreˆncia da fixac¸a˜o por material condutor (Ex.
Cabo de Alumı´nio), em um aro com tensa˜o aplicada de
12kV, que simula os cabos ae´reos que sa˜o sustentados pe-
los isoladores.
Para aplicac¸a˜o de tensa˜o foi utilizado um transformador
monofa´sico classe 15kV de acordo com o exposto na Figura
7c, onde com um mult´ımetro indicado na Figura 7a, uma
ponteira de me´dia tensa˜o (relac¸a˜o de 1000V x 1V) indi-
cada na Figura 7d e um Variador de Tensa˜o indicado na
Figura 7b. Foi aplicada tensa˜o no secunda´rio do transfor-
mador (baixa tensa˜o do equipamento), de tal forma, ate´ se
obter a tensa˜o de 7,95kV fase terra no prima´rio do transfor-
mador (alta tensa˜o do equipamento), conforme apresentado
na Figura 7a. Cabe salientar que a foi utilizada a tensa˜o de
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Figure 6: Fixac¸a˜o dos isoladores no aro condutor
com material isolante para evitar ru´ıdos ultrassoˆni-
cos de amarrac¸o˜es realizadas com fixac¸a˜o condutora
(fita de alumı´nio).
Figure 7: Arranjo montado para aplicar a tensa˜o
no isolador. Onde em “a” e´ apresentado o medidor
de tensa˜o que esta´ conectado a ponteira de me´dia
tensa˜o em “d”, que por sua vez esta´ conectada na
bucha de alta tensa˜o do transformador detalhado em
“c”. E´ poss´ıvel aferir a tensa˜o medida no mult´ımetro
utilizando o variador de tensa˜o em “b”.
7,95kV fase-terra que corresponde a 13,8kV entre fases, que
e´ a tensa˜o de distribuic¸a˜o utilizada pelas concessiona´rias de
energia ele´tricas neste tipo de isolador.
Na captac¸a˜o dos dados foi utilizado um microfone ultras-
soˆnico com frequeˆncia de amostragem de ate´ 500kHz, apre-
sentado na Figura 8. Os dados foram adquiridos com o soft-
ware disponibilizado pelo fabricante do microfone, Figura
9, e foram gravados em arquivos em formato WAV (Wave-
form Audio File Format), que posteriormente foram lidos e
processados pelo software Matlab R© Mathworks.
Os dados captados pelo microfone foram organizados em
20 gravac¸o˜es diferentes, sendo 10 gravac¸o˜es para o isolador
perfurado u´mido e 10 gravac¸o˜es para o isolador em bom es-
tado de conservac¸a˜o. Cada gravac¸a˜o teve um tempo total
de 5 segundos. O microfone tem uma taxa de amostragem
de 500.000 amostras por segundo, portanto, obteve-se o to-
Figure 8: Microfone ultrassoˆnico utilizado na aqui-
sic¸a˜o de dados, fixado em suporte com o intuito de
manter a inclinac¸a˜o fixa para todos os testes.
Figure 9: Interface de ana´lise, configurac¸a˜o e gra-
vac¸a˜o das amostras sonoras colhidas pelo microfone,
interface fornecida pelo pro´prio fabricante
tal de 2.500.000 amostras para o per´ıodo gravado em cada
arquivo. Sendo assim, tem-se um total de 50.000.000 de
amostras obtidas para os dois isoladores, isto e´, 25.000.000
de amostras para cada isolador.
3.2 Tratamento e análise dos dados
Foi criado um algoritmo no Matlab R© para ler os dados
gravados em formato WAV e particionar cada arquivo de 5
segundos em vetores que possuem treˆs per´ıodos completos
da rede ele´trica, que opera em frequeˆncia de 60 Hz conforme
detalhado na Figura 10. Cabe salientar que treˆs per´ıodos da
rede ele´trica foi o menor valor poss´ıvel de divisa˜o de dados,
em decorreˆncia de que a divisa˜o das amostras deve obri-
gatoriamente resultar em um nu´mero inteiro, para que seja
poss´ıvel ter em cada vetor ciclos inteiros da oscilac¸a˜o da rede
ele´trica. Desta forma, treˆs amostras correspondem a 50ms,
portanto cada arquivo de dados foi divido em 100 vetores
com 25.000 amostras cada um. Assim, criou-se uma base
de dados amostrados de 1000 vetores para cada um dos dois
tipos de isoladores estudados, resultando em um total de
2000 amostras. Cabendo salientar que a divisa˜o das amos-
                                                                                                                                                                            363
Revista de Sistemas e Computação, Salvador, v. 9, n. 2, p. 359-368, jul./dez. 2019
                     http://www.revistas.unifacs.br/index.php/rsc
Figure 10: Diagrama de Blocos do tratamento de
sinais realizado no Matlab R©
tras e´ necessa´ria para obter os dados com o menor nu´mero
de per´ıodos poss´ıveis da rede ele´trica, tendo em vista que os
per´ıodos sa˜o c´ıclicos.
Em seguida, os dados foram sobrepostos em dois gra´fi-
cos de amplitude x tempo, demonstrados nas Figura 11, Fi-
gura 12 e Figura 13, onde foi poss´ıvel identificar visualmente
grande diferenc¸a entre a amplitude da sobreposic¸a˜o dos si-
nais sonoros emitido pelo isolador em bom estado e pelo iso-
lador perfurado, foram sobrepostas diversas amostras com
o intuito de demonstrar que as amostras ficam restritas ao
um determinado n´ıvel de amplitude. Com a diferenc¸a iden-
tificada visualmente nos gra´ficos, foram utilizados dados in-
tr´ınsecos para cada sinal, portanto, foram extra´ıdos de cada
vetor, o seu valor me´dio, o valor RMS (Root Mean Square),
o valor Ma´ximo, o valor Mı´nimo, o Desvio Padra˜o e a Va-
riaˆncia. Estes geraram uma planilha de dados intercalados
(entre amostra de isolador bom e isolador danificado), para
ser utilizada como base para o algoritmo de Aprendizado de
Ma´quina.
3.3 Algoritmos de Aprendizado de Máquina
Nesta sec¸a˜o e´ apresentado o detalhamento dos algoritmos
constru´ıdos na linguagem de programac¸a˜o Pyhton R© Python
Software Foundation, utilizando te´cnicas de Aprendizado de
Ma´quina com o intuito de possibilitar a classificac¸a˜o dos
sinais amostrados.
Com os dados tratados, foi enta˜o desenvolvido a imple-
mentac¸a˜o de um algoritmo detalhado na Figura 14 que uti-
Figure 11: Gra´fico da sobreposic¸a˜o das amostras do
sinal adquiridas do isolador em bom estado de con-
servac¸a˜o, onde e´ poss´ıvel notar que a amplitude ma´-
xima esta´ abaixo de 0,02.
Figure 12: Gra´fico da sobreposic¸a˜o das amostras do
sinal adquiridas do isolador perfurado, onde e´ poss´ı-
vel notar que a amplitude ma´xima esta´ acima 0,02.
liza te´cnicas de normalizac¸a˜o para facilitar o aprendizado
dos algoritmos, e a partir disso, utiliza te´cnicas de Aprendi-
zado de Ma´quina para criar, treinar e aprimorar os algorit-
mos classificadores.
Foram escolhidos treˆs algoritmos para realizar a tarefa
de classificac¸a˜o. O primeiro, A´rvore de Decisa˜o (Decision
Tree), pelo fato de a base de dados possuir poucas caracte-
r´ısticas de entrada e todas elas serem interpreta´veis. Esta
abordagem, entretanto, geralmente atinge uma acura´cia me-
nor comparada a outros algoritmos de aprendizado de ma´-
quina, justificando o uso de outros algoritmos.
Como segunda opc¸a˜o foi escolhido o algoritmo de Ma´quina
de Vetores de Suporte (Suport Vector Machine - SVM).
Dado a quantidade de caracter´ısticas de entrada, as SVM
sa˜o eficientes em encontrar um hiperplano o´timo para clas-
sificar os dados.
Por fim, K-vizinhos mais pro´ximos (K-Nearest Neighbors)
foi utilizado pois tende a obter uma boa performance, ate´
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Figure 13: Sobreposic¸a˜o de duas amostras, uma do
isolador bom (Laranja) e uma do isolador perfurado
(Azul), onde e´ poss´ıvel verificar visualmente a dife-
renc¸a entre os dois tipos de sinais amostrados.
mesmo para conjuntos passiveis de ru´ıdo, como no caso de
sinais de isoladores ele´tricos.
Para todos os algoritmos, foi utilizada a acura´cia como
me´trica de acertos e erros, pois ela indica a frac¸a˜o das pre-
viso˜es que o modelo acertou [5].
A Tabela 1 apresenta o detalhamento da planilha de atri-
butos que foi constru´ıda para o treinamento e teste do algo-
ritmo, que consiste na organizac¸a˜o dos dados extra´ıdos pelo
microfone. Esta organizac¸a˜o apresentada e´ aplicada a cada
vetor e representa respectivamente na ordem de colunas da
esquerda para a direita: na primeira o classificador, na se-
gunda a me´dia, na terceira o valor RMS, na quarta o valor
ma´ximo, na quinta o desvio padra˜o e na sexta a variaˆncia.
Cabe salientar que a planilha de classificadores apresenta
um total de 2000 linhas de dados e que o classificador 1 cor-
responde ao isolador em bom estado de conservac¸a˜o e seco, e
o classificador 5 corresponde ao isolador perfurado e u´mido.
Os valores detalhados na planilha de dados na˜o esta˜o nor-
malizados, conforme apresentado na Figura 15, ou seja, o
intervalo de valores poss´ıveis de se assumir para cada co-
luna sa˜o diferentes, dificultando ate´ mesmo para identificar
visualmente todos os atributos no gra´fico. Esta caracter´ıs-
tica pode influenciar no aprendizado dos algoritmos, dando
um peso maior para as entradas que possuem o maior va-
lor absoluto, destacando-se as entradas que representam os
valores de ma´ximo e de mı´nimo. Portanto, visando facilitar
o aprendizado do modelo, foi necessa´rio criar uma etapa de
pre´-processamento para normalizar os dados e coloca´-los em
uma u´nica escala, conforme mostra a Figura 16, onde e´ pos-
s´ıvel identificar visualmente todas as seis caracter´ısticas dos
vetores.
Para realizar tal normalizac¸a˜o, foi utilizada a te´cnica min-
max normalization, a qual realiza uma alterac¸a˜o linear nos
dados originais, podendo ser determinado o intervalo de va-
lor desejado [15]. Para mapear um valor v, de um atri-
buto A do intervalo [minA,maxA] para um novo intervalo
[newminA, newmaxA], o ca´lculo e´ dado por:




Desta maneira, todos os dados de entrada foram normali-
zados e escalados para o intervalo fechado entre zero e um,
conforme detalhado na Figura 16.
A legenda da Figura 16 esta´ dividida como sendo: “0” o
valor Me´dio, “1” o valor RMS, “2” o valor Ma´ximo, “3” o
valor Mı´nimo, “4” o Desvio Padra˜o e “5” a Variaˆncia.
Para assegurar a confiabilidade e aplicabilidade dos mo-
delos de Aprendizado de ma´quina em uma situac¸a˜o real, foi
dividido o conjunto de dados de treino com 75% das amos-
tras, ficando 25% das amostras reservadas apenas para teste.
Desta maneira, os modelos podem aprender as caracter´ısti-
cas relevantes para a classificac¸a˜o apenas com o conjunto de
treino e enta˜o, medir sua confiabilidade com dados nunca
vistos anteriormente pelo algoritmo.
Apo´s a aquisic¸a˜o, adequac¸a˜o e normalizac¸a˜o dos dados,
foram implementados os modelos de Aprendizado de ma´-
quina Support Vector Machine, K-Nearest Neighbors e Deci-
sion Tree, com intuito de classificar o estado dos isoladores
ele´tricos. Por fim, estes algoritmos foram validados em um
conjunto de testes, medindo a acura´cia de tais algoritmos
em um conjunto de dados nunca vistos anteriormente por
eles.
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Table 1: Planilha com classificadores e atributos
Apo´s a validac¸a˜o dos algoritmos, com intuito de encon-
trar os melhores paraˆmetros para os modelos, foi utilizada a
te´cnica de Grid Search, que consiste na especificac¸a˜o de um
conjunto finito de valores para cada hiperparaˆmetro a` ser
otimizado, com isto, o algoritmo pesquisa a grade formada
e avalia o produto cartesiano desses conjuntos [3]. Com esta
etapa conclu´ıda, os modelos foram novamente avaliados em
um conjunto de dados de teste, possibilitando comparar suas
preciso˜es e validar os aprimoramentos realizados.
4. RESULTADOS
A partir dos algoritmos treinados, estes foram submetidos
a teste, obtendo nesta etapa, 67,8%, 97,0% e 96,6% de acu-
ra´cia para os modelos Support Vector Machine, K-Nearest
Neighbors e Decision Tree respectivamente. Por mais que
este resultado seja satisfato´rio para a aplicac¸a˜o, decidiu-se
aprimorar o algoritmo a fim de alcanc¸ar uma maior acura´cia.
Para isto, foi utilizada a te´cnica “Grid-Search”.
Nesta etapa, foi aprimorado para o algoritmo Support Vec-
tor Machine, os atributos C e degree, encontrado como pa-
raˆmetros para C o valor 2 e para Degree 2 (aprimorados de
1 e 3). Para o algoritmo K-Nearest Neighbors foi aprimorado
os atributos algorithm de ‘auto’ para ‘ball tree’, n neigh-
bors de 5 para 2 e weights de ‘uniform’ para ‘distance’.
Por fim, para o algoritmo Decision Tree, foi aprimorado o
atributo min impurity decrease de 0 para 0,05.
Apo´s o aprimoramento dos algoritmos, foi obtido 78,0%
de acura´cia para o Support Vector Machine, 97,6% para
o K-Nearest Neighbors e 98,8% para o algoritmo Decision
Tree. Desta maneira, ambos os algoritmos obtiveram uma
boa acura´cia nos conjuntos de testes, se destacando o algo-
ritmo Decision Tree (A´rvore de Decisa˜o), o qual obteve uma
melhora de 2,2% em suas classificac¸o˜es. Com isso, o mo-
delo de Aprendizado de Ma´quina proposto chegou a 98,8%
Figure 15: Gra´fico com o detalhamento das varia-
c¸o˜es dos atributos das 2000 amostras no eixo “Y”
esta´ detalhada a amplitude dos dados na˜o norma-
lizados e no eixo “X” esta´ detalhado o nu´mero de
amostras, ou seja, cada amostra tem um valor para
cada uma das caracter´ısticas estudadas
Figure 16: Gra´fico normalizado com o detalhamento
das variac¸o˜es dos atributos das 2000 amostras, no
eixo “Y” esta´ detalhada a amplitude dos dados nor-
malizados e no eixo “X” esta´ detalhado o nu´mero de
amostras, ou seja, cada amostra tem um valor para
cada uma das caracter´ısticas estudadas.
de acerto na classificac¸a˜o dos tipos de isoladores, obtendo
desta maneira, 494 acertos e apenas 6 erros no conjunto de
teste.
Destaca-se a utilizac¸a˜o do algoritmo de A´rvore de Decisa˜o
para a classificac¸a˜o de estados de isoladores ele´tricos, pois
dentre os 500 exemplos separados para teste, em que o al-
goritmo na˜o teve acesso durante seu treinamento, ele obteve
um total de 494 acertos e apenas 6 erros. ambos os algorit-
mos obtiveram uma boa acura´cia nos conjuntos de testes, se
destacando o algoritmo de A´rvore de Decisa˜o, o qual obteve
uma melhora de 2,2% em suas classificac¸o˜es. Com isso, o mo-
delo de Aprendizado de Ma´quina proposto chegou a 98,8%
de acerto na classificac¸a˜o dos tipos de isoladores, obtendo
desta maneira, 494 acertos e apenas 6 erros no conjunto de
teste.
Com estes resultados, pode-se observar que o algoritmo
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constru´ıdo e´ capaz de classificar com alta precisa˜o se o isola-
dor ele´trico esta´ em um bom estado de conservac¸a˜o ou com
falhas de perfurac¸a˜o.
Cabendo salientar que se trata de um estudo em fase ini-
cial, por este motivo os sinais dos isoladores foram obtidos
em laborato´rio, destacando tambe´m que foram utilizados
apenas isoladores de uma mesmo modelo e classe de tensa˜o.
Estes resultados possibilitam fazer o uso dos algoritmos
em trabalhos futuros de diversas maneiras, salientando o
uso das a´rvores de deciso˜es. A primeira delas seria utiliza´-los
como um classificador bina´rio, servindo para a detecc¸a˜o de
perfurac¸o˜es em um isolador ele´trico, se tornando desta ma-
neira, parte de um classificador de mu´ltiplas classes. Tam-
be´m, e´ poss´ıvel toma´-lo como ponto de partida para a criac¸a˜o
de um novo algoritmo cujo predic¸o˜es levam em conta outros
tipos de falhas poss´ıveis de ocorrer.
5. CONCLUSÃO
Este trabalho apresentou uma metodologia baseada em
te´cnicas de processamento de sinais e Aprendizado de Ma´-
quina para a construc¸a˜o de um algoritmo capaz de identificar
automaticamente poss´ıveis danos em isoladores ele´tricos.
Para isso foram coletadas amostras de ultrassom com ten-
sa˜o aplicada de 7,95kV, de cada um dos dois isoladores estu-
dados, o primeiro em bom estado de conservac¸a˜o e o segundo
perfurado e u´mido. Enta˜o os dados coletados em laborato´-
rio foram organizados na forma de matriz e exportados para
um arquivo CSV.
Com isso, foi poss´ıvel obter um arquivo de dados para
produc¸a˜o das formas de onda caracter´ısticas de cada tipo de
isolador, para que fosse poss´ıvel produzir um modelo com-
putacional para comparac¸a˜o anal´ıtica dos dados. Tendo em
vista que para criac¸a˜o dos modelos de Aprendizagem de Ma´-
quina utilizados e´ necessa´rio um banco de dados utilizado no
treinamento, para que enta˜o esteja apto a classificar novos
dados.
Cabe salientar que com a sobreposic¸a˜o das amostras colhi-
das em laborato´rio foi poss´ıvel identificar que as frequeˆncias
produzidas nos ensaios teˆm uma caracter´ıstica pro´pria para
cada tipo de isolador. Mas na˜o possuem variac¸a˜o signifi-
cativa entre medidas de um mesmo isolador, sendo poss´ıvel
verificar facilmente as diferenc¸as entre as amplitudes das
frequeˆncias emitidas por um isolador bom e por um isolador
perfurado.
Como algoritmos de Aprendizado de Ma´quina foram utili-
zados A´rvore de Decisa˜o (Decision Tree), Ma´quina De Veto-
res de suporte (Support Vector Machine) e K-Vizinhos mais
pro´ximos (K-Nearest Neighbors). Estes apresentaram boa
acura´cia, mostrando que e´ poss´ıvel estender este trabalho
para novas configurac¸o˜es.
Com isto, elenca-se algumas sugesto˜es para trabalhos fu-
turos. A primeira e´ realizar a coleta de mais dados com
configurac¸o˜es diferentes de isoladores, como por exemplo:
isoladores sujos sem salinidade, isoladores sujos com salini-
dade, isoladores perfurados sujos etc., bem como a obtenc¸a˜o
das formas de onda de ru´ıdos. Pois com isto e´ poss´ıvel au-
mentar a confiabilidade do modelo. Destaca-se tambe´m, que
outros modelos de Aprendizado de Ma´quina podem ser uti-
lizados para a classificac¸a˜o destes isoladores. acredita-se ser
relevante para esta aplicac¸a˜o, os modelos baseados em Re-
des Neurais Artificiais, visto que esta abordagem se torna
melhor utiliza´vel a` medida que a quantidade de exemplos
de dados va˜o aumentando, na˜o deixando de destacar que a
precisa˜o destes modelos tem crescido significantemente em
aplicac¸o˜es complexas durante os u´ltimos anos [4].
A medida que o conjunto de dados vai sendo incremen-
tado, e que os modelos de aprendizado de ma´quina va˜o se
aprimorando, e´ poss´ıvel tambe´m, realizar a criac¸a˜o de mode-
los que na˜o classifiquem apenas dois estados dos isoladores,
e sim, uma classificac¸a˜o mu´ltipla, contendo a probabilidade
de acerto para cada tipo de falha dos isoladores ele´tricos.
Em uma outra etapa, almeja-se elaborar um algoritmo
para realizar a comparac¸a˜o entre as curvas obtidas neste
experimento com as curvas obtidas em campo. Apo´s esta
etapa devera˜o ser criados classificadores para tais sinais ob-
tidos. Por fim, existe a intenc¸a˜o da criac¸a˜o de um software
para a classificac¸a˜o dos estados dos isoladores ele´tricos.
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