Abstract. In this short note we consider semi-Markov processes satisfying the condition of direction-time independence (Markov renewal processes). We derive large deviation principles and fluctuation theorems for the empirical current and the empirical currents along cycles. Our derivation is based on the joint LDP for the empirical measure and flow recently proved in [12] .
Introduction
Semi-Markov processes with direction-time independence are stochastic processes similar to continuous time Markov chains with the exception that the holding times are not necessarily exponential random variables (hence, these processes are in general non Markovian). In the mathematical literature they are also known as Markov renewal processes [3] . They find several applications, also in the study of molecular motors (cf. e.g. [3, 2, 7, 8, 10, 11, 12, 15] and references therein).
For several Markov processes (as diffusions and Markov chains) in the last years much attention has been devoted to the large deviations of the empirical current and the associated fluctuation theorems (also called Gallavotti-Cohen symmetries). See e.g. [4, 5, 9] and references therein.
Considering semi-Markov processes with direction-time independence, previous derivations of large deviation principles for the joint empirical measure and current as well for the empirical current have been obtained (in a not completely rigorous way) in [2, 11] . Fluctuation theorems have also been discussed in particular in [2] , also for empirical currents along cycles.
In this short note we show how the above LDPs and the fluctuation theorems can be derived from the joint LDP for the empirical measure and flow recently proved in [12] . We also give some extension to generic semi-Markov processes (without direction-time independence). Our derivation covers also the case of semi-Markov processes with holding times having law with heavy tails or without a probability density (these cases indeed do not fit well with the arguments presented in [2, 11] ). In addition, our derivation is given by simple mathematical proofs.
2. Semi-Markov processes 2.1. Semi-Markov processes with direction-time independence (DTI). Given a finite state space V , the DTI semi-Markov process X := (X t ) t≥0 on V is defined from the following objects: a transition probability kernel (p x,y ) x,y∈V that we assume to be irreducible, a probability measure γ on V and a family of probability measures ψ x on (0, +∞) parametrized by x ∈ V . Having these objects, we introduce a discrete-time Markov chain (X k , τ k ) k≥0 on V × (0, +∞) such that (C1) (X k ) k≥0 is a Markov chain on V with transition probabilities p x,y , x, y ∈ V , and initial distribution γ. By the above assumption, this Markov chain is irreducible; (C2) (τ k ) k≥0 is a random sequence on (0, +∞) such that, conditionally to (X k ) k≥0 , (τ k ) k≥0 are i.i.d random variables and τ k has law ψ X k , i.e.
Then the DTI semi-Markov process X = (X t ) t≥0 is obtained from (X k ) k≥0 by the following random time-change: at time 0 the system starts at state X 0 and it remains there for a holding time τ 0 , at time τ 0 the system jumps to state X 1 and it remains there for a holding time τ 1 and so on. We can formalize this definition as follows. We set
Then, given t ≥ 0, we define N t as the unique nonnegative integer k such that S k ≤ t < S k+1 . Note that the above definition is well posed P γ -a.s. since, as one can easily prove, P γ -a.s. it holds lim k→∞ S k = +∞. Then we define
Note that
is of the form f (x, t)dt for some density function f (x, ·), then X t corresponds to the process introduced in [11, Section 2.1] with Q(x, t) = f (x, t) there. Note that, when f (x, t) = λ x e −λxt , then X t is simply a continuous-time Markov chain on V with transition probability rates r x,y = λ x p x,y .
2.2.
Generic semi-Markov processes. The condition of direction-time independence corresponds to the fact that the law of τ i is determined when X i is known. In a generic semi-Markov process the law of τ i is determined when X i , X i+1 are known, in particular the holding time at X i can depend also from the new state X i+1 achieved after the transition.
As a consequence, instead of working with the family {ψ x } x∈V , we have a family of probability measures ψ x,y on (0, +∞) parameterized by (x, y) ∈ V × V . Then one again consider the discrete-time process (X k , τ k ) k≥0 (which is not anymore Markov) satisfying conditions (C1) and (C2 ⋆ ), where the new condition (C2 ⋆ ) reads as follows:
is a random sequence on (0, +∞) such that, conditionally to (X k ) k≥0 , (τ k ) k≥0 are i.i.d random variables and τ k has law ψ X k ,X k+1 , i.e.
Then the semi-Markov process X t is again defined by (2) and (3).
For the above definition it is simple to check that
In particular, the above defined semi-Markov process corresponds to the one introduced in [11, Appendix A.1] by setting there Λ(x, y; t) := p x,y ψ x,y (t, +∞) . When ψ x,y is absolutely continuous w.r.t. the Lebesgue measure on (0, +∞), i.e. ψ x,y (dt) = f x,y (t)dt, we then obtain that the function Q(x, y; t) in [11, Appendix A.1] equals p x,y f x,y (t).
We recall that any generic semi-Markov process on V with irreducible transition kernel can be formulated in terms of a DTI semi-Markov process on E := {(x, y) ∈ V × V : p(x, y) > 0} with irreducible transition kernel. To this aim, consider the discrete-time Markov chain (Y k ) k≥0 on E, with irreducible transition kernel given byp (x,y),(v,z) = δ y,v p y,z and initial distribution given by the distribution of (X 0 , X 1 ) under P γ . We write (Y t ) t≥0 for the associated semi-Markov process with direction-time independence such that ψ x,y is the holding time distribution at state (x, y) ∈ E. Then the semi-Markov process (X t ) t≥0 can be realized simply by defining X t as the first coordinate of Y t .
2.3. Empirical measure and flow. Given t > 0, the empirical measure µ t is defined as the random probability measure
In other words, the expectation µ t (f ) of a function f is given by
The empirical measure µ t is a probability on V × (0, +∞) and, by trivial extension, can be thought of as an element of P(V × (0, +∞]), the space of probabilities on
The empirical flow is defined as the random element of R
given by
We recall that
If one allows p x,x to be positive, then Q t (x, x) can be positive.
Due to the above definitions, the joint empirical measure and flow (µ t , Q t ) is a random element of the the product space
3. LDP for the joint empirical measure and flow for DTI semi-Markov processes [12] In this section we restrict to DTI semi-Markov processes and we recall the joint large deviation principle for the empirical measure and flow recently obtained by Mariani and Zambotti [12] . We point out that our notation is slightly different from the one in [12] since they call τ k+1 our random variable τ k .
We write P(V × (0, +∞]) for the space of probability measures on V × (0, +∞] (V has the discrete topology, and (0, +∞] is a metric space by the identification (0, +∞] ∋ x → x 1+x ∈ (0, 1]). The space P(V × (0, +∞]) is endowed with the weak topology. We also consider the euclidean space R
Let us write ν for the unique invariant distribution of the Markov chain (X k ) k≥0 . As discussed in [12, Section 4], as t → ∞ the empirical measure µ t satisfies the following LLN for any initial distribution γ:
Again, in [12, Section 4] , it is proved that as t → ∞ the empirical flow Q t satisfies the following LLN for any initial distribution γ:
To descrive the large deviations from the above LLN's we need some notation.
Definition 3.1. We define Λ 0 as the subspace of Λ given by the pairs (µ, Q) such that, for any x ∈ V , the following holds:
with the convention thatμ(x, {+∞}) = 0.
Note that p Q x,y is a probability kernel on V and thatμ is a probability measure on V × (0, +∞). We also point out that if (µ, Q) ∈ Λ 0 then div Q ≡ 0. We recall that, given an element f ∈ R V ×V , the divergence div f : V → R is defined as
In the case of a flow Q, the divergence div Q(x) is simply the difference between the flow exiting from x and the flow entering into x.
In what follows, given two probability measures P, P ′ , we denote by H(P |P ′ ) the entropy of P w.r.t. P ′ .
Under P γ the random pair (µ t , Q t ) satisfies a large deviation principle as t → ∞, with speed t and explicit rate function I given by
where
Moreover, the rate function I is good, i.e. the level set {(µ, Q) : I(µ, Q) ≤ α} is compact for any α ∈ [0, +∞).
Note that if e.g. ψ x is an exponential distribution with parameter λ x , then ξ(x) = λ x .
Fluctuation theorem for the empirical current of DTI semi-Markov processes
We denote by R V ×V
antis. the space of antisymmetric functions J : V × V → R (equivalently, antisymmetric real square matrixes with indexes in V ). The empirical current is defined as the random element of R V ×V antis. given by
i.e., for x = y, J t (x, y) is given by the number of transitions per unit time from x to y minus the number of transitions per unit time from y to x performed by the semi-Markov process (X s ) s∈[0,t] . Trivially, J t (x, x) = 0.
1 We use the convention that ξxµ(x, {+∞}) = 0 if ξx = ∞ and µ(x, {+∞}) = 0.
By applying the contraction principle to Fact 3.1 we get:
Proposition 4.1.
[LDP for (µ t , J t ) and LDP for J t ] Under P γ , the random pair (µ t , J t ) satisfies a large deviation principle as t → ∞, with speed t and good rate functionĨ given byĨ
Similarly, under P γ , the empirical current J t satisfies a large deviation principle as t → ∞, with speed t and good rate function I given by
We now move to the fluctuation theorem. To this aim, as usual, we restrict to the case p x,y > 0 if and only if p y,x > 0 .
It is convenient to introduce the set E of pairs (x, y) such that both the transition from x to y and the transition from y to x are possible:
As we will show, the fluctuation theorem follows from the following key symmetry of the rate functional I(µ, Q):
where Q T (x, y) := Q(y, x) and J Q is given by (14) .
Since the rate function I has value in (−∞, +∞] while (x,y)∈E J Q (x, y) ln px,y py,x is finite, the above identity is well defined in (−∞, +∞].
Proof. To simplify notation we write J instead of J Q . Trivially, (µ, Q) ∈ Λ 0 if and only if (µ, Q T ) ∈ Λ 0 (cf. Definition 3.1). If (µ, Q) ∈ Λ 0 , (µ, Q T ) ∈ Λ 0 , then (19) reads +∞ = +∞, which is trivially true. Hence we can restrict to the case (µ, Q) ∈ Λ 0 , (µ, Q T ) ∈ Λ 0 . Due to (11) , to prove (19) it is enough to show that
We point out that Z x > 0 for any x. Hence, the l.h.s. of (20) is infinite if and only if the following condition C is satisfied: there exists a pair (x, y) with p x,y = 0 and Q(x, y) > 0. On the other hand, the l.h.s. of (20) is infinite if and only if for some x the probability p Let us suppose that condition C is not fulfilled. Then, by the above observations, the three sums in (20) have finite value. Moreover, if p(x, y) = 0 then p(y, x) = 0, Q(x, y) = 0 and Q T (x, y) = 0. Hence, using the convention that 0 ln 0 = 0, we can write
Since (Q T ) T = Q a similar expression holds:
By subtracting (22) from (21) and using that J = Q − Q T , we get
To get (20) we have only to show that (x,y)∈E J(x, y)[ln(Z x ) − ln(Z y )]. Recall that we are assuming that (µ, Q) ∈ Λ 0 and that condition C is not fulfilled. As already observed, the latter implies that
Since (µ, Q) ∈ Λ 0 , as already observed before (10), div Q ≡ 0. Hence, using also the antisymmetry of J, we get
thus proving that div J ≡ 0. Since J is divergenceless, the scalar product of J with a gradient function is zero. In our case, this reads
As a byproduct of (23), (24) and (26), we get (20) and therefore (19). 
. (Fluctuation theorems forĨ and for I)
The joint LD rate functionĨ for (µ t , J t ) satisfies
for any µ ∈ P(V × (0, +∞]) and J ∈ R V ×V antis. . Similarly, the LD rate function I for J t satisfies
for any J ∈ R V ×V antis. . We recall that the identities (27) and (28) have to be thought in (−∞, +∞].
Fluctuation theorem for the empirical current along chords
Considering e.g. applications to biochemical processes (see e.g. [1, 2, 7, 8, 14, 15] and references therein), it is relevant to extend the above analysis to generalized empirical currents along cycles (or equivalently, chords).
Again we assume condition (17). Recall (18). We consider the unoriented graph G with vertex set V and edges E = {{x, y} : x = y, (x, y) ∈ E} = {{x, y} : x = y, p x,y > 0 , p y,x > 0} .
Due to our irreducibility assumption on the transition kernel p x,y , the graph G is connected.
An oriented cycle C in G is given by a sequence (z 1 , . . . , z s ) of vertexes in V such that (z i , z i+1 ) ∈ E, with the convention that z s+1 := z 1 . To the oriented cycle C we associate the affinity A(C) defined as
Fix once and for all an unoriented spanning tree T in G, i.e. a subgraph of the unoriented graph G without loops and such that any x ∈ V is also a vertex of T . We recall that the edges of G that do not belong to T are called chords. For each chord choose once and for all an orientation, and denote by c 1 , . . . , c m the oriented chords of G. It is known that for each k = 1, . . . , m there is a unique self-avoiding oriented cycle C k starting with the oriented edge c k and lying inside the graph obtained from T by adding the edge c k . More precisely, there is a unique cycle C k = (z 1 , . . . , z s ) such that z 1 , . . . , z s are all distinct vertexes of V , (z 1 , z 2 ) = c k and (z i , z i+1 ) is an edge of T when disregarding the orientation for all i = 2, . . . , s (with the convention that z s+1 := z 1 ).
To each C k = (z 1 , . . . , z s ) we associate a special current J k ∈ R V ×V antis. as follows:
Trivially, divJ k = 0 and
The following fact is a direct consequence of Lemma 9.3 in [5] :
antis. be such that divJ = 0 and J(e) = 0 for any e ∈ E.
As consequence only of (28) in Theorem 4.4 and the decomposition given in Proposition 5.1 we get: Theorem 5.2. Under P γ the random vector J t (c 1 ), J t (c 2 ), . . . , J t (c m ) satisfies a LDP with speed t and good rate functionÎ satisfyinĝ antis. ∋ J → J(c 1 ), . . . , J(c m ) ∈ R m is continuous. As a consequence of the contraction principle and the LDP stated in Theorem 4.4 we have that, under P γ , the random vector J t (c 1 ), J t (c 2 ), . . . , J t (c m ) satisfies a LDP with speed t and good rate functionÎ given bŷ I(ϑ 1 , . . . , ϑ m ) = inf{I(J) :
where W := {J ∈ R V ×V antis. : J(c k ) = ϑ k ∀k = 1, . . . , m} . Recall the definition of J k given in (30). We claim that the above infimum in (32) is indeed a minimum attained at J * = m k=1 ϑ k J k , i.e.Î(ϑ 1 , . . . , ϑ m ) =Î J * . Since J i (c k ) = δ k,i , it is simple to check that J * belongs to W . Take now a generic J ∈ W . Due to Remark 4.3, I(J) = +∞ if div J ≡ 0 or if J(e) = 0 for some e ∈ E. On the other hand, by Proposition 5.1, the only element J ∈ W for which div J = 0 and J(e) = 0 for all e ∈ E is J * , thus proving our claim.
consequence we get that I(µ, Q) = ∞ by Remark 4.3. On the other hand, under the same assumption, we have Q * (zv, yx) = Q(xy, vz) > 0 and (z, v) ∈ E, (y, x) ∈ E, y = v, thus implying that I * (µ * , Q * ) = +∞ by the same arguments used above. Hence, under the above assumption, (33) is trivially satisfied.
