Land use planning seeks to divide land, the most valuable resource in the hands of planners, among different land types. During this process, various conflicting objectives are emerged which land use planners should prepare land use plans satisfying these objectives and deal with a large set of data and variable. For this reason, land use allocation is a multi-objective NP-hard optimization problem which is not solvable by the current exact methods. Therefore, solving land use optimization problem relies on the application of meta-heuristics. In this paper, a novel meta-heuristic named parallel particle swarm is developed to allocate seven land types (residential, commercial, cultural, educational, medical, sportive and green space) to Baboldasht district of Isfahan covered by 200 allocation cells with size 1000 m 2 for maximizing compactness, compatibility and suitability objective functions. Afterwards, the outputs of the new developed algorithm are compared to the outputs of genetic algorithm. The results demonstrated that the parallel particle swarm is better than genetic algorithm in terms of both solution quality (1.35%) and algorithm efficiency (63.7%). The results also showed that the outputs achieved by both algorithms are better than the current state of land use distribution. Thus, the method represented in this paper can be used as a useful tool in the hands of urban planners and decision makers, and supports the land use planning process.
INTRODUCTION
All of land use planning processes contain allocation module which fosters distributing different land types between land units based on a wide range of conflicting objectives. In the allocation process, the task of planners is to make a consensus among these conflicts according to the allocation constraints (i.e. available land, minimum and maximum of land use requirement, etc.) and the priority of each. Therefore, land use allocation is a multi-objective optimization problem deals with a large set of data and variable which puts it into the category of NP-hard problems.
For the above reasons, solving land use optimization problem relies on the application of meta-heuristics and various researches had been assigned to adapt these algorithms with the framework of the land use optimization problem (Simulated Annealing: (Aerts & Heuvelink, 2002; Duh & Brown, 2007; Santé-Riveira et al., 2008) ; Tabu-Search: (Qi et al., 2008) ; Genetic Algorithm (GA): (Cao et al., 2011; Cao et al., 2012; Holzkämper & Seppelt, 2007; Janssen et al., 2008; Karakostas & Economou, 2014; Matthews, 2001; Stewart et al., 2004; Xiao et al., 2002; Zhang et al., 2010) ; Particle Swarm: (Liu, Lao, et al., 2012; Masoomi et al., 2013) ; Ant Colony: ; and Bee Colony (Yang et al., 2015) ). Reviewing these researches show that although various algorithms adapted and examined by scholars for land use allocation, a slight part of the literature was dedicated to develop particle swarm based algorithms (PSO), and parallelizing particle swarm algorithm (PPSO) has not yet been considered. Thus, the main objectives of this paper are to develop a new particle swarm based algorithm, and to examine its efficiency and quality in practice and in comparison to a common population-based meta-heuristic, GA.
Concisely, the main contributions of this paper in both theoretical and technical aspects are: developing a novel meta-heuristic for tackling the land use optimization problem, developing a new mutation operator and a termination criterion, applying the proposed algorithm in practice, and comparing the results of the new developed algorithm with the results of GA.
In this paper, firstly, the multi-objective land use optimization problem is modeled. Secondly, PSO and PPSO are completely described. Thirdly, model specifications including data requirements and assumptions are represented. Fourthly, the PPSO is performed on the study area and the results are represented and compared with GA. Finally, the conclusions are drawn. 
MATERIALS AND METHODS

Formulation of multi-objective land use optimization problem
Formulating an optimization problem generally contains three main steps: defining decision variable(s), defining objective function(s) and defining problem constraint(s). According to these steps, formulation of the multiobjective land use optimization problem is represented as follows.
Land is a continuous variable, but land use allocation needs discrete variable. Thus, it is necessary to define a method in which the continuous variable transforms to discrete variable. A simple method is to cover the study area by a grid each part of which is a square with the same size. In this method, each square can be marked by indicating its location number in the grid Fig. 1 .
Based on the above mentioned method, the decision variable is defined as x ij where j is the land type allocated to cell i. It must also be noted that x ij is a binary variable adopted value 1 if land type j allocated to cell i and 0 otherwise.
After defining decision variable, it is time to formulate objective functions. In the literature of land use optimization, context-based and suitability-related objectives were broadly indicated (Balling et al., 1999; Cao et al., 2012; Chandramouli et al., 2009; Duh & Brown, 2007; Karakostas & Economou, 2014; Liu, Lao, et al., 2012; Liu et al., 2013; Masoomi et al., 2013; Santé-Riveira et al., 2008; Stewart et al., 2004; Wang et al., 2004; Xiao et al., 2002) . These functions were often slope, elevation, land price and distance-related factors (e.g. distance from urban center, arterial roads, etc.). In this paper, three objectives: suitability maximization, compactness maximization and compatibility maximization are selected based on two criteria: data availability and repetition in previous researches. Suitability was formulated through Eq. (1) where suit_val ij is the suitability value of cell i for land type j derived from suitability analysis for each land type, n is the number of allocation cells and m is the number of land types. , f(k=5) will be equal to 3 Fig. 2) , and
derived from pre-defined compatibility matrix is compatibility value between land type j and land type f(k).
Compactness was formulated through Eq. (3) where x f(k) is a binary variable represented as:
. f(k) is calculated similar to the process shown in Fig. 2 .
It is blatant that land use optimization is a multiobjective problem in which the measurement scale of each objective is different from the others. Thus, it is necessary to standardize and combine values of objectives during the optimization process. There are various methods for this purpose (e.g. weighted sum method: (Porta et al., 2013; Yang et al., 2015) , goal programming: (Cao et al., 2012; Stewart et al., 2004) and fuzzy goal programming: (Chang & Ko, 2014) . In this paper, the goal programming method represented in Eq. (4) is applied.
Two constraints were considered in this research. The first constraint represented in Eq. (5) certitudes that the area of each land type does not breach the predefined maximum and minimum land requirement boundaries. 
The second constraint represented in Eq. (6) certitudes that one and only one land type allocates to each allocation cell.
Development of PSO and PPSO algorithms PSO algorithm has developed by Kennedy and Eberhart in 1995 (Eberhart & Kennedy, 1995) . The main concept of this algorithm was derived from the behavior of animal groups such as swarms and fishes. In PSO, solution space is randomly searched by the position vector of some particles. Movement of the particles consists of a random and a deterministic component. Although particles tend to move randomly, they attract to the best global position. In the process of particle's movement, if a particle finds a better solution than its previous positions, the new position will be updated as the best position of the particle. This process iterates for all particles until a pre-defined termination criterion is met. Then, the best position of each particle is determined, the best position between the best positions of particles is selected, and all particles try to reach to this selected position. During this process, more parts of the solution space will be searched and the probability of finding the global optima will be increased. All of these steps iterates until the meeting of the termination criterion. The general structure of PSO is represented in Table 1 . The general structure of PSO is not appropriate for solving land use optimization problem. Therefore, in this paper, this structure is modified before developing PPSO algorithm. In single PSO algorithm, at first, an initial solution (also called land use plan and land use layout) satisfying the problem constraints is generated. 
End
At second, several particles, various layouts of initial solution, are developed. At third, for each particle two different land uses are randomly selected and swapped and the value of f total is calculated. It should be indicated that the swapping process, which performs like a local search algorithm, iterates according to the criterion defined by the planner. At third, the best position of each particle, the layout which has the best value of f total , is determined and the best of the best positions is selected. Then, all of particles try to have the similar position with the position of the best particle. In land use allocation case, it means that in each particle the land use(s) of some allocation cells became similar to the land use(s) of the allocation cells in the best particle determined in the previous step. This process iterates until the termination criterion is met. Figure 3 shows the modified process of single PSO algorithm. In contradiction to PSO which focuses on searching the solution space by a single algorithm, PPSO divides the solution space into several parts, searches each part separately by a single algorithm, and share the outputs between single PSOs for reaching better solutions. The PPSO developed in this paper starts with generating n solutions satisfying the problem constraints. Then, each solution is improved by a single PSO with pre-defined parameters (i.e. number of iterations, number of particles, etc.). These solutions constitute a new solution set which is applied for making the next generation, a set including n solutions. For making new solution set, at first, two different random solutions are selected from the set of improved solutions. There are different methods such as tournament selection and Baltzman coefficient (Fattahi, 2011) for solution selection. In this paper, a well-known method called roulette wheel is adopted and its working process is shown in Fig. 4 .
Afterwards, the selected solutions are combined by crossover operator to increase the diversity of solutions. There are various crossover operators in the literature of optimization (one point, two points, uniform, three parents and ordered crossovers (Fattahi, 2011) . In this research, the uniform crossover operator shown in Fig.  5 was considered.
As the outputs of the uniform crossover operator may not satisfy the problem constraints, a mutation operator called constraint modifier mutation operator (CMO) was defined. Table 2 shows the process of CMO. 
(|| is absolute value of all arrays of the minus_constrain_set) end for set summation = sum(new_solution) (summation will be done for each column of new_solution)
while all arrays in shortage_extra_land_type matrix will be equal to 0 do a1 = select a random array from second row of shortage_extra_land_type matrix with value larger than 0 b1 = shortage_extra_land_type(1,a1) a2 = select a random array from second row of shortage_extra_land_type matrix with value smaller than 0 b2 = shortage_extra_land_type(1,a2) change_index = find a random array in land_use_plan with type b1 set land use type of change_index equal to b2 set a1 = a1-1 set a2 = a2+1 end while
The above steps iterate until the size of the new generation will be equal to n. All of these processes iterate while the termination criterion is met. Termination criterion considered in this paper is represented in Table 3 . Figure 6 shows the process of PPSO.
Study area
Baboldasht district of Isfahan is located at the southern part of the Isfahan's 7 th municipality zone. It has 20 hectares, 928 lots, 873 residential units and 3492 population respectively (Fig. 7) . Baboldasht is one the unsustainable districts of Isfahan and suffers from the physical, economical and infrastructural shortages (Nastaran et al., 2014) , and also suboptimal distribution of land uses (Mohammadi et al., 2015) . Besides of these issues, because of the logical number of allocation cells covering this district, Baboldasht was selected as the context of implementing the developed algorithm.
Data and assumptions
Data and assumptions are as follows. Seven land types: Residential, commercial, medical, educational, cultural, sportive and green spaces were considered for allocation in the study area.
The area of each allocation cell was defined equal to 1000 m 2 . Therefore, the study area was covered by 200 allocation cells.
Land use requirements were calculated according to In the study area, the only physical factor which affects land suitability is distance from street network and the map of this factor was shown in Fig. 8 . Suitability of each land type was measured by Delphi method (see : Adler & Ziglio, 1996; Skulmoski et al., 2007) with 15 participants. The results were shown in Table 5 . The parameters of the PPSO was set based on Table 8 . Compatibility of land uses calculated also by Delphi method is shown in Table 6 . Weight of objectives used for calculating f total is shown in Table 7 . 
RESULTS AND DISCUSSION
After data preparation, PPSO was performed on the study area. PPSO was programmed in MATLAB software, and a laptop with CoreTM 2 Duo T9550 @ 2.66 GHz CPU was used to implement it. The algorithm was firstly applied to optimize single objectives for preparing the ground of calculating f total ( Table 9 ). The final output which represents the optimum spatial land use distribution with considering all objectives was shown in Table 10 . Table 11 represents the comparison between the results of GA, PPSO and the current state of land use distribution in the study area.
As Table 11 shows, the best results were generated by PPSO algorithm. Deviation from the ideal value of the f total (f total = 1) was equal to 11.64, 34.6 and 63.5 percent for PPSO, GA and the current state respectively. Comparing the results also showed that the quality of solution and convergence time of PPSO were 1.35% and 63.7% better than the outputs of GA. In addition, the quality of solution achieved from GA was 79.9% better than the current state. 
CONCLUSION
In this paper, a new algorithm is developed based on parallelizing PSO algorithm for solving the multiobjective land use optimization problem with three objectives, seven land types and two constraints. The developed algorithm was performed on a real study area and the outputs were compared with GA, a common population-based meta-heuristic. The innovations of this research were developing a novel algorithm for facilitating the process of land use planning, developing a new mutation operator, and defining a new termination criterion. The main conclusions are: (i) Both quality and convergence time of PPSO is better than GA. (ii) The results of PPSO and GA are better than the spatial land use distribution of the current state. (iii) The algorithm and method represented in this paper can be used for land use prescription and analysis.
(iv) The algorithm proposed in this paper can develop and analyze numerous and various land use plans and support the land use planning process.
