This article considers estimation of the unknown parameters for the compound Rayleigh distribution (CRD) based on a new life test plan called a progressive first failure-censored plan introduced by Wu and Kus (2009). We consider the maximum likelihood and Bayesian inference of the unknown parameters of the model, as well as the reliability and hazard rate functions. This was done using the conjugate prior for the shape parameter, and discrete prior for the scale parameter. The Bayes estimators have been obtained relative to both symmetric (squared error) and asymmetric (LINEX and general entropy (GE) loss functions. It has been seen that the symmetric and asymmetric Bayes estimators are obtained in closed forms. Also, based on this new censoring scheme, approximate confidence intervals for the parameters of CRD are developed. A practical example using real data set was used for illustration. Finally, to assess the performance of the proposed estimators, some numerical results using Monte Carlo simulation study were reported.
Introduction
There are many scenarios in life-testing and reliability experiments whose units are lost or removed from experimentation before failure. The loss may occur unintentionally, or it may have been designed so in the study. However, in many situations, the removal of units prior to failure is preplanned in order to provide saving in terms of time and cost associated with testing. There are many types of censored test, the most common censoring schemes are type-I and type-II censoring, but using this types of censoring can not allow for units to be removed from the test at any other point than the final termination point. However, if an experimenter desires to remove surviving units at points other than the final termination point of the life test, these two traditional censoring schemes will not be of use to the experimenter. The allowance of removing surviving units from the test before the final termination point is desirable, as in the case of studies of wear, in which the study of the actual aging process requires units to be fully disassembled at different stages of the experiment. In addition, when a compromise between the reduced time of experimentation and the observation of at least some extreme lifetimes is sought, such an allowance is also desirable. These reasons lead us into the area of progressive censoring.
It is well known that one of the primary goals of progressive censoring is to save some live units for other tests, which is particularly useful when the units being tested are very expensive. [1] mentioned that the inference is feasible, and practical when the sample data are gathered according to a Type-II progressively censored study experimental scheme. Statistical inferences on the parameters of failure time distributions under progressive censoring have been studied by several authors such as [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . A recent account on progressive censoring schemes can be found in the book by [13] , or in the excellent review by [14] .
[15] described a life test in which the experimenter might decide to group the test units into several sets, each as an assembly of test units, and then run all the test units simultaneously until occurrence the first failure in each group. Such a censoring scheme is called first-failure censoring. [16] discussed a sampling plan for a bear-ing manufacturer. The bearing test engineer decided to save test time by testing 50 bearings in sets of 10 each, and the first-failure times from each group were observed. [17, 18] discussed some inferences based on firstfailure-censored sampling from both the Gompertz distribution and Burr-XII distribution, respectively. Also see [19, 20] . Note that a first-failure-censoring scheme is terminated when the first failure in each set is observed. If an experimenter desires to remove some sets of test units before observing the first failures in these sets this life test plan is called a progressive first-failure-censoring scheme which recently introduced by [21] .
The two-parameter compound Rayleigh distribution (which is denoted by CRD ( , )
) provides a population model which is useful in several areas of statistics, including life testing and reliability. The probability density function ( , and the cumulative distribution function of CRD ( ,
and the reliability and failure rate functions, at some , are The compound Rayleigh distribution (CRD) is a special case of the 3-parameter Burr type XII distribution, which has a PDF of the form. The 2-parameter version of this distribution (with) was studied by several authors, such as [22] [23] [24] [25] [26] , among others.
The main aim of this article is to focus on the designing problem of a progressive first-failure censoring life test with a compound Rayleigh failure time distribution. The rest of this article is organized as follows. In Section 2, the formulation of a progressive first-failure-censoring scheme is described. The ML estimations with the approximate confidence intervals of the parameters are obtained in Section 3. Bayesian estimations of the parameters, reliability and hazard rate functions of CRD based on progressive first-failure-censoring scheme are investigated in Section 4. In Section 5, for illustrative purposes, we performed a real data analysis. A simulation study in order to give an assessment of the performance of the estimation methods are presented in Section 6. Finally we conclude the paper in Section 7.
A Progressive First-Failure-Censoring Scheme
In this section, first-failure-censoring scheme is combined with the progressive censoring scheme as in [21] . Suppose that independent groups with items within each group are put in a life test, 1 groups and the group in which the first failure is observed are randomly removed from the test as soon as the first failure (say 1: : : m n k ) has occurred, 2 groups and the group in which the second first failure is observed are randomly removed from the test when the second failure (say 2: : : m n k ) has occurred, and finally m groups and the group in which the first failure is observed are randomly removed from the test as soon as the 
.
It should be noted that 1; , , 2; , , ;
can be viewed as a progressive type II censored sample from a population with distribution function 1 (
For this reason, results for progressive type II censored order statistics can be extended to progressive first-failure censored order statistics easily. Also, the progressive first-failure censored plan has advantages in terms of reducing the test time, in which more items are used, but only of n k m  items are failures.
Maximum Likelihood Estimation
Based on progressively first-failure-censored sample : : :
i m n k , , with censoring scheme is drawn from the CRD (1). For convenience, we will denote the observed values of such sample by i
where is defined in (6) The log-likelihood function is given by
( , ) = log (2 ) log log
Calculating the first partial derivative of (8) with respect to  and  and equating to zero, we obtain the like-
and
From (9), we have
From (10) and (11), we have
Newton-Raphson iteration is employed to solve (12) . The corresponding MLE's of the reliability function , and hazard rate function ( ) S t ( ) H t , are given respectively by (3) and (4) after replacing  and  by their MLE's  and  . To obtain a starting value for the root finding method, we can use the graphical method discussed in [27] .
Approximate Interval Estimation
From the log-likelihood function in (8), we have
and 2 2 2 =1
( 1) ( , ) 
where
Approximate confidence intervals for  and 
Bayes Estimation
In this section, we present the posterior densities of the parameters  and  , and obtain symmetric and asymmetric Bayes estimators for the parameters, reliability and hazard rate functions.
The Loss Function
For Bayesian approach, in order to select a single value as representing our "best" estimators of the unknown parameter, a loss function must be specified. A wide variety of loss functions has been developed in literature to describe various types of loss structures. The symmetric square-error loss (SE) is one of the most popular loss functions. It is widely employed in the inference, but its application is motivated by its good mathematical prop-erties, not by its applicability to representing a true loss structure. A loss function should represent the consequences of different errors. There are situations where over-and under-estimation can lead to different consequences. For example, when we estimate the average reliable working life of the components of a spaceship or an aircraft, over-estimation is usually more serious than underestimation. Being symmetric, the SE loss equally penalizes over-and under-estimation of the same magnitude. A useful asymmetric loss known as the LINEX loss function, was introduced by [28] , and was widely used in several papers, see for example, [5, 6, 10, 11, [28] [29] [30] . This function rises approximately exponentially on one side of zero, and approximately linearly on the other side. Under the assumption that the minimal loss occurs at , the LINEX loss function for
where is an estimate of .
The sign, and magnitude of the shape parameter represent the direction and degree of symmetry respectively (if , overestimation is more serious than underestimation and means the opposite). For close to zero, the LINEX loss function is approximately the squared error loss (SEL) and therefore almost symmetric.
The posterior expectation of the LINEX loss function of (19) is
where u is denotes posterior expectation with respect to the posterior . The Bayes estimator
BL of under the LINEX loss function is the value , which minimizes (20) , it is
provided that the expectation exists and is finite.
Another useful asymmetric loss function is the general entropy loss (GEL)
whose minimum occurs at u u   . This loss function is a generalization of the entropy-loss used in several papers where by [31] and [32] . When , a positive error ( u ) causes more serious consequences than a negative error. The Bayes estimate
provided that exists, and is finite. [
Prior Distribution and Posterior Analysis
In this section we first describe the prior information needed for the Bayesian analysis of the unknown parameters. When the parameters  and  are assumed to be unknown, the following idea of [33] , we assume that the parameter  has a discrete prior, while the conditional distribution of  given = j   has a conjugate gamma prior. Now, we suppose that the parameter  is restricted to a finite number of values, say
0,
, and 0 1,
Combining the likelihood function in (5), and prior density (24), we obtain the marginal posterior probability of
On applying the discrete version of Bayes theorem, the marginal posterior probability distribution of  is given by
where j  and j T given by (26) and  is a normalized co nt gi by nsta ven
The joint posterior probability of  and  is 1 exp( )
. 
Symmetric Bayes Estimation
. GE Loss Function Also, by using posterior denisties (25) and (27) 
To implement the calculations in this subsections, it is necessary to elicit the values of first ( , )   , see [34] , which is given using (25) by nalysis r illustrative purposes, we performed a real data analysis. The original data is a subset of data reported by [6, 36] , represent the survival times in years of a gro f patients g 1.099.
To compute the Bayes estimates. Firstly, we estimate two values of the reliability function using a nonparametric procedures. [6, 36] show that the Compound Rayleigh model is acceptable for these data. Now, we suppose that the forty six patients are randomly grouped into 23 sets, with two patients in each ( = 2 k ), and the survival times for all sets are observed and listed in ascending order in Table 1 . In this example, based on survival times of the 23 sets given in Table 1 
Simulation Study
Since the performance of the different methods cannot be compared theoretically, we perform Monte Carlo simula- To generate progressive st-failure censored samples from CRD, we used the a orithm proposed by [13] , with the fact that, the pro 
Conclusions
In this paper, the maximum likelihood and Bayes methods are used for estimating parameters, reliability funcrate function of the CRD based on a new censoring scheme, called Table 6 . MS stima Es of e tes  and  with ( = 0.1   T cess the ct of th hape para ers of t  , then the Bayes estimates are almost the same as the estimates under SEL, see Table 3 . This is one of the useful properties of working with the asymmetric loss functions.
 The results establish that for optimum decision making, important should be given on the choice of loss function and not just the choice of prior distribution only.
 The simulation study shows that the MSEs for all estimates are increases as the value of the shape and scale parameters increases. 
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