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Abstract
An elementary rigorous justification of Dynkin’s identity with an extended
generator based on the idea of a complete probability formula is given for
queueing systems with a single server and discontinuous intensities of arrivals
and serving. This formula is applied to the analysis of ergodicity and, in
particular, to polynomial bounds of convergence rate to stationary distribution.
1 Introduction
In the last decade, systems generalising M/G/1/∞, or simply M/G/1 (cf. [8]) – one
of the oldest and most popular queueing systems – attracted much attention, see [1]
– [7], [16] In this paper a single–server system similar to [18] is considered, in which
intensities of new arrivals as well as of their serving could depend on the “whole state”
of the system and the whole state includes the number of customers in the system
– waiting and on service – and the elapsed time of the last serving. Batch arrivals
are not allowed. Emphasize that the elapsed serving time is assumed known at any
moment, but not remaining service times for each customer. For definiteness, the
discipline of serving may be regarded as FIFO, although, this is of no importance for
the questions addressed in this paper: all results are valid for any serving discipline
without time sharing. Recall that despite a non-markovian character of the model,
this model – as any other process – may be made Markov by extending the state
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space, although not in all cases it may be helpful; in our case it will be crucial.
Dynkin’s formula, or Dynkin’s identity [6, Ch. 1, §3],
EXf(Xt)− f(X) = EX
t∫
0
Gf(Xs) ds (1)
for f from some appropriate class of functions and its non-homogeneous counterpart
EXϕ(t, Xt)− ϕ(0, X) = EX
t∫
0
(
∂
∂s
ϕ(s,Xs) + Gϕ(s,Xs)
)
ds, (2)
for appropriate functions of two variables (ϕ(t, X)) play a very important role in the
analysis of Markov models. Here G is understood as a generator or infinitesimal op-
erator of the process, and X is a (non-random) initial value of the process. Note that
the formula (2) may be considered as a version of (1) written for the couple (t, Xt).
In this paper it is shown that both formulae (1)–(2) hold true for a large class of
functions f , ϕ with an extended generator G (see below) and under the minimal as-
sumptions on regularity of intensities (i.e., without any regularity). For short, in the
title it was called Dynkin’s identity, but, in fact, Dynkin’s formula with generalised
generators will be established. As an application, convergence rate bounds to sta-
tionary distribution are established under appropriate recurrence conditions similar
to those in [18], but without regularity assumed therein. Minimal or no regularity
may be important, in particular, in queueing systems with control, where optimal
control is usually discontinuous.
This model may be considered as a partial case of piecewise deterministic Markov
processes (PDMP) considered in [5], [8], [9, Ch. 7], [10], et al. Notice that the
method in [5],[9] is based on martingale theory and requires some further references.
In this paper we aim to show that the “naive” approach based on a properly designed
version of a complete probability formula works well, at least, in our particular model
and may be presented in a self–contained way. Also notice that our model allows a
presentation as a picewise linear Markov process (PLMP) as in [8], [10], while [5] and
[9] study a more general deterministic behaviour between “Markov” jumps.
The standard proof of the formulae (1)–(2) given in [6] in “good cases” is practi-
cally trivial; however, this triviality is based on the notion of generator (not extended
one), which does assume some regularity. For example, in the theory of diffusion pro-
cesses a similar notion requires continuous coefficients of drift and diffusion; at the
same time, it is well-known that Dynkin’s formula itself still holds true for diffusion
processes with a weaker notion of extended generator. This is possible due to PDE
theory results, namely, Alexandrov’x inequality and Krylov’s estimate. In queueing
theory there are no similar resources and, as a consequence, in some classical works
a strict justification of Dynkin’s formulae is just dropped. In the authors’ view, this
issue must be addressed and the goal of this paper is to show that such a rigorous
justification is well possible practically without – or with a minimum of – martingale
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theory. As a first application, convegence rate bounds to the stationary regime is
shown for a class of models generalising the system M/G/1 similar to [18] but for a
wider class of intensities. This may be useful in some other areas such as stochastic
averaging and Poisson equations, see, for example, [12]. The bounds in [18] were
proposed as a complement to the results from [14], [19], et al. about convergence to
stationarity in non-Markov queueing models, in particulare, of Erlang–Sevastyanov’s
type. The authors hope to apply this approach to such systems as well.
The paper consists of the Section 1 – Introduction, of the setting and main results
in the Section 2, of a set of auxiliary results in the Section 3, of the proof of Dynkin’s
formulae in the Section 4, of the proof of some extension in the Section 5 and of a
brief reminder of the techniques leading to convergence rate bounds in the Section 6.
2 The setting and main results
2.1 Dynkin’s formulae and generalised generator
Recall [6] that the generator of a Markov process (Xt, t ≥ 0) is an operator G, such
that for a sufficiently large class of functions f
sup
X
lim
t→0
∥∥∥∥EXf(Xt)− f(X)t − Gf(X)
∥∥∥∥ = 0 (3)
in the norm of the state space of the process. The notion of generator does depend
on this norm. However, in this paper the classical generator is not used, so we skip
this point here. Recall further that the class of functions for which (3) holds true is
called domain of a generator (of course, in general, it depends on the norm) and in
most cases its full description is a hard task. Fortunately, often it suffices to have
a wide enough class of such functions. On the other hand, an operator G is called
extended generator if (3) is replaced by its corollary (1), also for a wide enough class
of functions f . It turns out that in many situations this notion suffices.
Let us present the class of models under investigation in this paper. The state
space is a union of subspaces,
X = {(0, 0)}
⋃
{(n, x) : n = 1, 2, . . . , N, x ≥ 0}
(1 ≤ N ≤ ∞) with topology arising from the metric (X = (n, x), X ′ = (n′, x′))
dist(X,X ′) = |n− n′|+ |x− x′|.
Functions of class C1(X ) are understood as functions with classical continuous deriva-
tives with respect to the variable x. Functions with compact support on X are un-
derstood as functions vanishing outside some domain bounded in this metric: for
example, C10(X ) stands for the class of functions with compact support and one con-
tinuous derivative. There is a generalised Poisson arrival flow with intensity λ(X),
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where X = (n, x) for n > 0, and X = (0, 0) for n = 0; group arrival are not allowed.
If n > 0, then the server is serving one customer while all others are waiting in a
queue; if n = 0 then the server remains idle until the next arrival and the intensity
of such arrival at the state (0, 0) is constant. Here n denotes the total number of
customers in the system and x stands for the elapsed time of the current serving.
Denote nt = n(Xt) – the number of customers corresponding to the state Xt and
xt = x(Xt), the second component of the process (Xt), i.e. the elapsed time of the
current serving. If n = 0, then there is no serving. Below, we will investigate for-
mally only the case with infinite number of waiting places, but the situation where
this number is bounded may be included by assuming λ(n, x) ≡ 0 for any n large
enough. For any X = (n, x), intensity of serving h(X) ≡ h(n, x) is defined; it is
also convenient to assume h(X) = 0 for n(X) = 0. Both intensities λ and h are
understood in the following way, which is a definition: on any nonrandom interval of
time [t, t +∆), conditional probability given Xt that the current serving will not be
finished and there will be no new arrivals reads,
exp

−
∆∫
0
(λ+ h)(nt, xt + s) ds

 . (4)
This is similar to the approach developed in [5]; the main difference is that in this
paper the basis for the proof of Dynkin’s identity is a complete probability (or com-
plete expectation) formula rather than martingale problem. In the sequel, λ and h
are assumed to be bounded. In this case, for ∆ > 0 small enough, the expression in
(4) may be rewritten as
1−
∆∫
0
(λ+ h)(nt, xt + s) ds+O(∆
2), ∆→ 0, (5)
and this what is “usually” replaced by
1− (λ(Xt) + h(Xt))∆ +O(∆
2).
In our situation, the latter replacement may be incorrect because of discontinuities of
the functions λ and h. Emphasize that from time t until the next jump, the evolution
of the process X is deterministic. The (conditional given Xt) density of the moment
of a new arrival or of the end of the current serving after t at xt + z, z ≥ 0 equals,
(λ(nt, xt + z) + h(nt, xt + z)) exp

−
z∫
0
(λ+ h)(nt, xt + s)) ds

 . (6)
Further, given Xt, the moments of the next “candidates” for jumps up and down are
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conditionally independent and have the (conditional – given Xt) density, respectively,
λ(nt, xt + z) exp
(
−
z∫
0
λ(nt, xt + s) ds
)
and
h(nt, xt + z) exp
(
−
z∫
0
h(nt, xt + s) ds
)
, z ≥ 0.
(7)
Notice that (6) does correspond to conditionally independent densities given in (7).
For modelling the evolution, both candidate moments should be realised and the
minimal of the two chosen, which will determine whether the next jump will be,
indeed, up or down. The component nt is, generally speaking, not Markov, however,
the couple (Xt = (nt, xt)) in the state space X is Markov by construction and we
stress out that continuity of λ or h was not used. The distribution of the process in
the space of trajectories is uniquely determined, that is, if any other construction is
suggested, yet the distributions of all moments of next jumps up and down ought to
be the same.
A natural candidate to the role of the extended generator is (see a short comment
in the beginning of the proof of the Theorem 1)
Gf(X) :=
∂
∂x
f(X) + λ(X)(f(X+)− f(X)) + h(X)(f(X−)− f(X)),
(recall that h(0, 0) = 0), where for any X = (n, x),
X+ := (n+ 1, x), X− := ((n− 1) ∨ 0, 0)
(here a ∨ b = max(a, b)).
Theorem 1 If the functions λ and h are Borel measurable and bounded, then the
formulae (1) and (2) hold true for any t > 0 for every f ∈ C1b (X ) and ϕ ∈ C
1
b ([0,∞)×
X ), respectively. Moreover, the process (Xt, t ≥ 0) is strong Markov with respect to
the filtration (FXt , t ≥ 0).
Let
Lm(X) = (n+ 1 + x)
m, Lk,m(t, X) = (1 + t)
kLm(X).
The following extensions of Dynkin’s formulae for unbounded functions hold true: it
will be needed in the proof of the Theorem 2, even though the main body of this
proof will be hidden.
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Corollary 1 Under the assumptions of the Theorem 1,
Lm(Xt)− Lm(X) =
t∫
0
λ(Xs)
[(
Lm(X
+
s )− Lm(Xs)
)
(8)
+h(Xs)
(
Lm(X
−
s )− Lm(Xs)
)
+
∂
∂x
Lm(Xs)
]
ds+Mt,
with some martingale Mt, and also
Lk,m(t, Xt)− Lk,m(0, X) =
t∫
0
[
λ(Xs)
(
Lk,m(s,X
+
s )− Lk,m(s,Xs)
)
(9)
+h(Xs)
(
Lk,m(s,X
−
s )− Lk,m(s,Xs)
)
+
(
∂
∂x
+
∂
∂s
)
Lk,m(s,Xs)
]
ds+ M˜t,
with some martingale M˜t.
About martingale language in queueing models see, for example, [9] or [13].
2.2 Stability and convergence rate
Denote
Λ := sup
n,x:n>0
λ(n, x).
Recall that the process has no explosion with probability one due to the boundedness
of both intensities, i.e., the trajectory may have only finitely many jumps on any
finite interval of time. For establishing convergence rate to the stationary regime, we
assume similarly to [18],
inf
n>0
h(n, x) ≥
C0
1 + x
, x ≥ 0. (10)
Theorem 2 Let the functions λ and h be Borel measurable and bounded, the as-
sumption (10) holds and C0 satisfies the condition
C0 > 4(1 + 2Λ), (11)
and let let the value k > 1 satisfy
C0 > 2
k+1(1 + Λ2k). (12)
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Then there exists a unique stationary measure µ and there exist m > k, C > 0 such
that for any t ≥ 0,
‖µn,xt − µ‖TV ≤ C
(1 + n+ x)m
(1 + t)k+1
, (13)
where µn,xt is a marginal distribution of the process (Xt, t ≥ 0) with the initial data
X = (n, x) ∈ X .
Remark 1 Under the assumption (11), the inequality (12) holds true, at least, for
all values of k > 1 close enough to one.
Remark 2 Existence and uniqueness of invariant measure may be established under
weaker assumptions. However, we do not discuss this issue in this paper, as our goal
– beside Dynkin’s formula – is only convergence rate, for which we need the condition
(11) anyway.
3 Auxiliary results
The first Lemma is an L1–version of the Theorem 2.8.2 from [11] from integration
theory, originally formulated in L2 as a tool in a Doob’s construction related to
stochastic integrals (the latter are not used here). In this paper, the Lemma 1 will
serve as a bridge from the standard complete probability formula to its integral
analogue.
Lemma 1 For any g ∈ L1[0, T ],
1∫
0
T∫
0
|gκa
m′
(s) − gs| ds da→ 0,
and for almost all a ∈ [0, 1],
T∫
0
|gκa
m′
(s) − gs| ds→ 0,
over some subsequence m′ →∞, where it was denoted
κam(s) := [2
m(s+ a)]2−m − a,
where, in turn, [a] is the integer value of a ∈ R (i.e., the nearest integer approximation
of a from the left). It is accepted that outside [0, T ] the function g equals identically
zero.
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The proof is an exact repetition of the calculus in the proof of [11, Theorem 2.8.2] with
a tiny difference of L2 replaced by L1, which does admit this small change. Hence,
the details are dropped. For convenience of the reader we only recall that it follows
from approximation of g ∈ L1 by continuous functions, which are dense in L1 and
establishing the statement for continuous functions, which is evident. In the proof of
the Theorem 1 below a similar trick will be used for establishing a similar auxiliary
assertion (30), in which a one-dimensional nature of time seems to be important.
The second Lemma provides a rigorous proof of the well-known properties that prob-
ability of “one event” on a small nonrandom interval of length ∆ is of the order O(∆)
and probability of “two or more events” on the same interval is of the order O(∆2);
although this is a “common knowledge” in queueing theory, the authors believe that
for discontinuous intensities it must be justified.
In the next Lemma we accept the following convention: all trajectories of the
process are right continuous with left limits; respectively, if the value of the process
Xt at t is given, the phrase “no jumps on (t, t + s] relates to no jumps after the
moment t, but not at t, where we are not aware whether or not Xt− = Xt. At the
same time, “no jumps on (0, s]” includes no jump at zero, as negative values of t are
not allowed, so that automatically X0 = X0+.
Lemma 2 Under the assumptions of the Theorem 1, for any t ≥ 0,
PXt(no jumps on (t, t+∆]) = exp

−
∆∫
0
(λ+ h)(Xt + s) ds

 = 1 +O(∆), (14)
PXt(at least one jump on (t, t+∆]) = O(∆), (15)
PXt(exactly one jump up & no down on (t, t+∆]) =
∆∫
0
λ(Xt + s) ds+O(∆
2), (16)
PXt(exactly one jump down & no up on (t, t+∆]) =
∆∫
0
h(Xt + s) ds+O(∆
2), (17)
and
PXt(at least two jumps on (t, t+∆]) = O(∆
2). (18)
In all cases above, O(∆) and O(∆2) are uniform with respect to Xt and only depend
on the norm supX(λ(X) + h(X)), that is, there exist C > 0, ∆0 > 0 such that for
any X and any ∆ < ∆0,
lim sup
∆→0

∆−1PX(at least one jump on (0,∆])
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+∆−2PX(at least two jumps on (0,∆])
+∆−2

PXt(one jump up & no down on (t, t+∆])−
∆∫
0
λ(Xt + s) ds


+∆−2

PXt(one jump down & no up on (t, t +∆])−
∆∫
0
h(Xt + s) ds




≤ C <∞. (19)
Proof. A. The assertions (14), as well as (15), follows from the construction (see
(4) and (5), since λ and h are bounded. (It also follows from the next steps of the
proof.)
B. Now it is convenient to proceed with (18); it will be used in the proof of (16) and
(17). It suffices to consider t = 0 and any fixed initial value X . Denote
sNj =
j∆
2N
, 1 ≤ j ≤ 2N , N ≥ 1,
and let
B := {two or more jumps – up or down – on (0,∆]},
BN :=
⋃
j
{
no jumps on (0, sNj−1], at least one jump on (s
N
j−1, s
N
j ]
and at least one jump on (sNj ,∆]
}
,
and
p := PX(B), pN := PX(B
N ).
Then,
pN =
∑
j≤2N
PX(no jumps on (0, s
N
j−1],at least one jump on (s
N
j−1, s
N
j ]
and at least one jump on (sNj ,∆]).
Notice that for any nonrandom t, P (Xt 6= Xt−) = 0. We have,
BN ⊂ B,
and, moreover,
B \BN ↓ ∅, N ↑ ∞.
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The latter holds because for any two jumps there exists N such that they would be
covered by two different intervals, say, (sNj−1, s
N
j ] and (s
N
k−1, s
N
k ] with k 6= j. In other
words, for each ω ∈ B there exists N such that ω ∈ BN . Hence, by continuity of a
probability measure,
pN → p, N →∞.
From the Markov property and (14–15), if ∆ is small enough then we have,
pN =
∑
j≤2N
EXE
(
1(no jumps on (0, sNj−1])
×1(at least one jump on (sNj−1, s
N
j ] | F
X
sN
j
)× 1(at least one jump on (sNj ,∆])
)
=
∑
j≤2N
EX
(
1(no jumps on (0, sNj−1])
× 1(at least one jump on (sNj−1, s
N
j ])
)
×E
(
1(at least one jump on (sNj ,∆] | XsNj
)
=
∑
j≤2N
EX
(
1(no jumps on (0, sNj−1])
× 1(at least one jump on (sNj−1, s
N
j ])
)
×

1− exp

−
∆∫
sNj
(λ+ h)(XsNj + s) ds




≤ C∆
∑
j≤2N
EX1
(
no jumps on (0, sNj−1], at least one jump on (s
N
j−1, s
N
j ]
)
= C∆PX(at least one jump up on (0, s
N
N ])
= C∆

1− exp

−
∆∫
0
(λ+ h)(X + s) ds



 ≤ C2∆2.
Important is that here the last value of C2 is the same for all values of N and X .
Hence, by monotone convergence, we also have
p ≤ C2∆2,
as required. Notice that (16) and (17) were not used so far.
C. Let us show (16). Informally,
PXt(exactly one jump up & no down on (t, t +∆])
10
=∆∫
0
λ(Xt + s) exp

−
s∫
0
λ(Xt + r) dr

 exp

−
∆∫
s
λ(X+s + r) dr


× exp

−
s∫
0
h(Xt + r) dr

 exp

−
∆∫
s
h(X+s + r) dr

 ds
=
∆∫
0
λ(Xt + s) ds+O(∆
2),
as required and with a uniform O(∆2). Some drawback of this explanation is that it
uses an integral identity as if it were complete probability formula, while the latter
formula is stated for a split of Ω into finitely or countably many disjoint events only.
Usually there is no problem with such integration, at least for Riemann integrable
functions, since integration is a limit of Darboux sums. However, in our case we as-
sume the integrands, in general, only Lebesque integrable. So, let us do this estimate
more rigorously. We will use the already established formula (18) and instead of (16)
we will estimate a slightly different probability of at least one jump up earlier than
down on (0,∆] (we mean that jump down may or may not occur on this interval).
According to our construction, in particular, (6), the value of this probability may
be written precisely by using the (conditionally independent given Xt) densities (7):
fu(z) := λ(Xt + z) exp

−
z∫
0
λ(Xt + s) ds


and
f d(z) := h(Xt + z) exp

−
z∫
0
h(Xt + s) ds

 .
We have,
PX(at least one jump up earlier than down on (0,∆])
=
∞∫
0
∞∫
0
1(z1 < z2)1(z1 ≤ ∆)fu(z1)f d(z2) dz1dz2
≤
∞∫
0
∞∫
0
1(0 < z2)1(z1 ≤ ∆)fu(z1)f d(z2) dz1dz2
=
∆∫
0
fu(z1) dz1 =
∆∫
0
λ(X + z) exp

−
z∫
0
λ(X + s) ds

 dz
11
≤∆∫
0
λ(X + z) dz.
On the other hand,
PX(at least one jump up earlier than down on (0,∆])
=
∞∫
0
∞∫
0
1(z1 < z2)1(z1 ≤ ∆)fu(z1)f d(z2) dz1dz2
≥
∞∫
0
∞∫
0
1(∆ < z2)1(z1 ≤ ∆)fu(z1)f d(z2) dz1dz2
=
∆∫
0
fu(z1) dz1 ×
∞∫
∆
f d(z2) dz2
≥
∆∫
0
λ(X + z) exp

−
∆∫
0
λ(X + s) ds

 dz × exp

−
∆∫
0
h(X + s) ds


=
∆∫
0
λ(X + z) dz × exp

−
∆∫
0
(λ+ h)(X + s) ds


= (1 +O(∆))
∆∫
0
λ(X + z) dz =
∆∫
0
λ(X + z) dz +O(∆2),
with uniform O(∆) and O(∆2), as required. Since we already know that probability
of two or more jumps is of the order ∆2 – see (18) – this justifies (16).
D. The statement (17) is established similarly. Note that in the previous steps,
expressions like 1 − exp

−
∆∫
0
ψ(t) dt

 with some non-negative bounded ψ(t) are
evaluated, say, ψ(t) < M , ∀t. In this case, this exponent may be expanded via
Taylor’s series of the variable
∆∫
0
ψ(t) dt. For ∆ < 2/M this series satisfies the
well-known condition for the alternating series test, which implies strict bounds
12
1 − exp

−
∆∫
0
ψ(t) dt

 < M∆ and 0 <

1− exp

−
∆∫
0
ψ(t) dt



 −
∆∫
0
ψ(t) dt <
M2∆2/2. This shows that the estimates in the proof above and in (19) are uniform,
as required. The Lemma 2 is proved.
Lemma 3 Under the assumptions of the Theorem 1, for any f ∈ Cb(X ) the function
Ttf(X) = EXf(Xt) is continuous in t.
Proof. It suffices for any f ∈ Cb(X ) and for small ∆ > 0 to show that for any t ≥ 0,
|EX(f(Xt+∆)− f(Xt))| → 0, ∆→ 0. (20)
and for any t > 0,
|EX(f(Xt−∆)− f(Xt)| → 0, ∆→ 0. (21)
The convergence (20) follows straightforward from the first statement of the Lemma
2 by virtue of Lebesgue’s dominated convergence theorem, due to the cadlag property
of the process. Similarly, we have,
|EX(f(Xt−∆)− f(Xt−)| → 0, ∆→ 0.
However, by construction (see (4)), jump at any nonrandom time t has probability
zero, that is,
P (Xt = Xt−) = 1.
This implies (21). The Lemma 3 is proved.
Denote X ′ = (n′, x′) ↑ X = (n, x) iff x′ ↑ x and n′ = n when x′ is close enough to x.
Similarly, X ′ = (n′, x′) ↓ X = (n, x) iff x′ ↓ x and n′ = n for x′ close enough to x.
Lemma 4 Under the assumptions of the Theorem 1 the process (Xt, t ≥ 0) is Feller,
that is, Ttf(·) ∈ Cb(X ) for any f ∈ Cb(X ).
Proof. A. Denote φ(t, X) := EXf(Xt). Let (n
′, x′) = X ′ ↑ X = (n, x). Without loss
of generality we may assume n′ ≡ n and x′ ↑ x. Let s := x − x′ > 0. Note that for
the process with initial data X ′ = (n′, x′),
xs 1(no jumps on (0, s]) = x 1(no jumps on (0, s]).
So, for x′ close enough to x, by the Lemma 2,
φ(t, X ′) = EX′f(Xt)
= EX′f(Xt)1(no jumps on (0, s])
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+EX′f(Xt)1(at least one jump on (0, s])
= EX′1(no jumps on (0, s])EXsf(Xt−s) +O(s)
= EX′1(no jumps on (0, s])EXf(Xt−s) +O(s)
= EX′1(no jumps on (0, s])φ(t− s,X) +O(s)
= (1−O(s))φ(t− s,X) +O(s).
By virtue of the Lemma 3 and due to our notation s = x− x′,
lim
X′↑X
φ(t, X ′) = lim
s↓0
φ(t− s,X) = φ(t, X).
B. Now let X ′ ↓ X . In this case denote s := x′ − x (s > 0). Then similarly to the
above,
EXf(Xt) = O(s) + (1− O(s))EX′f(Xt−s)
Hence, we have,
φ(t, X) = φ(t− s,X ′) +O(s).
Since by the Lemma 3,
φ(t, X ′) = φ(t− s,X ′) + o(1),
we obtain,
φ(t, X ′) = φ(t− s,X ′) + o(1) = φ(t, X) +O(s) + o(1),
or, equivalently,
lim
X′↓X
φ(t, X ′) = φ(t, X).
This completes the proof of the Lemma 4.
Remark 3 Note that in [5] Feller’s property is proved for a more general model,
however, under the additional condition that intensities are continuous. In our case
continuity is not necessary – which is in line with the very idea of construction of a
process with discontinuous intensities – and in the sequel this Feller’s property will
be used for establishing strong Markov property by using classical tools. On the other
hand, in [5] strong Markov property is established independently from Feller’s one.
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4 Proof of Theorem 1
As was already mentioned above, both formulae (1) and (2) are, actually, versions
of complete probability formula (it would be better to say, complete expectation).
If it were possible to replace the integrals by series, they both would have been,
indeed, complete probability (expectation) formulae as suggested. However, in our
case, integrals and series are not the same things. Notice that for continuous and
bounded λ and h, the formula (1) with any f ∈ C1b (X ) is, indeed, a simple corollary
of a standard analysis of probabilities of transitions over a small time, as in the
derivation of the Kolmogorov forward equations. This is why G may be regarded as
a natural candidate to a generalised generator for discontinuous intensities, too.
Ia. In the first part of the proof we assume f ∈ C10 (X ), rather than f ∈ C
1
b (X ) in the
formula (1). In some lines it is useful to know that f and its derivative are uniformly
continuous. In the end of the proof, the assertion (1) will be extended from C10 (X )
to the whole C1b (X ). Let ∆ := 2
−mt,
t0 = 0, ti = κ
a
m
(
it
2m
)
∨ 0 ≡ ([it + a2m]2−m − a) ∨ 0, 0 ≤ i ≤ 2m, t2m+1 = t.
Let ∆i := ti+1 − ti. Notice that ∆i = ∆, 1 ≤ i ≤ 2
m and ∆i ≤ ∆ for any i.
Consider the difference
EXf(Xt)− f(X) = EX
2m∑
i=0
EXti (f(Xti+1)− f(Xti)).
Consider one term from this sum. Emphasize that they are all treated similarly. This
term may be split into four parts:
EXti (f(Xti+1)− f(Xti)) = EXti (f(Xti+1)− f(Xti))1(no jumps on (ti, ti+1])
+EXti (f(Xti+1)− f(Xti))1(one jump up & no down on (ti, ti+1])
+EXti (f(Xti+1)− f(X))1(one jump down & no up on (ti, ti+1])
+EXti (f(Xti+1)− f(Xti))1(at least, two jumps on (ti, ti+1])
≡ I i1 + . . .+ I
i
4.
Ib. We have, with notation X + s := (n, x+ s) for any X = (n, x),
I i1 = exp

−
∆i∫
0
(λ(Xti + s) + h(Xti + s)) ds

 (f(Xti +∆i)− f(Xti))
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(22)
= (1 +O(∆))
∆i∫
0
∂
∂x
f(Xti + s) ds.
Here it is likely that we could use the Lemma 1, but we prefer easier methods where
possible. Notice that
∆i∫
0
∂
∂x
f(Xti + s) ds =
∆i∫
0
∂
∂x
f(Xti+s) ds
(23)
+
∆i∫
0
(
∂
∂x
f(Xti + s)−
∂
∂x
f(Xti+s)
)
ds.
After summation and taking expectation, this term gives us
EX
2m∑
i=0
I i1 = EX
2m∑
i=0
∆i∫
0
∂
∂x
f(Xti + s) ds = EX
2m∑
i=0
∆i∫
0
∂
∂x
f(Xti+s) ds
+EX
2m∑
i=0
∆i∫
0
(
∂
∂x
f(Xti + s)−
∂
∂x
f(Xti+s)
)
ds.
By virtue of the cadlag property of (Xs, s ≥ 0) and f ∈ C
1
b , we have by Lebesgue’s
dominated convergence Theorem,
EX
2m∑
i=0
∆i∫
0
(
∂
∂x
f(Xti + s)−
∂
∂x
f(Xti+s)
)
ds
= EX
t∫
0
(
∂
∂x
f(Xκam(s) + s− κ
a
m(s)−
∂
∂x
f(Xs)
)
ds
= EX
t∫
0
(
∂
∂x
f(Xκam(s) + s− κ
a
m(s)−
∂
∂x
f(Xs−)
)
ds→ 0, ∆→ 0,
the latter equality a.s., because
PX(Xκam(s) + s− κ
a
m(s)−Xs− → 0, m→∞) = 1.
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Hence – and due to
t∫
0
|f(Xs)− f(Xs−)| ds = 0 a.s. – we get,
EX
2m∑
i=0
I i1 = EX
t∫
0
∂
∂x
f(Xs) ds+ o(1), ∆→ 0.
Ic. Further,
I i2 = EXti (f(Xti+1)− f(Xti))1(one jump up & no down on (ti, ti+1])
≡ EXti (f(X
+
ti
)− f(Xti))1(one jump up & no down on (ti, ti+1])
+EXti (f(Xti+1)− f(X
+
ti
))1(one jump up & no down on (ti, ti+1])
= (f(X+ti )− f(Xti))


∆i∫
0
λ(Xti + s) ds+O(∆
2)


(24)
+EXti (f(Xti+1)− f(X
+
ti
))1(one jump up & no down on (ti, ti+1]),
by the Lemma 2. After summation and taking expectation, the first term here gives
EX
t∫
0
(f(X+
κam(s)
)− f(Xκam(s)))λ(Xκam(s) + s− κ
a
m(s)) ds+O(∆)),
and we will explain below – via the Lemma 1 – why it approaches the desired
EX
t∫
0
(f(X+s−)− f(Xs−))λ(Xs) ds = EX
t∫
0
(f(X+s )− f(Xs))λ(Xs) ds, a.s.
The absolute value of the second term in (24) does not exceed
ρf(∆)EXti1(one jump up & no down on (ti, ti+1]),
where ρf is the modulus of continuity of the function f . By virtue of the Lemma 2
(see (16)), after summation and expectation this gives us
ρf (∆)EX
t∫
0
λ(Xκam(s) + s− κ
a
m(s)) ds+O(∆) = o(1), ∆→ 0.
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Id. Similarly with some θ ∈ (0,∆i),
I i3 = (1− exp

−
∆i∫
0
h(Xti + s) ds

+O(∆2))(f(X−ti + θ)− f(Xti))
=


∆i∫
0
h(Xti + s) ds+O(∆
2)

 (f(X−ti )− f(Xti) + ρf (∆)).
Since ρf (∆) = o(1), we get,
EX
2m∑
i=0
I i3 =
= EX
t∫
0
h(Xκam(s) + s− κ
a
m(s)) ds(f(X
−
κam(s)
)− f(Xκam(s)) + o(1)).
It will be shown below that the main term here approaches
EX
t∫
0
h(Xs)(f(X
−
s−)− f(Xs−)) ds
a.s.
= EX
t∫
0
h(Xs)(f(X
−
s )− f(Xs) ds.
Ie. Finally (see the Lemma 2), with uniform O(∆2),
I i4 = O(∆
2) =⇒ EX
2m∑
i=0
I i4 = O(∆).
If. Now in the expression arising from the terms EXI
i
2, as well as from EXI
i
3, we would
like to replace f(X+
κam(s)
) − f(Xκam(s)) by f(X
+
s ) − f(Xs) and f(X
−
κam(s)
) − f(Xκam(s))
by f(X−s ) − f(Xs), respectively; also, h(Xκam′ (s)) and λ(Xκ
a
m′
(s)) will be replaced by
h(Xs) and λ(Xs), respectively. By virtue of continuity of f and cadlag property of
the process, we estimate for almost every a ∈ [0, 1],

EX
t∫
0
λ(Xκam(s))(f(X
+
κam(s)
)− f(Xκam(s))) ds
−EX
t∫
0
λ(Xs)(f(X
+
s )− f(Xs)) ds

→ 0, m→∞,
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and 
EX
t∫
0
h(Xκa
m′
(s))(f(X
−
κa
m′
(s))− f(Xκam′(s))) ds −
−EX
t∫
0
h(Xs)(f(X
−
s+)− f(Xs)) ds

→ 0, m′ →∞,
where m′ →∞ is some subsequence guaranteed by the Lemma 1. Indeed, say, for h,
by the Lemma 1 for a.e. a,
EX
t∫
0
|(h(Xκa
m′
(s))− h(Xs))(f(X
+
κa
m′
(s))− f(Xκam′(s)))| ds
≤ Cf EX
t∫
0
|(h(Xκa
m′
(s))− h(Xs))| ds→ 0, m
′ →∞.
Further, by continuity of f and cadlag property of X ,

EX
t∫
0
h(Xs)(f(X
+
κa
m′
(s))− f(Xκam′(s))) ds−
−EX
t∫
0
h(Xs)(f(X
+
s−)− f(Xs−)) ds

→ 0, m′ →∞,
by virtue of the Lebesgue dominated (bounded) convergence theorem, as f(X·) is
cadlag, both h and f are bounded and
κam′(s)→ s−, m
′ →∞.
Finelly, since P (Xs 6= Xs−) = 0, ∀s, we get,
EX
∣∣∣∣∣∣
t∫
0
h(Xs)(f(X
+
s−)− f(Xs−)) ds−
t∫
0
h(Xs)(f(X
+
s )− f(Xs)) ds
∣∣∣∣∣∣ = 0.
Ig. Further, we would like to have λ(Xs) under the integral instead of λ(Xti+(s−ti))
in each term (24)
(f(X+ti )− f(Xti))


∆i∫
0
λ(Xti + s) ds+O(∆
2)

 .
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So, let us estimate the difference
EX
2m∑
i=0


ti+1∫
ti
λ(Xti + (s− ti)) ds−
ti+1∫
ti
λ(Xs) ds

 (f(X+ti )− f(Xti)).
Recall that ti = κ
a
m
(
it
2m
)
. Let us show that for almost any a ∈ [0, 1],
EX
2m∑
i=0
∣∣∣∣∣∣
ti+1∫
ti
λ(Xti + (s− ti)) ds−
ti+1∫
ti
λ(Xs) ds
∣∣∣∣∣∣ |f(X
+
ti
)− f(Xti)| =
(25)
EX
2m∑
i=0
∣∣∣∣∣∣
ti+1∫
ti
(λ(Xκam(s)ti + (s− κ
a
m(s)))− λ(Xs)) ds
∣∣∣∣∣∣ |f(X
+
ti
)− f(Xti)| → 0,
as ∆→ 0.
Firstly, according to the Lemma 1, there exists a subsequence (m′ → ∞) such
that for almost every a ∈ [0, 1]
t∫
0
|λ(Xs)− λ(Xκa
m′
(s))| ds→ 0,
and for the whole sequence (m→∞),
1∫
0
t∫
0
|λ(Xs)− λ(Xκam(s))| ds da→ 0. (26)
Now let us show that
1∫
0
t∫
0
|λ(Xκam(s) + (s− κ
a
m(s)))− λ(Xκam(s))| ds da→ 0, m→∞. (27)
The idea is very similar to that of the Lemma 1, however, here a direct reference to
this Lemma is questionable and, hence, we need to provide an independent proof.
Recall that the trajectory (Xs) may have only finitely many jumps on (0, t]. Also,
except for the points of jumps, the evolution of (X) is deterministic and linear with a
constant positive speed. In other words, integration of the composite function λ(X·)
turns out to be equivalent to the integration of λ(·) over some interval between two
consequent jumps of the process (X). This allows us to use the same trick from the
Lemma 1, but this time we approximate the function λ(·) rather than the composite
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function λ(X·). Emphasize that this is possible exactly because of the piecewise linear
law of evolution of (Xs) between the consequent moments of jumps and because there
are only finitely many jumps on each trajectory.
So, let us approximate the function λ(·) by bounded uniformly continuous functions
– say, λǫ – in the topology of convergence in L1[0, T ] for every T > 0. Note that it is
not enough to approximate λ(·) on (0, t]. Denote by (τj , j = 0, 1, . . .) the sequence
of moments of jumps of the trajectory of X ; recall that for each ω there are only
finitely many of them on (0, t].
We have, on each (τj , τj+1] and for every m,
1∫
0
τj+1∫
τj
|λǫ(Xκam(s))− λ(Xκam(s))| ds da =
τj+1∫
τj
1∫
0
|λǫ(Xκam(s))− λ(Xκam(s))| da ds
≤
τj+1∫
τj
2m ‖λǫ − λ‖L1([τj−2−m,τj+1]) ds = ‖λ
ǫ − λ‖L1([τj−2−m,τj+1]) → 0, ǫ→ 0.
Since the number of moments τj on (0, t] is finite for (almost) all ω, it also follows
for each m that
1∫
0
t∫
0
|λǫ(Xκam(s))− λ(Xκam(s))| ds da
(28)
=
1∫
0
∑
j
τj+1∫
τj
|λǫ(Xκam(s))− λ(Xκam(s))| ds da→ 0, ǫ→ 0.
Now consider the difference
1∫
0
t∫
0
|λǫ(Xκam(s) + (s− κ
a
m(s)))− λ(Xκam(s) + (s− κ
a
m(s)))| ds da.
On each (τj , τj+1] and for every m, due to integration over s,
1∫
0
τj+1∫
τj
|λǫ(Xκam(s) + (s− κ
a
m(s)))− λ(Xκam(s) + (s− κ
a
m(s)))| ds da
≤
1∫
0
‖λǫ − λ‖L1([τj−2−m,τj+1]) da = ‖λ
ǫ − λ‖L1([τj−2−m,τj+1]) → 0, ǫ→ 0.
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Therefore, also


1∫
0
t∫
0
|λǫ(Xκam(s) + (s− κ
a
m(s)))
(29)
− λ(Xκam(s) + (s− κ
a
m(s)))| ds da

→ 0, ǫ→ 0.
Notice that by virtue of continuity of λǫ,
1∫
0
t∫
0
|λǫ(Xκam(s) + (s− κ
a
m(s)))− λ
ǫ(Xκam(s))| ds da→ 0, m→∞, (30)
for each ω and ǫ. So, due to (28), (29) and (30), the left hand side in (27) goes to
zero as m → ∞, as it does not depend on ǫ. From here it easily follows that there
exists a subsequence (m′) such that for almost every a,
t∫
0
|λ(Xκa
m′
(s) + (s− κ
a
m′(s)))− λ(Xκam′(s))| ds→ 0, m
′ →∞. (31)
Moreover, this subsequence may be chosen from the earlier fixed subsequence for
which (26) is valid. Hence, we may assume that for (m′) both (26) and (31) are valid
simultaneously.
Overall, by virtue of Lebesgue’s dominated convergence, we conclude that by
virtue of (26) and (31), convergence (25) holds true with almost any a ∈ [0, 1], that
is, over some subsequence (m′ →∞),
EX
2m
′∑
i=0
∣∣∣∣∣∣
ti+1∫
ti
(λ(Xκa
m′
(s))− λ(Xs)) ds
∣∣∣∣∣∣ |f(X
+
ti
)− f(Xti)| → 0. (32)
Similarly, without loss of generality, we may assume that over the same subsequence,
EX
2m
′∑
i=0
∣∣∣∣∣∣
ti+1∫
ti
(h(Xκa
m′
(s))− h(Xs)) ds
∣∣∣∣∣∣ |f(X
−
ti
)− f(Xti)| → 0. (33)
From (32)–(33), the statement (1) (Dynkin’s formula) for f ∈ C10 (X ) follows.
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II.Now assume f ∈ C1b (X ). Let us approximate this function by a uniformly bounded
sequence fN ∈ C10(X ), so that
‖fN − f‖C1(K) → 0, for any compact set K ∈ X .
Then, by the part I of the proof, we have
EXf
N(Xt)− f
N(X) = EX
t∫
0
GfN(Xs) ds,
and we need to justify the passage to the limit as N → ∞. This follows from
Lebesgue’s dominated convergence Theorem. Indeed, for each s, t and ω,
fN(Xt)→ f(Xt), Gf
N(Xs)→ Gf(Xs),
and fN(Xt) and Gf
N(Xs) are uniformly bounded. Hence, the statement of the
Theorem 1 about Dynkin’s formula (1) for any f ∈ C1b (X ) is proved.
III. Now let us show the formula (2). Here we have to consider the difference
EXϕ(t, Xt)− ϕ(0, X) = EX
2m∑
i=0
EXti (ϕ(ti+1, Xti+1)− ϕ(ti, Xti)).
Consider one term from this sum. This term may be split into five parts,
EXti (ϕ(ti+1, Xti+1)− ϕ(ti, Xti))
= EXti (ϕ(ti, Xti+1)− ϕ(ti, Xti))1(no jumps on (ti, ti+1])
+EXti (ϕ(ti, Xti+1)− ϕ(ti, Xti))1(one jump up on (ti, ti+1])
+EXti (ϕ(ti, Xti+1)− ϕ(ti, Xti))1(one jump down on (ti, ti+1])
+EXti (ϕ(ti, Xti+1)− ϕ(ti, Xti))1(at least, two jumps on (ti, ti+1])
+EXti (ϕ(ti+1, Xti+1)− ϕ(ti, Xti+1)).
All terms but the last one are considered similarly to the case (f(X)). The last term,
clearly, gives us
EXti (ϕ(ti+1, Xti+1)− ϕ(ti, Xti+1)) = EXti
ti+1∫
ti
∂
∂s
ϕ(s,Xti+1) ds,
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which after summation and taking expectation converges as follows,
EX
2m∑
i=0
EXti
ti+1∫
ti
∂
∂s
ϕ(s,Xti+1)) ds→ EX
t∫
0
∂
∂s
ϕ(s,Xs) ds, m→∞,
by Lebesgue’s dominated convergence Theorem for any ϕ ∈ C10([0,∞) × X ), as
required. Now we may repeat the arguments about extending the formula from
C10([0,∞)× X ) to C
1
b ([0,∞)× X ).
IV. It remains to show strong Markov property. This follows from continuity of the
function EXf(Xt) in X by virtue of the Lemma 3 and due to the cadlag property of
the process, see [6, Theorem 3.4]. The Theorem 1 is proved.
5 Proof of Corollary 1
Notice that the issue is to extend both Dynkin’s formulae to polynomially growing
functions. First of all, recall that the formulae (1) and (2) for f ∈ C1b (X ) and
ϕ ∈ C1b ([0,∞)× X ) in martingale language read as follows: the processes
Mt := f(Xt)− f(X)−
t∫
0
Gf(Xs) ds, t ≥ 0, (34)
and
M˜t := ϕ(t, Xt)− ϕ(0, X)−
t∫
0
(
∂
∂s
ϕ(s,Xs) + Gϕ(s,Xs)
)
ds, t ≥ 0, (35)
are both martingales (cf. [13]). For the reader’s convenience let us show this, say, for
M˜ . Indeed,
E|M˜t| <∞
since all terms in the right hand side in (35) are bounded for ϕ ∈ C1b , and
EX(M˜t − M˜s | F
X
s ) = EXs(M˜t−s − M˜0) = EX(M˜t−s)|X=Xs,
due to Markov property. But due to (2), for every initial data X ,
EX(M˜t−s) = 0
for every X . Hence,
EX(M˜t−s)|X=Xs = 0.
Therefore, M˜ is, indeed, a (cadlag) martingale.
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Now the task is to extend (35) to the function Lk,m, or, equivalently, to extend (2)
to such function. It is easy to see that Lk,m may be approximated by functions
ϕN ∈ C1b ([0,∞)× X ) so that
‖ϕN(·, ·)− Lk,m(·, ·)‖C1([0,N ]×[0,N ]) → 0, N →∞,
for any t ≥ 0, X ∈ X , and
sup
N
(
|ϕN(t, X)|+
∣∣∣∣ ∂∂xϕN(t, X)
∣∣∣∣+
∣∣∣∣ ∂∂tϕN(t, X)
∣∣∣∣
)
≤ C(1 + Lk,m(t, X)). (36)
Then it is possible to pass to the limit in all terms of the equation (2) written for
ϕN , if the following a priori bound is established,
sup
t≤T
E(n0,x0)(nt + xt)
m ≤ C(T, n0, x0, m) <∞, (37)
for any m > 0 with some function C(T, n, x,m), for any T > 0. Indeed,
ϕN(t, Xt)→ ϕ(t, Xt),
∂
∂s
ϕN(s,Xs)→
∂
∂s
ϕ(s,Xs), N →∞,
and
GϕN (s,Xs)→ Gϕ(s,Xs), N →∞.
Since (37) will be established for any m > 0, we obtain by Lebesgue’s convergence
Theorem under the uniform integrability condition,
ϕN(t, Xt)− ϕ
N(0, X)−
t∫
0
(
∂
∂s
ϕN(s,Xs) + Gϕ
N(s,Xs)
)
ds
→ ϕ(t, Xt)− ϕ(0, X)−
t∫
0
(
∂
∂s
ϕ(s,Xs) + Gϕ(s,Xs)
)
ds, N →∞.
This would also imply that EX |M˜t|+ EX |Mt| <∞, for f = Lm and ϕ = Lk,m.
The easiest explanation of (37) is, apparently, to use the fact that the process (Xt =
(nt, xt), t ≥ 0) is dominated by a similar process, say, (X¯t = (n¯t, x¯t), t ≥ 0) without
actually serving the customer at the server and with a constant arrival rate λ¯ := Λ∨λ0,
that is, for each ω,
x¯t ≥ xt, n¯t ≥ nt, t ≥ 0.
For the process (X¯) we have,
x¯t = x+ t
and
n¯t = n0 + ξt,
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where ξt has a Poisson distribution with parameter λ¯t. We may imagine a situation
as if the current serving has suddenly pended and the customer remained at the idle
server forever. We have,
ψ(t,m) := Eξmt =
∞∑
j=0
jm
(λ¯t)j
j!
e−λ¯t <∞,
so,
sup
t≤T
E(n0,x0)(n¯t + x¯t)
m ≤ 3m−1(x0 + T )
m + 3m−1nm0 + 3
m−1ψ(T,m).
Hence, (37) holds true and the statement of the Corollary 1 is proved.
6 Proof of Theorem 2
The proof repeats the calculus in [18] based on Lyapunov functions
Lm(X) := (n + 1 + x)
m and Lm,k(t, X) := (1 + t)
k(n + 1 + x)m
and on Dynkin’s formulae (1) and (2) due to the Corollary 1. The news is only a
wider class of intensities, which may be discontinuous, however, this does not affect
the calculus at all once (1) and (2) are established. Hence, we drop the details.
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