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POGLAVLJE 1
Uvod
Navier—Stokesove jednadzˇbe opisuju gibanje inkompresibilnog, Newtonovog fluida u
okviru mehanike kontinuuma. Poznato je da se fluidi (primjerice voda, zrak, nafta
itd.) sastoje od mnosˇtva molekula, no jasno je da je zbog broja tih molekula iznimno
tesˇko postaviti model koji simultano prati sˇto se dogada sa svim molekulama istovre-
meno. Takoder, zanima li nas ponasˇanje neke mase fluida na makroskopskom nivou,
a ne interakcije medu molekulama, mehanika kontinuuma je i prirodan izbor za mo-
deliranje problema. Navier—Stokesove jednadzˇbe opisuju kontinuum u terminima
polja brzine i tlaka. Na nekoj atomskoj razini ta polja uopc´e ne moraju imati smisla,
primjerice tlak, ali na makroskopskoj skali iznimno dobro aproksimiraju fizikalan
sistem.
Prvotno su predlozˇene (neka verzija) od strane francuskog inzˇenjera C.M.L.H.
Naviera u okviru molekularnog modela 1822. godine, ali se model ubrzo pokazao
inkonzistentim, s fizikalnog stajaliˇsta, za viˇse razlicˇith materijala medu kojima su
bile i tekuc´ine. Dvadesetak godina kasnije, do istih je jednadzˇbi dosˇao i, tada dvade-
setsˇetogodiˇsnji, G.H. Stokes (1845.) u okviru teorije kontinuuma.
U slucˇaju kada na fluid djeluje neka vanjska sila f , Navier—Stokesove jednadzˇbe
mozˇemo zapisati u obliku
∂ υ
∂t
+ (υ ·∇)υ−ν∆υ+∇p = f na Ω× (0, T )
divυ = 0 na Ω× (0, T )
(1.1)
uz pripadne pocˇetne i rubne uvjete
υ(·, 0) = υ0 na Ω
υ(x, t) = 0 za x ∈ ∂Ω, t > 0. (1.2)
U slucˇaju da Ω nije ogranicˇen, potrebno je zadati i uvjete konvergencije na υ(x, t)
i/ili p(x, t) kada |x| → ∞.
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Navier—Stokesove jednadzˇbe i same po sebi od velikog su interesa i u samo mate-
maticˇkom smislu. Unatocˇ cˇestim primjenama i sˇirokom proucˇavanju, josˇ uvijek nije u
potpunosti dokazana egzistencija globalna u vremenu glatkog rjesˇenja u tri dimenzije
i, ako postoji, je li ono regularno, iako se cˇini kao ocˇita istina od strane inzˇenjera.
O tezˇini problema govori i cˇinjenica da je The Clay Mathematics Institute raspisao
nagradu od $1, 000, 000 za rjesˇenje ili kontraprimjer (sluzˇbeni opis problema mozˇe se
nac´i u [13]). Naravno, u ovom radu ne bavimo se glavnim pitanjem nego ”slabijim”,
takozvanim slabim rjesˇenjima.
Od sada pa nadalje, kad govorimo o sustavu (1.1)—(1.2) pisat c´emo kratko N—S.
1.1 Izvod i interpretacija N—S
Navier–Stokesove jednadzˇbe izvode se iz zakona sacˇuvanja i jednadzˇbi kontinuiteta
primjenjenih na svojstva fluida. Da bi se izvele, potrebno je izvesti jednadzˇbu konti-
nuiteta, primijeniti je na sacˇuvanje mase i momenta, i konacˇno sve to zajedno kom-
binirati sa zakonima sacˇuvanja. Ovdje dajemo izvod N–S viˇse s inzˇenjerske strane
i na intuitivnom nivou, a bez formalnih dokaza – osnovni pojmovi i rezultati koje
koristimo mogu se nac´i u [8].
Jednadzˇba kontinuiteta Neka je L neko intenzivno svojstvo – ne ovisi o kolicˇini
materijala koji promatramo. Primjera radi, temperatura bi bila intenzivno svojstvo
materijala, a toplina korespondirajuc´e ekstenzivno svojstvo. Jednadzˇba kontinuiteta
opisuje promjenu intenzivnog svojstva L. Oznacˇimo volumen materijala od interesa
sa Ω i s ∂Ω rub od Ω.
Reynoldsov trasportni teorem Prva pretpostavka je da smo u uvjetima Reynol-
dsovog transportnog teorema:
d
dt
∫
Ω
L dx = −
∫
∂Ω
Lυ ·~n dS−
∫
Ω
Q dx .
Lijeva strana gornje jednadzˇbe oznacˇava brzinu promjene velicˇine L sadrzˇane u do-
meni Ω. Desna strana sastoji se od dva izraza:
• izraza za flux ∫
∂Ω
Lυ ·~n dS koji govori koliko L napusˇta domenu Ω kroz tok
preko ruba ∂Ω,
• izraza za izvor/ponor ∫
Ω
Q dx koji mjeri koliko se L stvara odnosno uniˇstava
kroz izvore i ponore unutar Ω.
Dakle, gornja jednadzˇba kazˇe da je ukupna promjena svojstva L jednaka razlici koliko
velicˇine L ude i izade kroz rub domene i koliko se velicˇine L stvori ili uniˇsti unutar
domene kroz nekakve izvore i ponore.
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Napomena. U samom iskazu teorema prirodno je zahtijevati odredenu glatkoc´u na
funkciju L kao i na domenu Ω. Ovdje se ne zamaramo detaljima, nego za trenutak
pretpostavljamo da su svi termini i sve velicˇine dovoljno glatke tako da gornje ima
smisla.
Primjerice, ako je intenzivno svojstvo koje promatramo temperatura, onda gornje
govori da je ukupna promjena temperature u Ω jednaka fluxu temperature kroz rub
plus temperatura koju generira neki izvor/ponor unutar domene.
Teorem o divergenciji Izraz za flux u gornjoj jednadzˇbi mozˇemo izraziti preko
volumnog integrala preko teorema o divergenciji:∫
∂Ω
Lυ ·~n dS =
∫
Ω
∇ · (Lυ) dx,
pa jednadzˇbu mozˇemo zapisati u obliku
d
dt
∫
Ω
L dx = −
∫
Ω
{∇ · (Lυ) +Q} dx .
Uz pretpostavku da Ω ne ovisi o vremenu t, znak derivacije mozˇe formalno ”uc´i”
pod znak integrala. Dobivamo∫
Ω
{ d
dt
L+∇ · (Lυ) +Q} dx = 0,
sˇto mora vrijediti za svaki kontrolni volumen Ω pa po teoremu o lokalizaciji mora
vrijediti
d
dt
L+∇ · (Lυ) +Q = 0.
Sacˇuvanje mase Primijenimo gornje na gustoc´u ρ – intenzivno svojstvo mase –
da dobijemo
dρ
dt
+∇ · (ρυ) +Q = 0,
odnosno, ako uvazˇimo da nema izvora ili ponora mase, tj. Q = 0, dobivamo jednadzˇbu
sacˇuvanja mase
dρ
dt
+∇ · (ρυ) = 0. (1.3)
Za inkompresibilne fluide, gustoc´a mase je konstanta. Uvazˇavajuc´i to iz (1.3) konacˇno
dobivamo
∇ · υ = 0. (1.4)
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Materijalna derivacija Neka f(x, t) predstavlja neku velicˇinu od interesa u giba-
nju fluida, na primjer mozˇe predstavljati gustoc´u fluida ili pak komponentu brzine.
Uocˇimo prvo da izraz ∂f
∂t
predstavlja promjenu od f u fiksiranoj tocˇki x ∈ Ω. Nasu-
prot tome, promjena od f na ”cˇestici fluida” tj. dok slijedimo gibanje fluida u oznaci
Df
Dt
dana je s
Df
Dt
=
d
dt
f(x(t), t)
gdje se x(t) mijenja s vremenom lokalnom brzinom fluida υ: dx
dt
= υ. Jednostavnom
primjenom lancˇanog pravila dobivamo (primjerice u dimenziji 3)
Df
Dt
=
∂f
∂x1
dx1
dt
+
∂f
∂x2
dx2
dt
+
∂f
∂x3
dx3
dt
+
∂f
∂t
tj.
Df
Dt
=
∂f
∂t
+ v1
∂f
∂x1
+ v2
∂f
∂x2
+ v3
∂f
∂x3
sˇto kompaktnije mozˇemo zapisati
Df
Dt
=
∂f
∂t
+ (υ ·∇)f.
Primjenom gornjeg na komponente brzine vi redom dobivamo akceleraciju fluida u x
D υ
Dt
=
∂ υ
∂t
+ (υ ·∇)υ .
Sacˇuvanje momenta Iskoristimo drugi Newtonov zakon ~F = m~a. Kako operi-
ramo na fiksiranom kontrolnom volumenu i infinitezimalnim parcelama fluida, mozˇemo
zamijeniti masu s gustoc´om fluida. Stoga mozˇemo pisati
ρ
D υ
Dt
= ~F tj. ρ(
∂ υ
∂t
+ (υ ·∇)υ) = ~F . (1.5)
Jednadzˇbe gibanja Gornje jednadzˇbe sacˇuvanja zajedno s nekolicinom pretpos-
tavki na sile i fluid vode prema jednadzˇbama gibanja fluida. Pretpostavljamo da se
volumna sila na parcele fluida sastoji od dvije komponente: vanjskih sila i naprezanja
u fluidu tj.
~F = f +∇ · σ.
f predstavlja vanjske sile (najcˇesˇc´e gravitaciju) a σ tenzor naprezanja. Intuitivno,
naprezanje u fluidu je dano divergencijom tenzora naprezanja jer je to mjera kojom
tenzor djeluje kao izvor ili ponor; drugim rijecˇima, divergencija tenzora je sila.
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Naprezanja Jednadzˇbe gibanja ovise o tenzoru naprezanja σ koji ima reprezenta-
ciju
σ =
σxx τxy τxzτyx σyy τyz
τzx τzy σzz
 .
Tenzor naprezanja σ najcˇesˇc´e razdvajamo na dvije komponente: volumni tenzor na-
prezanja koji ”nastoji promijeniti volumen tijela” (tlakovi) i deviatorni tenzor napre-
zanja koji ”nastoji promijeniti oblik tijela”. Dakle, imamo
σ =
−p 0 00 −p 0
0 0 −p
+
p+ σxx τxy τxzτyx p+ σyy τyz
τzx τzy p+ σzz
 .
Oznacˇimo deviatorni tenzor naprezanja s T pa konacˇno mozˇemo pisati
σ = −pI+ T .
Sada sustitucijom ovog preciznijeg oblika sile u (1.5) dobivamo
ρ(
∂ υ
∂t
+ (υ ·∇)υ) = −∇p+∇ · T+ f . (1.6)
Fizicˇka interpretacija gornje jednadzˇbe je sljedec´a:
• −∇p: izraz s tlakom koji sprjecˇava gibanja obzirom na normalno naprezanje;
fluid se pritiˇsc´e sam na sebe i tako sprjecˇava skupljanje u volumenu.
• ∇·T: uzrokuje gibanje uslijed horizontalnog trenja i smicˇnog naprezanja. Shear
stress uzrokuje turbulenciju i viskozni tok (ako prijedemo rukom po tekuc´ini
uocˇavamo da tekuc´ina koja se giba uzrokuje gibanje preostale tekuc´ine u njezi-
noj okolini).
• f : sila koja djeluje na svaku ”cˇesticu” fluida (primjerice gravitacija).
Ovu opc´enitu formu N–S jednadzˇbi ne mozˇemo efektivno primijeniti u praksi jer ima
neodredenih elemenata koji su specificˇni za fluid na koji primjenjujemo N–S.
Newtonovski fluidi Zbog jednostavnosti, pretpostavljamo da je Newtonov fluid
inkompresibilan. Osnovna je pretpostavka ona na prirodu tenzora naprezanja T.
Za Newtonov fluid, naprezanje je proporcionalno promjeni deformacije (promjena
brzine). Drugim rijecˇima, ako je τij ij−a komponenta od T, onda vrijedi sljedec´a
konstitutivna relacija (eng. constitutive relation)
τij = µ
(
∂vi
∂xj
+
∂vj
∂xi
)
,
tj.
T = µ(∇υ+∇υT )
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gdje je konstanta proporcionalnosti µ dinamicˇka viskoznost fluida i ovisi o prirodi
fluida. Direktnim racˇunom onda dobivamo
∇ · T = µ∆υ
pa je konacˇan oblik N–S jednadzˇbi za Newtonov inkompresibilan fluid
ρ
D υ
Dt
= −∇p+ µ∆υ+ f
∇ · υ = 0.
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POGLAVLJE 2
Funkcijski prostori za dinamiku fluida
U ovom poglavlju dajemo pregled potrebnih rezultata iz funkcionalne analiza i teorije
parcijalnih diferencijalnih jednadzˇbi specificˇnih za dinamiku inkompresibilnih fluida
– tj. bavimo se prostorima solenoidalnih funkcija.
2.1 Notacija i prostori funkcija
DEFINICIJA. Neka je 1 ≤ q ≤ ∞, Ω ⊂ Rn i
Dsol(Ω) = {φ ∈ C∞c (Ω;Rn) | divφ = 0}.
Definiramo prostore Hq,sol(Ω) i H
1
q,sol(Ω) kao upotpunjenja prostora Dsol(Ω;Rn) u
Lq(Ω;Rn) i W 1,q(Ω;Rn) respektivno.
Napomena. O prostorima Lq, Wm,q, 1 ≤ q ≤ ∞, n ∈ N0, i osnovnim rezultatima
na njima mozˇe se procˇitati u dodatku.
U slucˇaju q = 2 piˇsemo jednostavno Hsol i H
1
sol respektivno.
Napomena. Pokazuje se da ako Ω ima ogranicˇen rub koji je josˇ i lokalno Lipschitzov
ili je pak Ω poluprostor, za 1 < q <∞, vrijede sljedec´e karakterizacije (detalji se mogu
nac´i u [7]):
Hq,sol(Ω) = {u ∈ Lq(Ω;Rn) | div u = 0 , u ·ν |∂Ω = 0}, (2.1)
H1q,sol(Ω) = {u ∈ W 1,q(Ω;Rn) | div u = 0 , u |∂Ω = 0}, (2.2)
gdje je ν jedinicˇna vanjska normala na ∂Ω a vrijednosti na rubu shvac´amo u smislu
traga. Ako je Ω klase C1, vrijedi i Helmholtz—Weylova dekompozicija:
Lq(Ω;Rn) = Hq,sol(Ω)⊕Gq(Ω), (2.3)
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gdje je
Gq(Ω) = {u ∈ Lq(Ω;Rn) | u = ∇p , za neko p ∈ L1loc(Ω) t.d. ∇p ∈ Lq(Ω;Rn)}.
Za q = 2 piˇsemo G = G2.
Projekciju od Lq(Ω;Rn) na Hq,sol(Ω) oznacˇavamo sa Pq (≡ P , ako je q = 2). U
slucˇaju q = 2, Hsol i G su ortogonalni potprostori od L
2 i gornja dekompozicija
vrijedi za sve otvorene skupove Ω.
NOTACIJA. Za T ∈ (0,∞] oznacˇimo
ΩT = Ω× [0, T )
i definirajmo
DTsol(Ω) = {φ ∈ C∞c (ΩT ;Rn) | divφ(x, t) = 0 na ΩT}.
Uocˇimo da za φ ∈ DTsol, φ(x, 0) nije nuzˇno nula, ali φ(x, T ) = 0. Naime, to slijedi iz
cˇinjenice da je, primjerice, za σ < T , [0, σ] ⊂⊂ [0, T ).
NOTACIJA. U daljnjem, skalarni produkt na L2 skrac´eno piˇsemo (·, ·) umjesto
posebnog naglasˇavanja (·, ·)L2. Skalarne produkte na nekim drugim unitarnim pros-
torima posebno naglasˇavamo indeksom. Sve norme posebno su naglasˇene indeksom.
Kako c´e igrati esencijalnu ulogu u teoriji egzistencije slabih rjesˇenja N–S, proucˇimo
malo detaljnije pozadinu Helmholtz–Weylove dekompozicije u slucˇaju q = 2.
Ako je Ω ⊂ R3 jednostavno povezana domena i u neprekidno diferencijabilna i
ortogonalna na Dsol, onda je u konzervativno vektorsko polje, tj. u je gradijent neke
skalarne funkcije: za ϕ ∈ C∞c (Ω,R3) proizvoljnu uzmimo w = ∇ × ϕ i iskoristimo
poznati identitet
∇ · (u1×u2) = u2 ·(∇× u1)− u1 ·(∇× u2), (2.4)
za u1,u2 dovoljno glatke, pa ortogonalnost od u na Dsol i (2.4) povlacˇe∫
Ω
u ·(∇×ϕ) =
∫
Ω
∇ · (ϕ×u) +ϕ ·(∇× u) =
∫
Ω
ϕ ·(∇× u) = 0
zbog ∫
Ω
∇ · (ϕ×u) =
∫
∂Ω
(ϕ×u) · ~ν dS = 0 jer ϕ ∈ C∞c (Ω;R3).
Dakle,
∫
Ω
ϕ ·∇ × u = 0 ∀ϕ ∈ C∞c (Ω;R3) pa prema osnovnoj lemi varijacijskog
racˇuna slijedi ∇ × u = 0, tj. u je bezvrtlozˇno. Kako je Ω jednostavno povezano,
po Stokesovom teoremu postoji p : Ω → R t.d. u = ∇p. Ovim nacˇinom mozˇe se
pokazati da se uvjeti na regularnost od υ mogu oslabiti, ali ostaje krucijalno da je Ω
jednostavno povezano. Ipak, rezultat ostaje vrijediti i za proizvoljan Ω:
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LEMA 2.1.1 Neka je Ω ⊂ Rn proizvoljna domena i u ∈ L1loc(Ω;Rn) t.d. je ortogo-
nalna na Dsol(Ω) u L2, tj.
∀w ∈ Dsol(Ω) ,
∫
Ω
u ·w = 0.
Tada postoji skalarno polje p ∈ W 1,1loc (Ω) t.d. u = ∇p.
Dokaz. Pretpostavimo najprije da je u ∈ C(Ω;Rn). Tvrdnja c´e biti pokazana
ako pokazˇemo da krivuljni integral diferencijalne forme u · dx jednak nuli duzˇ svake
zatvorene, poligonalne krivulje koja ne presijeca samu sebe, a lezˇi1 u Ω. Neka je Γ
takva krivulja i γ : [0, 1]→ Rn njezina parametrizacija. Jasno, γ ∈ C∞c ([ti, ti+1];Rn),
0 = t0 < t1 < · · · < tk = 1, γ(0) = γ(1). Stoga, za w ∈ C(Ω;Rn) vrijedi∫
Γ
w · dx =
k−1∑
i=0
∫ ti+1
ti
w(γ(t)) · dγ
dt
dt .
Neka je ε0 = dist(Γ, ∂Ω). Za x ∈ Ω stavimo
Φε(x) =
k−1∑
i=0
∫ ti+1
ti
jε(x− γ(t)) · dγ
dt
dt
(gdje je jε je jezgra izgladivacˇa), 0 < ε < ε0, pa je Φ
ε ∈ C∞(Ω) i
∇ · Φε(x) =
k−1∑
i=0
∫ ti+1
ti
∇xjε(x− γ(t)) · dγ
dt
dt
= −
k−1∑
i=0
∫ ti+1
ti
d
dt
jε(x− γ(t)) dt
= −jε(x− γ(1)) + jε(x− γ(0)) = 0,
tj. ∇·Φε(x) = 0, odnosno Φε ∈ Dsol(Ω;Rn). Sada, prema (3.3) i definiciji izgladivacˇa,
imamo ∫
Γ
uε · dx =
k−1∑
i=0
∫
Rn
u(x) · dγ
dt
{∫ ti+1
ti
jε(x− γ(t)) dt
}
dx
=
∫
Ω
u ·Φε = 0,
pa pusˇtanjem ε→ 0 i koriˇstenjem svojstva izgladivacˇa dobivamo∫
Γ
u · dx = 0 za sve Γ tj. u = ∇p , p ∈ C1(Ω).
1Kako je Ω otvoren i povezan, onda je i poligonalno povezan.
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Time je lema u slucˇaju u ∈ C(Ω;Rn) dokazana.
Neka je sada u ∈ L1loc(Ω;Rn) i za ε > 0 definirajmo
Ωε = {x ∈ Ω | d(x, ∂Ω) > ε}.
Neka je w ∈ Dsol(Ωε) proizvoljna pa je i izgladivacˇ wε iz prostora Dsol(Ω). Zato po
Fubinijevom teoremu slijedi
0 =
∫
Ω
u ·wε = 1
εn
∫
Rn
u(x)
{∫
Rn
j(
x− y
ε
)υ(y) dy
}
dx =
∫
Ωε
uε ·w
pa, jer je uε ∈ C∞(Ω;Rn) i w ∈ Dsol(Ω) proizvoljna, iz prvog dijela dokaza je uε =
∇pε na Ωε za neku pε ∈ C∞(Ωε). Stavimo ε = 1m , m ∈ N, Ωε = Ωm, uε = um,
pε = pm. Oznacˇimo sa {Ω′k}k rastuc´i niz ogranicˇenih domena t.d.
Ω′k ⊂ Ω i
⋃
k∈N
Ω′k = Ω.
Bez smanjenja opc´enitosti mozˇemo pretpostaviti da je Ω′k lokalno Lipschitzov. Fiksi-
rajmo Ω′1 i odaberimo m t.d. Ω1 ⊂ Ωm za sve m ≥ m. Tada je {∇pm}m Cauchyjev
niz u L1(Ω′1) (slijedi iz svojstava izgladivacˇa). Dodatno, mozˇemo odabrati konstante
c
(1)
m t.d. je i {pm + c(1)m }mCauchyjev niz u L1(Ω′1) (prema Poincareovoj nejednakosti)
i oznacˇimo limes tog niza sa p(1) pa je p(1) ∈ L1loc(Ω′1) i po definiciji slabe derivacije
je u = ∇p(1) na Ω′1. Analognim postupkom izlazi egzistencija p(2) ∈ L1(Ω′2) t.d. je
u = ∇p(2) na Ω′2 i jasno, p(1) = p(2) + c na Ω′1, i analognim postupkom dobivamo niz
p(m). Zato postoji p : Ω→ R, p ∈ L1loc(Ω) t.d. je u = ∇p:
u = ∇p(i) s.s. na Ω′i , ∀i ∈ N
a kako se p(i) i p(j) razlikuju najviˇse za konstantu na Ω′i (i < j), mozˇemo redefini-
rati funkcije p(k) t.d. su jednake na zajednicˇkom dijelu podrucˇja definicije pa slijedi
tvrdnja.

Uocˇimo da iz gornjeg direktno slijedi i Helmholtz–Weylova dekompozicija (2.3) u
slucˇaju q = 2.
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POGLAVLJE 3
Slaba rjesˇenja
U ovom poglavlju dajemo definiciju slabog rjesˇenja u smislu Leray—Hopfa za Na-
vier—Stokesove jednadzˇbe i rezultate vezane uz egzistenciju, jedinstvenost i svojstva
rjesˇenja – samim time je ovo poglavlje i centralno ovog rada. Pritom uglavnom slije-
dimo metode i ideje opisane u [7] i [6].
3.1 Svojstva slabih rjesˇenja
3.1.1 Definicija slabog rjesˇenja
Pretpostavimo za trenutak da su υ(x, t) i p(x, t) klasicˇna rjesˇenja sistema (1.1) uz
inicijalno rubne uvjete (1.2). Mnozˇenjem (1.1) sa φ ∈ DTsol(Ω) i integriranjem po ΩT
dobivamo ∫ T
0
{(
υ,
∂ φ
∂t
)
− ν(∇υ,∇φ)− ((υ ·∇)υ,φ)
}
dt
= −
∫ T
0
(f,φ) dt−υ0φ(0) , ∀φ ∈ DTsol(Ω).
(3.1)
Obratno, ako je υ(x, t) vektorsko polje koje zadovoljava (3.1) i dovoljno je glatko da
dopusˇta parcijalnu integraciju na ΩT (primjerice, dovoljno je da je υ diferencijabilno
jednom po t i dva puta po x) parcijalnom integracijom ”unatrag” i uzimanjem test
funkcija φ(x, t) = ψ(x)h(t), ψ ∈ Dsol(Ω), h ∈ C∞c ((0, T )) (”testiramo po vremenu”)
dolazimo do ∫ T
0
(
∂ υ
∂t
+ (υ ·)v − ν∆υ− f , hψ
)
dt = 0 (3.2)
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pa, kako je h = h(t) funkcija od samo vremena, h mozˇe ”izac´i” van (·, ·) i dolazimo
da varijacijske formulacije∫ T
0
(
∂ υ
∂t
+ (υ ·)v − ν∆υ− f ,ψ
)
h dt = 0
Konacˇno je onda, po osnovnoj lemi varijacijskog racˇuna, za sve ψ ∈ Dsol(Ω),(
∂ υ
∂t
+ (υ ·∇)υ−ν∆υ−f,ψ
)
= 0 na (0, T ). (3.3)
Napomena. Sama varijacijska formulacija problema N—S zasluzˇuje par opaski.
(i) Uocˇimo da se u varijacijskoj formulaciji ne spominje tlak. Lema 2.1.1 precizno
govori o tome mozˇemo li i, ako da, u kojem smislu sustavu (1.1 pridruzˇiti
skalarno polje tlaka p(x, t) da vrijedi (3.3).
(ii) Jasno je i da ako je υ(x, t) solenoidalno vektorsko polje koje zadovoljava (3.1),
ali nije dovoljno glatko, onda se iz (3.1) ne mozˇemo vratiti u okruzˇenje N—S
jer parcijalna integracija unazad nije opravdana. U tom smislu (3.1) i zovemo
slabom formulacijom problema N—S). Zaista, uzmimo da je
υ(x, t) = a(t)∇σ(x) , ∆σ = 0 na Ω (3.4)
gdje je σ dovoljno glatko skalarno polje na Ω, a a(t) samo lokalno integrabilna
na (0, T ) i a(0) <∞, ali takva da nema neku dodatnu regularnost. Kako je
(υ ·∇)υ = 1
2
∇(∇υ)2
i
divυ = ∇ · υ = a(t)∆σ = 0,
υ(x, t) zadovoljava (3.1) uz f = 0 i υ0 = a(0)∇σ, ali ne i N—S obzirom da a(t)
nije derivabilna.
Sada dajemo preciznu definiciju slabog rjesˇenja N—S.
DEFINICIJA. Neka je υ0 ∈ Hsol(Ω), f ∈ L2(ΩT ;Rn) i dimenzija prostora n = 2, 3.
Za izmjerivu funkciju υ : ΩT → Rn kazˇemo da je slabo rjesˇenje N—S na ΩT ako
(i) υ ∈ VT ≡ L2(0, T ; H1sol(Ω)) ∪ L∞(0, T ; Hsol(Ω))
(ii) υ zadovoljava varijacijsku formulaciju (3.1).
Ako je f ∈ L2(ΩT ;Rn) za sve T > 0, za υ kazˇemo da je globalno slabo rjesˇenje N—S
ako je slabo rjesˇenje na ΩT za sve T > 0.
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Napomena. (i) Zahtjevom da je υ(·, t) ∈ H1sol(Ω) za g.s. t ∈ [0, T ] dajemo
znacˇenje (1.1)2 i (1.1)4 u generaliziranom smislu, kao sˇto c´emo vidjeti malo
kasnije. Nadalje, zahtjevom da je υ ∈ L2(0, T ; H1sol) osigurali smo integrabil-
nost svih cˇlanova u (3.1).
(ii) Iako se zahtjev da je υ ∈ L∞(0, T ; Hsol) mozˇda zasad cˇini nepotrebnim, taj
uvjet osigurava da je kineticˇka energija slabog rjesˇenja esencijalno ogranicˇena
na vremenskom intervalu [0, T ], sˇto je vrlo prirodan zahtjev sa fizicˇkog stajaliˇsta.
Viˇse o tome rec´i c´emo kasnije.
(iii) U definiciji slabog rjesˇenja ne spominje se tlak, ali uskoro c´emo vidjeti da sva-
kom slabom rjesˇenju uvijek mozˇemo pridruzˇiti pripadno polje tlaka.
3.1.2 Svojstva slabog rjesˇenja
Ovdje iznosimo neke rezultate vezane uz svojstva slabog rjesˇenja koji onda, izmedu
ostalog, vode na ekvivalentnu, ali pogodniju za rad, definiciju slabih rjesˇenja.
LEMA 3.1.1 Neka je υ slabo rjesˇenje N—S na ΩT . Tada υ mozˇemo redefinirati na
skupu mjere nula tako da je υ(t) ∈ L2(Ω;Rn) za sve t ∈ [0, T ) i da zadovoljava∫ t
s
{(
υ,
∂ φ
∂t
)
− ν(∇υ,∇φ)− ((υ ·∇)v,φ)
}
dτ
= −
∫ t
s
(f ,φ) dτ +(υ(t),φ(t))− (υ(s),φ(s)),
(3.5)
za sve s ∈ [0, t], t < T , i za sve φ ∈ DTsol(Ω).
Dokaz. Jasno je da je tvrdnju je dovoljno pokazati u slucˇaju s = 0. Neka je
θ ∈ C1(R) nenegativna, monotona funkcija takva da
θ(ξ) =
{
1 ako ξ ≤ 1
0 ako ξ ≥ 2.
Za fiksirano t ∈ [0, T ) i h > 0 takvo da t+ h < T stavimo
θh(τ) = θ
(
τ − t+ h
h
)
.
Uocˇimo da je, jer je θ klase C1,∣∣∣∣dθhdτ
∣∣∣∣ = ∣∣∣∣dθdτ 1h
∣∣∣∣ ≤ Ch−1 , C > 0∫ t+h
t
dθh
dτ
dτ = −1.
(3.6)
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Uzmimo u varijacijskoj formulaciji (3.1) test funkciju oblika ψ(x, t) = θh(t)φ(x, t)
da dobijemo (uz
d
dτ
ψ(x, τ) =
dθh(τ)
dτ
φ(x, τ) + θh(τ)
∂ φ(x, τ)
∂τ
)
∫ t+h
0
θh(τ)
{(
υ,
∂ φ
∂t
)
− ν(∇υ,∇φ)− ((υ ·∇)υ,φ) + (f ,φ)
}
dτ
= −
∫ t+h
0
dθh(τ)
dτ
(υ,φ)dτ − (υ0,φ).
(3.7)
jer je θh = 0 za τ > t+ h. Sada pusˇtanjem h→ 0 u relaciji (3.7) zbog
θh(τ)→
{
1 ako τ ≤ t
0 ako τ > t,
uzimajuc´i u obzir da je υ ∈ L2(0, T ; H1sol), po Lebesgueovom teoremu o dominiranoj
konvergenciji integral s lijeve strane jednakosti prelazi u∫ t
0
{(
υ,
∂ φ
∂t
)
− ν(∇υ,∇φ)− ((υ ·∇)υ,φ) + (f ,φ)
}
dτ .
Preostaje vidjeti sˇto se dogada s integralom na desnoj strani. U vidu (3.6) i jer je
υ ∈ VT (po definiciji slabog rjesˇenja), za svaki fiksirani t vrijedi
l(h, t) ≡
∣∣∣∣∫ t+h
0
(
dθh(τ)
dτ
(υ(τ),φ(τ))dτ − (υ(t),φ(t))
)
dτ
∣∣∣∣
=
∣∣∣∣∫ t+h
0
dθh(τ)
dτ
{(υ(τ)− υ(t),φ(t)) + (υ(τ),φ(τ)− φ(t))} dτ
∣∣∣∣
≤ C‖φ(t)‖L2
(
h−1
∫ t+h
t
‖υ(τ)− υ(t)‖L2 dτ
)
+ max
τ∈[t,t+h]
‖φ(t)− φ(τ)‖L2
(
h−1
∫ t+h
t
‖υ(τ)‖L2 dτ
)
≤ C‖φ(t)‖L2
(
h−1
∫ t+h
t
‖υ(τ)− υ(t)‖L2 dτ
)
+M max
τ∈[t,t+h]
‖φ(t)− φ(τ)‖L2
Oznacˇimo sa L(υ) skup svih t ∈ [0, T ) takvih da
lim
h→0
h−1
∫ t+h
t
‖υ(τ)− υ(t)‖L2 = 0.
Tada je [0, T ) \ L(υ) skup mjere nula. Stoga, zbog
lim
h→0
max
τ∈[t,t+h]
‖φ(t)− φ(τ)‖L2 ,
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je
lim
h→0
l(h, t) = 0 , ∀t ∈ L(υ)
pa (3.5) slijedi za s = 0 i za sve t ∈ L(υ).
Stavimo E1 = [0, T ) \ L(υ). Zbog υ ∈ VT postoji konstanta M > 0 i skup
E2 ⊂ [0, T ) mjere nula takvi da
‖υ(t)‖L2 ≤M , ∀t ∈ [0, T ) \ E2. (3.8)
Neka je E = E1 ∪ E2 i fiksirajmo t ∈ E. Tada postoji niz {tk} ⊂ [0, T ) \ E koji
konvergira prema t. Prema ocjeni (3.8) ‖υ(tk)‖L2 ≤M pa zbog slabe kompaktnosti
od Hsol postoji Ut ∈ Hsol(Ω) takav da
lim
k→∞
(υ(tk)− Ut,ψ) = 0 , ∀ψ ∈ Dsol(Ω).
Definirajmo
υ∗(x, t) =
{
υ(x, t) ako t ∈ [0, T ) \ E
Ut ako t ∈ E.
Uocˇimo da je v∗(x, 0) = v0(x). Jasno, v∗ ∈ L2(Ω;Rn) za sve t ∈ [0, T ). Sada,
evaluiranjem (3.5) na {tk} pridruzˇenom Ut i pusˇtanjem k →∞ lako se vidi
1. υ∗ zadovoljava (3.5) za sve t ∈ [0, T );
2. Ut ne ovisi o nizu {tk}.
Time je lema dokazana.

Sljedec´a je lema posljedica prethodne, a govori u kojem smislu slabo rjesˇenje
pretpostavlja inicijalne podatke.
LEMA 3.1.2 Neka je υ slabo rjesˇenje N—S na ΩT . Tada υ mozˇemo redefinirati na
skupu mjere nula tako da zadovoljava∫ t
0
{−ν(∇υ,∇ψ)− ((υ ·∇)υ,ψ)} ds
= −
∫ t
0
(f ,ψ) ds +(υ(t),ψ)− (υ0,ψ)
(3.9)
za sve t ∈ [0, T ) i sve ψ ∈ Dsol(Ω). Nadalje, υ je L2 slabo neprekidna, tj.
lim
t→t0
(υ(t)− υ(t0),u) = 0
za sve t0 ∈ [0, T ) i sve u ∈ L2(Ω;Rn).
15
Dokaz. Stavimo u (3.5) s = 0 i odaberimo φ(x, t) = θh(t)ψ(x) gdje je θh definirana
kao u prethodnoj lemi, a ψ ∈ Dsol(Ω). Uocˇimo da je φ = ψ na [0, t] pa odmah slijedi
(3.9).
Pokazˇimo josˇ L2—neprekidnost. Za svako fiksirano t0 ∈ [0, T ) iz (3.9) slijedi
(∀ε > 0) (∃δ(ε) > 0) takav da |t− t0| < δ ⇒ |(υ(t)− υ(t0),ψ)| < ε
za sve ψ ∈ Dsol(Ω): oduzimanjem∫ t
0
{−ν(∇υ,∇ψ)− ((υ ·∇)υ,ψ)} ds = −
∫ t
0
(f ,ψ) ds +(υ(t),ψ)− (υ0,ψ)
i ∫ t0
0
{−ν(∇υ,∇ψ)− ((υ ·∇)υ,ψ)} ds = −
∫ t0
0
(f ,ψ) ds +(υ(t0),ψ)− (υ0,ψ)
slijedi ∣∣∣∣∫ t
t0
{−ν(∇υ,∇ψ)− ((υ ·∇)υ,ψ) + (f ,ψ)} ds
∣∣∣∣ = |(υ(t)− υ(t0),ψ)| ,
a lijeva strana u gornjoj jednakosti tezˇi u 0 kada t → t0 jer υ ∈ L2(0, T ; H1sol) i
f ∈ L2. Zbog gustoc´e gornje svojstvo ostaje vrijediti za sve ψ ∈ Hsol(Ω). Neka je
sada u ∈ L2(Ω;Rn). Po Helmholtz—Weylovoj dekompoziciji mozˇemo pisati
u = w +∇q , w ∈ Hsol(Ω) , ∇q ∈ G(Ω).
Onda, jer je υ ∈ Hsol(Ω), zbog ortogonalnosti Hsol i G slijedi
(υ(t)− υ(t0),u) = (υ(t)− υ(t0),w),
pa slijedi tvrdnja. 
Napomena. Prethodna lema govori u kojem smislu slabo rjesˇenje N—S dozvoljava
inicijalne podatke; u smislu slabe L2 konvergencije.
Zbog prethodna dva rezultata, od sada nadalje pretpostavljamo da je svako slabo
rjesˇenje modificirano na skupu mjere nula tako da zadovoljava Lemu 3.1.1 i Lemu
3.1.2.
Sada c´emo pokazati obrat Leme 3.1.2; svaka funkcija υ ∈ VT koja zadovoljava
(3.9) za sve t ∈ [0, T ) i sve ψ ∈ Dsol(Ω) mora zadovoljavati i varijacijsku formulaciju
(3.1) uz
φ(x, t) ≡ φN =
n∑
k=1
γk(t)ψk(x) (3.10)
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gdje su γl ∈ C10([0, T )), l = 1, 2, . . . , N . Po linearnosti od (3.9) dovoljno je tvrdnju
pokazati u slucˇaju N = 1 i tada (3.1) i (3.9) poprimaju oblik∫ T
0
γ′(t)g(t)dt = −
∫ T
0
γ(t)G(t)dt− γ(0)g(0) (3.11)
i
g(t) =
∫ t
0
G(s)ds+ g(0) , t ∈ [0, T ) (3.12)
gdje je
g(t) = (υ(t),ψ)
G(t) = ν(∇υ,∇ψ)− ((υ ·∇)υ,ψ) + (f ,ψ) ∈ L1(0, T ).
Iz Leme 3.1.2 znamo da (3.11) povlacˇi (3.12).
Obratno, pomnozˇimo (3.12) sa γ′(t) i integrirajmo od 0 do T po t. Parcijalnom
integracijom dobivamo (3.11):∫ T
0
g(t)γ′(t) dt =
∫ T
0
γ′(t)
∫ t
0
G(s) ds dt +g(0)
∫ T
0
γ′(t) dt
=
(
γ(t)
∫ t
0
G(s) ds
) ∣∣∣T
0
−
∫ T
0
G(t)γ(t) dt−g(0)γ(0)
= −
∫ T
0
G(t)γ(t) dt−g(0)γ(0).
Konacˇno, ekvivalencija dvije formulacije bit c´e dokazana ako pokazˇemo da se
svaka φ ∈ Dsol(Ω) zajedno sa prvom vremenskom i prve dvije prostorne derivacije
mozˇe aproksimirati u ΩT funkcijama oblika (3.10).
LEMA 3.1.3 Neka je Ω ⊂ Rn proizvoljna domena, n ≥ 2, i T > 0. Tada postoji
niz funkcija {ψr} ⊂ Dsol(Ω) sa sljedec´im svojstvom: za danu φ ∈ DTsol i ε > 0 postoji
N = N(φ, ε) ∈ N i funkcije γk ∈ C1c ([0, T )), k = 1, 2, . . . , N , takve da
max
t∈[0,T ]
‖φN(t)− φ t)‖C2(Ω) + max
t∈[0,T ]
∥∥∥∥∂ φN(t)∂t − ∂ φ(t)∂t
∥∥∥∥
C0(Ω)
< ε,
gdje je φN definirana sa (3.10). Sˇtoviˇse, {ψk} se mozˇe izabrati da bude ortonormi-
rana baza za Hsol(Ω).
Dokaz. Oznacˇimo Hmsol = H
m
sol(Ω) upotpunjenje od Dsol(Ω) u normi ‖ · ‖Wm,2(Ω) i
neka je {Φr} (topolosˇka) baza od Hmsol gdje je Φr ∈ Dsol(Ω), za sve r. Uocˇimo da je
takvu bazu uvijek moguc´e odabrati (to slijedi iz separabilnosti od Wm,2), cˇak sˇtoviˇse,
mozˇe se odabrati da bude ortonormirana baza.
Za η > 0 proizvoljan, ali fiksiran, neka je 0 ≡ t0 < t1 < · · · < tp ≡ T particija od
[0, T ] takva da
‖φ(t′)− φ(t′′)‖Wm,2 < η , t′, t′′ ∈ [tk−1, tk] , k = 1, 2, . . . p. (3.13)
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Definirajmo
φl(x, t) =
l∑
r=1
(φ(t),Φr)Wm,2 Φr(x), (3.14)
pa je, jer je {Φr} baza za Hmsol,
lim
l→∞
‖φl(t)− φ(t)‖Wm,2 = 0 , za sve t ∈ [0, T ], (3.15)
tj. φl
Wm,2−−−→ φ po tocˇkama (vremenskim). Po Besselovoj je nejednakosti pak, za sve
t ∈ [tk−1, tk], k = 1, 2, . . . , p,
‖φl(t)− φl(tk)‖Wm,2 = ‖
l∑
r=1
(φ(t)− φ(tk),Φr)Wm,2 Φr ‖Wm,2
≤ ‖φ(t)− φ(tk)‖Wm,2 < η.
(3.16)
Dakle je, za t ∈ [tk−1, tk] i dovoljno veliko l,
‖φl(t)− φ(t)‖Wm,2 ≤ ‖φl(t)− φl(tk)‖Wm,2 + ‖φl(tk)− φ(tk)‖Wm,2
+ ‖φ(t)− φ(tk)‖Wm,2
(3.17)
Sada odabirom m > n/2, po teoremu o Soboljevljevom ulaganju, slijedi
max
t∈[0,T ]
‖φl(t)− φ(t)‖C2(Ω) < Cη , C = C(Ω,m, n).
Sˇtoviˇse,
lim
l→∞
∥∥∥∥∂ φl(t)∂t − ∂ φ(t)∂t
∥∥∥∥
Wm,2
= 0 , ∀t ∈ [0, T ],
pa je
lim
l→∞
max
t∈[0,T ]
∥∥∥∥∂ φl(t)∂t − ∂ φ(t)∂t
∥∥∥∥
Wm,2
= 0.
Na skup {Φr} mozˇemo primjeniti Gramm—Schmidtov postupak ortogonalizacije
u L2 da dobijemo niz {ψr}. Tada je, za svako r, ψr linearna kombinacija Φ1, . . . ,Φr,
a kako je Hm gust u H, lako se vidi da {ψr} zadovoljava i preostale uvjete iz iskaza
leme.

Time je konacˇno dokazan sljedec´i rezultat:
LEMA 3.1.4 Izmjeriva funkcija υ : ΩT → Rn je slabo rjesˇenje N—S na ΩT ako i
samo ako
(i) υ ∈ VT
(ii) υ zadovoljava (3.9), za sve t ∈ [0, T ) i sve ψ ∈ Dsol(Ω).
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Napomena. Deriviranjem (3.9) po t i uzimajuc´i u obzir υ ∈ VT dolazimo do
d
dt
(υ(t),ψ) = −ν(∇υ(t),∇ψ)− ((υ(t) · ∇)υ(t),ψ) + (f ,ψ) (3.18)
za g.s. t ∈ [0, T ) i sve ψ ∈ Dsol(Ω), gdje je jednakost u D′(0, T ). Lako se vidi da desna
strana definira linearan, ogranicˇen funkcional na ψ ∈ H1(Ω). Oznacˇimo sa F taj
funkcional pa po Schwartzovoj nejednakosti i Gagliardo–Nirenbergovoj interpolacijskoj
nejednakosti (vidi dodatak A.3) dobivamo
|F (ψ)| ≤ (ν‖∇υ ‖L2 + ‖υ ‖2L4 + ‖ f ‖L2)‖ψ ‖W 1,2
≤ c
(
‖∇υ ‖L2 + ‖υ ‖αL2‖∇υ ‖βL2 + ‖ f ‖L2
)
‖ψ ‖W 1,2
(3.19)
gdje je
α = β = 1 ako n = 2
α = 1/2 , β = 3/2 ako n = 3.
Dakle, ako oznacˇimo sa H-1sol(Ω) dual od H
1
sol(Ω), za gotovo sve t ∈ [0, T ) postoji
funkcional υt ∈ H-1sol(Ω) takav da
d
dt
(υ(t),ψ) = 〈υt,ψ〉 , ψ ∈ H1(Ω),
gdje smo sa 〈·, ·〉 oznacˇili djelovanje funkcionala iz H-1sol na funkciju iz H1sol. Uocˇimo
da υt ∈ H-1sol(Ω) nije nuzˇno u W−1,2; zbog
H1sol ⊂ W 1,2
je
W−1,2 ⊂ H-1sol
(viˇse od dualnim prostorima mozˇe se procˇitati u dodatku A.2.6). Sˇtoviˇse, prema
(3.18), (3.19) pod pretpostvakom da je υ ∈ VT dolazimo do
〈υt,ψ〉 = −ν(∇υ(t),∇ψ)− ((υ(t) · ∇)υ(t),ψ) + (f ,ψ)
za υt ∈ Ls(0, T ;H−1(Ω)), gdje je s =
{
2 ako n = 2,
4/3 ako n = 3.
Zbog Leme 3.1.3 u moguc´nosti smo dati josˇ neke rezultate o gustoc´i koje c´emo
kasnije koristiti. Sjetimo se najprije da je za w ∈ Lq(0, T ;X), 1 ≤ q <∞, gdje je X
Banachov prostor, i 0 < h < t, izgladivacˇ wh od w (u smislu Friedrichsona) definiran
sa
wh(t) =
∫ T
0
jh(t− s) w(s)ds (3.20)
gdje je jh standardni izgladivacˇ (pozitivna, parna funkcija klase C
∞ sa nosacˇem
unutar (−h, h) i t.d. ∫∞−∞ jh(s)ds = 1). Vrijedi i sljedec´i rezultat kojeg navodimo bez
dokaza:
19
LEMA 3.1.5 Neka je υ ∈ Lq(0, T ;X), 1 ≤ q < ∞. Tada je wh ∈ Ck([0, T ];X) za
sve k ≥ 0. Sˇtoviˇse, vrijedi
lim
h→0
‖wh−w ‖Lq(0,T ;X) = 0.
Ako je {wk} ⊂ Lq(0, T ;X) t.d. konvergira prema w u Lq(0, T ;X) onda je
lim
k→∞
‖whk −wh ‖Lq(0,T ;X) = 0.
LEMA 3.1.6 DTsol(Ω) je gust u L2(0, T ; H1sol(Ω)).
Dokaz. Neka je {Φr} ⊂ Dsol(Ω) baza za H1sol(Ω) i w ∈ L2(0, T ; H1sol(Ω)). Defini-
rajmo
whl (x, t) =
l∑
r=1
(wh,Φr)W 1,2 Φr(x)
pa vrijedi
lim
l→∞
‖whl (t)−wh(t)‖W 1,2 = 0 , ∀t ∈ [0, T ] , h < T. (3.21)
tj. whl → wh kada l→∞ za sve t ∈ [0, T ] (konvergencija po tocˇkama).
Jasno je da je wh ∈ DTsol(Ω) i prema prethodnoj lemi za ε > 0 postoji h > 0 t.d.∫ T
0
‖wh(t)−w(t)‖2W 1,2dt < ε.
S druge strane, zbog konvergencije po tocˇkama, po Lebesgueovom teoremu o domi-
niranoj konvergenciji za sve fiksne h je
lim
l→∞
∫ T
0
‖whl (t)−wh(t)‖2W 1,2 = 0.
Dakle, pokazali smo
‖whl −w ‖L2(0,T ;H1sol(Ω)) ≤ ‖whl −wh ‖L2(0,T ;H1sol(Ω)) + ‖wh−w ‖L2(0,T ;H1sol(Ω))
l→∞,h↘0−−−−−−→ 0.

3.1.3 Polje tlaka
Vidjeli smo da u slaboj formulaciji funkcija tlaka iˇscˇezava iz formulacije. Razlog
tome je priroda test funkcija, preciznije, svojstvo divφ = 0, za φ ∈ DTsol. Zanima nas
mozˇemo li i, ukoliko da, u kojem smislu, rekonstruirati polje tlaka iz slabog rjesˇenja.
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Pretpostavimo za trenutak da su υ i p klasicˇna rjesˇenja N—S. Tada, mnozˇenjem
(1.1)1 sa χ ∈ C∞c (Ω;Rn) i parcijalnom integracijom na ΩT formalno dobivamo∫ t
0
{ν(∇υ,∇χ)− ((υ ·∇)υ,χ) + (f ,χ)} ds
=
∫ t
0
(p, divχ) + (υ(t),χ)− (υ0,χ).
(3.22)
U sljedec´em teoremu pokazat c´emo da svakom slabom rjesˇenju υ na ΩT mozˇemo
pridruzˇiti funkciju P (t) ∈ L2(ω), t ∈ [0, T ), ω ⊂⊂ Ω, takvu da∫ t
0
{−ν(∇υ,∇χ)− ((υ ·∇)υ,χ) + (f ,χ)} ds
= (P (t), divχ) + (υ(t),χ)− (υ0,χ),
(3.23)
za sve χ ∈ C∞c (Ω). Naglasimo da koriˇstenjem samo (3.9) i svojstva lokalne regular-
nosti slabih rjesˇenja ne mozˇemo, opc´enito, pisati
P (·, t) =
∫ t
0
p(·, s) ds , za neku p ∈ L1loc([0, T )), (3.24)
zbog cˇinjenice da slabo rjesˇenje ima a priori samo umjeren stupanj regularnosti u
vremenu. Da to vidimo, promotrimo vektorsko polje υ definirano sa (3.4) i odaberimo
a(t) ∈ C([0, T )) takvo da a′(t) /∈ L1loc([0, T )). Direktnim racˇunom izlazi∫ t
0
{ν(∇υ,∇χ)− ((υ ·∇)υ,χ)} dx−(υ(t),χ) + (υ0,χ)
=
1
2
∫ t
0
a2(s)((∇σ)2, divχ) ds +(a(t)− a(0))(σ, divχ)
pa je (3.23) zadovoljeno uz f = 0 i
P =
1
2
∫ t
0
a2(s)(∇σ)2) ds +(a(t)− a(0))σ ,
ali, kako a′(t) /∈ L1loc([0, T )), P ne zadovoljava (3.24).
TEOREM 3.1.7 Neka je υ slabo rjesˇenje na ΩT . Tada postoji skalarno polje P : ΩT →
R,
P (t) ∈ L2(ω) , za sve t ∈ [0, T ) i ω ⊂⊂ Ω,
takvo da zadovoljava (3.23) za sve χ ∈ C∞c (Ω;Rn) i sve t ∈ [0, T ). Sˇtoviˇse, ako ω
zadovoljava uvjet konusa1, onda postoje konstante C = C(t, ω) ∈ R i C1 = C1(ω) > 0
takve da
‖P (t)−C‖L2(ω) ≤ C1
{∫ t
0
(
‖∇υ(s)‖L2(ω) +Mα‖∇υ(s)‖βL2(ω) + ‖ f(s)‖L2(ω)
)
ds +M
}
1Ω zadovoljava uvjet konusa ako postoji konacˇan konus C t.d. je svaki x ∈ Ω vrh konacˇnog
konusa Cx sadrzˇanog u Ω i kongruentnog C (Cx mora biti dobiven iz C nekim krutim gibanjem).
Mozˇe se pokazati da se svaka ogranicˇena domena koja zadovoljava uvijet konusa mozˇe prikazati kao
konacˇna unija domena koje su lokalno Lipschitzove.
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za sve t ∈ [0, T ), gdje je
M = ess sups∈[0,t] ‖υ(s)‖L2(ω),
a α i β dani s
α =
{
1 ako n = 2,
1/2 ako n = 3,
β =
{
1 ako n = 2,
3/2 ako n = 3.
Dokaz. Promotrimo niz ogranicˇenih ”rastuc´ih” domena {Ωk}, Ωk ⊂ Ωk+1, takvih
da iscrpljuju Ω, tj.
Ω =
∞⋃
k=1
Ωk,
i bez smanjenja opc´enitosti neka Ωk zadovoljava uvjet konusa za sve k. Za fiksirano
t ∈ [0, T ) promotrimo funkcional
F (χ) =
∫ t
0
{−ν(∇υ,∇χ)− ((υ ·∇)υ,χ) + (f ,χ)} ds−(υ(t),χ) + (υ0,χ)
za χ ∈ W 1,20 (Ω;Rn). Jasno je da je F linearan funkcional na W 1,20 (Ω;Rn). Pokazˇimo
da je ogranicˇen: vrijedi
|F (χ)| ≤
∫ t
0
{ν‖∇υ ‖L2‖∇χ ‖L2 + ‖(υ ·∇)υ ‖L2‖χ ‖L2 + ‖ f ‖L2‖χ ‖L2}ds
+ ‖υ(t)‖L2‖χ ‖L2 + ‖υ0 ‖L2‖χ ‖L2
pa koristec´i Schwartzovu, Poincare´ovu i Gagliardo—Nirenbergove nejednakosti
‖u‖L4 ≤ 2−1/4‖u‖1/2L2 ‖∇u‖1/2L2 ako je n = 2
‖u‖L4 ≤
(
4
3
√
3
)3/4
‖u‖1/4L2 ‖∇u‖3/4L2 ako je n = 3,
(3.25)
i
‖∇u‖L4 ≤ C‖u‖1−αL2 ‖∇u‖αL2 ako je n = 2
‖∇u‖L4 ≤ C‖u‖1−αL2 ‖∇u‖αL2 ako je n = 3,
za sve u ∈ C∞c (Rn), mozˇemo ocijeniti
|F (χ)| ≤ C‖χ ‖L2
{∫ t
0
(‖∇υ ‖L2 + ‖∇υ ‖βL2Mαk + ‖ f ‖L2) ds +Mk
}
(3.26)
gdje je Mk = ess sups∈[0,T ] ‖υ(s)‖L2(Ωk;Rn) dobro definirano jer υ ∈ L∞(0, T ; Hsol).
Zato je F neprekidan linearan funkcional na W 1,20 (Ωk;Rn) za svako k, i koji, prema
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Lemi 3.9 iˇscˇezava na H1sol(Ωk). Stoga, kako je Ωk ogranicˇen za svako k, prema Lemi
3.1.8 postoji P1 = P1(t) ∈ L2(Ω1) t.d.
F (χ) = (P1, divχ) , ∀χ ∈ W 1,20 (Ω1,Rn).
Analogno, postoji P2 = P2(t) ∈ L2(Ω2) t.d.
F (χ) = (P2, divχ) , ∀χ ∈ W 1,20 (Ω2,Rn).
Za sve χ ∈ W 1,20 (Ω1,Rn) (pa je i χ ∈ W 1,20 (Ω1,Rn) jer Ω1 ⊂ Ω2) onda vrijedi∫
Ω1
P1 divχ = F (χ) =
∫
Ω2
P2 divχ =
∫
Ω1
P2 divχ
pa je P2 = P1 na Ω1 gotovo sigurno; zato mozˇemo modificrati P2 tako da je P2 ≡ P1
na Ω1. Za χ ∈ W 1,20 (Ω2) je pak∫
Ω2
P2 divχ =
∫
Ω1
P2 divχ+
∫
Ω2\Ω1
P2 divχ
pa zakljucˇujemo da mora vrijediti P2(x, t) = P1(x, t) + c(Ω1,Ω2, t). Induktivnim
argumentom onda slijedi postojanje funkcije P : ΩT → R t.d. P (t) ∈ L2(Ωk), za sve
k. Sˇtoviˇse,
F (χ) = (P, divχ) , ∀χ ∈ W 1,20 (Ωk,Rn),
i prema (3.26) vrijedi
‖P (t)‖L2(Ωk) ≤ C
{∫ t
0
(‖∇υ ‖L2(Ωk) + ‖∇υ ‖βL2(Ωk)Mαk + ‖ f ‖L2(Ωk))ds+Mk
}
.
Sˇtoviˇse, za svaki k mozˇemo namjestiti konstantu (koja opc´enito ovisi o Ωk) t.d. vrijedi
(P (t), 1)L2(Ωk) =
∫
Ωk
P (t) dt = 0.

LEMA 3.1.8 Neka je Ω ⊂ Rn ogranicˇen, i neka je problem
∇ · u = f , u ∈ W 1,20 (Ω;Rn),
rjesˇiv za sve f ∈ L2(Ω). Tada za svaki linearan funkcional F na W 1,20 koji iˇscˇezava
na H1sol postoji jedinstveni p ∈ L2(Ω) t.d. F dopusˇta reprezentaciju
F (u) =
∫
Ω
p∇ · u , ∀u ∈ W 1,20 (Ω).
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Dokaz. Dokaz se mozˇe nac´i cˇak i u opc´enitijoj verziji u [6]. 
3.2 Egzistencija slabog rjesˇenja
Napokon smo u moguc´nosti dokazati glavni rezultat—egzistenciju slabog rjesˇenja.
Prije samog teorema pokazujemo jednu tehnicˇku lemu koju koristimo u dokazu te-
orema o egzistenciji, a govori o svojstvu nelinearnog cˇlana sistema N—S na funkcijama
iz prostora Dsol(Ω):
LEMA 3.2.1 Za ψ,φ ∈ Dsol(Ω) je ((ϕ ·∇)ψ,ψ) = 0.
Dokaz. Direktnim racˇunom izlazi
((ϕ ·∇)ψ,ψ) =
n∑
i,j=1
∫
Ω
ϕi(Diψj)ψj =
1
2
n∑
i,j=1
∫
Ω
ϕiDi(ψ
2
j)
=
1
2
n∑
i,j=1
∫
∂Ω
ϕiψ
2
j −
1
2
n∑
i,j=1
∫
Ω
(Diϕi)ψ
2
j
= −1
2
∫
Ω
divϕ ·ψ2 = 0.

TEOREM 3.2.2 Neka je Ω ⊂ Rn domena i T > 0. Tada, za sve υ0 ∈ H(Ω),
f ∈ L2(Ω,Rn), postoji barem jedno rjesˇenje N—S na ΩT i to rjesˇenje zadovoljava
(i) Energetsku nejednakost: za t ∈ [0, T ]
‖υ(t)‖2L2 + 2ν
∫ t
0
‖∇υ(τ)‖2L2dτ ≤ 2
∫ t
0
(υ(τ), f(τ))dτ + ‖υ0 ‖2L2 (EI)
(ii) limt→0 ‖υ(t)− υ0 ‖L2 = 0.
Dokaz. Dokaz provodimo Faedo—Galerkinovom metodom.
Neka je {ψr} ⊂ Dsol(Ω) baza od H(Ω) konstruirana u Lemi 3.1.3. Promotrimo
niz aproksimativnih rjesˇenja υk oblika
υk(x, t) =
k∑
r=1
ckr(t)ψr(x) , k ∈ N. (3.27)
Uvrstimo li υk u slabu formulaciju (3.18) dobivamo
d
dt
(υk(t),ψ) + ν(∇υk(t),∇ψ) + ((υk(t))υk(t),ψ) = (f(t),ψ)
24
za ψ ∈ Dsol(Ω), odnosno, uzimajuc´i u obzir formu funkcije υk,
k∑
r=1
c′kr(t)(ψr,ψ) + ν
k∑
r=1
ckr(t)(∇ψr,∇ψ)
+
(((
k∑
r=1
ckr(t)ψr
)
· ∇
)
k∑
s=1
cksψs,ψ
)
= (f(t),ψ).
Sada uvrsˇtavanjem funkcija ψr, r = 1, . . . k, dobivamo sustav obicˇnih diferencijalnih
jednadzˇbi koje moraju zadovoljavati koeficijenti ckr za sve r:
dckr
dt
+
k∑
i=1
aircki +
k∑
i=1
aircki +
k∑
i,s=1
aisrckicks = fr (3.28)
uz inicijalne uvjete
ckr(0) = C0r, (3.29)
gdje je
air = ν(∇ψi,∇ψr) , aisr = ((ψi ·∇)ψs,∇ψr) , fr = (f ψr) , C0r = (υ0,ψr).
Kako je fr ∈ L2(0, T ) za sve r = 1, . . . , k, iz Picardovog teorema slijedi da gornji
sustav obicˇnih diferencijalnih jednadzˇbi ima jedinstveno rjesˇenje ckr ∈ W 1,2(0, Tk) za
r = 1, . . . , k i Tk ≤ T. Pomnozˇimo (3.28) sa ckr, prosumirajmo sve po r, r = 1, . . . , k i
prointegrijamo sve od 0 do t za t ∈ [0, T ], pa (3.28), uz koriˇstenje Leme 3.2.1, prelazi
u
‖υk(t)‖2L2 + 2ν
∫ t
0
‖∇υk(τ)‖2L2dτ = 2
∫ t
0
(υk(τ), f(τ))dτ + ‖υ0k ‖2L2 (3.30)
gdje je υ0k = υk(0).
Uocˇimo najprije da je ‖υ0k ‖L2 ≤ ‖υ0 ‖L2 ; zaista, jer je {ψr} ortonormirana baza
za Hsol(Ω) slijedi
‖υ0k ‖2L2 = ‖υk(0)‖2L2 = ‖
k∑
r=1
ckr(0)ψr ‖2L2 = ‖
k∑
r=1
C0r ψr ‖2L2
= ‖
k∑
r=1
(υ0,ψr)ψr ‖2L2 = { jer je (ψr)r ONB}
=
k∑
r=1
|(υ0,ψr)|2 ≤ {Besselova nejednakost} ≤ ‖υ0 ‖2L2 .
Sada uz koriˇstenje Schwartzove nejednakosti i Gronwallove leme, (3.30) mozˇemo oci-
jeniti sa
‖υk ‖2L2 +
∫ t
0
‖∇υk(τ)‖2L2dτ ≤M , ∀t ∈ [0, T ), (3.31)
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gdje M ne ovisi o k i t. Iz nejednakosti (3.31) posebno slijedi i
|ckr(t)| ≤M1/2 , r = 1, . . . , k
sˇto povlacˇi Tk = T , ∀k ∈ N. Uocˇimo, time smo zapravo pokazali da je υk uniformno
ogranicˇena u L∞(0, T ; Hsol(Ω)) ∩ L2(0, 2; H1sol(Ω)) ≡ VT (Ω).
Sada dokazujemo uniformnost po t. Proucˇimo svojstva konvergencije niza {υk}k
kada k →∞. Pokazat c´emo da je za r ∈ N fiksirano, niz
{G(r)k (t) = (υk(t),ψr)}
uniformno ogranicˇen i uniformno neprekidan po t ∈ [0, T ]. Uniformna ogranicˇenost
automatski slijedi iz (3.31) uz koriˇstenje Schwartzove nejednakosti :
|G(r)k (t)| ≤ ‖υk(t)‖L2‖ψr ‖L2 ≤M1/2 , ∀k ∈ N, ∀t ∈ [0, T ].
Po Schwartzovoj nejednakosti iz (3.31) pak slijedi uniformna neprekidnost:
|G(r)k (t)−G(r)k (s)| ≤S1
∫ t
s
(‖∇υk(τ)‖L2 + ‖ f(τ)‖L2) dτ
+ S2M
1/2
∫ t
s
‖∇υk(τ)‖L2 dτ ,
(3.32)
gdje je
S1 = ‖ψr ‖L2 , S2 = max
x∈Ω
|ψr(x)|.
Pokazˇimo josˇ ekvineprekidnost familije {G(r)k }k: iz (3.32) slijedi
|G(r)k (t)−G(r)k (s)| ≤S1
∫ t
s
‖∇υk(τ)‖L2 dτ +S1
∫ t
s
‖ f(τ)‖L2 dτ
+ S2M
1/2
∫ t
s
‖∇υk(τ)‖L2 dτ
≤S1(t− s)
(∫ t
0
‖∇υk(τ)‖2L2 dτ
)1/2
+ S1(t− s)
(∫ t
0
‖ f(τ)‖L2 dτ
)1/2
+ S2M
1/2(t− s)
(∫ t
0
‖∇υk(τ)‖L2 dτ
)1/2
≤
{
prema (3.31) je
∫ t
0
‖∇υk(τ)‖2L2 dτ ogranicˇeno neovisno o k
}
≤(t− s)C.
Sada smo u uvjetima Arzela–Ascoli teorema (mozˇe se nac´i u A.3.2): postoji pod-
niz {G(r)k (t)}k koji uniformno konvergira prema neprekidnoj funkciji G(r)(t) (podniz
mozˇda ovisi o r, ali onda naprosto Cantorovim dijagonalnim postupkom mozˇemo
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pronac´i podniz {G(r)k (t)}k koji konvergira prema G(r)(t) neovisno o r ∈ N, uniformno
po t ∈ [0, T ]).
Kako je Hsol slabo kompaktan, prethodno onda implicira egzistenciju funkcije
υ(t) ∈ Hsol(Ω) t.d.
lim
k→∞
(υk(t)− υ(t),ψr) = 0 uniformno po t ∈ [0, T ] i ∀r ∈ N. (3.33)
Pokazˇimo da {υk(t)} konvergira slabo u L2 prema υ(t) i to uniformno po t, tj.
lim
k→∞
(υk(t)− υ(t),u) = 0 uniformno po t ∈ [0, T ] ∀u ∈ L2(Ω;Rn). (3.34)
Prema Helmholtz–Weylovoj dekompoziciji, (3.34) je dovoljno pokazati za u ∈ Hsol(Ω).
Zapiˇsimo
u =
∞∑
r=1
ur ψr =
N∑
r=1
ur ψr + u
(N)
pa je
|(υk(t)− υ(t),u)| ≤
N∑
k=1
|(υk(t)− υ(t), ur ψr)|+ |(υk(t)− υ(t),u(N))|
≤
N∑
k=1
‖ur ‖L2|(υk(t)− υ(t),ψr)|+M1/2‖u(N))‖L2 .
Neka je ε > 0 proizvoljan i odaberimo N dovoljno velik tako da je
‖u(N))‖L2 < ε.
Prema (3.32) mozˇemo odabrati k = k(u, ε) t.d.
N∑
k=1
‖ur ‖L2|(υk(t)− υ(t),ψr)| < ε
pa (3.34) slijedi iz (3.33) i prethodne dvije nejednakosti. Sada je po (3.31) jasno da je
υ ∈ L∞(0, T ; Hsol). Ponovno, prema (3.31) i slabe kompaktnosti od L2(ΩT ) postoji
funkcija υ˜ ∈ L2(0, T ; H1sol(Ω)) t.d. za m = 1, . . . , n
lim
k→∞
∫ T
0
(υk−υ˜,w) ds = lim
k→∞
∫ T
0
(∂m(υk−υ˜),w) ds = 0,
∀w ∈ L2(ΩT ). Odabirom w ∈ Dsol(Ω) zbog (3.34) slijedi υ = υ˜ pa posebno i
lim
k→∞
∫ T
0
(∂m(υk−υ),w) ds = 0 , ∀w ∈ L2(ΩT ;Rn) , m = 1, . . . , n (3.35)
tj. υk ⇀ υ u L
2(0, T,H1sol(Ω)) (slaba konvergencija).
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Sada c´emo pokazati da (3.34) i (3.35) impliciraju jaku konvergenciju niza {υk}k
prema υ u L2(ω × [0, T ]), ω ⊂⊂ Ω. Primjenimo Friedrichsonovu nejednakost2 na
w−υk−υ pa uz (3.31) i (3.33) slijedi
lim
k→∞
∫ T
0
‖υk(t)− υ(t)‖2L2(C;Rn) dt = 0 , C ⊂ Rn kocka (3.36)
tj. υk → υ jako u L2(0, T ;L2(C;Rn)), za sve kocke C ⊂ Rn.
Pokazˇimo da je ovako konstruirano υ uistinu slabo rjesˇenje sistema N–S. Kako
smo pokazali da je υ ∈ VT , prema Lemi 3.1.4 preostaje josˇ pokazati da ono zado-
voljava varijacijsku formulaciju (3.9). Uvrsˇtavanjem υk u slabu formulaciju (3.18),
uzimanjem ψ = ψr i integriranjem od 0 do t ≤ T dolazimo do∫ t
0
{−ν(∇υk(τ),∇ψ)−((υk(τ) · ∇)υk(τ),ψ)} dτ
=
∫ t
0
(f(τ),ψr) dτ +(υk(t),ψr)− (υ0k,ψr).
(3.37)
Prema (3.34) i (3.35) je pak
lim
k→∞
(υk(t)− υ(t),ψr) = 0 i lim
k→∞
∫ t
0
(∇υk(s)−∇υ(s),ψr) ds = 0. (3.38)
Nadalje, oznacˇimo sa C kocku sadrzˇanu u suppψr pa imamo∣∣∣∣∫ t
0
{((υk ·∇)υk,ψr)− ((υ ·)υ,ψr)} ds
∣∣∣∣
≤
∣∣∣∣∫ t
0
(((υ−υk) · ∇)υk,ψr)L2(C;Rn) ds
∣∣∣∣+ ∣∣∣∣∫ t
0
((υ) · ∇)(υk−υ),ψr)L2(C;Rn) ds
∣∣∣∣ .
(3.39)
Uz oznaku S = maxC |ψr(x)|, prema (3.31) vrijedi josˇ i∣∣∣∣∫ t
0
(((υk−υ) · ∇)υk,ψr)L2(C;Rn) ds
∣∣∣∣
≤ S
(∫ t
0
‖υk−υ ‖2L2(C;Rn) ds
)1/2(∫ t
0
‖∇υk ‖2L2(C;Rn) ds
)1/2
≤ SM1/2
(∫ t
0
‖υk−υ ‖2L2(C;Rn) ds
)1/2
2Friedrichsonova nejednakost (dokaz se mozˇe nac´i u [6]): Neka je C kocka u Rn. Tada ∀η > 0
∃K(η, C) ∈ N i funkcije wi ∈ L∞(C;Rn), i = 1, . . . ,K t.d. za w ∈W 1,2(C;Rn) i T > 0∫ T
0
‖w(t)‖2L2(C;Rn) dt ≤
k∑
i=1
∫ T
0
(w(t), wi)
2
L2(C;Rn) dt +η
∫ T
0
‖∇w(t)‖2L2(C;Rn) dt .
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pa prema (3.36)
lim
k→∞
∣∣∣∣∫ t
0
(((υk−υ) · ∇)υk,ψr) ds
∣∣∣∣ = 0. (3.40)
Dalje je∣∣∣∣∫ t
0
((υ ·∇)(υk−υ),ψr)L2(C;Rn) ds
∣∣∣∣ ≤ n∑
m=1
∣∣∣∣∫ t
0
(∂m(υk−υ), υmψr)L2(C;Rn) ds
∣∣∣∣
a zbog ∫ T
0
‖ υmψr ‖L2 ds ≤ S
∫ T
0
‖ υm ‖L2 ds <∞ tj. υmψr ∈ L2(ΩT )
je prema (3.35)
lim
k→∞
∣∣∣∣∫ t
0
((υ ·∇)(υk−υ),ψr)L2(C;Rn) ds
∣∣∣∣ = 0. (3.41)
Zato, pusˇtanjem na limes u (3.37) iz (3.38)-(3.41) slijedi∫ t
0
{−ν(∇υ(τ),∇ψ)−((υ(τ) · ∇)υ(τ),ψ)} dτ
=
∫ t
0
(f(τ),ψr) dτ +(υ(t),ψr)− (υ0,ψr).
(3.42)
Iz Leme 3.1.3 znamo da svaku ψ ∈ Dsol(Ω) mozˇemo uniformno aproksimirati u C2(Ω)
funkcijama oblika
ψN(x) =
N∑
r=1
γr ψr(x) , n ∈ N , γr ∈ R
pa uzimanjem ψN umjesto ψ u (3.42) i pusˇtanjem na limes N →∞ u novoj relaciji,
uz υ ∈ VT , vidimo da (3.9) vrijedi za sve ψ ∈ Dsol(Ω). Time je egzistencija rjesˇenja
pokazana.
Pokazˇimo jos energetsku nejednakost (EI). Najprije dokazujemo lemu koja igra
kljucˇnu ulogu:
LEMA 3.2.3 Neka je {um}m,u ⊂ Lp(Ω;Rn) t.d. um ⇀ u u Lp(Ω;Rn) (slabo),
1 ≤ p ≤ ∞. Tada vrijedi (slaba poluneprekidnost norme odozdo)
‖u ‖Lp ≤ lim inf
m
‖um ‖Lp.
Ako je 1 < p <∞ i ‖u ‖Lp ≥ lim sup ‖um ‖Lp onda cˇak
um → u jako u Lp.
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Dokaz. Tvrdnje pokazujemo samo u slucˇaju p = 2 koji nam je potreban za zavrsˇetak
dokaza teorema. Zbog um ⇀ u u L
p(Ω;Rn)
(∀ε > 0)(∀w ∈ L2(Ω;Rn))(∃m0 ∈ N) t.d. |(um−u,w)| ≤ ε cˇim je m ≥ m0.
Uzmimo w = u i ε = η‖u ‖L2 pa
|(um−u,u)| = |(um,u)− ‖u ‖2L2 | < η‖u ‖L2
i
‖u ‖2L2 < η‖u ‖L2 + |(um,u)| < η‖u ‖L2 + ‖um ‖L2‖u ‖L2
pa mnozˇenjem prethodne nejednakosti sa 1/‖u ‖L2 slijedi prva tvrdnja.
Zbog ‖u ‖Lp ≥ lim sup ‖um ‖Lp je onda
‖um−u ‖2L2 = (um−u,um−u) = ‖um ‖L2 + ‖u ‖L2 − 2(um,u)→ 0.

Uzmimo u (3.30) lim inf
k→∞
pa dobivamo
lim inf
k
{
‖υk ‖2L2 + 2ν
∫ t
0
‖∇υ(τ)‖2L2 dτ
}
≥ ‖υ(t)‖2L2 + 2ν
∫ t
0
‖υ(τ)‖2L2 dτ (3.43)
i
lim
k→∞
{
2
∫ t
0
(υk(τ), f(τ)) dτ +‖υ0k ‖2L2
}
=
∫ t
0
(υ(τ), f(τ)) dτ +‖υ0 ‖2L2
sˇto onda povlacˇi (EI).
Sada iz (EI) automatski izlazi lim sup
t→0
‖υ(t)‖2L2 ≤ ‖υ0 ‖2L2 , a, kako je υ(t) slabo
neprekidna u L2, onda je
lim inf
t→0
‖υ(t)‖L2 ≥ ‖υ0 ‖L2
tj. zajedno
lim
t→0
‖υ(t)‖L2 = ‖υ0 ‖L2 .
Sada gornja relacija zajedno sa L2 slabom neprekidnosˇc´u od υ povlacˇi
lim
t→0
‖υ(t)− υ0 ‖L2 = 0.

Napomena. U literaturi se mogu nac´i razlicˇite definicije i konstrukcije slabog rjesˇenja
za N—S. Kako u slucˇaju kada je n = 3 (dimenzija prostora) nemamo zagaranti-
ranu jedinstvenost rjesˇenja, sˇto je tema sljedec´eg odjeljka, razumno je za ocˇekivati da
razlicˇite konstrukcije vode i do razlicˇitih slabih rjesˇenja.
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3.3 Jedinstvenost slabog rjesˇenja
3.3.1 Energetska jednakost
Opc´enito, slaba rjesˇenja posˇtuju samo energetsku nejednakost (EI) iako bismo, s
fizikalnog stajaliˇsta, ocˇekivali da zadovoljavaju i energetsku jednakost:
uzmimo, jednostavnosti radi, da je f = 0. Onda za svako fizicˇki razumno rjesˇenje
ocˇekujemo da mu je pripadna kineticˇka energija E(t) = 1
2
‖υ(t)‖2L2 u trenutku t
jednaka E(σ) − ν ∫ t
σ
‖∇υ(τ)‖2L2dτ za σ < t (kineticˇka energija u nekom treutku
σ < t minus disipacija energije zbog viskoznosti na [σ, t]). Ipak, prema (EI), za
kineticˇku energiju slabog rjesˇenja cˇak je moguc´e da poraste na odredenim vremenskim
intervalima—s fizicˇkog stajaliˇsta, to nema smisla jer kineticˇka energija ne mozˇe rasti.
Zato trazˇimo slaba rjesˇenja cˇija je kineticˇka energija padajuc´a funkcija od vremena i
cˇini se da je dovoljno trazˇiti
‖υ(t)‖2L2 + 2ν
∫ t
σ
‖∇υ(τ)‖2L2dτ ≤ ‖υ(σ)‖2L2 (SEI)
za g.s. σ > 0, t ∈ [σ, T ), i posljednju nejednakost zovemo jaka energetska nejednakost
(strong energy inequality).
Ako je Ω ⊂ Rn ogranicˇena domena, onda slabo rjesˇenje konstruirano u Teoremu
3.2.2 zadovoljava (SEI): uzmimo u (3.36) C ⊃ Ω pa je
lim
k→∞
‖υk(σ)− υ(σ)‖L2 = 0 za g.s. σ ∈ [0, T ). (3.44)
S druge strane, iz (3.30) uz f ≡ 0 slijedi
‖υk(t)‖2L2 + 2ν
∫ t
0
‖∇υk(τ)‖2L2 dτ = ‖υk(σ)‖2L2 , ∀σ ∈ [0, T ) , ∀t ∈ [σ, T ]
pa pusˇtanjem k →∞ u gornjoj relaciji uz (3.43) i (3.44) ponovno dobivamo (SEI).
Napomena. Nije poznato vrijedi li (SEI) za proizvoljne domene Ω, bez obzira na
glatkoc´u. Ipak, u slucˇaju da je Ω ≡ Rn ili vanjska domena ili poluprostor, mozˇe
se pokazati egzistencija slabog rjesˇenja koje posˇtuje (SEI) i svi dokazi zasnivaju se
na odredenoj ocjeni za polje tlaka koja posebno implicira i p ∈ Lr(0, T ;Lq(Ω)) –
napomenimo da ovo daje viˇse od regularnosti iz teorema 3.1.7.
Iako se cˇini prirodnija od (EI), (SEI) i dalje predstavlja nepozˇeljno svojstvo na
intervalima gdje vrijedi stroga nejednakost. Naime, na svim takvim intervalima,
kineticˇka energija se smanji za neki iznos, ali ne zbog disipacije koja dolazi od viskoz-
nosti. Sada proucˇavamo dovoljne uvjete na slaba rjesˇenja tako da ona zadovoljavaju
energetsku jednakost, sˇto je jacˇi zahtjev od energetske nejednakosti. Napomenimo da
su oba ta zahtjeva zadovoljena u dimenziji 2, ali ne i 3, stoga pitanje egzistencije
rjesˇenja u dimeziji 3 takvog da ono zadovoljava energetsku jednakost i da je jedins-
tveno, ostaje otvoreno.
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TEOREM 3.3.1 Neka je υ slabo rjesˇenje N—S na ΩT takvo da je
υ ∈ L4(0, T ;L4(Ω)). (3.45)
Tada υ zadovoljava energetsku jednakost
‖υ(t)‖2L2 + 2ν
∫ t
0
‖∇υ(τ)‖2L2dτ = 2
∫ t
0
(υ(τ), f(τ))dτ + ‖υ0 ‖2L2 (EE)
za sve t ∈ [0, T ).
Dokaz. Neka je {υk}k ⊂ DTsol(Ω) niz koji konvergira prema υ u L2(0, T ; H1sol(Ω))
(uocˇimo da ovakav niz postoji zbog Leme 3.1.6). Odaberimo u (3.5), uz s = 0, φ = υhk
i uocˇimo da je∣∣∣∣∫ T
0
{
((υ ·∇)υhk,υ)− ((υ ·∇)υh,υ)
}
dt
∣∣∣∣
≤
∫ T
0
‖υ ‖L4‖∇(υhk −υh)‖L2 dt
≤ ‖υhk −υh ‖L2(0,T ;H1sol)
(∫ T
0
‖υ(t)‖2L4 dt
)1/2 (3.46)
pa prelaskom na limes k →∞ uz koriˇstenje svojstava izgladivacˇa (Lema 3.1.5)
‖υhk −υh ‖L2(0,T ;H1sol(Ω)
k→∞−−−→ 0
je u (3.5) ∫ t
0
{(
υ,
∂ υh
∂s
)
− ν(∇υ,∇υh)− ((υ ·∇)υh,υ)
}
ds
= −
∫ t
0
(f ,υh) ds +(υ(t),υh(t))− (υ0,υh0).
(3.47)
Kako je jezgra izgladivacˇa parna na (−h, h), direktnim raspisivanjem izlazi∫ t
0
(
υ,
∂ υh
∂τ
)
dτ =
∫ t
0
∫ t
0
djh(τ − s)
dτ
(υ(τ),υ(s)) dτ ds = 0.
Prema Lemi 3.1.5 i (3.46) uz υh umjesto υhk i υ umjesto υ
h je
lim
h→0
∫ t
0
(∇υ,∇υh) ds =
∫ t
0
(∇υ,∇υ) ds,
lim
h→0
∫ t
0
(f ,υh) ds =
∫ t
0
(f ,υ) ds,
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lim
h→0
∫ t
0
((∇ · υ)υh,υ) ds =
∫ t
0
((υ ·∇)υ,υ) ds .
Oznacˇimo sa {ψk}k ⊂ Dsol(Ω) niz koji konvergira prema υ u H1sol (sjetimo se, υ(t) ∈
H1sol(Ω) za g.s. t ∈ [0, T )) pa vrijedi
|((υ ·∇)υ,υ)− ((υ ·∇)ψk,ψk)| ≤ |((υ ·∇),υ,υ−ψk)|+ |((υ ·∇)(υ−ψk),υ)|
≤ ‖υ ‖L4‖∇υ ‖L2‖υ−ψk ‖L4 + ‖υ ‖2L4‖∇(υ−ψk)‖L2
pa po teoremu o Soboljevljevom ulaganju za n = 2, 3 slijedi
lim
k→∞
((υ ·∇)ψk,ψk) = ((υ ·∇)υ,υ).
Kako je υ(t) ∈ H1sol(Ω) za g.s. t ∈ [0, T ) to je i
((υ ·∇)ψk,ψk) =
1
2
(υ,∇(ψk)2) = 0 , ∀k,
a onda zbog gustoc´e i ∫ t
0
((υ ·∇)υ,υ) ds = 0.
Konacˇno je onda zbog L2 slabe neprekidnosti i
∫ t
0
hh(s) ds = 1/2
(υ(t),υh(t)) =
∫ h
0
jh(s)(υ(t),υ(t+ s)) ds
=
∫ h
0
jh(s)
(‖υ(t)‖2L2 + (υ(t),υ(t+ s)− υ(t))) ds
=
1
2
‖υ(t)‖2L2 +O(h)
pa pusˇtanjem h→ 0 u (3.47) slijedi tvrdnja.

Napomena. Prodiskutirajmo sada razliku u slucˇajevim n = 2 i n = 3. Iz Gagli-
ardo—Nirenbergove nejednakosti, za slabo rjesˇenje υ, u slucˇaju n = 2 vrijedi∫ T
0
‖υ(t)‖4L4dt ≤ c
∫ T
0
‖υ(t)‖2L2‖∇υ(t)‖2L2
pa je
υ ∈ L4(0, T ;L4(Ω))
i u duhu prethodnog teorema ono onda zadovoljava energetsku jednakost (EE).
Sjetimo se da je svako slabo rjesˇenje L2 slabo neprekidno u vremenu (o tome govori
Lema 3.1.2) pa sva rjesˇenja koja zadovoljavaju (EE)—pa i sva rjesˇenja u dimenziji
2—pripadaju prostoru C0([0, T );L2(Ω)).
S druge strane, u slucˇaju n = 3 Gagliardo—Nirenbergova nejednakost nam daje
samo
υ ∈ L8/3(0, T ;L4(Ω))
pa pitanje zadovoljava li slabo rjesˇenje (EE) ostaje otvoreno.
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3.3.2 Jedinstvenost
Sljedec´i cilj nam je dati dovoljne uvjete pod kojima je slabo rjesˇenje jedinstveno.
Kao sˇto c´emo vidjeti i kao sˇto je u jednu ruku i ocˇekivano, glavni problem za je-
dinstvenost rjesˇenja je u nelinearnom cˇlanu sistema N—S. Sljedec´e dvije leme igraju
fundamentalnu ulogu u ocjeni nelinearnog cˇlana.
LEMA 3.3.2 Neka r, s zadovoljavaju
n
s
+
2
r
= 1 , s ∈ [n,∞],
i neka su υ,w ∈ VT , u ∈ Lr(0, T ;Ls(Ω)). Tada vrijedi∣∣∣∣∫ T
0
((υ ·∇w),u)dt
∣∣∣∣ ≤ c(∫ T
0
‖∇w ‖2L2dt
)1/2(∫ T
0
‖∇υ ‖2L2dt
)n/2s(∫ T
0
‖u ‖rLsdt
)1/r
,
osim u slucˇaju s = n = 2.
Dokaz. Direktna posljedica Ho¨lderove nejednakosti i Soboljevljevih ulaganja.

LEMA 3.3.3 Neka su w ∈ L2(τ, T ; H1sol(Ω)), υ ∈ L∞(τ, T ;Ln(Ω;Rn)) i pretposta-
vimo josˇ da je ∫ t
τ
‖∇w ‖2L2ds > 0 , ∀t ∈ (τ, T )
i da je υ desno neprekidna u t = τ u ‖ · ‖Ln. Tada za svako ε > 0 postoji M =
M(w,υ, ε) > 0 takvo da∣∣∣∣∫ t
τ
((w ·∇w),υ)ds
∣∣∣∣ ≤ ε ∫ t
τ
‖∇w ‖2L2 +M
∫ t
τ
‖w ‖2L2ds , ∀t ∈ (τ, T ).
Dokaz. Dokaz se mozˇe nac´i u [12], a baziran je na Dinijevom teoremu3 o uniform-
noj konvergenciji monotono padajuc´ih funkcija. 
LEMA 3.3.4 Neka je υ ∈ VT . Tada postoji niz funkcija {υk} ⊂ L2(0, T ; H1sol(Ω))
takvih da
(i) υk konvergira prema υ u L
2(0, T ; H1sol(Ω)),
3Dinijev teorem: Neka je K kompaktan metricˇki prostor, f : K → R neprekidna funkcija i
fk : K → R, k ∈ N, niz neprekidnih funkcija. Ako {fk}k konvergira prema f po tocˇkama i
fk(x) ≥ fk+1(x) , ∀k ∈ N i ∀x ∈ K,
onda {fk}k konvergira uniformno prema f .
34
(ii) υk(t) ∈ Dsol(Ω) za g.s. t ∈ [0, T ).
Sˇtoviˇse, pripadni izgladivacˇi, υhk ∈ DTsol(Ω), zadovoljavaju
lim
k→∞
∫ t
0
((u ·∇) u,υhk)ds =
∫ t
0
((u ·∇) u,υh)ds
za sve u ∈ VT .
Dokaz. Neka je {ψr}r ⊂ Dsol(Ω) ortonormirana baza za H1sol(Ω) i definirajmo
υk(t) =
k∑
r=1
(υ(t),ψr)W 1,2 ψr za t ∈ [0, T ).
Jasno je da vrijedi (ii), a (i) slijedi primjenom Lebesgueovog teorema o dominiranoj
konvergenciji.
Dalje imamo
υhk(t) =
k∑
r=1
(υh(t),ψr)W 1,2 ψr za t ∈ [0, T ),
pa je
lim
k→∞
‖υhk(t)− υk(t)‖W 1,2 = 0 za t ∈ [0, T ).
Zato, po teoremu o Soboljevljevom ulaganju i svojstvima izgladivacˇa, vrijedi
‖υhk(t)− υh(t)‖L4 ≤ C‖υhk(t)− υh(t)‖W 1,2 ≤ C max
t∈[0,T ]
‖υh(t)‖W 1,2
‖υhk(t)− υh(t)‖L3 ≤ C‖υhk(t)− υh(t)‖W 1,2 ≤ C max
t∈[0,T ]
‖υh(t)‖W 1,2
(3.48)
za n = 2, 3 respektivno. Zato je za sve t ∈ [0, T )
lim
k→∞
‖υhk(t)− υh(t)‖L4 = 0 , n = 2,
lim
k→∞
‖υhk(t)− υh(t)‖L3 = 0 , n = 3.
(3.49)
Promotrimo svaki slucˇaj (n = 2, 3) zasebno.
n = 2 Kako je ‖u ‖L4 ≤ C‖u ‖1/2L2 ‖∇u ‖1/2L2 za u ∈ VT (Ω) i jer je svako slabo rjesˇenje
L2 slabo neprekidno u vremenu tj. iz C0([0, T );L2(Ω)), slijedi
‖u ‖2L4 ≤ C‖∇u ‖L2
pa je po (generaliziranoj) Ho¨lderovoj nejednakosti∫ t
0
|((u ·∇) u,υhk −υ)| ds ≤
∫ t
0
‖∇u ‖L2‖u ‖L4‖υhk −υh ‖L4 ds h→0−−→ 0
po Lebesgueovom teoremu o dominiranoj konvergenciji.
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n=3 Po Soboljevljevoj nejednakosti je ‖u ‖L6 ≤ C‖∇u ‖L2 pa je opet∫ t
0
|((u ·∇) u,υhk −υ)| ds ≤
∫ t
0
‖∇u ‖L2‖u ‖L6‖υhk −υh ‖L3 ds h→0−−→ 0.

Sada smo u poziciji dokazati teorem o jedinstvenosti slabog rjesˇenja:
TEOREM 3.3.5 Neka su u,υ dva slaba rjesˇenja N—S na ΩT uz iste podatke f i
υ0. Pretpostavimo da u zadovoljava energetsku nejednakost (EI), a υ barem jedan
od sljedec´a dva uvijeta:
(i) υ ∈ Lr(0, T ;Ls(Ω;Rn)) za neke r, s takve da n
s
+
2
r
= 1, s ∈ (n,∞],
(ii) υ ∈ L∞(0, T ;Ln(Ω;Rn)) i υ(t) je desno neprekidna za t ∈ [0, T ) u ‖ · ‖Ln.
Tada je u = υ g.s. na ΩT .
Dokaz. Neka je {uk}k ⊂ DTsol(Ω) niz koji konvergira prema u u L2(0, t; H1sol(Ω)) i
{uhk}k pripadni izgladeni niz i neka je {υhk} kao u Lemi 3.3.4. Uzmimo u (3.5) s = 0,
i redom φ = uhk, φ = υ
h
k za pripadna slaba rjesˇenja u i υ respektivno pa dobivamo∫ t
0
{(
υ,
∂ uhk
∂τ
)
− ν(∇υ,∇uhk)− ((υ ·∇)υ,uhk)
}
dτ
= −
∫ t
0
(f ,uhk) dτ +(υ(t),u
h
k(t))− (υ0, (υ0)hk)
(3.50)
i ∫ t
0
{(
u,
∂ υhk
∂τ
)
− ν(∇u,∇υhk)− ((u ·∇) u,υhk)
}
dτ
= −
∫ t
0
(f ,υhk) dτ +(u(t),υ
h
k(t))− (υ0, (υ0)hk).
(3.51)
Zanima nas sˇto se dogada kada pustimo limes k → ∞. Jedini iˇzrazi koji su proble-
maticˇni su eventualno oni koji sadrzˇe nelinearni cˇlan. Iz Leme 3.3.2 i pretpostavki
na u i υ slijedi∣∣∣∣∫ t
0
((υ ·∇)υ,uhk −uh) dτ
∣∣∣∣ = ∣∣∣∣∫ t
0
((υ ·∇)(uhk −uh),υ) dτ
∣∣∣∣
≤C
(∫ t
0
‖∇(uhk −uh)‖2L2 dτ
)1/2
, C = C(υ).
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Iz Leme 3.1.5 onda izlazi
lim
k→∞
∫ t
0
((υ ·∇)υ,uhk) dτ =
∫ t
0
((υ ·∇)υ,uh) dτ
= −
∫ t
0
((υ ·∇) uh,υ) dτ .
(3.52)
Iz Leme 3.3.4 pak dobivamo
lim
k→∞
∫ t
0
((u ·∇) u,υhk) dτ =
∫ t
0
((u ·∇) u,υh) dτ . (3.53)
Zato, pusˇtanjem na limes k → ∞ u (3.50), (3.51), prema prethodnom i Lemi 3.1.5
dobivamo ∫ t
0
{(
υ,
∂ uh
∂τ
)
− ν(∇υ,∇uh)− ((υ ·∇)υ,uh)
}
dτ
= −
∫ t
0
(f ,uh) dτ +(υ(t),uh(t))− (υ0, (υ0)h)
(3.54)
i ∫ t
0
{(
u,
∂ υh
∂τ
)
− ν(∇u,∇υh)− ((u ·∇) u,υh)
}
dτ
= −
∫ t
0
(f ,υh) dτ +(u(t),υh(t))− (υ0, (υ0)h).
(3.55)
Po Fubinijevom teoremu i svojstvima izgladivacˇa direktnim racˇunom izlazi∫ t
0
(
υ,
∂ uh
∂τ
)
dτ = −
∫ t
0
(
u,
∂ υh
∂s
)
ds
pa zbrajanjem gornjih formulacija dobivamo
−
∫ t
0
{
ν(∇υ,∇uh) + ν(∇u,∇υh)− ((υ ·∇) uh)− ((u ·∇) u,υh)} dτ
=
∫ t
0
(f ,uh +υh) dτ +(υ(t),uh(t)) + (u(t),υh(t))− 2(υ0,υh0).
(3.56)
U ovoj relaciji zˇelimo pustiti h → 0 i ponovno, jedino su problematicˇni nelinearni
cˇlanovi. Slicˇnim razmatranjem kao za (3.52) izlazi
lim
h→0
∫ t
0
((υ ·∇),uh,υ) dτ =
∫ t
0
((υ ·∇) u,υ) dτ . (3.57)
Za preostale cˇlanove razmatramo tri slucˇaja: s > n, s = n i s =∞.
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Ako je s > n, onda, kako je u ∈ VT , iz leme 3.3.2 izlazi∫ t
0
|((u ·∇) u,υh−υ)| dτ ≤ C‖υh−υ ‖Lr(0,T ;Ls(Ω)) , C = C(u),
pa po lemi 3.1.5 slijedi
lim
h→0
∫ t
0
((u ·∇) u,υh) dτ =
∫ t
0
((u ·∇) u,υ) dτ . (3.58)
Neka je sada s = n = 3. Kako je u ∈ VT , po Ho¨lderovoj nejednakosti i Soboljev-
ljevom ulaganju je∫ t
0
‖(u ·∇) u ‖L3/2 dτ ≤
∫ t
0
‖u ‖L6‖∇u ‖L2 dτ ≤ C
∫ t
0
‖∇u ‖2L2 dτ ≤ C, (3.59)
pa, uz oznaku w = (u ·∇) u, koriˇstenjem svojstava izgladivacˇa dobivamo∣∣∣∣∫ t
0
(w,υh−υ) dτ
∣∣∣∣ = ∣∣∣∣∫ t
0
(w−wh,υ) dτ
∣∣∣∣
= ess supt∈[0,T ] ‖υ(t)‖L3
∫ t
0
‖w−wh ‖L3/2 dτ .
Prema (3.59) je w ∈ L1(0, T ;L3/2(Ω)) pa prema lemi 3.1.5 slijedi (3.58). Analogno
se vidi i u slucˇaju n = 2.
Neka je sada s =∞. Po Schwartzovoj nejednakosti i zbog u ∈ VT lako se vidi da
je w ∈ L2(0, T ;L1(Ω)). Josˇ je (uz koriˇstenje svojstva izgladivacˇa)∣∣∣∣∫ t
0
(w,υh−υ) dτ
∣∣∣∣ = ∣∣∣∣∫ t
0
(w−wh,υ) dτ
∣∣∣∣ ≤ ∫ t
0
‖w−wh ‖L1‖υ ‖L∞ dτ
≤ max
τ∈[0,T ]
‖υ(τ)‖L∞
∫ t
0
‖w−wh ‖L1 dτ
pa ponovno dobivamo (3.58).
Pusˇtanjem h → 0 u (3.56) uz koriˇstenje (3.57), (3.58) i oznaku w = u−υ,
dobivamo
−
∫ t
0
{2ν(∇υ,∇u)+((w ·∇) u,υ)} dτ
= −
∫ t
0
(f ,u +υ) dτ +2{(υ(t),u(t))− (υ0,υ0)}.
(3.60)
Sjetimo se, za s ∈ [3,∞], 3
s
+ 2
r
= 1, υ ∈ Lr(0, T ;Ls(Ω)), υ zadovoljava (EE)
‖υ(t)‖2L2 + 2ν
∫ t
0
‖∇υ ‖2L2 dτ = 2
∫ t
0
(υ, f) dτ +‖υ0 ‖2L2 , (3.61)
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a u pak zadovoljava (EI) po pretpostavci:
‖u(t)‖2L2 + 2ν
∫ t
0
‖∇u ‖2L2 dτ ≤ 2
∫ t
0
(u, f) dτ +‖υ0 ‖2L2 . (3.62)
Zbrajanjem 2×(3.60), (3.61) i (3.62), uz koriˇstenje∫ t
0
((w ·∇)υ,υ) dτ = 0,
dobivamo
‖w(t)‖2L2 + 2ν
∫ t
0
‖∇w ‖2L2 dτ ≤ 2
∫ t
0
((w ·∇) w,υ) dτ . (3.63)
Ponovno razmatramo slucˇajeve ovisno o s:
ako je s > n onda primjenom leme 3.3.2 na desnu stranu (3.63) uz pomoc´ Youn-
gove nejednakosti4 dobivamo∫ t
0
((w ·∇) w,υ) dτ ≤ C
(∫ t
0
‖∇w ‖2L2 dτ
)1/2(∫ t
0
‖∇w ‖2L2 dτ
)n/2s(∫ t
0
‖υ ‖)rLs‖w ‖2L2
)1/r
≤ C
(∫ t
0
‖∇w ‖2L2 dτ
)1− 1
r
(∫ t
0
‖υ ‖rLs‖w ‖2L2 dτ
)1/r
≤ { prema Youngovoj nejednakosti uz p = r
r − 1 i q =
1
r
}
≤ 2ν
∫ t
0
‖∇w ‖2L2 dτ +C
∫ t
0
‖υ ‖rLs dτ
pa (3.63) prelazi u
‖w ‖2L2 ≤ C
∫ t
0
‖υ ‖rLs‖w ‖2L2 .
Gro¨nwallova lema onda povlacˇi ‖w ‖2L2 = 0 tj. u = υ g.s. na ΩT .
Ako je s = n oznacˇimo
T = {τ ∈ [0, T ] | ‖w(s)‖L2 = 0 , ∀s ∈ [0, T ]}.
Onda je T 6= ∅ (0 ∈ T ) i T je zatvoren u smislu L2 slabe neprekidnosti
T = (‖w ‖L2)−1({0}).
Neka je τ0 = max T i bez smanjenja opc´enitosti pretpostavimo τ0 < T (u suprotnom,
nemamo sˇto dokazivati). Uocˇimo da je onda nuzˇno∫ t
τ0
‖∇w ‖2L2 ds > 0 , ∀t ∈ (τ0, T )
4Youngova nejednakost: neka su a, b ∈ R nenegativni i p, q > 0 konjugirani eksponenti. Tada
vrjiedi
ab ≤ a
p
p
+
bq
q
.
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jer u suprotnom bi iz (3.63) slijedilo ‖w ‖L2 = 0. Prema lemi 3.3.3 je∣∣∣∣∫ t
τ0
((w ·∇) w,υ) ds
∣∣∣∣ ≤ ε ∫ t
τ0
‖∇w ‖2L2 ds +M
∫ t
τ0
‖w ‖2L2 ds , ∀t ∈ (τ0, T )
pa koriˇstenjem gornje nejednakosti u (3.63) uz w(s) = 0 za s ≤ τ0 slijedi
‖w ‖2L2 ≤M
∫ t
0
‖w ‖2L2 ds
pa konacˇno Gro¨nwallova lema povlacˇi υ = u g.s. na ΩT .

Napomena. Ako je Ω ogranicˇena ili eksteriorna (komplement ogranicˇene) domena
s dovoljno glatkim rubom, ili pak poluprostor, mozˇe se pokazati generalizacija jedins-
tvenosti iz prethodnog teorema. Takva generalizacija zahtjeva samo
υ ∈ L∞(0, T ;Ln(Ω))
umjesto pretpostavke (ii).
Napomena. Kako u dimenziji 2 svako slabo rjesˇenje pripada klasi C0([0, T );L2(Ω)),
po teoremu 3.3.5 slijedi da je svako takvo rjesˇenje jedinstveno u klasi slabih rjesˇenja
uz iste podatke.
U dimenziji 3 po Soboljevljevoj nejednakosti imamo
‖υ ‖Ls ≤ ‖υ ‖(6−s)/2sL2 ‖∇υ ‖3(s−2)/2sL2 , s ∈ [2, 6],
pa za υ ∈ VT je
υ ∈ Lr(0, T ;Ls(Ω)) , 3
s
+
2
r
= 1.
Stoga uvjet u teoremu 3.3.5 nije zadovoljen. Pitanje jedinstvenosti slabog rjesˇenja u
dimenziji 3 koje zadovoljava (EI) i dalje ostaje otvoreno.
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POGLAVLJE 4
Primjene u realnim fizikalnim problemima
Promatranjem toka realnog (tj. viskoznog) fluida uocˇeno je da normalne i tangen-
cijalne komponente brzine na krutoj nepropusnoj granici moraju biti jednake brzini
same granice. Zato, ako je granica nepomicˇna, brzina fluida mora zadovoljavati υ = 0
na samoj granici. Uvjet tangencijalne komponente brzine poznat pod nazivom ”no
slip” rubni uvjet vrijedi za svaki fluid za koji je ν 6= 0 (kinematicˇka viskoznost), tj.
za svaki viskozni fluid. Tu se prirodno namec´e pojam tzv. Reynoldsovog broja.
Reynoldsov broj
Uzmimo u obzir gibanje nekog viskoznog fluida i oznacˇimo sa u tipicˇnu brzinu toka i
s l karakeristicˇnu duzˇinu toka – jasno je da je ovo u neku ruku subjektivno, ali ako,
primjerice, promatramo gibanje cˇaja u sˇalici onda se brzina od 5cm/s i skala od 4cm
cˇine razumnim dok brzina od 100m/s i skala od 10m ne. Odabirom l i u definirajmo
velicˇinu
R =
u l
ν
sˇto je bezdimenzionalna velicˇina koju zovemo Reynoldsov broj. Da bismo vidjeli
zasˇto bi Reynoldsov broj trebao biti vazˇan u nekom smislu, uocˇimo da su derivacije
komponenti brzine, npr. ∂ υi /∂xi tipicˇno reda u /l – uz pretpostavku da se kompo-
nente brzine υ mijenjaju za red u po udaljenosti reda od l. Tipicˇno, te derivacije c´e
se mijenjati za red u /l po udaljenosti reda l, pa c´e druge derivacije biti reda u /l2.
Na ovaj nacˇin dobivamo sljedec´i red velicˇina ocjena za izraze u sustavu N–S:
• inertivni cˇlan: |(υ ·∇)υ | = O(u2 /l)
• viskozni cˇlan: |ν∆υ | = O(ν u /l2)
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pa, uz pretpostavku da je gornja rasprava dobra, dobivamo
|inertivni cˇlan|
|viskozni cˇlan| = O
(
u2 /l
ν u /l2
)
= O(R). (4.1)
Dakle, Reynoldsov broj je vazˇan jer daje grubu naznaku o relativnim velicˇinama dva
kljucˇna izraza u jednadzˇbama gibanja fluida. Zato ne iznenaduje cˇinjenica da se
tokovi karakterizirani velikim i malim Reynoldsovim brojevima bitno razlikuju.
Tok karakteriziran velikim Reynoldsovim brojem Ako je R >> 1 imamo tok
fluida male viskoznosti i (4.1) na neki nacˇin sugerira da bi se viskozni efekti mogli
zanemariti. Ipak, i u tom slucˇaju viskozni efekti postaju vazˇni na tankom rubnom
sloju gdje se pojavlju veliki gradijenti brzine koji viskozni cˇlan u sistemu N–S naprave
puno vec´im nego sˇto sugerira red velicˇine koji smo uveli maloprije. Mozˇe se pokazati
da je tipicˇna debljina δ takvog rubnog sloja dana sa
δ/l = O(R−1/2).
Dakle, sˇto je vec´i Reynoldsov broj, to je tanji rubni sloj.
Tokovi karakterizirani velikim Reynoldsovim brojevima cˇesto su nestabilni na
male poremec´aje sˇto rezultira turbulencijom.
Tok karakteriziran malim Reynoldsovim brojem U ovom je slucˇaju tok vrlo
ureden i nema pojave turbulencije.
4.1 Biomedicina - modeliranje rasta arterije i ane-
urizmi
Aneurizma je lokalna deformacija stijenke krvne zˇile. Mozˇe se pojaviti u bilo kojoj
krvnoj zˇili, a od posebnog su interesa one u mozˇdanim zˇilama i arterijama. Kako
aneurizma raste, povec´ava se rizik od rupture koja u vec´ini slucˇajeva znacˇi smrt. U
ovom radu proucˇavamo aneurizme na aorti koje se najcˇesˇc´e javljaju u abdominalnom
(trbusˇnom) dijelu (AAA), netom ispod srca.
Samim time u slucˇaju rupture smrt je gotovo neizbjezˇna (prema statisticˇkim po-
datcima 11% oboljelih prezˇivi rupturu) te zbog toga aneurizma na aorti vrlo znacˇajna
s medicinskog stajaliˇsta. Razlog javljanja aneurizme je oslabljena stijenka krvne
zˇile cˇiji uzroci mogu biti raznoliki —bolesti, pusˇenje i sl.. Ovdje se bavimo mo-
deliranjem strujanja krvi i njegovog ucˇinka na stijenku zˇile. Naime, pokazuje se
da povec´ano smicˇno naprezanje (’shear stress’) aktivira odredene stanice glatkog
miˇsic´nog tkiva koje proizvode dusˇikov oksid—inhibitor sinteze kolagena (protein od-
govoran za ”elasticˇnost” tkiva) i proliferacije glatkih miˇsic´nih stanica, dok smanjeno
smicˇno naprezanje poticˇe proizvodnju endotelina-1—promotora sinteze kolagena i
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Slika 4.1: Primjer zdrave i oboljele aorte.
proliferacije glatkih miˇsic´nih stanica. Aorta mozˇe biti promjera do 3 cm sˇto je do-
voljno da u njoj vrijede zakoni mehanike kontinuuma pa strujanje krvi (fluid) mode-
liramo u okviru dinamike fluida—krv modeliramo kao inkompresibilni homogen
Newtonov fluid. Uocˇimo da isti model ne prolazi primjerice u kapilarama jer krv
viˇse ne mozˇemo modelirati kao homogen fluid—krvna zrnca su vrlo velika u odnosu
na promjer kapilare. Deformirana stijenka krvne zˇile (ocˇekivano) utjecˇe na strujanje
krvi i ponasˇa se kao elasticˇno tijelo.
Uvod i motivacija
U ([18, 11]) predlozˇen je numericˇki model rasta i restrukturiranja (G&R —’Growth
and remodeling’) aneurizme. Rast aneurizme se simulira opisivanjem vremenski pro-
mjenjive raspodjele proteaza (enzima koji razgraduju proteine stijenke aorte, kolagen
i elastin) u radijalnom smjeru kroz tromb i stijenku aorte. Takoder, modelirano je
stvaranje enzima koji utjecˇu na rast AAA, mijenjaju mehanicˇka svojstva i smanjuju
cˇvrstoc´u stijenke.
Jednostavnosti radi, pretpostavljeno je da se stijenka aorte sastoji od tri osnovne
i zasebne jedinice; elastina, cˇetiri vrste vlaknastih kolagena i glatkog miˇsic´nog tkiva.
Neka je ukupna masa jedinice k u trenutku τ ∈ [0, s], gdje je s trenutno vrijeme,
oznacˇena sa Mk(τ). Tada je promjena mase jedinice k dana sa ([11])
Mk(s) = Mk(0)Qk(s) +
∫ s
0
mk(τ)qk(s− τ)dτ,
gdje je mk neto promjena proizvodnje i razgradnje jedinice k (tj.
dMk
dτ
= mk), Mk(s)
ukupna masa jedinice k, Qk ∈ [0, 1] predstavlja frakciju materijala proizvedenu do
trenutka τ = 0 koja prezˇivi (ne razgradi se) do τ = s ( uz Qk(0) = 1), a qk ∈ [0, 1]
predstavlja frakciju materijala proizvedenu u trenutku τ ∈ [0, s) koja prezˇivi do
trenutka τ = s, a oblika je
qk(s− τ) = exp
(
−
∫ s
τ
Kk(τ˜)dτ˜
)
,
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a pritom je Kk parametar koji modelira razgradnju mase i jedinice je dan−1. Dobro
je uocˇiti josˇ da je Qk(s) = qk(s− 0). Stvaranje ili razgradnja mase ovisi o razlici nor-
malnih (homeostatskih) vrijednosti naprezanja stijenke zˇile i koncentraciji molekula
koje stimuliraju na njezino stvaranje odnosno razgradnju:
mk(τ) = mkB
[
1 +Kkσ∆σ(τ) +K
k
C∆C(τ)
]
gdje je mkB osnovna brzina (biolosˇka), K
k
σ parametar koji modelira promjene uz-
rokovane naprezanjem (povec´ano naprezanje na glatko miˇsic´no tkivo promicˇe stva-
ranje kolagena i proliferaciju stanica), a KkC parametar koji je odgovoran za pro-
mjene uzrokovane suzˇavanjem zˇile (povec´ano smicˇno naprezanje promicˇe stvaranje
dusˇikovog oksida u endotelnim stanicama—inhibitora sinteze kolagena i proliferacije
glatkog miˇsic´nog tkiva, a smanjeno smicˇno naprezanje promicˇe stvaranje endotelina-1
u endotelnim stanicama—promotara sinteze kolagena i proliferacije glatkog miˇsic´nog
tkiva). Parametar C modelira omjer koncentracija molekula konstriktora i dilatora
pa je razlika tih koncentracija u odnosu na baznu (biolosˇku) vrijednost CB dana sa
∆C(τ) = C(τ) − CB, gdje C(τ) ovisi o promjenama u smicˇnom naprezanju na sti-
jeku zˇile uzrokovanu ’deformiranim’ tokom krvi (pojacˇano smicˇno naprezanje promicˇe
dilataciju, a smanjeno konstrikciju); stoga je (indeks h znacˇi homeostatska razina -
normalna u nekom smislu)
C(τ) = CB − CS
[
τw(τ)− τhw
τhw
]
.
Ovdje je CS faktor skaliranja, a τw i τ
h
w smicˇna naprezanja koja osjec´aju endotelne
stanice u G&R vremenu τ ∈ [0, s], a gdje je srednja vrijednost smicˇnog naprezanja na
stijenku dana sa τhw =
4µQh
pi(rhi )
3
. Pritom je ri unutarnji radijus zˇile, Q = εQh perturba-
cija u protoku krvi (ε je skalirajuc´i parametar odreden modelom). Ocˇekivanje je da c´e
G&R uzrokovano naprezanjem uzrokovati promjenu u geometriji: ri = ε
1/3rhi . Arte-
rije obicˇno pokazuju nelinearno, anisotropno, gotovo elasticˇno ponasˇanje u pasivnim
uvjetima, ali generiraju i naprezanje uzrokovano kontrakcijom glatkog miˇsic´nog tkiva
koja uglavnom djeluje u cirkumferentnom smjeru u aktivnim uvjetima. Dakle, nepre-
kidne promjene u toku krvi mogu rezultirati povec´anjem ili smanjivanjem promjera
aorte zajedno s promjenom u debljini stijenke zˇile. Vazoaktivni (utjecˇe na dijametar
zˇile) odgovor na promjenu u toku se mozˇe pojaviti unutar nekoliko minuta—promjene
u proizvodnji dusˇikovog oksida i ET-1 koje reguliraju kontrakciju miˇsic´nog tkiva; ako
je ta promjena dovoljna da vrati vrijednost smicˇnog naprezanja na homeostatsku ra-
zinu, onda G&R odreduje novu velicˇinu aorte. Ako pak promjena ne vrati smicˇno
naprezanje na homeostatsku razinu, G&R nastoji vratiti sva naprezanja u ona ho-
mestatska kroz duzˇi vremenski period. Za viˇse detalja vidjeti [11].
Dosadasˇnje simulacije G&R provedene su u FEAP-u (paket za rjesˇavanje parci-
jalnih diferencijalnih jednadzˇbi metodom konacˇnih elemenata) i nisu uzimale u obzir
promjenu smicˇnog naprezanja, vec´ se ono uzimalo konstantnim kroz vrijeme, i time,
mozˇda, nije punom snagom utjecalo na sam proces.
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Iz gornjih jednadzˇbi vidimo da je shear stress ’utkan’ u jednadzˇbe kojima je opisan
proces G&R i za ocˇekivati je da mozˇda znatnije utjecˇe na proces.
Smicˇno naprezanje odredeno je gradijentom brzine krvi (fluid), pa moramo rijesˇiti
problem gibanja fluida u krvnoj zˇili.
Matematicˇki model
Oznacˇimo sa Ωη unutrasˇnjost dijela krvne zˇile od interesa (dijela gdje se pocˇinje jav-
ljati deformacija koja prerasta u aneurizmu). Pritom η = η(t) oznacˇava pomak od ne-
kog prirodnog, referentnog stanja (primjerice Ωη(0) je zdrava zˇila i η(0) = 0—prirodno
stanje). Nadalje, oznacˇimo sa Γηin dio granice od Ω
η kroz koji fluid (krv) ulazi u Ωη,
a Γηout dio kroz koji fluid napusˇta Ω
η. Sa Γη0 oznacˇimo stijeku krvne zˇile. Protok na
ulazu (ili izlazu) iz Ωη oznacˇimo sa Q = Q(t). Ikompresibilnost krvi predstavlja dobar
model za krv (iako krv jest kompresibilna, ali dovoljno malo da zasad zanemarujemo
tu cˇinjenicu radi jednostavnosti modela). Zanemarujemo i utjecaj gravitacije cˇime
dodatno pojednostavljujemo model. Problem sada glasi: nac´i brzinu υ i tlak p t.d.
∂ υ
∂t
+ (υ ·∇)υ−ν∆υ+∇p = 0 na Ωη
∇ · υ = 0 na Ωη
υ = υη na Γ
η
0
(4.2)
uz prikladne rubne uvjete na Γηin, Γ
η
out i inicijalni uvjet na Ω
η(0) i gdje je υη =
dη
dt
brzina stijenke, a ν kinematicˇka viskoznost (svojstvo fluida).
Kako se rast aneurizme odvija kroz (relativno) dugi vremenski period (viˇse go-
dina), mozˇemo uvesti odredena pojednostavljenja na model. Prvo, pretpostavljamo
da je stijenka krvne zˇile nepomicˇna granica, tj. Γ
η(t)
0 = Γ
η(0)
0 = Γ0 (brzinu gibanja
mozˇemo zanemariti) te rubni uvjet (4.2)3 prelazi u tzv. ’no-slip’ rubni uvjet: υ = 0
na Γ
η(t)
0 .
Drugo pojednostavljenje odnosi se na rubne uvijete na Γin i Γout.
Na Γin zadajemo parabolicˇki profil brzine υin sˇto je standardna inzˇenjerska teh-
nika kojom je (donekle) rijesˇen problem zadavanja rubnog uvjeta na ulaznoj granici.
Parabolicˇki profil brzine lako se izvede na cilindricˇnoj domeni uz poznat protok ili
pad tlaka za stacionarni tok (detalji se mogu nac´i u [8]). Kako su protok i pad tlaka
nesˇto sˇto mozˇemo mjeriti u krvnoj zˇili, a domena priblizˇno cilindricˇna (barem na di-
jelu prije pojave deformacije), ovo se cˇini kao dobar aproksimirajuc´i pristup za ulaznu
granicu.
Na Γout zadajemo takozvani do nothing ili free outflow rubni uvjet (za viˇse detalja
vidjeti [10], [2]),
(−pI+ 1
2
T)~n = (−pI+ µ
2
(∇υ+∇υT ))~n = 0,
cˇime smo zapravo zadali da je naprezanje na izlaznoj granici nula, a prirodno izlazi
iz varijacijske formulacije.
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Zbog spore evolucije geometrije mozˇemo pretpostaviti i stacionarnost toka (iako,
uocˇimo da je i dalje Ω = Ω(t), samo sˇto je ta evolucija izrazito spora i ne utjecˇe bitno
na model – znacˇajnija razlika izmedu Ω(0) i Ω(t) primjec´uje se tek kada je t znatno
vec´e od 0).
Konacˇno, uvazˇavajuc´i prethodno, nasˇ pojednostavljeni model sada glasi: nac´i
brzinu υ i tlak p t.d.
(∇υ)υ+∇p− ν∆υ = 0 na Ω
∇ · υ = 0 na Ω
υ = 0 na Γ0
υ = υin na Γin
(−pI+ 1
2
T)~n = 0 na Γout.
(4.3)
Pripadna varijacijska formulacija glasi: nac´i υ ∈ υin +V i p ∈ L2(Ω), gdje je
V = {u ∈ H1(Ω;Rn) | u = 0 na Γ0,Γin}, takve da je zadovoljeno∫
Ω
{
(υ ·∇)υ ·u−p∇ · u +1
ρ
1
2
T(υ) :
1
2
(∇u +∇uT )
}
dx = 0 , ∀u ∈ V,∫
Ω
∇ · υ q dx = 0 , ∀q ∈ L2(Ω),
(4.4)
sˇto se lako vidi polazec´i od ekvivalentne jednadzˇbe (jer je div∇υT = ∇ divυ = 0
zbog drugog uvjeta)
(υ ·∇)υ+∇p− 1
ρ
1
2
∇ · T = 0
skalarnim mnozˇenjem sa u ∈ V i integriranjem po Ω.
Neka je (υ, p) ∈ (υin +V (Ω)) × L2(Ω) rjesˇenje problema (4.4). Pripadni tenzor
naprezanja dan je sa
σ = −pI+ T (4.5)
gdje je µ koeficijent dinamicˇke viskoznosti, i opisuje djelovanje vanjskog svijeta (krvne
zˇile) na fluid. Zato, prema zakonu akcije i reakcije, −σ = pI−T je tenzor koji opisuje
djelovanje krvi na stijenku zˇile. Nas je zanimalo smicˇno naprezanje, tj. (−T~n · ~τ)~τ ,
gdje je ~n vanjska jedinicˇna normala, a ~τ jedinicˇna tangenta na Γ0, sˇto je jedinstveno
odredeno gradijentom brzine.
Alternativni model
Uocˇimo da smo u (4.3) kao rubni uvijet propisali parabolicˇki profil brzine na ulaznoj
granici, sˇto je standardna inzˇenjerska tehnika kojom je rijesˇen problem rubnog uvijeta.
Ipak, jasno je da a priori u realnoj situaciji to nije opravdano obzirom da imamo
samo ogranicˇen broj podataka. Primjerice, za tok u aorti mjerenjima obicˇno mozˇemo
odrediti samo srednju brzinu i protok ili pak pad tlaka. Stoga zˇelimo pronac´i pristup
kojim bi izbjegli pretpostavku na parabolicˇki profil brzine na ulazu. Pretpostavimo
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da imamo propisan protok na izlaznoj granici Γout, Qout, cˇime je, zbog pretpostavke
inkompresibilnosti, implicitno zadan i protok na ulazu: Qin = −Qout.
Uvedimo funkcionale iz duala prostora u kojem trazˇimo rjesˇenje υ, φin, φout, ko-
jima zˇelimo zamijeniti uvjete koji pretpostavljaju parabolicˇki profil brzine na ulaznoj
granici takozvanim flow rate rubnim uvjetima:
〈φout,υ〉 =
∫
Γout
υ ·~n dS,
〈φin,υ〉 =
∫
Γin
υ ·~n dS .
Time dolazimo do problema
∂ υ
∂t
− ν∆υ+(υ ·∇)υ+∇p = 0 na Ω,
∇ · υ = 0 na Ω,
υ(0) = υ0,
(4.6)
uz pripadne Dirichletove (no slip) i Neumannove (do nothing) uvjete
υ = 0 na Γ0,
(pI− ν∇υ)~n = 0 na Γin,
〈φout,υ〉 = Qout.
(4.7)
Kako flow rate uvjeti ne daju informaciju po tocˇkama na izlaznoj granici, problem
(4.6)–(4.7) nije dobro postavljen. Zapiˇsimo problem u drugacˇijem obliku. Uvedimo
najprije funkcional
F (υ) =
(
∂ υ
∂t
,υ
)
+
1
2
ν(∇υ,∇υ) + 1
2
((∇υ)υ,υ).
Minimizacijom tog funkcionala na prostoru
V ? = {u ∈ V | ∇ · u = 0},
gdje je V = {u ∈ H1(Ω) | u = 0 na Γ0}, dobivamo varijacijsku formulaciju problema
(4.6) uz uvjete (4.7)1,2 zajedno sa do nothing uvjetima na izlaznoj granici
(pI− ν∇υ)~n = 0 na Γout.
Ovo odgovara slobodnoj minimizaciji funkcionala F . S druge strane, ako uzmemo u
obzir informaciju koju daju flow rate uvjeti, mozˇemo o gornjem problemu razmiˇsljati
kao o minimizaciji funkcionala F , ali uz ogranicˇenja koja dirigiraju ti isti uvjeti.
Formulirajmo sluzˇbeno gornja razmatranja:
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Zadac´a 1: nac´i υ ∈ V ? takvu da
F (υ) = min
w∈V ?
〈φout,w〉=Qout
F (w).
(4.8)
Da bismo rijesˇili gornju zadac´u, okrec´emo se Lagrangeovim multiplikatorima, tj. mi-
nimiziramo Lagrangeov funkcional tako da funkcionalu F dodamo uvjet (4.7)3 pret-
hodno pomnozˇen Lagrangeovim multiplikatorom. Na ovaj nacˇin Lagrangeov funkci-
onal pridruzˇen zadac´i 1 postaje
L(w, ξ) =
(
∂ υ
∂t
,υ
)
+
1
2
ν(∇υ,∇υ) + 1
2
((∇υ)υ,υ) + ξ(〈φout,w〉 −Qout).
Onda, kao sˇto je uobicˇajeno za probleme uvjetne minimizacije, okrec´emo se formula-
ciji trazˇenja sedlaste tocˇke:
Zadac´a 2: nac´i υ ∈ V ? i λ ∈ R takve da
L(υ, λ) = min
w∈V ?
max
ξ∈R
L(w, ξ).
Na ovaj smo nacˇin problem (4.2) sveli na uvjetnu minimizaciju odredenog funk-
cionala i tako maknuli nezˇeljenu pretpostavku na parabolicˇki profil brzine.
4.1.1 Numericˇke simulacije
Numericˇke simulacije provodimo u paketu FreeFem++ metodom konacˇnih eleme-
nata. Sve o paketu FreeFem++ mozˇe se nac´i na njegovoj sluzˇbenoj web stranici i [9]
(sluzˇbena dokumentacija dostupna online). O metodi konacˇnih elemenata mozˇe se
nac´i u [14].
Potrebno je nac´i brzinu υ i tlak p koji zadovoljavaju
(∇υ)υ+∇p− ν∆υ = 0 na Ω
∇ · υ = 0 na Ω (4.9)
zajedno sa prikladnim rubnim uvjetima.
Uzmimo da su primjerice zadani rubni uvjeti na ulaznoj granici Dirichletovi (pa-
rabolicˇki profil brzine) i do nothing na izlaznoj granici koji su implicitno zadovoljeni
varijacijskom formulacijom. Umjesto uvjeta
∇ · υ = 0 na Ω
stavimo uvjet
∇ · υ+εp = 0 na Ω,
pa dobivamo takozvane pseudokompresibilne N–S jednadzˇbe koje predstavljaju do-
bru aproksimaciju N–S jednadzˇbi za malo ε, a pogodnije su za numericˇku metodu
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konacˇnih elemenata (MKE). Slaba formulacija glasi (V = {u ∈ H1(Ω;Rn) | u =
0 na Γ0,Γin}){
nac´i (υ, p) ∈ (υin +V )× L2(Ω) t.d.∫
Ω
{
(υ ·∇)υ ·u−p∇ · u +1
ρ
1
2
T(υ) : 1
2
(∇u +∇uT )−∇ · υ q
}
dx = 0,
(4.10)
za sve u ∈ V i sve q ∈ L2(Ω). Pritom prostore u kojima trazˇimo rjesˇenje zamje-
njujemo njihovim konacˇnodimenzionalnim aproksimacijama Vh ⊂ V i Qh ⊂ L2(Ω).
Detaljan opis MKE za rjesˇavanje N–S jednadzˇbi mozˇe se nac´i u [15]. Ovdje dajemo
josˇ tehnicˇki opis koda. Koristimo Newtonovu metodu kojom rjesˇavamo nelinearni
problem:
nac´i υ ∈ υin +V t.d. F (υ) = 0, gdje je
F (υ, p) =
∫
Ω
{
(υ ·∇)υ ·u−p∇ · u +1
ρ
1
2
T(υ) :
1
2
(∇u +∇uT )−∇ · υ q
}
dx .
Algoritam glasi:
1. odabrati pocˇetnu aproksimaciju υ0
2. za i = 1, i ≤ iter (broj iteracija)
(2a) rijesˇiti DF (υi) wi = F (ui)
(2b) υi+1 = υi−wi
3. ako je ‖wi ‖ < ε, gdje je ε > 0 zˇeljena tocˇnost, break
Pritom je DF (υ) diferencijal od F u tocˇki υ tj. operator t.d.
F (υ+δ) = F (υ) +DF (υ)δ + o(δ),
a dan je s
DF (υ, p)(δ υ, δp) =
∫
Ω
((δ υ ·∇)υ) : u +((υ ·∇)δ υ) : u +ν∇δ υ : ∇u−δp∇·u−q∇·δ υ .
Uocˇimo da sam model mozˇemo josˇ malo pojednostaviti. Uzmemo li u obzir vre-
mensku skalu na kojoj se odvija rast aneurizme (viˇse godina), mozˇemo zanemariti
inercijski cˇlan (υ ·∇)υ pa dobivamo linearnu zadac´u koju onda rjesˇavamo standard-
nim metodama.
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Slika 4.2: Strujnice brzine na cilindricˇnoj domeni – aproksimacija zˇile prije pojave
aneurizme.
Slika 4.3: Strujnice brzine u deformiranoj zˇili – aproksimacija zˇile s velikom aneuriz-
mom.
Slika 4.4: Pojava vrtloga u deformiranom dijelu zˇile.
50
DODATAK A
Funkcionalna analiza
Ovdje dajemo pregled funkcijskih prostora (i nekih rezultata na njima) koji s´u nam
radno okruzˇenje u analizi Navier-Stokesovih jednadzˇbi. Rezultati i dokazi mogu se
nac´i u [3, 4].
A.0.2 Notacija
Neka je X normiran i H unitaran prostor. Normu na X oznacˇavamo sa ‖ · ‖X , a
skalarni produkt na H sa (·, ·)H .
Neka je U ⊂ Rn otvoren.
(1) Za u : U → R skalarnu funkciju koristimo multiindeksnu notaciju: za α ∈ Nn,
α = (α1, α2, . . . , αn), |α| =
n∑
i=1
αi piˇsemo
Dαu(x) =
∂|α|
∂α1 . . . ∂αn
u(x).
Gradijent, Hessian i Laplacian od u klasicˇno oznacˇavamo sa
∇u(x) = Du(x) =

∂
∂x1
u(x)
...
∂
∂xn
u

Hu(x) = D2u(x) =

∂2
∂x21
u(x) ∂
2
∂x1∂x2
u(x) · · · ∂2
∂x1∂xn
u(x)
∂2
∂x2∂x1
u(x) ∂
2
∂x22
u(x) · · · ∂2
∂x2∂xn
u(x)
...
... · · · ...
∂2
∂xn∂x1
u(x) ∂
2
∂xn∂x2
u(x) · · · ∂2
∂x2n
u(x)

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∆u(x) = ∇2u(x) = ∇ · ∇u(x) = tr(Hu(x)) =
n∑
i=1
∂2
∂xi
u(x)
(2) Za vektorsku funkciju u : U → Rm, m > 1, u(x) =

u1(x)
u2(x)
...
um(x)
, ui : U → R,
i = 1, . . . ,m, x ∈ U , definiramo: za α ∈ Nn
Dα u =
D
αu1
...
Dαum

Posebno, ako je u vektorsko polje, tj. m = n, onda definiramo divergenciju od
u sa
div u = tr∇~u(x) = ∇ · u(x) =
n∑
i=1
∂
∂xi
ui(x).
A.1 Prostori funkcija
A.1.1 Prostori glatkih funkcija
Neka je Ω ⊂ Rn domena. Tada je skup
C(Ω) = {u : Ω→ R | u neprekidna }
linearan prostor u odnosu na uobicˇajene operacije zbrajanja funkcija i mnozˇenja
skalarom. Definiramo
Ck(Ω) = {u : Ω→ R | Dαu ∈ C(Ω) za |α| ≤ k}
gdje je k ∈ N, i u skladu stim mozˇemo pisati C(Ω) = C0(Ω). Posebno, definiramo
C∞(Ω) =
∞⋂
k=1
Ck(Ω).
Funkcije iz Ck(Ω) opc´ enito su neogranicˇene i nisu dobro definirane na ∂Ω pa uvodimo
potprostore tih funkcija koji se sastoje od funkcija koje se mogu neprekidno prosˇiriti
na neki otvoren skup koji sadrzˇi Ω i za takve funkcije kazˇemo da su neprekidne na Ω:
C(Ω) = {u : Ω→ R | ∃g ∈ C(Rn) t.d. g∣∣
∂Ω
= u},
Ck(Ω) = {u ∈ Ck(Ω) | Dαu ∈ C(Ω) za |α| ≤ k},
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C∞(Ω) =
∞⋂
k=1
Ck(Ω).
Ako je Ω ogranicˇen, onda je Ω kompaktan pa je za u ∈ C(Ω) dobro definirana norma
‖u‖C(Ω) = sup
x∈Ω
|u(x)|,
odnosno za u ∈ Ck(Ω)
‖u‖Ck(Ω) = max|α≤k| supx∈Ω |D
αu(x)|.
TEOREM A.1.1 Neka je Ω ⊂ Rn otvoren i ogranicˇen skup. Za sve k ≥ 0 je
(Ck(Ω), ‖ · ‖Ck(Ω)) Banachov prostor.
DEFINICIJA. Za u : Ω→ R definiramo nosacˇ od u sa
suppu = {x ∈ Ω | u(x) 6= 0}.
Uvodimo prostor funkcija koje se poniˇstavaju na ∂Ω zajedno sa svojim parcijalnim
derivacijama do reda k:
Ck0 (Ω) = {u ∈ Ck(Ω) | u
∣∣
∂Ω
= 0},
odnosno, ako se poniˇstavaju vec´ na nekoj pozitivnoj udaljenosti od ruba
Ckc (Ω) = {u ∈ Ck(Ω) | suppu ⊂⊂ Ω} ≤ Ck(Ω).
Od posebnog nam je znacˇaja tzv. prostor test funkcija
C∞c (Ω) = D(Ω) =
∞⋂
k=1
Ckc (Ω).
A.1.2 Lp prostori
Neka je Ω ⊆ Rn, (Ω,B, λ) prostor mjere i 1 ≤ p ≤ ∞ realan broj. Definiramo Lp
prostore funkcija pri cˇemu razlikujemo dva slucˇaja; kada je p <∞ i p =∞.
DEFINICIJA. Za 1 ≤ p <∞ definiramo
Lp(Ω) := {f : Ω→ R | f izmjeriva,
∫
Ω
|f |pdλ <∞}
i za f ∈ Lp(Ω)
‖f‖Lp(Ω) =
(∫
Ω
|f |pdλ
)1/p
Za p =∞ definiramo
L∞(Ω) := {f : Ω→ R | f izmjeriva, ∃C > 0 t.d. |f(x)| ≤ C g.s. na Ω}
i za f ∈ L∞(Ω)
‖f‖L∞(Ω) = inf{C | |f(x)| ≤ C g.s. na Ω}
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Pokazuje da su za 1 ≤ p ≤ ∞ s ‖ · ‖Lp(Ω) definirane norme na  Lp(Ω).
Funkcije iz Lp(Ω) prostora poistovjec´ujemo s klasama gotovo svugdje jednakih
funkcija: kazˇemo da su f i g jednake gotovo svuda ako postoji skup E ⊂ Ω mjere
nula t.d. f(x) = g(x) ∀x ∈ Ω\E i piˇsemo f = g g.s..
Napomena. Za 1 ≤ p <∞ definiramo p′ sa
1
p
+
1
p′
= 1
Za p = 1 je p′ =∞.
TEOREM A.1.2 (Ho¨lderova nejednakost) Neka je 1 ≤ p ≤ ∞, f ∈ Lp(Ω) i
g ∈ Lp′(Ω). Tada je fg ∈ L1(Ω) i vrijedi
‖fg‖L1(Ω) ≤ ‖f‖Lp(Ω)‖g‖Lp′ (Ω)
TEOREM A.1.3 (Fischer-Riesz) (Lp(Ω), ‖ · ‖Lp(Ω)) je Banachov prostor za 1 ≤
p ≤ ∞.
U slucˇaju p = 2, L2 je Hilberov prostor uz skalarni produkt (f, g)L2 =
∫
Ω
fg.
LEMA A.1.4 (nejednakost Minkowskog) Za sve 1 ≤ p ≤ ∞, f, g ∈ Lp(Ω)
vrijedi
‖f + g‖Lp ≤ ‖f‖Lp + ‖g‖Lp .
DEFINICIJA. Neka je (fk)k niz u L
p(Ω). Kazˇemo da (fk)k konvergira prema f ∈
Lp(Ω)
• u Lp ako lim
k→∞
‖fk − f‖Lp = 0,
• g.s. ako fk(x)→ f(x) za g.s. x ∈ Ω.
TEOREM A.1.5 (Lebesgueov o dominiranoj konvergenciji) Neka je (fk)k niz
u L1(Ω) t.d. fk → f g.s., g ∈ L1(Ω) nenegativna i integrabilna funkcija t.d. |f | ≤ g
g.s.. Tada je f ∈ L1(Ω) i
lim
k→∞
∫
Ω
fk(x)dλ =
∫
Ω
f(x)dλ,
tj. ‖fk − f‖L2 → 0.
Napomena. Ako fk
Lp−→ f (jaka konvergencija), onda postoji podniz (fk)k t.d. fk g.s.−−→
f .
DEFINICIJA. Neka su (fk)k, f ∈ Lp(Ω). Ako za sve g ∈ Lp′(Ω)∫
Ω
fkg →
∫
Ω
fg
onda kazˇemo da (fk)k konvergira slabo prema f u L
p i piˇsemo fk
Lp−⇀ f .
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Mozˇe se pokazati da jaka konvergencija povlacˇi slabu.
Sa (Lp(Ω))′ oznacˇavamo topolosˇki dual od Lp(Ω). Vrijedi
TEOREM A.1.6 (Rieszov o reprezentaciji funkcionala) Neka je 1 ≤ p < ∞
i Φ ∈ (Lp(Ω))′. Tada postoji jedinstveni φ ∈ Lp′(Ω) t.d.
〈Φ, f〉 =
∫
Ω
fφ , ∀f ∈ Lp(Ω).
Za 1 ≤ p < ∞ je dakle (Lp(Ω))′ = Lp′(Ω), ali pokazuje se da u slucˇaju p = ∞,
(L∞(Ω))′ % L1(Ω).
A.2 Prostori Soboljeva
Soboljevljevi prostori pokazuju se kao vrlo pogodan ambijent za rjesˇavanje parcijalnih
diferencijalnih jednadzˇbi. Razlog tome je sˇto zadrzˇe funkcije koje imaju odredenu
glatkoc´u, ali opet u nekom smislu oslabljenu u odnosu na onu u klasicˇnom smislu.
A.2.1 Slaba derivacija
Zapocˇinjemo oslabljivanjem pojma parcijalne derivacije.
DEFINICIJA. Neka je Ω ⊂ Rn otvoren i u ∈ L1loc(Ω). Kazˇemo da u ima slabu
parcijalnu derivaciju reda α ako postoji funkcija v ∈ L1loc(Ω) takva da∫
Ω
uDαφdx = (−1)|α|
∫
Ω
vφdx , ∀φ ∈ C∞c (Ω) (A.1)
i piˇsemo v = Dαu.
Drugim rijecˇima, ako za danu funkciju u postoji funkcija v koja zadovoljava (A.1)
za sve glatke φ, kazˇemo da je v = Dαu u slabom smislu. Ako takva funkcija v ne
postoji, kazˇemo da u nema slabu parcijalnu derivaciju reda α. Bez dokaza navodimo
sljedec´i rezultat:
LEMA A.2.1 (Jedinstvenost slabe derivacije) Slaba parcijalna derivacija reda
α od u, ako postoji, je jedinstveno definirana do na skup mjere nula.
A.2.2 Definicija prostori Soboljeva
Neka je 1 ≤ p ≤ ∞ i k ∈ N ∪ {0}. Definiramo prostore koji sadrzˇe funkcije cˇije su
slabe derivacije razˇlicˇitih redova u razlicˇitim Lp prostorima.
DEFINICIJA. Neka je Ω ⊂ Rn otvoren. Soboljevljev prostor
W k,p(Ω)
sastoji se od svih lokalno sumabilnih funkcija u : Ω→ R takvih da za svaki multiindeks
α, |α| ≤ k, Dαu postoji u slabom smislu i nalazi se u Lp(Ω).
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Napomena. (i) Ako je p = 2 obicˇno c´emo pisati
Hk(Ω) = W k,2(Ω) , k = 1, 2, . . .
Slovo H koristimo jer—kao sˇto c´emo vidjeti kasnije—Hk(Ω) je Hilbertov pros-
tor. Uocˇimo da je H0(Ω) = L2(Ω).
(ii) Kao i u Lp prostorima, identificiramo funkcije koje su jednake skoro svuda—dakle,
zapravo govorimo o klasama funkcija, odnosno reprezentantu klase.
DEFINICIJA. Neka je u ∈ W k,p(Ω). Definiramo normu na W k,p(Ω) sa: za u ∈
W k,p(Ω)
‖u‖Wk,p(Ω =

(∑
|α|≤k
∫
Ω
|Dαu|p dx
)1/p
(1 ≤ p <∞)∑
|α|≤k ess supΩ |Dαu| (p =∞)
DEFINICIJA. (i) Neka je {um}∞m=1, u ∈ W k,p(Ω). Kazˇemo da niz {um}∞m=1
konvergira (jako) prema u u W k,p(Ω), i piˇsemo
um → u u W k,p(Ω)
(ili skrac´eno um
Wk,p(Ω)−−−−−→ u) ako vrijedi
lim
m→∞
‖um − u‖Wk,p(Ω) = 0.
(ii) Piˇsemo
um → u u W k,ploc (Ω)
ili skrac´eno um
Wk,ploc (Ω)−−−−−→ u ako
um → u u W k,p(V ) , za svaki V ⊂⊂ Ω.
DEFINICIJA. Definiramo
W k,p0 (Ω)
kao zatvaracˇ od C∞c (Ω) u W
k,p(Ω), tj.
W k,p0 (Ω) = C
∞
c (Ω)
Wk,p(Ω)
.
Dakle, u ∈ W k,p0 (Ω) ako i samo ako postoji niz funkcija (um)m ⊂ C∞c (Ω) takav da
um → u u W k,p(Ω). W k,p0 (Ω) interpretiramo kao skup onih funkcija u ∈ W k,p(Ω) za
koje je
”Dαu = 0 na ∂Ω” za sve |α| ≤ k − 1.
Nravno, obzirom da poistovjec´ujemo funkcije koje se podudaraju na skupu mjere nula
i da je ∂Ω skup mjere nula u Rn ova interpretacija za sad nema previ se smisla, no
opravdat c´emo je kasnije kod diskutiranja tragova.
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Napomena. Uobicˇajeno je pisati
Hk0 (Ω) = W
k,2
0 (Ω).
Mozˇe pokazati da u slucˇaju n = 1 i Ω otvoren interval u R je u ∈ W 1,p(Ω) ako
i samo ako je u jednaka nekoj apsolutno neprekidnoj funkciji skoro svuda cˇija je
klasicˇna derivacija (koja postoji s.s.) u Lp(Ω), pa u tom slucˇaju mozˇemo raditi s
tim neprekidnim reprezentantom od u. Napomenimo da ovo svojstvo vrijedi samo za
n = 1.
A.2.3 Elementarna svojstva
Bez dokaza navodimo neka svojstva slabih derivacija. Dokazi se mogu nac´i u [3] i [4].
TEOREM A.2.2 (Svojstva slabih derivacija) Neka su u, v ∈ W k,p(Ω) i |α| ≤
k. Tada
(i) Dαu ∈ W k−|α|,p(Ω) i Dβ(Dαu) = Dα(Dβu) = Dα+βu za sve multiindekse α, β
takve da α + β ≤ k.
(ii) Za sve λ, µ ∈ R je λu+ µv ∈ W k,p(Ω) i Dα(λu+ µv) = λDαu+ µDαv.
(iii) Ako je V ⊂ Ω otvoren onda je u ∈ W k,p(V ).
(iv) Ako je φ ∈ C∞c (Ω) onda je φu ∈ W k,p(Ω) i vrijedi Leibnitzova formula
Dα(φu) =
∑
β≤α
(
α
β
)
DβφDα−βu.
TEOREM A.2.3 Za svaki k = 1, 2, . . . i 1 ≤ p ≤ ∞ je W k,p(Ω) Banachov prostor.
A.2.4 Aproksimacija glatkim funkcijama
Za ε > 0 definiramo Ωε = {x ∈ Ω | d(x, ∂Ω > ε)}.
TEOREM A.2.4 (Lokalna aproksimacija glatkim funkcijama) Neka je u ∈
W k,p(Ω) gdje je 1 ≤ p <∞ i η standardni izgladivacˇ. Definirajmo
uε = ηε ∗ u na Ωε.
Tada vrijedi
(i) uε ∈ C∞(Ωε) za svako ε > 0,
(ii) U ε → u u W k,ploc (Ω) kada ε→ 0.
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TEOREM A.2.5 (Globalna aproksimacija glatkim funkcijama) Neka je Ω ogranicˇen
i u ∈ W k,p(Ω), 1 ≤ p <∞. Tada postoji niz (um)m ⊂ C∞(Ω) ∩W k,p(Ω) takav da
um → u u W k,p(Ω).
Napomena. Uocˇimo da u gornjem teorem uzimamo niz iz C∞(Ω), tj. funkcije um
nisu nuzˇno ogranicˇene na Ω. Mozˇe se pokazati da ako josˇ dodatno pretpostavimo da
je ∂Ω klase C1 onda postoji niz (um)m ⊂ C∞(Ω) takav da um W
k,p(Ω)−−−−−→ u.
A.2.5 Prosˇirenja
Sljdec´i cilj nam je prosˇiriti funkcije iz W 1,p(Ω) na W 1,p(Rn). Egzistencija ovakvog
prosˇirenja nije apriori jasna. Uocˇimo da, na primjer, ako prosˇirimo u ∈ W 1,p(Ω)
nulom na Rn \Ω to viˇse nec´e opc´enito biti funkcija iz W 1,p(Rn) jer duzˇ ruba ∂Ω mozˇe
doc´i do diskontinuiteta takvog da prosˇirenje od u viˇse nema slabe derivacije na rubu.
TEOREM A.2.6 (o prosˇirenju) Neka je Ω ogranicˇen i ∂Ω klase C1. Tada za
svaki V ⊂⊂ Ω postoji ogranicˇeni linearan operator
E : W 1,p(Ω)→ W 1,p(Rn) (A.2)
takav da za svako u ∈ W 1,p(Ω)
(i) Eu = u s.s. na Ω
(ii) suppEu ⊂ V
(iii) ‖Eu‖W 1,p(Rn) ≤ C‖Eu‖W 1,p(Ω) gdje konstanta C ovisis samo o p, Ω i V .
Eu zovemo prosˇirenjem od u na Rn.
Napomena. Ako je ∂Ω klase C2 onda operator E iz gornjeg teorema je ogranicˇeni
linearan operator sa W 2,p(Ω) u W 2,p(Rn).
A.2.6 Prostor H−1
Od posebnog nam je interesa prostor H10 (Ω) pa c´emo ga stoga poblizˇe proucˇiti.
DEFINICIJA. Sa H−1(Ω) oznacˇavat c´emo dual prostora H10 (Ω).
Dakle, f je iz prostora H−1(Ω) ako je f ogranicˇeni linearan funkcional na H10 (Ω).
Prisjetimo se, u slucˇaju Lp(Ω) za 1 ≤ p < ∞ vrijedi da (Lp(Ω))′ = Lp′(Ω) gdje je
p′ konjugirani eksponent od p. Uocˇimo da u ovom slucˇaju nismo identificirali H10 s
njegovim dualom. Konkretnije, vrijedi
H10 (Ω) ⊂ L2(Ω) ⊂ H−1(Ω) (A.3)
pri cˇemu su injekcije neprekidne i guste.
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NOTACIJA. Sa 〈·, ·〉 oznacˇavamo djelovanje linearnog funkcionala iz H−1(Ω) na
funkciju iz H10 (Ω).
DEFINICIJA. Za f ∈ H−1(Ω) definiramo normu na uobicˇajeni nacˇin sa
‖u‖H−1(Ω) = sup{〈f, u〉 | u ∈ H10 (Ω), ‖u‖H10 (Ω) ≤ 1}. (A.4)
TEOREM A.2.7 (karakterizacija H−1) Neka je f ∈ H−1(Ω).
(i) Postoje funkcije f0, f1, . . . , fn ∈ L2(Ω) takve da
〈f, v〉 =
∫
Ω
(f0u+
n∑
k=1
fk
∂u
∂xk
)dx , ∀u ∈ H10 (Ω) (A.5)
(ii) Sˇtoviˇse, vrijedi
‖f‖H−1(Ω) = inf

(∫
Ω
n∑
k=0
|fk|2dx
)1/2
| f zadovoljava (A.5) za f0, . . . , fn ∈ L2(Ω)
 .
(A.6)
(iii) Posebno, za sve u ∈ H10 (Ω) i v ∈ L2(Ω) ⊂ H−1(Ω) vrijedi
(u, v)L2(Ω) = 〈u, v〉. (A.7)
A.2.7 Trag
Ovdje c´emo iznijeti rezultate koji c´e dati smisao zadavanju vrijednosti na ∂Ω funkcija
iz W k,p(Ω) prostora. Ako je u ∈ C(Ω) zadavanje na ∂Ω je jedistveno i smisleno. S
druge strane, za u ∈ W k,p(Ω) nije jasno sˇto tocˇno znacˇi ”vrijednost od u na ∂Ω” jer,
za pocˇetak, u i nije funkcija nego cijela klasa funkcija koje su jednake s.s.. Nadalje je
∂Ω skup mjere nula a fukcije iz W k,p(Ω) koje su jednake s.s. poistovjec´ujemo. Ipak,
moguc´e je jednoznacˇno definirati vrijednosti funkcija iz W k,p(Ω) na rubu pomoc´u
operatora traga.
TEOREM A.2.8 (o tragu) Neka je Ω ogranicˇen takav da je ∂Ω klase C1 i neka
je 1 ≤ p <∞. Tada postoji ogranicˇen linearan operator
T : W 1,p(Ω)→ Lp(∂Ω)
takav da
(i) Tu = u|∂Ω ako je u ∈ W 1,p(Ω) ∩ C(Ω)
(ii) ‖Tu‖Lp(∂Ω) ≤ C‖u‖W 1,p(Ω) , ∀u ∈ W 1,p(Ω) gdje konstanta C ovisi samo o p i
Ω.
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Tu zovemo tragom od u na ∂Ω.
Napomenimo da se uvijet na glatkoc´u od Ω mozˇe i oslabiti.
TEOREM A.2.9 (funkcije traga nula) Neka je Ω ogranicˇen takav da je ∂Ω klase
C1, 1 ≤ p <∞ i u ∈ W 1,p(Ω). Tada je
u ∈ W 1,p0 (Ω) ako i samo ako Tu = 0 na ∂Ω.
Oznacˇimo Γ = ∂Ω. Navodimo josˇ sljedec´a vazˇna svojstva traga:
(i) Neka je u ∈ W 1,p(Ω). Tada je Tu = u|Γ ∈ W 1−1/p,p(Γ) i vrijedi
‖Tu‖W 1−1/p,p(Γ) ≤ C‖u‖W 1,p(Ω) (A.8)
i operator traga u 7→ uΓ je surjektivan sa W 1,p(Ω) na W 1−1/p,p(Γ). Posebno, za
p = 2 imamo
‖Tu‖H1/2(Γ) ≤ C‖u‖H1(Ω) (A.9)
i slika od H1(Ω), T (H1(Ω)) = H1/2(Γ), je gusta u L2(Γ). Na prostor H1/2(Ω)
mozˇemo prenijeti normu iz H1(Γ) po operatoru T .
(ii) Jezgra operatora traga T je W 1,p0 (Ω) tj.
W 1,p0 (Ω) = {u ∈ W 1,p(Ω) | u|Γ = 0}. (A.10)
To je upravo i tvrdnja prethodnog teorema.
A.3 Soboljevljeva ulaganja
Cilj ovog odjeljaka je iznjeti neke rezultate o ulaganju prostora W k,p(Ω) za ”dovoljno
dobar” Ω ⊂ Rn koji igraju esencijalnu ulogu teoriji egzistencije rjesˇenja diferencijalnih
jednadzˇbi.
Neka je u daljnjem n ∈ N fiksiran.
A.3.1 Gagliardo—Nirenberg—Soboljevljeva nejednakost
DEFINICIJA. Neka je 1 ≤ p < n. Definiramo Soboljevljev konjugat p∗ od p sa
p∗ =
np
n− p. (A.11)
Uocˇimo da p∗ zadovoljava jednakost
1
p∗
=
1
p
− 1
n
pa je, zbog n > p, p∗ > p.
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TEOREM A.3.1 (Gagliardo—Nirenberg—Soboljevljeva nejednakost) Neka
je 1 ≤ p < n. Tada postoji konstanta C koja ovisi samo o p i n takva da
‖u‖Lp∗ (Rn) ≤ C‖Du‖Lp(Rn) (A.12)
za sve u ∈ C1c (Rn).
Napomena. U gornjem je teoremu zaista nuzˇno da u ima kompaktan nosacˇ, kao sˇto
se lako vidi iz primjera u ≡ 1. No zanimljivo je da konstanta C pak ne ovisi o velicˇini
nosacˇa od u.
TEOREM A.3.2 (Gagliardo–Nirenbergova interpolacijska nejednakost) Neka
su q ≥ 1, r ≤ ∞, m ∈ N i pretpostavimo da su j ∈ N i α ∈ R t.d.
1
p
=
j
n
+
(
1
r
− m
n
)
α +
1− α
q
,
j
m
≤ α ≤ 1.
Tada svaka funkcija u ∈ Lq(Rn) kojoj se derivacije m-tog reda nalaze u Lr(Rn) ima
derivacije j-og reda u Lp(Rn) i vrijedi ocjena
‖Dju‖Lp ≤ C‖Dmu‖αLr‖u‖1−αLq
gdje je C = C(m,n, j, q, r, α) osim u slucˇaju
(1) ako je j = 0, mr < n i q∞ nuzˇno je josˇ pretpostaviti da u tezˇi u 0 u be-
skonacˇnosti ili da pripada Ls za neko s > 0
(2) ako je 1 < r <∞ i m−j−n/r nenegativan cijeli broj onda je nuzˇno pretpostaviti
i α 6= 1).
TEOREM A.3.3 (ocjene za W 1,p, 1 ≤ p < n) Neka je Ω ⊂ Rn otvoren i ogranicˇen
takav da je ∂Ω klase C1, neka je 1 ≤ p < n i u ∈ W 1,p(Ω). Tada je u ∈ Lp∗(Ω) i
vrijedi ocjena
‖u‖Lp∗ (Ω) ≤ C‖u‖W 1,p(Ω) (A.13)
gdje konstanta C ovisi samo o p, n i Ω.
TEOREM A.3.4 (ocjene za W 1,p0 , 1 ≤ p < n) Neka je Ω ⊂ Rn otvoren i ogranicˇen,
neka je 1 ≤ p < n i u ∈ W 1,p0 (Ω). Tada vrijedi ocjena
‖u‖Lq(Ω) ≤ C‖Du‖Lp(Ω) (A.14)
za sve q ∈ [1, p∗] gdje konstanta C ovisi samo o p, q, n i Ω.
Posebno, za sve 1 ≤ p ≤ ∞ vrijedi
‖u‖Lp(Ω) ≤ C‖Du‖Lp(Ω). (A.15)
Napomena. Ocjena (A.15) zove se Poincareova nejednakost.
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TEOREM A.3.5 (opc´a Soboljevljeva nejednakost) Neka je Ω ⊂ Rn otvoren i
ogranicˇen sa C1 rubom i neka je u ∈ W k,p(Ω). Ako je
k <
n
p
onda je u ∈ Lq(Ω) gdje je
1
q
=
1
p
− k
n
.
Dodatno, vrijedi ocjena
‖u‖Lq(Ω) ≤ C‖Du‖Wk,p(Ω) (A.16)
gdje C ovisi samo o k, p, n i Ω.
A.3.2 Kompaktnost
U prethodnom odjeljku Gagliardo—Nirenberg—Soboljevljeva nejednakost implicirala
je ulaganje prostora W 1,p(Ω) u prostor Lp
∗
(Ω) za 1 ≤ p < n, p∗ = pn
n−p . U ovom
odjeljku pokazat c´emo da je W 1,p(Ω) kompaktno ulozˇen u Lq(Ω) za 1 ≤ q < p∗. Ta
kompakatnost igra fundamentalnu ulogu u dokazu egzistencije slabog rjesˇenja N—S
jednadzˇbi.
DEFINICIJA. Neka su X i Y Banachovi prostori, X ⊂ Y . Kazˇemo da je X
kompaktno ulozˇen u Y u oznaci
X ⊂⊂ Y
ako
(i) ‖u‖Y ≤ C‖u‖X za neku konstantu C i za sve u ∈ X
(ii) svaki ogranicˇen niz u X je relativno kompaktan u Y .
Uvijet (ii) u gornjem teoremu znacˇi da za svaki niz (um)m ⊂ X takav da supm ‖um‖X <
∞ postoji podniz (umk)k ⊂ (um)m koji konvergira u Y :
∃u ∈ Y t.d. lim
k→∞
‖umk − u‖Y = 0.
TEOREM A.3.6 (Arzela–Ascoli) Neka je (K, d) kompaktan metricˇki prostor i H
ogranicˇen podskup od C(K). Pretpostavimo da je H uniformno ekvineprekidan, tj.
∀ε > 0 ∃δ > 0 t.d. d(x1, x2) < δ ⇒ |f(x1)− f(x2)| < ε , ∀f ∈ H. (A.17)
Tada je zatvaracˇ od H u C(K) kompaktan.
TEOREM A.3.7 (Rellich—Kondrachov teorem o kompaktnosti) Neka je Ω ⊂
Rn ogranicˇen i otvoren te neka je ∂Ω klase C1. Pretpostavimo da je 1 ≤ p < n. Tada
je
W 1,p(Ω) ⊂⊂ Lq(Ω)
za sve 1 ≤ q < p∗.
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A.4 Prostori funkcija ovisnih o vremenu
U ovom poglavlju proucˇavamo prostore funkcija od prostora i vremena. Te funkcije
prirodno je promatrati kao funkcije od vremena koje poprimaju vrijednosti u nekom
Banachovom prostoru. Takvi prostori esencijalni su za konstrukciju slabih rjesˇenja
parcijalnih diferencijalnih jednadzˇbi. Udaljnjem je X realan Banachov prostor.
DEFINICIJA. Prostor
Lp(0, T ;X)
sastoji se od svih jako izmjerivih fukcija u : [0, T ]→ X. Pripadna norma dana je sa
(i) Za 1 ≤ p <∞
‖u ‖Lp(0,T ;X) =
(∫ T
0
‖u(t)‖pXdt
)1/p
,
(ii) odnosno, za p =∞
‖u ‖Lp(0,T ;X) = ess sup[0,T ] ‖u(t)‖X .
DEFINICIJA. Prostor
C([0, T ];X)
sastoji se od svih neprekidnih funkcija u : [0, T ]→ X uz normu
‖u ‖C([0,T ];X) = max
[0,T ]
‖u(t)‖X .
DEFINICIJA. Neka je u ∈ L1(0, T ;X). Kazˇemo da je υ ∈ L1(0, T ;X) slaba
derivacija od u i piˇsemo
u′ = v,
ako ∫ T
0
φ′(t) u(t)dt = −
∫ T
0
φ(t)υ(t)dt
za sve skalarne test funkcije φ ∈ C∞c (0, T ).
DEFINICIJA. (i) Soboljevljev prostor
W 1,p(0, T ;X)
sadrzˇi sve funkcije u ∈ Lp(0, T ;X) takve da u′ postoji u slabom smislu i nalazi
se u  Lp(0, T ;X). Nadalje,
‖u ‖W 1,p(0,T ;X) =

(∫ T
0
‖u(t)‖pX + ‖u′(t)‖pXdt
)1/p
(1 ≤ p <∞)
ess sup[0,T ](‖u(t)‖X + ‖u′(t)‖X) (p =∞).
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(ii) H1(0, T ;X) = W 1,2(0, T ;X).
TEOREM A.4.1 Neka je u ∈ W 1,p(0, T ;X) za 1 ≤ p ≤ ∞. Tada
(i) u ∈ C(0, T ;X) (nakon eventualnog redefiniranja na skupu mjere nula)
(ii) u(t) = u(s) +
∫ t
s
u′(τ)dτ za sve 0 ≤ s ≤ t ≤ T
(iii) Vrijedi ocjena
max
[0,T ]
‖u(t)‖X ≤ C‖u ‖W 1,p(0,T ;X) (A.18)
gdje konstanta C ovisi samo o T .
TEOREM A.4.2 Neka je u ∈ L2(0, T ;H10 (Ω)) takva da je u′ ∈ L2(0, T ;H−1(Ω)).
(i) Tada je
u ∈ C(0, T ;L2(Ω))
nakon eventualnog redefiniranja na skupu mjere nula.
(ii) Preslikavanje
t 7→ ‖u(t)‖2L2(Ω)
je absolutno neprekidno uz
d
dt
‖u(t)‖2L2(Ω) = 2〈u′(t),u(t)〉
za s.s t ∈ [0, T ].
(iii) Vrijedi ocjena
max
[0,T ]
‖u(t)‖L2(Ω) ≤ C(‖u ‖L2(0,T ;H10 (Ω)) + ‖u′ ‖L2(0,T ;h−1(Ω))) (A.19)
gdje konstanta C ovisi samo o T .
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Sazˇetak
Navier–Stokesove jednadzˇbe opisuju gibanje inkompresibilnog Newtonovog fluida.
Unatocˇ detaljnom proucˇavanju kroz godine (problem je postavljen pred gotovo 200
godina), egzistencija i jedinstvenost glatkog rjesˇenja i dalje su otvoreno pitanje i
spadaju u jedan od milenijskih problema. Cilj ovog rada je pokazati egzistenciju i
jedinstvenost slabog rjesˇenja u dvije i tri dimenzije pod odredenim uvijetima, disku-
tirati problematiku vezanu uz sama rjesˇenja i konacˇno dati neke primjere primjena
Navier–Stokesovih jednadzˇbi u realnim fizikalnim problemima.
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Summary
Navier–Stokes equations describe motion of incompressible Newtonian fluid. Altho-
ugh heavily studied over the years (problem was set almost 200 years ago), it is still
unsolved problem in classical sense – existence and uniqueness of smooth solutions –
and is one of the millennium problems. Objective of this work is to show existence
and uniqueness of weak solutions in two and three dimensions under certain conditi-
ons, discuss on the major problems, and give some examples of applications together
with numerical simulations of real world problems.
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