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I. INTRODUCTION 
This work contains some existence results on the nonlinear integral equation 
u’(t) $- (a * au)(t) : f(t), t ‘, 0 ;* ) (1.1) 
where a: R+ --f R, (a x Au)(t) = $, a(t -- T) AU(T) &, d is a nonlinear maximal 
monotone mapping and where u takes values in a Banach space. 
The work proceeds as follows. The general assumptions are given in Section 2 
and the statements are formulated in Section 3; Theorem 1 is the fundamental 
result. The proofs of the Theorems are carried out in Sections 4 and 5. In 
these proofs we approach (1 .l) via an equation related to (1.1) but containing 
an additional regularizing term. Section 6 contains the proof of an auxiliary 
lemma used in the proofs of the theorems. Finally in Section 7 we show that 
earlier results [4] follow as particular cases of the present work. 
Our results can, as shown in [4], be used to construct approximate solutions 
to the related nonlinear hyperbolic equation U” + Au = f’ derived from (1.1) 
by taking a(t) = 1. 
2. GENERAL ASSVMPTIONS 
Let W be a real reflexive Banach space, dense in H, where H is a real Hilbert 
space. Let the injection W--f H be continuous, identify H with its own dual 
and denote the dual of W by IV’. Then WC H C IV’. Write the scalar products 
inHandL2(0,t;H)as( , >,( , jt respectively and assume (u, ~~~~~~ = (u, V> 
for u E H, v E W where (u, v&W denotes the value of u E IV’ at v  E W. Let I,!J 
be a lower semicontinuous proper convex function W-P (- CXJ, CXJ] and denote 
A = &,!J. Assume D(A) = W. It then follows that A is a maximal monotone 
mapping W-t IV’. We take A single-valued and assume that A maps bounded 
sets of IV into bounded sets of IV’. 
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Define A,: @/I,) - H and #H: H+ (-co, co] by 
A,u = Au, u E D(A,) = {u E W I Au E H), 
u E w, 
u E H’, W. 
Assume #H is lower semicontinuous and a#, = A, . Thus A, is maximal 
monotone on I-I x H. Also suppose that for any finite K the set 
{u E WI I #(u>l + i u IH < K) is bounded in Wand precompact in H. (2.1) 
The sets [0, co), (-03, co) are abbreviated by R+, R and j(w) denotes the 
Fourier-transform JR g(t) eiut &, w E R, of a function g satisfying either g ELI(R) 
or g EL~(R; H). The symbol H, stands for the complexification of H. The 
scalar product and norm in H, are written ( , -), , 1 Ic respectively. By kt , ,$a 
we denote the real and imaginary parts of j. Any function g(t) defined only on 
R+ is if necessary extended to R by defining g = 0, f  < 0. 
Concerning the functions a, f  in (1 .I) we let 
a doc(R’), (2.2) 
f t W:d:(R+; H), (2.3) 
for some p 3 1, and assume that for any positive constants T, cr , cz there 
exists K > 0 such that v  EL~(O, T; H) and 
(v, a * V\f 0 :-. t < T, 
imply (2.4) 
+ l(z-, a * zyjt ( -- K, 0 t ;.‘: T. 
Condition (2.4) was originally formulated in [2] and as shown there it is satisfied 
by a large class of kernels. For example, if u(t) is (locally) absolutely continuous 
on R+ with u’(t) of bounded variation locally and a(O) \ 0, then (2.4) holds. 
3. ST.~TEMENTS AND COMMENTS 
Our key result is the following 
THEOREM 1. (i) Let the assumptions contained in Section 2 be satisfied. In 
addition suppose that there exist T -Z 0 and a function b E L1(T, co) such that if 
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then 
t,(w) > 0 a.e. w E R, (3.2) 
E, ELM. (3.3) 
and that there exist or: R+ - R and a set-valued mapping S(I) (S(t) C [t, co), for 
t E R+) such that 
‘,‘t a(t) = 0, lim ” + t+m J 
w 1 c^&)l dw = 0. 
St 
(3.4) 
Then, given any u,, E W, there exists u such that 
u EL~(O, T; WI n C([O, T]; H), Au EL~(O, T; W’), (3.5) 
u(t) - u. + f” a(t - T) (’ Au(s) ds d7 = ftf(7) dT, 0 < t < T. (3.6) 
JO Jo JO 
(ii) If, in addition to the hypothesis of(i), 
a E AC[O, T], 
then 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
ai EL~(O, T; H) n AC([O, T]; W’), 
ai’ EL~(O, T; W’), 
u’(t) + (a * Au)(t) = f(t), a.e. on (0, T), 
u”(t) + a(O) Au(t) + (a’ * Au)(t) = f’(t), a.e. 01z (0, T). 
Concerning the assumptions above we note first that the kernel is required 
to be locally positive near the origin in the sense of (3.1), (3.2). In addition 
a size-condition is imposed on the sine-transform of the extended positive 
kernel c(t). These conditions are rather mild and of a more technical nature. 
The key condition upon which the proof basically rests is however (3.4) above 
which roughly requires lim,,, w+~&(w) = 00. A condition of this type appears 
necessary if existence is to be obtained in the present setting, provided no 
further restrictions are imposed on the mapping A. To see the difficulties 
involved here recall that if near the origin u(t) E 1, a case excluded by Theo- 
rem 1, then (1.1) is formally equivalent to u”(t) + Au(t) =f’(t). 
It is shown in Section 7 that Theorem 1 extends earlier existence results on 
(1 .I) 14, Theorem l(i), (ii)]. In particular note that the monotonicity and growth 
conditions on the kernel imposed in [4] have been generalized to (2.4), (3.1)-(3.4). 
The key restriction on the size of the interval on which Theorem 1 provides 
a solution is the assumption (3.2). To proceed beyond the largest interval on 
505/27/3-7 
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which a(t) is positive in the sense of (3.1), (3.2) we use the following global 
result. 
THEOREM 2. Let, in addition to the hypothesis of Theorem l(i), 
t1 E Ll(R), (3.12) 
and assume that for any ,6 > 0 
Also suppose 
= 0. (3.13) 
(3.14) 
Then, given any u0 E W there exists u such that 
u EL&(R+; W) n C(R+; H), Au E L;“,,(R+; W’), 
u’ E L&(R+; Z-I), u” E L&JR+; W’), 
u’(t) + (u * Au)(t) =f(t), a.e. on Rf, u(O) = uo f  
u”(t) + a(0) Au(t) + (a’ Y Au)(t) = f’(t), a.e. on R*. 
Observe that assumption (3.13) is a slight strengthening of (3.4) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
Condi- 
tion (3.14) improves upon the corresponding assumption in [4, Theorem l(iii)] 
where a’ E LAC(R+) was assumed. Note that we do make use of (3.14) even to 
obtain (3.15) and to draw the conclusion that u, .4u satisfy the integrated 
equation in (3.6) on R+. 
4. PROOF OF THEOREM 1 
We begin by formulating two auxiliary results, namely Lemmas 1 and 2. 
These lemmas concern solutions of the regularized equation (4.3); Lemma 1 
providing existence and Lemma 2 providing appropriate bounds on the solu- 
tions. Note that the hypothesis of Lemma 1 is significantly weaker than that 
of Lemma 2. 
LEMMA 1. Let the assumptions of Section 2 be satisfied, except for (2.3), (2.4). 
In addition suppose that f  E L&JR+; H). Then for any E > 0 and any u0 E W 
there exists u, satisfying 
u, E LAC(R+; H) n L&(R+; W), 
ue’, Au, E L&(R+; H), u,(O) = uo 7 
UC’(t) + ,AUs(t) + (a * Au,)(t) = f(t), a.e. on Rf. 
(4.1) 
(4.2) 
(4.3) 
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The proof of Lemma 1 follows with minor modifications that of Lemma 1 
in [4]. 
LEMMA 2. Let the assumptions of Section 2 be satisfied and take any I.+, E W. 
For each e :, 0 let u, satisfy (4.1)-(4.3). Then, JOY any T > 0, 
sup j J’ AUJT) dT lLn(O T.H) < co, t->o 0 * ~ 
(4.4) 
sup IQ& 7 a * J4uJ, ILY~.T) < a, (4.5) 
r>o 
SUP I 11, ILT0,T;H) < a, 
f>O 
(4.6) 
(4.7) 
(4.8) 
The proof of Lemma 2 is given in Section 6. 
From (2.1), (4.6) (4.8) it follows that there exist u EL&(R+; W), u(O) = u. , 
such that for some {en}, 
u,(t) - w weak-star in L&(R+; W), (4.9) 
K,(t) - 6) strongly in H, tER+. (4.10) 
Pick any such u(t), (en}. Then integrate (4.3) obtaining 
u,(t) - u. -I- E 
.r 
*AU,(T) dT f- [” a(t - T) s,’ Au,(s) ds dT = I$) dT. (4.11) 
0 ‘0 
Making obvious estimates in (4.11) which use (2.2) (4.4), (4.7) one easily shows 
that u E C(R+; H) and that 
u,,(t) - 44 uniformly on compact sets of R+. (4.12) 
Recall that A maps bounded sets of W into bounded sets of w’. Hence 
there exists g E L&(R+; IV’) such that 
AU,,, - g weak-star in L&(R+; W’). (4.13) 
Take any such g. We next show that g = Au and that u, Au satisfy the given 
equation on (0, T). The key steps in accomplishing this are contained in 
Lemmas 3 and 4. These lemmas as well as Lemma 5 and the proof of Theorem 2 
apply Fourier transform techniques and therefore use the complexification H, 
of H. 
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LEMMA 3. Let the assumptions oflemma 2 hold. in addition suppose that there 
exist T > 0 and a function b EL~( T, co) such that if c(t) is dejined as in (3. I) then 
cnl(W) -3 0, UER. (4.14) 
Take any such c(t), let {A,}, {pn} be any subsequences of {Ed) and define ,T.,~ , G, by 
g, ~~ Aq --- Aup,, G,L -= j ‘t g,(T) (17, 0 :..: t l’, 0 (4.15) 
Then 
g, = G, r-z 0, t :-- 7‘. 
$ jR (&J) &(w), &(w)>c dw : 0. (4.16) 
Proqf. By (4.4), (4.15) 
SUP I G, IL~~R;H) < ~0, i+2 [I, 001. (4.17) 
n 
Take E = A, , pn in (4.11) and subtract the resulting equations. This gives 
~~~(9 - UJt> + A, jot &JQ-> dT - pn L’ &,(4 dT + (a * G,)(t) = 0, 
t 2 0. (4.18) 
Note that from (4.4), (4.12), (4.18) and as A,, pn j. 0 it follows that 
lim,,, 1 a * G, ILm(,,T;H) = 0, which by (4.15), (4.17) and the definition of c 
implies 
;z jR (G&h jR c(t - T) G,(T) d$ dt = 0. (4.19) 
Condition (2.2) and the fact that G, sL2(R; H) allow us to conclude from (4.19) 
that 
(4.20) 
Define I,, s, by 
r - AU,, , n- s, = Au,,* , O<t<P, tTn = s, = 0, t > T. (4.21) 
Thus Y, , s, EJV(R; H) and g, = r, - s, . Recalling (4.5), (4.14) one hence has 
SUP j 4(w) lL%~)l&~ du < 2 SUP j G(w)[l Gb>l;, + I S”&J,I~J dw < 00. 
n R n R 
(4.22) 
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But by (4.14) we can estimate the integral in (4.16) as 
and so, applying (4.20) (4.22) to (4.23) one arrives at (4.16). Lemma 3 is proved. 
LEMMA 4. Let the assumptions of Theorem l(i) be satisfied and let g, , G, be 
as in (4.15). Then 
2-2 jR <4(w) ~n(4 Mw)>~ dw = 0. (4.24) 
Proof. By (3.2) (4.20) one has, without loss of generality, 
lim G,(W) = 0, for a.e. CIJER. 
n-as 
(4.25) 
Define h, , H,, by 
h, = g, - T-lj=g,J~) dT7, o<t<T; h, = 0, t > T, 
0 
H, = j” h,(T) d7, 
(4.26) 
t E R. 
0 
Thus 
h, gL2(R; H), H, E Li(R; H), i E [I, 031, (4.27) 
fin(w) = -[&l-l !z,(uJ), w # 0. (4.28) 
Also note that by (4.4), (4.15) (4.26), 
I AL(w) - kz(+f, < ru - I w !I-‘, w E R, (4.29) 
I a4 - fi&)IH, < Y[l + I w II-l, w E R, (4.30) 
for some y  independent of n. From (4.14), (4.22) (4.28), (4.29) and as 
one has 
‘CIEL”(R) (4.31) 
sup 1 &,(w) 1 I?,(w)~;, dw = sup 1 E,(w) / &(c& dw < 00. (4.32) 
n 'R n 'R 
The integral I, in (4.24) can by (4.28) be written 
I, = 
i 
(E,& , (& - h,) -- iw(&, - c;,) - iw&,>, do. (4.33) 
R 
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We consider the different parts of (4.33) separately. For the first part we obtain 
by (4.29) 
+ / w I] ’ dw. (4.34) 
From (4.17) one concludes that 
sup I G7z IL”(R:H,.) --: a, iE [2. co], (4.35) 
12 
and so it follows from (3.3), (4.25), (4.34) and the dominated convergence 
theorem that 
!i& jR (&en , g, - h,i, dw = 0. (4.36) 
Concerning the second part we note that 
@,G’, , iw(fin - G,J)c dw = 0 (4.37) 
follows after at first using (4.30) and then (3.3), (4.25), (4.31), (4.35), and the 
dominated convergence theorem. 
It thus remains to estimate the last part of (4.33). Clearly 
Rut (4.25), (4.31), (4.35) and the dominated convergence theorem take care of 
the first integral on the right side of (4.38). Then note that from (4.30) 
and so, as by (3.3) the last integral in (4.39) can be made arbitrarily small by 
taking T sufficiently large, the estimation of the middle term in (4.39) is enough. 
From (3.4) it follows, for any 6 > 0, if T is chosen large enough, that 
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after also using (4.14), (4.32) and the fact that p = def sup j gn jLJJ(R;H,) < 00. 
Hence, from (4.38)-(4.40) n 
;i 1 (Gl, iwG,>, d0~ = 0. (4.41) 
R 
Collecting (4.36), (4.37), (4.41) an d using them in (4.33) gives (4.24). Lemma 4 
is proved. 
We next assert that under the assumptions of Lemma 4 one has 
a.e. on [0, T]. To demonstrate this assertion we note at 
(4.16), (4.24) 
lim (g, , a * Gn)T = 0. ?I-+% 
rz 0, (4.42) 
first that by (4.15), 
(4.43) 
Then observe that an integration by parts and use of (4.4) (4.7) and of the fact 
that A, 4 0 give 
Finally, form the scalar product in L”(0, T, H) of (4.18) and g, , and use 
(4.43) (4.44). This results in 
where we have also used (u, V) = (u, v)W,W for u E H, ZI E W. But invoking 
the monotonicity of A one realizes that (4.45) implies (4.42). 
By (4.9), (4.13) (4.42), and after using a well known property of maximal 
monotone mappings, see e.g. [l, Lemma 1.3, p. 421, one has g(t) = Au(t) a.e. 
on (0, T) and thus 
AU&) - Au(t) weak-star in L”(0, T; W’). (4.46) 
From (4.4), (4.46) follows, for 0 < t < T, 
s 
t AU,,(T) dT - It AU(T) dT weakly in H, 
0 0 
and therefore, recalling in addition (2.2) 
(4.47) 
St a(t - T) ST AuE(s) ds dT - St a(t - T) s’ -4u(s) ds d7, (4.48) 
0 0 0 0 
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weakly in H, 0 < t ,( T. By (4.4) alone, 
E, ~ot AU,“(S) ds ---f 0i strongly in W. (4.49) 
But using (4.9), (4.12), (4.48), (4.49) in (4.11) shows that (3.5), (3.6) hold and 
so the proof of (i) is complete. 
To obtain (ii) we begin by proving 
LEMMA 5. Let the hypothesis of (ii) hold and let {h,] be as in Lemma 3. Then 
sup I uin lP(o,r:H) < 02. (4.50) 
N 
Proof. Form the scalar product of (4.3) (where E = A,) and ui,, in L2(0, T; H), 
estimate and use (4.8). This gives 
4 -= 4, , t E [O, Tl, d, =: 0, t :-- T, (4.52) 
let a = 0, t > T, and take Y, as in (4.21). Then, for some finite KI , K, inde- 
pendent of n, 
SUP l(4n1 a *Au& I 
n 
= sup 
II 
+& ) “‘\ 
urn/, dw 
R R 
(4.53) 
< & !  wci hR) sup 1 Li, hR;H,l ‘; K2 sup I & iL2(R,H,) , 
n 12 
where the second inequality follows by relations analogous to (4.26)-(4.30), 
(4.35) (replace g, by Y, in the definitions of h, , H, etc.) and where the last 
inequality in a consequence of (3.7). But employing (4.53) in (4.51) results in 
(4.50) and so the proof is complete. 
By (4.12), (4.50) and by the fact that each uATL is absolutely continuous in H 
on [0, T] we have that u is absolutely continuous and that 
u;,, - 24, weakly in L2(0, T; H). (4.54) 
From (2.2), (4.46) 
a * Au,,?, -a*Au weak-star in L”(0, T; IV’). (4.55) 
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By (2.3), (4.3) (4.7), (4.54), (4.55) 
(a * Au) EP(0, T; N), 
u’(t) -I- (u * Au)(t) =.f(t), a.e. on (0, T), 
and so we have obtained the first part of (3.8) and (3.10). To prove the remaining 
assertions we note that by (3.7), (3.10) 
u’(t) f 
! 
l,t [a(O) ah(~) + (a’ 4 AU)(T)] d7 = f(t). (4.56) 
But as Au gLm(O, T; w’) one has that the integrand in (4.56) EL=(O, T; w’). 
Hence, recalling also (2.3), one arrives at the second part of (3.8), and at (3.9), 
(3.11). 
The proof of Theorem 1 is now complete. 
5. PROOF OF THEOREM 2 
We assert first that if in addition to the assumptions of Theorem l(i) one also 
assumes (3.12), (3.13), then 
where G, is defined as in (4.15). 
To realize that (5.1) holds one begins by noticing that from (4.25), (4.35) 
with i = 00, and the dominated convergence theorem follows 
lim 
.c 
-I 
n-x -T 
1 e,, $,, dw == 0, (5.2) 
for arbitrary T and so it suffices to consider j’; 1 G;, I;, dw. But by (4.14), (4.30), 
(4.32) one has, for some finite K, 
sup jm w2t1(w) 1 ~&J)~~, dw :.; K + y2 jR E,(w) dw < co, (5.3) n T 
where the last inequality follows by (3.12). The relations (3.13) (5.3) and (4.35) 
with i = co do however permit us to conclude that 
and so (5.1) holds. 
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Next rewrite (4.3) on T < t :< 2T as follows: 
v,ys) + OVA + (U * AVJ(S) == f(s t T) - lo’ a(s $- T - 7) AU,(~) (1~~ (5.4) 
where s = t - T, z.,(s) = u,(t). Then note that T in Lemma 2 is arbitrary and 
also that (4.9)-(4.13) are global results. Integrating (5.4) and then taking 
E = A, > pn and subtracting the resulting equations yield 
(5.5) 
where F, = ]f [Av, (y) - Au,~(~)] dy, 0 < s < T; F,, = 0, s > T; and g, as 
in (4.15). An integrltion by parts in the integrand on the right side of (5.5) 
which makes use of (3.14) and (5.1) results in the conclusion that the right side 
of (5.5) converges to zero uniformly on 0 < s < T. As also by (4.4), (4.12) the 
first six terms on the left side of (5.5) tend to zero uniformly on [0, T] one has 
that lim sup l(a *F,)(s)l, = 0 which in turn leads to 
n+m agag 
j&h l 
R 
(F,(t), j 
R 
c(t - T)F,(T) d$ dt = 0. (5.6) 
Relation (5.6) corresponds to (4.19) in the proof of Theorem 1. 
Define f,(y) by fn = Av,, ~. Avon , 0 < y  < T, fa = 0, y  ,2 T. Then, 
with (5.6) proved one may proceed as in the proofs of Lemmas 3 and 4 to obtain 
which here plays the role of (4.16) and (4.24) combined. Forming the scalar 
product of fn and (5.5) in La(0, T; H) gives 
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From (4.4), (4.12) it follows that the first term on the right side of (5.8) tends 
to zero when n ---f 00. By (4.4), (4.7) the terms involving multiplication by h, , 
pn disappear, and by (5.7), (fn , a * F,JT -+ 0. Performing an integration by 
parts in the last term of (5.8) and using (3.14), (4.4) and (5.1) give, after some 
computations, that this term converges to zero with increasing n. Thus, by 
(5.8), the monotonicity of A, and as (u, c,’ == (u, ‘u)~‘~, for II E H, z, E W, one 
arrives at 
~~ G‘$$) - ‘%,,(s), VA&) - ~,,~w>ww = 0, (5.9) 
ax. on (0, T). The ensuing arguments now closely follow the corresponding 
ones of the proof of Theorem 1 (those beginning with (4.46)) and need not be 
repeated. In the end we are left with functions u, Au, defined on [0, 2T] and 
satisfying (3.15)-(3.18) on this interval. As we can now also deduce that 
we may proceed by induction to obtain Theorem 2. 
6. PROOF OF LEMMA 2 
Take any T > 0, form the scalar product of Au, and (4.3) in L2(0, t; H), 
0 < t < T, and integrate by parts on the right side. This gives 
4(W) - #(uo) -t E I Au, lho.t,~) + (4 , a * Au,& 
= (jt AU<(S) &.f(+ - ( jT Au,(s) &/W)t . (6.1) 0 0 
Integrating (4.3) and making obvious estimates which use (2.2), (2.3) one obtains 
I 4)lf-l < Kl + K, sup 1 j’ Au,(s) ds IH, 0 - t 5; T, 
o&St 0 
(6.2) 
where K1 , K2 are independent of E. As # is bounded below by an affine function 
it follows from (6.2) that 
1Cl(u&)) > -KS - K4 sup !jT&(s)dsiH, 0 <t < T. 
osrst 0 (6.3) 
Using (6.3) to estimate #(u<(t)) in (6.1) and (2.3) to estimate the right side of 
(6.1) one gets, after some rearrangement, 
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for 0 < t < T and some constants Ks , K, independent of E. But from (2.4) 
(where we take u = Au,) and (6.4) the validity of (4.4), (4.5) follows. Substituting 
(4.4) into (6.2) gives (4.6). From (4.4), (4.5), (6.4) one has (4.7). Using finally 
(2.3) (4.4), (4.5) (4.7) in (6.1) one arrives at (4.8) and so Lemma 2 is proved. 
7. CONNECTION TO EARLIER WORK 
In Section 3 we pointed out that an earlier result 14, Theorem I] follows as 
a special case of the present work. This remark is a consequence of the following 
proposition and of the observation made after the proof below. 
PROPOSITION 1. Suppose that for some p > 0 
a E c-(0, T] n C[O, T], (7.1) 
(-I)& d’<)(t) > 0; /i = 0, 1, 2; o<t<l:, (7.2) 
(7.3) 
Then there exists T > 0 and a function b E L1( T, co), such that if c(t) is defined as 
in (3.1) then 
fl(W) > 0, w E R, (7.4) 
t2 E L2(R), (7.5) 
and 
c*z(w)I G 4U4(w>l, w E [t, a>, (7.6) 
for some function u(t) satisfying 
f’z a(t) = 0. (7.7) 
Proof. Take any T satisfying 0 < T < T, a’(T) < 0, and define b(t) by 
clef 
b(t) 7: u(T) -j- [t - 7’1 a’(T), II’ -CC t -‘C T $- U(T) / d(T)ip’ T, 
(7.8) 
b(t) = 0, T, -.i I_ cc, 
and let c be as in (3.1). It follows from wellknown facts on convex kernels that 
(7.1)-(7.3), (7.8) imply (7.4). Also note that the absolute continuity of c and 
the Riemann-Lebesgue lemma give (7.5). 
To see that (7.6), (7.7) are satisfied we proceed as in [3, p. 4461. Let t, , 
0 < t, < n-l, 71 = 1, 2 ,..., be such that 
n”(t,) = inf a”(7). (7.9) 
O<,T<llC’ 
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By (7. I)-(7.3) such points exist and satisfy 
‘,j+b tlad(tn) = co. (7.10) 
Define a, bv 
a,(t) = -a”(t,)[t - t J - a’@,), 0 < t :< t, ) 
(7.11) 
a,(t) = -c’(t), t, .< t < ‘n. 
Some computations which use (7.1), (7.2), (7.8) (7.11) then give the first 
inequality in (7.12). The second inequality makes use of (7.2) (7.11). The 
equalities in (7.12) are obvious. 
w&J) = - lorn sin(wt) c’(t) dt > jm sin(wt) all(t) dt 
0 
= w-1 [an(O) + a’(T) cos(wT,) + joT1 cos(wt) an’(t) dt] (7.12) 
> u-1 [tnun(t,) + jo” cos(wt) a,‘(t) dt]. 
But by the Riemann-Lebesgue lemma and as a”(t,) > 0 one has for any n the 
existence of W, ; W, -+ co when n -+ co, such that 
Tl 
cos(wt) an’(t) dt .< 2-Qz”(t,), w > w, . (7.13) 
By (7.12), (7.13), 
w-‘[2-Qz”(t,)] < ail(w); w 3 WI1 . (7.14) 
Also, for some y  > 0, 
I E,(w)1 < Y[l + I OJ II-‘. (7.15) 
Now define 
(L(t) = [2-ltna”(tn)]-“2, % G t < %+I, n = I, 2,... . (7.16) 
Then, by (7.101, (7.14)-(7.16) one has (7.6), (7.7), which completes the proof. 
Finally observe that if u(t) satisfies (7.1)-(7.3) for some 7 > 0 then (2.4) is 
satisfied for T < 7. This question is thoroughly elaborated upon in [2]. 
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