We use nonstandard analysis to study the problem of expressing a Gaussian integral in terms of the limiting behavior of a sequence of spherical integrals. Peterson and Sengupta proved that if a Gaussian measure µ has full support on a finite-dimensional Euclidean space, then the expected value of a bounded measurable function on that domain can be expressed as a limit of integrals over spheres S n−1 ( √ n) intersected with certain affine subspaces of R n . This allows one to realize the Gaussian Radon transform of such functions as a limit of spherical integrals. Using nonstandard analysis, we study such limits in terms of Loeb integrals over a single hyperfinite dimensional sphere. This nonstandard geometric approach generalizes the known limiting result for bounded continuous functions to the case when the Gaussian measure is not necessarily fully supported. We also present an asymptotic linear algebra result needed in the above proof.
Introduction
The study of the connection between high-dimensional surface area measures on spheres and Gaussian measures, in essence, dates back to the works on the kinetic theory of gas by Boltzmann [3] and Maxwell [10] . In [1] , an account of this history was provided. One of the main results in [1] showed that the standard Gaussian measure can be thought of as a limiting marginal of uniform surface measures on certain high-dimensional spheres in a strong sense. A key idea in this work was to express the limiting behavior of spherical integrals through certain Loeb integrals over spheres of hyperfinite dimension.
More precisely, with µ denoting the standard Gaussian measure on R k (where k ∈ N) and S n−1 ( √ n) denoting the sphere in R n with its normalized surface area measureσ n , it was shown in [1, Theorem 5.5 ] that
This idea of using a nonstandard measure space as a limiting object of a sequence of measure spaces is applicable to many situations in which we are studying asymptotics of marginals along a given direction while the ambient spaces are changing. Sengupta [14] and Peterson-Sengupta [11] studied the Gaussian Radon transform of finite dimensional functions as a limit of spherical integrals over certain spheres of increasing dimension, which is an appropriate setting to work with nonstandard analysis in. This is the main theme of this paper. We refer the reader to [6] and [7] for earlier standard approaches in this context.
In [14] , Sengupta fixed a hyperplane H in ℓ 2 (R) and analyzed the limit of integrals over S n−1 ( √ n) intersected with an appropriate "truncation" of H to the n th dimension. More precisely, let H is the set of all square summable real sequences orthogonal to a unit vector u ∈ ℓ 2 (R). The integral of a function f : ℓ 2 (R) → R with respect to the infinite dimensional Gaussian measure with mean 0 = (0, 0, . . .) and covariance operator the projection P H onto H (thus this Gaussian measure has H as its support) is the Gaussian Radon transform of f evaluated at the hyperplane H. In general, one could work with a codimension 1 affine subspace A := pu + H, and integrate f : ℓ 2 (R) → R with respect the Gaussian measure with mean pu and covariance P H to evaluate the Gaussian Radon transform at A. For a bounded finite dimensional function f : R k → R (identifying it as a function on ℓ 2 (R) by composing it from the right with the projection to the first k coordinates), Sengupta showed in [14] that the Gaussian Radon transform evaluated at any codimension 1 affine subspace can be thought of as a limit of spherical integrals of f over the intersection of the spheres S n−1 ( √ n) with an appropriate finite dimensional approximation (in R n ⊆ ℓ 2 (R)) to A.
To state the key results in this context, we first need to set up some notation and definitions. Note that the following notation and definitions will be used for the rest of the paper.
1.1. Notation and definitions. Let R N be the vector space of sequences of real numbers, spanned by the standard basis of vectors e 1 = (1, 0, 0, . . .), e 2 = (0, 1, 0, . . .), etc. As usual, ℓ 2 (R) will denote the subspace of R N consisting of all square summable real sequences.
For a vector x = (x 1 , x 2 , . . .) ∈ R N and n ∈ N, we define the n th truncation/projection by x (n) := (x 1 , . . . , x n ).
If x := (x 1 , . . . , x m ) ∈ R m for some m ∈ N, then we will use the same symbol x to denote (x 1 , . . . , x m , 0, . . . , 0) ∈ R n for any n ∈ N >m , as well as to denote (x 1 , . . . , x m , 0, 0, . . .) ∈ ℓ 2 (R), the ambient space being clear from context in each case.
For k ∈ N, we use π (k) to denote the projection from R N (or from some fixed R n for n ∈ N ≥k when the dimension n is clear from context) onto the first k coordinates. Similarly, we use π k to denote the projection onto the k th coordinate. Thus , π (k) (x 1 , x 2 , . . .) = (x 1 , . . . , x k ) and π k (x 1 , x 2 , . . .) = x k . A n ( p) S n−1 ( √ n) S An( p) Figure 1 . Intersecting S n−1 ( √ n) by the affine plane A n Let u (1) , . . . , u (γ) be mutually orthonormal vectors in ℓ 2 (R). For real numbers p 1 , . . . , p γ (with p := (p 1 , p 2 , . . . , p γ ) ∈ R γ ), and n ∈ N, define (see also Figure 1 ): A( p) = A := {x ∈ ℓ 2 (R) : x, u (i) = p i for all i ∈ {1, . . . , γ}}, H n := {x ∈ R n : x, (u (i) ) (n) = 0 for all i ∈ {1, . . . , γ}}, A n ( p) = A n := {x ∈ R n : x, (u (i) ) (n) = p i for all i ∈ {1, . . . , γ}}, S An( p) = S An := S n−1 ( √ n) ∩ A n ( p), and S Hn := S n−1 ( √ n) ∩ H n .
We also denote S Hn by S n,u (1) ,...,u (γ) when it is important to emphasize which vectors in ℓ 2 (R) we are working with. When the sphere is clear from context, we will useσ to denote its uniform surface area measure.
For a topological space Ω, we denote its Borel σ-algebra by B(Ω). Let S 0 be the set of all spheres centered at the origin of a real Euclidean space (in any dimension n ∈ N snd of any radius r ∈ R >0 ). For each S ∈ S 0 , we have an orthogonal transformation preserving map called the surface area σ S : B(S) → R, which satisfies the following:
• For any d ∈ N and any a ∈ R >0 , we have σ S d (a) (S d (a)) = c d · a d , where
• For any S ∈ S and any A ∈ B(S), we haveσ S (A) = σ S (A) σ S (S) .
See [9, Chapter 3] for more details on sphercial surface measures. Viewing other spheres as translations of spheres in S 0 , the concept of surface area measure canonically extends to all spheres. By transfer, we have the notion of * -surface area in the nonstandard universe. Taking standard parts of the uniform * -surface areaσ S leads to the construction of the uniform Loeb surface measure Lσ S on a sphere S in the nonstandard universe. When the sphere is clear from context, we will drop the subscript, and only useσ and Lσ to denote these measures.
Fix k ∈ N and let B k (a) denote the open ball of radius a in R k . For a set B ∈ B(R k ) and any n ∈ N ≥k , if S is a (possibly lower dimensional) sphere in R n , we defineσ S (B) to be the value ofσ S ({x ∈ S :
Similarly, a function f : R k → R is canonically extended to R n by using "f (x, y)" to denote f (x) for all x ∈ R k and y ∈ R n−k .
For an element x in a Hilbert space, P x will denote the projection along the subspace spanned by x. Fix k ∈ N. Thus, if e 1 , e 2 , . . . is the standard basic of R N (i.e., e i is 1 at the i th coordinate and zero otherwise), then P ei is just the projection π i from before. Letη = p 1 (u (1) (1) ,...,u (γ) be the Gaussian measure on R k with meanη and covariance given by
where I k denotes the (k × k) identity matrix. When the dimension k is clear from context, then we drop the superscript in µ (k) η,u (1) ,...,u (γ) . Also, when the u (i) and p i are clear from context, we denote µη ,u (1) ,...,u (γ) by just µ. If the p i are all zero, then we denote the corresponding measure by µ 0 .
1.2.
Description of key results. Sengupta [14] studied the case when γ = 1 (say u (1) = u and p 1 = p) and showed that in many situations (to be made precise below in Theorem 1.1), the limit of integrals over S An of a bounded measurable function on R k equals its expected value with respect to the Gaussian measure with mean pu (k) and covariance I k − u (k) 2 P u (k) . This is a generalization of the earlier results on limiting spherical integrals as we are not integrating over the full sphere S n−1 ( √ n), but rather on lower-dimensional slices of this sphere. Using the properties of marginals of Gaussian measures, the integral of f : R k → R with respect to the above Gaussian measure can be thought of as the integral of f over R ∞ with respect to the infinite dimensional Gaussian measure supported on A with mean pu and covariance operator I − P u . In this sense, one can think of this integral as the Gaussian Radon transform of the affine subspace A evaluated at the finite-dimensional function f : R k → R. Thus [14] provides a way of studying Gaussian Radon transforms of codimension-1 affine subspaces of ℓ 2 (R) as limits of certain spherical integrals, as long as the transform is evaluated at a finitedimensional function. Peterson 
Like in [1] , using nonstandard analysis enables us to view the limit of spherical integrals as another "spherical integral" (in hyperfinite dimensions). We will use this idea to generalize Theorem 1.1 for bounded continuous functions in the case when µη ,u (1) ,...,u (γ) does not necessarily have full support on R k . Our proof is done in several steps of increasing complexity:
(i) We first prove Theorem 1.1 in the case when the coordinates of the vectors u (1) , . . . , u (γ) are zero after a finite index, and the p i are zero(this is done in the next section: see Lemma 2.4 and Proposition 2.5). (ii) Still working in the case when the p i are zero (we would call this the case of great circles), we use overflow to obtain an approximation result for Loeb integrals over hyperfinite dimensional spheres intersected with an internal affine subspace defined by a hyperfinite truncation of the u (i) . We then use some continuity properties of our integrals to obtain the limiting result for bounded uniformly continuous functions in the case of great circles. This project is carried out in Section 3. (iii) We use transfer of the scaling and translation properties of spherical surface measures to generalize the limiting result to the case of non-great circles (i.e., when the p i are not necessarily zero). See Theorem 4.1 for this. (iv) Using Theorem 4.1, it follows that almost all points of S AN (where N is hyperfinite) have finite coordinates along any given direction (this is Theorem 4.2). Using the finiteness of the coordinates and properties of S-integrable functions, we are able to finally generalize the limiting result to work for all bounded continuous functions (see Theorem 4.3). We have tried to keep the nonstandard analysis prerequisites at a minimum. Only a basic familiarity with nonstandard extensions and Loeb measures is needed. While the background provided in Section 2 of [1] is sufficient, the interested reader is encouraged to consult books such as [5] , [2] , [4] , and [12] for further details. Besides nonstandard analysis, we have used basic facts about Gaussian measures that are at the level of a typical graduate course on Probability Theory. We also use a fact from asymptotic linear algebra whose proof is included in Appendix A (see Lemma A.1).
Integrating bounded functions on certain great circles
In this section, we prove Theorem 1.1 in the special case when the following hold:
(i) The function f : R k → R is bounded measurable.
(ii) All the p i are zero (thusη is the zero vector in R k in this case).
(iii) The vectors u (i) ∈ ℓ 2 (R) are finite-dimensional in the sense that the sequences representing them over the standard orthonormal basis of ℓ 2 (R) are all eventually zero (say they are all zero after the m th coordinate, where m ∈ N). We will make use of Sengupta's disintegration formula from [14] , which we quote below. 
for any a ∈ R >0 , where a x = a 2 − ||x|| 2 .
We begin with a lemma that shows that the Gaussian measures appearing in the paper actually exist (i.e., the matrices that we claim to be covariance matrices are actually positive semi-definite). Henceforth, we will always implicitly use this lemma when introducing a Gaussian measure.
which completes the proof.
Definition 2.3. The Gaussian measure on R k with the above covariance and mean ρ ∈ R k will be denoted by µ ρ;v (1) ,...,v (γ) . In general, for a positive-semidefinite (k × k)-matrix L, we will also use µ ρ,L to denote the Gaussian measure on R k with mean ρ and covariance L.
We now study the simplest case when the u (i) are all in R k , the domain of f (i.e., the case when m = k in (iii)). Lemma 2.4. Fix a bounded measurable function f : R k → R. Fix mutually orthogonal unit vectors u (1) , . . . , u (γ) in R k (hence, γ ≤ k necessarily). Then:
Proof. Without loss of generality, let γ < k (if γ = k, then u (1) , . . . , u (γ) span R k , and hence the above equality is trivial with both sides being identical to 0). Let
Note that the map T :
is a measure isomorphism (i.e., T is a bijection, such that both T and T −1 are measure preserving). It thus follows that for any bounded measurable f :
Using Theorem 2.1 on the right side in the second equality below, we then get
where y = (y 1 , . . . , y k−γ ). Thus,
where a n,k =
Note that lim n→∞ a n,k = 1 = lim n→∞ a n,k . Since f is bounded, therefore for large values of n, the integrand in (2.2) is bounded by ||f || ∞ · e − ||y|| 2 4 in absolute value, the latter being integrable on R k−γ . Hence, by dominated convergence theorem, it follows that:
whereỹ = (y 1 , . . . , y k ). The last line follows from Fubini's theorem using the fact that the integral over the last γ coordinates is (2π)
We now strengthen the above lemma to the case when the vectors u (1) , . . . u (γ) are vectors in l 2 (R) that are eventually zero (but not necessarily zero after the k th coordinate). We thus have the following
(2.5)
Proof. In the case when m ≤ k, this follows from Lemma 2.4. Now suppose m > k. By Lemma 2.4, the limit on the left side of (2.5) is equal tô
where µ ′ is the Gaussian measure on R m with mean 0 and covariance
The proof is now completed by the following lemma.
Let µ 0;u (1) ,...,u (γ) be the Gaussian measure on R k with mean 0 ∈ R k and covariance as in (1.2) . For any bounded measurable function f : R k → R, we have:
Proof. The collection of functions satisfying (2.6) is closed under taking R-linear combinations and uniform limits. Hence, it is enough to show that indicator functions of Borel subsets of R k satisfy (2.6).
P u (i) . Note that for any i ∈ {1, . . . , γ} and j ∈ {1, . . . , k}, we have
Note that in the second line above, we used the fact that for any i ∈ {1, . . . γ} and j ∈ {1, . . . , k}, we have
Thus the operator represented by Σ (k,k) is
A hyperfinite approximation and integrating on any great circle
In this section we prove Theorem 1.1 in the case when the function f : R k → R is continuous with compact support (we will henceforth write f ∈ C c (R k )), while the p i are still zero (i.e., S AN is a great circle on S N −1 ( √ N )). The main ideas are the following:
(i) Show that the * -integral of * f does not change much when S N −1 ( √ N ) is intersected by two different internal hyperplanes that are infinitesimally close enough to each other. (ii) With help from (i) and continuity properties of the Gaussian integral (with varying covariance), prove some continuity results that show that the integrals in Theorem 1.1 do not change much when we work with two different hyperfinite truncations of the u (i) . (iii) Use overflow together with the results of Section 2 to get an approximation result when the vectors u (i) are zero after a small but hyperfinite index M . Then, use (ii) to complete the proof. These three ideas will be pursued in the next three subsections respectively.
3.1. Infinitesimal rotations do not change the * -integral too much.
almost all points of S N −1 (R) have finite coordinates in any given direction, i.e.,
As a consequence, for any v (1) , . . . , v (γ) ∈ * R N , almost all points on the sphere
Proof. The first half of the proposition was proved in [1, Corollary 4.3] for the case R = √ N (i.e. for the sphere S N −1 ( √ N )). The result for S N −1 (R) in general then follows from the (transfer of) scaling property of uniform surface area measures.
Now, let
Consider an arbitrary (internal) unit vector w ∈ * R N . We want to show that almost all points on S ′ have finite coordinates along w, i.e., x, w ∈ * R fin for Lσ S ′almost all x ∈ S ′ . Let w ′ and w ′′ be the orthogonal projections of w onto L and its orthogonal complement L ⊥ (in * R N ) respectively. Since S ′ ⊆ L ⊥ , we have:
If w ′′ = 0, then clearly all points of S have the coordinate 0 along w. If w ′′ is not zero, then let
The map φ restricted to S ′ is a measure isomorphism onto S N −1−c (R). The first half of the proposition (applied to S N −1−c (R)) now completes the proof.
In the following, we use the concept of Separation Property (SP) defined in Appendix B; see (B.2). Roughly speaking, a set of vectors satisfy SP if they are linearly independent in a non-infinitesimal way (this is made precise in Appendix B). The hypothesis of Theorem 3.2 is the same as that of Theorem B.2 (with * R N as the ambient internal vector space). By an infinitesimal vector in * R N (where N ∈ * N), we mean an element x ∈ * R N such that ||x|| ≈ 0.
be such that the following conditions hold:
Then for any bounded and uniformly continuous f : R k → R, we have:.
Proof. Note that the hypotheses on the collections {v (1) , . . . , v (γ) } and {v ′(1) , . . . , v ′(γ) } are the same as in Theorem B.2. Thus, using Theorem B.2, we obtain orthonormal sets of vectors {w (1) , . . . , w (γ) } and {z (1),...,z (γ) } such that the following hold:
(1) For any i ∈ {1, . . . , γ}, we have
Define
Thus,
For brevity, we call these sets S (1) and S (2) respectively. The idea in the rest of the proof is to show that S (1) and S (2) are spheres of the same topologial dimension that are infinitesimally apart (to be made precise below) so that there is at most an infinitesimal difference between integrals of finite dimensional bounded uniformly continuous functions. See also Figure 2 .
Note that dim(
Thus, we have constructed orthonormal sets {w (1) , . . . w (N −γ) } and {z (1) , . . . z (N −γ) } such that w (i) − z (i) ≈ 0 for all i ∈ {1, . . . , N −γ}. Now extend {w (1) , . . . w (N −γ) } to an orthonormal basis {w (1) , . . . , w (N −γ) , . . . , w (N ) } of * R N , and inductively define for i ∈ {1, . . . , γ − 1}:
It is straightforward to verify that {z (1) , . . . , z (N ) } is also an orthonormal basis of * R N (one can manually check that the orthonormality follows by construction Figure 2 . S (1) and S (2) are separated infinitesimally and then use transfer of the standard fact about Euclidean spaces that says that all orthonormal sets containing as many elements as the dimension span the space).
Define a * R-linear map R : * R N → * R N by R(w (i) ) = z (i) for all i ∈ {1, . . . , N }. Since R takes an orthonormal basis to an orthonormal basis, R is an orthogonal map, i.e., R ∈ O N . Also, R(S (1) ) = S (2) . By transfer, it follows that for any A ∈ * B(S (1) ), we haveσ S (2) (R(A)) =σ S (1) (A). Hence, it follows that
By a change of variables argument, it follows that for any bounded measurable function g : R k → R, S (2) st( * g(x))dLσ(x) =ˆS (1) st( * g(R(x)))dLσ(x).
Thus it suffices to prove that S (1) st( * f (x))dLσ(x) =ˆS (1) st( * f (R(x)))dLσ(x) Proof of Claim.
for all i ∈ {γ + 1, . . . , N − γ}, the fact that R(w (i) ) = z (i) for all i and that
x, w (i) = 0 for all i ∈ {1, . . . , γ} imply that
By Proposition 3.1, it follows that for each i > γ, almost surely x, w (i) ∈ * R fin . Thus, being a maximum of finitely many elements of * R fin , we have:
where s(x) ∈ * R fin for almost all x ∈ S (1) . Hence, for almost all x ∈ S (1) , we get
Using the claim, it follows that || * π k (x) − * π k (R(x))|| ≈ 0 for almost all x ∈ S (1) . Thus, by the nonstandard characterization of uniform continuity, we have st( * f (x)) = st( * f (R(x))) for almost all x ∈ S (1) . This completes the proof of the proposition. Being a subset of the space of linear operators on R k , the space PSD inherits the metric induced by the operator norm. Proof. Suppose L n → L in PSD. It suffices to prove that µ 0,Ln → µ 0,L weakly. Equivalently we want to show that Z n → Z in distribution, where Z n ∼ N (0, L n ) and Z ∼ N (0, L).
Since Z n and Z are R k -valued Gaussian random variables, Z n → Z in distribution if and only if for any x ∈ R k , the real-valued Gaussian random variables x, Z n converge in distribution to x, Z (see, for example, [8, Corollary 4.5, p.64]). Toward that end, fix x ∈ R k . We know that x, Z n ∼ N (0, x, L n x ), while x, Z ∼ N (0, x, L x ). For real-valued Gaussian random variables, convergence in distribution is equivalent to the convergence of means and variances (as the mean and variance determines the characteristic function of a Gaussian measure). The proof is thus completed by the observation that L n x → L x (which follows from the fact that L n → L in operator norm). 
by Lemma 2.2 while it may not be defined in general for an arbitrary set of vectors in R m . On the other hand, a f,m (·, n) is defined on all of (R m ) γ , though we will usually only be interested in the case when v (1) , . . . , v (γ) are truncations of orthonormal vectors in ℓ 2 (R).
The space (R m ) [γ] inherits a (metric) topology from (R m ) γ , so that it makes sense to talk about continuity of the above functions. The next two lemmas respectively prove that θ f,m is continuous and that a f,m (·, N ) : * (R m ) [γ] → * R is S-continuous for all N > N (an internal function is called S-continuous if it maps points that are infinitesimally close in the domain to points that are infinitesimally close in the range). 
Proof. The two statements in the Lemma are equivalent by the nonstandard characterization of continuity. We will prove the latter statement. Toward that end, fix
By Definition 3.4 and transfer, we have
By Lemma 3.5, the map G f is continuous. Hence, by nonstandard characterization of continuity, it suffices to show that ||L − L ′ || op ≈ 0. This is straightforward if one uses the representation of the projection operator as given by the inner product in the direction of the projection. Equivalently, if (v (1) , . . . , v (γ) ) and (v ′(1) , . . . , v ′(γ) ) ∈ ( * R m ) [γ] are such that
Proof. This is immediate from Theorem 3.2 followed by transfer and the S-integrability of finitely bounded internal functions.
A hyperfinite approximation via overflow.
Theorem 3.10. With u (1) , . . . , u (γ) orthonormal in ℓ 2 (R), for any bounded and uniformly continuous f : R k → R, we have
Proof. Fix an f as above. Since the limit of a sequence, if it exists, is the same as the standard part of any element with a hyperfinite index in the nonstandard extension of the sequence (viewing sequences as functions on N), it suffices to show that st * a f,N u
Consider the internal set
By Lemma 3.8, Lemma 3.9 and Corollary 2.4, it follows that N ⊆ G. By overflow, there exists M > N such that {1, . . . , M } ⊆ G. Fix this M . By Lemma A.1, the vectors (u (1) ) (M) , . . . , (u (γ) ) (M) are * R-linearly independent, so we can use the Gram-Schmidt algorithm to get pairwise orthonormal vectors with the same linear span. That is, define
Observe that since u (i) , u (j) ℓ 2 (R) = lim m→∞ (u (i) ) (m) , (u (j) ) (m) = δ ij (i.e., equal to 1 if i = j, and equal to 0 if i = j), we have (by the nonstandard characterization of limits) that
. . , γ}\{i} (for a given i ∈ {1, . . . , j}, this follows by induction on j using (3.4) ). Truncating to the first k coordinates, we thus obtain (by induction on i) that
so that the covariance matrix defined by (w (1) ) (k) , . . . , (w (γ) ) (k) is infinitesimally close to that defined by (u (1) ) (k) , . . . , (u (γ) ) (k) in * operator norm, i.e.,
Hence by (the nonstandard characterization of the) continuity of G f (see Defi-
= * θ f,M (w (1) , . . . , w (γ) ).
Hence, using (3.3), we get * a f,M (w (1) , . . . , w (γ) , N ) ≈ˆR k f dµ 0 . Thus, it suffices to show that * a f,M (w (1) , . . . , w (γ) , N ) ≈ a f,N ((u (1) 
, so that the above is equivalent to showing the following for any f ∈ C c (R k ):
But (3.7) follows from Proposition B.4 and Theorem 3.2, thus completing the proof.
Integrating continuous functions over non-great circles
In this section, we prove Theorem 1.1 for all bounded continuous functions. We recall some notation here for convenience. We fix p 1 , . . . , p γ ∈ R, and for any n ∈ N, we consider the sets
For a function f : R k → R, we are interested in computing lim n→∞ˆS An f dσ.
Let z (1) , . . . , z (γ) be the Gram-Schmidt orthonormalization of (u (1) ) (N ) , . . . , (u (γ) ) (N ) . Define
.
It is clear that S AN and S are (N − γ − 1)-dimensional spheres contained in A N , and that they have the same center θ N , where
. (4.1)
Let q 1 , . . . , q γ ∈ * R be such that
Using the precise expressions for the z (i) (see (B.13)) and the fact that (u (i) ) (N ) ≈ 1 for all i ∈ {1, . . . , γ}, it follows by induction on i that q i ≈ p i for all i ∈ {1, . . . , γ}. In particular, by taking truncations onto the first k coordinates in (4.1) and (4.2), we get:
Now,
Note that the (u (i) ) (n) are R-linearly independent in R n for all large n ∈ N, so that we can carry out the above construction to also define θ n for all large n ∈ N, say for all n ∈ N ≥n ′ , where n ′ ∈ N. Also, by the formula corresponding to (4.4), we get:
where π k denotes the projection onto the first k coordinates under the standard orthonormal basis. a h,n (z (1) , . . . , z (γ) , N ) = * ˆS
. Line 1 follows from transfer of the corresponding expressions for a h,n (as n varies over N) in Definition 3.7. Line 2 follows from Theorem 3.10, line 3 follows from the definition of h, while line 4 follows from properties of Gaussian distributions. We emphasize the following equation coming out of the above (if we use the Sintegrability of * h) as it will be useful in the sequel:
We are in a position to prove the result for all functions in C c (R k ). Proof. The proof is contained in the following sequence of equations.
The first line is just (4.6). The second line follows from the fact that h : R k → R is continuous with compact support (which implies that * h(x) ≈ * h(rx) for all x ∈ * R N and r ≈ 1 by the nonstandard characterization of uniform continuity). Note that the compact support of f (and in turn h) is essential for this step as we are using the fact that y ≈ ry for any y ∈ ( * R k ) fin and any r ≈ 1.
The third line follows from the fact that the composition of * h with the scaling by r is a finitely bounded, and hence S-integrable, function. The fourth line follows by transfer of the scaling properties of the uniform surface measures. The fifth line follows by using the fact that * h is bounded by a real number (and is hence S-integrable) and the following fact for x ∈ * R N (due to the nonstandard characterization of the uniform continuity of f : 
4.2.
The case when f is bounded continuous. Using Theorem 4.1, we first deduce that for any hyperfinite N , the first k coordinates of almost any point of S AN are finite nonstandard real numbers. Using that, we will be able to extend Theorem 4.1 to all continuous functions. Proof. We prove this for k = 1 (the general case follows from the fact that the intersection of finitely many almost sure events is almost sure). For each m ∈ N, consider the function f m defined by the following graph. More precisely, f m is equal to 1 on (−m + 1, m − 1), equal to zero on R\(−m, m), and is linear in between. We have
[using Theorem 4.1]
We are now able to generalize the limiting result to all bounded continuous functions on R k . Using Theorem 4.2 and applying dominated convergence theorem, we obtain:
The right side of (4.8) equals lim m→∞ˆR k f m (x)dµη ,u (1) ,...,u (γ) using Theorem 4.1.
Thus dominated convergence theorem and (4.7) now completes the proof.
Appendix A. Some results on linear independence Lemma A.1. Let u (1) , . . . , u (γ) be R-linearly independent vectors in R N . For all K > N, (u (1) ) (K) , . . . , (u (γ) ) (K) are * R-linearly independent. As a consequence, (u (1) ) (m) , . . . , (u (γ) ) (m) are R-linearly independent for all large m ∈ N.
Then there exist a 1 , . . . , a γ ∈ * R such that not all the a i are zero and
Let a = max i∈{1,...,γ} |a i |. Since the a i are not all equal to zero, we have a > 0. For
All the b i are bounded in absolute value by 1. Thus taking standard parts along the coordinates in N on both sides of (A.2) gives
Since u (1) , . . . , u (γ) are R-linearly independent, it follows that st(b i ) = 0 for all i ∈ {1, . . . , γ}. But this contradicts the fact that |b i | = 1 for at least one i (namely for that index i which makes |a i | maximum).
Hence (u (1) ) (M) , . . . , (u (γ) ) (M) are * R-linearly independent for all M > N. By underflow, (u (1) ) (m) , . . . , (u (γ) ) (m) are * R-linearly independent for all large m ∈ N. But if m ∈ N, then (u (1) ) (m) , . . . , (u (γ) ) (m) are all vectors in R m , so that the * R-linear independence of these vectors implies that they are also R-linearly independent by transfer.
It is interesting to note that Lemma A.1 is a special case of a more general result on linear independence in infinite-dimensional functional spaces, which we include below (it is the second part of the following theorem). Techniques of this nature have been used in the past in the works of Ross. See [13, Theorem 3] for a related idea used to give a nonstandard proof of the Riesz Representation Theorem.
Theorem A.2. Let X be an infinite set and let F (X, R) denote the vector space of functions from X to R. Suppose f 1 , . . . , f γ are linearly independent in F (X, R). Then there is a number m 0 ∈ N such that for all m ∈ N >m0 , there are points x 1 , . . . , x m ∈ X for which the vectors (f i (x 1 ), . . . , f i (x m )) i∈{1,...,γ} are linearly independent in R m . Remark A.3. In the theorem, if X is countable, say, X = N (in which case F (X, R) is just the vector space of sequences of real numbers), then for any linearly independent vectors u (1) , . . . , u (γ) , there is an m 0 ∈ N such that for all m ∈ N >m0 , the vectors u (i) 1 , . . . , u (i) m i∈{1,...,γ} are linearly independent in R m . In this sense, Lemma A.1 is a corollary of this theorem.
Proof. For brevity, we will write f i (x 1 , . . . , x m ) to denote f i ((x 1 ), . . . , f i (x m )). Let F 0 be a hyperfinite set such that X ⊆ F 0 ⊆ * X. One obtains F 0 via saturation as an element of the following set:
Suppose that the internal cardinality of F 0 is |F 0 | = N . Since X is infinite, there is an injective map s : N → X. Extend this map to get a hyperfinite sequence (x i ) i∈ * N of distinct elements in * X (by taking x i := * s(i)). For each natural number m, we let [m] denote the set {1, . . . , m}. Also, for two subsets A, B in the standard universe, we let Bij(A, B) denote the set of bijections between A and B (so it is empty if A and B have different cardinalities). Consider the following internal set:
Clearly, G contains N and hence contains an M > N by overflow. Let φ be the bijection that witnesses the inclusion of M in G. Let
Extend φ (by transfer of the fact that any injective map from an initial set of N to X can be extended to an injective map from N to X) to an internal injective map Φ : * N → * X, and still call y i = Φ(i) for all i ∈ * N. Recall that y i = x i for all i ∈ [M ] (in particular for all i ∈ N).
We claim that ( * f i (y 1 ), . . . , * f i (y N )) i∈[γ] are * R-linearly independent in * R N .
For if not, then there exist a 1 , . . . , a γ ∈ * R, not all zero, such that
As in the proof of Lemma A.1, we divide both sides by max{|a 1 | , . . . , |a γ |} and restrict the functions to X to get a contradiction to the linear independence of f 1 , . . . , f γ . Since N > N was arbitrary, the following set contains all hyperfinite natural numbers:
By underflow, there is an m 0 ∈ N in this set. For any m ∈ N 0 , the transfer of the following sentence completes the proof of the first part of this theorem:
For the second part of the theorem, replace A by [n] in the above underflow argument and then proceed as before.
Appendix B. Working with infinitesimally separated linear spaces
In an internal inner product space V (over * R or * C), a collection of vectors V is said to satisfy the separation property (SP) if the following holds:
Here, for a subspace H, the vector P H (v) denotes the orthogonal projection of the vector v onto H. The following equivalent version of SP is more convenient for our applications (the equivalence follows from the linear algebraic fact that distance of a vector from its projection onto a larger subspace cannot be bigger than the distance from its projection onto a smaller subspace).
For any v ∈ V and any subcollection
When working with spheres intersected by hyperplanes, we often need to orthonormalize different sets of linearly independent vectors (corresponding to two different hyperplanes). If two such sets of vectors can be matched with each other in the sense that any pair is only infinitesimally apart, then we can make such a matching with their orthonormalizations as well, provided the original set of vectors satisfies the Separation Property (this is proved in Theorem B.2).
We first prove a preliminary result that shows that any collection of vectors satisfying SP must be linearly independent. Note that the converse is not true: one could take vectors {e 1 , ǫe 2 }, or {e 1 , e 1 + ǫe 2 } in * R 2 , where ǫ is an infinitesimal. In what follows, we call a vector v infinitesimal if ||v|| ≈ 0.
Proposition B.1. If a collection of vectors V satisfies the Separation Property, then none of them can be infinitesimal. Also, these vectors must be linearly independent.
Proof. The first part follows from the fact that any orthogonal projection operator has norm at most 1. Indeed, for any v ∈ V, v − P span(V\v) (v) ≤ ||v|| + P span(V\v) (v) ≤ 2 ||v|| , which would be infinitesimal if v is an infinitesimal vector.
Next, suppose V satisfies SP. If it were not linearly independent, then there would exist a vector v ∈ V which could be written as a linear combination of vectors from some subcollection V ′ ⊆ V \{v}. But then we would have P span(V ′ ) (v) = v, violating the Separation Property.
Theorem B.2. Let V be an internal inner product space. Let γ ∈ N. For each i ∈ {1, . . . , γ}, let v (i) , v ′(i) ∈ V be such that the following conditions hold:
Then there exist orthonormal sets {w (1) , . . . , w (γ) } and {z (1) , . . . , z (γ) } with the following properties:
(1) For any i ∈ {1, . . . , γ}, we have span(v (1) , . . . , v (i ) = span(w (1) , . . . , w (i ), and span(v ′(1) , . . . , v ′(i ) = span(z (1) , . . . , z (i) ).
(2) For all i ∈ {1, . . . , γ}, we have w (i) − z (i) ≈ 0. Remark B.3. Theorem B.2 says that if two vector subspaces have bases of finite length vectors satisfying SP such that they can be matched in pairs of infinitesimal distances, then the same is true for the orthonormalizations of these bases as well. This allows one to "rotate" one subspace to another through an orthogonal transformation of infinitesimal norm, as done in Section 3.
Proof. Use the Gram-Schmidt algorithm on {v (1) , . . . , v (γ) } and {v ′(1) , . . . , v ′(γ) } to obtain {w (1) , . . . , w (γ) } and {z (1) , . . . , z (γ) } respectively. These sets satisfy (1) by construction. Therefore we need to only verify (2) . Toward that end, we first describe the Gram-Schmidt orthonormalization process more precisely. We have:
The proof of (2) will be done by induction on i. Observe that for i = 1, we have:
st v (1) ≈ 0.
(B.5) Similarly,
where α = v ′(2) − v ′(2) , z (1) z (1) and β = v (2) − v (2) , w (1) w (1) .
Geometrically, α (respectively β) represents the orthogonal projection of v (2) (respectively v ′(2) ) onto the span of v (1) (respectively v ′(1) ). Hence, by the SP condition, it follows that αβ is non-infinitesimal.
By triangle inequality, we have:
Applying Cauchy-Schwarz inequality and triangle inequality to the last line above yields |α − β| ≤ v (2) − v ′(2) + v (2) w (1) − z (1) w (1) 
The right side of (B.7) is infinitesimal by the hypothesis. Hence, we have |α − β| ≈ 0. (B.8)
Note that α, β ∈ * R fin (one can see this by applying the triangle inequality and Cauchy-Schwarz inequality to the expressions for α and β). Hence, by (B.8), we get α ≈ β.
(B.9) Also, again using triangle inequality and Cauchy-Schwarz inequality a few times, we have v (2) , w (1) − v ′(2) , z (1) = v (2) − v ′(2) , w (1) + v ′(2) , w (1) − z (1) ≤ v (2) − v ′(2) , w (1) + v ′(2) , w (1) − z (1) ≤ v (2) − v ′(2) w (1) + v ′(2) w (1) − z (1) (B.10)
The right side of (B.10) is an infinitesimal by the hypothesis and (B.5). Since v (2) , w (1) , v ′(2) , z (1) are in * R fin (one can see this using Cauchy-Schwarz inequality), we thus get: v (2) , w (1) ≈ v ′(2) , z (1) (B.11)
Using (B.9) and (B.11) in (B.6) (and using the fact that st : * R fin → R is a ring homomorphism), we get w (2) − z (2) ≈ 0.
(B.12)
The proof of the case i = 2 from the case i = 1 clearly generalizes to show, by induction, that w (i) − z (i) ≈ 0 for all i ∈ {1, . . . , γ}.
In all applications in this paper, the inner product space V is taken to be * R N for some N ∈ * N (usually taken to be hyperfinite). The vectors are usually hyperfinite truncations of an orthonormal collection of elements of ℓ 2 (R). We next show that Theorem B.2 is applicable in that setting.
Proposition B.4. Let {u (1) , . . . , u (γ) } be a finite collection of orthonormal vectors in ℓ 2 (R).
(1) For any N > N, the collection {(u (1) ) (N ) , . . . , (u (γ) ) (N ) } satisfies the Separation Property. (2) For any N > M > N, the collection of vectors {(u (1) ) (M) , . . . , (u (γ) ) (M) } (canonically viewed as vectors in * R N ) and {(u (1) ) (N ) , . . . , (u (γ) ) (N ) } satisfy the conditions in Theorem B.2.
Proof. Let {u (1) , . . . , u (γ) } be as in the statement of the proposition. Let N > N. By Lemma A.1, {(u (1) ) (N ) , . . . , (u (γ) ) (N ) } is linearly independent. Therefore, we can apply the Gram-Schmidt orthonormalization to obtain the corresponding orthonormal set {z (1) , . . . , z (γ) }. Take i ∈ {1, . . . , γ}, and let V ′ := {(u (j1) ) (N ) , . . . , (u (jt) ) (N ) } be a subcollection not containing (u (i) ) (N ) . Then we have:
(u (i) ) (N ) − P span(V ′ ) ((u (i) ) (N ) ) = (u (i) ) (N ) − t θ=1 (u (i) ) (N ) , z (j θ ) z (j θ )
The second and third lines follow by triangle inequality, and the fourth line follows from the fact that z (j) = 1 for all j ∈ {1, . . . , γ}. Thus, to prove 1, it suffices to show the following claim:
Claim B.5. We have (u (i) ) (N ) , z (j) ≈ 0 for all j ∈ {1, . . . , γ}\{i}.
