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Abstract
Robotic systems are more present in our society ev-
eryday. In human-robot interaction scenarios, it is
crucial that end-users develop trust in their robotic
team-partners, in order to collaboratively complete
a task. To increase trust, users demand more un-
derstanding about the decisions by the robot in par-
ticular situations. Recently, explainable robotic sys-
tems have emerged as an alternative focused not only
on completing a task satisfactorily, but also in jus-
tifying, in a human-like manner, the reasons that
lead to making a decision. In reinforcement learn-
ing scenarios, a great effort has been focused on pro-
viding explanations from the visual input modality,
particularly using deep learning-based approaches.
In this work, we focus on the decision-making pro-
cess of a reinforcement learning agent performing
a navigation task in a robotic scenario. As a way
to explain the robot’s behavior, we use the prob-
ability of success computed by three different pro-
posed approaches: memory-based, learning-based,
and phenomenological-based. The difference between
these approaches is the additional memory required
to compute or estimate the probability of success as
well as the kind of reinforcement learning represen-
tation where they could be used. In this regard,
we use the memory-based approach as a baseline
since it is obtained directly from the agent’s observa-
tions. When comparing the learning-based and the
phenomenological-based approaches to this baseline,
both are found to be suitable alternatives to com-
pute the probability of success, obtaining high levels
of similarity when compared using both the Pearson’s
correlation and the mean squared error.
Keywords: Explainable robotic systems, Ex-
plainable reinforcement learning, Trustable human-
robot interaction, Human-aligned artificial intelli-
gence.
1 Introduction
Explainable robotic systems have become an inter-
esting field of research since they endow robots with
the ability to explain their behavior to the human
counterpart [2, 37]. One of the main benefits of ex-
plainability is to increase the trust in Human-Robot
Interaction (HRI) scenarios [45, 46].
To get robots into our daily-life environments, an
explainable robotic system should provide clear ex-
planations specially focused on non-expert end-users
in order to understand the robot’s decisions. Of-
ten, such explanations, given by robotic systems,
have been focused on interpreting the agent’s de-
cision based on its perception of the environment
[31, 21]. Whereas, little work has provided explana-
tions of how the action selected is expected to help it
to achieve its goal. For instance, the use of the visual
sensory modality attempts to understand how a deep
neural network makes decisions considering a visual
state representation. In general, prior work has been
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focused on state-based explanation [14, 22, 15], e.g.,
given explanations take the form of: I chose action a
because of this feature of the state. Nevertheless, ex-
planations from a goal-oriented perspective have so
far been less addressed and, therefore, there exists
a gap between explaining the robot’s behavior from
state features and the help to achieve its aims.
In this work, we propose a robotic scenario where
the robot has to learn a task using Reinforcement
Learning (RL) [40]. The aim of RL is to endow an
autonomous agent with the ability to learn a new skill
by interacting with the environment. While RL has
been shown to be an effective learning approach in
diverse areas such as human cognition [10, 29], de-
velopmental robotics [3, 5], and video games [16, 44],
among others, an open issue is the lack of a mech-
anism that allows the agent to clearly communicate
the reasons why it chooses certain actions given a par-
ticular state. Therefore, it is not easy for a person to
entrust important tasks to an AI-based system (e.g.
robots) that cannot justify its reasoning [1]. In this
regard, our outcome-focused approach is concerned
with the outcomes of each decision, e.g., an expla-
nation may take the form of: action x gives an 85%
chance of success compared to 38% for action y”.
When interacting with the environment, an RL
agent will learn a policy to decide which action to
take from a certain state. In value-based RL meth-
ods the policy uses Q-values to determine the course
of actions to follow. The Q-values are not necessarily
meaningful in the problem domain, but rather in the
reward function domain. Hence, they do not allow
the robot to explain its behavior in a simple manner
to a person with no knowledge about RL or machine
learning techniques.
In this paper, we propose three different ap-
proaches that allow a learning agent to explain, using
domain language, the decision of selecting an action
over the other possible ones. In these approaches,
explanations are given using the probability of suc-
cess, i.e., the probability of accomplishing the task
following particular criteria related to the scenario.
Thus, an RL agent is able to explain its behavior not
only in terms of Q-values or the probability of select-
ing an action, but rather in terms of the necessity
to complete the intended task. For instance, using a
Q-value, an agent might give an explanation as: I de-
cided to go left because the Q-value associated with the
action left in the current state is −0.181, which could
be the highest Q-value in the reward function domain
but is pointless for a non-expert user. Whereas using
the probability of success, an agent might provide an
explanation as: I chose to go left because that has
a 73.6% probability of reaching the goal successfully,
which is much more understandable for a non-expert
end-user.
The proposed methods differ in their approach to
determining the probability of success. Each ap-
proach trades off accuracy against space complexity
or applicable problem domain. This paper illustrates
empirically the benefits and shortcomings of each ap-
proach. We have tested our approach in a simulated
robotic scenario. The scenario consists of a robot
navigation task where we have used both determin-
istic and stochastic state transitions.
The first method uses a Memory-based eXplain-
able RL (MXRL) approach, which we have previ-
ously introduced [6] to compute the probability of
success in both bounded and unbounded grid-world
scenarios. This approach uses a high space complex-
ity, but provides an accurate probability of success.
The MXRL approach is used to verify the accuracy
of two estimation methods developed in this paper.
The new approaches in this paper include a learning-
based and a phenomenological-based, which both sig-
nificantly reduce the space complexity. This reduc-
tion in space complexity also allows these methods to
be better suited for domains requiring a continuous
state representation. The former allows the RL agent
to learn the probability of success while the Q-values
are learned. The latter uses a logarithmic transfor-
mation to compute the probability of success directly
from the Q-values.
The paper is organized in the following sections.
Section 2 presents related works divided in three
subsections: reinforcement learning subsection in-
troduces the basics of the RL approach; explain-
able reinforcement learning section discusses pre-
vious works developed as a part of the explain-
able artificial intelligence (XAI) framework; and,
trust and explainable robotic systems presents pre-
vious work in the direction of explainability to en-
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hance trust in HRI scenarios. Section 3 intro-
duces the outcome-focused approaches for explain-
ing robot behavior using the probability of suc-
cess. Three approaches are presented in this sec-
tion: memory-based approach, learning-based ap-
proach, and phenomenological-based approach. Sec-
tion 4 presents the experimental set-up which consists
of a simulated robotic scenario for a navigation task
using both deterministic and stochastic transitions.
Section 5 illustrates, through the analysis of experi-
mental results, that both new approaches are highly
accurate and memory-efficient when compared to the
memory-based approach. Finally, section 6 concludes
over the obtained results where more in-depth discus-
sion is tackled taking also into account limitations
and future directions.
2 Explainable reinforcement
learning in robotics
2.1 Reinforcement learning
RL bases its initial ideas on Aristotle’s law of conti-
guity [48], which states that things that occur close
to others in time or space are immediately associated.
Moreover, RL also takes motivation from classic con-
ditioning or stimulus-response learning [30], and the
instrumental conditioning or stimulus-behavior learn-
ing [42].
Nowadays, RL is studied as a decision-making
mechanism in both cognitive and artificial agents [3].
In RL, there is no explicit instructor but rather the
awareness of how the environment responds to ac-
tions performed by the learning agent. Therefore,
an agent should be able to sense the environment’s
state and perform actions in order to transit to a new
state. In other words, an agent must learn from its
own experience [17]. The usual interactive loop be-
tween an RL agent and its environment is depicted
on the right-hand side of Fig. 1, in the interaction
between the agent and the environment, where it is
possible to observe that the robot performs an action
at from the state st to reach a new state st+1 and
a reward signal rt+1 as a response from the environ-
ment.
Formally, an RL agent has to learn a policy pi :
S → A, where S is the set of states and A the set
of available actions, to produce the highest possible
reward from a state st [40]. In psychology, the policy
pi is known as a set of stimulus-response rules [18].
The optimal policy is denoted by pi∗ and the optimal
action-value function is denoted by q∗ and defined as:
q∗(s, a) = max
pi
qpi(s, a). (1)
The optimal action-value function is solved
through the Bellman optimality equation for q∗, as
shown in Eq. 2.
q∗(st, at) =
∑
st+1
p(st+1|st, at)[r(st, at, st+1) +
γmax
at+1
q∗(st+1, at+1)] (2)
where st is the current state, at the taken action, st+1
the next state reached after performing action at from
the state st, and at+1 is an action that could be taken
from st+1. In Eq. 2, p represents the probability of
reaching the state st+1 given the current state st and
the selected action at. Finally, r is the reward signal
received after performing action at from the state st
to reach the state st+1.
To solve Eq. 2, an alternative is to use the on-
policy method SARSA [33]. SARSA is a temporal-
difference learning method which iteratively updates
the state-action values Q(s, a) using the Eq. 3 as
follows:
Q(st, at)← Q(st, at) + α[rt+1 + γQ(st+1, at+1)−
Q(st, at)] (3)
2.2 Explainable reinforcement learn-
ing
Machine learning techniques are getting more atten-
tion everyday in different areas of our daily life. Ap-
plications in fields such as robotics, autonomous driv-
ing cars, assistive companions, video games, among
others are constantly shown in the media [11]. There
are different alternatives to model intelligent agents,
e.g., by using phenomenological (white-box) mod-
els, empirical (black-box) models, or hybrid (grey-
box) models [4, 27]. Explainable artificial intelligence
3
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Figure 1: The explainable reinforcement learning framework. An RL agent performs the action at in the
environment from the state st. The environment’s response is a new state st+1 and sometimes a reward
rt+1. During and after the learning process, the agent is able to explain its behavior to the end-users, which
lead to an increased level of trust. For instance, a non-expert end-user might ask the robot: why did you
turn to the right in the last movement? The robot can answer this question using the probability of success
to explain such a movement in a more understandable manner, e.g., I turned to the right because there is
85% likelihood of success following that path.
(XAI) has emerged as a prominent research area that
aims to provide black-box AI-based systems the abil-
ity to give human-like and user-friendly explanations
to non-expert end-users [26, 7]. XAI research is mo-
tivated by the need to provide transparent decision-
making that people can trust and accept [9].
In the area of Explainable Reinforcement Learning
(XRL), there have been several works trying to pro-
vide agents with explanation mechanisms. However,
most of them have been mainly focused on giving
technical explanations for end-users. For instance,
Shu et al. [38] have introduced an approach for hierar-
chical and interpretable skill acquisition using human
descriptions to decompose the tasks into a hierarchi-
cal plan with understandable actions. Hein et al. [13]
have combined RL with genetic programming (GP)
for interpretable policies. They have tested their ap-
proach using the mountain car and cart-pole bal-
ancing RL benchmarks. However, the provided ex-
planations are only for the learned policy employing
equations for that instead of a natural-like represen-
tation. Verma et al. [43] have introduced the so-called
programmatically interpretable reinforcement learn-
ing (PIRL) framework for verifiable agent policies.
However, the framework works with symbolic inputs
considering only deterministic policies, not including
stochastic ones.
Moreover, Wang et al. [47] proposed an explain-
able recommendation system using an RL framework.
Pocius et al. [31] utilized saliency maps as a way to
explain agent decisions in a partially-observable game
scenario. Thus, they focus on providing visual expla-
nation with Deep RL. Madumal et al. [25], inspired
by cognitive science, proposed to use causal models to
derive causal explanations. Nevertheless, the causal
model had to be previously known for the specific
domain.
Another closely related field is explainable plan-
ning, whose primary goal is to help end-users to bet-
ter understand the plan produced by a planner [9].
In [39], Sukkerd et al. propose a multi-objective prob-
abilistic planner for a simple robot navigation task.
They provide verbal explanations of quality-attribute
objectives and properties, however, these rely on as-
sumptions about the preference structure on quality
attributes.
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2.3 Trust and explainable robotic sys-
tems
As robots are giving their first steps into domestic
scenarios, they are more likely to work with humans
in teams. Therefore, if a robot is endowed with the
ability to explain its behavior to non-expert users,
this may lead to an increase in the trust given to it by
the human user [45] as shown within Fig. 1. In this
regard, some works have used explanations as a way
of increasing trust in HRI scenarios. For instance,
Want et al. [46] proposed a domain-independent ap-
proach to generate explanations and measure their
impact in trust with behavioral data from a simulated
human-robot team task. Their experiments showed
that using explanations improved transparency, trust
and team performance. Lomas et al. [24] developed a
prototype system to answer people’s questions about
robot actions. They assumed the robot uses a cost
map-based planner for low-level actions and a finite
state machine high-level planner to respond to spe-
cific questions. Yang et al. [49] presented a simulated
dual-task environment, where they treated the trust
as an evolving variable, in terms of the user experi-
ence.
Furthermore, Sander et al. [34] proposed to use
different modalities to evaluate the effect on trans-
parency in an HRI scenario. They also varied the
level of information provided by the robot to the
human and measured the trust responses. In their
study, participants reported higher trust levels when
the level of information was constant, however, no
significant differences were found when using a dif-
ferent communication modality. Haspiel et al. [12]
carried out a study about the importance of timing
when giving explanations. They used four different
automated vehicle driving conditions, namely, no ex-
planation, explanation seven seconds before an ac-
tion, one second before an action, and seven seconds
after an action. They found that earlier explanations
lead to higher trust by end-users.
Moreover, the term of explainable agency has been
also used in HRI scenarios to refer to robots en-
gaged in answering questions about its reasons for
the decision-making process [19, 2]. Langley et al.
propose the elements of explainable agency as con-
tent that support explanations, an episodic memory
to record states and actions, and access to its experi-
ence [20]. However, in their work, they do not imple-
ment the proposed approach. Sequeira et al. [36] de-
veloped a framework to provide explanations employ-
ing thoughtful analysis in three levels of the RL agent
interaction history. Later they extended their work
to include a user study to identify agents’ capabili-
ties and limitations [35]. Tabrez & Hayes [41] used an
HRI scenario to correct a sub-optimal human model
behavior, formulated as a Markov decision process
(MDP). In their research, they reported that users
found the robot more helpful, useful, and more intel-
ligent when explanations and justification were pro-
vided. However, the proposed framework still lacks
the comprehensibility of the optimal policy.
3 Outcome-focused explana-
tions
As discussed previously, although the behavior of a
robot using RL might be technically explained in
terms of the Q-values or also in algorithmic terms,
in this work, we look for explanations that make
sense for all kinds of possible end-users and not only
to those who are able to understand the underlying
learning process behind an artificial agent.
To endow artificial agents with the ability to ex-
plain the performed actions is currently one of the
most critical and complex challenges in future RL
research [11]. This challenge is especially important,
considering RL-based systems often interact with hu-
man observers. Therefore, it is essential that non-
expert end-users can understand agents’ intentions
as well as to obtain more details from the execution
in case of a failure [8].
As aforementioned, although there is increasing lit-
erature in different XAI subfields, such as explainable
planners, interpretable RL, or explainable agency,
just a few works are addressing the XRL challenge in
robotic scenarios. In some of those works, although
they are in a certain way focused on XRL, they have
different aims than ours, e.g., to explain the learning
process using saliency maps from a computational
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vision perspective, especially when using deep rein-
forcement learning as in [31]. In this paper, we fo-
cus on explaining goal-oriented decisions to provide
an understanding to the user of what motivates the
robot’s specific actions from different states, taking
into account the problem domain.
In HRI scenarios, there are many questions which
could arise from a non-expert user when interacting
with a robot. Such questions include what, why, why
not, what if, how to [23]. Some examples are:
• What: What are you doing?
• Why: Why did you step forward in the last
movement?
• Why not: Why did you not turn to the right in
this situation?
• What if: What if you would have turned to the
left in the last movement?
• How to: How to return to the initial position?
However, from a non-expert end-user perspective,
we can consider the most relevant questions as to
’why?’ and ’why not?’ [25], e.g., ’why did the agent
perform action a from state s’? Hence, we focus this
approach on answering these kinds of questions using
an understandable domain language. Thus, our ap-
proach explains how the agent’s selected action is the
preferred choice based on its likelihood of achieving
its goal. This is achieved by determining the prob-
ability of success. Once the probability of reaching
the final state is determined the agent will be able to
provide the end-user an understandable explanation
of why one action is preferred over others when in a
particular state.
In the following subsections, we present different
approaches aiming to explain why an agent selects
an action in a specific situation. As discussed, we
focus our analysis on the probability of success as a
way to support the agent’s decision as this will be
more intuitive for a non-expert user than an expla-
nation based directly on the Q-values. We introduce
three different approaches to estimate the probability
of success. The memory-based approach develops a
transition network of the domain during learning and
has been previously presented by us applied to a grid-
world scenario [6]; whereas the learning-based ap-
proach uses a P-value learned in parallel with the Q-
value. Finally, the phenomenological-based approach
proposes a model to relate the Q-values directly to
the probability of success by the use of equations rep-
resenting a phenomenological-like model. Therefore,
in this work, we extend our previous approach adding
two additional alternatives to compute the probabil-
ity of success with the aim to utilize fewer memory
resources and to be usable in non-deterministic and
deep learning domains.
3.1 Memory-based approach
In [6] we proposed a memory-based explainable rein-
forcement learning (MXRL) approach to compute the
probability of success Ps using an RL agent with an
episodic memory as suggested in [20]. By accessing
the memory, it was possible to understand the agent’s
behavior based on its experience by using introspec-
tion in three levels [36], i.e., environment analysis
(to observe certain and uncertain transitions), inter-
action analysis (to observe state-action frequencies),
and meta-analysis (to obtain combined information
from episodes and agents). We implemented a list of
state-action pairs: TList comprising the transactions
the agent performed during its learning process.
To compute the probability of success Ps, we com-
puted the total number of transitions Tt and the
number of transitions involved in a success sequence
Ts. To obtain Ts, we used the transactions previ-
ously saved into the list TList. Every time the agent
reached the final state, we computed the probability
Ps ← Ts/Tt considering transitions involved in the
path towards the goal state.
We have implemented the on-policy method
SARSA [33] and the softmax action selection method.
Inside algorithm 1 can be seen the MXRL approach
to train RL agents using episodic memory. Whereas
in line 7 each executed state-action pair is saved into
the memory, line 23 computes the final probabilities
of success Ps for each episode.
Using an episodic memory, we have previously
shown that an agent is able to explain its behavior in
an understandable manner for non-expert end-users
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Algorithm 1 Explainable reinforcement learning
approach with the on-policy method SARSA to
compute the probability of success using memory-,
learning-, and phenomenological-based approaches.
1: Initialize Q(s, a), Tt, Ts, Ps,P(st, at)
2: for each episode do
3: Initialize TList[], st
4: Choose an action at from st
5: repeat
6: Take action at
7: Save state-action transition TList.add(st,
at)
8: Tt[st][at]← Tt[st][at] + 1
9: Observe reward rt+1 and next state st+1
10: Choose next action at+1 using softmax ac-
tion selection method
11: Q(st, at) ← Q(st, at) + α[rt+1 +
γQ(st+1, at+1)−Q(st, at)]
12: if using learning-based approach then
13: P(st, at) ← P(st, at) + α[ϕt+1 +
P(st+1, at+1)− P(st, at)]
14: end if
15: st ← st+1; at ← at+1
16: until st is terminal (goal or aversive state)
17: if using memory-based approach then
18: if st is goal state then
19: for each s,a ∈ TList do
20: Ts[s][a]← Ts[s][a] + 1
21: end for
22: end if
23: Compute Ps ← Ts/Tt
24: end if
25: if using phenomenological-based ap-
proach then
26: Pˆs ≈
[
(1− σ) ·
(
1
2 · log10Q(st,at)RT + 1
)]Pˆs≤1
Pˆs≥0
27: end if
28: end for
at any moment during its operation [6]. However, in
this approach, the use of memory increases rapidly
and the use of resources is ∼ O(s× a× l× n), where
s is the number of states, a is the number of actions
per state, l the average length of the episodes, and n
the number of episodes. Therefore, this approach is
not suitable to high/continuous state or action situ-
ations, such as real-world robotics scenarios.
3.2 Learning-based approach
Although to compute the probability of success by
means of the episodic memory is possible and has
previously lead to good results, one of the main prob-
lems is the increasing amount of memory needed as
the problem dimensionality enlarges. In this regard,
an alternative to explain the behavior in terms of the
probability of success is by learning it through the
agent’s learning process.
To learn the probability of success, we propose to
maintain an additional set of state-action Q-values.
Therefore, learning in parallel the probability of suc-
cess values as a state-action table is a more under-
standable manner to explain the behavior to non-
expert users. We refer to this table as P-table and
as P-value to an individual value inside the table.
While using the MXRL approach the episodic mem-
ory could increase unrestricted, when using another
table, as proposed in this learning-based approach,
the additional memory needed is fixed to the size of
the P-table, i.e., ∼ O(s × a). This represents a dou-
bling of the memory requirements of RL which im-
plies a constant increase to the base algorithm and is
therefore negligible.
Similarly to Q-values, to learn the P-values implies
to update the estimations after each performed ac-
tion. In our approach, we employ the same learning
rate α for both values, however, the main change with
respect to the implemented temporal-difference algo-
rithm is that we do not use a reduced discount factor
γ, or in other words, we set it to γ = 1 to consider
the total sum of future rewards. From the discount
reward perspective, to use γ = 1 does not represent
an issue to solve the underlying optimization prob-
lem since the Q-values are used for learning purposes,
which indeed use a discount factor γ to guarantee the
convergence.
As using the discount factor γ = 1, the agent asso-
ciates each action based on the total sum of all future
rewards, nevertheless, we want to learn a P-value as
a probability of success ∈ [0, 1]. Therefore, we do
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not use the reward rt+1 to update the P-table, in-
stead, we use a success flag ϕt+1 which consists of
a value equal to 0 to indicate that the task is being
failed, or a value equal to 1 to indicate that the task
has been completed. In such a way, the agent learns
the probability of success considering the sum of the
probabilities to finalize the task in the future.
The update of the P-values is performed according
to Eq. (4) as follows:
P(st, at)← P(st, at) + α[ϕt+1 + P(st+1, at+1)−
P(st, at)] (4)
where at is the taken action at the state st. P(st, at)
and P(st+1, at+1) are the probability of success values
considering the state and the action at timestep t and
t + 1 respectively. Moreover, α is the learning rate
and ϕt+1 is the success flag used to indicate if the
task has been completed or not.
Inside algorithm 1, line 13 implements the learning-
based approach updating the P-table. While the P-
table and Q-table share a similar structure and learn-
ing mechanism, their roles are quite different with the
Q-values driving the agent’s policy while the P-values
are used for explanatory purposes. Separating the
role of these values allows the use of ϕt and rt terms
best suited to each purpose. Therefore, ϕt might be
sparse with non-zero values only when the task is suc-
cessfully completed, whereas rt might be free to take
on any form, including incorporation of reward shap-
ing terms [28] which might be difficult to interpret
for a non-expert.
The learning method described in Eq. (4) suits
only when using discrete representation. However,
the same learning-based approach can be extended
to continuous and larger discrete scenarios by using a
function approximators, such as neural networks. As
usual, we would need a neural approximator to learn
the Q-values and an additional neural approximator
to learn the P-values in parallel.
3.3 Phenomenological-based ap-
proach
Even though the learning-based approach previously
presented represents an improvement when compared
to the MXRL approach, in terms of using fewer mem-
ory resources, it still requires some memory to keep
the P-values updated. Moreover, during the learning
process, time is also needed for computations and for
learning episodes in order to obtain a better estima-
tion.
Therefore, we also look for an approach that allows
us to estimate the probability of success Pˆs directly
from the Q-values using a numerical transformation
or a phenomenological-like relation. In this regard,
this approach is more efficient in terms of used mem-
ory and time required for the learning, i.e., since it
is computed directly from the Q-values, it does not
require additional memory leading to the use of re-
sources of ∼ O(1).
Bearing in mind the temporal difference learning
approach shown in Eq. (3), the optimal Q-values
represent possible future reward, therefore, they are
expressed in the reward function domain. Thus, if
an agent reaches a terminal state in an episodic task
obtaining a reward RT , the associated Q-value ap-
proximates this reward. In a simplified manner, we
can consider any Q-value Q(s, a) as the terminal re-
ward RT multiplied by the times the discount factor
γ is applied, as shown in Eq. (5):
Q(s, a) ≈ RT · γn (5)
Using this derivation, when Q(s, a) converges to
the true value, we can compute how far away the
agent is from obtaining the total reward for any state,
using directly the Q-values. Therefore, using the pre-
vious argument, we have computed the estimated dis-
tance n to the reward, as shown in Eq. (6):
n ≈ logγQ(s, a)
RT
(6)
where Q(s, a) is the Q-value, RT the reward obtained
when the task is completed successfully, and n is the
estimated distance, in number of actions, to the re-
ward.
After computing the estimated distance n to obtain
a reward, we use this value as the base to estimate an
estimated probability of success Pˆs. Using a constant
transformation, we weight the estimated distance n
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by 12·logγ10 + 1. Therefore, what we are actually per-
forming is a logarithmic base transformation to esti-
mate the probability of success Pˆs as shown in Eq.
(7) and Eq. (8). We also take into account stochas-
tic transitions represented by the σ parameter. We
will discuss this parameter further in the following
section.
Pˆs ≈ (1− σ) ·
(
n
2 · logγ10 + 1
)
(7)
Pˆs ≈ (1− σ) ·
(
1
2
· log10Q(s, a)
RT
+ 1
)
(8)
This transformation is carried out in order to shape
the probability of success curve as a common base
logarithm (base 10) that fits the behavior of both pre-
viously introduced approaches. Moreover, we shift
the curve to a region where the probability values
are plausible by adding 1 and multiplying by 1/2.
Finally, in order to restrict the value of the proba-
bility of success, considering Pˆs ∈ [0, 1], we compute
the rectification shown in Eq. (9), which basically
consists of assigning a value of 0 when the result is
less than that, or 1 when the result is greater than 1.
Pˆs ≈
[
(1− σ) ·
(
1
2
· log10Q
∗(s, a)
RT
+ 1
)]Pˆs≤1
Pˆs≥0
(9)
In algorithm 1, the estimated probability of success
Pˆs is computed on line 26. The three approaches
introduced in this section are tested experimentally in
a simulated robotic set-up described in the following
section.
4 Experimental set-up
In this section, we describe the experimental sce-
nario used to test our approaches. We have used
an episodic robot scenario in which the transitions
can be modeled as a graph. The scenario consists
of a simulated robot navigation task comprising of
six rooms and three possible actions to perform from
each room. The simulated scenario is shown in Fig. 2
using the CoppeliaSim robot simulator [32]. Further-
more, two variations are considered for the proposed
scenario: deterministic and stochastic transitions.
In the proposed scenario, a mobile robot has to
learn how to navigate from a fixed initial position
(room 0) through different rooms considering two
possible paths to find the table within the goal po-
sition (room 5). Moreover, it is also possible to ob-
serve that every room in the middle of the paths, i.e.,
from room 1 to room 4 has an exit that leaves the
level. These transitions are treated as leading to an
aversive region and, therefore, once any of these exits
have been taken, the robot is unable to come back
and needs to stop the current learning episode and
restart a new one from the initial position. In the
scenario, the agent starts from the same initial po-
sition and may transit two symmetric paths towards
the goal position.
The proposed model of the state-action transitions
is depicted in Fig. 3. We have defined six states
corresponding to the six rooms and three possible
actions from each state. Actions are defined taking
into account the robot’s perspective. The possible
actions are as follows:
• aL, move through the left door,
• aR, move through the right door, and
• aS , stay in the same room.
The transitions above are, in principle, all deter-
ministic, meaning that once the action is selected by
the agent to be performed, the expected result is the
next state in all situations, as shown in the state-
action transition function (Fig. 3). Nevertheless, in
some situations, transitions may not be determinis-
tic and may include a certain level of stochasticity
or uncertainty, as in partially observable problems,
or also sometimes due to noisy sensors, for instance.
Therefore, taking into consideration these situations,
we have also used a parameter σ ∈ [0, 1] to include
stochastic transitions.
When stochastic transitions are used, the next
state reached, as a result of performing an action,
is any of the possible future states from where the
action has been performed. For instance, if the ac-
tion aL is being performed from the state s0, the
agent is expected to be in the state s1 once the ac-
tion is completed, taking into account deterministic
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Figure 2: The simulated robot navigation task. The initial position is in the room to the left, the so-called
room 0. The goal is to reach the table in room 5 to the right. From the initial position, two different paths
are possible to reach the goal. In the intermediate rooms, namely rooms 1, 2, 3, and 4, the agent may
leave the level, and if so, it cannot get back and needs to restart a new learning episode (thereby failing to
complete the task).
transitions (σ = 0). However, considering stochastic-
ity (i.e., σ > 0), there is also a probability the agent
could finish in the state s0 or the state s2 since these
two are also reachable from the state s0 (by perform-
ing the action aS and the action aR respectively).
For the learning process, the reward function re-
turns a positive reward of 1 when the agent reaches
the final state and a negative reward of −1 in case the
agent reaches an aversive region, i.e., when it leaves
the scenario. Eq. 10 shows the reward function for s.
r(s) =
{
1 if s is the final state
0 if s is an aversive state
(10)
Even though we are aware that the proposed sce-
nario is rather simple from the learning perspective,
and thus manageable by a reinforcement learning
agent, in this work we are focusing on giving a basis
for explanations with the methods described in the
previous section.
5 Experimental results
In this section, we describe the results obtained
when using the three proposed approaches in the
scenario described in the last section. All the ex-
periments have been performed using the on-policy
learning algorithm SARSA, as shown in Eq. 3, and
the softmax action selection method, where a =
eQ(st,a)/τ∑
ai∈A e
Q(st,ai)/τ
, where st is the current agent’s
state, ai an action in the set A of available actions,
τ is the temperature parameter, and e the exponen-
tial function. A total of 20 agents have been trained,
the following plots show the average results. For the
analysis, following we plot the obtained Q-values, es-
timated distance n to task completion, and proba-
bilities of success using the three proposed methods.
We show these values in all cases for the actions per-
formed from the initial state s0, nevertheless, similar
plots can be obtained for each state.
The parameters used for the training are: learning
rate α = 0.3, discount factor γ = 0.9, and softmax
10
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Figure 3: The robot navigation transition function.
Six states are defined and three actions are allowed,
moving to the left (aL) or right (aR), and staying at
the same state (aS). The ground point symbol used
in states s1 to s4 represents the agent leaving the level
and, therefore, this is a terminal state that indicates
the task has been failed. Once this terminal state is
reached, the learning episode finishes and a new one
starts over.
temperature τ = 0.25, all of them were experimen-
tally determined and related to our scenario. The
previous parameters are mentioned here just as a ref-
erence, however, they are not so relevant for this
work. These parameters do affect the agent’s abil-
ity to learn a solution. However, we are interested in
understanding the decisions rather than the speed or
capacity of the learning agent.
5.1 Deterministic robot navigation
task
Initially, we have tested an RL agent moving across
the rooms considering deterministic transitions, i.e.,
performing an action a from the state si to state sj
always reaching the intended state sj with probability
equal to 1, or σ = 0, as defined in the transition
function (see Fig. 3).
Fig. 4 shows the Q-values obtained over 300
episodes for the actions of moving to the left aL, to
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Figure 4: Q-values from the initial state s0 for all
possible actions in the deterministic robot navigation
task. During the first episodes the agent prefers go-
ing to the right but after 300 learning episodes, ac-
tions right and left converge to similar Q-values. The
action of staying at the same state converges to a
slightly lower value.
the right aR, and staying in the same room aS from
the initial state s0. It is possible to observe that dur-
ing the first episodes the agent prefers to perform aR
as a consequence of the collected experience which is
shown by the blue line. However, as the learning im-
proves, the three actions converge to similar Q-values
above 0.6.
In Fig. 5 can be seen the estimated distance n (ac-
cording to Eq. (6)) from the initial state s0 to the re-
ward by performing the three available actions. Con-
trary to the Q-values, the distance needed to reach
the reward decreases over time, starting with more
than 50 actions and reaching values close to the min-
imum. It can be seen that action right aR converges
faster since the estimated distance is computed ac-
cording to the agent’s experience using the Q-values
and the reward. Since the distance n is obtained
from the Q-values, it can be produced for any of
the proposed approaches, however, we use it specifi-
cally to compute the probability of success with the
phenomenological-based approach.
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Figure 5: Estimated distance n from the initial state
s0 to the reward in the deterministic robot navigation
task. Over the episodes, the estimated distance gets
closer to the minimum number of actions.
In Fig. 6 are shown the probabilities of success for
the memory-based approach taking the different pos-
sible actions from the initial state s0, i.e., the prob-
ability of successfully finishing the task choosing any
path from room 0. The three possible actions from
this state, i.e., go to the left room aL, go to the right
room aR, and stay at the same room aS are shown
using red, blue, and green respectively. In the first
episodes, any possible action has a very low proba-
bility of success since the agent still does not know
how to navigate appropriately and, therefore, often
selects an action that leads it out of the floor. Over
the episodes, the agent tends to follow the path to
its right to reach the goal state, however, after 300
episodes all the probabilities converge to a similar
value as the agent collects enough knowledge in all
paths.
By using the probability of success as a source of
information for a non-expert end-user, the RL agent
can more easily explain its behavior and why at a cer-
tain point of the learning process one action may be
preferred instead of others. Since the computed prob-
abilities of success using the memory-based approach
are obtained directly from the performed actions dur-
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Figure 6: Probability of success from the initial state
s0 using the memory-based approach in the deter-
ministic robot navigation task. In this case, the agent
shows initially preference to select the right action or
stay in the same room; however, all actions are near
90% of success after 300 learning episodes.
ing the episodes, following we use these results to
compare to both: the learning-based approach and
the phenomenological-based approach. Moreover, we
use a noisy signal obtained from the memory-based
approach as a control group. For all the approaches,
including the noisy signal, we compute the Pearson’s
correlation to measure the similarity between the ap-
proaches as well as the mean square error (MSE).
Fig. 7 shows the probability of success for the
three possible actions from the initial state s0 us-
ing the learning-based approach. Similarly to the
memory-based approach, the probabilities show the
agent initially prefers to perform the action for mov-
ing to the right aR, however, as the previous case,
after the learning process, all the probabilities con-
verge to similar values close to 90% of success.
The probabilities of success using the
phenomenological-based approach are shown in
Fig. 8. As before, the possible actions are shown
from the initial state s0. The evolution of the
probabilities behaves similarly over the episodes as
in previous approaches. Initially, the agent favors
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Figure 7: Probability of success from the initial state
s0 using the learning-based approach in the determin-
istic robot navigation task. As in the memory-based
approach, initially the agent prefers to take the action
to the right, however, all the probabilities converge
to similar values after 300 episodes.
the action to the right room but the three actions
reach a similar probability of success after training.
Equivalently as shown by the learning-based ap-
proach, the phenomenological-based approach in the
first episodes gets a probability of success equal to
zero Ps = 0. This initial behavior is due to the fact
that the probability of success Ps using the learning-
based approach is computed in a similar way as the
Q-values, which is updating the P-values inside the
P-table. Likewise, the estimated probability of suc-
cess Pˆs using the phenomenological-based approach
is computed from the Q-values as it is a numerical
transformation from the estimated distance n.
Overall, the three proposed approaches have sim-
ilar behavior when using deterministic transitions
reaching similar results in terms of the final probabil-
ities of success from the initial state s0 and the evolu-
tion over the learning process. To further analyze the
similarity between the proposed approaches we com-
pute the Pearson’s correlation as well as the MSE
with respect to the memory-based approach. Addi-
tionally, we have used a control group of probabilities
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Figure 8: Probability of success from the initial state
s0 using the phenomenological-based approach in the
deterministic robot navigation task. The estimated
probabilities obtained using the estimated distance
n also show similar behavior to the previous ap-
proaches.
of success as a noisy signal from the memory-based
approach using 20% of white noise (M = 1, SD =
0.2). We have used that amount of noise since we
want to create control data from our baseline ap-
proach which are different enough from the original
probabilities and, at the same time, distinguishable
from each other. However, in this work, we do not
test how tolerant our approaches are to respond to
possible noise. The resultant noisy probabilities can
be seen in Fig. 9.
In Fig. 10 can be seen the correlation matrix for all
the approaches. In the figure, axes are the different
actions from the initial state s0 for each proposed
method. The uppercase letter refers to the action
and the lowercase one refers to the method. Thus,
L, R, and S are for the actions of going to the left,
to the right, and staying in the same room, whereas
m, l, p, and n are for memory-based, learning-based,
phenomenological-based, and noisy approaches re-
spectively. The figure shows that there is a high
correlation between the three proposed approaches,
while in our noisy control group the values of the
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Figure 9: The noisy signal obtained from the
memory-based approach in the deterministic robot
navigation task using a 20% of white noise. The noisy
signal is used as a control group when computing the
correlation and the MSE.
Table 1: MSE for all the proposed approaches using
deterministic transitions against the memory-based
approach. All shown actions are performed from the
initial state s0.
Deterministic app. aL aR aS
Learning-based 0.0117 0.0110 0.0178
Phenomenological-based 0.0095 0.0065 0.0083
Noisy Memory-based 0.0187 0.0245 0.0226
correlations are much lower in comparison.
Moreover, Table 1 shows the MSE between the
memory-based approach and all the other ap-
proaches. It can be seen that the phenomenological-
based approach approach has the least amount of
errors in relation to the memory-based benchmark,
obtaining an MSE lower than 0.01 for all possible
actions, which is achieved with much lower memory-
usage than the memory-based approach.
5.2 Stochastic robot navigation task
In this section, we have performed the same robot
navigation task but using stochastic transitions in-
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Figure 10: Pearson’s correlation between the proba-
bilities of success for all the approaches considering
the three possible actions from the initial state s0 in
the deterministic robot navigation task. All the ap-
proaches obtain a similar behavior with the exception
of the noisy signal obtained from the memory-based
approach and used as a control group.
stead. In our scenario, to use stochastic transitions
means that the RL agent may perform the action a
from the state si to the state sj and may reach the
intended state sj with a transition probability pt < 1,
or more precisely pt = 1− σ, with σ ∈ [0, 1] (if σ = 0
deterministic transitions are used, i.e., no stochastic-
ity) taking into consideration the defined transition
function. We have introduced a transition probabil-
ity pt = 0.9, or σ = 0.1. In other words, a 10%
of stochasticity in order to test how coherent are the
possible explanations extracted from all the proposed
approaches.
Fig. 11 shows the obtained Q-values after the
learning process. The actions shown also correspond
to the three possibilities, i.e., aL, aR, and aS , from
the initial state s0. Similarly to the use of deter-
ministic transitions, the Q-values converge to simi-
lar values after 300 episodes, however, in this case
the agent favors the action of going left in the first
episodes. Certainly, this is not due to the use of
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Figure 11: Q-values from the initial state s0 for all
possible actions in the stochastic robot navigation
task. In this case, the agent favors going to the left
room at the beginning of the training, however, as in
the previous case, Q-values for actions right and left
converge to a similar amount after 300 episodes. The
Q-value for the action of staying at the same state
converges to a slightly lower value.
stochastic transitions, but rather the agent in this
experiment explored initially that path, which can
lead to diverse exploration experiences over different
learning processes.
In Fig. 12 is shown the estimated distance n in
terms of actions to the reward. By using stochastic
transitions the distances also decrease over time get-
ting close to the minimal amount of actions. In this
case, the action of going to the right aR needs more
time to converge since this path is explored later as
can be seen in the Q-values.
Fig. 13 shows the probabilities of success dur-
ing the learning process from the initial state s0 us-
ing stochastic transitions and the memory-based ap-
proach. In this case, the agent initially exhibits more
experience taking the path to the left; however, af-
ter 300 episodes, similarly as before, the probabilities
converge to a similar value. Although using stochas-
tic transitions lead to a less overall probability of suc-
cess, in comparison to the deterministic robot navi-
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Figure 12: Estimated distance n from the initial state
s0 to the reward in the stochastic robot navigation
task. All the possible actions converge close to the
minimum after the learning process.
gation task, the agent is still able to explain in these
terms the reasons for its behavior during the learn-
ing episodes. Like the previous case, we have used
the memory-based approach as a base to compare
the other proposed approaches, since these probabil-
ities are obtained directly from the robot experience
collected in the episodic memory.
The probabilities of success for the three possible
actions from the initial state s0 using the learning-
based approach are shown in Fig. 14. Like using
the memory-based approach, at the beginning of the
training, the agent shows more experience by follow-
ing the path to the left, but also the three actions
converge after training. In this case, the probabili-
ties of success converge to a slightly higher amount in
comparison to the memory-based approach. This is
due to the fact that these probabilities are computed
using the P-values from the P-table. These values are
updated according to Eq. (4), where we set the dis-
count factor γ = 1 and, therefore, the agent is more
foresighted taking into account all possible future re-
wards.
The estimated probabilities of success using the
phenomenological-based approach are shown in Fig.
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Figure 13: Probability of success from the initial state
s0 using the memory-based approach in the stochastic
robot navigation task. In this case, the probabilities
of success are lower than the deterministic case, which
is due to the introduced σ-value stochasticity.
15. The probabilities are for the three possible
actions from the initial state s0 as well. The
phenomenological-based approach has a similar be-
havior as the memory-based approach, converging to
similar values after the learning process when using
stochastic transitions. The estimated probabilities
are computed from the Q-values using the Eq. 9 and,
therefore, it can be similarly seen that the agent pre-
ferred the path to the left at the beginning of the
training.
As in the deterministic approach, we have also used
a noisy signal in the stochastic robot navigation task
as a control group. We obtained the noisy signal from
the memory-based approach since this is computed
from the actual agent’s interaction during the learn-
ing process. Once again, we have added a 20% of
white noise using a normal distribution with media 1
and standard deviation 0.2, i.e., (M = 1, SD = 0.2).
The noisy signal can be seen in Fig. 16.
As in the deterministic robot navigation task, we
also compute the Pearson’s correlation as well as the
MSE to analyze the similarity between the obtained
probabilities of success Ps. In Fig. 17 is shown the
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Figure 14: Probability of success from the initial state
s0 using the learning-based approach in the stochastic
robot navigation task. In this approach, due to the
fact of using a discount factor equals to one (γ =
1), the agent becomes more foresighted and take into
consideration all the possible future reward, which
leads to slightly higher probabilities of success.
correlation matrix for all the approaches. The axes
contain the different possible actions from the initial
state s0 for each proposed method. As in the previ-
ous section, the uppercase letter refers to the action
and the lowercase letter refers to the method. Al-
though the correlations are lower in comparison to
the deterministic robot navigation task due to the
use of stochastic transitions, the figure still shows
that there is a high correlation between the three
proposed approaches, in opposite to the noisy con-
trol group, where the values of the correlations are
lower in comparison.
Furthermore, Table 2 shows the MSE between the
memory-based approach and the other approaches
using stochastic transitions. It is observed that once
again the phenomenological-based approach is the
most similar to the memory-based approach, obtain-
ing errors lower than 0.007 for all possible actions,
which is also achieved using much less memory in
comparison to the memory-based approach.
To have a better understanding of the proposed
16
0 50 100 150 200 250 300
Episodes
0.0
0.2
0.4
0.6
0.8
1.0
Pr
ob
ab
ilit
y
Left
Right
Same
Figure 15: Probability of success from the initial state
s0 using the phenomenological-based approach in the
stochastic robot navigation task. The obtained prob-
abilities are computed from the Q-values and the es-
timated probabilities are close to the memory-based
approach.
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Figure 16: The noisy signal obtained from the
memory-based approach in the stochastic robot nav-
igation task using a 20% of white noise. The noisy
signal is used as a control group when computing the
correlation and the MSE.
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Figure 17: Pearson’s correlation between the proba-
bilities of success for all the approaches considering
the three possible actions from the initial state s0 in
the stochastic robot navigation task. Although the
correlation is lower in comparison to the determinis-
tic approach due to the stochastic transitions, all the
approaches obtain a similar behavior with the excep-
tion of the noisy signal.
Table 2: MSE for all the proposed approaches using
stochastic transitions against the memory-based ap-
proach. All shown actions are performed from the
initial state s0.
Stochastic approach aL aR aS
Learning-based 0.0153 0.0171 0.0161
Phenomenological-based 0.0058 0.0068 0.0045
Noisy Memory-based 0.0271 0.0166 0.0218
approaches when using them from internal states, in
this section, we show the experimental results for
the stochastic robot navigation task from the state
s1. Therefore, the same scenario and parameters are
used as in the previous experiments. In this case, we
only show the results for Q-values, and for the three
proposed methods. Fig. 18, 19, 20, and 21 show
the results obtained after 300 learning episodes for
the Q-values and the probabilities of success using
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Figure 18: Q-values from the state s1 in the stochas-
tic robot navigation task.
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Figure 19: Probability of success from the state s1
using the memory-based approach in the stochastic
robot navigation task.
the memory-based approach, the learning-based ap-
proach, and the phenomenological-based approach,
respectively.
When the robot is placed in the state s1, the action
of moving to the left aL leads it to a terminal aversive
area, therefore, the associated Q-value and probabil-
ities of success are close to zero. Nevertheless, due to
stochastic transitions, the robot still is able to reach
a different room and, hence, the associated Q-value
and probabilities of success are not necessarily null.
Conversely, the action of moving to the right aR has
bigger Q-value and probability of success in compar-
ison to staying at the room aS , since aR leads the
robot to the state s3 which is closer to the reward
state. For the obtained probabilities of success using
the three approaches, actions of moving right aR and
staying at the same room aS increase their values in
comparison to the Q-value to represent a better esti-
mation of the real probability of success in each case.
The action of moving to the left, in all cases remains
low with values near to zero.
For instance, after 300 learning episodes and with
the robot just performing an action from s1, an end-
user could ask an explanation as: why did you move
to the right in the last situation? If the robot uses the
probability of success to explain why action aR has
been chosen when being in the state s1, the following
explanation could be provided: In state s1, I chose
to move to the right because it has a probability of
success of: (i) 86.91%, (ii) 93.75%, or (iii) 85.93%.
The previous values are from using the memory-
based, learning-based, and phenomenological-based
approaches respectively. As previously discussed, we
consider the memory-based approach the more accu-
rate estimation for the probability of success, since
this value is obtained directly from the robot’s tran-
sitions. In this case, the Q-value is 0.8166, there-
fore, the proposed methods approximate more pre-
cisely the real probability and potentially give a more
informative answer to a non-expert end-user. Equiv-
alently, if the end-user asks an explanation as: why
did you not move to the left in the last situation?
As before, using the probabilities of success to ex-
plain the counterfactual of why action aL has not
been chosen when being in the state s1, the expla-
nation can be constructed as follows: In state s1, I
did not choose to move to the left because has only a
probability of success of: (i) 4.76%, (ii) 14.60%, or
(iii) 22.67%. These values also using the memory-
based, learning-based, and phenomenological-based
approaches respectively. The associated Q-value, in
this case, is 0.1202. Although the deviation is higher,
the proposed approaches are able to approximate the
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Figure 20: Probability of success from the state s1
using the learning-based approach in the stochastic
robot navigation task.
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Figure 21: Probability of success from the state s1
using the phenomenological-based approach in the
stochastic robot navigation task.
probability of success.
6 Conclusions
In this work, we have presented an explainable
robotic system with the idea of improving the end-
user trust in an HRI scenario. The proposed scenario
has been carried out using a robot simulator where
a navigation task has been implemented. We do not
get focused on speeding up the learning process, but
rather in looking for a plausible alternative of explain-
ing the robot’s behavior during the decision-making
process. For this purpose, we have used outcome-
focused explanations instead of state-based explana-
tions. Of course, both approaches may be combined
and, therefore, an explanation could include these
two aspects.
The proposed approaches estimate the probability
of success for each action, which in turn allows the
agent to explain the robot’s decision to non-expert
end-users. By describing decisions in terms of the
probability of success, the end-user will have a clearer
idea about the robot’s decision in each situation us-
ing human-like language. On the contrary, using Q-
values to explain the behavior, the end-users will not
necessarily obtain a straightforward comprehension
unless they have prior knowledge about reinforcement
learning or machine learning techniques.
We have proposed three approaches with different
characteristics. First, the memory-based approach
uses an episodic memory to save the interaction with
the environment from which it computes the prob-
ability of success. Second, the learning-based ap-
proach utilizes a P-table where the values of the prob-
ability of success are updated as the agent collects
more experience during the learning process. Third,
the phenomenological-based approach computes the
estimated probability of success directly from the
Q-values by performing a numerical transformation.
The proposed approaches differ in both the amount
of memory needed and the kind of RL problem repre-
sentation where they could be used, although at the
current state, the approaches have been developed for
tasks where the reward is all received at the end of
the episode.
The obtained results using either deterministic or
stochastic transitions show that the proposed ap-
proaches accomplish similar behavior and converge
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to similar values, which is also verified through the
high correlation level and the MSE computed.
Overall, from the similarity exposed by the three
proposed approaches, the learning-based approach
and the phenomenological-based approach represent
a plausible choice for replacing the memory-based ap-
proach to compute the probability of success, using
fewer memory resources and being an alternative to
other RL problem representations.
As future works, we are planning to test our ap-
proaches in continuous scenarios, where using an
episodic memory is not feasible. In such scenarios,
it is critical to compute the probability of success di-
rectly from the Q-values or by learning them using
P-values with a function approximation (e.g., artifi-
cial neural networks) instead of a P-table. Moreover,
it is important to test how much do impact differ-
ent values of stochastic transitions represented by the
σ parameter, especially considering that the level of
stochasticity may vary between states.
We also plan to use a real-world robot scenario in
order to automatically generate explanations to be
given to non-expert end-users. Using a real-world
scenario, we plan to perform a user study to measure
the effectiveness of the probability of success as a
metric to enhance the trust in robotic systems.
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