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ABSTRACT
In this paper, we propose a novel approach for saliency detec-
tion for seismic applications using 3D-FFT local spectra and
multi-dimensional plane projections. We develop a projection
scheme by dividing a 3D-FFT local spectrum of a data vol-
ume into three distinct components, each depicting changes
along a different dimension of the data. The saliency de-
tection results obtained using each projected component are
then combined to yield a saliency map. To accommodate the
directional nature of seismic data, in this work, we modify
the center-surround model, proven to be biologically plau-
sible for visual attention, to incorporate directional compar-
isons around each voxel in a 3D volume. Experimental re-
sults on real seismic dataset from the F3 block in Netherlands
offshore in the North Sea prove that the proposed algorithm
is effective, efficient, and scalable. Furthermore, a subjective
comparison of the results shows that it outperforms the state-
of-the-art methods for saliency detection.
Index Terms— Saliency detection, Directional compari-
son, Spectral projection,, 3D-FFT, Seismic interpretation.
1. INTRODUCTION
Saliency detection aims to highlight the salient regions in im-
ages and videos by taking into consideration the biological
structure of the human visual system (HVS) [1]. Bottom-up
saliency detection in videos exploits both spatial and temporal
cues to identify visually important features in the data. Fea-
tures like color, contrast, intensity, flicker, and motion all have
been identified as prominent attributes that help HVS to focus
processing resources on important elements in the surround-
ing environment. In contrast, top-down saliency detection
known as task-specific visual saliency embeds a priori knowl-
edge such as shape, orientation, size, or one or more tem-
plates of desired features into saliency detection framework.
These features provide a user-assisted framework, which in
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turn makes the saliency detection tuneable to desired features
from images or videos.
Majority of visual saliency models aim to predict the ar-
eas in images or videos that attraction human attention in-
stantly [2–7]. Itti and Baldi [8] proposed to detect saliency
in images by modeling surprise elicited by an observer by
measuring the difference between posterior and prior beliefs.
Kadir and Brady [9] proposed to highlight salient regions by
modeling scale selection and content description from im-
ages. Li et al. [10] proposed a novel approach for image
segmentation based on sparse saliency model and graph cuts.
Furthermore, authors in [11–13] present a comparison of sev-
eral state-of-the-art models over seven challenging datasets
to establish the benchmark for saliency detection. More re-
cently, a saliency detection algorithm, which uses 3D FFT
of a non-overlapping window in the spatial and temporal do-
mains of video sequence to compute the spectral energy of the
window and compare it with its surrounding regions to con-
struct a saliency map is proposed in [14]. This method is ef-
fective in capturing both temporal and spatial saliency cues in
a very fast and compact way. Therefore, based on the method
presented in [14], we propose a new approach for detecting
salient objects within seismic volumes.
In seismic interpretation, visual saliency is important to
predict the human interpreters attention and highlight the ar-
eas of interest in seismic sections. To extract useful informa-
tion from a huge volume of seismic data, interpreters manu-
ally delineate important structures, which contain hints about
petroleum and gas reservoirs such as salt domes, faults, chan-
nels, fractures, pinchouts, anticlines, synclines, and horizons.
There are very limited tools available for automatic detec-
tion and manual interpretation is becoming extremely time
consuming and labor intensive. Therefore, it is important to
highlight, in the first stage of interpretation, useful features
in seismic images that assist interpreters by directing their
attention to the areas, which contain geologically important
structures for the entrapment of oil and gas reservoirs. Using
visual saliency, we can accomplish this task and make inter-
preters job relatively easy. Sivarajah et al. [15] studied var-
Fig. 1: The block diagram of the proposed method.
ious saliency detection algorithms and observed which one
closely mimics the interpreters visual attention when inter-
preting the gravity and magnetic data for exploration appli-
cations. The study concludes that saliency maps can be used
to develop new techniques to compensate or augment biases
and guide the interpreter’s attention to important areas in im-
ages. Similar study to develop a heuristic knowledge of the
experts doing interpretation of seismic images is presented
in [16]. The authors of [17,18] proposed algorithms for auto-
mated horizons picking by detecting salient features followed
by computing pixels entropy and fragments connectivity, re-
spectively. On the other hand, the authors in [19] and [20]
proposed novel algorithms for the detection and delineation
of salt domes based on visual saliency.
Majority of existing saliency detection algorithms rely on
time-space domain for saliency detection. Few schemes based
on transform domain have also been proposed in the past for
saliency detection, yet it remains as one of the rarely ex-
plored domain for saliency detection. For saliency detection
in videos, motion-related changes usually occur in the time-
domain. However, in seismic data, the variation of facies,
faults, salt domes, and different geological features can be
observed along all three directions of a 3D seismic data. The
utilization of transform domain techniques such as 3D-FFT
can capture changes along all three directions in a 3D spec-
trum. Furthermore, using a top-down approach in saliency
calculation, we can enhance the hardly conspicuous features
within images and videos. In case of seismic data, certain fea-
tures such as faults, horizon and sigmoid can be highlighted
by defining a template or choosing the size and orientation
of saliency calculation in a modified center-surround com-
parison. Therefore, in this paper, we propose a novel ap-
proach for saliency detection, which decomposes a 3D-FFT
spectrum into three different components depicting variations
along each plane of a 3D volume. Based on obtained spectral
decompositions, we apply a modified center-surround model
followed by a weighted combination to yield a saliency map
of 3D data. Using proposed scheme, we can process visual
stimuli in real-time and perform complex processing proce-
dures faster and more efficiently. To show effectiveness of
the proposed scheme, we present experimental results on a
real dataset from the North Sea, F3 block in the Netherlands
and show how proposed algorithm can play an effective role
in a computational seismic interpretation process.
2. SALIENCY DETECTION
In this paper, we develop a novel scheme for saliency detec-
tion, which decomposes a 3D-FFT spectrum of data in con-
junction with directional center-surround (DCS) model and
top-down approach to depict variations in motion along all
three dimensions of a 3D data. Given a 3D seismic data vol-
ume V of size T ˆXˆY , where T represents time or depth,
X represents crosslines, and Y represents inlines, we com-
pute saliency using the block diagram shown in Fig. 1.
In the first step, we compute 3D-FFT of V using a local
cube with a sliding window having more than 50% overlap to
yield a volume F . The size of local cube can be adjusted to
yield a fine or coarse resolution of the saliency map. In the
second step, we perform decompositions of the spectral cube
as explained in Fig. 2. Within a 3D spectral cube in ft-fx-fy
coordinate system, if a spectral point is closer to fx-fy-plane,
then its projection on fx-fy-plane i.e. along ft-direction will
depict variations more prominently as compared to the pro-
jections on ft-fy or ft-fx planes. Therefore, we decompose
the 3D spectral cube by projecting the spectral point F ri, j, ks
along ft-direction as
Ftri, j, ks “ F ri, j, ks ˆ ON
OM
, (1)
“ F ri, j, ks ˆ
a
j2 ` k2a
i2 ` j2 ` k2 , (2)
F rµ, ν, ωs “ 1
L3
L´1ÿ
p“0
L´1ÿ
q“0
L´1ÿ
r“0
f rp, q, rse´2piippµ`qν`rωq{L,
where rp, q, rs and rµ, ν, ωs represent the coordinates in the
space and frequency domains, respectively. L defines the size
of the local data cube and f is the seismic data within volume
V . Similarly, we also compute decompositions along fx- and
fy-directions as
Fxri, j, ks “ F ri, j, ks ˆ
?
i2 ` k2a
i2 ` j2 ` k2 , (3)
Fyri, j, ks “ F ri, j, ks ˆ
a
i2 ` j2a
i2 ` j2 ` k2 . (4)
(a) Spectral cube. (b) Plane projections.
Fig. 2: The illustration of spectral cube, plane projections,
and decompositions.
Thus, after step two, F is decomposed into three com-
ponents namely F t, F x, and F y . The equations above for
spectral decomposition do not work for a special case, i.e.,
i “ j “ k “ 0. This is the center of 3D spectral cube,
which is associated with the DC component of the spectrum
and hence does not reflect any changes along three planes.
Therefore, we do not include the center point when extracting
features from spectral cube.
In the third step, we calculate the absolute mean over
each local cube to obtain the corresponding features known
as spectral energies, labelled asEt,Ex, andEy , respectively.
The features extraction process enhance the motion variations
along each axis and provide a pixel level descriptions of the
energy variations when calculating saliency maps.
The fourth step of the proposed method applies the DCS
model to construct the saliency maps Sm using Em as
Smrt, x,ys “ 1
Q
ÿ
i0,j0,r0
|Emrt, x, ys´
w.Emrt` i0, x` j0, y ` r0s|, m P tt, x, yu, (5)
where i0, j0, r0 are chosen such that point rt` i0, x` j0, y`
r0s is in the immediate neighborhood of point rt, x, ys, such
as within a directional window centered at rt, x, ys as depicted
in Fig. 3. Q represents the total number of points included
in the summation, w represents Gaussian weights, Sm rep-
resents St, Sx, or Sy , and Em represents Et, Ex, or Ey ,
respectively.
In order to incorporate directionality into saliency cal-
culation and consolidate the top-down salient features, tun-
able to certain sizes, structures, and orientations, our pro-
posed approach above performs DCS comparison in conjunc-
tion with Gaussian weighting of pixel values away from the
center point at which it is calculated. DCS comparisons along
t, x, and t-x directions are illustrated in Fig. 3, where dark
blue color indicates large Gaussian weights as opposed to
small weights for light color pixels. For example, if we are
interested in calculating saliency along x-direction, then we
can not only tune the number of neighboring pixels along x-
direction (incorporated in DCS computation) but also weights
associated with each pixel value. Similarly, we can also tune
features directionality (by changing the orientation of DCS
Fig. 3: Directional center-surround comparison along t, x,
and t-x directions, respectively.
comparison) and size (by changing the number of neighboring
pixel values included in DCS comparison) in saliency calcu-
lation as shown in Fig. 3. In this paper, for DCS comparison,
we use a neighborhood window of d ˆ 1, where d is the side
length of the cube, and apply it along t, x, and y directions,
respectively.
Finally, the saliency map S, which is of the same size as
that of V is obtained as
Sri, j, ks “ a ¨Stri, j, ks`b ¨Sxri, j, ks`c ¨Syri, j, ks. (6)
The weights in saliency calculation i.e. a, b, and c can be
set either equally to construct a saliency map with equal dis-
tribution of saliency maps calculated along t, x, and y di-
rections or empirically to highlight certain features along any
particular direction. In this work, we have used a cube of size
5 ˆ 5 ˆ 5 and equal weights a, b, and c for saliency calcu-
lation. The proposed saliency detection is based on 3D-FFT,
which makes it fast and obtains saliency maps with adjustable
resolution by varying the cube size. Furthermore, the pro-
posed approach is computationally inexpensive and requires
very few parameters as compared to other visual saliency al-
gorithms.
3. RESULTS
In this section, we present the results of saliency detection on
a real seismic dataset acquired from the Netherlands offshore
F3 block in the North Sea whose size is 24 ˆ 16 km2. A
typical seismic inline section from this dataset containing
multiple seismic facies is shown in Fig. 4a. A well-founded
saliency algorithm can not only resolve spatial variations
along different directions within seismic volume but also
highlight the contrast of different geological structures with
respect to its surrounding sediments. The results of the state-
of-the-art image and video saliency detection algorithms
presented in [21], [22], [23], [24], [3], [25], [14], and the
proposed method are shown in Fig. 4b-i, respectively.
Subjective evaluation of the results show that the pro-
posed method effectively highlights salient features from a
seismic image as compared to other state-of-the-art algo-
rithms. Specifically, red arrows and ellipses in Fig. 4i high-
light regions in a seismic inline section, which demonstrate
the excellence of proposed saliency detection as opposed to
other saliency detection algorithms. As observed in Fig. 4, a
(a) A typical seismic inline image. (b) Zhang et al., (2008) [21] (c) Hou and Zhang, (2007) [22]
(d) Guo and Zhang, (2010) [23] (e) Achanta et al., (2008) [24] (f) Fang et al., (2014) [3]
(g) Seo and Milanfar, (2009) [25] (h) Long and AlRegib, (2015) [14] (i) Proposed Method
Fig. 4: The output of the various saliency detection algorithms on a typical seismic inline section. Red arrows and ellipses
highlight the areas, which demonstrate the excellence of the proposed saliency detection algorithm.
majority of algorithms fail to detect a major fault in the center
of a seismic image. Such kind of faults are characterized by
subtle variations in intensity and texture, which make them
extremely challenging and difficult to highlight using a small
set of seismic attributes. Figure 4i shows that such fault is
adequately highlighted by the proposed saliency detection
method because it takes into account the spectral variations
along all three dimensions of the seismic data. In addition, the
proposed saliency detection algorithm pleasantly suppresses
a sigmoidal structure with respect to its surrounding, indi-
cated by an ellipse in the middle of seismic section, which is
not distinctively detected by other algorithms. Furthermore,
the amplitude of salient values detected by the proposed
algorithm near the salt-dome boundary are not only more lo-
calized but also significantly higher than most of other state-
of-the-art algorithms. Similarly, red arrows in the bottom
left and middle right portion of the proposed saliency map
highlight areas such as smaller faults and chaotic structures
that are not clearly visible in other saliency maps. Finally,
it can be observed from Fig. 4 that the resolution of the pro-
posed approach is much better as compared to that of other
saliency detection algorithm, which makes it advantageous
for applications such as seismic interpretation, which requires
not only fine perception but also efficient detection of subtle
features from images and videos. Therefore, the proposed ap-
proach is expected to not only become a very handy tool for
interpreter-assisted seismic interpretation but can also serve
as a base attribute map for creating workflows for automated
detection of various geological structures.
4. CONCLUSION
In this paper, we have developed a new saliency detection
algorithm for seismic applications using features based on
3D-FFT local spectra and multi-dimensional plane projec-
tions. We have proposed a novel approach for feature ex-
traction based on spectral cube coupled with directional
center-surround model to estimate the salient features ef-
fectively. The proposed algorithm is based on 3D-FFT, which
makes it advantageous for application on large datasets, and
computationally inexpensive and real-time implementations.
Simulation results on a real seismic dataset show the efficacy
of the proposed scheme in the detection of salient points and
subtle features observed in a geologically complex setting.
Furthermore, experimental results also show that the pro-
posed method outperforms the state-of-the-arts methods for
saliency detection in seismic applications.
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