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Abstract
In this article we consider approximate Bayesian inference for the model parameters of observation driven
time series models. These are statistical models that appear in a wide variety of applications such as economet-
rics, applied mathematics, natural sciences and engineering. Our inference method will be based on approximate
Bayesian computation (ABC). An empirical approximation is used for the likelihood function, because either
there is no analytical expression for it or computing it point-wise has a very high computational cost. When
the original observations or a specifically perturbed version of them are used, the accuracy of the maximum a
posteriori (MAP) estimator for the parameters will be investigated as the length of the time series, n, increases.
We will then propose a Markov chain Monte Carlo (MCMC) method to sample for the ABC posterior, which
improves on well documented issues such as poor mixing or acceptance probabilities that fall at an exponentially
decreasing rate with n. A Metropolis-Hasting kernel will be used, which is based upon an exact approximation
of a particular marginal algorithm. The resulting cost per MCMC iteration is random, but its expectation scales
quadratically with n to achieve good performance. We illustrate the effectiveness of this novel MCMC kernel by
performing parameter inference for popular models in econometrics.
Key Words: Observation Driven Time Series Models, Approximate Bayesian Computation, Asymptotic Con-
sistency, Markov Chain Monte Carlo.
1 Introduction
Observation driven time-series models were introduced by [5] and are routinely used in a wide variety of applica-
tions. Popular models include the autoregressive moving average (ARMA) model or the generalized autoregressive
conditional heteroskedasticity (GARCH) model in econometrics. These models can be described formally as follows:
let (Ω,F ,Pθ) be a probability space, where for every parameter θ ∈ Θ ⊂ Rdθ , Pθ is a probability measure. Consider
the bivariate process {Yk, Xk}k≥0 that starts from an some arbitrary point y0 defined on some set Y and is formed
by combining a sequence of observations {Yk}k≥0 with each Yk ∈ Y that are associated to a potentially unknown
state sequence {Xk}k≥0 with Xk ∈ X. Denote also Fk = σ({Yn, Xn}0≤n≤k). An observation driven time-series
model is given by
Pθ(Yk+1 ∈ A|Fk) =
ˆ
A
Hθ(xk, dy), A× X ∈ F ,
Xk+1 = Φ
θ(Xk, Yk+1),
Pθ(X0 ∈ B) =
ˆ
B
Π(dx), Y ×B ∈ F ,
where θ is a vector containing the model parameters, H : Θ× X× σ(Y)→ [0, 1], Φ : Θ× X× Y → X and for every
θ ∈ Θ, Πθ ∈ P(X) with P(X) denoting the family of all possible probability measures on X. Throughout, we will
assume that for any (x, θ) ∈ X×Θ, Hθ(x, ·) admits a density w.r.t. some σ−finite measure µ, which we denote as
hθ(x, y). For sake of convinience, one may treat µ as the Lebesgue measure, but note this choice is not unique or
necessary.
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We aim to perform Bayesian inference for the model parameters θ. Let Ξ denote a suitable prior probability
distribution on (Θ,B(Θ)), which we will assume to posses a density ξ w.r.t. to the Lebesgue measure dθ. For a
given n observations the object of inference is the posterior distribution on Θ× X:
Πn(dθ, dx0|y1:n) ∝
n∏
k=1
hθ
(
Φθ (y0:k−1) (x0), yk
)
Ξ(dx0, dθ), (1)
where Ξ(dx0, dθ) is the prior distribution for x0 and θ so that for A ⊆ X then Π(A) =
´
A×Θ Ξ(dx0, dθ). Also, we
have used the notations y1:n := (y1, . . . , yn) and Φ
θ(y0:k−1)(x0) = Φθ ◦ · · · ◦ Φθ(x0, y1). For a given observation
sequence y1:n we will also denote θ
∗ the true parameter that generated these observations and write pin and ξ the
densities of Πn and Ξ respectively. Finally, note that in most applications of practical interest, one cannot draw
directly samples from this complicated posterior and inference on θ and x0 has to resort to advanced numerical
methods such as Markov chain Monte Carlo (MCMC).
In this article, we are interested in inferring the posterior distribution when hθ(x, y) cannot be evaluated point-
wise and there is no access to an unbiased estimate of it. We will assume instead that it is easy to obtain samples
from hθ(x, y). In this case, obtaining samples from the posterior is not possible even when using advanced numerical
techniques. The common approach in Bayesian statistics is to perform inference for an empirical approximation of
the posterior. This is often refered to as approximate Bayesian computation (ABC); see [17] for a recent overview.
ABC can be viewed as a systematic way to replace the true posterior with a different one, which we will refer to
as the ABC posterior and is defined on an extended space by using samples from the true likelihood appropriately
as auxiliary variables. One may control how close the ABC posterior distribution is to the true one by tuning a
particular positive tolerance variable  and often the approximation is exact as → 0.
In this paper, we will investigate the behaviour of maximum a posteriori (MAP) estimators based on ABC
approximations for the model parameters and the initial condition of observation driven time-series models. The
approach is closely related to that developed in [11] and [6] for hidden Markov models (HMMs). In [6] the authors
look at the behaviour of maximum likelihood (ML) estimators based on ABC for varying n, , where n is the length
of the time series. Also, it is shown that when appropriate noisy perturbations of the observations are used instead
of the original ones to provide ABC approximations one may recover asymptotically in n maximum-likelihood
estimators for the original problem and hence the true parameters under the usual regularity assumptions for ML.
In this paper, we will derive similar results for the MAP estimates of the model parameters. Relying heavily on the
recent work of [8] we show under some conditions that as n → ∞ the ABC posterior has, almost surely, a MAP
estimator of θ which is different from the true parameter θ∗ that generated the observations. However, when the
MAP for θ is obtained using noisy perturbations of the observations it will converge asymptotically almost surely
to the true parameter. Following the usual practice in the ABC literature [6, 7, 10] we will generally refer to of
using ABC with noisy versions of the observations as noisy ABC.
The other main contribution of this article is a development of a new MCMC algorithm designed to sample
from the ABC approximation of the posterior. Due to the nature of the ABC approximation it is easily seen that
vanilla MCMC algorithms such as [16] will have an acceptance probability that will fall at an exponential rate
in n. Other more advanced ideas such as those in the ‘pseudo marginal’ approach of [4] have appeared, which
are viewed as approximations of particular marginal algorithms as seen in [1, 2, 3]. Recently in [15] it was shown
that naive implementation of these ideas can perform rather poorly in terms of the mixing properties of MCMC
XXXthe rhit kernel is one of themXXX. Here we propose a MCMC kernel based on the recent promising work
in [14]. We aim to improve the exploration ability of the underlying Markov chain by allowing using a random
number of auxiliary samples from the likelihood for each iteration. Under particular assumptions we show that the
expected computational cost per iteration of the algorithm needed to achieve reasonable performance is O(n2). We
believe this compares favourably with other algorithms [XXX] XXXwhich oneXXX. We also show numerically that
the proposed MCMC method performs better than standard pseudo marginal algorithms.
The remainder of the paper is structured as follows: in Section 2 we introduce our ABC approximations and
give precise statements of our theoretical results for the MAP estimators of θ. In Section 3, we present our MCMC
algorithm along with a theoretical discussion about its computational cost and stability. In Section 4 our ideas are
illustrated on toy and a realistic example inspired from econometrics. In Section 5 we conclude the article with
some discussion of future work. The proofs of our theoretical results are given in the appendix.
2
2 Approximate posteria using ABC approximations
2.1 ABC approximations and noisy ABC
As it was emphasised in Section 1, we are interested in performing inference when hθ(x, y) cannot be evaluated point-
wise, nor do we have access to an unbiased estimate of it. We will instead assume it is possible to sample from hθ. In
such scenaria, one cannot use standard simulation based methods. For example, in a standard MCMC approach the
Metropolis-Hastings acceptance ratio cannot be evaluated, even though it may be well-defined. Following the work
in [XXX],[6, 11] for hidden Markov models, we introduce an ABC approximation for the density of the posterior
written in (1) as follows:
pin(θ, x0|y1:n) ∝
n∏
k=1
hθ,
(
Φθ (y0:k−1) (x0), yk
)
ξ(x0, θ), (2)
with  > 0 and
hθ,(Φθ(y0:k−1)(x0), yk) =
´
B(yk)
hθ(Φθ(y0:k−1)(x0), y)µ(dy)
µ(B(0))
, (3)
where we denote B(y) as the open ball centred at y with radius  and write µ(B(y)) =
´
B(y)
µ(dx). When µ is
the Lebesgue measure, µ(B(y)) corresponds to the volume of the ball B(y).
In general we will refer to ABC as the procedure of performing inference for the posterior in (2). In addition,
we will call noisy ABC the inference procedure that uses instead of the original observation sequence a perturbed
one, namely
{
Yˆk
}
k≥0
, where each Yˆk is given by
Yˆk = Yk + Zk,
with each Zk is identically independently distributed (i.i.d.) uniformly on B(0) (shorthand Zk ∼ UB(0)).
2.2 Consistency results for the MAP estimator
In this section we will investigate some interesting properties of the ABC posterior in (2). In particular, we will look
at the asymptotic behaviour with n of the resulting MAP estimators for θ. The properties of the MAP estimator
reveal information about the mode of the posterior distribution as we obtain increasingly more data. To simplify
the analysis in this section we will assume that:
(A1) – x0 is fixed and known, i.e. Π(dx0) = δx(dx0), where δx denotes the Dirac delta measure on X and x ∈ X
is known.
– ξ(x, ·) is bounded and positive everywhere in Θ.
– the observations actually originated from the true model model for some θ∗ ∈ Θ, i.e. we look at a
well-specified problem.
– H and h do not depend upon θ. Thus we have the following model recursions for the true model:
Pθ∗(Yk+1 ∈ A|Fk) =
ˆ
A
H(xk, dy), A× X ∈ F ,
Xk+1 = Φ
θ∗(Xk, Yk+1), (4)
where we will denote associated expectations to Pθ∗ as Eθ∗ .
In addition, for this section we will introduce some extra notations: (X, d) is a compact, complete and separable
metric space and (Θ, d) is a compact metric space, with Θ ⊂ Rdθ . For two measures ν and λ of bounded variation
denote the convolution ν ?λ (f) =
´
f(z+r)ν(dz)λ(dr). Let also Q be the probability law associated to the random
sequence {Zk}k∈Z , where each Zk is an i.i.d. sample from the uniform distribution defined on B(0).
We proceed with some additional technical assumptions:
(A2) {Xk, Yk}k∈Z is a stationary stochastic process, with {Yk}k∈Z strict sense stationary and ergodic, following (4).
(A3) For every (x, y) ∈ X × Y, θ 7→ Φθ(x, y) is continuous. In addition, there exist 0 < C < ∞ such that for any
(x, x′) ∈ X, supy∈Y |h(x, y)− h(x′, y)| ≤ Cd(x, x′). Finally 0 < h ≤ h(x, y) ≤ h <∞, for every (x, y) ∈ X× Y.
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(A4) There exist a measurable % : Y → (0, 1), such that for every (θ, y, x, x′) ∈ Θ× Y × X2
d(Φθ(x, y),Φθ(x′, y)) ≤ %(y)d(x′x′).
(A5) The following statements hold:
1. H(x, ·) = H(x′, ·) if and only if x = x′
2. If Φθ(Y−∞:0)(x) = Φθ
′
(Y−∞:0)(x) holds Pθ∗ ?Q−a.s., then θ = θ′ .
Assumptions (A2-5) and the compactness of Θ are standard assumptions for maximum likelihood estimation (ML)
and they can be used to show the uniqueness of the maximum likelihood estimator (MLE); see [8] and [XXX] for
more details. Therefore, if the prior ξ(θ) is bounded and positive everywhere on Θ it is a simple corollary that the
MAP estimator will correspond to the MLE. In the remaining part of this section we will adapt the analysis in [8]
for MLE to the ABC setup.
In particular, we are to estimate θ using the log-likelihood function:
lθ,x(y1:n) :=
1
n
n∑
k=1
log
(
h(Φθ(y0:k−1)(x), yk)
)
We define the ABC-MLE for an n-long sequence as
θn,x, = arg maxθ∈Θlθ,x(y1:n).
We proceed with the following proposition:
Proposition 2.1. Assume (A1-4). Then for every x ∈ X and fixed  > 0
lim
n→∞ d(θn,x,,Θ
∗
 ) = 0 Pθ∗ − a.s.
where Θ = arg maxθ∈ΘEθ∗ [log(h(Φθ(Y−∞:0)(x), Y1))].
The result establishes that the estimate will converge to a point, which is typically different to the true parameter.
Hence there is an intrinsic asymptotic bias for the plain ABC procedure. To correct this bias, consider the noisy
ABC procedure, of replacing the observations by Yˆk = Yk + Zk, where Zk
i.i.d.∼ UB1(0). The noisy ABC MLE
estimator is then:
θˆn,x, = arg maxθ∈Θ
1
n
n∑
k=1
log
(
h(Φθ(yˆ0:k−1)(x), yˆk)
)
.
We have the following result:
Proposition 2.2. Assume (A1-5). Then for every x ∈ X and fixed  > 0
lim
n→∞ d(θˆn,x,, θ
∗) = 0 Pθ∗ ?Q − a.s..
The result shows that the noisy ABC MLE estimator is asymptotically unbiased. Therefore, given that in our
setup the ABC MAP estimator corresponds to the ABC MLE we can conclude that the mode of the posterior
distribution as we obtain increasingly more data is converging towards the true parameter. Finally we note that
our assumptions indeed pose some restrictions, but these are shown to be realistic for a few interesting models in
[8]. In addition, the main purpose of this Bayesian consistency result is to motivate the use of the approximate
posterior in (2) when the observation sequence is long or its marginal likelihood is quite informative.
3 Computational methodology using Markov chain Monte Carlo
Recall that we formulated in the ABC posterior written in (5). One can rewrite the approximate posterior in (2):
pi(θ, x0|y1:n) =
pθ,x0(y1:n)ξ(x0, θ)´
pθ,x0(y1:n)ξ(x0, θ)dx0dθ
,
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Algorithm 1 An unrealistic M-H algorithm for pi(γ|y1:n)
1. (Initialisation) At t = 0 sample γ0 ∼ ξ.
2. (M-H kernel) For t ≥ 1:
• Sample γ′|γ from a proposal Q(γ, ·) with density q(γ, ·).
• Accept the proposed state and set γt = γ′ with probability
1 ∧ p

γ′(y1:n)
pγ(y1:n)
× ξ(γ
′)q(γ′, γ)
ξ(γ)q(γ, γ′)
,
otherwise set γt = γt−1.
with
pθ,x0(y1:n) =
ˆ n∏
k=1
IB(yk)(uk)
µ(B(0))
hθ(Φθ(y0:k−1)(x0), uk)du1:n.
Note we have just used Fubini’s theorem to rewritte the likehood pθ,x0(y1:n) as an integral of a product instead of
a product of integrals
∏n
k=1 h
θ,
(
Φθ (y0:k−1) (x0), yk
)
shown in (2)-(3). In this paper we will focus only on MCMC
algorithms and in particular on the Metropolis-Hastings (M-H) approach. In order to sample from the posterior pi
one runs an ergodic Markov Chain with the invariant density being pi. Then after a few iterations when the chain
has reached stationarity, one can treat the samples from the chain as approximate samples from pi. This is shown
in Algorithm 1, where for convinience we denote γ = (θ, x0). The one-step transition kernel of the MCMC chain is
usually described as the M-H kernel and follows from Step 2 in Algorithm 1.
Unfortunately pθ,x0(y1:n) is not available analytically and cannot be evaluated, so this rules out the possibility of
using of traditional MCMC approaches like Algorithm 1. However, one can resort to the so called pseudo-marginal
approach of [1], [XXX], whereby unbiased estimates of pθ,x0(y1:n) are used instead within an MCMC algorithm.
We will refer to this algorithm as ABC-MCMC. The resulting algorithm can be posed as one targeting a posterior
defined on an extended state space, so that its marginal coincides with pi(θ, x0|y1:n). We will use these ideas to
present ABC-MCMC as a M-H algorithm which is an exact approximation to an appropriate marginal algorithm.
To illustrate an example of these ideas, we proceed by writing a posterior on an extended state-space Θ×X×Yn
as follows:
pin(θ, x0, u1:n|y1:n) ∝
n∏
k=1
IB(yk)(uk)h
θ
(
Φθ (y0:k−1) (x0), yk
)
ξ(x0, θ). (5)
It is clear that (2) is the marginal of (5) and hence the similarity in the notation. As we will show later in this
section, extending the target space in the posterior as in (5) is not the only and certainly not the best choice.
We emphasise that the only essential requirement for each choice is that the marginal of the extended target is
pi(θ, x0|y1:n), but one should be cautious because the particular choice will affect the mixing properties and the
efficiency of the MCMC scheme that will be used to sample from pin(θ, x0, u1:n|y1:n) in (5) or another variant.
3.1 Standard approaches for ABC-MCMC
We will now look at two basic different choices for extending the ABC posterior while keeping the marginal fixed
to pi(θ, x0|y1:n). In the remainder of the paper we will denote γ = (θ, x0) as we did in Algorithm 1.
Initially consider the ABC approximation when be extended to the space Θ× X× Yn:
pi(γ, u1:n|y1:n) =
ξ(γ)pγ(y1:n)´
ξ(γ)pγ(y1:n)dγ
∏n
k=1
IB(yk)(uk)
µ(B(0))
pγ(y1:n)
n∏
k=1
hθ(Φθ(y0:k−1)(x0), uk).
Recall one cannot evaluate hθ(Φθ(x0)(uk), uk) and is only able to simulate from it. In Algorithm (2) we present a
natural M-H kernel that could be used to sample from pi(γ, u1:n|y1:n) instead of the one shown Step 2 at Algorithm
1. Note that this time the state of the MCMC chain is composed of (γ, u1:n). Here each uk assumes the role of an
auxiliary variable to be eventually integrated out in the end of the MCMC procedure (or discarded speaking from
numerical point of view). Following the ABC principle the hope is that uk ∈ B(yk) for every k ≤ n. However,
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Algorithm 2 M-H kernel for basic ABC MCMC
• Sample γ′|γ from a proposal Q(γ, ·) with density q(γ, ·).
• Sample u′1:n from a distribution with joint density
∏n
k=1 h
θ′(Φθ
′
(y0:k−1)(x0), uk)
• Accept the proposed state (γ′, u′1:n) with probability:
1 ∧
∏n
k=1 IB(yk)(u
′
k)∏n
k=1 IB(yk)(uk)
× ξ(γ
′)q(γ′, γ)
ξ(γ)q(γ, γ′)
.
Algorithm 3 M-H kernel for ABC with N trials
• Sample γ′|γ from a proposal Q(γ, ·) with density q(γ, ·).
• Sample u′ 1:N1:n from a distribution with joint density
∏n
k=1
∏N
j=1 h
θ′(Φθ
′
(y0:k−1)(x0), u′
j
k) .
• Accept the proposed state
(
γ′, u′ 1:N1:n
)
with probability:
1 ∧
∏n
k=1(
1
N
∑N
j=1 IB(yk)(u′
j
k))∏n
k=1(
1
N
∑N
j=1 IB(yk)(u
j
k))
× pi(γ
′)q(γ′, γ)
pi(γ)q(γ, γ′)
.
as n increases, the M-H kernel in Algorithm 2 will have an acceptance probability that falls quickly with n. In
particular, for any fixed γ, the probability of obtaining such a sample will fall at an exponential rate in n. This
means that this basic ABC MCMC approach will be inefficient for a moderate value of n.
This issue can be dealt with by using N multiple trials, so that at each k some auxiliary variables (or pseudo-
observations) are in the ball B(yk). This idea originates from [4, 16] and in fact augments the posterior to a larger
state-space, Θ× X× YnN , in order to target the following density:
pi(γ, u1:N1:n |y1:n) =
pi(γ)pγ(y1:n)´
pi(γ)pγ(y1:n)dγ
∏n
k=1
∑N
j=1 IB(yk)(u
j
k)
Nµ(B(0))
pγ(y1:n)
n∏
k=1
N∏
j=1
hθ(Φθ(y0:k−1)(x0), u
′j
k )
Again, it is easy to show that the marginal of interest pi(γ|y1:n) is preserved, i.e.
pi(γ|y1:n) =
ˆ
YnN
pi(γ, u1:N1:n |y1:n)du1:N1:n =
ˆ
Yn
pi(γ, u1:n|y1:n)du1:n.
In Algorithm 3 we present an M-H kernel with invariant density pi. The state of the MCMC chain now is
(
γ, u1:N1:n
)
.
We remark that as N grows, one expects to recover the properties of the ideal M-H algorithm in Algorithm 1.
Nevertheless, it has been shown in [15] that even the M-H kernel in Algorithm 3 does not always perform well. It
can happen that the chain gets often stuck in regions of the state-space Θ× X where
αk(y1:k, , γ) :=
ˆ
B(yk)
hθ(Φθ(y0:k−1)(x0), u)du
is small.
3.2 A Metropolis-Hastings kernel for ABC with a random number of trials
We will address this shortfall by proposing an alternative augmented target and corresponding M-H kernel. The
basic idea is that a random number of trials is used based on the value of αk(y1:k, , γ). Then it will be possible to
use more computational effort when the chain is at regions where αk(y1:k, , γ) is low and the chain more likely to
be trapped.
Consider an alternative extended target, for N ≥ 2, mk ∈ MN := {N,N + 1, . . . , }, 1 ≤ k ≤ n:
pˆi(γ,m1:n|y1:n) =
pi(γ)pγ(y1:n)´
pi(γ)pγ(y1:n)dγ
∏n
k=1
N−1
µ(B(0))(mk−1)
pγ(y1:n)
n∏
k=1
(
mk − 1
N − 1
)
αk(y1:k, γ, )
N (1− αk(y1:k, γ, ))mk−N .
6
Algorithm 4 ABC with a random number of trials
• Sample γ′|γ from a proposal Q(γ, ·) with density q(γ, ·).
• For k = 1, . . . , n repeat the following: sample u1k, u2k, . . . with probability density hθ
′
(Φθ
′
(y0:k−1)(x′0), uk) until
there are N samples lying in B(yk); the number of samples to achieve this (including the successful trial) is
m′k.
• Accept (γ′,m′1:n) with probability:
1 ∧
∏n
k=1
1
m′k−1∏n
k=1
1
mk−1
× pi(γ
′)q(γ′, γ)
pi(γ)q(γ, γ′)
.
Recursions for negative binomial distrubutions (see [18, 19] for more details) imply that
∞∑
mk=N
1
mk − 1
(
mk − 1
N − 1
)
αk(y1:k, , γ)
N (1− αk(y1:k, , γ))mk−N = αk(y1:k, , γ)
N − 1 (6)
holds and this can be used to deduce that
n∏
k=1
N − 1
µ(B(0))(mk − 1)
is an unbiased estimator for pγ(y1:n). In addition, from (6) it follows that the marginal w.r.t. γ is the one of interest:
pi(γ|y1:n) =
∑
m1:n∈MnN
pi(γ,m1:n|y1:n)
In Algorithm 4 we present a M-H kernel with invariant density pi. The state of te MCMC chain this time is
(γ,m1:n).
The potential benefit of this kernel is that one expects the probability of accepting a proposal is higher than the
previous M-H kernel (for a given N). This comes at a computational cost which is both increased and random. The
proposed kernel is based on the N−hit kernel of [14], which has been adapted here to account for the data being a
sequence of observations resulting from a time series. Finally, it is important to mention that in Algorithms 3 and
4 generating multiple trials can be implemented very efficiently in parallel using appropriate computing hardware,
such as multi-core processors, computing clusters or Graphics Processing Units (GPUs) [XXX].
3.2.1 On the choice of N
To implement the proposed kernel, one needs to select N . In practice to it is difficult to know a good value this a
priori, so we present a theoretical result that can add some intuition on choosing N . Let Eγ,N [·] denote expectation
w.r.t.
∏n
k=1
(
mk−1
N−1
)
αk(y1:k, , γ)
N (1− αk(y1:k, , γ))mk−N given γ,N . We will also pose the assumption:
(A6) For any fixed  > 0, γ ∈ Θ× X, we have αk(y1:k, , γ) > 0.
The the following result holds:
Proposition 3.1. Assume (A6) and let β ∈ (0, 1), n ≥ 1 and N ≥ 2n1−β ∨ 3. Then for fixed (γ, ) ∈ Θ×X×R+ we
have
Eγ,N
[( ∏n
k=1
1
Mk−1∏n
k=1
αk(y1:k,,γ)
N−1
− 1
)2]
≤ Cn
N
where C = 1/β.
The proof can be found in the appendix.
The result shows that one should set N = O(n) for the relative variance not to grow with n, which is unsuprising,
given the conditional independence structure of the m1:n. To get a better handle on the variance, we will compare
the variance associated with the marginal likelihood estimates in each M-H kernel in Algorithms 2 and 3. For
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simplicity, suppose n = 1 and consider γ fixed. Then for the kernel with N trials in Algorithm 2 we write the
variance of the estimate of pγ(y1): When p

γ(y1) is estimated as in the kernel with a random number of trials in
Algorithm 3, one can show that:
Varγ,N
[ N − 1
M1 − 1
]
≤ α1(y1, , γ)
2
(N − 2) .
Without taking into account the computational cost, one should prefer this last estimate with regards to variance
if
N
N − 2 ≤
1− α1(y1, , ξ)
α1(y1, , γ)
,
which is likely to occur if α1(y1, , γ) is not too large and N is moderate, bearing in mind we want  to be small for
good accuracy compared to the true posterior. This corresponds to actual values of α1, N used in practice.
Remark 3.1. It is easily shown that the relative variance associated to the estimate
∏n
k=1
[(
1
N
∑N
j=1 IB(yk)(u
j
k)
)]
is
n∏
k=1
[ 1
αk(y1:k, , γ)N
− N − 1
N
]
− 1.
Note this quantity is not uniformly upper-bounded in γ unless infk,γ αk(y1:k, , γ) ≥ C > 0, which may not occur.
Conversely, Proposition 3.1 shows that the relative variance of the new estimator is uniformly upper-bounded in γ
under minimal conditions. We suspect that this means in practice that the kernel with random number of trials may
mix faster .
3.2.2 Computational considerations
As the cost per-iteration is random, we will investigate this further. We denote the proposal of γ,m1:n as Q˜. Let ζ
be the initial distribution of the MCMC chain and ζKt the distribution of the state at time t. In addition, denote
by mtk the proposed state for mk at iteration t. Finally, we will write as EζKt⊗Q˜ the expectation of a random
variable proposed by Q˜ given the simulated state at time t.. We will assume that the observations are fixed and
known.Then we have the following result:
Proposition 3.2. Let  > 0, and suppose that there exists a constant C > 0 such that for any n ≥ 1 we have
infk αk(y1:k, γ, ) ≥ C, µ−a.e.. Then it holds for any N ≥ 2, t ≥ 1, that:
EζKt⊗Q˜[
n∑
k=1
M tk] ≤
nN
C
.
The expected computational cost grows linearly with n. Thus, by taking into account also Proposition 3.1,
one should need an expected cost of O(n2) per MCMC iteration. This is worse than the O(n2) required for
common exact approximations of MCMC algorithms such as [1], [XXX], but we believe the computational overhead
is reasonable given the need for approximating the likelihoods using simulation.. Note also that the kernel in
Algorithm 3 is expected to require a cost of O(n2) per iteration for reasonable performance, although this cost here
is deterministic. As mentioned above, one expects the approach with random number of trials to work better as
regards to mixing time, t especially when the values of αk(y1:k, , γ) are not large. We attribute this to Algorithm
4 providing a more ‘targetted’ way to use the simulated auxiliary variables. This will be illustrated numerically in
Section 4.
3.2.3 Relating the variance of the estimator or pγ(y1:n) with the efficiency of ABC-MCMC
A comparison of our results with the interesting work in [9] seems relevant. There the authors deal with a more
general context and show that one should choose N as so that the variance of the estimator for log pγ(y1:n) is close
to 1. Similar, to our setup, the main point is that this variance should be the similar for each γ. Following from
this intuition from [9],we conjecture that in our setup one could seek to choose N according the upper bound of
the variance of the estimator for pγ(y1:n) w.r.t. γ. In this scenario, on inspection of the proof of Proposition 3.1,
for any given γ, one could set N to be the solution of( n∏
k=1
αk(y1:k, , γ)
2
)( 1
(N − 1)n(N − 2)n −
1
(N − 1)2n
)
= C
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where C is a desired upper-bound on the variance, whose optimal value would need to be determined. This could
inspire making N an additional auxiliary random variable, with the remaining simulation procedure not changing
much. Unfortunately, one cannot do this in practice, as all αk(y1:k, , γ) are unknown, but similar to Remark 3.1
one can see how controlling the variance of pγ(y1:n) affects the mixing of the MCMC scheme.
3.2.4 On the ergodicity of the sampler
We conclude this discussion by adding a related comment regarding the ergodicity of the proposed MCMC kernel.
If there exists a constant C <∞ such that
1∏n
k=1 αk(y1:k, , γ)
≤ C pi(dγ|y1:n)− a.e.
and the marginal MCMC kernel in Algorithm 1 is geometrically ergodic, then by [3, Propositions 7, 9] the MCMC
kernel of Algorithm 4 is also geometrically ergodic.
XXX how do Lee and Krys relate here? XXX.
4 Examples
4.1 Scalar normal means model
4.1.1 Model
For this example let each Yk, Xk, θ be a scalar real random variable and consider the model:
Yk+1 = θXk + κk, Xk+1 = Xk
with X0 = 1 and κk
i.i.d.∼ N (0, σ2), where we denote N (0, σ2) the zero mean normal distribution with variance σ2.
The prior on θ is N (0, φ). This model is usually referred to as the standard normal means model in one dimension
and the posterior is given by:
θ|y1:n ∼ N
(σ2n
σ2
n∑
k=1
yk, σ
2
n
)
where σ2n =
(
1
φ +
n
σ2
)−1
. Note that if Yk
i.i.d.∼ N (θ∗, σ2), then the posterior on θ is consistent and concentrates
around θ∗ as n→∞.
The ABC approximation after marginalizing out the auxiliary variables has a likelihood given by:
pθ(y1:n) =
1
n
n∏
k=1
[
F
(yk + − θ
σ
)
− F
(yk − − θ
σ
)]
where F XXX is the standard normal cumulative density function. Thus, this is a scenario where we can perform
the marginal MCMC. XXX
4.1.2 Simulation Results
Three data sets are generated from a model of length n ∈ {10, 100, 1000} with σ2 = 1. In addition, for  = 1 we
perturb the data-sets in order to use them for noisy ABC. For the sake of comparison, we also generate a noisy
ABC data-set for  = 100. We will also use a prior with φ = 1.
We run the new MCMC kernel XXX (Section 3.2), old MCMC kernel (Section 3.1) XXX (the algorithm with
N > 1) and a Marginal MCMC algorithm which just samples XXX on the parameter space R (i.e. the posterior
density is proportional to pθ(y1:n)pi(θ)). Each algorithm is run with a normal random walk proposal on the parameter
space, with the same scaling. The scaling chosen yields an acceptance rate of around 0.25 for each run of the marginal
MCMC algorithm. The new MCMC kernel is run with N = n and the old with a slightly higher value of N so that
the computational times are about the same (so for example, the running time of the new kernel is not a problem
in this example). The algorithms are run for 10000 iterations and the results can be found in Figures 1-3.
In Figure 1 the density plots for the posterior samples on θ, from the marginal MCMC can be seen for  ∈ {1, 100}
and each value of n. When  = 1, we can observe that both ABC and noisy ABC both get closer to the true posterior
as n grows. For noisy ABC, this is the behavior that is predicted in Section 2.2. For the ABC approximation,
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following the proof of Theorem 1 in [11], one can see that the bias falls with ; hence, in this scenario there is not a
substantial bias for the standard ABC approximation. When we make  much larger a more pronounced difference
between ABC and noisy ABC can be seen and it appears as n grows that the noisy ABC approximation is slightly
more accurate (relative to ABC).
We now consider the similarity of the new and old MCMC kernels to the marginal algorithm (i.e. the kernel
both procedures attempt to approximate), the results are in Figures 2-3. With regards to both the density plots
(Figure 2) and auto-correlations (Figure 3) we can see that both MCMC kernels appear to be quite similar to the
marginal MCMC. It is also noted that the acceptance rates of these latter kernels are also not far from that of the
marginal algorithm (results not shown). These results are unsuprising, given the simplicity of the density that we
target, but still reassuring; a more comprehensive comparison is given in the next example. Encouragingly, the new
and old MCMC kernels do not seem to noticably worsen as n grows; this shows that, at least for this example, the
recommendation of N = O(n) is quite useful. We remark that whilst these results are for a single batch of data,
the results are consistent with other data sets.
4.2 Real Data Example
4.2.1 Model
Set, for (Yk, Xk) ∈ R× R+
Yk+1 = κk k ∈ N0
Xk+1 = β0 + β1Xk + β2Y
2
k+1 k ∈ N0
where κk|xk ind∼ S(0, xk, ϕ1, ϕ2) (i.e. a stable distribution, with location 0, scale Xk and asymmetry and skewness
parameters ϕ1, ϕ2). We set
X0 ∼ Ga(a, b), β0, β1, β2 ∼ Ga(c, d)
where Ga(a, b) is a Gamma distribution with mean a/b and θ = (β0:2) ∈ (R+)3. This is a GARCH(1,1) model.
4.2.2 Simulation Results
5 Conclusions
In this article we have considered approximate Bayesian inference from observation driven time series models. We
looked at some consistency properties of the corresponding MAP estimators and also proposed an efficient ABC-
MCMC algorithm to sample from these approximate posteria. The performance of the latter was illustrated using
numerical examples. Finally, there are several interesting extensions one could consider:
• the asymptotic analysis of the ABC posterior in Section 2.2 can be further extended. For example, one may
consider Bayesian consistency or Bernstein Von-Mises theorems as in [7], which could provide further justi-
fication to the approximation that was introduced here. Alternatively, one could look at the the asymptotic
bias of the ABC posterior w.r.t.  or the asymptotic loss in efficiency of the noisy ABC posterior w.r.t. 
similar to the work in [6] for hidden Markov models.
• the geometric ergodicity of the presented MCMC sampler can be further investigated in the spirit of [3, 15].
• an investigation to extend the ideas here for sequential Monte Carlo methods should be beneficial. This has
been initiated in [12] in the context of particle filtering for a different class of models.
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A Proofs for Section 2
Proof. [Proof of Proposition 2.1] The proof of limn→∞ d(θn,x,,Θ∗ ) = 0 Pθ∗ − a.s. follows from [8, Theorem 21] if
we can establish conditions (B1-3) for our perturbed ABC model. Clearly (B1) and part of (B2) holds. (B3-i) hold
via [8, Lemma 21] via (A4). We first need to show that for any y ∈ Y that x 7→ h(x, y) is continuous. Consider
|h(x, y)− h(x′, y)| = 1
µ(B(0))
|
ˆ
B(y)
(h(x, y)− h(x′, y))µ(dy)|.
Let ε > 0, then, by (A3) there exists a δ > 0 such that for d(x, x′) < δ
sup
y∈Y
|h(x, y)− h(x′, y)| < ε
and hence for (x, x′) as above
|h(x, y)− h(x′, y)| < ε.
which establishes (B2) of [8]. Now, for (B3-ii) of [8], we note that as h ≤ h(x, y) ≤ h < ∞ (see (A3)) the log
function is Lipshitz and
| log(h(Φθ(Y1:k−1)(x), Yk))− log(h(Φθ(Y−∞:k−1)(x), Yk))| ≤ C|h(Φθ(Y1:k−1)(x), Yk)− h(Φθ(Y−∞:k−1)(x), Yk)|
for some C <∞ that does not depend upon Y−∞:k−1, Yk, x, . Now
|h(Φθ(Y1:k−1)(x), Yk)−h(Φθ(Y−∞:k−1)(x), Yk)| = (µ(B(0)))−1|
ˆ
B(Yk)
[h(Φθ(Y1:k−1)(x), y)−h(Φθ(Y−∞:k−1)(x), y)]µ(dy)|
and
|
ˆ
B(Yk)
(
h(Φθ(Y1:k−1)(x), y)− h(Φθ(Y−∞:k−1)(x), y)
)
µ(dy)| ≤ µ(B(0)) sup
y∈Y
|h(Φθ(Y1:k−1)(x), y)−h(Φθ(Y−∞:k−1)(x), y)]|.
Thus, by (A4) and the fact that (B3-i) of [8] holds:
lim
k→
sup
θ∈Θ
| log(h(Φθ(Y1:k−1)(x), Yk))− log(h(Φθ(Y−∞:k−1)(x), Yk))| = 0 Pθ∗ − a.s.
Note, finally that (B3-iii) trivially follows by h(x, y) ≤ h <∞. Hence we have proved that
lim
n→∞ d(θn,x,,Θ
∗
 ) = 0 Pθ∗ − a.s..
Proof. [Proof of Proposition 2.2] This result follows from [8, Proposition 23]. One can establish assumptions (B1-3)
of [8] using the proof of Proposition 2.1. Thus we need only prove that
H(x, ·) = H(x′, ·), ⇔ x = x′.
Now, for any A ∈ Y
H(x,A) =
1
µ(B(0))
ˆ
A
[
ˆ
B(y)
H(x, du)]µ(dy).
By (A5)
´
B(y)
H(x, du) =
´
B(y)
H(x′, du) ⇔ x = x′, so
H(x,A) =
1
µ(B(0))
ˆ
A
[
ˆ
B(y)
H(x′, du)]µ(dy)⇔ x = x′
which completes the proof.
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B Proof for Section 3
Proof. [Proof of Proposition 3.1] We have
Eγ,N
[( ∏n
k=1
1
Mk−1∏n
k=1
αk(y1:k,,γ)
N−1
− 1
)2]
=
1
(
∏n
k=1
αk(y1:k,,γ)
N−1 )
2
( n∏
k=1
Eγ,N
[ 1
(Mk − 1)2
]
−
( n∏
k=1
αk(y1:k, , γ)
N − 1
)2)
.
Now, by [18, 19] (N ≥ 3) for any k ≥ 1
Eγ,N
[ 1
(Mk − 1)(Mk − 2)
]
=
αk(y1:k, , γ)
2
(N − 1)(N − 2)
and thus clearly
Eγ,N
[ 1
(Mk − 1)2
]
≤ αk(y1:k, , γ)
2
(N − 1)(N − 2) .
hence
Eγ,N
[( ∏n
k=1
1
Mk−1∏n
k=1
αk(y1:k,,γ)
N−1
− 1
)2]
≤ (N − 1)2n
( 1
(N − 1)n(N − 2)n −
1
(N − 1)2n
)
. (7)
Now the R.H.S.of (7) is equal to
nNn−1 +
∑n
i=2
(
n
i
)
Nn−i[(−1)i − (−2)i]
Nn − 2nNn−1 +∑ni=2 (ni)Nn−i(−2)i . (8)
Now, we will show
n∑
i=2
(
n
i
)
Nn−i[(−1)i − (−2)i] ≤ 0. (9)
The proof is given when n is odd. The case n even follows by the proof as n− 1 is odd and the additional term is
negative. Now we have for k ∈ {1, 3, . . . , (n− 1)/2} that the sum of consecutive even and odd terms is equal to
Nn−2kn!
(n− 2k − 1)!(2k)!
[
N(1− 22k)(2k + 1)− (22k+1 − 1)(n− 2k)
(n− 2k)(2k + 1)N
]
which is negative as
N ≥ (2
2k+1 − 1)(n− 2k)
(1− 22k)(2k + 1) .
Thus we have established (9). We will now show that
n∑
i=2
(
n
i
)
Nn−i(−2)i ≥ 0. (10)
Following the same approach as above (i.e. n is odd) the sum of consecutive even and odd terms is equal to
Nn−2k22kn!
(n− 2k − 1)!(2k)!
[
N(2k + 1)− 2(n− 2k)
(n− 2k)(2k + 1)N
]
.
This is positive if
N ≥ n− 2k
2k + 1
≤ n
3
.
as N ≥ 2n(1−β) and 6 ≥ (1− β) it follows that N ≥ n/3 ≥ (n− 2k)/(2k + 1); thus one can establish (10).
Now returning to (7) and noting (8), (9) and (10), we have
Eγ,N
[( ∏n
k=1
1
Mk−1∏n
k=1
αk(y1:k,,γ)
N−1
− 1
)2]
≤ nN
n−1
Nn − 2nN =
n
N − 2n
as N ≥ 2/(1− β) it follows that n/(N − 2n) ≤ Cn/N and we conclude.
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Proof. [Proof of Proposition 3.2] We have
EζKi⊗Q˜[
n∑
k=1
Mk] =
ˆ
(Θ×X)2
∑
MnN
( n∑
k=1
mk
){ n∏
k=1
(
mk − 1
N − 1
)
αk(y1:k, γ
′, )N (1− αk(y1:k, γ′, ))mk−N
}
q(γ, γ′)ζKi(dγ)dγ′
=
ˆ
(Θ×X)2
( n∑
k=1
N
αk(y1:k, γ, )
)
q(γ, γ′)ζKi(dγ)dγ′ ≤ nN
C
.
where we have used the expectation of a negative-binomial random variable and applied infk αk(y1:k, γ, ) ≥ C,
µ−a.e. in the inequality
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Figure 1: Marginal MCMC Density Plots. In each plot the true posterior (black), noisy ABC (orange), ABC (green)
densities of θ are plotted, for different values of n (10, 1st row, 100, 2nd row, 1000, 3rd row) and  (1, 1st column,
100, 2nd column). The black vertical line is the value of θ that generated the data.
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Figure 2: MCMC Density Plots. In each plot the true posterior (black), ABC (green, 1st col) or noisy ABC (orange,
2nd col) densities of θ are plotted, for different values of n (10, 1st row, 100, 2nd row, 1000, 3rd row). In addition
the plots are for the new and old (the *) MCMC kernels. The black vertical line is the value of θ that generated
the data. Throughout  = 1 16
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Figure 3: Marginal MCMC and Standard Auto-Correlation Plots. In each plot in column 1 the auto-correlation
for every 10th iteration is plotted for noisy ABC (orange) and ABC (green). In each plot in column 2 the auto-
correlation over the same period is plotted for both the new and old MCMC kernels, for both noisy ABC (orange
for new and blue for old) and ABC (green for new, red for old). Three different values of n are presented and  = 1
throughout.
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