The interactions between climate and the environment are highly complex. Due to this complexity, process-based models are often preferred to estimate the net magnitude and directionality of interactions in the Earth System. However, these models are based on simplifications of our understanding of nature, thus are unavoidably imperfect. Conversely, observationbased data of climatic and environmental variables are becoming increasingly accessible over large scales due to the progress of space-borne sensing technologies and data-assimilation techniques. Albeit uncertain, these data enable the possibility to start unraveling complex multivariable, multiscale relationships if the appropriate statistical methods are applied.
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of the wavelet cross-correlation in assessing scale-by-scale interaction in synthetic autoregressive systems of known directional coupling and increasing complexity. Following the test on synthetic data, section 4 deals with the multiscale nature of land-atmosphere interactions through the example of the air temperature-soil moisture coupling and feedback [Seneviratne et al., 2010 [Seneviratne et al., , 2006 Miralles et al., 2012; Orlowsky and Seneviratne, 2010] . Finally, a further discussion of wavelet cross-correlation strength and criticality is provided in section 5, together with concluding remarks and future developments.
Methods and Background
Wavelet cross-correlations are obtained through the combined use of wavelet filtering [Mallat, 2008; Daubechies, 1992] and classic linear coupling measures.
In the time domain, under stationary and ergodic assumptions, the simplest and most adopted measure of linear coupling between the trajectories of a bi-variate real-valued stochastic process {X t , Y t } is the cross-correlation function ρ XY (τ ) defined as:
with τ = 0, ..., k representing the time lag (i.e. temporal asymmetry) between the process trajectories, γ XY (τ ) = E[X t Y t+τ ] their non-centered covariance, and σ 2 X , σ 2 Y the variances of {X t |·} and {·|Y t } respectively. Assuming that causes precede effects in time, it is common practice to associate the presence of significant correlations at non-zero lags with causal asymmetric coupling. However, when the analyzed signals display multi-scaling, non-stationarity and periodicity -or simply some form of oscillatory behavior at different frequencies -causality can hardly be inferred from classic lagged cross-correlations [see Granger , 1969 , for a detailed discussion of the relationship between causality, co- integration and correlation]. In fact, it is important to note that even if the analyzed signals are expected to display different coupling strengths and synchronization patterns over a wide range of temporal scales -like often the case in climate and other geophys-
ical systems -what we finally "see" through the estimation of ρ XY (t, t + τ ) is only the aggregated effect of these multiscale interactions, that does not necessary reproduce the actual directionality of the coupling at a specific scale s.
As an example, interactions between land and atmosphere such as the soil moisture-air temperature coupling discussed in section 4, are characterized by strong seasonal synchronization effects that can partially mask the directionality of fine-scale interactions.
However, high-frequency components -through vertical fluxes of energy and water acting at extremely localized spatio-temporal scales -still play an important role in triggering and sustaining those interactions. Decomposing the correlation into its scale-by-scale components can hence shade some light on the different dynamical processes characterizing the observed coupling. This can be achieved by simply considering the analogue of lagged correlation in the wavelet domain [Li and Nozaki , 1997; Turbelin et al., 2008], i.e. wavelet cross-correlation. Unlike integral statistics such as wavelet co-spectra and coherence [Grinsted et al., 2004; Maraun and Kurths, 2004; Torrence and Compo, 1998 ], the wavelet cross-correlation is based on the "a priori" decomposition of the bi-variate signals through wavelet band-pass filtering and on a direct inference of scale-by-scale linear correlations from the resulting time series of sample coefficients w X i (t, s).
Wavelet cross-correlations were first adopted in a number of experimental studies on multiscale interactions in turbulent flows and mixing [Li and Nozaki , 1997; Ngae et al., 1998; Sello and Bellazzini , 2000; Salvetti et al., 1999; Onorato et al., 1997] on the continuous wavelet transform (CWT) . Following this bulk of work, Whitcher and coauthors [Whitcher and Jensen, 2000; proposed an expression for wavelet cross-correlations and their confidence interval based on the maximum overlap discrete wavelet transform (MODWT), a variant without sub-sampling of the orthonormal discrete wavelet transform (DWT) [Foufoula-Georgiou and Kumar , 1994; Percival and Mofjeld , 1997] . The use of MODWT instead of DWT was dictated by the lack of translation invariance in the latter, strongly impacting the final lag-resolution of wavelet cross-correlations. Through the MODWT, it is also possible to reduce the effects of redundancy, partially preserving invariance in the translation [Gençay et al., 2001] .
However, the trade-off between lag-resolution and redundancy should be carefully evaluated depending on the specific application. In this study, based on the wide range of temporal scales over which geophysical processes evolve, and on the necessity of retaining as much information as possible about asymmetry in coupling, we opted for using the CWT together with complex analyzing wavelets, known to preserve these properties [Mallat, 2008] . Also redundancy of CWT cannot be really considered a disadvantage here, until we are not concerned with compression and the effects of auto-correlation at large scales. Rather it can often become an advantage since the redundancy of CWT allows for a better visualization of correlation patterns across scales [Crowley, 2007] .
Continuous Wavelet Filtering: Generalities
Let x(t) denote a sample trajectory of the finite energy random process {X t }. Then via the CWT, we can decompose x(t) into a set of finite basis functions, representing its variability at different scales and instants in time [Mallat, 2008; Daubechies, 1992; Torrence and Compo, 1998 ].
The coefficients w X (u, s) of the CWT are obtained by decomposing x(t) over dilated and translated wavelet functions ψ ∈ L 2 (R) of zero average and ψ = 1:
where s is the wavelet scale (inverse of the pseudo-frequency), u is the translation along the time axis, ψ * (·) indicates the complex conjugate of the wavelet basis function and ·, · is the inner product. Since each trajectory of {X t } is a sample function from a collection of random variables {X t 1 , ..., X tn } the wavelet filtering process is asymptotically equivalent to decomposing {X t } in a finite number of stochastic processes {W X (u, s)} whose realizations are the w X (u, s). In addition, it is easy to prove that the wavelet transform is equivalent to a convolution with dilated band-pass filters [Mallat, 2008, p. 79] .
Thus, we can rewrite equation (2) as
and its Fourier transform given byψ s (ω) = √ sψ * (sω). It follows that since ψ is zeroaverage,ψ(0) is also zero andψ becomes the transfer function of a band-pass filter. The CWT extends the benefits of Fourier analysis to observations involving transients and non-stationarities, allowing the estimation of local spectral density metrics such as the wavelet scalogram:
and cross-scalogram: 
Multiscale Interactions and Wavelet Cross-correlations
We can now define the wavelet covariance of the random process {X t , Y t } at lag τ and scale s, as:
This can be alternatively expressed as [Li and Nozaki , 1997] :
where S XY (ω) is the co-spectrum of the two signals and
is the local wavelet co-spectrum function. Therefore γ XY (s, τ ) is the inverse Fourier transform of the local co-spectrum, that integrated across scales gives the classical covariance among the signals γ XY (τ ). Although, if the analyzing wavelet ψ is complex also γ XY (s, τ )
is a complex function and can be decomposed into a real part (γ XY (s, τ )) and an imaginary part (γ XY (s, τ )), bearing information about the strength and the phase of the correlations. It is important to note that in this last case the conservation of γ XY (τ ) across scales holds only for the real part of the coefficients [Daubechies, 1992] , so that the corresponding wavelet cross-correlation ρ XY (s, τ ) is most commonly estimated as [Li and Nozaki , 1997] :
where the σ 
it is easy to show through symmetry considerations that
Therefore, if an analytic wavelet is used in the decomposition, the asymmetry in the coupling at different scales mainly derives from temporal shifts among the real parts of the coefficients, rather than from a direct wavelet phase estimation. There are a number of alternative formulations for ρ XY (s, τ ), such as the one recently proposed by Shirazi et al. [2013] , and based on the amplitudes instead of the real part of the coefficients. This neglects the information about temporal asymmetries to focus only on the amplitude of correlations across diverse scales. Sello and Bellazzini [2000] also proposed to estimate scale-by-scale couplings in the form of a local wavelet coherence:
This metric however, varies between 0 and 1 due to the absolute operator at the nominator, thus it cannot provide information about the sign of the coupling.
In the following, ρ XY (s, τ ) is estimated based on the expression in equation (8) 
with w (i, s) = w (i, s) −w s andw s being the long-term average of coefficients at scale s.
Complex Wavelet Kernels
Different analyzing wavelets can lead to diverse localization effects in frequency and/or in time, that can become crucial for the identification of scale-dependent directional interactions. For this reason, in the following we estimate sample correlations r XY (s, τ ) by using two analytic wavelets with different localization in time and scale, i.e. the Morlet and the Paul wavelets. The Morlet wavelet is defined as:
while the Paul wavelet is given by:
where η is the non-dimensional time parameter, ω 0 the central frequency of the Morlet wavelet and m the order parameter of the Paul wavelet.
The Morlet wavelets are more localized (displaying higher resolution) in frequency than in time, while the Paul wavelets display a higher temporal localization [Torrence and Compo, 1998 ]. This comparison allows us to address the effects of time/scale resolution on the estimation of the wavelet cross correlations. Foufoula-Georgiou and Kumar , 1994; Torrence and Compo, 1998 ]. In addition, both the Morlet and Paul wavelets are symmetric, allowing for a non-distorted estimation of temporal shifts. This is an important property for robust and reliable analysis of directional couplings. At the same time, we have to keep in mind that being non-orthogonal, their CWT can be affected by an overlapping of sub-frequency bands and consequent redundancies in the decomposition of the analyzed signal.
Significance Test
Similar to their time-domain counterparts, multiscale correlations can be tested for significance based on a scale-dependent approach. In the following, we introduce a simple significance test for wavelet cross-correlations based on the assumption that the coefficients (w X (t i , s), w Y (t i , s)) are sample pairs drawn from the jointly Gaussian random process {W X (t, s), W Y (t, s)}, and that r XY (s, τ ) (r s,t hereafter for simplicity) is the corresponding sample statistic for the correlation strength and direction at scale s. Such an assumption originates from the whitening properties of the wavelet transform [Mallat, 2008; Percival , 1999] , and provides us with the necessary machinery to test r s,t against the null correlation hypothesis and construct approximate statistical confidence intervals. We show that in case of null correlation the joint-normality condition can be relaxed owing to the asymptotic properties of the sample correlation distribution in ρ s,τ = 0 [Johnson et al., 1994] .
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In general, the probability distribution of the sample correlation f R (r s, τ ) is cumbersome to derive in a closed-form. One of the simplest expressions is due to Fisher [Fisher , 1915] and is given by:
where Γ(·) is the Gamma function and n the sample size. Equation (15), although written in terms of elementary functions, is still too complex to be explicitly used in testing.
However, for ρ s,τ = 0 it reduces to the null pdf proposed in 1908 by Student [Kendall and Stuart, 1945; Johnson et al., 1994] :
where B(·) is the Beta function. Contrary to sample distributions for ρ = 0 -known to be markedly asymmetric -the probability density function in equation (16) is symmetric around 0 and its derived distribution for
reduces to a t-Student with (n − 2) degrees of freedom:
Therefore, once defined a significance level α, equations (17) and (18) can be used to test wavelet cross-correlations r s,τ against the hypothesis H 0 : ρ s,τ = 0, whose two-tailed rejection region lies outside −t α/2, n−2 , t α/2, n−2 . An alternative approach, often adopted
in the literature to test the hypothesis ρ > ρ for ρ = 0, relies on a variance-equalizing transformation known as Fisher z-transformation:
where Z is approximately normally distributed with mean
and variance σ 2 z = 1/(n − 3). However in this study we limit the approach to test the absence of correlation across scales.
This choice is motivated by the superior robustness of the r s,τ estimator in ρ = 0, and to the possibility of widening the usage of null distribution in equation (16) to non jointlyGaussian samples [Johnson et al., 1994] . In fact, while the expression in equation (16) can be seen as an exact representation of f R in ρ = 0, Fisher's transformation only represents an approximation of f R away from 0. Consequently, assuming that linearity and homoscedasticity conditions hold, the f R in ρ = 0 always coincides with the null distribution of a jointly-normal process, while the non null distribution of r is robust only under additional kurtosis constrains [see Johnson et al., 1994, p.582] . It is also worth noting that the transformation in equation (18) is generally assumed to be less sensitive to violations of the normality assumption [Edgell and Noon, 1984; Havlicek and Peterson, 1977] , i.e. deviations of {W X (t, s), W Y (t, s)} from a jointly Gaussian distribution should not impact the test for null correlation across scales.
In geosciences it is also a common practice to test spectral statistics -such as wavelet co-spectra and coherence -against alternative null hypotheses based on the background noise of the underlying process [Torrence and Webster , 1999] by Monte Carlo replicates [Torrence and Webster , 1999] through the following steps: (a) a first order autoregressive model of the background noise is fitted to the observed data; (b) a set of surrogates is generated from the fitted model and (c) a suitable confidence interval is computed producing the desired quantile bounds. However, this numerical approach has been shown to lead to spurious significant correlations in case of reduced samples [Maraun and Kurths, 2004; Maraun et al., 2007] . Also, it implies strong assumptions on the background noise of the observed processes.
Wavelet Cross-correlation from Auto-regressive Systems with Pseudoperiodic Features
In this section we test the ability of the wavelet cross-correlation r s,τ to capture multiscale interactions in synthetic processes of known directional coupling. Large ensembles of numerically generated time series are used to understand whether r s,τ can be used as an efficient estimator of scale-by-scale coupling strength and directionality for systems of increasing complexity.
Coupling in a First-Order Vector Auto-regressive System
The first case study we consider is a simple first order vector auto-regressive model (VAR(1)) in the form:
where C 1 and C 2 are coupling parameters defining the strength and directionality of the interaction between x and y, and (t) and ξ(t) are uncorrelated noise terms with zero mean and unitary variance. Figure 2a shows a realization of the VAR(1) model in equation (20), where the x and y sub-spaces were linked in a unidirectional way by imposing a coupling
, and a null feedback from x to y (C 2 = 0). Panel b of the same figure reports the corresponding theoretical power spectra for the x (blue dashed line) and y (green solid line) autoregressive sub-spaces, whose Lorentzian decay is typified by the absence of characteristic scales of autocorrelation. VAR(1) models, even though simple in construct, still represent a valuable benchmark for r s,τ . Red noise, or more in general 1/f α noise spectral decay is in fact a characteristic feature of many geophysical systems [Agnew , 1992; Keshner , 1982; Muzzy et al., 2011] . In these models the strength and directionality of the coupling can be easily -and intuitively -tuned. Also, the absence of a characteristic scale for the coupling is reflected in "cascade-like" r s,τ patterns similar to the ones sketched in Figure 1 . (20) for different values of the coupling parameters C 1 and C 2 .
Each ensemble includes 100 realizations of sample size n = 4096, independently generated starting from random initial conditions. The wavelet cross-correlation r s,τ is estimated as
an ensemble average over all the 100 realizations based on a Paul mother wavelet of order m = 4, and thus represented as a function of temporal asymmetry τ on the abscissas and scale s on the ordinates. Figure 3a depicts the scale-by-scale correlation patterns resulting from imposing a strong negative coupling from x to y (C 2 = −0.9) and null feedback from y to x (C 1 = 0), while Figure 3b shows a case with opposite and weaker coupling, i.e. provide a valid estimate of the directionality of the process. Therefore, the weaker the coupling, the larger the uncertainty on the actual directionality. In addition, uncertainty increases with scale due to the higher redundancy of wavelet coefficients.
Coupling in a Second-Order Vector Auto-regressive System with Localized Pseudo-periodicity
In this section we test the capability of r s,τ in detecting couplings that are well-localized in frequency -i.e. occurring at a specific time-scale. The ability to resolve such localized correlations is important to the study of environmental systems, which often display strong sub-seasonal, seasonal and inter-annual oscillations. To do so, we consider the following second order vector autoregressive model (VAR(2)) where a pseudo-periodic coupling from
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y to x is imposed by choosing roots close to the unit circle:
x t y t = 0.55 0.00 0.00 0.55
x t−1 y t−1 + −0.80 −0.30 0.00 −0.80
A similar system is used in Dhamala et al. [2008b] in the context of spectral Granger causality metrics. Given the localization in frequency of the simulated coupling, the system in equation (21) is additionally used to demonstrate the role of wavelet localization in the efficient estimation of r s,τ .
Top panels in Figure 4 show r s,τ as estimated from an ensemble of 100 realizations of equation (21) Nonetheless, both the Paul and the Morlet r s,τ are able to correctly detect the directionality (y → x), as evident in the left-asymmetry ofr min . It is also worth noting that the variability ofr min is lower where the coupling is stronger (around the frequency peak), gradually increasing with the scale. This is mainly due to the size and relative higher overlapping of the wavelets at larger temporal scales. In summary, both the Morlet and the Paul wavelet cross-correlations are able to extract the essential features of the coupling.
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The choice between the two different wavelets should be made based on the application and the characteristics of the signals under investigation.
Fast/Slow Dynamics Separation and Feedback
In section 1 we argue that the evolution of geophysical systems often results from the interaction of diverse dynamical scales. A simple example can be provided by a couplingfeedback system in which the forcing is acting at shorter temporal scales than the response -i.e. a fast/slow dynamical system. In such a case, classic correlation analysis in the time domain fails unless the strength of the coupling in one of the two directions is dominant.
The wavelet cross-correlation, in contrast, can still resolve the two components of the coupling, their asymmetry and characteristic scales. Let us consider a modification of the VAR(2) system in equation (21) in which x is driving y (negative correlation) at a frequency of 1/15 of cycle (f slow ) and y is forcing x (positive correlation) around the 1/6 of cycle (f f ast ):
x t y t = 1.73 0.00 0.00 0.85
x t−1 y t−1 + −0.90 −0.10 0.30 −0.95
The corresponding r s,τ estimated by using both the Morlet and the Paul wavelets is shown in Figure 5 , together with the normalized spectra of the two variables. It is evident that also in this case, the r s,τ is able to resolve the scales at which the coupling actually take place, as well as the opposite asymmetry of the correlation at these scales. In this case ther min is only representative of the coupling from x to y due to the negative linear correlation among the two variable at f slow . However, mainly as a consequence of the strong periodicity of the coefficients at both the forcing and feedback scales, the localization ofr min is also at some extent representative of the asymmetry in the coupling
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from y to x. This is overall an interesting result considering that interactions characterized by different degrees of "memory" and fluctuation-response relaxation (FRR) effects are ubiquitous in geosciences [Lacorata and Vulpiani , 2007; Leith, 1975] .
Multiscale Interactions in the Soil Moisture-Temperature Coupling
Land-atmosphere interactions, their strength and directionality, are one of the main sources of uncertainty in current climate models with strong implications for the accurate assessment of future climate change impacts at regional scales [see e.g. Seneviratne et al., 2010] . Besides the scarcity of direct observations of the states and fluxes across the landatmosphere continuum, major uncertainties originate from the inherent complexity in the way these variables interact, the multiscale character of these interactions, and the existence of critical tipping points in water and energy availability that may trigger regime transitions. In this last section, we apply the wavelet cross-correlation analysis to a classic form of interaction between land and atmosphere: the coupling between soil moisture (θ) and near-surface air temperature (T ).
The objective is to isolate the different components of the coupling across a wide range of temporal scales (from fine weather scales to seasonal to inter-annual) and considering different lag-times between the variables. These two variables (θ, T ) are mainly related through the process of latent heat flux. They are a priori negatively correlated; however, their coupling can occur in both directions: (a) T may regulate θ via the drying of the soil due to evaporation, or (b) θ may regulate T due to evaporative cooling [Seneviratne et al., 2010; Miralles et al., 2012; Mueller and Seneviratne, 2012] . the Amsterdam Methodology -http://foofoo.ugent.be/satex/GLEAM/ as described in Miralles et al. [2012 Miralles et al. [ , 2011a Miralles et al. [ , b, 2013 , also for the period 1980-2011. GLEAM is a set of algorithms designed to retrieve information on evaporation from current satellite observations of hydro-climatic variables [Miralles et al., 2013] . In GLEAM, θ is derived at daily timescales through the assimilation of satellite soil moisture observations into a multi-layer running water balance that reproduces the infiltration of rainfall through the vertical soil profile [Owe et al., 2008] . As the expected correlation between T and θ is mostly negative, the minimum correlation (r min ) and its confidence interval can represent a proxy of temporal asymmetry in the multiscale coupling also in this case. The confidence interval of the ensemble seasonal r s,τ (winter or summer) are computed by considering each summer (or winter) as single time series, resulting in 24 annual realizations. For the full time series in contrast, the confidence interval is calculated by using a sliding window approach. At each step, r s,τ is estimated over a time-window of 5 years, sliding forward with a 1 year time step. The maximum scale at which r s,τ can be inferred in the annual and seasonal cases is limited by the size of each sample. Therefore we do not consider any periodicity larger than three months for seasonal samples since this modes are only partially sampled in the data.
Panels a-c show r s,τ for a location in central Sahara for the full time series (a), MJJA (b), and NDJF (c). Here, the extreme dryness of the soil is expected to inhibit coupling;
consequently, a significant correlation can only be found for T driving θ at the annual scale (circa 360 days) (see Figure 6a ). This coupling, however, is mostly related to the seasonal cycle of temperature since in a hot desert climate, soil moisture retrievals mostly resemble a white noise signal and sensible heat dominates the exchange of energy between land and atmosphere. The extremely erratic behavior of the soil water content is captured by the symmetry of the minimumr min (absence of directionality in the coupling) and by the large variability in its confidence interval (Figure 6a ). Therefore, hot and dry desert climates can be seen here as a test for null directional coupling across scales, similarly to the synthetic case study reported in Figure 3c Correlation patterns radically change when we move to a location within the Sahelian sub-region of Mali (Figure 6d-f) . In this case most of the precipitation (200-400 mm) falls during the summer months (MJJA), but it is sufficient to trigger the coupling between soil moisture and temperature across a wide range of temporal scales spanning a few days to months (Figure 6d,e) . In contrast, the coupling disappears during the winter months 6j-l). During all year (6j), the coupling is present at larger scales (> 90 days), and stronger for T leading θ than θ leading T . During the summer months (6k), negative correlations are found for negative lags, similar to the results for Mali (6i and 6e) and indicating an influence of T on θ at all timescales. On the other hand, during the winter (6l), θ leads T at large scales. The confidence interval orr min , however, mostly falls into null correlation regions and thus points to some uncertainties in these results. In general, the seasonal separation is weaker than in Mali (6e and f) and Northwestern Australia (6h and l). Finally, a site located not far from the coast of Gabon is displayed in Figure 6m previous studies [Koster et al., 2004; Seneviratne and Koster , 2012; Miralles et al., 2012] , and interestingly, the θ-T coupling propagates across all the analyzed scales during the warm season, when land-atmospheric interactions may be critical for high temperature extremes [Seneviratne et al., 2006; Quesada et al., 2012; Miralles et al., 2014] .
Conclusions
We introduced a novel methodology to infer multiscale interactions from observations of dynamical systems that evolve over diverse temporal scales. The here adopted metric -the wavelet cross-correlation r s,τ -is based on the direct estimation of scale-by-scale correlations in the wavelet domain. The ability of r s,τ to infer interactions across scales -and their directionality -was tested on different synthetic coupled systems and on a real-world case study of land-atmosphere interaction the coupling/feedback between soil moisture and near-surface air temperature. When applied to bi-variate auto-regressive vector models of increasing complexity the r s,τ shows to be able to correctly reproduce the underlying directionality of the coupling at different temporal scales, and to distinguish fast/slow dynamic components within the simulated systems. In this context the term directionality is mainly used to indicate some sort of temporally lagged coupling at the considered scale, without any assumption on the causal structure of the observed process.
However, it is clear that the ability of decomposing a coupling in its scale-by-scale components is an attractive feature of wavelet cross-correlation and can be used in disentangle the role of different dynamical processes in coupled geophysical systems. Besides directionality is here mainly a synonymous for temporal asymmetry, and connections between causality and predictability -like in the case of more proper causality metrics like Granger causality [Granger , 1969] - were not yet explored.
The application of wavelet cross-correlations to soil moisture and near surface air temperature shows interesting insights into the interaction of these two variables at different climate regimes. An interesting feature of this interaction, when observed through the lens of a multiscale correlation metrics like r s,τ , is that the coupling between soil moisture and temperature, in the passage to a water limited regime, is active through an question arising from this evidence could be whether this activation of the coupling across scales is a feature reproducible in climate models. A word of caution is finally in order when we consider couplings taking place at large temporal scales (> 1 year), since they could be partially affected by the redundancy -and consequent auto-correlation effectsof the continuous wavelet transform. Overall results of this study demonstrate the potential of wavelet cross-correlations to unravel the relationships between two environmental and climatic variables from a purely statistical perspective. The method here described can, in principle, be applied to observations from any region of the world, and to study soil moisture-temperature coupling or any other multivariate interaction across multiple scales. 
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