Abstract. In 1978, Gibbons-Pope and Page proposed a physical picture for the Ricci flat Kähler metrics on the K3 surface based on a gluing construction. In this construction, one starts from a flat torus with 16 orbifold points, and resolves the orbifold singularities by gluing in 16 Eguchi-Hanson manifolds which all have the same orientation. This construction was carried out rigorously by Topiwala, LeBrun-Singer, and Donaldson.
Introduction
Gluing techniques are a central tool for constructing solutions of nonlinear partial differential equations. In a first step, one constructs an approximate solution of the given partial differential equation by gluing together. In the next step, one tries to deform this approximate solution to an exact solution using the implicit function theorem. This method has been very successful, and has been used to construct solutions of many nonlinear elliptic equations arising in differential geometry (see e.g. [2] , [3] , [6] , [19] , [23] , [24] , [25] , [26] , [27] , [29] , [30] , [35] , [38] , [39] ).
In this paper, we consider a gluing problem for the Einstein equations and their parabolic analogue, the Ricci flow (cf. [20] , [21] , [22] ; see also [8] ). Our starting point is the torus R 4 /(2Z) 4 equipped with the flat metric. After identifying each point on R 4 /(2Z) 4 with its image under antipodal reflection, we obtain a flat orbifold with 16 singular points. We may desingularize this orbifold by gluing in an Eguchi (dr ⊗ dr + r 2 α 1 ⊗ α 1 ) + (ε 4 + r 4 )
In light of this obstruction, we cannot expect to deform the metric to one of zero Ricci curvature. Instead, we show that this setup leads to a non-trivial ancient solution to the Ricci flow: Theorem 1.1. There exists a compact ancient solution to the Ricci flow in dimension 4 with the following property. For −t sufficiently large, the manifold can be viewed as a desingularization of a flat torus with 16 orbifold points. More precisely, we divide the 16 orbifold points into two classes according to a checkboard pattern. Near 8 orbifold points, the metric is a small perturbation of a positively-oriented Eguchi-Hanson metric, whereas near the remaining 8 orbifold points, the metric is a small perturbation of a negatively-oriented Eguchi-Hanson metric. As t → −∞, the size of the Eguchi-Hanson instantons shrinks to zero, and we have sup |Rm g(t) | g(t) = (c + o (1)) (−t) 1 2 , where c is a positive constant. Finally, the Ricci curvature of g(t) satisfies sup |Ric g(t) | g(t) = O((−t)
+κ ) as t → −∞, where κ > 0 can be chosen arbitrarily small.
We note that ancient solutions play a crucial role as singularity models for the Ricci flow; see e.g. [22] , [33] , and [34] . It is an interesting question to classify ancient solutions and Ricci solitons. We refer to [9] , [10] , [11] , [14] for some recent progress in this direction. Theorem 1.1 is inspired in part by the fundamental recent work of Biquard. In [5] , Biquard glued an Eguchi-Hanson manifold to a given Einstein orbifold. The resulting metric is an approximate solution of the Einstein equation. Biquard found an obstruction involving the curvature of the background orbifold which, in general, prevents one from deforming this metric to an exact solution of the Einstein equation. This result can be viewed as converse of the compactness results of Anderson [1] and Bando, Kasue, and Nakajima [4] (see also the survey paper [12] ). We note that Biquard's obstruction vanishes in our situation, as the background orbifold is a flat torus. For that reason, we need to perform a more precise calculation which takes into account the interactions between different Eguchi-Hanson manifolds. Theorem 1.1 also shares some common features with the beautiful work of Daskalopoulos, del Pino, andŠešum [15] on the Yamabe flow. The main result in [15] asserts that there exists a non-trivial ancient solution to the Yamabe flow which is conformally flat and looks like two spheres joined by a small neck when −t is large.
We also note that Takahashi [37] has recently constructed an ancient solution to the Ricci flat which converges smoothly to the Euclidean Schwarzschild metric as t → −∞. In particular, this solution has uniformly bounded curvature as t → −∞, whereas the solution in Theorem 1.1 has unbounded curvature.
The authors would like to thank Professors Olivier Biquard and András Vasy for helpful discussions.
Basic properties of the Eguchi-Hanson metric
In this section, we review the definition of the Eguchi-Hanson metric (cf. [5] , [17] ). As in [5] , we define one-forms α 1 , α 2 , α 3 on R 4 \ {0} by α 1 = 1 r 2 (x 1 dx 2 − x 2 dx 1 + x 3 dx 4 − x 4 dx 3 ),
The Eguchi-Hanson metric with parameter ε > 0 is defined by
This defines a Ricci flat metric on R 4 \ {0} which is invariant under antipodal reflection. The induced metric on (R 4 \ {0})/Z 2 admits a smooth compactification, where the origin is replaced by a two-dimensional sphere. The parameter ε serves as a scaling parameter; that is, different choices of ε result in metrics which are isometric up to scaling. Letĝ eh,ε denote the pull-back of g eh,ε under the map (x 1 , x 2 , x 3 , x 4 ) → (−x 1 , x 2 , x 3 , x 4 ). Clearly,ĝ eh,ε is a Ricci flat metric. Near infinity, we have the asymptotic expansions
where
We next describe the symmetry properties of g eh,ε andĝ eh,ε . Lemma 2.1. The metrics g eh,ε andĝ eh,ε and the tensors T andT are all invariant under the maps
Proof. Straightforward calculation.
In the remainder of this section, we review some known results concerning the kernel of the Lichnerowicz Laplacian for the Eguchi-Hanson manifold due to Biquard [5] and Page [31] . Consider the vector fields
Note that the frame r ∂ ∂r , V 1 , V 2 , V 3 is dual to the co-frame
Equivalently, we may write
In particular, the tensor o 1,ε has an asymptotic expansion of the form
The main properties of o 1,ε , o 2,ε , o 3,ε are summarized in the following proposition.
Proposition 2.2 (O. Biquard [5] ; D. Page [31] ). For each i ∈ {1, 2, 3}, the tensor o i,ε has the following properties:
Proof. (i) It is obvious that o i,ε is trace-free for each i ∈ {1, 2, 3}.
(ii) We next show that o 1,ε is divergence-free. To that end, we consider the vector field
Consequently, L Y g eh,ε is divergence-free. This implies that o 1,ε is divergencefree.
In the next step, we show that o 2,ε is divergence-free. To that end, we
is trace-free. We next observe that d(r 2 α 2 ) = r dr ∧ α 2 + r 2 α 3 ∧ α 1 is a closed two-form which is self-dual with respect to the metric g eh,ε . Consequently, the two-form d(r 2 α 2 ) is divergence-free with respect to the metric g eh,ε . Since g eh,ε (Z, ·) = r 2 α 2 , we conclude that
Putting these facts together, we obtain
Thus, L Z g eh,ε is divergence-free. This implies that o 2,ε is divergence-free. A similar argument shows that o 3,ε is divergence-free.
(iii) It is easy to see that o i,ε lies in the kernel of the linearized Einstein operator for each i ∈ {1, 2, 3}. Since o i,ε is trace-free and divergence-free, we conclude that ∆ L,g eh,ε o i,ε = 0 for each i ∈ {1, 2, 3}.
(iv) For each i ∈ {1, 2, 3}, we have
This implies
for each i ∈ {1, 2, 3}. This completes the proof of Proposition 2.2.
and by G the group generated by C . For each a ∈ Z 4 , we denote by τ a the translation x → x − a. Moreover, we put 
as |a| → ∞. Similarly, we have
From this, we deduce that
for N < N ′ . From this, the assertion follows.
Lemma 3.2. The tensor
is invariant under the group G defined above.
Proof. Consider the partial sums
For each map ϕ ∈ C , we have ϕ * S (N ) − S (N ) = O(N −1 ) as N → ∞. Hence, the limit lim N →∞ S (N ) is invariant under each map ϕ ∈ C . This completes the proof.
We now consider two positive numbers ε and δ such that ε ≪ δ 2 ≪ 1. We define a metricḡ ε,δ on the cube [− Finally, in the intermediate region
where χ is a cutoff function satisfying χ = 0 on (−∞, , ∞). We may viewḡ ε,δ as a metric on the punctured cube [− ] 4 \ {0} which is singular at the origin. We may extendḡ ε,δ to a metric on R 4 \ Z 4 which is invariant under the group G defined above. Note that the resulting metric g ε,δ on R 4 \ Z 4 is singular at each lattice point. In fact, if a ∈ Z 4 even , then we haveḡ ε,δ = τ * a g eh,ε in a neighborhood of a. Similarly, if a ∈ Z 4 odd , then we haveḡ ε,δ = τ * aĝeh,ε in a neighborhood of a. Thus, if we take the quotient by translations and antipodal reflection, then the metricḡ ε,δ descends to a smooth metric on the quotient manifoldM . We next estimate the Ricci curvature ofḡ ε,δ .
Proposition 3.3. We have
Ricḡ ε,δ = 0
for |x| ≥ δ.
Finally, let us denote byō 1,ε,δ the trace-free part of the tensor
with respect to the metricḡ ε,δ . Clearly,ō 1,ε,δ = o 1,ε for |x| ≤ 1 2 δ, so we can think ofō 1,ε,δ as an extension of o 1,ε to the whole manifoldM .
Proof. Again, this follows from a straightforward calculation.
The projection of the Ricci tensor to the approximate kernel
Lemma 4.1. For each pair of indices i = j and every smooth function u on R 4 , we have
Proof. By the divergence theorem, the quantity
is independent of δ. Moreover, it is easy to see that
This proves the first identity. The second identity follows similarly.
Proposition 4.2. We have
Proof. In a neighborhood of the hypersurface {|x| = δ}, we havē
and
Consequently,
Hence, it remains to evaluate the integrals
where a ∈ Z 4 \ {0}. To that end, we use Lemma 4.1. Since the components of τ * a T are harmonic functions away from the point a, we obtain
Moreover, since the components of τ * aT are harmonic functions away from the point a, we obtain
). Putting these facts together, the assertion follows.
whereh =ḡ ε,δ − g eh,ε and Z = div g eh,εh − 1 2 ∇tr g eh,εh . Proof. In a neighborhood of the hypersurface {|x| = δ}, we havē
Both τ * a T and τ * aT are trace-free and divergence-free with respect to the Euclidean metric. This implies
. From this, the assertion follows.
Corollary 4.4. We have
Proof. Let us writeh =ḡ ε,δ − g eh,ε and Z = div g eh,εh − 1 2 ∇tr g eh,εh in the region {|x| ≤ δ}. Note thath vanishes identically in the region {|x| ≤ Using the well-known formula for the linearization of the Ricci curvature, we obtain
Since o 1,ε satisfies the equation ∆ L,g eh,ε o 1,ε = 0, we obtain
by Proposition 4.2. Moreover, since div g eh,ε o 1,ε = 0, we have
by Proposition 4.3. Putting these facts together, we conclude that
Since Ricḡ ε,δ = 0 in the region {|x| ≤ 
Here, the divergence and the Laplacian on the right hand side are taken with respect to the Euclidean metric. Using the divergence theorem, we obtain
Here, ν denotes the outward-pointing unit normal to the hypersurface {|x| = 
Since T is trace-free and divergence-free with respect to the Euclidean metric, we conclude that
Since Ricḡ ε,δ = 0 in the region {|x| ≤ 1 2 δ}, the assertion follows.
Liouville-type theorems for the parabolic Lichnerowicz equation
In this section, we establish Liouville-type theorems for the parabolic Lichnerowicz equation on various model spaces. We first recall some basic properties of the Lichnerowicz Laplacian on the Eguchi-Hanson manifold which were established by Biquard [5] and Biquard and Rollin [7] (see also [31] ).
Proposition 5.1 (O. Biquard [5] ; O. Biquard, Y. Rollin [7] ). Let (M, g eh ) denote the Eguchi-Hanson manifold with parameter ε = 1, and let o i := o i,1 . Then the following statements hold:
Moreover, equality holds if and only if
The first statement is part of Proposition 1.1 in [5] . The second statement follows from a Bochner formula from [7] . To explain this, let h be a symmetric (0, 2)-tensor on the Eguchi-Hanson manifold satisfying |h| ≤ C (1 + r) −σ−1 and |∇h|
where k denotes the trace-free part of h. We may view k as a section of the vector bundle Λ 2 − ⊗ Λ 2 + . The Bochner formula (4.6) in [7] 
is the exterior derivative (cf. [5] , [7] ). This gives
Moreover, if equality holds, then d * − k = 0 and tr h = 0. This implies that h ∈ span{o 1 , o 2 , o 3 }.
We next establish a Liouville-type theorem for the linear heat equation on the Eguchi-Hanson manifold. 
Consequently, the function t → M |k(t)| 2 is monotone decreasing. In particular, the limit A := lim t→−∞ M |k(t)| 2 exists. We next pick an arbitrary sequence of times t j → −∞, and definek (j) (t) := k(t + t j ). After passing to a subsequence if necessary, we may assume that the sequencek (j) converges in C ∞ loc to some tensor fieldk which is defined on M × R. The limitk satisfies the equation ∂ ∂tk = ∆ L,g ehk . Moreover, we have |k| ≤ C (1 + r) −σ−2 and |∇k| ≤ C (1 + r) −σ−3 . Using the dominated convergence theorem, we obtain
for all i ∈ {1, 2, 3} and all t ∈ R. Differentiating the first identity with respect to t gives
for all t ∈ R. Hence, Proposition 5.1 implies thatk(t) = 0 for all t ∈ R. Consequently, A = 0. In other words, lim t→−∞ M |k(t)| 2 = 0. Since the function t → M |k(t)| 2 is monotone decreasing, it follows that k(t) = 0 for all t ∈ (−∞, 0]. Thus, we conclude that ∆ L,g eh h(t) = 0 for all t ∈ (−∞, 0]. Since M h(t), o i = 0 for all i ∈ {1, 2, 3} and all t ∈ (−∞, 0], Proposition 5.1 implies that h(t) = 0 for all t ∈ (−∞, 0].
Proposition 5.3. Let h be a solution of the heat equation
We assume that this solution is defined for all t ∈ (−∞, 0] and that |h| ≤ r −σ for some σ ∈ (0, 2). Then h vanishes identically.
Proof. Let us fix an arbitrary point (x 0 , t 0 ) in spacetime. Moreover, let us denote by
the fundamental solution of the heat equation with pole at x 0 . Using Green's identity, we obtain d dt
for all t > 0. We now apply the divergence theorem. Note that the boundary terms at the origin vanish since σ < 2. This implies
for all t > 0. Since σ > 0, the expression on the right hand side converges to 0 as t → ∞. Thus, h(x 0 , t 0 ) = 0. 
Moreover, we assume that this solution is defined for all t ∈ (−∞, 0] and that |h| ≤ r −σ for some σ ∈ (0, 2).
] 4 \{0} h ii = 0 for each i ∈ {1, 2, 3, 4}, then h vanishes identically.
Proof. Let us fix an arbitrary point (x 0 , t 0 ) in spacetime. Moreover, let . We first consider an index i ∈ {1, 2, 3, 4}. Using Green's identity, we obtain
for all t > 0. We again apply the divergence theorem. As above, the boundary terms at the origin vanish since σ < 2. Moreover, the boundary terms on ∂([− 
for all t > 0. Since |h ii (x, t 0 − t)| ≤ |x| −σ , we conclude that
for all t > 0. It is well known that the heat kernel on a torus converges to a constant at a exponential rate. This means that sup x∈[− 
We next consider a pair of indices i = j. Using Green's identity, we obtain
for all t > 0. As usual, the boundary terms at the origin vanish since σ < 2. Moreover, the boundary terms on ∂([− 
for all t > 0. Since |h ij (x, t 0 − t)| ≤ |x| −σ , we conclude that ] 4 |Γ − (x, t)| converges to 0 as t → ∞. Consequently, h ij (x 0 , t 0 ) = 0. This completes the proof.
Uniform estimates for the linearized equation
Throughout this section, we will fix a real number α ∈ (0, 1), and define δ(t) = (−t) − 1 400 . Moreover, we consider a one-parameter family of metrics g ε(t),δ(t) , t ∈ (−∞, −Λ], where the parameter ε(t) satisfies the following conditions: Assumption 6.1. The function ε(t) satisfies (−1000t)
LetM denotes the quotient manifold introduced in Section 3. We first prove a weighted sup-estimate for solutions of the parabolic Lichnerowicz equation. As in [29] , we use a blow-up argument together with the Liouvilletype theorems established in Section 5. Proposition 6.2. Given real numbers γ > 0 and σ ∈ (0, 2), we can find real numbers Λ > 0 and C > 0 with the following property. Suppose that ε(t) is a function which is defined on the interval (−∞, −Λ] and satisfies Assumption 6.1. Let h be a solution of the inhomogeneous heat equation
which is defined onM × (−∞, −Λ] and satisfies sup x,t (−t) γ (ε(t) + r) σ |h(t)|ḡ ε(t),δ(t) < ∞. Moreover, we assume that h is invariant under the group G and satisfies the orthogonality conditions
Proof. We argue by contradiction. If the assertion is false, we can find a sequence of functions ε (j) (t) and sequences of tensor fields h (j) and ψ (j) with the following properties:
• The functions ε (j) (t) are defined on the interval (−∞, −j] and satisfy Assumption 6.1.
• The tensor fields h (j) and ψ (j) are defined onM × (−∞, −j] and satisfy the equation
and sup
• The tensor h (j) satisfies the orthogonality conditions
for all t ∈ (−∞, −Λ]. For each j, we can pick a point x j and a time t j ∈ (−∞, −j] such that (−t j ) γ (ε (j) (t) + r) σ |h (j) (t j )| g (j) (t) ≥ 1 2 at the point x j . After passing to a subsequence, we are in one of the following three cases:
Case 1: Suppose lim j→∞
< ∞. Let us consider the rescaled metrics
where t ∈ (−∞, 0] and ρ j denotes a dilation in space by the factor ε (j) (t j ). Moreover, we definẽ In the next step, we show thatĥ(t) is orthogonal to o 1 for each t ∈ (−∞, 0]. Indeed, if we fix a number t ∈ (−∞, 0], then we have
where t ′ j := ε (j) (t j ) 2 t + t j . Passing to the limit as j → ∞, we obtain
by the dominated convergence theorem. Finally, sinceĥ(t) is invariant under the map (
for each t ∈ (−∞, 0]. This contradicts Proposition 5.2.
Case 2: Suppose now that lim j→∞ |x j | ε (j) (t j ) = ∞ and lim j→∞ |x j | = 0. We consider the rescaled metrics
where t ∈ (−∞, 0] and ρ j denotes a dilation in space by the factor |x j |. Moreover, we definẽ
. After passing to a subsequence, the tensorsh (j) converge in C 0 loc to a tensor fieldĥ = 0. The tensor fieldĥ is defined on (R 4 \{0})/Z 2 ×(−∞, 0] and satisfies the equation Case 3: Suppose finally that lim j→∞ |x j | > 0. In this case, we definẽ
for t ∈ (−∞, 0]. After passing to a subsequence, the tensor fieldsh (j) converge in C 0 loc to some tensor fieldĥ = 0. After passing to a suitable covering, we may viewĥ as a tensor field on (R 4 \ Z 4 ) × (−∞, 0] which is invariant under the group G . Moreover,ĥ satisfies the heat equation ∂ ∂tĥ = ∆ g euclĥ , and we have sup x,t (1 + r) σ |ĥ(t)| g eucl ≤ 1.
In the next step, we show thatĥ(t) is orthogonal to g eucl for each t ∈ (−∞, 0]. Indeed, if we fix a number t ∈ (−∞, 0], then we have
where t ′ j := t + t j . Taking the limit as j → ∞, we obtain
by the dominated convergence theorem. Finally, sinceĥ is invariant under the maps (
] 4 \{0}ĥ ii (t) dvol g eucl = 0 for all i ∈ {1, 2, 3, 4}. This contradicts Proposition 5.4. The proof of Theorem 6.2 is now complete.
We next define suitable weighted Hölder spaces. To fix notation, we denote by d t (x, x ′ ) the Riemannian distance from x to x ′ with respect to the metricḡ
. Moreover, we denote by P t x,x ′ the parallel transport along a minimizing geodesic from x to x ′ with respect to the metric g
. Definition 6.3. Given real numbers α ∈ (0, 1), γ > 0, σ > 0, and Λ > 0, we define h X 0,α γ,σ,Λ to be the supremum of the quantity
Here, the supremum is taken over all numbers r ∈ [0, 10], all times t, t ′ ∈ (−∞, −Λ] satisfying |t − t ′ | ≤ ((−t)
Moreover, the norm of h(x, t) is taken with respect to the metricḡ
. We next define
where D denotes the Riemannian connection with respect to the metric g
. Combining Proposition 6.2 with standard interior estimates for parabolic equations, we can draw the following conclusion:
Corollary 6.4. Given real numbers γ > 0 and σ ∈ (0, 2), we can find real numbers Λ > 0 and C > 0 with the following property. Suppose that ε(t) is a function which is defined on the interval (−∞, −Λ] and satisfies Assumption 6.1. Let h ∈ X 1,α γ,σ,Λ be a solution of the inhomogeneous heat equation
Moreover, we assume that h is invariant under the group G and satisfies the orthogonality conditions
The following result is the main result of this section: Proposition 6.5. Given real numbers γ > 0 and σ ∈ (0, 2), we can find real numbers Λ > 0 and C > 0 with the following property. Suppose that ε(t) is a function which is defined on the interval (−∞, −Λ] and satisfies Assumption 6.1. Let h ∈ X 1,α γ,σ,Λ be a solution of the inhomogeneous heat equation
which is defined onM ×(−∞, −Λ]. Moreover, we assume that h is invariant under the group G and satisfies the orthogonality conditions
h(t),ō 1,ε(t),δ(t) ḡ ε(t),δ(t) dvolḡ ε(t),δ(t) = 0
Moreover, the function
. Finally, the function
Proof. We first differentiate the identity
h(t),ō 1,ε(t),δ(t) ḡ ε(t),δ(t) dvolḡ ε(t),δ(t) = 0 with respect to t. Using Assumption 6.1, we obtain
where the error term E 0 (t) satisfies
. Recall that the trace ofō 1,ε(t),δ(t) with respect toḡ ε(t),δ(t) vanishes identically. Hence, we obtain
In view of Proposition 3.4, the error term E 1 (t) satisfies
. Putting these facts together, we conclude that
. From this, we deduce that
where o(1) represents a term that goes to 0 as Λ → ∞.
In the next step, we differentiate the relation
h(t),ḡ ε(t),δ(t) ḡ ε(t),δ(t) dvolḡ ε(t),δ(t) = 0 with respect to t. Using Assumption 6.1 again, we conclude that
where the error term F 0 (t) satisfies
. Note that the trace ofō 1,ε(t),δ(t) with respect tō g ε(t),δ(t) vanishes identically. Furthermore, we have ∆ L,ḡ ε(t),δ(t)ḡ ε(t),δ(t) = 0. From this, we deduce that
It is easy to see that
, where again o(1) represents a term that converges to 0 as Λ → ∞. On the other hand, Corollary 6.4 implies that
Putting these facts together, we conclude that
if Λ is sufficiently large. From this, the first statement follows. Finally, the estimates for E(t) and F (t) follow from the fact that E(t) = E 0 (t) − E 1 (t) and F (t) = F 0 (t).
Corollary 6.6. Let γ > 0 and σ ∈ (0, 2) be arbitrary, and let Λ > 0 be chosen as in Proposition 6.5. Then, given any tensor ψ ∈ X 0,α γ+α,σ+2,Λ , there exists a unique tensor h ∈ X 1,α γ,σ,Λ which is defined onM × (−∞, −Λ] and satisfies the equation
for suitable scalar functions λ(t) and ν(t). Moreover, h is invariant under the group G , and satisfies the orthogonality conditions
Proof. The uniqueness statement follows immediately from Proposition 6.5. Hence, it remains to prove the existence statement. If ψ is compactly supported, standard results on linear parabolic equations imply that there exists a compactly supported tensor h which satisfies the required properties. To prove the assertion in general, we approximate ψ by compactly supported tensors, and use the a priori estimate in Proposition 6.5.
Existence of a solution to the nonlinear problem
Throughout this section, we fix positive real numbers α, γ, σ ∈ (0, 1). We assume that α and σ are very small, and γ is close to 1. Specifically, we can choose α ∈ (0, ). In addition, we require that γ + α ≤ 1. Furthermore, Λ will denote a positive real number which we will choose sufficiently large. Finally, we put ω := Our goal is to construct a solution of the Ricci flow which is defined on the time interval (−∞, −Λ]. Given a metric g and a symmetric (0, 2)-tensor
is an algebraic expression involving k, ∇k, and ∇ 2 k. It is well-known that Q g (k) is a sum of a linear expression in the second derivatives of k and a quadratic expression in the first derivatives of k. In particular, we have
In the remainder of this section, we will analyze the map which sends the triplet (k, η(·), β(·)) ∈ A α γ,σ,Λ to the triplet (h, ξ(·), ν(·)). The following result is a consequence of Corollary 4.4 and Proposition 4.5.
Proposition 7.1. Consider a triplet (k, η(·), β(·)) ∈ A α γ,σ,Λ , and let
, where o(1) represents a term that converges to 0 as Λ → ∞. Moreover, the function
satisfies |G(t)| ≤ C (−t)
Proof. We have
Moreover, since γ + α ≤ 1, we have
We next consider the function G(t). Using the inequality k X Qḡ ε(t),δ(t) (k(t)),ō 1,ε(t),δ(t) ḡ ε(t),δ(t) dvolḡ ε(t),δ(t)
Finally, using Corollary 4.4, we obtain
as claimed. A similar argument gives |t − t ′ | −α |G(t) − G(t ′ )| ≤ C ε(t) 9 for 0 < |t − t ′ | ≤ (−t)
It remains to estimate the function H(t). Using the inequality k X 1,α γ,σ,Λ
Here, C is a positive constant which does not depend on Λ, and o(1) represents a quantity which converges to 0 as Λ → ∞.
Proof. As above, we define ψ(t) := −Qḡ ε(t),δ(t) (k(t)) + β(t) k(t) − ∂ ∂tḡ ε(t),δ(t) + 2 Ricḡ ε(t),δ(t) .
Using Proposition 6.5 and Proposition 7.1, we obtain h X This proves the first statement. In order to prove the remaining statements, we put
] 4 \{0} ψ(t) + λ(t)ō 1,ε(t),δ(t) ,ō 1,ε(t),δ(t) ḡ ε(t),δ(t) dvolḡ ε(t),δ(t) ,
] 4 \{0} ψ(t) + ν(t)ḡ ε(t),δ(t) ,ḡ ε(t),δ(t) ḡ ε(t),δ(t) dvolḡ ε(t),δ(t) , G(t) = 4π 2 ε(t) 3 ε ′ (t) − 32π 2 ω ε(t)
ψ(t),ō 1,ε(t),δ(t) ḡ ε(t),δ(t) dvolḡ ε(t),δ(t) ,
ψ(t),ḡ ε(t),δ(t) ḡ ε(t),δ(t) dvolḡ ε(t),δ(t) .
We now estimate the function ξ(·). Using the identity λ(t)
[− dvolḡ ε(t),δ(t) = 4π 2 ε(t) 3 ε ′ (t) − 32π 2 ω ε(t) 8 + E(t) − G(t) and the definition of ξ(·), we obtain ξ(t) = η(t) − π −2 ε(t) −8 λ(t)
[− |ō 1,ε(t),δ(t) | 2 g ε(t),δ(t) dvolḡ ε(t),δ(t) = η(t) − 4 ε(t) −5 ε ′ (t) + 32ω − π −2 ε(t) −8 (E(t) − G(t)) = −π −2 ε(t) −8 (E(t) − G(t)).
Using Proposition 6.5 and Proposition 7.1, we obtain |ξ(t)| ≤ C (−t) 4 dvolḡ ε(t),δ(t) = F (t) − H(t).
Hence, it follows from Proposition 6.5 and Proposition 7.1 that |ν(t)| ≤ C (−t) Let Φ be the map which sends a triplet (k, η(·), β(·)) to the triplet (h, ξ(·), ν(·)). Our goal is to show that Φ has a fixed point. In addition to the original parameters γ, α, we will consider another pair of parametersγ,α such that γ < γ andα < α. Proposition 7.3. The set A α γ,σ,Λ is a compact subset of Eα γ,σ,Λ . Moreover, if Λ is sufficiently large, then Φ maps the set A α γ,σ,Λ into itself. Finally, the map Φ : A α γ,σ,Λ → A α γ,σ,Λ is continuous with respect to the norm on Eα γ,σ,Λ . Proof. The first statement is standard. The second statement follows directly from Corollary 7.2. In order to prove the third statement, we argue by contradiction. Suppose that there exists a sequence of triplets u (j) ∈ A α γ,σ,Λ and a triplet u ∈ A α γ,σ,Λ such that lim sup j→∞ u (j) − u Eα γ,σ,Λ = 0 and lim inf j→∞ Φ(u (j) ) − Φ(u) Eα γ,σ,Λ > 0. Note that A α γ,σ,Λ is a compact subset of Eα γ,σ,Λ which contains the sequence Φ(u (j) ). Hence, after passing to a subsequence, we can find an element v ∈ A α γ,σ,Λ such that lim sup j→∞ Φ(u (j) ) − v Eα γ,σ,Λ = 0. Using the definition of Φ, it is easy to see that v = Φ(u). This is a contradiction. Proposition 7.5. Consider the map which sends a triplet (k, η(·), β(·)) to the triplet (h, ξ(·), ν(·)). Every fixed point of this map corresponds to a solution of the Ricci flow which is defined for t ∈ (−∞, −Λ].
Proof. Let us consider a triplet (k, η(·), β(·)) ∈ A α γ,σ,Λ with the property that h = k, ξ(·) = η(·), and ν(·) = β(·). Note that |β(t)| = |ν(t)| ≤ C (−t) − 5 4 by Corollary 7.2. Moreover, the relation ξ(·) = η(·) implies λ(·) = 0. Therefore, k is a solution of the equation ∂ ∂t k(t) = ∆ L,ḡ ε(t),δ(t) k(t) − Qḡ ε(t),δ(t) (k(t)) + β(t) k(t) − ∂ ∂tḡ ε(t),δ(t) + 2 Ricḡ ε(t),δ(t) + ν(t)ḡ ε(t),δ(t) . Rearranging terms gives ∂ ∂t (ḡ ε(t),δ(t) + k(t)) = −2 Ricḡ ε(t),δ(t) + ∆ L,ḡ ε(t),δ(t) k(t) − Qḡ ε(t),δ(t) (k(t)) + β(t) (ḡ ε(t),δ(t) + k(t)) = −2 Ricḡ ε(t),δ(t) +k(t) + L Y (ḡ ε(t),δ(t) + k(t)) + β(t) (ḡ ε(t),δ(t) + k(t)),
where Y = divḡ ε(t),δ(t) k − From this, the assertion follows.
