Introduction {#s1}
============

The presence of large-scale distributed networks of temporally correlated spontaneous activity is a well-established phenomenon in neuroimaging ([@bib3]; [@bib18]; [@bib41]). These so-called resting state networks (RSNs) have been consistently identified across different subjects in the absence of any explicit task from covariations in the blood oxygenation level dependent (BOLD) signal, as measured by functional magnetic resonance imaging (fMRI) ([@bib2]; [@bib14]; [@bib48]). These networks are known to have functional relevance and clinical significance ([@bib21]; [@bib17]).

However, an important limitation in our understanding of spontaneous activity is how the low frequency fluctuations typically associated with RSNs are related to the much faster timescales of cognitive and sensory processing ([@bib24]; [@bib15]; [@bib40]; [@bib47]). This is in part due to the fact that the indirect hemodynamic response measured via the BOLD signal precludes studying the rich temporal dynamics of the underlying electrophysiological activity ([@bib34]). In contrast, non-invasive electrophysiological recordings such as magnetoencephalography (MEG) and electroencephalography (EEG) provide a direct measure of neuronal activity at high temporal resolution. Recent studies using these modalities have revealed that these networks have an electrophysiological basis ([@bib30]; [@bib23]; [@bib28]; [@bib33]; [@bib7]), and are underpinned by much richer spatiotemporal dynamics that may be better characterized using time-varying measures of interactions ([@bib8]; [@bib12]; [@bib27]; [@bib38], [@bib39]). These studies have shown evidence that functional connectivity within whole brain networks exhibit temporal variability on a time scale of seconds to tens of seconds. However, to provide an effective substrate for cognitive processes, functional networks should be able to rapidly reorganize and coordinate on a sub-second temporal scale ([@bib4]).

Here, we present a study that identifies transient networks of brain activity, with no prior assumptions on the brain areas or time scales involved. This uses a distinct methodology based on a hidden Markov model (HMM), which infers a number of discrete brain states that recur at different points in time. Each inferred state corresponds to a unique pattern of whole-brain spontaneous activity, which is modeled by a multivariate normal distribution and a state time course indicating the points in time at which that state is active. These two outputs are shown schematically in [Figure 1](#fig1){ref-type="fig"}, and allow us to describe both the spatial and temporal characteristics of each inferred state.10.7554/eLife.01867.003Figure 1.Schematic of the HMM outputs.An HMM with *K* states is inferred from band-limited amplitude envelopes of source reconstructed MEG data. Each state is characterized by a multivariate normal distribution (defined by means *μ*~*k*~ and covariance matrix *Σ*~*k*~) and a state time course, which is a binary sequence that indicates the points in time at which the state is active.**DOI:** [http://dx.doi.org/10.7554/eLife.01867.003](10.7554/eLife.01867.003)

By applying this methodology to band-limited amplitude envelopes of source reconstructed MEG data, we show that the HMM can independently identify brain states in MEG data that correspond to established RSNs, and which fluctuate at time scales two orders of magnitude faster than has previously been shown. We further assess cross-network interactions, and show that the antagonistic behavior between the default mode network (DMN) and parietal regions of the dorsal attention network (DAN) is consistent with an inability of the system to transition directly between two of these states.

Results {#s2}
=======

We recorded 10 min of resting state MEG data from nine healthy subjects. We applied beamforming and frequency filtering to derive spatially and spectrally resolved estimates of neuronal activity. Data across multiple subjects were temporally concatenated resulting in a single group data matrix from which an HMM with 8 states was inferred (see 'Materials and methods'). The inferred HMM states represent unique spatiotemporal patterns of activity (band-limited amplitude fluctuations) that repeat at different points in time ([@bib42]).

Large-scale transient networks of spontaneous oscillatory activity {#s2-1}
------------------------------------------------------------------

State specific changes in oscillatory amplitude revealed spatial patterns of activity with good similarity to several well-known networks, previously associated with brain wide correlations at slow (\<0.1 Hz) timescales ([Figure 2](#fig2){ref-type="fig"}). Each map represents the partial correlation between the state time courses and the group-concatenated amplitude envelope at each voxel. Accordingly, state specific increases and decreases in amplitude are represented by red/yellow and blue colors respectively. State 1 shows increased activity in nodes of the default mode network (DMN) including left and right inferior parietal lobule, medial frontal gyrus and medial temporal lobe (but notably, not in the posterior cingulate/precuneus). States 2--6 show increased activity in the visual cortex (states 2 and 6), the sensorimotor network (state 3), and the left and right lateralized temporal lobes (states 4 and 5). States 7--8 show decreases in activity (blue in [Figure 2](#fig2){ref-type="fig"}) in parietal regions including the intraparietal sulcus (IPS; state 7), and visual cortex (state 8).10.7554/eLife.01867.004Figure 2.State specific changes in band-limited amplitude.An 8 state HMM was inferred from temporally concatenated band-limited amplitude time courses (concatenated over nine subjects, 10 min each). The volumes and surface renderings show the partial correlation of each state time course with the envelope data at each voxel. The correlation values have been thresholded between 60% and 100% of the maximum correlation for each state and the color maps represent these ranges. Red/yellow and blue colors indicate positive and negative correlations respectively. See also [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"} for equivalent results from HMMs inferred with 4--14 states.**DOI:** [http://dx.doi.org/10.7554/eLife.01867.004](10.7554/eLife.01867.004)10.7554/eLife.01867.005Figure 2---figure supplement 1.Maximum intensity projection maps showing the partial correlation computed between each state time course and the envelope data for a k state HMM for k = 4 to k = 14.Increasing the number of states did not change the topographies of the most prominent RSN-like states nor did it reveal any new RSN-like topographies that were distinct from those inferred with 8 states, but rather resulted in the splitting of states into multiple similar maps. This suggests that there is no advantage to using more than 8 states for the purpose of identifying states corresponding to known RSNs. In fact, it could be argued that fewer than 8 states are required for this purpose.**DOI:** [http://dx.doi.org/10.7554/eLife.01867.005](10.7554/eLife.01867.005)10.7554/eLife.01867.006Figure 2---figure supplement 2.Spatial maps of five of the inferred states alongside a matched RSN derived from application of spatial ICA to resting state fMRI data ([@bib48]).For each HMM--RSN pair, the spatial correlation is shown alongside the maps.**DOI:** [http://dx.doi.org/10.7554/eLife.01867.006](10.7554/eLife.01867.006)

The temporal properties of each state were characterized from the state time courses, which indicate the points in time at which each state is active. By inspection it is evident that the states are short lived ([Figure 3A](#fig3){ref-type="fig"}). The temporal characteristics of each state may be quantified in terms of their fractional occupancy (fraction of the total time spent in a state; [Figure 3B](#fig3){ref-type="fig"}), life times (time spent in a state before making a transition; [Figure 3C](#fig3){ref-type="fig"}), and interval lengths (time between consecutive state visits; [Figure 3D](#fig3){ref-type="fig"}). Average life times are between 100 ms and 200 ms. These life times are markedly shorter in duration than the time scales typically associated with resting state networks, which have previously been shown to be dominated by frequencies below 0.1 Hz ([@bib13]). We also characterized variations in the rate at which these states are visited by computing the fractional occupancy within a 10-s sliding window. These fractional occupancy time courses reveal slower temporal changes in the occurrence of the HMM states. These time courses are shown for all subjects in [Figure 3E](#fig3){ref-type="fig"}. It is clear that each state was represented in all subjects.10.7554/eLife.01867.007Figure 3.Temporal characteristics of the HMM states.(**A**) State time courses showing the most likely state at each time point for the first 10 s of data. (**B**) Fractional occupancy for each inferred state showing the mean and s.e.m. over subjects. The asterisks denote that the fractional occupancy of a state differs significantly from the other states. (**C**) Life times, and (**D**) interval lengths for each inferred state. The filled areas in (**C**) and (**D**) represent the distribution of values and the black crosses show the mean. (**E**) Fractional occupancy of each state as a function of time over all subjects, derived by averaging each state time course within a 10-s sliding window (75% overlap between adjacent windows). See also [Figure 3---figure supplement 1](#fig3s1){ref-type="fig"} for a description of how these statistics vary when the HMM is inferred with 4--14 states.**DOI:** [http://dx.doi.org/10.7554/eLife.01867.007](10.7554/eLife.01867.007)10.7554/eLife.01867.008Figure 3---figure supplement 1.Effect of number of states on (A) model evidence, approximated by the negative of the free energy, (B) minimum fractional occupancy and (C) mean life time, computed over all inferred states and 50 realizations of each HMM inference.Error bars show the mean and s.e.m. over all subjects. The free energy monotonically increases up to 15 states suggesting that the Bayes-optimal model may require an even higher number of states (**A**). However, a larger number of states result in a decrease in minimum fractional occupancy (**B**). This may provide a more meaningful metric since a sufficient amount of data is required for reliable estimation of the covariance matrix. Increasing the number of states also has an effect on the mean life times of the inferred states. Varying the number of states from 4 to 15 results in mean lifetimes decreasing from 230 ms to 140 ms (**C**). This suggests that the splitting of states that arises from increasing the number of states does not result in states with fewer occurrences, but rather a splitting into shorter-lived events.**DOI:** [http://dx.doi.org/10.7554/eLife.01867.008](10.7554/eLife.01867.008)

Large-scale networks of oscillatory activity are underpinned by rapid fluctuations {#s2-2}
----------------------------------------------------------------------------------

We have shown that whole brain spontaneous activity may be broken down into a set of distinct connectivity patterns that appear to be stable for periods of 100--200 ms. To confirm that these brain states are consistent with coordinated fluctuations at these rapid time scales, we performed a follow up analysis using the inferred state time courses. We reasoned that if there were coordinated fluctuations at the fastest time scales in the state time course, then low pass filtered versions of the state time courses should do worse at explaining fluctuations in the data. Different low pass filtered versions of the state time courses were obtained by computing fractional occupancy time courses using a range of time windows from 0.1 to 8 s. Note that for the shortest time windows, the fractional occupancy time course approximates the state time course. These fractional occupancy time courses were then separately regressed onto the amplitude envelope time course from a representative voxel of the corresponding brain state (the voxel that most correlated with the state time course). This analysis reveals a peak in correlation for window widths between 200 ms and 400 ms, demonstrating that when using the fractional occupancy the fastest time scales at which we can detect fluctuations in the amplitude envelopes are slower than those suggested by the HMM state life-times (∼100 ms), but still much faster than has been previously shown ([Figure 4](#fig4){ref-type="fig"}).10.7554/eLife.01867.009Figure 4.Analysis of the time scales that best reflect within-network envelope fluctuations.Partial correlation maps and fractional occupancy time window dependency are shown for (**A**) DMN, (**B**) visual network and (**C**) sensorimotor network. The fractional occupancy time window dependency was computed by fitting a GLM to the amplitude envelope at the voxel with highest correlation with the state time course with the fractional occupancy (computed within different time windows) as a single regressor. See also [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"} for a control analysis with surrogate data.**DOI:** [http://dx.doi.org/10.7554/eLife.01867.009](10.7554/eLife.01867.009)10.7554/eLife.01867.010Figure 4---figure supplement 1.Control analysis of the time scales that best reflect within-network envelope fluctuations.Correlation maps, mean life times, and fractional occupancy time window dependency for 8 state HMMs inferred from (**A**) the original group-concatenated envelopes, (**B**) these envelopes low pass filtered below 0.5 Hz and (**C**) these low pass filtered envelopes with uncorrelated Gaussian noise added. Results are shown for the default mode network (top/red), visual network (middle/blue) and sensorimotor network (bottom/green). The correlation maps were computed by fitting a GLM to the data with the state time courses for all states as regressors. The fractional occupancy time window dependency was computed by fitting a GLM to the data with the fractional occupancy time course (computed within different time windows) as a single regressor.**DOI:** [http://dx.doi.org/10.7554/eLife.01867.010](10.7554/eLife.01867.010)

As a control, we repeated the HMM inference after first removing any potential high frequency network interactions from the data. The group-concatenated amplitude envelopes were low pass filtered below 0.5 Hz to remove any higher frequency dynamics and an 8 state HMM was inferred from these filtered envelopes. Despite removing the faster envelope fluctuations, a number of states were inferred with similar spatial topographies as the original HMM ([Figure 4---figure supplement 1A,B](#fig4s1){ref-type="fig"}). The life times of these states were longer, at around 1 s, reflecting the slower time scales of these low pass filtered signals. Next, to test whether simply introducing high frequency noise could result in shorter life times, band-limited Gaussian noise (low pass filtered below 10 Hz, reflecting the spectral content of the original envelopes, and therefore with the same non-independence properties between time points), were added to the envelopes prior to inferring the HMM. As before, states with spatial topographies similar to the original HMM states were identified ([Figure 4---figure supplement 1C](#fig4s1){ref-type="fig"}). However, the life times of these states were now much shorter, at around 0.3 s.

As with the real data, we then fitted a GLM with a single regressor that corresponded to the fractional occupancy time course computed using a range of time windows from 0.1 s to 8 s. When applied to the low pass filtered dataset (without added Gaussian noise; [Figure 4---figure supplement 1B](#fig4s1){ref-type="fig"}), this analysis reveals a peak in correlation for a window width of ∼1 s, consistent with the longer state life times. However, for the low pass filtered data set with added Gaussian noise ([Figure 4---figure supplement 1C](#fig4s1){ref-type="fig"}), while the state life times were reduced to ∼100 ms, the peak in correlation remains at a window width of ∼1 s. This demonstrates that in this control there are no detectable within-network amplitude fluctuations faster than 1 s, which is consistent with the applied 0.5 Hz low pass filtering. This is in stark contrast to the real data ([Figure 4](#fig4){ref-type="fig"}), where the analysis reveals a peak in correlation for window widths between 200 ms and 400 ms.

State transitions reveal cross-network interactions {#s2-3}
---------------------------------------------------

Networks of whole brain spontaneous activity may be characterized not only in terms of their within-network activity, but also in terms of cross-network interactions. To assess the relationship between different functional networks in the context of the HMM, we examined the relationship between the points in time at which different states are active. An important result from fMRI studies is the observation that the DMN exhibits anticorrelation with networks associated with attention demanding tasks, such as the dorsal attention network (DAN) ([@bib19]; [@bib48]). Of particular interest therefore is the relationship between state 1, which represents the DMN, and state 7, which we postulate may represent parietal regions of the DAN. While the correspondence between BOLD and electrophysiological activity has yet to be fully understood, it has been shown that alpha and beta power at rest correlate positively with BOLD in the DMN and negatively with BOLD in the DAN ([@bib36]). Accordingly, increased activity in the DMN (red/yellow in state 1) and decreased activity in parietal regions of the DAN (blue in state 7) would both correspond to an increase in the BOLD signal. Based on this reasoning, we hypothesized that the antagonistic behavior of these two networks as shown in multiple fMRI studies would manifest in the inferred HMM states as an anticorrelation between the fractional occupancy time courses of these two states. In other words, periods of time in which the DMN state is frequently visited would coincide with periods of time in which the putative DAN state is rarely visited (and vice versa).

To this end, we computed the correlation coefficient between the fractional occupancy time courses for each state (computed within 10-s sliding windows as shown in [Figure 3E](#fig3){ref-type="fig"}). Positive correlations between a pair of states indicate that the two states are visited more frequently during similar periods of time. As predicted, we found strong antagonistic behavior between the DMN (state 1) and the putative DAN (state 7), suggesting an electrophysiological basis to the anticorrelated nature of these networks ([Figure 5A](#fig5){ref-type="fig"}).10.7554/eLife.01867.011Figure 5.Relationship between states.(**A**) Correlation matrix between the fractional occupancy time courses of each state. Positive correlations between a pair of states indicate that the two states are visited more frequently during similar periods of time. (**B**) State transition matrix for the group HMM. The matrix shows the probabilities of transitioning to any particular state given the current state. The probability of remaining in the same state has been excluded from each matrix (shown in white).**DOI:** [http://dx.doi.org/10.7554/eLife.01867.011](10.7554/eLife.01867.011)

We further assessed the relationship between different functional networks by examining the transitions between the inferred states. These transitions may be represented in the form of a transition matrix, where each row represents the probability of transitioning to any other state given the current state ([Figure 5B](#fig5){ref-type="fig"}). There is a clear structure to the matrix showing that transitions between certain pairs of states are more likely than others. A number of these transitions are intuitive, for example the strong probability of transitioning between visual states 2 and 6. There is a very low probability of transitioning between the DMN (state 1) and the putative DAN (state 7), raising the intriguing possibility that anticorrelation between these networks may arise from an inability of the system to transition directly between these two transient states.

Occurrence of transient states reflect temporal variability in functional connectivity {#s2-4}
--------------------------------------------------------------------------------------

A number of previous studies have assessed the temporal dynamics of resting state connectivity by computing measures of functional connectivity such as band-limited amplitude correlation within sliding time windows of several seconds or longer ([@bib1]; [@bib8]; [@bib11]; [@bib39]). To investigate whether any relationship exists between temporal variability in amplitude correlation and the occurrence of states inferred from the HMM, we computed the sliding window envelope correlation between different nodes of the DMN and compared the resulting correlation time courses with changes in the fractional occupancy of the inferred DMN state. Regions of interest were defined in the centers of the nodes corresponding to the inferior parietal lobule (IPL), medial frontal gyrus (MFG) and medial temporal lobe (MTL) in both hemispheres ([Figure 6A](#fig6){ref-type="fig"}). The envelope of oscillatory activity was computed at these six locations for each subject. With reference to previous findings ([@bib38]), envelope correlation was computed within 10-s sliding windows between all six ipsilateral ROI pairs and all three contralateral ROI pairs. The HMM state corresponding to the DMN was identified and the fractional occupancy was computed within the same 10-s sliding window. The time courses of these two measures are shown for a single subject in [Figure 6B](#fig6){ref-type="fig"}, where the DMN pair shown is the right IPL and right MFG. In line with previous findings, it is evident that the envelope correlation between different network nodes alternates between periods of high and low correlation ([@bib38]). Interestingly, periods of high envelope correlation are generally associated with an increase in the fractional occupancy of the DMN state, suggesting that fluctuations in interregional functional connectivity represent periods of time in which a particular transient network is frequently visited. This relationship may be quantified as the correlation between the two time series for each subject and node pair. There is a clear positive correlation between the two measures for all inter- and intra-hemispheric pairs ([Figure 6C](#fig6){ref-type="fig"}).10.7554/eLife.01867.012Figure 6.Comparison between HMM state occupancy and sliding window envelope correlation.(**A**) Six nodes identified from the DMN state (rIPL, lIPL, rMFG, lMFG, rMTG, lMTG). (**B**) Time courses of rIPL-rMFG envelope correlation (blue) and DMN state fractional occupancy (green) for a single subject computed using a 10-s sliding window (75% overlap between adjacent windows). (**C**) Correlation between the sliding window envelope correlation time course and fractional occupancy time course for each ipsilateral pair (bilaterally homologous pairs from the left and right hemispheres have been averaged together) and each contralateral pair (mean and s.e.m. over subjects).**DOI:** [http://dx.doi.org/10.7554/eLife.01867.012](10.7554/eLife.01867.012)

Discussion {#s3}
==========

We have characterized whole-brain spontaneous activity based on time-varying behavior of source localized MEG signals. Using a distinct methodology that is able to resolve changes in functional connectivity at high temporal resolution, we identified short-lived (100--200 ms) states that represent unique spatiotemporal patterns of neural activity. The inferred states revealed spatial topographies that represent networks of spatially segregated brain regions that bear a strong similarity to seed based correlation or ICA derived RSNs in both MEG and fMRI. By assessing temporal changes in the occurrence of these states, we demonstrated that within-network functional connectivity is underpinned by neuronal dynamics that fluctuate much more rapidly than has previously been shown.

Large-scale transient networks of spontaneous oscillatory activity {#s3-1}
------------------------------------------------------------------

By inferring an HMM from the amplitude envelopes of group-concatenated data, we identified spatial maps representing state specific increases in oscillatory amplitude in anatomical locations corresponding to well-known RSNs. These networks include the default mode, visual and sensorimotor networks and parietal regions of the DAN.

In addition to inferring the spatial covariance structure, the HMM also infers the time points at which each state is active. Each state was well represented over the group with all occupancies between 5% and 20% of the total time. The state life times were short, between 100 ms and 200 ms on average. These findings demonstrate that RSNs derived from conventional techniques such as ICA or seed--based correlation may be identified from discrete transient epochs that represent only a small fraction of the total recording, confirming recent studies from both fMRI and MEG ([@bib32]; [@bib39]).

Due to the assumption of mutual exclusivity of the HMM states, we should be cautious in automatically interpreting the fast switching between states in the form of short life times as a property of the underlying spontaneous activity. After all, an attractive hypothesis is that the brain's resting state activity consists of a finite number of unique networks that can overlap spatially and temporally ([@bib50]). However, these relatively weak assumptions render the hypothetical networks unidentifiable using existing decomposition techniques (to the best of our knowledge), and so further constraints are currently needed to proceed. For example, in temporal ICA the assumption of temporal independence will discourage temporal overlap. In the HMM, the mutual exclusion approach will also prohibit temporal overlap. As a result, the HMM states can perhaps be best thought of as representing the most dominant unique configurations of these hypothetical networks. Based on this interpretation, the state time courses provide a meaningful window on the underlying network dynamics by indicating the most dominant state at each point in time. Indeed, we have shown that these time courses can provide an insight into the relationship between different functional networks ([Figure 5](#fig5){ref-type="fig"}).

Nonetheless, the rate of occurrence of the inferred states as described by the fractional occupancy allows us to assess the time scales at which within-network amplitude fluctuations are detectable. By modeling these fluctuations using the fractional occupancy time course computed at a range of different window widths, we show that they are best described by sub-second temporal dynamics with coordinated fluctuations on the order of 200--400 ms. Importantly, these time scales were not found for control surrogate data, where the fast network interactions were replaced by uncorrelated noise (see [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}), demonstrating that within-network functional connectivity is underpinned by neuronal dynamics that fluctuate much more rapidly than has previously been shown.

Cross-network interactions {#s3-2}
--------------------------

The HMM assumes that the states themselves are mutually exclusive. It might be thought that this assumption negates the possibility of the HMM providing insight into cross-network (i.e., across-state) interactions. While this is true at the fast (below 100 ms) within-state time scales, this does not mean that we cannot assess cross-network interactions at all. In particular, the HMM furnishes us with the probability of transitioning between different networks. This can tell us if there is a preference for the brain to move between two different networks, or an antagonism such that there is rarely a transition between two different networks. Indeed, the relationship between the DMN (state 1) and parietal areas of the DAN (state 7) was shown to be an example of the latter ([Figure 5B](#fig5){ref-type="fig"}). We have also demonstrated how cross-network interactions can be assessed using fractional occupancy time courses, which describe how frequently states are visited within 10-s time windows. By computing correlations between these slower time courses, we can assess relationships between networks at the time scales more typically associated with previous investigations into long-range resting state interactions ([@bib19]). Of particular interest is the anticorrelation between the fractional occupancy time courses of the DMN state and the putative DAN state ([Figure 5A](#fig5){ref-type="fig"}).

The fact that cross-network relationships present in the fractional occupancy time courses are maintained when looking at the faster time scales of the state transitions, suggests a link between these two time scales. However, with the current methodology it is not possible to establish a causal link between these time scales (i.e., whether infrequent transitions arise because these networks are anticorrelated at longer time scales, or that this anticorrelation arises due to these infrequent transitions).

Correspondence with BOLD RSNs {#s3-3}
-----------------------------

The states inferred by the HMM show some consistency with RSNs measured using fMRI. The spatial correspondence between the spatial maps obtained via the HMM and RSNs derived from application of ICA to BOLD are shown in [Figure 2---figure supplement 2](#fig2s2){ref-type="fig"}. A notable difference between these maps is the absence of the posterior cingulate cortex (PCC) or precuneus in the DMN state. One possible explanation is that the PCC may act as a functional 'hub', such that it is not strongly represented in any one state. While the HMM allows spatial overlap, we have visualized the states in terms of state-specific amplitude changes, such that any node that is active during a number of states will be suppressed in the spatial maps. It is possible that, as a hub, the PCC has membership in the majority of states and is therefore poorly identified by mapping state specific activity. However, it is not trivial to identify nodes that are active in multiple states because this is confounded by the spatial leakage due to the ambiguities in the source reconstruction ([@bib53]; [@bib45]).

While there is strong evidence for hub-like behavior of the PCC/precuneus in terms of structural ([@bib51]; [@bib22]) and functional ([@bib9]; [@bib52]) connectivity, evidence in MEG is more varied. Graph theoretical analyses of MEG band-limited power have revealed strong hubs in dorsal prefrontal cortex, lateral parietal cortex, and temporal cortex (in essence those areas represented by state 1), but notably not the PCC ([@bib25]). Furthermore, the PCC was not found to be present in RSNs derived from application of temporal ICA to MEG data ([@bib7]). Interestingly, an MEG-derived DMN comprising the PCC has been shown using seed--based correlation with the PCC as a seed, but only when restricted to time points in which the network was maximally correlated ([@bib39]).

Another reason why the PCC may not be present in the HMM is due to the relative insensitivity of MEG to deeper sources. This hypothesis is supported by the fact that in the present study, and in [@bib7] and [@bib25], the sensor array comprised only axial gradiometers, which measure the spatial gradient of the field and are relatively insensitive to deep sources. Conversely, in [@bib39], the array comprised magnetometers that have increased depth sensitivity. It is therefore possible that the PCC is not present simply because it does not generate a measurable signal.

Finally, it is worth considering to what extent the DMN or DAN, and the particular spatial nodes they incorporate, are definitive networks. The particular form of such networks is tied to the approaches used to identify them, for example spatial ICA. Indeed when other approaches with different assumptions are made, then different networks can be inferred. One good example of this is that, when using temporal ICA on fMRI data, no single DMN is found ([@bib50]). In short, the concept of a 'network' and the form they take depends on the assumptions made in the data decomposition approach, and none should be considered necessarily better than the other (assuming they show similar objective performance, e.g., Bayesian model evidence and reproducibility), but instead they each offer different perspectives on the nature of the brain's activity.

Relation to EEG microstates {#s3-4}
---------------------------

The short life times inferred from the HMM raises the question of whether there exists a relationship between the states shown here and the 'microstates' found from EEG studies ([@bib31]; [@bib29]). Microstates are quasi-stable topographies in which the distribution of EEG power over the scalp remains stable for periods of around 100 ms. Clustering of these topographies into a limited number of classes has revealed that relatively few (typically four) unique maps are consistently identified across multiple time points and subjects ([@bib31]). It has also been suggested that EEG microstates may represent the electrophysiological signatures of resting state networks. A number of recent studies have sought to investigate this by correlating fMRI RSNs with simultaneously acquired EEG recordings ([@bib5]; [@bib37]; [@bib59]).

Segmentation of EEG scalp maps into microstates is based on finding repeating distributions of power across multiple recording sites and therefore captures similar interactions to those that drive the HMM. However, a clear distinction is that the HMM explicitly models the temporal dynamics and is therefore tuned to finding states that repeat in a predictable way. Another difference is that our approach exploits the superior spatial resolution available using MEG, by basing the inferred states on source space projections of MEG data. This makes results more directly interpretable in the context of fMRI resting state networks. While it is possible that the HMM states inferred in this paper relate to the source space counterparts of EEG microstates, without measuring EEG and MEG concurrently, a direct relationship cannot be confirmed.

Relationship with functional connectivity at slower time scales {#s3-5}
---------------------------------------------------------------

The states inferred using the HMM represent networks of activity that show some consistency with those found previously using spatial ICA on FMRI data ([@bib2]; [@bib48]) and using temporal ICA on MEG data ([@bib7]; [@bib35]). In both the ICA and HMM approaches, data from all voxels are used and therefore no prior spatial localization assumptions (e.g., seed voxels) are required. In the case of temporal ICA, two regions will tend to be strongly represented in the same network if their time courses exhibit a strong time-averaged correlation with the same independent component. By contrast, in the case of the HMM, membership of two regions to a particular state ('network') depends only on there being a repeated pattern of covariance at those points in time at which the state is active, that is, it is not time averaged over 'all' time points. The results in this paper, for example the fact that the two approaches result in similar networks, are consistent with the idea that ICA RSNs derive from the transient time-varying behavior captured by the HMM states. This idea is supported by the findings that seed-based functional connectivity is increased if evaluated only within those time points at which the rest of the network is synchronized ([@bib38]). In this paper, we provide evidence of a relationship between the sliding window correlation computed between nodes of the DMN and the occurrence rate of the DMN state ([Figure 6](#fig6){ref-type="fig"}). Accordingly, changes in within-network envelope correlation may reflect variations in the frequency at which a particular connectivity state is visited. One explanation for this observation is the idea that electrophysiological data are characterized by scale-free dynamics that span from hundreds of milliseconds to tens of seconds ([@bib54]). This fractal property of neural dynamics may provide an explanation for the similar spatial correlation structure that exists between signals at different temporal scales. Hence, slow fluctuations in band-limited amplitude correlations that underlie MEG RSNs may capture similar physiological phenomena as the HMM states, but seen through different temporal filters.

Methodological considerations {#s3-6}
-----------------------------

In the present study, the data for individual subjects were temporally concatenated, yielding a single combined data set from which the HMM was inferred. Group concatenation is widely used in unsupervised analyses of resting state activity, particularly in the case of ICA ([@bib10]). Nonetheless, it is important to bear in mind that this approach assumes that there is an anatomical correspondence between subjects. In the case of ICA, this assumption means that individuals share common group maps ([@bib10]). In the case of the HMM approach, this assumption extends to the requirement that the data from different individuals within a particular state are drawn from the same multivariate normal distribution, and that the transitions between these states occur in a repeatable manner over subjects. This being said, there is no requirement that all states should be present in all subjects, however it is clear from the fractional occupancy time courses in [Figure 3E](#fig3){ref-type="fig"} that they are. In light of this assumption, states inferred from the group data may best be thought of as representing the spatiotemporal patterns of activity that occur most consistently over the group. An alternative strategy to group concatenation is to infer separate HMMs for each subject individually. This would allow the model to more freely adapt to individual subjects' patterns of activity and functional connectivity. However, a severe limitation of this approach is that there will not necessarily be a correspondence between states inferred from different subjects, making it difficult to perform subsequent analyses at the group level.

A limitation of the proposed technique is that HMM inference requires an a priori specification of the number of states, K. Bayesian inference techniques provide a means to test model order selection, by providing an approximation to the model evidence via the free energy. In theory, it should be possible to pick the optimal number of states by selecting the model with the greatest (negative) free energy. In practice however, we observe that the free energy increases monotonically up to K = 15 states, suggesting that the Bayes-optimal model may require an even higher number of states ([Figure 3---figure supplement 1A](#fig3s1){ref-type="fig"}). In the absence of a straightforward data driven approach to model order selection, we opted instead to repeat the analysis for values of K from 4 to 15 and arbitrarily chose 8 states as the case to present here, which we believe represents a good trade-off between richness and redundancy. Results for different model orders are shown in [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}. Varying the number of states between 4 and 14 did not change the topographies of the most prominent RSN-like states. It is worth noting that a similar limitation exists for more established data-driven decompositions such as ICA, in which the choice of model order is driven by the application; for example, lower model orders are used to obtain the classic RSNs, and higher model orders are used to obtain finer grained parcellations for use in subsequent network analysis ([@bib49]).

Finally, the observation model used in this paper corresponded to a multivariate normal distribution. The assumption of a Gaussian observation model allows inference of the HMM to be made tractable to variational Bayesian inference and thus permits its application to large amounts of data (40 observations and 1.5 hr of time points). However, it should be recognized that modeling only the first and second order statistics under a Gaussian assumption is likely to be an oversimplification of the underlying network dynamics. The multivariate normal distribution is just one of many potential observation models that may be used in the context of the HMM. For example, binary observation models have previously been used in the context of modeling interictal spikes ([@bib60]). Future work will focus on implementing a multivariate autoregressive (MVAR) model that can model time lagged dependencies between observations.

Functional role of transient synchronization {#s3-7}
--------------------------------------------

The work presented here rests on the underlying assumption that resting state activity may be broken down into a set of distinct connectivity patterns that repeat over time and where only one functional state may be active at any one time. In other words, the states inferred by the HMM are mutually exclusive. While this assumption may be an oversimplification of the underlying network dynamics, the concept that there exist distinct functional connectivity states that recur at different points in time is compatible with computational models of neuronal connectivity ([@bib16]) and observations from both fMRI ([@bib1]) and EEG ([@bib5]; [@bib37]; [@bib59]). The idea that RSNs represent states in which distributed cortical areas synchronize transiently is also compatible with the idea of a 'dynamic repertoire' of states that are continuously explored in order to more quickly adopt the network configuration optimal for a given impending input ([@bib16]). This organization of dynamic activity through transient spatial patterns of coordination may provide the flexibility required to adapt to the rapidly changing computational demands of cognitive processing ([@bib4]).

Materials and methods {#s4}
=====================

Data acquisition {#s4-1}
----------------

Resting state MEG data were acquired from nine healthy subjects. The subjects were asked to lie in the scanner with their eyes open while 10 min of data were recorded. The MEG data were acquired using a 275 channel CTF whole-head system (MISL, Conquitlam, Canada) at a sampling rate of 600 Hz with a 150 Hz low pass anti-aliasing filter. Synthetic third order gradiometer correction was applied to reduce external interference. Localization of the head within the MEG helmet was achieved using three electromagnetic head position indicator (HPI) coils. By periodically energizing these coils their position within the MEG sensor array was identified. Prior to data acquisition, the HPI coil locations, the position of three fiducial points (the nasion, and left and right preauricular points), and the head shape were recorded using a three-dimensional digitizer (Polhemus Isotrack). MR images were acquired using a 3T Phillips Achieva MR system at 1 × 1 × 1 mm^3^ resolution running an MPRAGE sequence. Each subject's structural MRI was registered to the MNI152 standard brain such that all subsequent source space analysis was performed in MNI space. The locations of the MEG sensors with respect to the anatomy were determined by registering the digitized head surface to the head surface extracted from the structural MRI.

Data pre-processing {#s4-2}
-------------------

The data were converted to SPM8 <http://www.fil.ion.ucl.ac.uk/spm> and down sampled to 200 Hz. Each recording was visually inspected to identify channels and/or periods of data containing obvious artifacts or with abnormally high variance, which were discarded. Independent component analysis (ICA) was used to decompose the sensor data for each session into 150 temporally independent components (tICs) and associated sensor topographies ([http://research.ics.aalto.fi/ica/fastica](http://research.ics.aalto.fi/ica/fastica/)). Artifact components were classified via the following procedure. Eye-blink, cardiac and mains interference components were manually identified by the combined inspection of the spatial topography, time course, kurtosis of the time course and frequency spectrum for all components. Eye-blink artifacts typically exhibited high kurtosis (\>20), a repeated blink structure in the time course and very structured spatial topographies. Cardiac component time courses strongly resembled the typical ECG signals, as well as having high kurtosis (\>20). Mains interference had extremely low kurtosis (typically \<−1) and a frequency spectrum dominated by 50 Hz line noise. Following artifact rejection the data were frequency filtered into the 4--30 Hz band.

Source analysis {#s4-3}
---------------

The pre-processed MEG data were projected onto a regular 8-mm grid spanning the entire brain using a custom scalar beamformer implemented in SPM8 ([@bib53]; [@bib55]; [@bib56]). Beamforming is an adaptive spatial filter in which the estimated neuronal electrical activity *q*~*r,φ*~*(t)* at a pre-determined brain space location *r* with orientation *φ*, and at time *t* is given by a weighted sum of the *N* sensor measurements$$q_{r,\varphi}\left( t \right) = w_{r,\varphi}^{\text{T}}m\left( t \right)$$where, *w*~*r,φ*~ is a (*N* × 1) set of weights that govern the projection of the (*N* × 1) sensor data *m(t)* into source space, and superscript T indicates a transpose. Here, we use a linearly constrained minimum variance (LCMV) scalar beamformer ([@bib53]; [@bib43]; [@bib56]). The weights are determined by an estimate of the (*N* × *N*) covariance matrix *C* computed between all sensor pairs, and a set of lead fields *h*~*r,φ*~ that describes how a unit current generated by a dipolar source at location *r* with orientation *φ* would be measured at each MEG sensor ([@bib44]; [@bib26])$$w_{r,\varphi}^{\text{T}} = \left\lbrack {h_{r,\varphi}^{\text{T}}C^{- 1}h_{r,\varphi}} \right\rbrack^{- 1}h_{r,\varphi}^{\text{T}}C^{- 1}$$where, *h*~*r,φ*~ is the (*N* × 1) projection of the (*N* × 3) lead fields *H*~*r,Φ*~ to the dipole orientation *φ* that maximizes the projected signal-to-noise ratio, computed as in [@bib46]. The sensitivity of the beamformer varies for different locations in the head ([@bib53]; [@bib55]). To account for this spatial bias, the projected data *q*~*r,φ*~*(t)* were scaled by an estimate of the projected noise:$$z_{r,\varphi}\left( t \right) = ~\frac{q_{r,\varphi}\left( t \right)}{w_{r,\varphi}^{\text{T}}w_{r,\varphi}}$$where, $w_{r,\varphi}^{\text{T}}$ × *w*~*r,φ*~ represents the projection of uncorrelated sensor noise (i.e., the noise covariance matrix is the identity matrix).

Computation of source space amplitude envelopes {#s4-4}
-----------------------------------------------

Following beamformer projection, the oscillatory amplitude envelope at each voxel was derived by computing the magnitude of the Hilbert transform of the source-reconstructed data. For computational efficiency, the envelopes were down sampled to 40 Hz by temporally averaging within sliding windows with a width of 100 ms and 75% overlap between consecutive windows. The amplitude envelopes were concatenated temporally across all subjects after spatially smoothing with a Gaussian kernel (FWHM 9.4 mm). The envelope data for each subject were demeaned and normalized by the global (over all voxels) variance prior to concatenation.

Hidden Markov model {#s4-5}
-------------------

The group-concatenated envelopes were demeaned and pre-whitened to reduce the data to 40 principal (temporal) components with unit variance and zero mean. An HMM with 8 states was inferred (although see [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"} and [Figure 3---figure supplement 1](#fig3s1){ref-type="fig"} for equivalent results with other model orders). Each inferred HMM state is associated with a unique multivariate normal distribution over the observations (principal components), defined by a (*M* × 1) mean vector and a (*M* × *M*) covariance matrix where *M* = 40 (the number of principal components) ([@bib42]; [@bib58]). To account for variations in the inference due to different initializations, 10 realizations were performed for each inference and the model with the lowest free energy was chosen. The most probable a posteriori state *u*~*t*~ at each time point and was obtained using the Viterbi algorithm ([@bib42]). State time courses were defined for each state as indicator variables that indicate the points in time in which that state is most probable *u*~*t*~*==k.* The HMM toolbox and example scripts may be downloaded from [www.fmrib.ox.ac.uk/∼woolrich/HMMtoolbox](http://www.fmrib.ox.ac.uk/%7Ewoolrich/HMMtoolbox).

HMM inference {#s4-6}
-------------

We assume an HMM of length *T* samples, state space dimension *K*, hidden state variables *s={s*~*1*~*\...s*~*T*~*}* and observed data *y={y*~*1*~*\...y*~*T*~*}*, where *y*~*t*~ are the (*M* × 1) principal components at time *t* computed from the group-concatenated envelope data. The full true posterior probability of the model is then given by:$$P\left( {y,s,\Theta} \right) = P\left( s_{0}\text{|}\pi_{0} \right)\prod\limits_{t}^{T}P\left( {s_{t}\text{|}s_{t - 1},\pi_{t}} \right)P\left( {y_{t}\text{|}s_{t},\theta} \right)P\left( \pi_{t} \right)P\left( \pi_{0} \right)P\left( \theta \right)$$where, *P(π*~*t*~*), P(π*~*0*~*) and P(θ)* are chosen to be non-informative priors. The HMM parameters *Θ={π*~*0*~*,π*~*t*~*,θ}* consist of *π*~*0*~ which parameterize the initial state probability *P(s*~*0*~*)*, *π*~*t*~ which determine the state transition probability *P(s*~*t*~*\|s*~*t-1*~*)* and *θ* which describe the observation probabilities *P(y*~*t*~*\|s*~*t*~*)*. Here, we assume that the probability to transition to another state depends only on the state that the system is in, and not on the path it took to get to its current state, that is, it is Markovian:$$P\left( s_{t}\text{|}s_{1}\ldots s_{t - 1} \right) = P\left( s_{t}~\text{|}~s_{t - 1} \right) = ~\pi_{t}$$where, *π*~*t*~ is the (*K* × *K*) transition probability matrix in which the element *(i,j)* describes the probability of transitioning from state *i* to state *j* between time *t-1* and time *t*.

The term *P(y*~*t*~*\|s*~*t*~*,θ)*, is the observation model. In this work, we assume that the observation model for state *k* is a multivariate normal distribution with *θ*~*k*~*={μ*~*k*~*,Σ*~*k*~*}*, where *μ*~*k*~ is the (*M* × 1) mean vector, and *Σ*~*k*~ is the (*M* × *M*) covariance matrix:$$P\left( y_{t}\text{|}s_{t} = k,\theta \right)~ \sim ~\mathcal{N}\left( \mu_{k},\text{Σ}_{k} \right)$$

The prior distributions over the HMM parameters *Θ={π*~*0*~*,π*~*t*~*,θ}* are chosen to be conjugate distributions. The approximate posterior distributions will then be functionally identical to the prior distributions (i.e., a Gaussian prior density is mapped to a Gaussian posterior density), making the model tractable to certain kinds of inference. See [@bib42] for details.

In this work, we use variational Bayes (VB) inference on the HMM, as described in [@bib42]. This is fully probabilistic and furnishes us with full posterior distributions on the model parameters *P(Θ,s,y)*. Aside from the inferred posterior distribution over the observation model *P(y*~*t*~*\|s*~*t*~*,θ)*, we are also interested in determining those points in time at which particular states are active. The relevant output is the marginal posterior inference on the state variables *P(s*~*t*~*\|y)*. This is obtained using Viterbi decoding. For the purpose of computing summary statistics of state life time and occupancy, we have chosen to hard classify the states as being on or off by choosing the most probable a posteriori state *u*~*t*~ at each time point:$$u_{t} = ~\underset{k}{\text{arg~max}}P\left( s_{t} = k \middle| y \right)$$

Summary statistics {#s4-7}
------------------

We defined a number of summary statistics to describe the temporal characteristics of the inferred states. For the purpose of computing these statistics, we have chosen to hard classify the states as being on or off by choosing the most probable a posteriori state *u*~*t*~ at each time point:

*Fractional occupancy* is defined as the fraction of time spent in each state$$fractional~occupancy~\left( k \right) = ~\frac{1}{T}\sum\limits_{t}\left( {u_{t~} = = k} \right)$$where, *u*~*t*~*==k* is one if *u*~*t*~*=k* and is zero otherwise, and *T* is the length of the state sequence in samples. The *mean life time* is defined as the average amount of time spent in each state before transitioning out of that state:$$mean~life~time~\left( k \right) = ~\frac{\sum_{t}\left( {u_{t} = = k} \right)}{number~of~occurences~\left( k \right)}$$

The *mean interval length* is similarly defined as the average amount of time spent between consecutive visits to a particular state:$$mean~interval~length~\left( k \right) = ~\frac{T - \sum_{t}\left( {u_{t} = = k} \right)}{number~of~occurences~\left( k \right)}$$where, the *number of occurrences* is given by:$$number~of~occurrences~\left( k \right) = ~\sum\limits_{t}\left( {\left( {\left( {u_{t} = = k} \right) - \left( {u_{t - 1} = = k} \right)} \right) = = 1} \right)$$

Deriving partial correlation maps {#s4-8}
---------------------------------

By performing a principal component analysis prior to inferring the HMM, the dimensionality of the data was reduced to a computationally manageable amount. However, this means that the multivariate normal distributions that define each state span this reduced subspace, and are therefore not readily interpretable in terms of the underlying anatomy. To interrogate those brain areas associated with each state, we mapped state-specific activity by correlating the amplitude envelope at each voxel with the HMM state time courses. This has the advantage of identifying only activity that is unique to each state, and thus reduces components of the signal that are common across states that may obscure state-specific effects.

State specific changes in oscillatory activity were identified by computing the partial correlation of the state time courses with the source space data. The partial correlation was computed using a general linear modeling (GLM) framework as follows. The maximum a posteriori state *u*~*t*~ at each time point was used to construct a (*K* × *T*) design matrix *X*, where each column *k* is an array of indicator variables that indicates whether state *k* is on or off:$$X\left( {t,k} \right) = \left\{ \begin{matrix}
{1,~~u_{t} = k} \\
{0,~~u_{t} \neq k} \\
\end{matrix} \right.$$

This design matrix, together with the full-rank (before whitening) source space data, was used in a GLM analysis ([@bib20]; [@bib6]; [@bib57]). Specifically, we perform a multiple linear regression at each voxel with the group-concatenated envelope data as the dependent variable. To compute the partial correlation, both the design matrix and the data were normalized to have zero mean and unit variance prior to fitting the GLM. This yields a set of *K* spatial maps representing estimates of the partial correlation coefficient between each state and the data.
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eLife posts the editorial decision letter and author response on a selection of the published articles (subject to the approval of the authors). An edited version of the letter sent to the authors after peer review is shown, indicating the substantive concerns or comments; minor concerns are not usually shown. Reviewers have the opportunity to discuss the decision before the letter is sent (see [review process](http://elifesciences.org/review-process)). Similarly, the author response typically shows only responses to the major concerns raised by the reviewers.

Thank you for sending your work entitled "Fast transient networks in spontaneous human brain activity" for consideration at *eLife.* Your article has been favorably evaluated by a Senior editor and 3 reviewers, one of whom, Jody Culham, is a member of our Board of Reviewing Editors.

The Reviewing editor and the reviewers discussed their comments before we reached this decision, and the Reviewing editor has assembled the following comments to help you prepare a revised submission.

All three reviewers described your manuscript as "interesting" and highlighted its novelty. One external reviewer stated, "Overall this is an excellent paper. The topic is important and timely. The results are provocative."

While all three reviewers agreed that the paper will make a substantive contribution, there was also a consensus that the manuscript requires revisions to resolve several issues.

The following four main revisions are required (with further details from the reviewers appended for reference):

1\) Discuss (or provide additional data to address) what the extracted states are reflecting in terms of network processing, particularly the degree to which they reflect stationarity and independence of networks.

2\) Directly address the discrepancies between these results and fMRI RSC networks. Address the concern that some of the differences arise from the constraint that the networks not overlap (such that "hubs" like the precuneus aren\'t found).

3\) Provide greater methodological detail and justification for the analytic choices made, particularly with respect to the rationale for choosing eight states and collapsing across subjects.

4\) Do not overstate the links to EEG microstates.

*Point* *1*

Reviewer 2:

Electrophysiological data are nonstationary, and periods of oscillatory activity are particularly so, as frequency and amplitude of neural oscillations are quite dynamic; in fact, nonstationarity can be regarded as a characteristic of oscillatory activity (Mäkinen, May, & Tiitinen, 2005). Since each extracted state was multivariate normal, the HMM technique as applied here might be detecting the most-stationary epochs in resting MEG data, which would suggest that rather than detecting networks, it is detecting epochs during which minimal oscillatory (i.e., network) activity is present in a given region. One simple means to assess this would be to describe the characteristic frequency of each of the 8 detected states using e.g., a Fourier transformation at the center of mass for each network as presented in [Figure 2](#fig2){ref-type="fig"}. If this would constitute too much additional work, the authors should provide a substantial and well-referenced limitations section. Given that HMM is also an effective method of spike detection in M/EEG data (Ossadtchi, Mosher, Sutherling, Greenblatt, & Leahy, 2005) the authors should describe in detail the methodological differences between HMM for spike detection and HMM as used in the present study.

Reviewer 3:

1\. The method identifies states that are mutually exclusive. In order to study interactions between networks by definition the networks must be coupled. The authors propose to study interactions by analyzing the time course of the fractional occupancy. While this may be reasonable, the pros and cons of this approach, and how much traction we get biologically, must be clearly stated. At one extreme one could argue that given the methodology allows to tracks the temporal alternation of unique and independent states, it does not tell us anything about across--network interactions.

2\. The identification of the brain states is driven using a fairly simple model. What is the justification for Gaussian models in building the posterior and non informative priors? Should there not be some prior validation on real data?

3\. Relationship RSNs - brain states: please explain whether the approach is somehow circular: from MEG envelope - \> PCA - \> only 8 brain states and then again the authors compare the states with the data via correlation?

4\. The HMM procedure to identify brain states exclude, by definition, cortical hubs, i.e., nodes involved in more systems (see for example the absence of PCC in DMN). How does this limit the interpretation of results?

Reviewer 3:

DMN-DAN anticorrelation. The transition between the states DMN-DAN does not relate to their anti-correlation in my view. It is just telling us that when the DMN is coupled the DAN is not and vice versa but this is obvious based on the HMM state extraction. This is true to some extent for all pairs of networks since again the states are mutually exclusive. The argument is based on the time course of the fractional occupancy (limitations noted above apply here).

Even if the nets were free to overlap, the results indicate that the transition between DMN and DAN are infrequent. This is in contrast with the fMRI literature where these two networks are strongly coupled, so should show correlated alternations according to this method. I think that the observed infrequent transitions are actually in favor of the opposite hypothesis, namely that these two networks are not correlated. Furthermore, the issue of anti-correlation between DMN and DAN should not be over-emphasized given that even in fMRI there are significant questions with regard to their biological significance.

*Point* *2*

Reviewing Editor:

One keystone of the paper is the finding that at fine time scales as well as the coarser scale measured by fMRI, activation in the default mode network (DMN) is negatively correlated with activation in the dorsal attention network (DAN). However, the networks measured here show only partial overlap with the standard networks measured by fMRI. For example, the putative DMN network shown here does not include activation in the precuneus and the putative DAN only coarsely overlaps with the fMRI DAN. These discrepancies should be explicitly discussed.

Reviewer 3:

1\. The RSN topographies do not seem standard even according to the authors\' prior work:

a\) DMN is missing posterior cingulate;

b\) VIS is split in 3 separate states;

c\) The parietal network is quite diffuse, and important nodes such as FEF are not seen? More importantly, what is the meaning of a state that is negatively correlated with the power envelope time course? Does the diffusiveness of the maps may suggest that these states are not truly within-network, but by themselves reflecting across network interactions? What is the actual spatial correlation between RSN measured on slow envelope and HHM states?

d\) Previous work emphasizes bilateral networks, while here some networks are bilateral while other are more unilateral (e.g., temporal). Please comment.

2\. If the brain states efficiently capture all dynamic states, one could expect that all of the brain is covered. What percentage of gray matter is covered by the network states? Are the holes, e.g., PCC potentially reflecting \'hub\' like activity?

*Point* *3*

Reviewer 2:

Significant methodological detail is omitted. No rationale is given for the number of states selected. It is unclear whether all states occurred in all subjects, and no rationale is given for temporal concatenation across subjects. As currently presented, it remains possible that the detected states are subject-specific. It is also unclear whether the authors used existing beamformer code (e.g., Fieldtrip; Oostenveld, Fries, Maris, & Schoffelen, 2011) or created their own. In addition, no details are given on possible interactions between beamforming and HMM. Finally, the authors state that after beamformer projection, downsampling, enveloping, and concatenation, the envelopes were pre-whitened into 40 principal components. Some information on the topography of these components should be provided.

Reviewer 2:

Some details are incorrect. For example, in their discussion of ICA in the section headed "Relationship with functional connectivity at slower time scales", the authors state that "\...two regions will tend to be strongly represented in the same component ("network") if their time courses exhibit a strong time-averaged correlation over all time points." This is true for spatial ICA as typically applied to fMRI data, but not for temporal ICA which would ordinarily be applied to MEG data.

*Point* *4*

Reviewer 2:

The posited relationship to EEG microstates is conjecture, unsupported by the presented data. It is also unclear how infrequent bursts of neural activity underlying transient microstates would explain the sustained changes in blood oxygenation required to produce the BOLD timecourses observed in RSNs.

Reviewer 3:

The discussion points to a paper by Mantini et al 2007 showing that fMRI timeseries in DAN/DMN respectively were negatively/positively correlated with alpha/beta EEG power. However that relationship with EEG does not say anything about their mutual coupling.
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Author response

We would like to thank the editor and the reviewers for their comments on the manuscript. We have responded to each of the reviewer points individually below.

Point 1

*Reviewer* *2:*

*Electrophysiological data are nonstationary, and periods of oscillatory activity are particularly so, as frequency and amplitude of neural oscillations are quite dynamic; in fact, nonstationarity can be regarded as a characteristic of oscillatory activity (Mäkinen, May, & Tiitinen, 2005). Since each extracted state was multivariate normal, the HMM technique as applied here might be detecting the most-stationary epochs in resting MEG data, which would suggest that rather than detecting networks, it is detecting epochs during which minimal oscillatory (i.e., network) activity is present in a given region. One simple means to assess this would be to describe the characteristic frequency of each of the 8 detected states using e.g., a Fourier transformation at the center of mass for each network as presented in* [*Figure 2*](#fig2){ref-type="fig"}*. If this would constitute too much additional work, the authors should provide a substantial and well-referenced limitations section*.

As the reviewer highlights, electrophysiological data, and oscillatory activity are characterized by highly non-stationary dynamics. Indeed, the principal motivation for our study was to assess resting state functional connectivity without assuming temporal stationarity across the duration of the recording. We also agree that when an HMM state is active this corresponds to short periods of time in which there is temporary stationarity -- this is explicit in the model -- and we can interpret the states as corresponding to the most repeatable patterns of oscillatory activity. However, the evidence in the paper suggests that these states do not correspond to when there is minimal oscillatory activity in the constituent regions. Instead, [Figure 2](#fig2){ref-type="fig"} shows that most states/networks show an increase in the oscillatory power when the state is active compared to when it is inactive.

To make this clearer we have followed the reviewer's suggestion, and produced power spectra, comparing the power of the oscillations between when each state is active and when it is inactive. This also provides a useful insight into the frequencies of the oscillations that underlie each network. We computed a time-frequency (TF) representation of the data at each voxel using Morlet wavelets (Morlet factor = 6) and assessed the power across frequency bands by averaging this TF representation both within state and outside of the state, using the time points indexed by the state time courses. We computed a weighted average spectrum by weighting each voxel's power spectrum using the spatial maps in [Figure 2](#fig2){ref-type="fig"}. This ensures that the spectra represent the entire network, rather than a single node within the network. It is clear that states whose spatial maps show positive correlations with the state time courses represent increases in oscillatory activity. There is also evidence for some frequency specificity.Author response image 1.Power spectra for each state.The (pre-enveloped) data for each subject and at each voxel were decomposed into a time-frequency representation using Morlet wavelets (Morlet factor = 6). The magnitude of the transformed data was averaged both inside and outside of the state, using the time points indexed by the state time courses, resulting in an inside-state and outside-state power spectrum at each voxel. Weighted averages of these spectra were computed using the spatial maps in [Figure 2](#fig2){ref-type="fig"}. The red and blue plots show the averaged power spectra computed inside and outside the state respectively. The shaded region shows the s.e.m. over all subjects and the circles show the frequencies corresponding to each wavelet scale used.

*Given that HMM is also an effective method of spike detection in M/EEG data (Ossadtchi, Mosher, Sutherling, Greenblatt, & Leahy, 2005) the authors should describe in detail the methodological differences between HMM for spike detection and HMM as used in the present study*.

We have added a reference to (Ossadtchi et al., 2005) and added the following to the discussion: "The multivariate normal distribution is just one of many potential observation models that may be used in the context of the HMM. For example, binary observation models have previously been used in the context of modeling interictal spikes (Ossadtchi et al., 2005)."

*Reviewer* *3:*

*1. The method identifies states that are mutually exclusive. In order to study interactions between networks by definition the networks must be coupled. The authors propose to study interactions by analyzing the time course of the fractional occupancy. While this may be reasonable, the pros and cons of this approach, and how much traction we get biologically, must be clearly stated. At one extreme one could argue that given the methodology allows to tracks the temporal alternation of unique and independent states, it does not tell us anything about across-network interactions*.

The states themselves are by definition mutually exclusive. This strong assumption has the benefit of making the model robust and identifiable. However, as with any assumption in a data-driven decomposition, we agree with the reviewer that this has an impact on the interpretation. To clarify the impact of this assumption we have expanded the part of the Discussion that was addressing this.

*2. The identification of the brain states is driven using a fairly simple model. What is the justification for Gaussian models in building the posterior and non informative priors? Should not there be some prior validation on real* *data?*

We are assuming that the assumption of Gaussianity (within state) is a sufficiently good first order approximation. Indeed, the results show that this is the case, to the extent that the results are biologically meaningful and plausible. However, we acknowledge that it is also possible that other HMM observation models could be better. The principled way to assess different observation model assumption is to do so within the context of the HMM model, using measures such as the Bayesian model evidence, or cross validation. While future work will focus on implementing more advanced observation models, this extension is outside of the scope of the current paper. We have clarified this by expanding the relevant part in the Discussion.

*3. Relationship RSNs - brain states: please explain whether the approach is somehow circular: from MEG envelope - \> PCA - \> only 8 brain states and then again the authors compare the states with the data via* *correlation?*

The approach used to obtain state-specific spatial maps is not circular. There is no constraint in the HMM inference (e.g., there are no pre-specified seeds or spatial map priors) that could bias the form of the HMM inference in this way. The correlation of the state time courses back onto the data is simply a way of projecting the states from the reduced subspace to the original voxel space. An alternative would be to project the observation model means and covariance matrices using the eigenvectors derived from the original PCA. However, performing a multiple regression (partial correlation) has the advantage of identifying only activity that is unique to each state, and thus reduces components of the signal that are common across states, which may otherwise obscure state-specific effects. To make this clearer we have added to the Materials and Methods section the paragraph beginning: "By performing a principal component analysis prior to inferring the HMM, the dimensionality of the data was reduced to a computationally manageable amount."

*4. The HMM procedure to identify brain states exclude, by definition, cortical hubs, i.e., nodes involved in more systems (see for example the absence of PCC in DMN). How does this limit the interpretation of* *results?*

While the states inferred by the HMM are temporally mutually exclusive, they do allow overlap spatially. The spatial structure is encoded via the observation model (multivariate normal distribution). For example, nodes A and B may be active during state 1, but nodes A and C during state 2. These different patterns will be represented by an increase in the mean and/or variance of the state's MVN. So in this regard there is no reason why a hub, such as the PCC, should not be represented. However, it is possible that hub activity may be suppressed by the particular method we use for spatially mapping state-specific activity. The mapping uses partial correlation of the state time course with the amplitude envelope to identify brain areas whose band-limited amplitude increases or decreases specifically within a particular state. However, a hub node, through its inclusion in multiple states, might not show state specific increases or decreases in amplitude, and so will not be represented within any one state's spatial map. We have added to the discussion in the context of the PCC's absence to make this clearer.

*Reviewer* *3:*

*DMN-DAN anticorrelation. The transition between the states DMN-DAN does not relate to their anti-correlation in my view. It is just telling us that when the DMN is coupled the DAN is not and vice versa but this is obvious based on the HMM state extraction. This is true to some extent for all pairs of networks since again the states are mutually exclusive. The argument is based on the time course of the fractional occupancy (limitations noted above* *apply here)*.

*Even if the nets were free to overlap, the results indicate that the transition between DMN and DAN are infrequent. This is in contrast with the fMRI literature where these two networks are strongly coupled, so should show correlated alternations according to this method. I think that the observed infrequent transitions are actually in favor of the opposite hypothesis, namely that these two networks are not correlated. Furthermore, the issue of anti-correlation between DMN and DAN should not be over-emphasized given that even in fMRI there are significant questions with regard to their biological significance*.

We appreciate that any statements about correlation need to indicate clearly which particular time courses (from each state) are used to compute the correlation. It is the slower fractional occupancy (FO) time courses that are empirically anti-correlated between the DMN and parietal areas of the DAN. The fact that these FO time courses are anticorrelated, and that the FOs are derived from the HMM state time courses, suggests that these FO anti-correlations (and potentially associated BOLD RSN anti-correlations at the same time scale) are related to the antagonistic behavior identified at the faster time scales of the state time courses. To make this clear we have ensured that any statements about correlation indicate clearly which time courses are being correlated (e.g., FO), and we have also added to the Discussion the paragraph beginning: "The fact that cross-network relationships present in the fractional occupancy time courses are maintained ..." We address the issue of the "biological significance" of the DAN and DMN in a later response to a reviewer's point.

Point 2

*Reviewing* *Editor:*

*One keystone of the paper is the finding that at fine time scales as well as the coarser scale measured by fMRI, activation in the default mode network (DMN) is negatively correlated with activation in the dorsal attention network (DAN). However, the networks measured here show only partial overlap with the standard networks measured by fMRI. For example, the putative DMN network shown here does not include activation in the precuneus and the putative DAN only coarsely overlaps with the fMRI DAN. These discrepancies should be explicitly discussed*.

We have added an analysis of the spatial correspondence of the inferred HMM spatial maps to the classic fMRI spatial ICA derived RSNs. This shows that there is generally good correspondence. See [Figure 2--figure supplement 2](#fig2s2){ref-type="fig"}. However, as pointed out by the reviewing editor, we also acknowledge that there is a degree of dissimilarity between the networks obtained via the HMM and those measured by fMRI (although this discrepancy is less so with those identified in MEG using temporal ICA -- as in (Brookes et al., 2011)).

We have addressed each of the points on this topic in the response to the specific reviewer's comments below. However, generally we now more clearly acknowledge that we do not necessarily expect complete correspondence between networks identified in this work, and those previously identified using spatial ICA on fMRI data. In particular, to make this clear we have added to the Discussion the paragraph beginning: "Finally, it is worth considering to what extent the DMN or DAN, and the particular spatial nodes they incorporate, are definitive networks."

*Reviewer* *3:*

*1. The RSN topographies do not seem standard even according* *to the authors\' prior work:*

*a) DMN is missing posterior* *cingulate;*

As well as the response to the general point, we have added three paragraphs to the Discussion to address the specific lack of the PCC, beginning: "One possible explanation is that the PCC may act as a functional "hub", such that it is not strongly represented in any one state."

*b) VIS is split in 3 separate* *states;*

Multiple visual networks have also been found in the case in BOLD RSNs. For instance, in (Smith et al., 2012), distinct ICA components were found representing medial, occipital pole, and lateral visual areas.

*c) The parietal network is quite diffuse, and important nodes such* *as FEF are not seen?*

We agree that the parietal network is diffuse and have moderated our claim that it unambiguously represents the dorsal attention network. We now refer to this network as "parietal regions of the DAN" or the "putative DAN" when discussed in terms of its relationship with the DMN. Nonetheless, the fact that it is strongly anticorrelated with the DMN adds evidence that this state encompasses at least some aspects of the DAN network. As previously discussed, we must also consider that the use of both MEG and the HMM will result in a decomposition that is somewhat distinct from that of BOLD ICA.

*More importantly, what is the meaning of a state that is negatively correlated with the power envelope time* *course?*

A state that correlates negatively with the power envelope time course indicates that band-limited MEG power decreases at those time points in which the state is active. This is now made clearer in the Methods section as follows: "Each map represents the partial correlation between the state time courses and the group-concatenated amplitude envelope at each voxel. Accordingly, state specific increases and decreases in amplitude are represented by red/yellow and blue colors respectively."

*Does the diffusiveness of the maps may suggest that these states are not truly within-network, but by themselves reflecting across network* *interactions?*

We suggest that the diffusivity of the HMM spatial maps in [Figure 2](#fig2){ref-type="fig"} as compared with fMRI, arises due to the reduced spatial resolution of beamformed MEG. Indeed the spatial specificity is comparable to the spatial maps found using temporal ICA in (Brookes et al., 2011). The apparent extra diffusivity of states 6-8 in [Figure 2](#fig2){ref-type="fig"} is due to the use of the same percentile threshold for all 8 states, combined with states 6-8 being less strong.

*What is the actual spatial correlation between RSN measured on slow* *envelope and HHM states?*

As mentioned earlier, we have now included [Figure 2--figure supplement 2](#fig2s2){ref-type="fig"} to allow a more direct comparison of the inferred states with BOLD RSNs and have stated the spatial correlation in this figure.

*d) Previous work emphasizes bilateral networks, while here some networks are bilateral while other are more unilateral (e.g., temporal). Please* *comment.*

While a large proportion of previously published RSNs are bilateral, a significant minority are unilateral. These observations are consistent across BOLD RSNs (e.g., Smith et al., 2009) and MEG RSNs (Brookes et al., 2011).

*2. If the brain states efficiently capture all dynamic states, one could expect that all of the brain is covered. What percentage of gray matter is covered by the network states? Are the holes, e.g., PCC potentially reflecting \'hub\' like* *activity?*

It is true that, taken together, the states should explain the mean and variance across the entire brain. However, because the spatial maps shown in [Figure 2](#fig2){ref-type="fig"} represent state specific activity (i.e., increases or decreases in amplitude that correlate with each state time course) regions whose activity is common across states will be suppressed, resulting in the apparent "holes". Another possibility is that the PCA used to reduce the dimensionality of the data removes these regions. To address these issues directly we have now included spatial maps of the variance before and after the PCA, and an averaged map of all the states to demonstrate the proportion of gray matter covered by the network states ([Author response image 2](#fig8){ref-type="fig"}). As mentioned earlier we have included a discussion of hubs, and specifically the PCC, in the revised manuscript.Author response image 2.Spatial maps showing (**A**) pre- and (**B**) post- PCA variance of the 4-30 Hz band limited envelopes averaged over subjects. The maps in (**C**) show the average of the unthresholded states' spatial maps (the sign was ignored when taking the average, to avoid state-specific increases and decreases from cancelling each other out).

Point 3

*Reviewer* *2:*

*Significant methodological detail is omitted. No rationale is given for the number of states selected. It is unclear whether all states occurred in all subjects, and no rationale is given for temporal concatenation across* *subjects.*

We have included a section in the discussion titled "Methodological considerations" and have specifically clarified some of the methodological details and rationale. In terms of the choice of the number of inferred states, we have added the paragraph beginning: "A limitation of the proposed technique is that HMM inference requires an a priori specification of the number of states, K. Bayesian inference techniques provide a means to test model order selection, by providing an approximation to the free energy."

In terms of the choice of the use of temporal concatenation across subjects, we have added the paragraph beginning: "Group concatenation is widely used in unsupervised analyses of resting state activity, particularly in the case of ICA (Calhoun et al., 2009)."

*"It is unclear whether all states occurred in all subjects" and "As currently presented, it remains possible that the detected states are* *subject-specific."*

The fractional occupancy time courses in [Figure 3e](#fig3){ref-type="fig"} show that this is not the case. We have added the following to the Results section to make this clearer: "These fractional occupancy time courses reveal slower temporal changes in the occurrence of the HMM states. These time courses are shown for all subjects in [Figure 3e](#fig3){ref-type="fig"}. It is clear that each state was represented in all subjects."

*It is also unclear whether the authors used existing beamformer code (e.g., Fieldtrip; Oostenveld, Fries, Maris, & Schoffelen, 2011) or created their* *own*.

We used a custom beamformer adapted from the one in SPM8 and based on the standard scalar LCMV beamformer (Van Veen et al., 1997). We have amended the following text to make this clear: "The pre-processed MEG data were projected onto a regular 8 mm grid spanning the entire brain using a custom scalar beamformer implemented in SPM8."

*In addition, no details are given on possible interactions* *between beamforming and HMM*.

Beamformer source localization has been shown to induce spurious correlations due to "signal leakage" between voxels with correlated spatial filter weights. However, the covariance due to signal leakage will be stationary over time, whereas the HMM states reflect covariance that is unique to each state. As a result, inference of the HMM states is unlikely to be driven by signal leakage.

Furthermore, we inferred an HMM for a single subject in both source and sensor space, and used the inferred state time courses to assess state specific amplitude fluctuations across the brain (using the source space data). The two approaches yielded similar spatial maps, demonstrating that the beamforming process does not affect the inferred states ([Author response image 3](#fig9){ref-type="fig"}).Author response image 3.Spatial maps showing the partial correlation of the source space amplitude envelopes with state time courses of an HMM inferred in source space and sensor space.Both approaches reveal very similar maps for the default mode network (top), visual network (middle) and sensorimotor network (bottom).

*Finally, the authors state that after beamformer projection, downsampling, enveloping, and concatenation, the envelopes were pre-whitened into 40 principal components. Some information on the topography of these components should be* *provided.*

We have included the spatial topography of all 40 principal components in [Author response image 4.](#fig10){ref-type="fig"}Author response image 4.Spatial topographies of the 40 principal components, arranged in order of their variance (top to bottom, left to right).The cross hairs are positioned at the center of the head (MNI coordinates \[0 -18 18\]).

Reviewer 2:

*Some details are incorrect. For example, in their discussion of ICA in the section headed "Relationship with functional connectivity at slower time scales", the authors state that "\...two regions will tend to be strongly represented in the same component ("network") if their time courses exhibit a strong time-averaged correlation over all time points." This is true for spatial ICA as typically applied to fMRI data, but not for temporal ICA which would ordinarily be applied to MEG data*.

We thank you for pointing this out. In the case of temporal ICA, regions will be represented in the same network if they share a time-averaged correlation with the independent time course, though not necessarily with each other. We have rephrased the sentence to now read: "In the case of temporal ICA, two regions will tend to be strongly represented in the same network if their time courses exhibit a strong time-averaged correlation with the same independent component."

Point 4

*Reviewer* *2:*

*The posited relationship to EEG microstates is conjecture, unsupported by the presented data. It is also unclear how infrequent bursts of neural activity underlying transient microstates would explain the sustained changes in blood oxygenation required to produce the BOLD timecourses observed in RSNs*.

We acknowledge that the relationship to EEG microstates is speculation and that without measuring EEG and MEG concurrently a direct relationship between the HMM states and microstates cannot be confirmed. We have shortened our discussion of EEG microstates accordingly and have added the following: "While it is possible that the HMM states inferred in this paper relate to the source space counterparts of EEG microstates, without measuring EEG and MEG concurrently, a direct relationship cannot be confirmed."

*Reviewer* *3:*

*The discussion points to a paper by Mantini et al 2007 showing that fMRI timeseries in DAN/DMN respectively were negatively/positively correlated with alpha/beta EEG power. However that relationship with EEG does not say anything about their mutual coupling*.

We refer to the Mantini et al., 2007 paper as it provides an explanation for the fact that amplitude increases within the DMN state correlate negatively with amplitude decreases within the putative DAN state. A key finding of Mantini et al., 2007 was that EEG band-limited power has an inverse relationship with BOLD within the DAN. This suggests that the cross-network interactions observed in BOLD RSNs and the MEG HMM states are mutually consistent. We acknowledge that the paper by Mantini et al., 2007 does not provide the exploration of the coupling between DMN and DAN band-limited power that would be necessary to more strongly support or refute our claim.

[^1]: The Schlumberger Gould Research Center, Cambridge, United Kingdom.
