This paper describes an improved set-membership affine projection algorithm by combing the median absolute deviation (MAD) technique and set-membership affine projection (SMAP) algorithm. The quality of given data is usually closely related to the robustness of employed algorithm, in particular, the time series outliers can affect the convergence speed of employed approach. In this paper, the MAD method and SMAP algorithm are applied to eliminate the outliers of given time sequence and data selective adaptive filtering, respectively, and the convergence radius magnitude analysis and spatial structure of generalized algorithm update process of proposed approach are provided. Numerical simulation is given to illustrative the effectiveness of proposed approach.
Introduction
Set-membership filtering (SMF) is a Data-Selective adaptive filtering, which is attempting to estimate the feasibility set [1] [2] [3] [4] [5] . Usually, an objective function with bounded error constraint is applied in the SMAF such that updates belong to be a feasible solution. The main difference between SMAF and SMF is that the latter takes into account bound associated to the timedomain output error [2] . A method was presented for set-membership identification (SMI) associated to parameter set by Kosut et al. [6] , and the uncertainty of parametric and nonparametric were discussed. SM-AP algorithm is a new data selective adaptive filtering algorithm, the computational complexity of which is mainly about the number of data reuses [2, 7, 8] . Based on the least-trace extended set-membership filter (LTESMF), Huang Y et al. [9] proposed an improved approach for nonlinear stochastic systems, and the simulation results indicated that the performance of proposed results was better than traditional Kalman filter. This paper is organized as follows. Preliminaries and theoretical analysis such as median absolute deviation, outlier impact for SMF and SMAP algorithm are given in Section 2, and spatial illustration of the outlier impact for employed SMAP algorithm update is provided. The numerical simulation is presented in Section 3 to illustrative the outlier impact for SMAP, and the detailed comparison between SMAP and AP are proposed. We concluded this paper in Section 4.
2.Preliminaries and Theoretical Analysis

Median Absolute Deviation
Real data usually contain many unreasonable, irrelevant, noisy one and missing value etc. Data with bad quality can seriously affect the convergence speed of employed algorithm [10, 11] .
Consider a data sequence (x1, x2,…, xN) and its median value x*, and in terms of Davies's work [13] which has shown that the median absolute deviation (MAD) from the median, is more robust with good performance in the presence of multiple outliers. More precisely, the large samples in normally distributed xi are approximately equal to the population standard deviation [12, 13] . Hampel is sensitive to the presence of outliers and remove the non-robust statistics [14] 
where factor 1.4826 is defined so that the expected value is equal to the standard deviation. T is the threshold which is used to control range of convergence based on the defined Euclid distance, and it can be estimated the sample standard deviation of the distribution via given value in this paper.
Outliers Impact related to SMF
SMAP algorithm is a data selective adaptive filtering algorithm, which develops the idea of set-membership normalized least mean squares (SMNLS) filter with constraint sets. Setmembership filtering (SMF) is specified as follows [7] , let Sk represent the set of all possible input and desired time series pairs (xk,dk), and
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where k is the upper bound related to magnitude of the estimation error
there are maybe existed many w for a given properly bound  k . g k is the center with respect to estimation error in constraint set Hk which contains all the vectors w at time instant k, ( , ) k k N g g represents the neighborhood of gk via radius  k . The membership set  k is given by (2.2) Essentially, (2.2) is not easy to be calculated, so adaptive approaches are needed [11, 12] . According to the illustration with respect to k, if the given time series contains unreasonable, irrelevant and noisy one, in particular, there exists some relative large value in given time series, because the formula (2. 
Outliers Impact related to SMAP Algorithm
The purpose of general SMAP algorithm is to update the current coefficient related to w k at the kth iteration such that 
In order to guarantee (2.5) can be established when (2.9) We assumed that there are some outliers in the given time series such that (8) can be established [15] . Essentially, the generalized idea of (2.6) is more than (2.7), so the (2.6) is utilized in this Section. The following optimization criterions associated to the performance of SMAP is denoted by (2.10) where
is the desired output time series from the p time instants,
is the point set in ,
is the input time series. The spatial structure in three dimensional spaces is given in Fig.1 .
Possible boundaries of Hyperplane (ABEF) Hyperplane (BCDE)
Hyperplane (GHIJ) The unconstrained function is defined as (2.10) based on Lagrange multipliers [7] , ( )
is the sphere which is centered at the coordinate origin with radius new. If set the gradient of f(wk+1) is equal to zero, then
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A Robust Set-membership Affine Projection Algorithm Junfeng Cui (2.13) Combing the (2.9)-(2.13 into (2.14) and (2.15), we have, (2.14)
The intersection of feasible region of (2.14) and (2.15) is approximately equal to latter if , then we obtain,
Then, the following formula can be obtained by combing (2.12) with (2.16),
w x e g x x e w w (2.17) Remark 1. If value of xk is less than one, or even in a small neighbor of origin, (2.16) cannot be established because their convergence points of convergence range are not equal to each other such that the intersection of feasible region of (2.14) and (2.15) are not same. Otherwise, the feasible region of (2.14) can be expanded if the value of xk is relative large, moreover, if there are many outliers with large value in the feasible region of (2.14), then the intersection of feasible region of (2.14) and (2.15) become more smaller than before such that convergence speed of employed algorithm is slow.
Experimental Results
In this Section, the simulation results are given to verify the effectiveness of the proposed results. The update type is employed by the choice 2 of [7] for the SMAP algorithm which is used to identify a system with order N-1=254. The median Hampel filter based on filter window (half windows size was set to 3) is applied to handle the irrelevant, unreasonable and outliers data of the input samples, and the state trajectories of original and filtered data are shown in Fig.2 .
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Junfeng Cui Moreover, the detailed comparisons between AP and SMAP before and after data filter are given in Tables 1 and 2 
4.Conclusion
