Abstract-We consider quantization from the perspective of minimizing filtering error when quantized instead of continuous measurements are used as inputs to a nonlinear filter, specializing to discrete-time two-state hidden Markov models (HMMs) with continuous-range output. An explicit expression for the filtering error when continuous measurements are used is presented. We also propose a quantization scheme based on maximizing the mutual information between quantized observations and the hidden states of the HMM.
I. INTRODUCTION

I
N COMMUNICATION systems, a fundamental problem is the question of how much degradation in performance a receiver suffers when incoming data are quantized. Quantization may arise as a direct consequence of digitizing real-world (and hence continuous-valued) signals for further processing or in situations where bandwidth of a digital communication channel is limited, and it is necessary to minimize the number of bits used in representing a given signal. In this work, we will consider the effects of quantization on the performance of a nonlinear filter, with the signal source assuming the form , where is a two-state Markov chain, with , and is independent and identically distributed (i.i.d.) noise. The function of the filter is to estimate given a sequence of the quantized versions of the continuous measurements .
Much of the previous research in quantization aims to reduce the distortion between the original and quantized signals under some minimum mean-squared-error criteria [5] , [6] , [13] , where the principal measure of performance is the error (or function of) between the input and output of the quantizer. Other authors have considered quantization where the quantized data is used to form a test of hypotheses for the purposes of signal detection [1] , [3] , [8] . Our approach differs from the previous research in a number of ways. First, we concentrate on continuous-valued observations obtained from a hidden Markov model (HMM) instead of i.i.d. sources. Furthermore, the primary focus here is to Manuscript received June 24, 1999; revised September 7, 2000 . The associate editor coordinating the review of this paper and approving it for publication was Dr. Vikram Krishnamurthy.
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minimize the probability of error of a nonlinear filter with quantized observations as inputs. Some of the questions we address are as follows. 1) Is there an optimal strategy for choosing the quantization levels that minimizes the filtering error? 2) How does filtering error vary with noise for different numbers of quantization levels ? In particular, is there a rule of thumb relating signal-to-noise ratio (SNR), loss of performance through quantization, and the number of quantization levels?
At this stage, we have only partial answers to both questions. For the first question, we propose two quantization schemes, based on the maximization of the mutual information and Kullback-Leibler (KL) divergence measures, respectively. A comparison of these schemes will be made by simulations, where we will show that the filtering error when a small number of quantization levels (obtained by maximizing the mutual information) are used can approach the filtering error when using continuous measurements. We also provide an analysis for computing the maximum a posteriori (MAP) error as a function of SNR for a two-state discrete-time HMM with continuous-range output (this is a discrete-time version of a continuous-time result obtained by Wonham [12] with very different methods). In principle, a similar analysis can be carried out for cases where quantization has been implemented. However, these extensions have not been developed in the present paper. 
II. SIGNAL MODEL
Denote the filtered probability density vector as , with the th entry being . Denote the corresponding filtered probability vector when quantized measurements are used as . The filtered probability vectors are updated by the following recursive relations [9] :
where denotes an vector of ones, diag , and diag when . We will also make use of the following concepts from information theory [2] .
Definition II.1 (Entropy, Conditional Entropy):
The entropy of a discrete random variable and the conditional entropy of , given another discrete random variable , are, respectively, and .
Definition II.2 (Mutual Information):
The mutual information between a discrete random variable and another discrete random variable is given by (4) Remark II.1: Note here that .
Definition II.3 (KL Divergence):
(5) where denotes the conditional probability distributions of the quantized observations.
We will further assume that for any , the KL divergence exists, and .
III. FILTER PERFORMANCE
In this section, we will derive the filtering error probability for a discrete-time and two-state HMM with continuous-range observations as a function of SNR in Section III-A. In Section III-B, we will consider filtering when quantized measurements are used; the different schemes will be compared via a series of simulations in Section IV.
A. Continuous Measurements
Let
. By application of (3a), we have the following recursion: (6) where , , and denotes the continuous range observation.
We will evaluate the probability of error for an HMM filter by considering the joint process . Denote the stationary densities (for the existence and uniqueness of solution see Remark III.1; for further details, see the Appendix) as , , where
. Then, we have (Filter Error)
where the last step follows from the symmetry condition (see [12] for more details). It is well known that the joint process is a Markov process with a mixed transition probability kernel , where, by a change of variables [7, ch. 5 ] (8) and for a given pair, the unique value of consistent with (6) is given by (9) Then, it can be shown that the densities are the steadystate solutions to the following integral equation, where corresponds to and corresponds to :
See the Appendix for a proof of (10) .
In this paper, we will solve (10) numerically by discretizing the integration in (10) (11) where for and , , and (in block-matrix form) , and , . Finally, by observing the normalization condition since is a joint density vector, at each step of the recursion, the steady-state solution can be found.
Remark III.1: The discretization and normalizing at each step of the recursion, are in fact equivalent to updating the vectors by a normalized , provided the initial vector is also normalized. Let , where is a diagonal matrix such that , , so that is a stochastic matrix. The stochastic nature of in conjunction with the knowledge of its positivity (by discretizing such that from (9) remains bounded and avoiding the case ) and the Perron-Frobenius theorem [10] ensure that (11) in fact has a unique positive steady-state solution. Finally, since these conclusions hold for arbitrary , then by continuity arguments, a unique stationary solution must also exist for (10).
B. Filtering Using Quantized Observations
In this section, we propose schemes for choosing the quantization levels from an information-theoretic perspective, keeping in mind that the ultimate goal is to derive quantization levels that will reduce the filtering error. In the subsequent discussions, uniform quantization will be used as the basis of comparisons for the schemes discussed in this paper (apart from the unquantized case).
In our first quantization method, we will determine the quantization intervals by maximizing the mutual information between the hidden Markov state and the quantized observation sequence . However, we stress that this may not be an optimal means of determining the quantization levels. The justification of this approach may be regarded as a consequence of the fact that intuitively, filtering is a form of information processing (using the observation sequence), and hence, the accuracy of filtered estimates can be improved if the information content inherent in the filtered probability density (quantified in terms of the mutual information) is maximized in some sense.
From (4), the mutual information is maximized by minimizing as is determined by the structure of the Markov chain. Noting that conditioning reduces the entropy [2, p. 27] so that (12) it is seen that the computational task of minimizing can be simplified (albeit with approximations) by minimizing the approximate term instead. Assuming stationarity, the conditional entropy is then overbounded by (13) where due to the symmetric nature of when stationarity is assumed.
Remark III.2:
The minimization of means, in essence, that a lower bound to is determined. However, there is no guarantee that can be made arbitrarily close to in the process. The validity of our claims that is a reasonable approximation to and that minimizing the conditional entropy can lead to improved filter performance is only finally seen from simulation studies. It should also be noted that even though is concave in the distributions, may not be a convex function of the quantization parameters , . To overcome possible problems from this, the minimization was initialized with the levels obtained from the uniform quantizer in our simulations; the minimization was performed using a simplex search routine (optimization toolbox from Matlab). We also noticed that provided the initial conditions for the minimization were within the interval , the same minima resulted. Since (13) is an approximation to the true conditional entropy , it is natural to include more conditional terms in the minimization in order to improve the approximation. For example, one could tackle the same quantization problem by minimizing the following conditional entropy:
In evaluating (14), the additional computations involved increases 2 by . In general, the additional computation cost in calculating is for an -state HMM with -level quantizer. This is naturally prohibitive if is large. However, since HMM filters exhibit an exponential forgetting property [11] , in principle, there exists a such that can approximate well the true conditional entropy ; hence, in situations where is small, it may be possible to execute the optimization with as much accuracy as possible.
In this paper, we also propose a second rather ad hoc approach to quantization based on the KL information measure. Since each column of specifies a conditional (conditioned on ) distribution, the accuracy of filtered estimates may be improved if and are well "separated" so that each quantized observation yields maximal information concerning . Since KL divergence is one measure of the "distance" between distributions [2] , this is then mathematically equivalent to maximizing the KL divergence between and . We can point out a "theoretical" justification for this approach by recalling an asymptotic (asymptotic in the sense of ) filtering result [4] . Adapting the notation to our present signal model, this result states that for small Filter Error (15) for some constant , and we have used the fact that and due to the symmetric nature of our problem. Clearly, this means that with a slowmoving Markov chain, the probability of filtering error can be reduced if the KL divergence is maximized.
IV. SIMULATIONS
In this section, we present some simulations of HMM filters using the quantization schemes introduced in Section III-B. All simulations were obtained using data sets of 100 000 points, averaged over 10 sets; we used 1000 discretizing steps in the evaluation of the theoretical error curve. The transition probability matrix of the Markov chain is . The filtering error was computed as the average number of incorrect estimates in each simulation and then averaged over the number of simulations.
A. Continuous Measurements
As shown in Fig. 1 , there is high fit between the theoretical error obtained from (7) and filtering error from simulation (using continuous-range measurements) for . The discrepancy at small is largely due to the method of discretization used because it was observed that for small values, the error computed for the theoretical curve is moderately sensitive to the number of discretizing steps. Furthermore, it is clear that as becomes small, the MAP filtered estimates will tend to the situation of either or , i.e., , and there may arise some numerical difficulties in the approximations we have taken in the evaluation of (8). 
B. Comparison of Quantization Schemes
Representative error curves for different values comparing the performance of filters obtained by quantization schemes are shown in Figs. 3 and 4 . The errors have been normalized to the filtering error obtained when continuous measurements are used. From these results, one can conclude that quantization levels obtained by the approximate minimization of leads to significant improvement over the uniform case, particularly when . However, it was surprising to find that KL maximization did not lead to better filter performance. While KL maximization led to reduction of quantization noise (consistent with traditional nonuniform quantization schemes [5] , [6] ), the resulting filtering error remains comparable with errors obtained from filters constructed using uniform quantization. This may be understood by examining the resultant quantization levels (see Figs. 5-7) . It can be seen that for small , minimizing conditional entropy places levels very close to , relative to the other two schemes. This compacting of levels is likely the cause of improved filtering performance because as a result of the symmetric placement of , the region of ambiguity is when is close to 0. However, for high (e.g., Figs. 5-7), this effect is not so apparent, and there is similar performance for all three schemes. This also seems to indicate that for the purposes of estimation in a nonlinear framework, reduction of quantization noise may not be the right criterion to minimize.
Remark IV.1: For the HMM under consideration, no appreciable difference in the filtering error was observed when as well as were minimized in order to derive the quantization levels. This may be due to the simplicity of the original signal model.
C. Filtering Error at Different Quantization Levels
The error curves at differing number of quantization levels obtained by maximization of the mutual information is presented in Fig. 2 . It was observed that when , the resulting filtering error is comparable with the theoretical curve, irrespective of SNR. However, more studies are required before any general rule for determining a "sufficient" number of quantization levels can be concluded.
V. CONCLUSIONS
In this paper, explicit equations for evaluating the filtering error for a two-state HMM with continuous output have been presented. The error curve thus obtained indicates the expected filtering error when a filter using continuous measurements operates. Quantization levels have been derived using information-theoretic arguments. By maximizing the mutual information between the Markov state and the observation sequence, significant improvement in filtering performance at low noise compared with a filter obtained using uniform quantization can be obtained. The poor performance from quantization levels obtained by maximizing the KL divergence seems to indicate that a reduction in quantization noise (as a result of the KL-maximization scheme) may not necessarily lead to improved filter performance. It is speculated that this may be due to the nonlinear nature of HMM filters.
APPENDIX DERIVATION OF JOINT DENSITY EQUATIONS
In this section, we will derive the joint density equations. Let . By (3a) and using the fact that is symmetric and , we have the recursive equation 
Since is a joint density vector, we will introduce the normalizing condition at each step of the recursion. That is, at each step, having computed the left side of (23), the updated vector is divided by the sum of its entries, and the new vector is used at the next step of recursion. The steady-state solution can then be found iteratively.
The last two operations, i.e., using (23) and normalizing at each step of the recursion, are in fact equivalent to updating the vectors by a normalized , provided the initial vector is also normalized. Let , where is a diagonal matrix where , so that is a stochastic matrix. The stochastic nature of in conjunction with the knowledge of its positivity [by discretizing such that from (17) remains bounded and avoiding the case ] and the Perron-Frobenius theorem [10] ensure that (23), in fact, has a unique positive steady-state solution. Finally, since these conclusions hold for arbitrary , then by continuity arguments, a unique stationary solution must also exist for (21).
Remark 1: is itself an approximation to a stochastic matrix since from (20) and with sufficiently small, for all , and . Consequently, for , . This naturally relies on the fact that are discretized in the same manner.
