This paper gives a new mode boundary approach for cluster analysis, based on mathematical concepts. It consists of a fast Parzen estimation of the underlying p.d.f. and a smoothing using numerical morphological transformation. The performance of this approach, with respect to a defined classification rule, is demonstrated on SM Higgs boson identification using generated LHC events.
Introduction
Cluster analysis consists in partitioning a collection of data points into a number of groups, where the objects, inside a cluster, show a relatively high degree of closeness.
Statistical clustering algorithms [1] [2] [3] are usually classified according to the method they use to find clusters within the data set X. In a Hierarchical clustering, each object is assigned to its own cluster and then the algorithm proceeds iteratively, at each stage joining the two most similar clusters, continuing until there is just a single cluster. The end result is a tree of clusters called a dendrogram, which shows how the clusters are related. By cutting the dendrogram at a desired level a clustering of the data items into disjoint groups is obtained.
A Partitional clustering attempts to directly decompose the data set into a set of disjoint clusters. A commonly used criterion function is the average squared distance of the data items from their nearest cluster centroids. This criterion function that the clustering algorithm tries to minimize may emphasize the local structure of the data, as by assigning clusters to peaks in the probability density function, or the global structure.
Many statistical clustering approaches have been developed based on fundamental assumption that the patterns are drawn from a multidimensional probability density function p.d.f., each mode of this function corresponding to a cluster [4, 5] . Another vision of the mode detection problem is stated as locating the boundary which separates a mode from its environment [6] .
In this paper, we give a new mode boundary approach for cluster analysis, based on mathematical concepts.
In previous works, multivariate analysis methods, as neural networks, discriminant analysis [7] and genetic algorithms [8] have been used to identify Higgs boson events at LHC. Several attempts have been made to combine different gender classifiers containing complementary information to improve the classification accuracy. Experiments show that the combined classifiers generally outperform individual classifiers [7, 8, 9] .
In this paper, we shall not consider all the possible Higgs decay channels, but we shall limit this analysis to some specific case studies. We mainly focus on the detection of the Higgs
We seek improved classification performance using a coupling of clustering technique and morphological processing of data.
Data and Variables
The search for the Higgs boson is one of the primary tasks of the experiments at the Large Hadron Collider (LHC). Indeed several mechanisms contribute to the production of SM Higgs bosons in proton collisions [10, 11, 12] . The dominant mechanism is the gluon fusion process, 
η where η i is the rapidity of the leptons or jets, p iT their transverse momentums.
The production of signal and background processes has been modelled with PYTHIA6.1 [13] After the selected cuts made to the PYTHIA6.1 generated events, the samples retained amounted to 4000 events (2000 samples for each class).
Our purpose is to classify signal and backgrounds by using a morphological boundary detection. Our approach consists of five basic steps.
First of all, a Parzen estimate [14] of the underlying p.d.f. is obtained. In a second step, the raw estimate of the underlying p.d.f. is smoothed by means of an original combination of the binary and numerical morphological transformation [15] . The two others steps of the proposed technique are mode boundary extraction as connected components and definition of the classification rule.
To estimate the performance of this approach, three parameters are used: the efficiency β i , the purity η i and the error ε i of classification. Based on the confusion matrix A (A ij ), (A ij being the value of events of genuine class C i classified as class C j ), and for each class C i we have:
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Mode boundary extraction:
The efficiency of the proposed algorithm for mode boundary detection has been demonstrated using the above defined PYTHIA generated events. The raw data set, shown in Figure 1 , consists of 4000 observations (2000 C Higgs events and 2000 C Back events). The fast nonparametric estimation procedure yields the raw estimate of the underlying p.d.f. p(X) shown in Figure 2 and obtained with K=24 which is the middle of the largest range where the number of detected mode boundary remains constant. The approach, exposed in this paper, is based on mathematical morphology [15] . This theory consists of analysing the relationships between an object (subset of N-dimensions) and its environment, using pre-defined geometrical sets, called structuring elements. Various interactions of the original set with the structuring element form the basis of all morphological operators.
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Mostafa Mjahed The raw estimate is smoothed by means of an original combination of the binary and numerical morphological transformations giving h(X) [15] . This process removes all the minima of the p.d.f., localised in the valleys, which surround modal domains of this density function, and gives to the resulting function constant values within each core of modal region.
Morphological gradient:
By using the characteristics of the smoothed function, the detection of the location of high amplitude changes in h(X) is easily accomplished by operating the morphological gradient, g(X) (Figure 3) , obtained by the operation:
where S=(S 0 , S 1 ) is a two-phases structuring element.
The mode boundaries of a function can be constructed through successive homotopic thinning of the gradient function.
With the characteristic of this resulting function, mode are easily extracted as connected components (Figure 4 ) by a chaining approach where chains are constructed according to the configuration and to the function value's of all detected mode boundary lattices.
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Classification rule
Once the different mode boundaries of the p.d.f. are identified, the data points falling in interior of each of them are considered to be prototypes. The remaining observations assigned to their respective clusters by means of the nearest neighbour classification rule [17] .
The classification results achieved by this procedure and their statistical parameters are consigned in Table 1 and Table 2 (respectively). The total efficiency and purity are equal to 69.55 %, Compared to other multivariate analyses [7] , we can see that the proposed approach yields good results for a non supervised statistical clustering. 
Classified as
Conclusion
A new approach for pattern classification has been proposed, which make concepts of mathematical morphology suitable for mode boundary detection in cluster analysis.
The final classification, which assigns the remaining data points to their respective clusters by means of the nearest neighbour classification rule, gives the good results compared with various classical classification schemes.
This analysis improves that the morphological mapping is much more efficient in difficult clustering situations such as non-spherical clusters and clusters with bridges between them, particularly when no a priori information is available. Thus it appears that multivalue morphology has fund a new development in the area of cluster analysis.
