Synthetic aperture radar (SAR) images have become an important way to obtain information in the military and civilian fields, because of its unique advantages. With the development of technology and the need of application, people subjectively put forward a higher demand for image quality. Image resolution is a key factor for evaluating digital image quality and is the basis for subsequent image processing. However, the image quality of SAR images is far worse than that of optical images because of the imaging mechanism and so on. Therefore, it is more difficult to realise super-resolution reconstruction on SAR images. In the image super-resolution reconstruction method, a reconstruction-based method is generally used, but the effect is poor. A method based on deep learning is used to realise the reconstruction of SAR images based on floating-point data by obtaining the mapping relationship between low-resolution images and high-resolution images. At the same time, the SSIM index is introduced into the loss function, so that the reconstructed SAR image is improved both in subjective visual and in objective evaluation indicators. It lays the foundation for subsequent SAR image recognition and other work.
Introduction
SAR has imaging advantages such as all-weather, all-day, cloudcloud, and vegetation capability. It has been widely used in military and civilian fields in recent years [1] [2] [3] . However, unlike optical images, there are many uncertainties in SAR images, and the target has strong uncertainty and variability. Due to its imaging mechanism, there are a lot of clutter and speckle noise in SAR images. [4] In order to analyse the SAR image effectively, we have put forward higher requirements on SAR image quality. Therefore, the super-resolution reconstruction of SAR images has become a focus and difficulty in the research field.
In the early days, researchers tried to improve the resolution of the image by improving the hardware. The most intuitive method is to improve the image sensor and the photosensitive device. The image super-resolution technology was born in the 1960s and super-resolution reconstruction was realised by signal processing methods. In recent years, more and more attention has been paid to learning-based methods, and the trend of development is obvious. Its main idea is to calculate the corresponding relationship between corresponding low-resolution image blocks and high-resolution image blocks through a large number of training samples to obtain common prior knowledge and establish a mapping relationship model between the two. A large number of research results on deep-learning-based super-resolution reconstruction show that the method based on deep learning can achieve a more abstract description of image data and can achieve good reconstruction in terms of quality and speed [5] .
However, at present, the research on super-resolution reconstruction is mainly based on optical images, and its application in the field of SAR images is still rare. Due to the characteristics of SAR images, the super-resolution reconstruction on SAR images needs to consider the following points: (i) Data format selection. Unlike optical images, SAR image data is generally stored in floating-point data format. Whether selecting floating point data for experiment can be adapted to the network structure and whether it can achieve better reconstruction effects than using jpg (8-bit) or other formats image. (ii) Effect evaluation. Due to the poor imaging quality of SAR images, how to select the index to evaluate the reconstruction effect of SAR images ( Fig. 1 ).
Aiming at the above factors, this paper proposes a superresolution reconstruction method of SAR image based on improved fast super-resolution convolutional neural network (FSRCNN) network. First, we select floating point data as the experimental basis to verify its applicability in the network structure. Then improve the traditional FSRCNN network and introduce structural similarity index (SSIM) into its loss function. Finally, select appropriate indicators to evaluate the reconstruction result. Through experiments, the reconstruction results have achieved good results in both subjective visual and objective evaluation indicators, laying the foundation for subsequent work on SAR image analysis.
Deep learning network

Convolution neural network
Convolution neural network is a typical feedforward artificial neural network; the neurons of the network are tiled to the overlapping area in the image scene. Convolutional neural networks mimic the biological processes and are another form of multi-layer perceptrons [6] .
Convolutional neural network is a multi-layer neural network structure, which mainly consists of input layer, volume base layer, down-sampling layer, and full connection layer [7] . Fig. 2 shows the convolutional neural network. In a convolutional neural network, the input layer is used to receive the original image; the convolution layer processes the input image, and can learn features with higher robustness; the down-sampling layer performs the aggregation of spatial or feature types, and reduces the spatial dimension; and the output layer maps the extracted features to the resulting labels. 
Super-resolution reconstruction network
Super-resolution reconstruction network (SRCNN) is a pioneering work for deep learning used in super-resolution reconstruction. It is mainly divided into three steps: (i) extraction and special extraction of image blocks, using the nature of convolutional networks to extract features of image blocks, (ii) non-linear mapping, and (iii) reconstruction [8] .
The main purpose of the FSRCNN is to accelerate the previous SRCNN model [9] . The SRCNN structure was redesigned mainly in three aspects: (i) A deconvolution layer was used in the end to map the low-resolution image without difference to the highresolution image. (ii) Change the input feature dimension again. (iii) A smaller convolution kernel is used but more mapping layers are used [10] .
The FSRCNN can be divided into the following five steps: (i) feature extraction, (ii) compression, (iii) mapping, (iv) expand, and (v) deconvolution [11] . The structure of SRCNN and FSRCNN is shown in Fig. 3 .
Evaluation indicators
In order to reduce the blindness of the super-resolution reconstruction effectively, we need to develop an evaluation mechanism that can reflect the super-resolution reconstruction quality and algorithm performance.
Peak signal-to-noise ratio:
Here, we assume that the SAR image has L grey scale levels. Peak signal-to-noise ratio PSNR (dB) is the most widely used indicator of image quality. X is the high-resolution original image, the size is M × N, and Y is the reconstructed high-resolution image with the same size. The higher PSNR means the better the reconstructed image [12] .
Compared with the PSNR mentioned above, SSIM is more in line with the human eye's judgement of image quality. Since the human eye generally takes the image structure information as its priority, the basic concept of SSIM is to describe the structural features of the natural image [12] . This makes SSIM a key indicator for evaluating structural similarity. Here, we use the average structural similarity indicator mean structural similarity (MSSIM) to provide closer-aware indicators, at this point the image is divided into w small windows, and MSSIM is defined as
Among them, X w and Y w represent the image information in the wth window. SSIM is defined as
Among them, l x, y is the difference of brightness of pixel x and y, c x, y is the difference of contrast of pixel x, y, s x, y is the difference of structure of pixel x and y. The larger the MSSIM value means the higher the structural similarity between images and the better the reconstruction effect.
Improved FSRCNN
In FSRCNN, the loss function is defined as
In this paper, SSIM is introduced into loss function. Since the SSIM range is 0 to 1 and the higher the value means the better the reconstruction effect, we choose the new loss factor as 1 -SSIM. The final new loss function is defined as
3 Experimental data and parameters
Experimental data set
The experimental data are based on the actual ground-based measured SAR data published by the defense advanced research projects agency (DARPA)-supported moving and stationary target acquisition and recognition (MSTAR) program. The research on target recognition for SAR images is basically based on this data set, both in China and internationally. The sensor that collects the data set is a high-resolution spotlight synthetic aperture radar with a resolution of 0.3 m × 0.3 m, working in the X-band, and the polarization used is HH polarization.
Data format
Since digital images can be represented in the form of matrices, two-dimensional arrays are commonly used to store image data in computer digital image processing programs. In dealing with optical images, the image is generally saved as jpg(8-bit), bmp, or in other formats. When we read it, the grey scale range is usually 0-255. However, when we acquire a set of image data and save it in some image format for viewing, the compression process has brought the loss of information, and this loss is even more serious for SAR images. Therefore, we directly select the original floatingpoint data matrix of the SAR target to experiment (Fig. 4 ). Comparing Fig. 5 with Fig. 6 we can find that when MSTAR-T62 (tank) is read in the floating-point data, its details appear better: Enlarge part of it we can find that in Fig. 5 , there is already information loss on the barrel of the tank, and in Fig. 6 , the details of the tank show better. Therefore, this paper proposes a superresolution reconstruction of SAR images method which uses the original floating-point data to train the reconstruction network to achieve a better reconstruction effect.
Experimental parameters
The size of the low-resolution input image is 64 × 64 and the size of the high-resolution image is 128 × 128 (see Table 1 ). In the network, the learning rate is 0.001, and the batch size is selected as 50.
Experimental results
Super-resolution reconstruction results based on different data format
We select data samples in different formats and the reconstruction effect is shown in Fig. 7 . Due to the different grey levels of floating-point data and jpg(8bit) data, it is impossible to use objective indicators to measure the reconstructive effect, but it can be clearly seen from the subjective visual observation that the results of reconstructing with the original floating-point data are better in details. Therefore, the experiments later in this paper are all based on original floatingpoint data.
Evaluation of super-resolution reconstruction based on FSRCNN
Using SRCNN for super-resolution reconstruction, the results are compared with the reconstructed image using the traditional method in Fig. 8 .
As can be seen from Fig. 8 , the image reconstructed by the other methods is well restored on the edge, but there is a great loss of detail. The reconstruction method based on deep learning performs better in these two aspects. From Table 2 , it can be seen that the method based on FSRCNN is also superior to the traditional method on the PSNR and MSSIM values.
After other experiments, we found that, overall, the reconstruction-based method has a simple structure and a general effect. The learning-based approach can already begin to learn features and improve on the details of recovery, but the edges are not preserved well. The method based on deep learning can be well reconstructed in both details and edges, making the reconstructed image more valuable. The average performance of these methods is shown in Fig. 9 .
Evaluation of super-resolution reconstruction based on the improved FSRCNN
Using the improved FSRCNN for super-resolution reconstruction, the results are shown in Fig. 9 . From the point of the reconstructed image, compared to the image reconstructed based on FSRCNN, the image reconstructed based on the improved FSRCNN is more in line with the original image in detail, and the edge contour is more clear (Fig. 10) .
From the point of evaluation indicators, the improved network improves the PSNR and MSSIM values, and the reconstructed image has better structural similarity with the original image.
From the convergence chart, it can be seen that the improved FSRCNN network convergence rate is also in line with expectations ( Fig. 11 ).
Conclusion
SAR imaging plays an important role in both military and civil areas. With the development of technology and the increase of demand, SAR image super-resolution reconstruction technology has become the focus of research. However, the traditional method based on reconstruction has a simple structure and poor reconstruction effect. In recent years, learning-based methods have gradually emerged.
This paper proposes a SAR image reconstruction method based on convolutional neural network. Taking into account the imaging mechanism and characteristics of the SAR image, the original floating point data and the FSRCNN network are used to reconstruct the processed MSTAR data. On this basis, the SSIM is introduced into the loss function of FSRCNN, so that the learned parameters can better reconstruct the details in high-resolution images.
The experimental results show that deep learning combined with floating-point data of SAR image can better reconstruct the SAR image. The improved FSRCNN can also reconstruct the image detail more completely.
This paper has only done basic work on the combination of SAR images and super-resolution reconstruction based on deep learning. In the future work study, there would still be some difficulties that need to be solved: (i) How to solve the problem of lack of training samples of SAR images [13] . Whether the concept of migration learning can be introduced into the super-resolution reconstruction of SAR images. (ii) How the evaluation criteria are more clearly defined. Since the floating point data is different from the normal image data format, how to modify the internal parameter values which are suitable for the evaluation criteria of the optical image to apply the floating point data. [14] 
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