We consider a nonlinear Dirichlet problem driven by the sum of a p-Laplace and a Laplacian (a (p, 2)-equation). The reaction exhibits the competing effects of a parametric concave term plus a Caratheodory perturbation which is resonant with respect to the principle eigenvalue of the Dirichlet p-Laplacian. Using variational methods together with truncation and comparison techniques and Morse theory (critical groups), we show that for all small values of the parameter, the problem has as least six nontrivial smooth solutions all with sign information (two positive, two negative and two nodal (sign changing)).
Introduction
Let Ω ⊆ ℝ N be a bounded domain with a C 2 -boundary ∂Ω. In this paper, we study the following parametric In this problem, for r ∈ (1, +∞), by ∆ r we denote the r-Laplace differential operator defined by ∆ r u = div(|Du| r−2 Du) for all u ∈ W 1,r 0 (Ω).
When r = 2, we have the usual Laplacian ∆ 2 = ∆ defined by ∆u = div(Du) for all u ∈ H 1 0 (Ω).
So, in problem (1.1) the differential operator is the sum of a p-Laplacian and a Laplacian (a (p, 2)-equation). Such an operator is nonhomogeneous and this is a source of difficulties in the analysis of problem (1.1). In the reaction (right-hand side of (1.1)), we have the competing effects of two nonlinearities. One is a concave term u → λ|u| q−2 u (recall 1 < q < 2 < p) and the other is a Caratheodory perturbation f(z, x) (that is, for all x ∈ ℝ, z → f(z, x) is measurable and for a.a. z ∈ Ω, x → f(z, x) is continuous). We assume that asymptotically as x → ±∞, f(z, ⋅ ) is resonant with respect to the principle eigenvalueλ 1 (p) > 0 of (−∆ p , W 1,p 0 (Ω)). The resonance occurs from the right of the principal eigenvalueλ 1 (p) in the sense that λ 1 (p)|x| p − pF(z, x) → −∞ uniformly for a.a. z ∈ Ω as x → ±∞, admits a strongly convergent subsequence. This is a compactness-type condition on the functional φ, more general than the usual Palais-Smale condition. It leads to a deformation theorem from which one can deduce the minimax theory of the critical values of φ. One of the main results in that theory is the so-called "mountain pass theorem", which we recall here. In the analysis of problem (1.1), we will use the Sobolev spaces W For this map, we have the following result (see [18, p. 40] ). 
Proposition 2.2. The map A r ( ⋅ ) is bounded (that is, maps bounded sets to bounded sets), continuous, strictly monotone (hence maximal monotone, too) and of type (S)
To make an effective use of Proposition 2.3, we need a strong comparison principle, which is provided by the next proposition and is a particular case of [9, Proposition 3] .
Next we recall some basic facts about the spectrum of the Dirichlet p-Laplacian. So, we consider the following nonlinear eigenvalue problem:
We say thatλ ∈ ℝ is an eigenvalue of (−∆ p , W 1,p 0 (Ω)) if problem (2.1) admits a nontrivial solution u ∈ W 1,p 0 (Ω), known as an eigenfunction corresponding to the eigenvalueλ . Byσ (p) ⊆ ℝ we denote the spectrum of (−∆ p , W 1,p 0 (Ω)) (that is, the set of eigenvalues). We know that there exists a smallest eigenvaluê λ 1 (p) ∈ ℝ, which has the following properties:
•λ 1 (p) > 0 and it is isolated in the spectrumσ (p) (that is, there exists ε > 0 such that
is simple (that is, ifû 1 ,û 2 are eigenfunctions corresponding toλ 1 (p), thenû 1 = ξû 2 with ξ ̸ = 0), • we haveλ
The infimum in (2.2) is realized on the corresponding one-dimensional eigenspace. Evidently, the elements of this eigenspace have constant sign. Byû 1 (p) we denote the positive L p -normalized (that is, ‖û 1 (p)‖ p = 1) eigenfunction corresponding to the eigenvalueλ 1 (p) > 0. The nonlinear regularity theory and the nonlinear maximum principle (see [10, pp. 737-738] ) imply thatû 1 ∈ int C + . It is easy to see that σ(p) ⊆ (0, +∞) is closed and using the Ljusternik-Schnirelmann minimax scheme, we produce a whole sequence of distinct eigenvalues
These eigenvalues are known as "variational eigenvalues" and we do not know if they exhaustσ (p). This is the case if N = 1 (scalar eigenvalue problem) or if p = 2 (linear eigenvalue problem). All eigenvaluesλ ̸ =λ 1 (p) have nodal eigenfunctions.
In what follows, for notational simplicity, we writê
We will also encounter a weighted version of the eigenvalue problem (2.1). Namely, let η ∈ L ∞ (Ω), with η(z) ≥ 0 for a.a. z ∈ Ω, η ̸ ≡ 0. We consider the following nonlinear eigenvalue problem:
The same results are true for this problem. So, there exists a smallest eigenvalueλ 1 (p, η) > 0, which is isolated, simple and admits the following variational characterization:
These properties lead to the following monotonicity property for the map η →λ 1 (p, η) (see [18, p. 250] ).
Next let us recall some basic definitions and facts from the theory of critical groups (Morse theory). So, let X be a Banach space, φ ∈ C 1 (X, ℝ) and c ∈ ℝ. We introduce the following sets:
we denote the kthrelative singular homology group with integer coefficients for the pair
φ is isolated, then the critical groups of φ at u are defined by
with U being a neighborhood of u such that K φ ∩ φ c ∩ U = {u}. The excision property of singular homology implies that this definition of critical groups above is independent of the choice of the neighborhood U.
If u ∈ K φ is isolated and of mountain pass-type (see Theorem 2.1), then C 1 (φ, u) ̸ = 0. Moreover, if φ ∈ C 2 (X, ℝ), then from [21] we know that
with δ k,m being the Kronecker symbol defined by
Next we fix our notation. Given x ∈ ℝ, we set x ± = max{±x, 0}. Then for u ∈ W 1,p 0 (Ω), we define
Also, given a measurable function g : Ω × ℝ → ℝ (for example, a Caratheodory function), we define
which is the Nemytskii operator corresponding to g. By | ⋅ | N we denote the Lebesgue measure on ℝ N , and if 1 < r < +∞, then
and u ≤û , then we define
Now we can introduce the hypotheses on the perturbation term f(z, x). Hypothesis 2.6. f : Ω × ℝ → ℝ is a Caratheodory function such that f(z, 0) = 0 for a.a. z ∈ Ω, which satisfies the following properties:
(ii) We haveλ
, and θ ± > 0 such that, for a.a. z ∈ Ω, (vi) For every ρ > 0, there existsξ ρ > 0 such that for a.a. z ∈ Ω, the function
Remark 2.7. Hypotheses 2.6 (i), (ii) imply that
for a.a. z ∈ Ω and all x ∈ ℝ, with c 1 > 0.
Hypothesis 2.6 (ii) says that at ±∞ we can have resonance with respect to the principal eigenvalueλ 1 > 0. In the process of the proof we shall see that Hypothesis 2.6 (iii) implies that the resonance occurs from the right ofλ 1 > 0 in the sense that
This makes the problem noncoercive and so the direct method of the calculus of variations is not directly applicable on (1.1). Hypothesis 2.6 (iv) is satisfied if we can find t − < 0 < t + such that
Therefore, Hypotheses 2.6 (iv), (v) dictate an oscillatory behavior for f(z, ⋅ ) near zero. Hypothesis 2.6 (vi) is satisfied if, for example, for a.a. z ∈ Ω, f(z, ⋅ ) is differentiable, and for every ρ > 0, we can findξ ρ > 0 such that
Example 2.8. The following function satisfies Hypothesis 2.6 (for the sake of simplicity, we drop the zdependence):
Solutions of constant sign
In this section we produce solutions of constant sign (positive and negative solutions) of problem (1.1). We start by considering the following auxiliary nonlinear parametric Dirichlet (p, 2)-equation:
Proposition 3.1. For every λ > 0, problem (3.1) has a unique positive solutionũ λ ∈ int C + , and since (3.1) is odd,ṽ λ = −ũ λ ∈ − int C + is the unique negative solution of (3.1); moreover, λ →ũ λ is strictly increasing and
Proof. The existence of a positive solution for problem (3.1) can be established using the direct method of the calculus of variations. More precisely, let ψ λ : W
Since 1 < q < 2 < p, we see that ψ λ ( ⋅ ) is coercive. Also, using the Sobolev embedding theorem, we show that ψ λ ( ⋅ ) is sequentially weakly lower semicontinuous. So, using the Weierstrass-Tonelli theorem, we can
2)), and thus 
Next we show that this positive solution is unique. To this end, we introduce the integral functional j :
is another positive solution of (3.1). Again we haveỹ λ ∈ int C + . Then for any h ∈ C 1 0 (Ω) and for |t| < 1 small, we havẽ
. We can easily see that j( ⋅ ) is Gateaux differentiable atũ 2 λ and atỹ 2 λ in the direction of h. Moreover, the chain rule and Green's identity (see [10, p. 211] ) imply that
The convexity of j( ⋅ ) implies the monotonicity of j ( ⋅ ). Therefore,
and henceũ λ =ỹ λ (since q < 2). This proves the uniqueness of the positive solution of problem (3.1). Let 0 < η < λ and consider the Caratheodory function
Evidentlyψ η ( ⋅ ) is coercive (see (3.4) ) and sequentially weakly lower semicontinuous. So, we can find
In (3.6), first we choose
So, we have proved thatū
From (3.4), (3.6) and (3.7), we infer thatū η =ũ η ∈ int C + , thus
We have (see (3.8) and recall that η < λ,ũ η ∈ int C + )
From (3.9) and Proposition 2.4 it follows thatũ λ −ũ η ∈ int C + , therefore λ →ũ λ is strictly increasing from (0, +∞) into C 1 0 (Ω). Finally, let λ > 0 and letũ λ ∈ int C + be the unique solution of (3.1). Then we have
Invoking [18, Corollary 8.6, p. 208], we can find c 3 > 0 such that
Then [15, Theorem 1] implies that there exist α ∈ (0, 1) and c 4 > 0 such that
From (3.10), (3.11) and the compact embedding of C
Since problem (3.1) is odd,ṽ λ = −ũ λ ∈ − int C + is the unique negative solution of (3.1) for all λ > 0. Also, λ →ṽ λ is strictly decreasing from (0, +∞) into C 
With θ ± > 0 as in Hypothesis 2.6 (iv), we set Hypothesis 2.6 (v) ). This fact and (3.12) permit the definition of the Caratheodory function
Proposition 3.2. If Hypothesis 2.6 holds, then
(3.13)
We set E
ds and consider the C 1 -functionalφ
From (3.13) it is clear thatφ
is coercive. Also, it is sequentially weakly lower semicontinuous. So, we can
(3.14)
In (3.14), first we choose
Then (see (3.12), (3.13), Hypothesis 2.6 (v) and Proposition 3.1)
Then (see (3.13), Hypothesis 2.6 (iv) and recall that 0
We have proved that
From (3.13), (3.14), (3.15) , it follows that 
Now let ρ = ‖u 0 ‖ ∞ and letξ ρ > 0 be as postulated by Hypothesis 2.6 (vi). Then we have (see (3.12) , (3.16), (3.17), Hypotheses 2.6 (v)-(vi) and Proposition 3.1)
Therefore (see (3.17) and Hypothesis 2.6 (v)),
Then (3.18) and Proposition 2.4 imply that u 0 −ũ λ ∈ int C + . Also, we have (see (3.16), (3.17), Hypotheses 2.6 (iv), (vi), and recall that 0
From (3.19) and Proposition 2.4, we have w
In the negative semiaxis, we consider the Caratheodory function
(3.20)
Arguing as in part (a), using this time the functionalφ 
Next, using u 0 ∈ int C + , v 0 ∈ − int C + together with suitable variational, truncation and comparison arguments, we will generate a second pair of constant sign smooth solutions. 
Proof. (a) Letũ λ ∈ int C + be the unique positive solution of (3.1) (see Proposition 3.1). We introduce the following truncation of the reaction in problem (1.1):
This is a Caratheodory function. Set R
From (3.13) and (3.21), it is clear that φ
Let u 0 ∈ int C + be the positive solution of problem (1.1) produced in Proposition 3.2. From the proof of that proposition, we know that u 0 ∈ int C + is a minimizer ofφ 
(3.23) 
The nonlinear regularity theory of Lieberman [15] implies u ∈ int C + . In addition, as in the proof of Proposition 3.2, using Proposition 2.4, we show that u −ũ λ ∈ int C + . This proves claim 1.
On account of claim 1, we may assume that
Otherwise, we already have an infinity of smooth solutions of problem (1.1) satisfying u −ũ λ ∈ int C + for all the solutions u (see (3.21) and claim 1). Hence, we are done. From (3.23) and (3.25) it follows that we can find ρ ∈ (0, 1) small such that
(see the proof of [1, Proposition 29]). From Hypothesis 2.6 (iii), we see that given β > 0, we can find
Then we have
From Hypothesis 2.6 (ii), we havê
So, if in (3.27) we let x → ±∞ and use (3.28), then
and thusλ
Since β > 0 is arbitrary, we conclude that
for some c 4 > 0 (see (3.21)), therefore
Passing to the limit as t → +∞ and using (3.29), Fatou's lemma and the fact that q < 2, we obtain and
From (3.31) we have
for all h ∈ W 1,p 0 (Ω), with ε n → 0 + .
In (3.32), we choose
which implies ‖u − n ‖ p ≤ c 5 ‖u − n ‖ for some c 5 > 0 and all n ∈ ℕ (see Hypothesis 2.6 (i)), hence
Next we show that {u + n } ⊆ W 1,p 0 (Ω) is bounded. Arguing by contradiction, we assume that at least for a subsequence, we have ‖u + n ‖ → +∞ as n → ∞. We let y n =
, n ∈ ℕ. Then ‖y n ‖ = 1, y n ≥ 0 for all n ∈ ℕ. We may assume that
Multiplying (3.32) with 1 ‖u + n ‖ p−1 and using (3.33), we obtain
for all h ∈ W 1,p 0 (Ω), with ε n → 0 + . On account of (3.2), we see that
is bounded. Therefore, we may assume that
withλ 1 ≤ η(z) ≤η for a.a. z ∈ Ω (see Hypothesis 2.6 (ii) and recall that q < 2 < p). In (3.34), we choose h = y n − y ∈ W 1,p 0 (Ω). Passing to the limit as n → ∞, we obtain (recall that 2 < p)
So, if in (3.34) we pass to the limit as n → ∞ and use (3.35), (3.36), then
and hence
Suppose that η 0 ̸ ≡λ 1 (see (3.35)). We haveλ 1 (p, η 0 ) <λ 1 (p,λ 1 ) = 1 (see Proposition 2.5), and thus y must be nodal (see (3.37)), which contradicts (3.36).
Next assume that η 0 (z) =λ 1 for a.a. z ∈ Ω. From (3.37) it follows that y = ξû 1 ∈ int C + (ξ > 0), hence y(z) > 0 for all z ∈ Ω, and thus u + n (z) → +∞ for all z ∈ Ω. Therefore (see Hypothesis 2.6 (iii)),
and thus (by Fatou's lemma)
From (3.30) and (3.33), we have
for some M 3 > 0 and all n ∈ ℕ (see (3.21) 
for some M 4 > 0 and all n ∈ ℕ (see (3.21) ). We add (3.39) and (3.40) and obtain
Since q < 2 < p, passing to the limit as n → ∞, we have a contradiction (see (3.38) 
In (3.32) we choose h = u n − u ∈ W 1,p 0 (Ω), pass to the limit as n → ∞ and use (3.41). Then
Hence (see ( .26)). From (3.21) and (3.26) we infer thatû is a positive solution of (1.1) andû ̸ = u 0 . As in the proof of Proposition 3.2, using Proposition 2.4, we can show thatû −ũ λ ∈ int C + .
(b) Letṽ λ = −ũ λ ∈ − int C + be the unique negative solution of (3.1) (see Proposition 3.1). We consider the following truncation of the reaction in problem (3.1):
Working with φ − λ as in part (a), we see that for λ ∈ (0, λ * − ], we can findv ∈ − int C + , a second negative solution of (1.1), such thatv
We will show that we have extremal constant sign solutions, that is, there is a smallest positive solution for problem (1.1), with λ ∈ (0, λ * + ], and a biggest negative solution for (1.1), with λ ∈ (0, λ * − ]. These extremal constant sign solutions will be used in the next section to generate nodal solutions.
We introduce the following solution sets: • S + λ is the set of positive solutions for problem (1.1), • S − λ is the set of negative solutions for problem (1.1). From Proposition 3.2 we know that
Proposition 3.4. If Hypothesis 2.6 holds, then
Proof. (a) First we show thatũ
(3.42)
To this end, let u ∈ S + λ and consider the Caratheodory function
From (3.43) it is clear thatψ λ ( ⋅ ) is coercive. Also, it is sequentially weakly lower semicontinuous. So, we can findũ *
Let y ∈ int C + . Since u ∈ S + λ ⊆ int C + , using [17, Proposition 2.1], we can find t ∈ (0, 1] small such that ty ≤ u. Then, from (3.43) and since q < 2 < p, we see that by choosing t ∈ (0, 1] even smaller if necessary, we haveψ λ (ty) < 0, which impliesψ λ (ũ * λ ) < 0 =ψ λ (0) (see (3.44)), and thusũ * λ ̸ = 0. From (3.44) we haveψ λ (ũ * λ ) = 0, hence
Then (see (3.12), (3.43), Hypothesis 2.6 (v) and note 
is bounded (see Hypothesis 2.6 (i) and recall that 0 ≤ u n ≤ u 1 for all n ∈ ℕ). So, we may assume that
For every n ∈ ℕ, we have
In (3.48), we choose h = u n − u λ ∈ W 1,p 0 (Ω), pass to the limit as n → ∞, use (3.47), and reasoning as in the proof of Proposition 3.3, via Proposition 2.2, we conclude that
So, in (3.48), we pass to the limit as n → ∞ and use (3.49). Then
Also, from (3.42) and (3.49), we haveũ λ ≤ u λ . Therefore,
(b) Similarly for the set S 
This is coercive (see (3.50)) and sequentially weakly lower semicontinuous. Hence, we can find
(3.51)
Exploiting as before the fact that q < 2 < p, we have σ θ (y θ ) < 0 = σ θ (0). Hence, y θ ̸ = 0. From (3.51) we have σ θ (y θ ) = 0, therefore
Then, using (3.50), we have y θ ≥ 0, y θ ̸ = 0. Also, in (3.52), we choose h = (y θ − u λ ) + ∈ W 1,p 0 (Ω). Then (see (3.50) and note that θ < λ)
which implies y θ ∈ S + θ ⊆ int C + (see (3.50), (3.52)), and thus u θ ≤ y θ ≤ u λ (see (3.53) ). Hence, λ → u λ is increasing. Now let ρ = ‖u λ ‖ ∞ and letξ ρ > 0 be as postulated by Hypothesis 2.6 (vi). Then we have (see Hypothesis 2.6 (vi) and recall that θ < λ)
Since u θ ∈ int C + , it follows that h 1 ≺ h 2 and so, using Proposition 2.4, we conclude that u λ − u θ ∈ int C + . We have proved that λ → u λ is strictly increasing. Next we show that the map λ → u λ is left continuous. To this end, let λ n → λ − , λ ≤ λ * + . For each n ∈ ℕ, let u n = u λ n ∈ S + λ n ⊆ int C + be the minimal positive solution of problem (1.1) (see Proposition 3.3). Then we have
for all h ∈ W 1,p 0 (Ω), all n ∈ ℕ, and u n ≤ u λ for all n ∈ ℕ. Passing to the limit as n → ∞ in (3.54) and using (3.56), we obtainû λ ∈ S + λ . We claim that u λ =û λ . If this is not true, then we can find z 0 ∈ Ω such that u λ (z 0 ) <û λ (z 0 ), hence (see (3.56))
This contradicts the fact that λ → u λ is increasing. Hence,û λ = u λ and so we conclude the left continuity of the map λ → u λ .
Let λ ∈ (0, λ * ] and let u λ ∈ int C + , v λ ∈ − int C + be two extremal constant sign solutions for problem (1.1) (see Theorem 3.6). We introduce the following trunction of the reaction in problem (1.1):
This is a Caratheodory function. Set G λ (z, x) = ∫ x 0 g λ (z, s) ds and consider the C 1 -functionalφ λ : W
We know thatφ λ ∈ C 1 (W 1,p 0 (Ω)). Using (4.3), we can easily show that
Therefore, the nontrivial critical points ofφ λ , distinct from v λ and u λ , are nodal solutions of (1.1). So, we assume that Kφ λ is finite. Otherwise, we already have an infinity of nodal solutions for problem (1.1).
We also consider the positive and negative truncations ofφ λ , namely, we consider the C 1 -functionals φ
We can easily show that Kφ+
The extremality of u λ and v λ implies that
We compute the critical groups ofφ λ .
Proposition 4.2. If Hypothesis 2.6 holds and λ
Proof. We consider the homotopyĥ (t, u) defined bŷ
Suppose we can find
(Ω) and all n ∈ ℕ, which implies
Evidently, {u n } n≥1 ⊆ W 
and therefore {u n } n≥n 0 ⊆ Kφ λ (see (4.3)), a contradiction to our assumption that Kφ λ is finite. Therefore, (4.6) can not occur, and from homotopy invariance of critical groups (see [11, Theorem 5 .125, p. 836]), we have
From Proposition 4.2 and (4.2), we infer that As before, since q < 2 < p, we haveφ Recall that Kφ λ is finite. So, on account of the claim and (4.12), we can find ρ ∈ (0, 1) small such that
We know thatφ λ is coercive (see (4.3) ). Therefore, we have that φ λ satisfies the C-condition (4.14)
(see [17, Proposition 2.2] ). From (4.13), (4.14) we see that we can use Theorem 2.1 (the mountain pass theorem). Therefore, we can find y 0 ∈ W On the other hand, from [12, Proposition 17] (see also [20] ), we have a nodal solution of (1.1) such that We can state the following multiplicity result for problem (1.1). 
