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Abstract
This dissertation is a collection of work on matroid and polymatroid connectivity.
Connectivity is a useful property of matroids that allows a matroid to be decomposed nat-
urally into its connected components, which are like blocks in a graph. The Cunningham-
Edmonds tree decomposition further gives a way to decompose matroids into 3-connected
minors. Much of the research below concerns alternate senses in which matroids and poly-
matroids can be connected.
After a brief introduction to matroid theory in Chapter 1, the main results of this
dissertation are given in Chapters 2 and 3. Tutte proved that, for an element e of a 2-
connected matroid M , either the deletion or the contraction of e for M is 2-connected. In
Chapter 2, a new notion of matroid connectivity is defined and it is shown that this new
notion only enjoys the above inductive property when it agrees with the usual notion of
2-connectivity. Another result is proved to reinforce the special importance of this usual
notion. In Chapter 3, a result of Brylawski and Seymour is considered. That result ex-
tends Tutte’s theorem by showing that if the element e is chosen to avoid a 2-connected
minor N of M , then the deletion or contraction of e form M is not only 2-connected but
maintains N as a minor. The main result of Chapter 3 proves an analogue of this result
for 2-polymatroids, a natural extension of matroids. Chapter 4 describes a class of binary
matroids that generalizes cubic graphs. Specifically, attention is focused on binary ma-
troids having a cocircuit basis where every cocircuit in the basis, as well as the symmetric




The terminology here will follow Oxley [14] except where otherwise stated. The
reader is assumed to have basic familiarity with matroid theory. Graph theory is not used
extensively in this dissertation; the only graphs used here are graphs that yield cubic bi-
nary matroids in Chapter 4, or graphs that come from the Cunningham-Edmonds tree
decomposition [5] of a matroid in Chapter 2. Terminology for graph theory will follow Di-
estel [6], except that we use graph to mean what Diestel calls a multigraph.
Matroids can be defined with many different axiom systems. The definition in
terms of rank axioms is given below because these axioms are used to define polymatroids
in Chapter 3. Let E be a finite set. A function r from the power set of E to the nonneg-
ative integers is the rank function of a matroid M on E if and only if r has the following
properties:
(R1) If X ⊆ E, then 0 ≤ r(X) ≤ |X|.
(R2) If X ⊆ Y ⊆ E, then r(X) ≤ r(Y ).
(R3) If X and Y are subsets of E, then
r(X ∪ Y ) + r(X ∩ Y ) ≤ r(X) + r(Y ).
The set E in the above definition is the ground set of the matroid M . The ground
set of a matroid M may be denoted E(M) to indicate which matroid is being considered.
We say that a matroid M uses an element e or a set Z if e ∈ E(M) or Z ⊆ E(M). More-
over, we may use e to denote the singleton set {e} when the context is clear, such as when
using set union and difference.
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1.2. Important classes of matroids
Let M1 and M2 be matroids having ground sets E1 and E2, and rank functions r1
and r2, respectively. We say M1 and M2 are isomorphic if there is a bijective map φ from
E1 to E2 such that, for every X ⊆ E1, we have that r1(X) = r2(φ(X)). Elements of a
matroid M are clones if the bijection on E(M) that interchanges e and f and fixes ev-
ery other element is an isomorphism. A clonal class of M is a maximal subset of E(M) in
which every two members are clones. A clonal class is trivial if it has just one element.
Given a graph G = (V,E), we can derive a matroid M by letting the edge set E of
G be the ground set of M . The rank of a set X ⊆ E(M) is the number of vertices covered
by X in G minus the number of connected components in the subgraph induced by X.
We refer to this matroid as the cycle matroid M(G) of G. A graphic matroid is a matroid
that is isomorphic to the cycle matroid of some graph. Graphs that have isomorphic cycle
matroids are 2-isomorphic.
Given a collection E of vectors over a field F, the rank of a set X ⊆ E is the rank
of X in the usual sense of linear algebra, that is, the dimension of the space spanned by
X. Matroids that can be derived from vectors over a field F are F -representable matroids,
or more generally, if we do not wish to specify the field, representable matroids. In particu-
lar, GF(2)-representable matroids are known as binary matroids.
1.3. Matroid minors and duality
Given a matroid M with ground set E and rank function r, there is another ma-
troid M∗ having the same ground set and a rank function r∗, where r∗(X) = r(E − X) +
|X| − r(M) for all subsets X of E. We say that M∗ is the dual of M and r∗ is the corank
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function of M .
When an element e of M is deleted, we obtain the matroid M\e, which is simply
the matroid having ground set E(M) − e and the same rank function rM on sets without
e. The contraction M/e of e from M is obtained by deleting e from M∗ and taking the
dual of the resulting matroid; that is, M/e = (M∗\e)∗. A matroid N that can be obtained
from a series of deletions and contractions of M is a minor of M . An N-minor of M is a
minor of M that is isomorphic to N .
1.4. Matroid connectivity
A matroid is connected if, for every distinct pair of elements e and f , there is a cir-
cuit with {e, f} as a subset. In terms of the rank axioms given above, a matroid is con-
nected if there is no partition (X, Y ) of the ground set such that r(X) + r(Y ) = r(E(M)).
For an integer n exceeding one, the notion of n-connectivity (not to be confused
with N -connectivity to be defined in Chapter 2) comes from the matroid connectivity
function λ. Let M be a matroid with ground set E. If X ⊆ E, then
λM(X) = r(X) + r(E −X)− r(M).
Equivalently, λM(X) = r(X) + r
∗(X)− |X|.
A k-separation of M is a pair (X,E −X) for which λM(X) < k and min{|X|, |E −
X|} ≥ k. A matroid is n-connected if it has no k-separations for all positive integers k <
n. It is important to note that a matroid is 2-connected if and only if it is connected in
the sense defined above. It is straightforward to show that if a matroid is n-connected and
has at least 2(n − 1) elements, then every minor obtained by removing n − 2 or fewer
elements will be connected.
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Let M1 and M2 be matroids such that E(M1)∩E(M2) = {p}. Assume that r(p) > 0
and r ∗ (p) > 0 in M1 and M2. Then there is a matroid P (M1,M2) on E(M1) ∩ E(M2)
having as its set of circuits C(M1)∪C(M2)∪{(C1∪C2)−p : p ∈ C1 ∈ C(Mi)}. This matroid
is called the parallel connection of M1 and M2 with basepoint p. When M1 and M2 each
have at least three elements, the matroid P (M1,M2)\p is the 2-sum of M1 and M2.
1.5. Cunningham-Edmonds tree decomposition
Cunningham and Edmonds’s decomposition [5] of matroids allows us to decompose
matroids that are 2-connected but not 3-connected. More complete details can be found
in [14, Section 8.3]. First recall that, when (X, Y ) is a 2-separation of a connected matroid
M , we can write M as MX ⊕2 MY where MX and MY are matroids having ground sets
X ∪ p and Y ∪ p. A matroid-labeled tree is a tree T with vertex set {M1,M2, . . . ,Mn}
such that each Mi is a matroid and, for distinct vertices Mj and Mk, the sets E(Mj) and
E(Mk) are disjoint if Mj and Mk are non-adjacent, whereas if Mj and Mk are joined by an
edge e, then E(Mj) ∩ E(Mk) = {e}, and {e} does not have rank or corank equal to 0 in
either Mj or Mk.
When f is an edge of a matroid-labeled tree T joining vertices Mi and Mj, if we
contract the edge f , we obtain a new matroid-labeled tree T/f by relabeling the compos-
ite vertex that results from this contraction as Mi ⊕2 Mj, with every other vertex retaining
its original label.
A tree decomposition of a 2-connected matroid M is a matroid-labeled tree T such
that if V (T ) = {M1,M2, . . . ,Mn} and E(T ) = {e1, e2, . . . , en−1}, then
(i) E(M) = (E(M1) ∪ E(M2) ∪ · · · ∪ E(Mn))− {e1, e2, . . . , en−1};
4
(ii) |E(Mi)| ≥ 3 for all i unless |E(M)| < 3, in which case, n = 1 and M1 = M ; and
(iii) the label of the single vertex of T/{e1, e2, . . . , en−1} is M .
We call the members of {e1, e2, . . . , en−1} basepoints since each member of this set
is the basepoint of a 2-sum when we construct M . Cunningham and Edmonds (in [5])
proved the following (see also [14, Theorem 8.3.10]).
Theorem 1.5.1. Let M be a 2-connected matroid. Then M has a tree decomposition T
in which every vertex label that is not a circuit or a cocircuit is 3-connected, and there are
no adjacent vertices that are both labeled by circuits or are both labeled by cocircuits. More-
over, T is unique up to relabeling of its edges.
The tree decomposition T whose existence is guaranteed by the last theorem is
called the canonical tree decomposition of M . Although circuits and cocircuits with at
most three elements are 3-connected matroids, when we refer to a 3-connected vertex, we
shall mean one that is labeled by a matroid with at least four elements. Clearly, for each
edge p of T , the graph T\p has two components. Thus p induces a partition of V (T ) and
a corresponding partition (Xp, Yp) of E(M). The latter partition is a 2-separation of M ;
we say that it is displayed by the edge p. Moreover, M = MXp ⊕2MYp where MXp and MYp
have ground sets Xp∪p and Yp∪p, respectively. We shall refer to this 2-sum decomposition
of M as having been induced by the edge p of T .
Given a 2-separation of M , we can say that a vertex Mi of T is on a particular side
of the separation, even if Mi has no elements of E(M).
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1.6. Polymatroids
For a positive integer k, a k-polymatroid M is a pair (E, r) consisting of a finite
ground set E and a rank function r, from the power set of E into the integers, satisfying
the following conditions:
(i) r(∅) = 0;
(ii) if X ⊆ Y ⊆ E, then r(X) ≤ r(Y );
(iii) if X and Y are subsets of E, then r(X) + r(Y ) ≥ r(X ∪ Y ) + r(X ∩ Y ); and
(iv) r({e}) ≤ k for all e ∈ E.
Axioms (i), (ii), and (iii) tell us that the rank function is normalized, increasing,
and submodular, respectively. The reader will note the similarity with the matroid axioms
given in Section 1.1.
A matroid is just a 1-polymatroid, so every matroid is a 2-polymatroid. We call
M a polymatroid if M is a k-polymatroid for some k. Our focus here will be mainly on 2-
polymatroids. Elements of a polymatroid of ranks 0, 1, and 2 are called loops, points, and
lines, respectively. Non-loop elements p and q are parallel if r({p, q}) = r({p}) = r({q}).
Many matroid concepts that are stated in terms of the rank function can be ex-
tended to polymatroids. In particular, for a polymatroid M = (E, r) and a subset T
of E, the deletion M\T and the contraction M/T of T from M are the polymatroids
with ground set E − T and rank functions rM\T and rM/T where rM\T (X) = r(X) and
rM/T (X) = r(X ∪ T )− r(T ) for all subsets X of E − T . A minor of M is any polymatroid
that can be obtained from M by a sequence of deletions and contractions. A polymatroid
M is connected, or equivalently 2-connected, if there is no non-empty proper subset X of
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its ground set E such that r(X) + r(E −X) = r(E). As with matroids, we sometimes use
E(M) and rM to denote the ground set and rank function of M .
1.7. Cocircuit spaces
Let M be a binary matroid with ground set {1, 2, . . . , n}. The cocircuit space of M
is the subspace of the n-dimensional vector space over GF(2) generated by the incidence
vectors of the cocircuits of M . The following two propositions found in Oxley[14] are use-
ful for understanding cocircuit spaces.
Proposition 1.7.1 ([14], 9.2.2). Let A be a binary representation of a rank-r binary ma-
troid M . Then the cocircuit space of M equals the row space of A. Moreover, this space
has dimension r.
Proposition 1.7.2 ([14], 9.2.4). Let A be a binary representation of a matroid M . Then
the set of cocircuits of M coincides with the set of minimal non-empty supports of vectors
from the row space of A.
It follows that, in a binary representation of a matroid M , the support of every row
is a disjoint union of cocircuits. If r(M) = r and A is a binary representation of M with r
rows, then the r rows of A are linearly independent. The set S of r + 1 vectors consisting
of the rows of A along with their sum forms a Hamiltonian circuit in the matroid whose
ground set consists of vectors in the cocircuit space of M . Thus any subset of r vectors




A matroid M with |E(M)| ≥ 2 is N-connected if, for every pair of distinct ele-
ments e, f of E(M), there is a minor of M that is isomorphic to N and uses {e, f}.
We will assume, unless otherwise stated, that the matroids discussed in this chapter
have at least two elements. Note that U1,2-connectivity coincides with the usual notion of
connectivity for matroids. Hence, relying on a well-known inductive property of matroid
connectivity [23], we have that if a matroid M is U1,2-connected, e ∈ E(M), and |E(M)| ≥
3, then M\e or M/e is U1,2-connected. A consequence of the following theorem is that U1,2
is the unique connected matroid with this property, which we prove in Section 2.3.
Theorem 2.1.1. Let N be a matroid. If, for every N-connected matroid M with
|E(M)| > |E(N)| and, for every e in E(M), at least one of M\e or M/e is N-connected,
then N is isomorphic to one of U1,2, U0,2, or U2,2.
One attractive property of matroid connectivity is that elements can be assigned to
components. We say that a matroid N has the transitivity property if, for every matroid
M and every triple {e, f, g} ⊆ E(M), if e is in an N -minor with f , and f is in an N -minor
with g, then e is in an N -minor with g. Let M(W2) be the rank-2 wheel. In Section 2.6,
we prove the following result.
Theorem 2.1.2. The only matroids with the transitivity property are U1,2 and M(W2).
On combining the last two theorems, we get the following result, which indicates
how special the usual matroid connectivity is.
This chapter is adapted from Z. Gershkoff and J. Oxley, A notion of minor-based matroid connectiv-
ity, Adv. in Appl. Math. 100 (2018), 163-178. It is reprinted with permission from Advances in Applied
Mathematics.
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Corollary 2.1.3. Let N be a matroid with the transitivity property such that, whenever M
is an N-connected matroid, e ∈ E(M), and |E(M)| > |E(N)|, at least one of M\e and
M/e is N-connected. Then N ∼= U1,2.
The concept of N -connectivity can also convey interesting information when N is
disconnected, as the next result indicates.
Theorem 2.1.4. A matroid M is U0,1 ⊕ U1,1-connected if and only if every clonal class of
M is trivial.
In the next section, we note some basic results that will be needed for the proof of
main theorems of the chapter. Sections 2.3, 2.4, and 2.5 treat the cases of N -connected
matroids when N is 3-connected, connected, and disconnected, respectively. In particu-
lar, we prove Theorems 2.1.1, and 2.1.2 in Section 2.6 and Theorem 2.1.4 in Section 2.5.
Finally, in Section 2.7, we consider what can be said when every set of three elements oc-
curs in some minor. Moss [12] showed that 3-connected matroids can be characterized as
those in which every set of four elements is contained in a minor isomorphic to a member
of {W2,W3,W4,M(W3),M(W4), Q6}, where each of these matroids is defined in the ap-
pendix of [14].
2.2. Preliminaries
The concept of N -connectivity is closely related to roundedness, which is exempli-
fied by Bixby’s [1] result that if e is an element of a 2-connected non-binary matroid M ,
then M has a U2,4-minor using e. Formally, let t be a positive integer and let N be a class
of matroids. A matroid M has an N -minor if M has a minor isomorphic to a member of
N . Seymour [21] defined N to be t-rounded if, for every (t+ 1)-connected matroid M with
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an N -minor and every subset X of E(M) with at most t elements, M has an N -minor us-
ing X. Thus Bixby’s result shows that {U2,4} is 1-rounded. Seymour [20] extended this
result as follows.
Theorem 2.2.1. Let M be a 3-connected matroid having a U2,4-minor, and let e and f be
elements of M . Then M has a U2,4-minor using {e, f}.
For disjoint subsets A,B of E(M), define
κM(A,B) = min{λM(X) : A ⊆ X ⊆ E(M)−B}.
Lemma 2.2.2. If N is a minor of M and A,B are disjoint subsets of E(N), then
κN(A,B) ≤ κM(A,B).
We shall frequently use the following well-known result, which appears, for exam-
ple, as [18, Lemma 2.15].
Lemma 2.2.3. Let M1 and M2 label distinct vertices in a tree decomposition T of a con-
nected matroid M . Let P be the path in T joining M1 and M2, and let p1 and p2 be the
edges of P meeting M1 and M2, respectively. Then M has a minor that uses (E(M1) ∪
E(M2)) ∩ E(M) and is isomorphic to the 2-sum of M1 and M2, with respect to the base-
points p1 and p2.
We will often use the next result, another consequence of Theorem 1.5.1.
Lemma 2.2.4. Let (X, Y ) be a 2-separation displayed by an edge p in a 2-connected
matroid M . Suppose y ∈ Y . Then M has, as a minor, the matroid MX(y) that is obtained
from MX be relabeling p by y. In particular, let N be a 3-connected minor of M with
|E(N)| ≥ 4 and |E(N) ∩ Y | ≤ 1. If |E(N) ∩ Y | = 1, let y ∈ E(N) ∩ Y ; otherwise let y be
an arbitrary element of Y . Then MX(y) has N as a minor.
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Let T be the canonical tree decomposition of a 2-connected matroid M , and let
M0 label a vertex of T . Let p1, p2, . . . , pd be the edges of T that meet M0. For each pi,
let (Xi, Yi) be the 2-separation of M displayed by pi, where M0 is on the Xi-side of the
2-separation. For each i, let yi ∈ Yi. Then, by repeated application of Lemma 2.2.4, we de-
duce that M has, as a minor, the matroid that is obtained from M0 by relabeling pi by yi
for all i in {1, 2, . . . , d}. We denote this matroid by M0(y1, y2, . . . , yd) and call it a specially
relabeled M0-minor of M .
The following result, which is straightforward to prove by repeated application of
Lemma 2.2.2, is well known.
Lemma 2.2.5. Let N be a 3-connected matroid with |E(N)| ≥ 3. Let M be a 2-connected
matroid with canonical tree decomposition T . Then there is a unique vertex M ′ of T such
that, for each edge p of T , the partition of V (T ) induced by p has the vertex M ′ on the
same side as at least |E(N)| − 1 elements of N . Moreover, there is a specially relabeled
M ′-minor of M that has N as a minor.
2.3. 3-connected matroids
Let N be a set of matroids. A matroid M is N -connected if, for every two distinct
elements e and f of M , there is an N -minor of M that uses {e, f} for some N in N . A
consequence of [14, Proposition 4.3.6] is that a matroid with at least three elements is
{U1,3, U2,3}-connected if and only if it is connected. The first result in this section charac-
terizes U2,3-connected matroids. One may hope for a characterization of 3-connectivity in
terms of N -connectivity, but no such characterization exists. To see this, note that if M is
N -connected, then so is M ⊕2 M . A characterization of 3-connectivity in terms of minors
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containing 4-element sets, as opposed to the 2-element sets currently under consideration,
is given in [12].
Proposition 2.3.1. A matroid M is U2,3-connected if and only if M is connected and
simple.
Proof. Suppose M is U2,3-connected. Clearly M is connected and simple. Conversely, if
M is connected and simple, and e and f are distinct elements of M , then M has a circuit
C containing {e, f} and |C| ≥ 3. Hence M has a U2,3-minor using {e, f}, so M is U2,3-
connected.
Corollary 2.3.2. A matroid M is U1,3-connected if and only if M is connected and cosim-
ple.
We will describe N -connectivity for a 3-connected matroid N by first considering
the case when N is U2,4. We will refer to binary and non-binary matroids that label ver-
tices of a canonical tree decomposition as binary and non-binary vertices.
Theorem 2.3.3. A matroid M is U2,4-connected if and only if M is connected and non-
binary, and, in the canonical tree decomposition of M ,
(i) every binary vertex has at most one element that is not a basepoint; and
(ii) on every path between two binary vertices that each contain a unique element of
E(M), there is a non-binary vertex.
Proof. Suppose M is non-binary and connected, and the canonical tree decomposition T
of M satisfies the above conditions. Suppose e and f are distinct elements of M . If e and
f are in the same 3-connected vertex M0 of T , then, by (i), M0 is non-binary. Thus, by
Theorem 2.2.1, M has a U2,4-minor using {e, f}.
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Next suppose e belongs to a binary vertex M1 of T , and f belongs to a non-
binary vertex M0 of degree d. By Lemma 2.2.4, M contains a specially labeled M0-minor
M0(e, y2, y3, . . . , yd) using {e, f}. Similarly, let e and f belong to binary vertices M1 and
M2, and let M0 be a non-binary vertex on the path between them in T . Then M contains
a specially labeled M0-minor M0(e, f, y3, y4, . . . , yd). Thus, by Theorem 2.2.1, M has a
U2,4-minor using {e, f}.
Suppose now that M is U2,4-connected. Clearly M is non-binary and connected. If
a binary vertex M1 in T contains two non-basepoints e and f , then, by Lemma 2.2.5, a
U2,4-minor of M using {e, f} must be a minor of M1, a contradiction.
Now suppose e and f are the unique non-basepoints of binary vertices M1 and M2,
respectively, in T , and let N be a U2,4-minor of M using {e, f}. By Lemma 2.2.5, T has
a nonbinary vertex M0 such that, for every edge p of T , the partition of V (T ) induced
by p has M0 on the same side as at least |E(N)| − 1 elements of N . Let p1 be the edge
incident with M0 such that M1 and M0 are on opposite sides of the induced partition of
V (T ). Then M2 must be on the same side of this partition as M0. Hence M0 lies on the
path in T between M1 and M2.
The last theorem can be generalized as follows.
Theorem 2.3.4. Let N be a 3-connected matroid with at least four elements. A matroid
M is N-connected if and only if M is connected, has N as a minor, and, in the canonical
tree decomposition of M ,
(i) every vertex that is not N-connected has at most one element that is not a base-
point; and
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(ii) on every path between two vertices that are not N-connected and that each have
unique non-basepoints, there is an N-connected vertex.
2.4. Connected matroids
In this section, we consider N -connected matroids when N is connected but not
3-connected.
Theorem 2.4.1. A matroid M is M(W2)-connected if and only M is connected and non-
uniform.
Proof. If M is M(W2)-minor, then it is clearly both connected and non-uniform. To prove
the converse, suppose M is connected and non-uniform. We argue by induction that M is
M(W2)-connected. This is immediate if |E(M)| = 4, since M(W2) is the unique 4-element
connected, non-uniform matroid. Assume it holds for |E(M)| < n and let |E(M)| = n > 4.
Distinguish two elements x and y of E(M).
Suppose there is an element e of E(M) − {x, y} such that M/e is disconnected.
Then M is the parallel connection, with basepoint e, of two matroids M1 and M2. Now
M\e is connected. We may assume that it is uniform; otherwise, by the induction assump-
tion, M\e and hence M has an M(W2)-minor using {x, y}. Now r(E(M1)−e)+r(E(M2)−
e)− r(M\e) = 1. Suppose each of |E(M1)− e| and |E(M2)− e| has at least two elements.
Then M\e has a 2-separation. Since M\e is uniform, it follows that M\e is a circuit or
a cocircuit. In the latter case, M is also a cocircuit, a contradiction. If M\e is a circuit,
then M is the parallel connection of two circuits, and M is easily seen to have an M(W2)-
minor using {x, y}.
Now suppose that |E(M1) − e| = 1. Thus M has a circuit, {e, f} say, containing e.
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As M\e is uniform but M is not, r(M) ≥ 2, so M\e has a circuit containing {f, x, y}. It
follows that M has an M(W2)-minor with ground set {e, f, x, y}.
We may now assume that M/e is connected for all e in E(M) − {x, y}. More-
over, by replacing M with M∗ in the argument above, we may also assume that M\e is
connected for all such e. If M\e or M/e is non-uniform, then, by the induction assump-
tion, M has an M(W2)-minor using {x, y}. Thus both M\e and M/e are uniform. Let
r(M\e) = r. Then every circuit of M\e has r + 1 elements. Since M is not uniform, it
has a circuit containing e that has at most r elements. Contracting e from M produces a
rank-(r − 1) matroid having a circuit with at most r − 1 elements. Since M/e is uniform,
this is a contradiction.
Lemma 2.4.2. If M , N , and N ′ are matroids such that M is N-connected and N is N ′-
connected, then M is N ′-connected.
Proof. As M is N -connected, for every two elements x, y ∈ E(M), there is an N -minor
of M containing x and y. Since N is N ′-connected, x and y are also in an N ′-minor of N ,
which is also a minor of M .
If we wish to describe the class of N -connected matroids for a 3-connected matroid
N , it suffices to describe the N -connected matroids that are 3-connected and then apply
Theorem 2.3.4. If N is not 3-connected, the task of describing N -connected matroids be-
comes harder, and we omit any attempt to provide a general theorem for N -connectivity
in this case. We will instead give characterizations for two specific matroids that are not
3-connected, namely U1,4 and its dual U3.4. We will use the following theorem of Oxley
[13].
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Theorem 2.4.3. Let M be a 3-connected matroid having rank and corank at least
three, and suppose that {x, y, z} ⊆ E(M). Then M has a minor isomorphic to one of
U3,6, P6, Q6,W3, or M(K4) that uses {x, y, z}.
Proposition 2.4.4. A 3-connected matroid M is U1,4-connected if and only if either M ∼=
U2,n for some n ≥ 5, or M has rank and corank at least three.
Proof. Clearly if n ≥ 5, then U2,n is U1,4-connected. Now assume that r(M) ≥ 3 and
r∗(M) ≥ 3. Suppose {x, y} ⊆ E(M). Then, by Theorem 2.4.3, M has an N -minor using
{x, y} where N is {U3,6, P6, Q6,W3,M(K4)}. One easily checks that each member of N is
U1,4-connected. Hence, by Lemma 2.4.2, M is U1,4-connected.
To prove the converse, assume that M is U1,4-connected. Since r
∗(U1,4) = 3, it fol-
lows that r∗(M) ≥ 3. The required result holds if r(M) ≥ 3. But, since M is 3-connected
and U1,4-connected, r(M) ≥ 2. Moreover, if r(M) = 2, then M ∼= U2,n for some n ≥ 5.
Duality gives a corresponding result for U3,4-connectivity.
Corollary 2.4.5. A 3-connected matroid M is U3,4-connected if and only if either M ∼=
Un−2,n where n ≥ 5, or M has rank and corank at least 3.
Observe that this fails to fully characterize U3,4-connectivity for if we let M =
M(K2,3), then M is U3,4-connected but none of the matroids in its canonical tree decom-
position is U3,4-connected. We can instead describe U3,4-connectivity in terms of forbidden
configurations of matroids in the canonical tree decomposition.
Proposition 2.4.6. Suppose M is not 3-connected. Then M is U3,4-connected if and only
if M is connected and simple, and, in the canonical tree decomposition T of M , there is no
vertex of degree at most two that is labeled by some U2,n such that its only neighbors in T
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are cocircuits that use elements of E(M).
Proof. Let T be the canonical tree decomposition of M . Assume M is U3,4-connected.
Then, by Lemma 2.4.2, M is U2,3-connected, so M is connected and simple. Suppose that
T has a vertex M0 whose degree d is at most two such that M0 is labeled by some U2,n
and has its only neighbors M1, . . . ,Md labeled by cocircuits that use elements of E(M).
For each i in {1, . . . , d}, suppose fi ∈ E(Mi) ∩ E(M). Then M can be obtained from a
copy of U2,n using {f1, . . . , fd} by, for each i, adjoining some matroid via parallel connec-
tion across the basepoint fi. If d = 1, let f2 be an element of M0 other than f1. Clearly M
has no circuit using {f1, f2} that has more than three elements.
Now assume that M is connected and simple and that T satisfies the specified con-
ditions. Let {e, f} be a subset of E(M) that is not contained in a U3,4-minor. Assume
first that e and f belong to the same vertex M1 of T . As M is simple, M1 is not a cocir-
cuit. Now M has a specially relabeled M1-minor using {e, f}. Thus, by Corollary 2.4.5,
M1 ∼= U2,n for some n ≥ 3. Let p be an edge of T that meets M1. Consider the 2-sum
N1 ⊕2 N2 induced by p where {e, f} ⊆ E(N1). Certainly N1 has a circuit containing
{e, f, p}, and N2 has a circuit of size at least three containing p. Thus M has a U3,4-minor
containing {e, f}, a contradiction.
We may now know that e and f belong to distinct vertices M1 and M2 of T . Each
edge p of the path P in T joining M1 and M2 induces a 2-sum decomposition of M into
two matroids, N1p and N2p. Moreover, an element xi of E(Nip) is in a circuit of Nip of size
at least three containing p unless xi is parallel to p in Nip. Thus e or f is parallel to p in
N1p or N2p, respectively. Let the edges of P , in order, be p1, p2, . . . , pk where p1 meets M1.
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We may assume that e is parallel to p1 in N1p1 . Then the vertex M1 of T containing e is a
cocircuit.
Suppose k ≥ 3. As no two adjacent vertices of T are cocircuits, neither e nor f
is parallel to p2 in N1p2 or N2p2 . Hence M has a U3,4-minor using {e, f}. This contradic-
tion implies that k ∈ {1, 2}. Suppose k = 2. Then f is parallel to p2 in N2p2 . Thus M2
is a cocircuit. Since M has no U3,4-minor using {e, f}, the vertex M3 of T that is adjacent
to both M1 and M2 is isomorphic to some U2,n. By assumption, M3 must have another
neighbor in T to which it is joined by the edge q, say. Then, for the 2-sum decomposition
Q1 ⊕2 Q2 of M induced by q, there is a circuit of Q1 containing {e, f, q} and a circuit of
Q2 of size at least three containing q. Thus M has a U3,4-minor using {e, f}. This contra-
diction implies that k = 1. Then M = N1p1 ⊕2 N2p1 . Thus the specially relabeled minor
N2p1(e) uses {e, f}. Now the canonical tree decomposition T ′ of N2p1(e) can be obtained
from the component of T\p1 using N2p1 by replacing M2 by M2(e). As e and f are con-
tained in the same vertex of T ′, we deduce from the second paragraph that N2p1(e), and
hence M , has a U3,4-minor using {e, f}, a contradiction.
2.5. Disconnected matroids
We now turn our attention to N -connectivity where N is disconnected. The follow-
ing is essentially immediate.
Proposition 2.5.1. Let n be an integer exceeding one. A matroid M is Un,n-connected if
and only if M is simple with rank at least n.
Recall that elements x and y of a matroid M are clones if the bijection on E(M)
that interchanges x and y but fixes every other element yields the same matroid. Next we
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prove Theorem 2.1.4, showing that a matroid is U0,1 ⊕ U1,1-connected if and only if no
element has a clone. The proof will use the well-known fact (see, for example, [2]) that
two elements in a matroid are clones if and only if they are in precisely the same cyclic
flats.
Proof of Theorem 2.1.4. Suppose every clonal class of M is trivial and let x and y be dis-
tinct elements of M . Then M has a cyclic flat F that contains exactly one of x and y, say
x. In M/(F − x), the element x is a loop but y is not. Thus M has a U0,1 ⊕ U1,1-minor
using {x, y}, so M is U0,1 ⊕ U1,1-connected.
Conversely, assume M is U0,1⊕U1,1-connected, but M has elements x and y that are
in the same cyclic flats. Suppose that M/C\D ∼= U0,1⊕U1,1 and E(M/C\D) = {x, y}. Let
x be the loop of M/C\D. Then x ∈ clM(C). Thus y ∈ clM(C), so y is a loop in M/C\D,
a contradiction.
Recall, for the next result, that an element is free in a matroid if it is not a coloop
and every circuit that contains it is spanning.
Theorem 2.5.2. A matroid M is U1,2 ⊕ U1,1-connected if and only if M is loopless, has at
most one coloop, and has at most one free element.
Proof. Clearly if M is U1,2 ⊕ U1,1-connected, then it obeys the specified conditions. Con-
versely, suppose M is loopless, has at most one coloop, and has at most one free element.
Let e and f be elements of M . Suppose first that M is disconnected. If e and f are in the
same component, then they are in a U1,2-minor of that component, so M has a U1,2 ⊕ U1.1-
minor using {e, f}. If e and f are in different components, then one of these components
is not a coloop. That component has a U1,2-minor using e or f . It follows that M has a
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U1,2 ⊕ U1,1-minor using {e, f}.
Now suppose M is connected. Suppose that e is free in M . Then f is in some non-
spanning circuit, Cf . Choose g in Cf − f . Contracting Cf −{f, g} and deleting every other
element of M yields a U1,2 ⊕ U1,1-minor of M using {e, f}.
Suppose neither e nor f is free in M . If there is a non-spanning circuit C contain-
ing {e, f}, we can find a U1,2 ⊕ U1,1-minor by contracting every element of C except e and
f , and deleting every other element except for one. Now suppose every circuit contain-
ing {e, f} is spanning. Since e is not free, there is a non-spanning circuit C containing e.
Clearly f 6∈ cl(C) otherwise M |cl(C) is a connected matroid of rank less than r(M) so it
contains a circuit containing {e, f}, a contradiction. Therefore, after we contract all of C
except for e and one other element, we see that f will not be a loop. Thus we can find a
U1,2 ⊕ U1,1-minor using {e, f}.
Corollary 2.5.3. A matroid M is U1,2 ⊕ U0,1-connected if and only if M is coloopless and
has at most one element that is in every dependent flat.
2.6. N-connectivity as compared to connectivity
Before proving Theorem 2.1.1, we state and prove its converse.
Proposition 2.6.1. If N ∈ {U1,2, U0,2, U2,2}, then, for every N-connected matroid M with
|E(M)| ≥ 3 and for every e in E(M), at least one of M\e or M/e is N-connected.
Proof. The result is immediate if N ∼= U1,2. By duality, it suffices to deal with the case
when N ∼= U2,2. Suppose M is U2,2-connected, and |E(M)| ≥ 3. By Proposition 2.5.1, M
is simple with rank at least two. Therefore if M is U2,2-connected and r(M) > 2, we can
delete any element e of M and still have an N -connected matroid. Observe that if r(M) =
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2, then M must be connected since it is simple. Therefore M has no coloops, so r(M\e) =
2 for all e of E(M). Thus M\e is U2,2-connected.
Proof of Theorem 2.1.1. First we consider the case when N is connected. Then N is U1,2-
connected. Thus, by Lemma 2.4.2, every N -connected matroid is U1,2-connected and so is
connected. Suppose M is an N -connected matroid with |E(M)| > |E(N)|.
Assume N is simple. Then, by Proposition 2.3.1 and Lemma 2.4.2, N , and hence
M , is U2,3-connected. Let M1 and M2 be isomorphic copies of M with disjoint ground
sets. Pick arbitrary elements g1 and g2 in M1 and M2, and let M3 be the parallel connec-
tion of M1 and M2 with respect to the basepoints g1 and g2, which we relabel as g in M3.
Then one easily sees that M3 is N -connected. Let e, f ∈ E(M1) − g. By assumption,
we can remove all the elements of E(M1) − {e, f, g} from M3 via deletion or contraction
to obtain a matroid M4 that is still N -connected. Since M4 is U2,3-connected, it follows
that {e, f, g} is a triangle in M4. Moreover, {e, f} is a series pair in M4. However, nei-
ther M4\e nor M4/e is U2,3-connected since M4\e is disconnected, and M4/e has f and
g in parallel. We deduce that N is not simple. Dually, N is not cosimple. The only uni-
form matroid that is neither simple nor cosimple is U1,2, so either N ∼= U1,2, or N is non-
uniform.
Next we show that N cannot be non-uniform. Suppose, instead, that N is non-
uniform. Then, as N is connected, by Theorem 2.4.1, N is M(W2)-connected.
Recall that M is N -connected with |E(M)| > |E(N)|. Let n = |E(N)| + 1 and dis-
tinguish elements e, f of E(M). Let each of M1,M2, . . . ,Mn be a copy of M and let ei and
fi be the elements of Mi corresponding to e and f . Let M
′ be the parallel connection of
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M1,M2, . . . ,Mn with respect to the basepoints e1, e2, . . . , en where these elements are rela-
beled as e in M ′. By assumption, for each Mi, we can remove E(Mi) − {e, fi} from M ′ in
such a way that the resulting matroid M ′′ is N -connected. Since M ′′ is connected, it must
be isomorphic to U1,n+1, which is clearly not M(W2)-connected, a contradiction. We con-
clude that N cannot be non-uniform, and hence the theorem holds when N is connected.
Next we consider the case when N is disconnected, first showing the following.
2.6.1.1. If each element of N is a loop or a coloop, then N ∼= U0,2 or U2,2.
Suppose n ≥ 3 and let N ∼= Un,n. Let M = U2,3⊕Un−2,n−2. Then M is N -connected,
but if e is a coloop of M , then neither M\e nor M/e has a Un,n-minor. Therefore N 6∼=
Un,n; dually, N 6∼= U0,n.
If N = U0,1⊕U1,1, then let M = M(K4). By Theorem 2.1.4, M is N -connected, but,
for every e of E(M), both M\e and M/e have nontrivial clonal classes and are therefore
not N -connected. Now assume N ∼= U0,n ⊕ Um,m for some n ≥ 2 and m ≥ 1. Then
U0,n+1 ⊕ Um,m is an N -connected matroid, say M . But if e is a coloop, then neither M\e
nor M/e has an N -minor. On combining this contradiction with duality, we conclude that
2.6.1.1 holds.
Now assume that N has k + s components N1, N2, . . . , Nk+s where those with at
least two elements are N1, N2, . . . , Nk. Then k ≥ 1. For each i in {1, 2, . . . , k}, choose an
element ei of Ni and relabel it as p. Let M
′ be the parallel connection of N1, N2, . . . , Nk
with respect to the basepoint p where we take M ′ = N1 if k = 1. Let N
′ be a copy of N
whose ground set is disjoint from E(N), and let n′i be the component of N
′ corresponding
to Ni. Let M1 = N
′ ⊕M ′. We show next that
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2.6.1.2. M1 is N-connected.
Suppose {e, f} ⊆ E(M1). Certainly M1 has an N -minor using {e, f} if {e, f} ⊆
E(N ′). Next suppose that e ∈ E(M ′). Then, since M ′ is a connected parallel connection,
we see that, for each i in {1, 2, . . . , k + s}, there is an Ni-minor of M ′ using e. Thus, if f ∈
E(N ′), say f ∈ E(N ′j), then we can choose i 6= j and get an N -minor of M1 using {e, f}
unless k = 1 = j. In the exceptional case, M ′ has an N2-minor with ground set {e} and
again we get an N -minor of M1 using {e, f}. We may now assume that f ∈ E(M ′), say
f ∈ E(Nj). Then M ′ has an Nj-minor using {e, f}, so M1 has an N -minor using {e, f}.
Thus 2.6.1.2 holds.
Since M1 is N -connected, by assumption, we may delete or contract elements of M1
until we obtain an N -connected matroid M2 with |E(M2)| = |E(N)| + 1. In particular,
we may remove elements from M ′ in M1 until a single element g remains. Now choose e
in E(N ′1). Then M2\e or M2/e is isomorphic to N . But both M2\e and M2/e have more
one-element components than N ′, a contradiction.
Recall that we say that a matroid N has the transitivity property if, for every ma-
troid M and every triple {e, f, g} ⊆ E(M), if e is in an N -minor with f , and f is in an
N -minor with g, then e is in an N -minor with g. Clearly N has the transitivity property if
and only if N∗ has the transitivity property.
Lemma 2.6.2. Suppose N is a matroid having the transitivity property. Let N ′ be ob-
tained from N by adding an element f in parallel to a non-loop element e of N . Then
there is an element g of E(N ′) such that N ′\g is isomorphic to N and has {e, f} as a 2-
circuit. Moreover, g is in a 2-circuit in N .
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Proof. The transitivity property implies that {e, f} is in an N -minor of N ′. Since
r∗(N ′) > r∗(N), there must be an element g of E(N ′) − {e, f} such that N ′\g ∼= N .
Since we have introduced a new 2-circuit in constructing N ′, when we delete g, we must
destroy a 2-circuit.
By the last lemma and duality, we obtain the following result.
Corollary 2.6.3. If N is a matroid having the transitivity property, then N has a compo-
nent having more than one element.
The following elementary observation and its dual will be used repeatedly in the
proof of Theorem 2.1.2.
Lemma 2.6.4. Suppose N is a matroid having the transitivity property. Let N0 be a com-
ponent of N having the largest number of elements. Suppose f is added in parallel to an
element e of N0. Let N
′
0 and N
′ be the resulting extensions of N0 and N , respectively.
Suppose g ∈ E(N ′) such that N ′\g ∼= N . Then g ∈ E(N ′0).
Recall that a set S of elements of a matroid M is a fan if |S| ≥ 3 and there is an
ordering (s1, s2, . . . , sn) of the elements of S such that, for all i in {1, 2, . . . , n− 2},
(i) {si, si+1, si+2} is a triangle or a triad; and
(ii) when {si, si+1, si+2} is a triangle, {si+1, si+2, si+3} is a triad; and when {si, si+1, si+2}
is a triad, {si+1, si+2, si+3} is a triangle.
Note that the above extends the definition given in [14] by eliminating the require-
ment that M be simple and cosimple. We shall follow the familiar practice here of blur-
ring the distinction between a fan and a fan ordering.
Lemma 2.6.5. Let (s1, s2, . . . , sn) be a fan X in a matroid M such that each of {s1, s2}
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and {sn−1, sn} is a circuit or a cocircuit. Then X is a component of M .
Proof. By switching to the dual if necessary, we may assume that {s1, s2, s3} is a triangle
of M . Thus {s1, s2} is a cocircuit. Observe that {si : i is odd} spans X. This is immediate
if n is odd, while it follows if n is even from the fact that {sn−1, sn} is a circuit in that
case. By duality, {si : i is even} spans X in M∗. Hence r(X) + r∗(X) ≤ |X|; that is,
λ(X) ≤ 0, so X is a component of M .
We define a special fan to be a fan (s1, s2, . . . sk) such that {s1, s2} is a cocircuit
of M . We will now show that U1,2 and M(W2) are the only connected matroids with the
transitivity property.
Proof of Theorem 2.1.2. It is clear that U1,2 has the transitivity property. By Theo-
rem 2.4.1, two elements of M are in an M(W2)-minor together if and only if they are in a
connected, non-uniform component together. It follows that M(W2) has the transitivity
property.
Suppose that N has the transitivity property. Assume that N is not isomorphic to
U1,2 or M(W2). Next we show the following.
2.6.5.1. Let N0 be a largest component of N . Then N0 is isomorphic to U1,2 or M(W2).
Assume that this assertion fails. Then, by Corollary 2.6.3, N0 has at least two, and
hence at least three, elements. Take an element e of N0 and add an element f in series
with it. Let the resulting coextensions of N0 and N be N
′
0 and N
′, respectively. Then, by
the transitivity property, N ′/a ∼= N for some element a of E(N ′) − {e, f}. Furthermore,
by the dual of Lemma 2.6.4, a ∈ E(N0). We deduce that N0 has a 2-cocircuit, say {a, b}.
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In N0, add an element c in parallel to a to get N1. Then, by transitivity and Lemma 2.6.4,
there is an element s1 of E(N1) − {a, c} such that N1\s1 ∼= N0. Since N1\b has {a, c} as
a component, the component sizes of N1\b and N0 do not match, so s1 6= b. Thus s1 ∈
E(N) − {a, b, c}, so N1\s1 has {c, a, b} as a cocircuit. Next add an element d to N1\s1,
putting it in series with c. Let the resulting matroid be N2. By the dual of Lemma 2.6.4,
there is an element s2 of E(N2) − {c, d} such that N2/d ∼= N0. Moreover, s2 must be in
a 2-cocircuit of N2, and s2 is in a triangle in N2 as N2/s2 must have a 2-circuit that is not
present in N2 since adding d destroyed the 2-circuit {a, c}. Now s2 6= a since N2/a has
{c, d} as a component.
Suppose s2 = b. Then b is in a 2-cocircuit {b, e} in N2. Moreover, N2 has a triangle
T containing b. By orthogonality, T = {b, e, a}. Then (d, c, a, e) is a fan X in N2/b having
{c, d} as a cocircuit and {a, e} as a circuit. By Lemma 2.6.5, X = E(N2/b), so N0 ∼=
N2/b ∼= M(W2), a contradiction.
We now know that s2 6= b, so s2 6∈ {a, b, c, d}. Thus N0 has (d, c, a, b) as a special
fan. Among all the special fans of N0 and N
∗
0 , take one, (a1, a2, . . . , ak), with the maxi-
mum number of elements. Then k ≥ 4. First assume {ak−2, ak−1, ak} is a triad. Suppose
{ak−1, ak} is a 2-circuit of N0. Then, by Lemma 2.6.5, the special fan is the whole compo-
nent N0. As N0 6∼= M(W2), we see that k ≥ 6. Add an element f in parallel to a3 to form
a new matroid N ′0. Then {a1, a3} is in an N0-minor of N ′0, and so is {a1, f}. By the tran-
sitivity property, N ′0 has {a3, f} in an N0-minor. Since N ′0 has {a3, f} and {ak−1, ak} as its
only 2-circuits, while N0 has a single 2-circuit, we deduce that N
′
0\ak ∼= N0. But every el-





It remains to deal with the cases when, in N0, either {ak−2, ak−1, ak} is a triad and
{ak−1, ak} is not a circuit, or {ak−2, ak−1, ak} is a triangle. In these cases, add a0 in par-
allel with a1 to produce N3. To obtain an N0-minor of N3 using {a0, a1}, we must delete
an element z of N3 that belongs to a 2-circuit. Now z is not in {a2, a3, . . . , ak} as none of
these elements is in a 2-circuit, so N3\z is isomorphic to N0 and has (a0, a1, . . . , ak) as a
special fan. This contradicts our assumption that a special fan in N0 or N
∗
0 has at most k
elements. We conclude that 2.6.5.1 holds.
2.6.5.2. N has no single-element component.
To see this, let N0 be a largest component of N . By 2.6.5.1, N0 is isomorphic to
U1,2 or M(W2). Assume that N has a single-element component N1 with E(N1) = {a}.
By replacing N by its dual if necessary, we may assume that a is a coloop of N . Let c be
an element that is in a 2-cocircuit of N0. Now let N
′ be obtained from N by adding an
element b so that N ′ has {a, b, c} as a triangle and {a, b} as a cocircuit. Then, by the tran-
sitivity property, N ′\g ∼= N for some element g not in {a, b}. By the choice of N0, we
deduce that g must be in the same component N ′0 of N
′ as {a, b, c}. Moreover, g must be
in a 2-cocircuit of N ′0. But N
′
0 contains no such element. Hence 2.6.5.2 holds.
2.6.5.3. N has a single component of maximum size.
Assume that this fails, letting N0 and N1 be components of N of maximum size.
Let {ai, bi} be a 2-circuit of Ni. Let N ′i be obtained from Ni by adding ci in series with
bi. Now take a copy of U2,3 with ground set {c0, z, c1} and adjoin N ′0 and N ′1 via parallel
connection across c0 and c1, respectively. Truncate the resulting matroid to get N01. Then
r(N01) = r(N0) + r(N1) + 1. Let N
′ be obtained from N by replacing N0⊕N1 by N01. Now
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N01/c0 and N01/c1 have (N0 ⊕ N1)-minors using {z, c1} and {z, c0}, respectively. Hence
N ′/c0 and N
′/c1 have N -minors using {z, c1} and {z, c0}. Thus, by transitivity, N ′ has an
N -minor Ñ using {c0, c1}. As r(N ′) = r(N) + 1, there are elements e, f , and g of E(N ′)−
{c0, c1} such that Ñ = N ′/e\f, g. Now N ′/e must have two disjoint 2-circuits that are not
in N ′. Thus e ∈ E(N01). As e 6∈ {c0, c1}, it follows that N0 ∼= M(W2) ∼= N1 and, by
symmetry, we may assume that e = a0. But N01/a0 does not have an (M(W2) ⊕M(W2))-
minor. Thus 2.6.5.3 holds.
By 2.6.5.1 and 2.6.5.3, N has a single largest component N0 and it is isomorphic
to M(W2). As N is disconnected, we may assume by duality that N has a component N1
that is isomorphic to U1,k for some k in {2, 3}. Now take a copy of U2,3 with ground set
{c0, z, c1} and adjoin copies of U2,k+1 via parallel connection across c0 and c1, letting the
resulting matroid be N01. Replacing N0 ⊕ N1 by N01 in N to give N ′, we see that r(N ′) =
r(N)+1. Moreover, N ′/c0 and N
′/c1 have N -minors using {c1, z} and {c0, z}, respectively.
But c0 and c1 are the only elements e of N
′ such that N ′/e has two disjoint 2-circuits that
are not in N ′. Thus N ′ has no N -minor using {c0, c1}. This contradiction completes the
proof of the theorem.
We conclude this section by proving Corollary 2.1.3, which demonstrates how two
of the basic properties of matroid connectivity are enough to characterize it.
Proof of Corollary 2.1.3. Assume that N 6∼= U1,2. Then, by Theorem 2.1.1 and duality,
we may assume that N ∼= U2,2. But U2,2 does not have the transitivity property as the
matroid U1,2 ⊕ U1,1 shows.
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2.7. Three-element sets
The notion of N -connectivity defined here relies on sets of two elements. Sets of
size three have already been an object of some study. Seymour asked whether every 3-
element set in a 4-connected non-binary matroid belongs to a U2,4-minor but Kahn [10]
and Coullard [4] answered this question negatively. Seymour [22] characterized the inter-
nally 4-connected binary matroids that are U2,3-connected, but the problem of completely
characterizing when every triple of elements in an internally 4-connected matroid is in a
U2,3-minor remains open [14, Problem 15.9.7].
For a 3-connected binary matroid M having rank and corank at least three, Theo-
rem 2.4.3 shows that every triple of elements of M is in an M(K4)-minor. The next result
extends this theorem to connected binary matroids.
Proposition 2.7.1. Let M be a connected binary matroid. For every triple {x, y, z} ⊆
E(M), there is an M(K4)-minor using {x, y, z} if and only if every matroid that labels a
vertex in the canonical tree decomposition of M has rank and corank at least 3.
Proof. Suppose every matroid that labels a vertex in the canonical tree decomposition T
of M has rank and corank at least 3. Consider a triple {x, y, z} of elements of E(M) and
let M1, M2 and M3 be the respective matroids of T that use them. If M1 = M2 = M3,
then {x, y, z} is in an M(K4)-minor by restricting Theorem 2.4.3 to the binary case. If
two of {x, y, z} are in the same vertex of T , say M1 = M2, and M1 has degree d in T ,
then, by repeated application of Lemma 2.2.4, M has a specially relabeled M1-minor
M1(z, y2, y3, . . . , yd), and again by Theorem 2.4.3, we can find an M(K4)-minor using
{x, y, z}.
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Now suppose that M1,M2,M3 are distinct vertices of T . Suppose without loss of
generality that M2 is on the path P between M1 and M3 in T . Let p1 be the basepoint
of M2 closest to M1 on P , and let p3 be the basepoint of M2 closest to M3 on P . By
Lemma 2.2.4, x and z can replace distinct basepoints of M2 in a specially relabeled M2-
minor M2(x, z, y3, y4, . . . , yd) of M . Thus {x, y, z} is in an M2-minor of M . By restricting
Theorem 2.4.3 to the binary case, we see that M has an M(K4)-minor using {x, y, z}.
Conversely, suppose M has a matroid M ′ that labels a vertex in its canonical tree
decomposition T and has rank or corank less than 3. In the case when E(M ′) contains
two elements x, y of E(M), observe, by Lemma 2.2.5, that if {x, y} is in an M(K4)-minor
N of M , then N is a minor of M ′. However, M ′ has no M(K4)-minor.
Suppose E(M ′) does not contain two elements of E(M). Then M ′ has degree at
least two in T . Choose a triple {x, y, z} of elements in E(M) in distinct matroids M1,
M2, and M3 such that either M2 = M
′ and M2 is on the path between M1 and M3 in
T , or M2 6= M ′ and the subgraph induced by the union of all the paths between M1, M2,
and M3 in T forms a subdivision of a star K1,3 with M
′ in the center. In either case, con-
sider an edge p of T incident with M ′. In the 2-separation displayed by p, there will be
at most one of {x, y, z} that is not on the same side as M ′. Therefore, by Lemma 2.2.5,
any M(K4)-minor of M using {x, y, z} must be a minor of a specially relabeled M ′-minor.




Tutte [23] proved that, whenever e is an element of a connected matroid M , at
least one of M\e and M/e is connected. Brylawski [3] and Seymour [19] independently
extended this theorem by showing that if N is a connected minor of M and e is in E(M)−
E(N), then M\e or M/e is connected having N as a minor. Here we prove a similar result
for 2-polymatroids. The following is the main result of this chapter.
Theorem 3.1.1. Let M be a connected 2-polymatroid and let N be a connected minor of
M . When N 6= M , there is an element e of E(M) − E(N) such that M\e or M/e is
connected having N as a minor.
Unlike in the matroid case, it is not true that, for every element e of E(M)−E(N),
at least one of M\e and M/e is connected having N as a minor. For example, let E(M) =
{x, y, z} where x, y, and z are lines, r({x, y}) = r({y, z}) = 3, and r({x, z}) = 4. Let
N be the 2-polymatroid consisting of a single line z. Then both M\y and M/y are dis-
connected, as the former consists of two lines in rank 4, and the latter is isomorphic to the
matroid U2,2.
Theorem 3.1.1 will be proved in Section 3.3. The next section includes a number of
preliminaries needed for this proof. In Section 3.4, we consider what can be said about the
uniqueness of the element e in Theorem 3.1.1.
This chapter is adapted from Z. Gershkoff and J. Oxley, A note on the connectivity of 2-polymatroid
minors, Electron. J. Combin. 26 (2019), Paper 4.21, 11pp. It is reprinted with permission from The Elec-
tronic Journal of Combinatorics.
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3.2. Preliminaries
Much of the notation from matroid theory carries over to polymatroids. For in-
stance, when M is the polymatroid (E, r) and T ⊆ E, the deletion M\(E − T ) is also
denoted by M |T . Moreover, we frequently write r(M) for r(E). A subset S of E spans a
subset T if r(S ∪ T ) = r(S). A component of M is a maximal non-empty subset X of E
such that M |X is connected. As for matroids, the connectivity function λM or λ of M is
defined for all subsets X of E(M) by λM(X) = r(X) + r(E − X) − r(E). For a positive
integer j and a subset Z of E(M), we call Z and (Z,E(M)−Z) j-separating if λM(Z) < j.
The local connectivity u(X, Y ) between subsets X and Y of E is given by
u(X, Y ) = r(X) + r(Y ) − r(X ∪ Y ). Thus u(X,E − X) = λ(X). The following
useful results for local connectivity and connectivity are proved for matroids in [14,
Lemma 8.2.3]; the proofs there extend to polymatroids.
Lemma 3.2.1. Let (E, r) be a polymatroid and let X1, X2, Y1, and Y2 be subsets of E with
Y1 ⊆ X1 and Y2 ⊆ X2. Then
u(Y1, Y2) ≤ u(X1, X2).
Lemma 3.2.2. Let (E, r) be a polymatroid M and let X,C, and D be disjoint subsets of
E. Then
λM\D/C(X) ≤ λM(X).
Moreover, equality holds if and only if
r(X ∪ C) = r(X) + r(C)
and
r(E −X) + r(E −D) = r(E) + r(E − (X ∪D)).
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Next we note a useful consequence of Lemma 3.2.1.
Corollary 3.2.3. Let X and Y be sets in a polymatroid M such that X ∩ Y 6= ∅ and both
M |X and M |Y are connected. Then M |(X ∪ Y ) is connected.
Proof. Suppose that M |(X ∪ Y ) is disconnected letting Z be a component of it. Let W =
(X ∪ Y ) − Z. By Lemma 3.2.1, u(Z ∩X,W ∩X) ≤ u(Z,W ) = 0. As M |X is connected,
Z ∩X or W ∩X is empty. By symmetry, Z ∩ Y or W ∩ Y is empty. As neither Z nor W
is empty, we may assume that both Z ∩X and W ∩ Y are empty. It follows that X ∩ Y is
empty; a contradiction.
The following generalization of a matroid result was noted in [16, Lemma 3.12(ii)].
Lemma 3.2.4. Let A,B, and C be subsets of the ground set of a polymatroid. Then
u(A ∪B,C) + u(A,B) = u(A ∪ C,B) + u(A,C).
We omit the proof of the next result, which follows easily from Lemma 3.2.2.
Lemma 3.2.5. If Z is a component of a minor of a polymatroid M , then Z is contained
in a component of M , and M\Z = M/Z.
As noted in [14, p.409], with every 2-polymatroid M , we can associate a matroid
as follows. Let L be the set of lines of M . For each ` in L, freely add two points to ` let-
ting M+ be the resulting 2-polymatroid. Then M ′, the natural matroid derived from M , is
M+\L. Oxley, Semple, and Whittle [16, Lemma 3.3] noted the following straightforward
result.
Lemma 3.2.6. Let M be a 2-polymatroid with |E(M)| ≥ 2 and let M ′ be the natural
matroid derived from M . Then M is connected if and only if M ′ is connected.
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The proof of our main theorem will use the operations of parallel connection and 2-
sum of polymatroids as introduced by Matúš [11] and Hall [9]. For a positive integer k, let
M1 and M2 be k-polymatroids (E1, r1) and (E2, r2). Suppose first that E1 ∩ E2 = ∅. The
direct sum M1 ⊕M2 of M1 and M2 is the k-polymatroid (E1 ∪ E2, r) where, for all subsets
A of E1∪E2, we have r(A) = r(A∩E1)+r(A∩E2). Clearly a 2-polymatroid is connected if
and only if it cannot be written as the direct sum of two non-empty 2-polymatroids. Now
suppose that E1 ∩E2 = {p} and r1({p}) = r2({p}). Let P (M1,M2) be (E1 ∪E2, r) where r
is defined for all subsets A of E1 ∪ E2 by
r(A) = min{r1(A ∩ E1) + r2(A ∩ E2), r1((A ∩ E1) ∪ p) + r2((A ∩ E2) ∪ p)− r1({p})}.
Hall [9] notes that it is routine to check that P (M1,M2) is a k-polymatroid. We call it the
parallel connection of M1 and M2 with respect to the basepoint p. When M1 and M2 are
both matroids, this definition coincides with the usual definition of the parallel connection
of matroids.
Now let M1 and M2 be 2-polymatroids having at least two elements. Suppose that
E(M1) ∩ E(M2) = {p}, that neither λM1({p}) nor λM2({p}) is 0, and that r1({p}) =
r2({p}) = 1. We define the 2-sum, M1 ⊕2 M2, of M1 and M2 to be P (M1,M2)\p. This
definition [16] extends Hall’s definition since the latter requires each of M1 and M2 to have
at least three elements. Weakening that requirement does not alter the validity of Hall’s
proof of the following result [9, Proposition 3.6].
Proposition 3.2.7. Let M be a 2-polymatroid (E, r) having a partition (X1, X2) of E
such that r(X1)+r(X2) = r(E)+1. Then there are 2-polymatroids M1 and M2 with ground
sets X1 ∪ p and X2 ∪ p, where p is a new element not in E, such that M = P (M1,M2)\p.
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In particular, for all A ⊆ X1 ∪ p,
r1(A) =

r(A), if p 6∈ A;
r((A− p) ∪X2)− r(X2) + 1, if p ∈ A.
The following was shown by Hall [9, Corollary 3.5].
Proposition 3.2.8. Let M1 and M2 be 2-polymatroids (E1, r1) and (E2, r2) where E1 ∩
E2 = {p}. Suppose r1({p}) = r2({p}) = 1 and each of M1 and M2 has at least two ele-
ments. Then the following are equivalent.
(i) M1 and M2 are both 2-connected;
(ii) M1 ⊕2 M2 is 2-connected; and
(iii) P (M1,M2) is 2-connected.
The next theorem, a special case of a result of Hall [9, Theorem 4.3], will play a
crucial role in the proof of our main theorem.
Theorem 3.2.9. Every connected 2-polymatroid M having at least two elements has dis-
tinct elements x and y such that each of {M\x,M/x} and {M\y,M/y} contains a con-
nected 2-polymatroid.
The following lemma holds for polymatroids in general and will be useful in Sec-
tion 3.4.
Lemma 3.2.10. Let M be a connected polymatroid and let M/e be disconnected. If Z is a
component of M/e, then u(Z, {e}) > 0.
Proof. Let Y = E(M)− (Z ∪ e). Then
rM/e(Z) + rM/e(Y ) = r(M/e) = r(M)− rM({e}). (3.1)
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Moreover, since M is connected,
rM(Z) + rM(Y ∪ e) > r(M). (3.2)
By the definition of local connectivity, rM(Y ) + rM({e})− u(Y, {e}) = r(Y ∪ e), so we can
rewrite (3.2) as
rM(Z) + rM(Y ) > r(M)− rM({e}) + u(Y, {e}). (3.3)
By subtracting (3.1) from (3.3), we obtain
(rM(Z)− rM/e(Z)) + (rM(Y )− rM/e(Y )) > u(Y, {e}). (3.4)
The differences on the left-hand side can be rewritten as local connectivities. Thus
u(Z, {e}) + u(Y, {e}) > u(Y, {e}), so u(Z, {e}) > 0.
3.3. A splitter theorem for connected 2-polymatroids
This section is devoted to proving the main result of this chapter.
Proof of Theorem 3.1.1. Assume that the theorem fails. Then it follows from Theo-
rem 3.2.9 that N is non-empty. Hence, as M is connected, it has no loops. Next we note
the following.
3.3.1.1. If x is an element of M such that both M\x and M/x have N as a minor, then x
is a line of M .
Clearly neither M\x nor M/x is connected. It follows, by a result of Oxley and
Whittle [17, Theorem 3.1], that rM({x}) 6= 1. Hence x is a line of M .
Take e in E(M) − E(N). Then, for some M0 in {M\e,M/e}, the 2-polymatroid
M0 has N as a minor. By assumption, M0 is not connected. Take an element f of a com-
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ponent of M0 that avoids E(N). Then both M\f and M/f have N as a minor. Thus, by
3.3.1.1, f is a line of M . Moreover,
3.3.1.2. r(M\f) = r(M).
To see this, suppose r(E − f) < r(E). Then, as M is connected, r(E − f) =
r(E) − 1. Let M ′ be the natural matroid derived from M and let f1 and f2 be the points
of M ′ corresponding to f . Then M ′\f1 has f2 as a coloop, so M ′/f1 is connected. Now
M/f is disconnected, so, by Lemma 3.2.6, M ′/f1, f2 is disconnected. Therefore, M
′/f1\f2
is connected. But M ′\f2 has f1 as a coloop, so M ′\f2/f1 = M ′\f2\f1. As this matroid is
connected, by Lemma 3.2.6, M\f is too; a contradiction.
3.3.1.3. Let K be a component of M/f . Then M |(K ∪ f) is connected.
Suppose M |(K ∪ f) is disconnected. Then K is the disjoint union of sets X and Y
such that r(X∪f)+r(Y ) = r(K∪f). As Y is 1-separating in M |(K∪f), it is 1-separating
in (M |(K ∪ f))/f , that is, in (M/f)|K. But K is a component of the last matroid, so
K = Y . Thus X = ∅, so r(K ∪ f) = r(K) + r({f}). It follows that K is 1-separating in M ;
a contradiction. Hence 3.3.1.3 holds.
Now let F be a component of M/f that avoids E(N). By 3.3.1.1, every element of
F is a line in M . Let G = E(M) − f − F . By 3.3.1.3, M |(F ∪ f) is connected. Next we
show the following.
3.3.1.4. There is a line g in F such that (M |(F ∪ f))\g or (M |(F ∪ f))/g is connected.
Moreover, u({f}, {g}) < 2.
By Theorem 3.2.9, F contains an element g such that (M |(F ∪ f))\g or (M |(F ∪
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f))/g is connected. As g is in F , we see that g is a line. Since the theorem fails, M\g is
not connected, so u({f}, {g}) < 2. Thus 3.3.1.4 holds.
3.3.1.5. M |(G ∪ f) is connected; (M |(F ∪ f))/g is connected; and u({f}, {g}) = 1.
To see this, first note that, by 3.3.1.3, M |(K ∪ f) is connected for each component
K of M/f . Then, by Corollary 3.2.3, M |(G ∪ f) is connected. The same argument shows
that (M |(F ∪ f))\g is disconnected for if it is connected, then so is M\g; a contradiction.
Thus, by 3.3.1.4, (M |(F ∪ f))/g is connected.
Now suppose that uM({f}, {g}) = 0. Then, as uM/f (G, {g}) = 0, one easily checks
that uM(G ∪ f, {g}) = 0. Hence M |(G ∪ f) = (M |(G ∪ f ∪ g))/g = (M/g)|(G ∪ f). Thus,
as (M |(F ∪ f))/g and M |(G∪ f) are connected and both contain f , Corollary 3.2.3 implies
that M/g is connected; a contradiction. Hence 3.3.1.5 holds.
Recall that f is a line of M such that M\f and M/f are disconnected. Moreover,
F is a component of M/f and E(N) ⊆ G = E(M)−f−F . Let A be a component of M\f
avoiding E(N) and let B = E(M)− f −A. The next two observations follow because M is
connected.
3.3.1.6. Neither A nor B spans f .
3.3.1.7. r(G ∪ f) < r(G) + 2 and r(F ∪ f) < r(F ) + 2.
Next we show the following.
3.3.1.8. At least one of A ∩G, A ∩ F , B ∩ F , and B ∩G is empty.
Suppose that all four intersections are non-empty. By 3.3.1.2, r(E − f) = r(E).
Thus r(A) + r(B) = r(E) and r(F ∪ f) + r(G∪ f) = r(E) + 2. Adding these two equations
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and applying submodularity to the left-hand side gives
r(A ∪ F ∪ f) + r(A ∩ F ) + r(B ∪G ∪ f) + r(B ∩G) ≤ 2r(E) + 2,
so
[r(A ∪ F ∪ f) + r(B ∩G)] + [r(B ∪G ∪ f) + r(A ∩ F )] ≤ 2r(E) + 2. (3.5)
As (A ∪ F ∪ f,B ∩ G) and (B ∪ G ∪ f, A ∩ F ) are partitions of E(M), we deduce,
since M is connected, that equality holds in (3.5). Hence the two specified partitions are
2-separating in M . By symmetry, so are (A ∪ G ∪ f,B ∩ F ) and (B ∪ F ∪ f, A ∩ G).
By Propositions 3.2.7 and 3.2.8, M can be written as the 2-sum with basepoint pAF of two
connected 2-polymatroids, one with ground set (A ∩ F ) ∪ pAF and the other, Q0, with
ground set (E(M) − (A ∩ F )) ∪ pAF . By arguing in terms of the natural matroid derived
from M , it is straightforward to check that, in Q0, each of A ∩ G,B ∩ F , and B ∩ G is 2-
separating. Hence we can decompose Q0 as a 2-sum of two connected 2-polymatroids one
with ground set (A ∩ G) ∪ pAG. Repeating this process twice more, we obtain a connected
2-polymatroid Q with ground set {f, pAF , pAG, pBF , pBG} where M is obtained from Q by
attaching, via 2-sums, connected 2-polymatroids with ground sets (A∩F )∪ pAF , (A∩G)∪
pAG, (B ∩ F ) ∪ pBF , and (B ∩G) ∪ pBG.
As M |A is connected, Proposition 3.2.8 implies that pAG and pAF are parallel in Q.
Since (M/f)|F is connected, pBF and pAF are parallel in Q/f . But pAG and pAF are also
parallel in Q/f unless they are loops. In the exceptional case, A ∩ F contains a compo-
nent of M/f ; a contradiction. We deduce that the component of M/f containing F also
contains A ∩G; a contradiction. Thus 3.3.1.8 holds.
By 3.3.1.8, A or B is contained in F or G, and F or G is contained in A or B. We
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know that B ∩G is non-empty because it contains E(N).
Suppose both F and G span f . Then A or B spans f ; a contradiction to 3.3.1.6.
By 3.3.1.7, there are two remaining cases to consider:
(i) r(F ∪ f) = r(F ) + 1; and
(ii) r(F ∪ f) = r(F ) and r(G ∪ f) = r(G) + 1.
By 3.3.1.5, (M |(F ∪ f))/g is connected and u({f}, {g}) = 1. Thus r({f, g}) = 3.
Assume (i) holds. Then uM/g(F − g, {f}) = r(F ) + r({f, g}) − r(F ∪ f) − r({g}) = 0.
Thus {f} is a component of (M |(F ∪ f))/g. As the last matroid is connected, we deduce
that F = {g}. Thus M\g = M |(G ∪ f) so, by 3.3.1.5, M\g is connected; a contradiction.
We now know that (ii) holds. As neither A nor B spans f , neither has F as a sub-
set. Thus both A ∩ F and B ∩ F are non-empty. As B ∩ G is non-empty, 3.3.1.8 implies
that A∩G is empty. Then G ⊆ B. But r(G∪f) = r(G)+1. Therefore r(B∪f) ≤ r(B)+1.
Since r(B ∪ f) 6= r(B), it follows that r(B ∪ f) = r(B) + 1.
We have r(A) + r(B) = r(M\f), and, by 3.3.1.2, r(M\f) = r(M). As r(B ∪ f) =
r(B)+1, we deduce that r(A)+r(B∪f) = r(M)+1, so M can be written as a 2-sum with
basepoint p of two connected 2-polymatroids with ground sets A∪ p and B ∪ f ∪ p. Let the
former be M1.
Suppose M1 has at least three elements. Then, by Theorem 3.2.9, M1 has an
element q such that q 6= p and M1\q or M1/q is connected. Observe that if M1/q is
connected, then u({q}, {p}) = 0 otherwise p is a loop in the contraction; a contradic-
tion. It follows, by [16, Lemma 4.3], that M\q or M/q is the 2-sum of two connected
2-polymatroids each with at least two elements. Thus, by Proposition 3.2.8, M\q or M/q
is connected. As q is in A and hence in F , both M\q and M/q have N has a minor and so
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we obtain a contradiction.
We may now assume that M1 consists of a single line a through p.
3.3.1.9. M/a is connected.
Assume M/a is disconnected. Then its ground set has a partition (V,W ) such that
rM/a(V ) + rM/a(W ) = r(M/a). Now we may assume that f is in V . Thus W ⊆ B since
A = {a}. As uM(A,B) = 0, it follows that rM/a(W ) = rM(W ). Hence rM(V ∪ a) +
rM(W ) = r(M); a contradiction. We conclude that 3.3.1.9 holds.
As a ∈ F , we know that M/a has N as a minor. Thus we have a contradiction that
completes the proof of the theorem.
The argument above relies heavily on the fact that we have a 2-polymatroid. How-
ever, we believe that the main theorem also holds for k-polymatroids for all k > 2.
Conjecture 3.3.2. Let M be a connected k-polymatroid and let N be a connected minor
of M . When N 6= M , there is an element e of E(M) − E(N) such that M\e or M/e is
connected having N as a minor.
3.4. Uniqueness
By Theorem 3.1.1, for every connected 2-polymatroid M and every connected
proper minor N of M , we can remove the elements of E(M)− E(N) one at a time so that
we stay connected and maintain N as a minor. In this section, we consider what can be
said about the uniqueness of this sequence of element removals
Now let M be a connected polymatroid and N be a connected proper minor of M .
An admissible ordering of E(M) − E(N) is an ordering (a1, a2, . . . , an) of the set E(M) −
E(N) such that, for each k in {1, 2, . . . , n}, there is a connected minor Mk of M with
41
ground set E(M) − {a1, a2, . . . , ak} such that Mk is a minor of Mk−1, where (M0,Mn) =
(M,N). We give an example below to show that an admissible ordering may be unique.
We shall show, however, that we always retain some flexibility with respect to the way in
which the elements are removed unless |E(M) − E(N)| = 1. Formally, a constrained ad-
missible ordering is an ordering ((α1, a1), (α2, a2), . . . , (αn, an)) such that E(M) − E(N) =
{a1, a2, . . . , an} where each αi is a deletion or contraction operation, and, for each k in
{1, 2, . . . , n}, there is a connected minor Mk of M with ground set E(M)− {a1, a2, . . . , ak}
where Mk is obtained from Mk−1 by removing ak by the operation designated by αk, and
(M0,Mn) = (M,N).
To construct a 2-polymatroid with a unique admissible ordering, let N be a
simple non-empty connected matroid. Take N ⊕ Un,n where the ground set of Un,n is
{b0, b1, . . . , bn−1}. Take bn ∈ E(N) and consider the 2-polymatroid M whose ground set
is E(N) ∪ {fi : 1 ≤ i ≤ n} where fi = {bi−1, bi} for all i, and the rank function of M is
induced by that of N ⊕ Un,n. Then M is connected, M\f1, f2, . . . , fk is connected for all k
in {1, 2, . . . , n}, and M\f1, f2, . . . , fn = N . Thus (f1, f2, . . . , fn) is an admissible ordering
of E(M) − E(N). It is not difficult to check that the admissible ordering is unique. Note,
however, that M\f1\f2 = M/f1\f2, so this example does not give us a unique constrained
admissible ordering. Indeed, as the next result shows, except in the trivial case, there can
never be such a unique ordering.
Theorem 3.4.1. Let M be a connected 2-polymatroid and N be a connected proper minor
of M . Then there is a unique constrained admissible ordering of E(M)− E(N) if and only
if |E(M)− E(N)| = 1.
The next two lemmas contain the core of the proof of this theorem.
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Lemma 3.4.2. Let each of † and ‡ denote a deletion or contraction operation. Suppose
both M †e and M †e‡f are connected, but M ‡f is not. Then {e} and Z are the components
of M ‡ f . Moreover,
M ‡ f\e = M ‡ f/e.
Proof. Let (X, Y ) be a 1-separating partition of E(M ‡ f) with Y minimal and non-empty
avoiding e. Then λM‡f (Y ) = 0. Thus, by Lemma 3.2.2, λM‡f†e(Y ) = 0. As M † e ‡ f is
connected, X − e = ∅. Thus {e} and Z are components of M ‡ f . Hence, by Lemma 3.2.5,
M ‡ f\e = M ‡ f/e.
Lemma 3.4.3. Let M be a connected polymatroid and N be a connected minor of M . Let
e and f be distinct elements of E(M) − {e, f} and let Z = E(M) − {e, f}. Suppose that
{α, β} = {\, /} = {γ, δ}. Assume that Mαe and Mαeγf are connected.
Then
(i) Mγf is connected and Mαeγf = Mγfαe; or
(ii) Mγf is disconnected, Mαeγf = Mβeγf , and
(a) Mβe is connected; or
(b) Mβe is disconnected, Mαeγf = Mδfβe, and Mδf is connected; or
(c) Mβe and Mδf are disconnected, and Mαeγf = Mαeδf .
Proof. We may assume that Mγf is disconnected otherwise (i) holds. As Mαeγf is con-
nected, Lemma 3.4.2 implies that {e} is a component of Mγf , and Mγf\e = Mγf/e.
Thus
Mαeγf = Mγfαe = Mγfβe = Mβeγf.
We may assume that Mβe is disconnected otherwise (ii)(a) holds. Then Mβe has {f} as a
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component and Mβe\f = Mβe/f . Thus
Mαeγf = Mβeγf = Mβeδf = Mδfβe.
We may now assume that Mδf is disconnected otherwise (ii)(b) holds. Then
Mδf\e = Mδf/e. Thus Mδfβe = Mδfαe. Hence Mαeγf = Mδfβe = Mδfαe = Mαeδf ,
and (ii)(c) holds.
We are now able to prove the main result of this section.
Proof of Theorem 3.4.1. We may assume that |E(M) − E(N)| ≥ 2. Let ((α, e), (γ, f),
(α3, a3) . . . , (αk, ak)) be a constrained admissible ordering of E(M) − E(N). We use
Lemma 3.4.3 to show that E(M) − E(N) has a constrained admissible ordering
((α1, a1), (α2, a2), (α3, a3), . . . , (αk, ak)) in which ((α, e), (γ, f)) 6= ((α1, a1), (α2, a2))
and {e, f} = {a1, a2}. If Mγf is connected, then we can take ((α1, a1), (α2, a2)) to be
((γ, f), (α, e)). Using the notation of Lemma 3.4.3, if Mγf is disconnected but Mβe is
connected, then we can take ((α1, a1), (α2, a2)) to be ((β, e), (γ, f)). Now suppose that
Mγf and Mβe are disconnected. If Mδf is connected, then we can take ((α1, a1), (α2, a2))
to be ((δ, f), (β, e)). Finally, if Mδf is disconnected, then we can take ((α1, a1), (α2, a2)) to
be ((α, e), (δ, f)).
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Chapter 4. Cubic Binary Matroids
4.1. Introduction
In this chapter, we introduce the notion of a cubic binary matroid. Recall from
Section 1.7 that the cocircuit space of a binary matroid M is the set of vectors generated
by the rows of a representation of M . A connected binary matroid is cubic if the cocir-
cuit space has a basis consisting of vectors with support of size three such that the sum of
these basis vectors also has a support of size three. Equivalently, a cubic binary matroid is
a connected matroid having a binary representation A where every row has exactly three
ones, and the row obtained from the GF(2)-sum of the other rows has exactly three ones.
As will be shown in Section 4.5, requiring cubic binary matroids to be connected,
we have that the members of the basis of the cocircuit space along with their symmetric
difference all correspond to triads. We will refer to this set as the set of distinguished tri-
ads.
The cycle matroid of a 2-connected cubic graph is always a cubic binary matroid,
because the vertex-edge incidence matrix of the graph certifies that we have the required
basis for the cocircuit space.
4.2. Preliminaries
A matrix 3-certificate of a rank-r matroid M is a matrix over GF(2) having r + 1
rows, where each row has precisely three ones, the first r rows give a representation of M ,
and the last row is the sum of the others. The existence of a matrix 3-certificate for M
shows that M is a cubic binary matroid, provided that M is connected.
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Theorem 4.2.1. Let M be a cubic binary matroid having rank r and size n. Then
2n ≤ 3(r + 1).
Proof. Let A be a matrix certificate of M . Then A has r + 1 rows and n columns. Since
A has three ones per row, the number of ones in A is 3(r + 1). Each column of A has a
positive even number of ones, since the columns sum to zero over GF(2), and M has no
loops. Thus the number of ones in A is at least 2n, and the result follows.
Corollary 4.2.2. Let G = (V,E) be a connected graph for which M(G) is a cubic binary
matroid. Then 2|E| ≤ 3|V |. Equivalently, the average degree of G is at most 3.
Proof. Recall that, for the cycle matroid of a graph, the edges correspond to the elements,
and the rank is the number of vertices minus the number of graph components. Since the
sum of all the degrees in the graph is 2|E|, the average degree, 2|E||V | , cannot exceed 3.
Lemma 4.2.3. Let A be a matrix 3-certificate of a cubic binary matroid M . Suppose A
has m ones. Then every matrix 3-certificate of M has m ones.
Proof. This is a simple consequence of the fact that every matrix 3-certificate has the
same number of rows, and every row has exactly three ones.
Theorem 4.2.4. [24, Theorem 2, Section 10.5] If a matrix 3-certificate of a cubic binary
matroid M has exactly two ones in every column, then M is graphic.
4.3. Cubic binary matroid connectivity
Since every cubic binary matroid has a cocircuit of size at most three, the upper
bound on the connectivity of a cubic binary matroid is 3. We therefore wish to character-
ize which cubic binary matroids have connectivity 3 and which have connectivity 2.
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Figure 4.1. A representation for P (M1,M2).
Lemma 4.3.1. If a cubic binary matroid M is not 3-connected, then M has a pair of ele-
ments in series.
Proof. Since M is connected but not 3-connected, it can be expressed as the 2-sum of two
connected matroids M1 and M2. Denoting the parallel connection of M1 and M2 along the
basepoint p as P (M1,M2), we have P (M1,M2)\p = M . Proposition 7.1.24 of [14] proves
that P (M1,M2) has a representation A as shown in Figure 4.1 where M1 is represented by
the first |E(M1)| columns of A, and M2 is represented by the last |E(M2)| columns of A.
Since the row space of a representation of a matroid is equal to its cocircuit space,
we can perform elementary row operations on the rows of A to obtain a representation B
of P (M1,M2) such that, when the column p is deleted, the result is a matrix 3-certificate
for M . The columns of B can be partitioned similarly to those of A. Because the sup-
port of the sum of the rows of B is either empty or {p}, but {p} is not a cocircuit of
P (M1,M2), we deduce that this support is the empty set. Thus p is in the support of a
nonzero even number of rows of B. For each i in {1, 2}, let Bi be the set of columns of B
corresponding to the elements of E(Mi)−p, and let Ci denote Bi along with the column of
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B representing p. Then C1 and C2 are representations of M1 and M2, respectively, because
they are derived from linear combinations of the rows of our previous representations of
M1 and M2.
Since a cocircuit of P (M1,M2) contains p if and only if it meets both E(M1) − p
and E(M2) − p, every non-zero row of C1 and C2 will have support of size 2 or 3. Note
that if the size of the support of a row is 2, then the two elements in the support are in
series in M1 or M2. We may assume that one of these elements is p; otherwise, the lemma
holds. Suppose one of C1 or C2 has two rows with support of size 2. Then the correspond-
ing matroid has two elements in series with p, so these elements are in series with each
other, and they are also a series pair in M . Moreover, if we assume that every row in C1
has support of size 3, then in C2, every row with p in its support has support of size 2,
and since there are at least two such rows, there is a series pair of M with elements from
E(M2)− p.
We now assume that both C1 and C2 have a row with support of size 2. Suppose
{e1, p} is the support of a row in C1, and {e2, p} is the support of a row in C2. Then
{ei, p} is a cocircuit of Mi, so {e1, e2, p} is a cocircuit of P (M1,M2). Thus {e1, e2} is a
cocircuit of P (M1,M2)\p, that is, of M .
We will use M(C ′4) to denote the cycle matroid of the graph obtained by tak-
ing two non-adjacent edges of C4 and adding an edge in parallel to each. The matroid
P (U2,3, U2,3) can also be viewed as the cycle matroid of K4\e. Observe that when M is
U1,3, the unique basis of the cocircuit space corresponds to the triad E(M). Moreover,
the symmetric difference of the members of the basis of the cocircuit space also corre-
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sponds to E(M). In this aces, the set of distinguished triads of M is actually the multiset
{E(M), E(M)}, but we will continue to refer to it as the set of distinguished triads of M .
Proposition 4.3.2. A cubic binary matroid that is not 3-connected will not have a unique
set of distinguished triads, unless it is U1,3, M(C
′
4), or P (U2,3, U2,3).
Proof. Let M be a cubic binary matroid that is not 3-connected. By Lemma 4.3.1, M has
series elements e1 and e2. If M has fewer than four elements, then it must be isomorphic
to U1,3. Otherwise, consider the matrix A
′ obtained by exchanging the supports of e1 and
e2. The matrix A
′ is also a matrix 3-certificate of M . If A′ = A, then we deduce that
if {ei, f1, f2} is a distinguished triad, then so is {ej, f1, f2}, for some f1, f2 in E(M), and
{i, j} = {1, 2}. Since every element must be in at least two distinguished triads, we have
four triads {e1, f1, f2}, {e2, f1, f2}, {e1, f3, f4}, {e2, f3, f4} represented in A for some f3, f4
in E(M). These four triads are a circuit in the matroid derived from the cocircuit space of
M , so in order for M to be connected, these four triads must comprise the whole matroid.
If {f1, f2} ∩ {f3, f4} = ∅, then M ∼= M(C ′4). If {f1, f2} ∩ {f3, f4} 6= ∅, we may assume that
f4 = f1. Then M ∼= P (U2,3, U2,3).
Conjecture 4.3.3. A cubic binary matroid M has a unique set of distinguished triads if
and only if M is 3-connected or M is isomorphic to U1,3, M(C
′
4), or P (U2,3, U2,3).
4.4. Graphic cubic binary matroids
It is of interest to characterize graphs that are not cubic but have cubic binary ma-
troids as their cycle matroids. Clearly any graph that is 2-isomorphic to a cubic graph will
have a cubic binary matroid as its cycle matroid. It is also possible to have a graph that is
not 2-isomorphic to a cubic graph whose cycle matroid is cubic binary, as we will demon-
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strate in this section.
Theorem 4.4.1. If M is 3-connected, graphic, and cubic binary, then every graph G such
that M is isomorphic to the cycle matroid of G is cubic.
Proof. If G has a vertex of degree 1 or 2, then M is not 3-connected unless G ∼= K3, as
M will have a coloop or a series pair. Therefore the minimum degree of G is 3. By Corol-
lary 4.2.2, the average degree of G is at most 3. Therefore every vertex must have degree
exactly 3.
It is possible for a cubic binary matroid that is not 3-connected to not be 2-
isomorphic to a graph with maximum degree 3. This can be achieved by starting with a
graph with sufficiently many vertex triads, where every edge is in at least one triad, and
taking subdivisions of the edges until every edge is in an even number of triads such that
we can form a set of distinguished triads. Figure 4.2 illustrates the process of subdividing
edges of W4 until the resulting graph has a cubic binary matroid as a cycle matroid. Each
dotted line passes through three edges representing a triad used to form a row in the
representation, and the bold lines are the elements with an odd number of dotted lines
through them. These bold lines correspond to the row representing the sum of all the
other rows. The final graph in (d) has eight distinguished triads and its cycle matroid has
rank 7.
The following open problem remains for the characterization of graphic cubic bi-
nary matroids.
Problem 4.4.2. Which graphs permit subdivisions after which the resulting graphs have








As a cubic graph may be connected and not 2-connected, it is natural to consider
disconnected matroids that otherwise meet the criteria for being cubic binary matroids.
A disconnected binary matroid is disconnected cubic if it has a representation where the
support of every row has size three, as does the symmetric difference of these supports.
Lemma 4.5.1. A disconnected cubic binary matroid must have a coloop.
Proof. Let M be a disconnected cubic binary matroid and let A be a matrix 3-certificate
for M . Every row of A has support of size three, and therefore, the row represents either a
triad, three coloops, or a coloop and a series pair. Suppose that M has no coloops. Since
every row of A represents a triad, the support of every row has elements from exactly one
component of M . We can therefore consider the collection S of rows of A whose supports
meet a particular component of M . Since the GF(2)-sum of the rows in S must be the
zero vector, S is a circuit of size less than r + 1 in the matroid that is represented by AT .
This contradicts the fact that this matroid is an (r + 1)-element circuit.
4.6. Element bifurcation and other constructions
Let M be a cubic binary matroid having a matrix 3-certificate A. Let e be an el-
ement of M where the support of the corresponding column of A has size greater than
2. We define a bifurcation of e to construct a new matroid M ′ with representation A′ as
follows: partition the support of the column e into two sets S1 and S2 with positive even
cardinality, and add columns e1 and e2 to A, where Si is the support of ei for i in {1, 2}.
Bifurcating an element e of M into elements e1 and e2 has the effect of placing e1
and e2 in the matroid such that {e, e1, e2} is a triangle before e is deleted to make M ′.
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Moreover, bifurcation does not change the rank of the matroid, as the rank of the result-
ing matrix A′ is equal to the rank of the original matrix A. Observe that the C is a circuit
of M ′ containing {e1, e2} if and only if (C − {e1, e2}) ∪ {e} is a circuit of M .
Lemma 4.6.1. If M ′ is a matroid obtained by bifurcating an element of a cubic binary
matroid M , then M ′ is also a cubic binary matroid. Moreover, if M is a disconnected cu-
bic binary matroid, then bifurcating an element will result in a disconnected cubic binary
matroid.
Proof. Let e be an element of M such that in the matrix 3-certificate A of M , there are
greater than two nonzero entries in the column corresponding to e. We bifurcate into el-
ements e1 and e2 to obtain a new matroid M
′ with matrix 3-certificate A′. Adding e1
and e2 to M does not raise the rank; nor does deleting e from the resulting matroid so
r(M ′) = r(M). As with A, each row of A′ has support of size three, and the sum of the
rows in A′ is the zero vector. Therefore M ′ is either a cubic binary matroid or a discon-
nected cubic binary matroid.
Assume that M ′ is disconnected. By Lemma 4.5.1, M ′ has a coloop f . Observe
that e1 and e2 are not coloops of M
′ otherwise {e, e1} is a cocircuit of the extension of M ′
by e, so e is a coloop of M , a contradiction. As M is connected, it has a circuit C contain-
ing f . As C is not a circuit of M ′, it must contain e. Then, in the extension of M ′ by e,
the set (C − e)∪ {e1, e2} is a disjoint union of circuits that contains f but not e. Thus f is
not a coloop, a contradiction.
Theorem 4.6.2. Iteratively applying the bifurcation operation to elements of a cubic bi-
nary matroid will result in a graphic cubic binary matroid.
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Proof. Let M be a cubic binary matroid with matrix 3-certificate A. We will proceed
by bifurcating elements corresponding to columns of A with supports of size exceeding
two. Since the support of every column must be even, we can apply the bifurcation oper-
ation described above to create a new matrix where every column has even support. By
Lemma 4.6.1, bifurcating an element will create a matroid that is either cubic or discon-
nected cubic.
We deduce that bifurcation of an element in a cubic binary matroid results in a
cubic binary matroid. By iterating the process, we obtain a matrix where every column
has exactly two nonzero entries, which is the vertex-edge incidence matrix of a graph by
Theorem 4.2.4.
Define the operation of adding a handle as follows: Take a collection {e1, e2, . . . , ej}
of elements of a binary matroid M and place a new element e′i in series with each ei. Fi-
nally, add a new element f to form a new binary matroid in which {ei, e′i, f} is a triad for
each i.
Theorem 4.6.3. Let M be a cubic binary matroid. If a handle is added to an even num-
ber of elements, then the resulting matroid is a cubic binary matroid.
Proof. Let A be a matrix 3-certificate of M , and let E(M) = {e1, e2, . . . , en}. For some
positive even integer j, we construct matrices Ai for each i in {1, 2, . . . , j} as follows: Be-
gin with A0 = A. To obtain Ai from Ai−1, we place an element e
′
i in series with ei by
adding a new column e′i with only zeros, and then adding a new row ri whose support
is only ei and e
′
i. Finally, add ri to one of the original rows of A having ei in its support.
This maintains the GF(2)-sum of the rows of Ai as the zero vector, while keeping the size
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r1 1 1 1
r2 1 1 1
...
. . . . . .
...
rj 1 1 1
Figure 4.3. The matrix A′.
of the supports of the original rows as three. Note that, in the matroid defined on the
rows of Ai−1, this operation places ri in series with an existing element corresponding to
a row of Ai−1. Therefore, by induction, the rows of each Ai form a Hamiltonian circuit in
the matroid on the cocircuit space of M [Ai].
We can append a column f to Aj to make a matrix A
′, where f is zero everywhere
except for the rows of Aj that have exactly two ones. These are precisely the rows of
Aj that are not in A, and there are j such rows. Since every row of A
′ has exactly three
nonzero entries, and the rows form a Hamiltonian circuit, A′ is a matrix 3-certificate of a
cubic binary matroid M ′.
Figure 4.3 shows the completed matrix A′. In this figure, the matrix C is a matrix
with j ones, and each entry Bik is Aik − Cik if Cik exists, and Aik otherwise.
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Appendix A. SageMath Code for Cubic Binary Matroids




returns a list of all triangles of a matroid
INPUT: M - A matroid




for I in Ind:
for e in M.groundset().difference(I):
X = I.union(set([e]))
if M.rank(X) == 2:
C.add(X)
return list(C)
from collections import defaultdict
def is_cubic_binary(M, certificate=True):
"""
checks whether or not a given matroid is a
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cubic binary matroid
INPUT: M - A matroid
certificate - whether or not the set of triads
is returned
OUTPUT: If certificate is False, a boolean.
Otherwise, a tuple (boolean, set) where the set






# this checks if it’s impossible to complete the set of
# triads into a basis
# by counting how many elements need to be covered by
# a triad
uncovered = size - len(edict)
odd = sum(1 for e in edict if edict[e] == 1)
remaining = r + 1 - tnum
return remaining * 3 < uncovered + odd
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def search(idx, edict, tset):
# if we have enough triads for a basis, check if valid
if len(tset) == r + 1:
if (len(edict) == size and
all([count == 0 for count in edict.values()])):
return True, tset
return False, set()
# if there are not enough triads left, return False
if len(T) - idx + len(tset) < r + 1:
return False, set()
# another check if possible
if is_impossible(edict, len(tset)):
return False, set()
# skip triad in list and continue search
check, cert = search(idx + 1, edict, tset)
if check:
return check, cert
# add triad and continue search
triad = T[idx]
for e in triad:
edict[e] = (edict[e] + 1) % 2
tset.add(triad)
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return search(idx + 1, edict, tset)
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