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CTCF         CCCTC-binding factor 
Cyp             cytochrome P450 
D 
DBP            Dibutyl Phthalate 
DEHP          Di (2-ethylhexyl) phthalate 
DES             Diethylstilbestrol 
DGCR8       DiGeorge syndrome critical region gene 8 
Dhcr            Dehydrocholesterol reductase 
DHEA         Dehydroepiandrosterone 
DHH            Desert hedgehog 
DHT            Dihydrotestosterone 
E 
E2                Estradiol 
E2F              Elongation 2 factor 
EB                Estradiol benzoate 
EE                Ethynil estradiol 
EGF             Epidermal growth factor 
EGME         Ethylene glycol monomethyl ether 
ER               Recepteur aux estrogenes 
ERE             Element de reponse aux estrogenes 
EXP5           Exportin 5 
F 
FGF             Fibroblast growth factor 
FLU             Flutamide 
FSH             Hormone folliculostimulante 
G 
GDNF         Glial cell line-derived neurotrophic factor 
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Gly              Glycine 
GnRH          Gonadoliberine 
GPR30         G Protein-coupled Receptor 30 
GW182        Glycine-tryptophan protein of 182 kDa 
H 
H3K27me3  Histone 3 Lysine 27 trimethylee 
H3K9me1    Histone 3 Lysine 9 monomethylee 
H3K9me2    Histone 3 Lysine 9 dimethylee 
HDAC         Histone deacetylase 
HDL            High density lipoprotein 
HMT           Histone methyltransferase 
Hox             Homeobox 
Hsd              Hydroxysteroid dehydrogenase 
I 
IAP              Intracisternal A particle 
IAPs            Inhibitors of apoptosis 
Ibtk              Inhibitor of Bruton agammaglobulinemia tyrosine kinase 
Igf2R           Insulin-like growth factor 2 receptor 
IGF              Insulin-like growth factor 
IL                Interleukin 
J 
jpc               Jours postcoitum 
jpn               Jours postnatals 
jpp               Jours postpartum 
K 
KL               Kit ligand 
KO              Knock out 
KSRP          KH-type splicing regulatory protein 
L 
LDH            Lactate dehydrogenase 
LDL            Low density lipoprotein 
LH              Hormone luteinisante 
LIF              Leukaemia inhibitory factor 
Lys              Lysine 
M 
Mcl-1          Myeloid cell leukemia sequence 1 
MEHP         Mono (2-ethylhexyl) phtalate 
miR             MicroARN 
N 
NCoR          Nuclear corepressor 
NFκB           Nuclear factor kappa B 
NLS             Signal de localisation nucelaire 
nt                  Nucelotides 
O 
ORF             Open reading frame 
 
P 
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P450             Cytochrome P450 
PBD              Poly bromo domain 
PCBs             Polychlorobiphenyls 
PCNA           Proliferating cell nuclear antigen 
PCR              Polymerase chain reaction 
PEs               Perturbateurs endocriniens 
PEEs             Perturbateurs endocriniens enviromentaux  
Pgk-2            Phosphoglycerate kinase 2 
Pol                Polymerase 
Pro                Proline 
R 
Rasgrf1        Ras protein-specific guanine nucleotide-releasing factor 1 
RISC            RNA-induced silencing complex 
Rnase           Ribonuclease 
S 
SCF              Stem cell factor 
SDF1            Stromal cell-derived factor-1 
SDT              Syndrome dysgenesie testiculaire 
SF1               Steroidogenic factor 1 
Shbg             Sex hormone-binding globulin 
SINE             Single interspersed nuclear element 
SMAC          Second Mitochondrial Activator of Caspases 
SOX9            SRY (sex determining region Y)-box 9 
SRD5A2       5 alpha reductase type 2 
SRY              Sex determining region Y 
StAR             Steroidogenic acute regulatory protein 
T 
Tcf3              Transcription factor 3 
TGF              Transforming growth factor 
TNF              Tumor necrosis factor 
TRBP            TAR RNA binding protein 
Trp                Tryptophane 
TUNEL         Terminal deoxynucleotidyl transferase nick end labelling 
W 
WT1             Wilms tumor 1 
X 
XIAP            X-linked inhibitor of apoptosis 
Z 
ZEA              Zearalenone 
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Résumé de la thèse 
Un certain nombre d’études épidémiologiques font état d’une augmentation de l’infertilité 
masculine durant ces cinquante dernières années, en particulier dans les pays industrialisés, 
mais aussi d’une augmentation des malformations de l’appareil reproducteur masculin telles 
que la cryptorchidie (absence de migration des testicules dans les bourses) ou l’hypospadias 
(malformation du pénis), et des cancers testiculaires. Des données expérimentales suggèrent 
que ces anomalies du tractus génital mâle sont liées. Ces symptômes forment le syndrome de 
dysgénésie testiculaire. Les causes d’apparition ce syndrome semblent être d’origine 
environnementale. En effet, les évolutions relativement rapides de ce syndrome suggèrent des 
facteurs dynamiques, en lien avec le mode de vie ou l’environnement. Une des hypothèses est 
que, l’exposition durant la vie fœtale ou néonatale à des composés présents dans 
l’environnement capables d’interférer avec le système hormonal (perturbateurs endocriniens 
environnementaux, PEEs), serait responsable de l’augmentation de l’incidence de ces 
pathologies. Au banc des principaux accusés, les molécules qui possèdent des activités de 
type estrogénique ou antiandrogénique. 
A ce jour, les mécanismes d’action à l’origine du syndrome de dysgénésie testiculaire sont 
encore mal connus. Certaines études suggèrent des mécanismes de type épigenétique dans les 
effets à long terme des PEEs.  
L’objectif de notre travail était d’identifier et caractériser les mécanismes d’action de type 
épigenétique impliqué dans l’infertilité mâle. Pour cela, nous avons utilisé un modèle 
expérimental (rats nouveau-nés) reposant sur une exposition développementale à un estrogène 
(estradiol benzoate). Ce modèle induit chez le rat adulte un phénotype d’hypospermatogenèse 
liée à une à apoptose chronique des cellules germinales testiculaires. Nous montrons que ce 
phénotype est lié à l’altération de deux voies, impliquant en amont des effecteurs 
épigénétiques. La première voie implique la famille des miR-29s. Ainsi, nous observons une 
augmentation de l’expression des miR-29a, b, c qui provoque une diminution de deux de ses 
cibles: la protéine antiapoptotique MCL-1 et les enzymes de méthylation de l’ADN DNMTs. 
La chute des DNMTs entraine une hypométhylation globale (estimée à travers le gène Line-1) 
et spécifique du facteur de choc thermique HSF1. Ceci provoque une réexpression de facteurs 
entrainant l’apoptose des cellules germinales adultes. La deuxième voie implique le miR-18a. 
L’augmentation de son expression provoque une chute de l’expression de sa cible, HSF2 qui 
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régule la protéine de choc thermique HSP70/HSPA2. Le faible taux d’HSPA2 est une autre 
explication de l’apoptose des cellules germinales dans notre modèle.  
Nous montrons aussi que ce phénotype est irréversible lorsque l’exposition à lieu chez le 
nouveau-né alors qu’il est réversible quand l’exposition à lieu à l’âge adulte. Ces données 
suggèrent que l’exposition néonatale à l’estradiol benzoate induit une programmation 
développementale de l’hypospermatogenèse. 
Enfin, les anomalies tissulaires d’expression des miRNAs se retrouvent au niveau sanguin, 
suggérant leur utilisation potentielle comme biomarqueurs. Nous avons validé cet aspect chez 
l’homme en montrant que l’expression des miR29s et du miR-18a était plus élevée chez les 
patients oligo- ou azoospermiques que les chez patients normospermiques. 
En conclusion, nos résultats indiquent que l’hypospermatogenèse due à une apoptose 
chronique des cellules germinales observée chez l’animal adulte après exposition néonatale à 
l’EB met en jeu une modification d’expression de plusieurs effecteurs épigénétiques clés: 
miR-29s, miR-18a et DNMTs. De plus, les miR-29s et miR-18a pourraient être de nouveaux 
biomarqueurs circulants non invasifs de la stérilité masculine dans le contexte d’une oligo ou 
azoospermie chez l'homme. 
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Avant-propos 
Une des avancées majeures dans les concepts de la médecine humaine, ces vingt dernières 
années, est l’hypothèse de l’origine fœtale (programmation fœtale) des pathologies chroniques 
de l’âge adulte, hypothèse qui remet en cause la vision traditionnelle de la pathogenèse de ces 
maladies. Ce concept original proposé par DJ Barker (1989) suggère que des évènements 
survenant pendant la vie périnatale, essentiellement d’ordre nutritionnel ou métabolique, sont 
mémorisés par l’organisme en développement. Si ces événements sont inappropriés à la 
situation de l’organisme en développement, il pourra en résulter l’apparition d’une pathologie 
à l’âge adulte. En effet, les études épidémiologiques ont établi un lieu entre le poids de 
naissance et les pathologies cardiovasculaires. De même, des liens ont été établis entre des 
événements périnataux et l’augmentation du risque d’hypertension, de dyslipémie et diabète 
de type II. Dans le contexte du tractus génital, un exemple bien connu de programmation 
fœtale est l’exposition à la molécule estrogéno-mimétique Distilbène® pendant la grossesse 
qui augmente le risque de cancer dans la descendance féminine et masculine.  
Pour les pathologies du tractus génital mâle, il a été observé ces 50 dernières années une 
détérioration de la qualité et de la production de sperme, une augmentation des malformations 
de l’appareil reproducteur (hypospadias, cryptorchidies) et du taux de cancers testiculaires. 
Ces pathologies seraient liées et constitueraient le syndrome de dysgénésie testiculaire (SDT). 
Il a été proposé que le SDT, dans le contexte du concept de Barker, soit lié à une 
programmation fœtale. Plus précisément, ce syndrome résulterait d’une exposition durant la 
vie fœtale/néonatale à des composés présents dans l’environnement qui affectent le système 
hormonal: les perturbateurs endocriniens environnementaux (PEEs). Ainsi, les PEEs de type 
estrogénique ou anti-androgénique induiraient des altérations développementales conduisant à 
la programmation à long terme des pathologies du tractus génital male (SDT). 
Les modèles expérimentaux animaux ont établi que l’exposition fœtale ou néonatale aux 
PEEs ayant une activité estrogénique ou anti-androgénique, conduisent aux symptômes du 
SDT (hypospermatogenèse / infertilité, malformation de tractus génital). Des mécanismes 
épigénétiques pourraient rendre compte de la programmation de ces pathologies. Il est 
proposé que les expositions aux PEEs pendant les périodes intra-utérine et/ou néonatale 
puissent provoquer des changements transmissibles et cellule-spécifique de l’état de 
méthylation du promoteur de certains gènes de spermatogénèse. Toutefois, les arguments et 
évidences scientifiques manquaient.  
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Les objectifs de mon travail ont été de mettre en évidence le lien entre effecteurs 
épigénétiques (microARNs), et l’apoptose des cellules germinales testiculaires dans le 
contexte pathologique de la programmation développementale de l’hypospermatogenèse après 
une exposition néonatale à un composé estrogéno-mimétique. Pour cela, nous avons étudié la 
famille des miR-29s et le miR-18a. Nous avons aussi caractérisé les cibles en aval de ces 
miRs (protéines de l’apoptose, facteurs de transcription et protéines du choc thermique) afin 
de valider ces voies depuis les effecteurs épigénétiques (miR-29s, miR-18a) jusqu’au 
phénotype (hypospermatogenèse/apoptose des cellules germinales adultes) observé dans notre 
modèle expérimental. Enfin, l’objectif était aussi d’essayer d’identifier des biomarqueurs 
(miRNA) de l’infertilité chez l’homme. 
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I. Etude bibliographique 
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1. Tractus génital mâle 
1.1 Anatomie 
1.1.1  Généralités 
L'appareil reproducteur mâle (figure 1) est constitué: de deux testicules (ou 
gonades mâles), des voies excrétrices (canaux efférents, épididymes, canaux déférents) 
permettant la sécrétion des spermatozoïdes vers l’extérieur, des glandes annexes (vésicules 
séminales, prostate et glandes de Cowper) sécrétrices du liquide qui permet de constituer avec 
les spermatozoïdes le sperme et du tractus uro-génital formé par l'urètre (prostatique, périnéal 
et pénien) qui s'ouvre à l'extérieur par le méat urinaire. 
 
 
Figure 1. Structure de l’appareil reproducteur masculin chez l’homme. 
D’après (http://bubble5102.free.fr/fiv.htm). 
 
1.1.2  Les testicules 
Les testicules sont situés en annexe de la verge, à l’extérieur de la cavité 
pelvienne dans une poche entourée d’une peau plissée appelée "scrotum". Ils sont directement 
entourés d’un tissu conjonctif solide et protecteur appelé "albuginée". Le fait que les testicules 
soient à l’extérieur du corps diminue leur température d’environ 2°C par rapport à la 
22 
 
température corporelle. Les testicules mesurent en moyenne 3x2x5 centimètres, pour un poids 
d’environ 18 grammes. Les testicules sont divisés en plusieurs lobules testiculaires qui 
contiennent les tubes séminifères, lieu de la spermatogenèse. Entre les tubes séminifères se 
situe le tissu interstitiel réalisant la fonction endocrine [1]Figure 2. 
 
 
Figure 2. Représentation schématique de la structure interne du testicule. 
D’après (http://embryologie.chez-alice.fr/gametoge.html). 
 
1.2 Histologie et fonctions des testicules 
1.2.1  Les tubes séminifères 
Les tubes séminifères sont le lieu de la production des gamètes mâles, 
spermatogénèse. La paroi de chaque tube est constituée par l'épithélium séminifère, où sont 
associées les cellules somatiques de Sertoli et les cellules de la lignée germinale, reposant sur 
une enveloppe péritubulaire ou lamina propria.  
1.2.1.1 L’enveloppe péritubulaire 
L’enveloppe péritubulaire (lamina propria) est composée d'une lame 
basale et de trois ou quatre couches concentriques de cellules péritubulaires séparées par du 
matériel fibrillaire et collagène. Les cellules péritubulaires, contractiles, permettent la 
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progression du contenu luminal vers les voies excrétrices. Les altérations de cette enveloppe 
sont un signe d'accompagnement constant des atteintes de la spermatogenèse [2]. 
1.2.1.2 Les cellules de Sertoli 
Ce sont des cellules fixes qui occupent toute la hauteur de l'épithélium 
séminifère (70 μm) et envoient des expansions autour des cellules germinales. Les cellules de 
Sertoli ont un rôle important pour la bonne marche de spermatogénèse.    
- Rôle structural 
Par les jonctions étanches qu'elles établissent entre elles vers leur pôle basal 
elles constituent une barrière physique séparant un compartiment basal en rapport avec 
l'interstitium contenant les capillaires sanguins et les cellules de Leydig et un compartiment 
apical, elles forment ainsi la barrière hémato testiculaire [3]. Du côté basal, les 
spermatogonies et les spermatocytes preleptotènes restent en équilibre avec le compartiment 
interstitiel. Du côté apical, les spermatocytes leptotènes, les spermatides et les spermatozoïdes 
baignent dans un environnement constitué d’éléments synthétisés et transportés par les 
cellules de Sertoli. Il en va de même pour le fluide tubulaire ou plasma séminal primitif dont 
la constitution est entièrement contrôlée par les cellules de Sertoli. 
Le principal effet de la barrière sang-testicule est d'empêcher la reconnaissance de sites 
antigéniques exprimés sur les éléments de la lignée germinale à partir des stades méiotiques, 
par les cellules du système immunitaire maintenues en deçà du dispositif de jonctions serrées. 
Toute rupture importante de cette barrière, traumatique, post infectieuse, post biopsique, est à 
l’origine d’un processus d'auto-immunisation pouvant évoluer dans les cas sévères vers une 
azoospermie [4]. 
- Rôle dans la progression des cellules germinales 
Elles exercent des fonctions mécaniques, par leur cytosquelette associé à des 
protéines contractiles, elles permettent aux cellules germinales de migrer au fur et à mesure de 
leur maturation, en direction de la lumière du tube séminifère. 
- Rôle trophique 
Elles exercent aussi des fonctions trophiques en assurant la maturation de la 
lignée germinale. Elle assure une fonction paracrines à l'égard des cellules germinales et elles 
sont responsables de la production du plasma séminal primitif [2, 5]. 
- Rôles sécrétoires  
Les cellules de Sertoli ont une activité de sécrétion importante notamment pour  
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le soutien et la maturation des cellules germinales. Parmi les protéines qui sont sécrétées on 
retrouve des protéases (ex: cathepsines D, L et S), des anti-protéases (ex: cystatin C), des 
hormones, des substrats énergétiques, des facteurs de croissance (ex: TGF-α, FGF), des 
facteurs autocrines et paracrines (ex: SCF, inhibin B, IL-1) et des composants de la matrice 
extracellulaire (ex: collagène, laminine) [5, 6]. L'une des premières protéines à avoir été 
identifiée est l'Androgen Binding Protein (ABP) permettant le transport de la testostérone 
depuis la partie basale vers les cellules germinales chez les rongeurs [7]. Parmi les protéines 
synthétisées par les cellules de Sertoli, nécessaires au contrôle de la prolifération, la 
différenciation et au métabolisme des cellules germinales: 
 
- L'inhibine et l’activine  sont des glycoprotéines hétérodimères (figure 3). 
L’inhibine est constituée de deux sousunités α et β reliées par deux ponts disulfures. 
L'activine est un homodimère de 2 sous-unités β. Il existe une grande homologie de structure 
entre ces deux glycoprotéines et les facteurs de croissance de la famille du TGFβ, impliqués 
dans la régulation de la prolifération et différenciation cellulaire. Dans le testicule, l'inhibine 
et l'activine sont principalement produites par les cellules de Sertoli. La sécrétion d'inhibine 
par la cellule de Sertoli est directement influencée par la FSH qui stimule la production de la 
sous-unité α sans modifier celle de la sous-unité β [8]. À côté de leur action hormonale sur la 
sécrétion des gonadotrophines hypophysaires, l'inhibine et l'activine sont des facteurs 
paracrines, intervenant au cours du développement embryonnaire du testicule et dans la 
régulation des fonctions testiculaires [9]. Elles sont respectivement responsables de 
l’activation et l’inhibition de la stéroïdogénèse. 
 
 
Figure 3. Structure dimérique des inhibines et activines. D’après [8]. Les formes matures des sous-
unités α, βA et βB sont produites à partir de précurseurs qui peuvent être présents dans le sang. Sont 
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actuellement disponibles les dosages spécifiques de l’inhibine A, de l’inhibine B, de la pro-alpha-C et de 
l’activine A. 
 
- L'AMH ou müllerian inhibiting substance (MIS) est une glycoprotéine, dont 
la structure la rattache à la famille des facteurs de croissance, en particulier du TGFβ. L’AMH 
est un dimère stabilisé par des ponts disulfures.  Elle est produite par les cellules de Sertoli 
immatures chez le foetus mâle sous contrôle du gène SRY. Elle est maximale à la huitième 
semaine [10], progressivement décroissante pendant la gestation, chez l'enfant et à la puberté, 
avec une variation inversement proportinnelle entre testostérone et AMH. Elle est responsable 
de la régression des canaux de Müller et serait un facteur de régulation paracrine de la 
prolifération des cellules de Leydig. Une anomalie du gène de l'AMH ou de son récepteur 
peut à l'origine du syndrome de persistance des canaux de Müller ou syndrome de « l'homme 
à utérus » [9]. 
 
 
1.2.1.3 La spermatogénèse 
Les spermatogonies souches sont, issues des cellules germinales 
primordiales (CGP) dérivant, elles-mêmes, de l’épiblaste. Après colonisation des crêtes 
génitales, les CGP seront englobées par les cellules de Sertoli formant ainsi l’ébauche des 
cordons séminifères, délimités par une membrane basale. Les CGP vont alors se différencier 
en préspermatogonies encore appelé les gonocytes. Après la naissance, les gonocytes se 
différencient en spermatogonies souches [11]. Entre la puberté et la sénescence, les 
spermatogonies souches vont permettre la production de gamètes matures haploïdes, les 
spermatozoïdes. 
La spermatogenèse est le processus par lequel les cellules germinales se différencient afin de 
donner les spermatozoïdes. Ainsi, des cellules germinales diploïdes (2n chromosomes), les 
spermatogonies souches, génèrent des gamètes masculins haploïdes (n chromosomes), les 
spermatozoïdes. Ce processus de maturation des cellules germinales a lieu dans le tube 
séminifère. La spermatogenèse a une durée fixe pour chacune des espèces mais variable d’une 
espèce à l’autre (74 jours dans l’espèce humaine, 35 jours chez la souris) [12]. D'un point de 
vue fonctionnel, la spermatogenèse peut être scindée en trois phases impliquant des types de 
cellules germinales différents (figure 4). 
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Figure 4. Les évènements cellulaires au cours des différentes phases de la spermatogenèse. 
D’après [13]. (a) La phase proliférative : elle implique les spermatogonies de type A et B au niveau du 
compartiment basal de l’épithélium séminifère, leur division mitotique permet de renouveler le stock de 
spermatogonies de type A mais également par divison des spermatogonies de type B de donner les spermatocytes 
primaires préleptotènes qui vont subir la méiose, (b) La phase méiotique : après avoir franchi les jonction 
serrées de la barrière hémato-testiculaire les spermatocytes primaires (type I) subissent la méiose I (MI) pour 
donner des spermatocytes secondaires (type II) qui subissent la méiose II (MII) aboutissant à la formation de 
spermatides rondes, (c) La phase de spermiogenèse : par un processus de maturation elle permet de passer des 
spermatides rondes aux spermatides allongées qui libérées dans la lumière du tube séminifère par le processus 
de spermiation donnent le spermatozoïde (BTB : Barrière hémato-testiculaire, SC : cellule de Sertoli). 
 
- La phase proliférative 
C'est la première phase de la spermatogenèse reposant sur la mitose des 
cellules germinales souches : les spermatogonies. La division mitotique des spermatogonies 
de type A a lieu de manière continue et permet le maintien et le renouvellement de 
l'épithélium séminifère [2]. Au départ, une spermatogonie indifférenciée et isolée de type As 
(single) appartenant au stock de cellules germinales souches se divise de manière asymétrique 
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en 2 cellules filles: une spermatogonie de type As qui permet le maintien du pool de 
spermatogonies souches et une spermatogonie de type appariée Apr (paired). Ces dernières 
subissent plusieurs cycles de divisions mitotiques successifs en passant par différents stades 
de spermatogonies A (Apr→Aal→ A1→A2→A3→A4) et’aboutit aux spermatogonies In, 
intermédiaires, qui se divisent en spermatogonies de type B. Une mitose finale des 
spermatogonies de type B permet de donner naissance aux spermatocytes primaires 
(spermatocytes I) dits préleptotènes. 
- La phase méiotique  
La méiose est ainsi constituée d'une succession de deux divisions cellulaires 
consécutives. La première division méiotique (méios e I) ou division réductionnelle comporte 
une prophase I longue (se subdivisant en 5 stades : leptotène, zygotène, pachytène, diplotène 
et diacinèse), la métaphase I, l'anaphase I et la télophase I. Au cours de la prophase I a lieu le 
brassage génétique (par crossing-over) qui assure la diversité génétique des gamètes. De cette 
manière, les spermatocytes I (2n chromosomes, 2 chromatides) donnent des spermatocytes II 
(n chromosomes, 2 chromatides). Ces spermatocytes II subissent la seconde division 
méiotique (méiose II) ou division équationnelle où les chromatides sœurs se répartissent entre 
les deux cellules filles pour donner les spermatides rondes (n chromosomes, 1 chromatide) 
- La spermiogenèse 
Au cours de cette phase les spermatides rondes immatures se différencient en 
spermatozoïdes (figure 5). Lors de leur différenciation en spermatozoïde, les spermatides 
subissent plusieurs modifications et changements morphologiques. Tout d'abord, leur noyau 
se condense et se place en position sous-membranaire. On assiste également au remplacement 
des histones par des protéines nucléaires plus basiques, les protamines. L'acrosome se forme 
par le rassemblement des vésicules de l'appareil de Golgi, il contiendra notamment les 
enzymes protéolytiques nécessaires lors de la fécondation. Au niveau de la partie proximale, 
les mitochondries s'assemblent en spirale au niveau de la pièce intermédiaire. Le flagelle se 
développe à partir du centriole distal. Des microtubules se développement en arrière de 
l'acrosome et les corps résiduels (fragments de cytoplasme non utilisés) seront éliminés par la 
cellule puis phagocytés par les cellules sertoliennes.  
Au cours de la spermiogenèse, la tête des spermatides fait face au compartiment basal des 
tubes séminifères et la dernière étape consiste en la translocation des spermatozoïdes de la 
partie adluminale du tube séminifère vers la lumière du tube. Cette phase de libération des 
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spermatozoïdes matures, où ils se détachent de la cellule de Sertoli dans la lumière du tube 
séminifère, est appelée spermiation. 
 
 
 
Figure 5. Schéma de spermiogenèse.  
D’après (http://www.pathofysiologie.nl/anatomie/het-mannelijk-genitale-stelsel/spermatogenese/) 
 
1.2.2  L’espace interstitiel et sa fonction 
1.2.2.1 L’espace interstitiel 
Ce compartiment est constitué par les cellules de Leydig situées dans le 
tissu conjonctif lâche entre les espaces intertubulaires. Sur le plan histologique, les cellules de 
leydig apparaissent comme des cellules polyédriques de 10 à 15 μm de diamètre groupées 
autour des capillaires sanguins et entourées par une lame basale discontinue. La présence dans 
le cytoplasme d'un abondant réticulum endoplasmique lisse, de nombreuses mitochondries à 
crêtes lamellaires ou tubulaires, d'un appareil de Golgi développé et d'inclusions lipidiques 
sont caractéristiques d'une activité de stéroïdogenèse. Elles renferment également des 
enclaves pigmentaires et des inclusions protéiques spécifiques (cristalloïdes de Reinke) [14, 
15]. Les fonctions endocrines consistent de la production des hormones stéroïdes (95 % de la 
testostérone plasmatique) est assurée par les cellules de Leydig.  
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1.2.2.2 La fonction endocrine des cellules de Leydig 
Les cellules de Leydig synthétisent la testostérone et des substances 
intermédiaires de testostérone. Ces hormones sont issues d’un précurseur commun, le 
cholestérol. Différentes enzymes permettent la transformation du cholestérol en trois 
principaux stéroïdes testiculaires: la testostérone, la dihydrotestostérone et le 17-β-oestradiol 
(voir figure 6).  
 
Figure 6. Biosynthèse des stéroïdes sexuels chez l’homme. D’après 
(http://www.urofrance.org/science-et-recherche/base-bibliographique/article/html/physiologie-des-androgenes-
chez-lhomme-adulte.html).  
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La testostérone est le principal androgène circulant. La sécrétion globale de la testostérone est 
de 5 à 7,5 mg / 24h chez l’homme adulte normal. Quand à la dihydrotestostérone, c’est 
l'androgène actif au niveau des tissus périphériques (prostate, épididyme, vésicule séminale) 
grâce à la présence de l’enzyme 5-α réductase dans ces tissus. Elle résulte de la réduction de 
la testostérone par la 5-α réductase. La DHT produite au sein du testicule intervient dans la 
régulation de la spermatogenèse mais la quantité libérée dans la circulation est négligeable au 
regard de la production par les tissus périphériques. Le 17-β- estradiol sécrété par le testicule 
mais ne représente que 20 % du 17-β- estradiol circulant (le reste provenant de la conversion 
périphérique de la testostérone). 
Les androgènes ont pour principales fonctions la différenciation sexuelle masculine, le 
développement des organes génitaux internes et externes (action conjointe de l'AMH), le 
développement et le maintien des caractères sexuels secondaires. La testostérone agit 
directement pour la différenciation des canaux de wolff, le développement et le maintien des 
caractères sexuels secondaires. Mais la testostérone doit être métabolisée en DHT pour 
induire la virilisation du sinus urogénital et des organes génitaux externes, le développement 
de la prostate et du follicule pilosébacé à la puberté. La testostérone a, par ailleurs, une action 
anabolisante au niveau de tous les tissus, en particulier musculaire et osseux, et intervient 
dans le dimorphisme sexuel cérébral et la physiologie du comportement sexuel.                      
En association avec la FSH, la testostérone est essentielle pour l'initiation et le maintien de la 
spermatogenèse. Elle agit sur les cellules de Sertoli, et sur les cellules péritubulaires, via des 
récepteurs spécifiques, stimulant indirectement la spermiogénèse par une voie paracrine. 
De études récentes on constaté que la modification du ratio testostérone/oestradiol peut être 
responsable de développement d’une gynécomastie, voir même une infertilité.                      
Les cellules de Leydig produisent aussi de nombreux peptides et facteurs de croissance qui 
participent à la régulation paracrine des fonctions testiculaires [16] (tableau1). 
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Tableau 1. Principaux facteurs paracrines intratesticulaires contrôlant les cellules Leydig. 
D’après  [17]. Abréviations: A-11: angiotensine Il; A VP: arginine-vasopressine; CFR: corticotropin-releasing 
factor; EGF: epidermal growth factor ; FGF: fibroblast growth factor ; FSH: follicle stimulating hormone; G: 
cellules germinales; GHRH: growth hormone releasing factor; hCG: human chorionic gonadotropin; IGF-1 : 
insulin-like growth factor 1; L : cellules de Leydig; LH: luteinizing hormone; LPS: lipopolysaccharides; M: 
macrophage; ND: non déterminé; NGF: nerve growth factor; P: cellules péritubulaires; PDGF: platelet-derived 
growth factor; POMC: proopiomélanocortine; S : cellules de Sertoli; TGFβ ou α : transforming growth factor β 
or α ; TNF-α: tumor necrosis factor α.  
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1.3 Régulation de la spermatogenèse  
La spermatogenèse normale résulte d’un équilibre entre les processus de 
prolifération, de différenciation et d’apoptose des cellules germinales.  
 
1.3.1  Régulation hormonale 
L’axe hypothalamo-hypophysaire est l’interrupteur général de 
fonctionnement testiculaire. 
Le décapeptide GnRH est produit au niveau hypothalamique, il se fixe sur les récepteurs 
membranaires spécifiques des cellules gonadotropes pour stimuler leur production [18]. Au 
niveau hypophysaire, les hormones produites sont l'hormone lutéinisante (LH) qui régule 
l’activité des cellules de Leydig et stimule la synthèse des androgènes, l'hormone folliculo-
stimulante (FSH) qui régule les fonctions setoliennes. La FSH en association avec la 
testostérone testiculaire agit sur les cellules de Sertoli pour assurer l'initiation et le maintien de 
la spermatogenèse (Figure 7et 8). 
 
Figure 7. Contrôle hormonale de spermatogenèse. 
D’après (http://www.vetopsy.fr/endocrinologie/hormones-hypophysaires/FSH-secretion-fonctions-male.php) 
 
D'autres hormones circulantes peuvent participer à la régulation de la spermatogénèse. La 
prolactine module la production de testostérone, mais le mécanisme de cette action n’est pas 
encore bien élucidé. Chez l'homme, l'hyperprolactinémie chronique se traduit par une 
inhibition de l'axe hypothalamo-hypophysaire et à une diminution de la sécrétion de 
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testostérone. Chez l'adulte, la spermatogenèse est entièrement dépendante de la présence de 
LH / testostérone (qualité), et aussi de la FSH (quantité de spermatozoïdes). En effet, il existe 
une bonne corrélation entre le taux de FSH et le nombre de spermatogonies. Le contrôle 
exercé par l’axe hypothalamo-hypophyso-testiculaire est modulée par un rétrocontrôle assuré 
par les hormones testiculaires de nature stéroïdienne (testostérone) ou protéique (inhibine). 
La régulation de la spermatogenèse dépend en premier lieu de l’axe hypothalomo-
hypophysaire, toutefois, elle implique aussi un système de régulation locale qui module les 
effets du système endocrine. Cette régulation locale fait intervenir non seulement les contacts 
cellulaires (entre cellules de Leydig et cellules de Sertoli, entre cellules de Sertoli et cellules 
germinales, entre cellules germinales elles-mêmes) mais aussi des facteurs de régulation ayant 
une action de type paracrine ou autocrine. 
 
 
Figure 8. Les  modes  d’action  de  FSH  et  la  testostérone  (T)  sur  la  spermatogenèse 
humaine (A) et de rat (B) basée sur des conclusions de la littérature (en noir) et les problèmes  non résolus 
(en rouge). D’après [19]. 
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1.3.2  La régulation paracrine 
Elle est due à des substances (protéines, peptides…), sécrétées par une cellule 
ou un groupe de cellules, qui agissent sur des cellules voisines à l'intérieur du testicule. 
Ces substances sont responsables d'interactions réciproques entre les cellules de Leydig, les 
cellules de Sertoli et cellules germinales [18]. La cellule de Sertoli synthétise un grand 
nombre de substances, notamment: 
 Les inhibines et activines  
Dans le contexte de la régulation paracrine du testicule, elles ont un rôle opposé: l’inhibine est 
sécrétée lorsque la production de spermatozoïdes est élevée. Cette protéine inhibe la synthèse 
d'ADN et les mitoses des spermatogonies [18] (Figure 9). 
En revanche, l’activine favorise les mitoses de spermatogonies. 
 
 
 
Figure 9. Production de l’Activine et de l'inhibine et de leurs récepteurs (ACVR2A et 
ACVR2B) au cours du cycle de l'épithélium séminifère du rat. D’après [20]. 
 
 L'IGF I joue un rôle important dans la régulation des fonctions endocrine et exocrine 
du testicule. La part respective de l'IGF I circulant et de l'IGF I produit in situ par les cellules 
de Leydig et Sertoli sous influence de LH et FSH, est difficile à préciser. L'IGF I a une action 
mitogène sur les cellules somatiques et germinales. Il augmente le nombre de récepteurs à LH 
et la capacité stéroïdogénique de la cellule de Leydig. Il stimule, dans la cellule de Sertoli, la 
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production de lactate et de l'activateur du plasminogène, facteurs importants d'interaction avec 
les cellules germinales. 
 
 Le TGFβ est produit et agit sur les cellules somatiques en inhibant leurs fonctions 
différenciées en réponse aux gonadotrophines. Il diminue l'activité de plusieurs enzymes de la 
stéroïdogenèse et la production de testostérone de la cellule de Leydig ; il inhibe la production 
de lactate de la cellule de Sertoli. Il a des effets opposés à l'IGF I. 
 
 L'EGF et TGFα sont deux peptides proches agissant via le même récepteur et 
pourraient être des modulateurs de la spermiogenèse et des fonctions leydigiennes et 
sertoliennes. 
 Les IL 1 et 6 sont sécrétées principalement par les cellules de Sertoli où elles 
interviendraient comme régulateurs essentiels des stades précoces de la spermatogenèse  [21]. 
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2. Infertilité masculine 
2.1 Définition 
L’infertilité représente un enjeu médical et scientifique important. En France, un 
couple sur sept consulte pour des difficultés à concevoir. Le pourcentage de couples déclarant 
une incapacité à concevoir après 1 an de tentatives infructueuses est actuellement de l’ordre 
de 15 à 25%, ce qui constitue un problème de santé non négligeable [22]. 
2.2 Causes d’infertilité masculine 
Les causes d’infertilité masculine peuvent être séparées en 2 catégories:  
2.2.1  Les causes dites « excrétoires » ou « obstructives » 
Elles constituent 40% des cas. La production des spermatozoïdes testiculaires 
est conservée mais il existe une anomalie d’excrétion des spermatozoïdes. Selon l’étiologie,  
elles sont classées en deux groupes:  
- L’infertilité obstructive congénitale  
Les canaux déférents et/ou vésicules séminales sont absents (agénésie 
bilatérale des canaux déférents) due à une anomalie congénitale ou à un défaut de 
développement des dérivés Wolffiens, ou à une atrésie secondaire de tout ou partie des canaux 
déférents et/ou des vésicules séminales 
- L’infertilité obstructive acquise  
Des lésions entrainent des obstructions au niveau l’épididyme et/ou canaux 
différentielles  (tumeurs testiculaires, séquelles interventionnelles ou inflammatoires, des rares 
volumineux kystes prostatiques comprimant les canaux éjaculateurs), troubles de l’éjaculation 
(paraplégie, troubles sexuels, éjaculation rétrograde). 
 
2.2.2  Les causes non obstructives dites « sécrétoires »  
Elles constituent 60% des cas. Elles correspondent à une anomalie de 
production des spermatozoïdes par les testicules. On distingue  
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2.2.2.1 L’infertilité non obstructive centrale  
Elle constitue 1 à 5 % des cas d'infertilité masculine. Il s’agit un déficit 
de stimulation des testicules par les gonadotrophines (FSH, LH) entrainant une hypoandrisme 
plus ou moins marqué et une hypotestostéronémie [23], liée à une anomalie constitutionnelle 
(syndrome de Kallman-de Morsier) ou acquise (tumeurs hypothalamique hypophysaire, 
radiothérapie, atteinte post-chirurgicale de la région sellaire, maladies infiltratives, anorexie 
mentale). 
2.2.2.2 L’infertilité non obstructive testiculaire  
Elle constitue 52 % des cas d'infertilité masculine. Il s’agit d’une 
atteinte fonctionnelle du testicule, liée à une anomalie: 
 
 Congénitale 
Anomalies génétiques (syndrome de Klinefelter, microdélétions du 
chromosome Y (azoospermia factor) et mutations au niveau du récepteur de l’hormone 
folliculo-stimulante [FSH]) [23-25]. 
 Acquise  
Varicocèle, cryptorchidie, altération ischémique (séquelle de 
traumatisme inguinoscrotaux ou de torsion testiculaire), antécédent d’orchite ourlienne, 
exposition à certaines substances toxiques (irradiation, chimiothérapie), l’exposition à la 
chaleur. 
 Idiopathique  
Les causes de l’infertilité non obstructive testiculaire restent 
inexpliquées. 
A ce jour, l’étiologie de l’infertilité masculine reste inconnue dans 65 à 75% des cas, posant la 
question de l’impact du mode de vie et de l’environnement, en particulier l’exposition à des 
perturbateurs endocriniens (voir plus loin). 
2.3 Diagnostic 
2.3.1 L’anamnèse et l’examen clinique 
L’anamnèse et l’examen clinique permettent de définir les éléments 
susceptibles d’altérer la spermatogénèse [26, 27] âge supérieur à 55 ans, cryptorchidie, 
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traumatisme et/ou torsion testiculaire, chirurgie inguinoscrotale, chimiothérapie, obésité, 
infections sexuellement transmissibles, tabagisme, alcoolisme, prise de cannabis et autres 
toxiques ou médicaments ; les antécédents héréditaires ; la palpation du testicule permet de 
constater  l’hypoandrisme ou la dilatation épididymaire ou d’une absence d’un ou des deux 
canaux déférents. 
 
2.3.2 Le spermogramme  
 Il permet d’identifier les altérations quantitatives (azoospermie, 
cryptozoospermie, oligospermie) et/ou qualitatives (asthénospermie, tératospermie, 
nécrospermie) des spermatozoïdes ( 
2). 
 
Paramètres 
Valeurs 
normales 
Différentes anomalies observées 
(en dessous des valeurs normales) 
Volume >1,5ml Hypospermie 
Numération >15.10
6
/ml 
-  Oligospermie moderée (1<N<15.10
6
/ml) 
-  Oligospermie sevère (0<N<1.10
6
/ml) 
-  Cryptozoospermie (présence de spermatozoides 
uniquement sur culot de centrifugation) 
-  Azoospermie (absence de spermatozoïdes sur  culot de 
centrifugation),  N = 0.10
6
/ml 
Mobilité 
progressive 
>32% Asthénospermie 
Vitalité >58% Nécrospermie 
Formes 
normales 
>4% Tératospermie 
 
Tableau 2. Valeurs normales du spermogramme selon les normes de l’OMS 2010. 
 
A) Le volume 
L’azoospermie est constatée après la réalisation d’au moins deux 
spermogrammes avec absence de spermatozoïde. Une hypospermie (volume d’éjaculât 
inférieur à 2 mL) est due à un obstacle dans les voies excrétrices et/ou dysfonctionnent des 
glandes qui produit le sperme, soit à une faible sécrétion d’androgènes [28].  
B) Le PH  
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La valeur normale du pH séminal est  entre 7,2 et 8. Un pH acide (pH < 
7,2) peut évoquer une atteinte des vésicules séminales et/ou des anses épididymo-
déférentielles alors qu’un pH alcalin (pH > 8) peut évoquer une atteinte prostatique [29]. 
C) La numération 
La normospermie est définie par une numération de spermatozïdes entre 
15-200 millions/mL. L’absence totale de spermatozoïdes dans l’éjaculat définie 
l’azoospermie. L’oligozoospermie est équivalente à une numération inférieure à 15 
millions/mL. Alors qu’un taux de spermatozoïdes supérieur à 200 millions/mL est appelé 
polyspermie.  
D) La mobilité  
La mobilité est un des paramètres les plus importants pour 
l'appréciation du pouvoir fécondant du sperme [30]. Ces analyses fines du mouvement se font 
de façon automatisée (vélocimètre). Un éjaculat normal doit contenir au moins 32% de 
spermatozoïdes avec une mobilité normale. Ainsi, l’asthénospermie est définie par un 
pourcentage < 20 à 30% de spermatozoïdes avec mobilité normale. 
E) La vitalité 
Dans le sperme normal, on observe plus de 58 % de formes vivantes. La 
présence d'une proportion importante de spermatozoïdes morts dans le sperme éjaculé 
(nécrospermie) est le plus souvent idiopathique.  
F) La morphologie 
Le spermocytogramme évalue la morphologie des spermatozoïdes 
permet de disséquer des anomalies de la tête, de la pièce intermédiaire et du flagelle. Il 
est normal lorsque la proportion de spermatozoïdes présentant des anomalies 
morphologiques est inférieure à 4 %. Au dessus de cette valeur le sperme est classé 
dans la catégorie des tératozoospermies. 
G) L’analyse de certains marqueurs spécifiques 
Le fructose pour les vésicules séminales, la L-carnithine ou l’α- 
glucosidase pour l’épididyme, le zinc, l’acide citrique et/ou les phosphatases acides pour la 
prostate. 
 
 
2.3.3 Bilan hormonal 
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Ce dosage a pour but d’évaluer la fonctionnalité des compartiments sertoliens 
et leydigiens [31]. Les dosages de FSH et d’inhibine B sérique permettent d’évaluer la 
fonction sertolienne, alors que le dosage de testostérone permet d’évaluer la fonction 
leydigienne. En cas d’hypotestostéronémie, un dosage de LH et de prolactine est nécessaire 
pour définir les étiologies de l’hypogonadisme. 
2.3.4 Examens radiologiques 
Une échographie permet de mesurer le volume testiculaire (la valeur seuil 16 
mL) [32]. Elle permet aussi de mettre une évidence un cancer du testicule, un varicocèle, une 
absence de canaux déférents ou bien une dilatation de l’épididyme. L’IRM pelvienne permet 
de visualiser les canaux déférents sur l’ensemble de leur trajet pelvien, donc de diagnostiquer 
d’éventuelles agénésies sur des portions non accessibles à l’examen clinique [33].  
2.3.5 Bilan génétique  
Il permet de diagnostiquer les anomalies chromosomiques: 
 Le syndrome de Klinefelter (11 % environ) correspond à la présence d’un 
chromosome X surnuméraire (formule chromosomique : 47, XXY) [25]. 
 Les microdélétions de locis AZFa, AZFb du chromosome Y sont responsables des 
troubles de la spermatogenèse plus sévères (aplasie des cellules germinales: le syndrome des 
cellules de Sertoli seules ou arrêt de maturation) (voir figure 10) [34].  
 
 
Figure 10. Schéma du chromosome Y qui indique la position approximative des 
microdélétions de locis AZFa et AZFb. D’après [35] 
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 Les mutations du gène cystic fibrosis transmembrane conductance regulator 
(CFTR) sont associées aux agénésies des canaux déférents [35]. 
 Les mutations des  gènes KAL (1, 2, 3, K4 et plus récemment KAL5 pour le 
syndrome de Kallmann-de Morsier), gènes GPR54 ou du récepteur de la GnRH pour les 
déficits gonadotropes isolés. 
 
2.3.6 Biopsie testiculaire 
La biopsie testiculaire est réalisée à visée thérapeutique chez les patients 
présentant une azoospermie. Elle permet aussi d’affiner le diagnostic.  
2.3.6.1 Les azoospermies obstructives 
L’histologie est généralement normale et la spermatogénèse complète 
(Figure 11 A, B). Lorsque l’obstruction est ancienne, un tableau d’hypospermatogenèse 
s’installe, rendant la distinction entre une azoospermie obstructive et non obstructive difficile 
sur la base des seuls résultats histologiques.  
 
Figure 11. Spermatogenèse normale chez l’homme. A. Plusieurs tubes séminifères de diamètre 
normal. B. Détail de l’épithélium germinal. Noter la maturation ordonnée des spermatogonies (contre la gaine 
péritubulaire), des spermatocytes, des spermatides et des spermatozoïdes vers le centre de la lumière.      
D’après [36]. 
 
2.3.6.2 Les azoospermies sécrétoires  
Différents phénotypes histologiques peuvent être observés, témoignant 
d’une altération de la spermatogenèse plus ou moins sévère: 
2.3.6.2.1 Hypospermatogenèse globale  
Elle est définie par une diminution de l’ensemble des cellules 
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germinales (Figure 12 A, B). Dans une section de tube séminifère normal, on observe 17 à 35 
spermatides, alors que l’on ne compte en moyenne que 4 à 6 spermatides dans le cas 
d’hypospermatogenèse [37]. 
 
 
Figure 12. Biopsies testiculaires à hypospermatogenèse complète. A. Tubes séminifères présentant 
une hypospermatogenèse avec une maturation désordonnée des cellules germinales. La lumière est obstruée par 
des cellules germinales immatures. B. la présence de tous les stades germinaux diminués en nombre de cellules 
au stade spermatogonie, spermatocyte, spermatide et spermatozoïde. D’après [36]. 
 
2.3.6.2.2 Syndrome de régression sertolienne (SCOs) 
Les SCOs (Sertoli Cell Only) constituent 27 à 68 % des cas  de 
l’azoospermie non obstructive [38]. On distingue deux formes: 
- Forme primitive 
Généralement, les SCOs sont des phénotypes purs dans lesquels la totalité des tubes 
séminifères présente des cellules de Sertoli, mais pas de cellule germinale (Figure 13. A, B). 
 
 
Figure 13. Biopsies testiculaires avec syndrome de régression sertolienne (SCOS). A. Plusieurs 
tubes séminifères de diamètre diminué sans cellule germinale avec des cellules de Sertoli (SCOS). B. Détail de 
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deux tubes séminifères avec des cellules de Sertoli sans cellule germinale. Noter la gaine péritubulaire très 
épaissie. D’après [36]. 
- Forme acquise dite « mixte » 
Avec parfois une spermatogénèse résiduelle. Ces SCOs peuvent être associés à 
la présence de microdélétions de certaines régions du chromosome Y, au syndrome de 
Klinefelter, à des antécédents de chimio- et/ou radiothérapie et d’orchite. Des études 
rapportent un taux d’extraction de spermatozoïdes chez ces patients SCOs variant de 16 à 33 
% [39]. 
 
2.3.6.2.3 Blocage de maturation  
Ce phénotype constitue moins de 5 % des cas  d’azoospermies. Selon 
l’histologie, les arrêts de maturation (GCAs) peuvent avoir divers aspects: arrêt au stade 
précoce  ou tardif (spermatide ronde) (Figure.14 A, B, C, D). Dans ce dernier cas, l’histologie 
de la biopsie semble à première vue normale. Mais, l’examen à plus fort grossissement met en 
évidence une interruption de la spermatogenèse uniformément dans tous les tubes séminifères. 
Il semble que les GCAs précoces au stade préméiotique ont un taux sérique de FSH supérieur 
aux GCAs tardifs [40].  
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Figure 14. Biopsies testiculaires avec arrêts de maturation des cellules germinales au stade 
spermatogonie (A, B) et au stade spermatocyte (C, D). A. Le diamètre des tubes séminipares est 
diminué, la gaine péritubulaire épaissie et quelques spermatogonies sont observées contre la gaine 
péritubulaire. B. Détail d’un tube séminipare montrant des spermatogonies et l’absence de cellules germinales 
plus matures. C. Vue d’ensemble d’une biopsie testiculaire avec arrêt de maturation. D. Détail de l’épithélium 
germinal. La spermatogenèse est quantitativement normale mais arrêtée au stade spermatocyte. D’après [36]. 
 
L’extraction de spermatozoïdes dans ce phénotype est faible 14 à 33 % selon les auteurs et les 
chances de grossesse sont très limitées [41], donc il est primordial de comprendre les causes 
des arrêts de maturation. 
Les trois phénotypes cités ultérieurement, ils pourront être purs (aspect identique dans tous les 
tubes séminifères) ou mixtes (aspect bigarré selon les tubes). 
  
2.3.7 Examens complémentaires 
Les analyses complémentaires des azoospermies non obstructives sont longues 
et coûteuses, elles sont réservées à des cas particuliers. Parmi les approches utilisées: 
- Études de la méiose 
Il a été montré dans 10 % des azoospermies non obstructives que la fréquence 
des anomalies de recombinaison est supérieure par rapport aux hommes qui ont une 
spermatogenèse normale [42]. Le recours à la technique immunocytogénétique permet de 
détecter les défauts d’appariements chromosomiques et de recombinaison au stade pachytène 
de la prophase I de la méiose (asynapsis) [43].  
- Étude de l’expression des gènes spécifiques 
Plusieurs gènes spécifiques à certains stades de développement ou de la 
maturation des cellules germinales  ont été identifiés et quantifiés. Par exemple, les 
protamines sont responsables de la compaction de la chromatine dans le spermatozoïde 
mature. Il a été montré une relation entre la condensation chromatinienne et la fertilité en 
particulier dans l’azoospermie non obstructive [44]. En plus, une corrélation entre le niveau 
d’expression faible de la protamine 1 et  les échecs de FIV/ICSI a été évoquée. 
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2.4 Moyens thérapeutiques  
Le traitement de l’infertilité masculine implique, lorsque c’est possible, le 
traitement de la cause. Dans les autres cas, la prise en charge par l’Aide Médicale à la 
Procréation (AMP) permet de pallier à des altérations spermatiques plus ou moins sévères. 
Dans les cas les plus sévères (azoospermies), une extraction chirurgicale de spermatozoïdes 
peut être envisagée.  Cependant, il s’agit d’un geste invasif, dont le résultat est difficilement 
prévisible. En effet, dans le cas des azoospermies excrétoires pures, l’exploration 
épididymaire (+/- testiculaire) est de bon pronostic et permet dans la majorité des cas de 
retrouver des spermatozoïdes. En revanche, dans le cadre des azoospermies non obstructives, 
le pronostic est plus réservé : d’après la littérature, l’extraction n’est positive qu’une fois sur 
deux [45]. Des scores regroupant plusieurs paramètres tels que la FSH, la mesure 
échographique des volumes testiculaires, et l’inhibine B ont été proposés afin de mieux 
prédire les chances d’extraction [46]. Cependant, aucun élément ne permet à lui seul de 
prédire efficacement la présence de ces spermatozoïdes et de nombreux couples demeureront 
sans enfant à l’issue des cycles d’ICSI (une technique de micro-injection de spermatozoïde 
dans l'ovule). 
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3. Le concept: de l’origine 
développementale de pathologies 
adultes 
 
3.1 Définition du concept 
Dans les années 1980, une véritable révolution dans la compréhension des 
maladies chroniques de l’adulte a été initiée avec les travaux pionniers d’un épidémiologiste 
anglais, David Barker. L’hypothèse a été avancée que les conditions dans lesquelles un 
individu débute sa vie, dès la période intra-utérine influence sa santé à très long terme. 
Plusieurs travaux ont amené les preuves du concept de programmation foetale/néonatale de 
pathologies adultes  [47-50]. Il est maintenant clair que les phases précoces du développement 
intra-utérin et les toutes premières années de vie sont des phases critiques au cours desquelles 
s’établit une susceptibilité à de nombreuses maladies chroniques [51-59].  Mais celles-ci ne se 
révèlent souvent que si l’environnement, le mode de vie au cours de l’enfance, de 
l’adolescence et à l’âge adulte y sont propices. Le Tableau 3 résume les causes pour lesquelles 
on a montré des conséquences à long terme sur la santé humaine. 
 
Causes précoces Conséquences à l’âge adulte 
Restriction de croissance intra-utérine, 
faible poids de naissance 
Diabète de type 2, surcharge adipeuse 
abdominale, hypertension artérielle, maladies 
cardiovasculaire, maladie rénale chronique, 
bronchopathies obstructives  
Diabète gestationnel, obésité maternelle 
pendant la grossesse, prise de poids 
gestationnelle excessive 
Obésité, insulinorésistance, diabète de type 2 
Prématurité Retard cognitif et moteur, diabète de type 2, 
hypertension 
Croissance post natale ralentie Diabète de type 2, maladies cardiovasculaires 
Croissance post natale excessive Obésité, cancer 
Exposition de la mère et du jeune enfant à 
des toxiques 
Retard cognitif et moteur, obésité, puberté 
précoce, infertilité, cancer, hypertension, 
maladies cardiovasculaires 
 
Infection maternelle pendant la grossesse, 
infections précoces de l’enfant 
Asthme, maladies cardiovasculaires, autisme, 
shizophrénie 
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Situation psychosociale dans l’enfance 
difficile, carence affective 
Retard cognitif et moteur, troubles 
émotionnels et comportementaux, obésité 
 
Tableau 3. Relations entre causes précoces et maladies survenant à l’âge adulte décrites 
dans la littérature. Relations entre causes précoces et maladies survenant à l’âge adulte décrites dans la 
littérature. D’après (http://www.iresp.net/iresp/files/2013/04/120925150459_qspn-18-dohad.pdf) 
 
 
3.2 Programmation des anomalies du tractus 
génital mâle  (Syndrome de Dysgénésie Testiculaire (SDT)) 
 
3.2.1  Mise en évidence du SDT 
De nombreuses études épidémiologiques ont montré une augmentation des 
malformations de l’appareil reproducteur (hypospadias, cryptorchidies) en particulier en 
Europe du Nord [60]. Au Danemark, il a été rapporté que presque 1% des nouveau-nés mâles 
présentent une cryptorchidie et environ 1% des hommes dans ce pays développent des cancers 
testiculaires [61]. Il a été observé, aussi, une diminution de la qualité du sperme et de la 
fertilité dans les pays industrialisés [62]. Enfin, l’incidence du cancer testiculaire a augmenté 
de façon importante dans les pays industrialisés y compris en France. Au cours des vingt 
dernières années,  l’incidence annuelle du cancer testiculaire a doublé en France mais aussi 
dans les pays scandinaves [63].  
Au début des années 2000, Skakkebaek a mis l’hypothèse d’un syndrome associant ces trois 
symptômes: (i) malformations du tractus génital masculin (hypospadias et cryptorchidies), (ii) 
altérations de la spermatogenèse et baisse de la qualité spermatique, (iii) cancer du testicule. 
Ces trois pathologies seraient liées entre elles et constitueraient le Syndrome de Dysgénésie 
Testiculaire (SDT) [61]. 
3.2.2  Origine du SDT  
Le SDT est une pathologie pouvant avoir plusieurs origines: génétique et 
environnementale (voir figure 15) : 
- Les patients souffrant de formes sévères de SDT possédent un caryotype 45X/46XY, 
des mutations au niveau du récepteur des androgènes ou encore des mutations du gène 
SRY [64]. 
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- L’hypospadias est une anomalie caractérisé par un positionnement ventral de 
l’ouverture de l’urètre au niveau du pénis, ceci est lié à un défaut d’action des 
androgènes issus du testicule foetal [65].  
- La cryptorchidie (non-descente testiculaire), est liée à des anomalies du gène Insl3 
(Insuline-Like hormone 3) exprimé par les cellules de Leydig, et est dépendante de 
l’action des androgènes [66].  
- Le cancer testiculaire a été associé à des mutations au niveau du chromosome 12.  
Toutefois, le taux d’augmentation du SDT dans la population générale est incompatible avec 
le taux de mutations spontanées. Les facteurs génétiques seuls ne pouvent pas expliquer tout 
les cas des SDT, car l’augmentation rapide et considérable du taux de cancers testiculaires 
(environ 400% en deux générations) [67], du taux d’hypospadias et de cryptorchidies [68], et 
des altérations de la spermatogenèse, ces dernières années évoquent une modification du 
mode de vie et/ou de l’environement.  
 
 
 
Figure 15. Le syndrome de dysgénésie testiculaire. CIS: carcinome in situ. D’après [69]. 
 
3.3 Les PEEs dans la programmation du SDT ?  
Des données épidémiologiques basées sur la comparaison de l’incidence de la 
cryptorchidie, au cours de ces dernières années, chez les nouveau-nés dans les maternités de 
Berlin-Est et Ouest, renforcent ces hypothèses [70]. La fréquence de la cryptorchidie est 
d’environ 3–4 % pendant la période 1965 à 1971 dans les deux parties de la ville. Ce niveau 
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s’est maintenu à Berlin-Est pendant la décennie suivante 1972–1983 alors que pendant la 
même période à Berlin-Ouest l’incidence a chuté en dessous de 1 %. Pendant la décennie 
1987–1997, cette incidence décroît dans les deux parties de la ville soit moins de 0,5 % à 
Berlin-Ouest et moins de 2 % à Berlin-Est. La corrélation avec l’utilisation du DDT parvient à 
expliquer l’évolution de ces statistiques. Le DDT et son métabolite le DDE sont connus pour 
posséder des activités estrogénique et antiandrogénique. Ainsi, le DDT a été largement utilisé 
dans les deux parties de la ville depuis 1960 jusqu’en 1970, puis arrêté à Berlin-Ouest dès 
1972 alors qu’il était poursuivi à Berlin-Est jusque dans les années 1980 avant d’être arrêté 
lors de la réunification de l’Allemagne. 
Les preuves  qui montrent les liens entre expositions environnementales précoces et effets à 
long terme sont établies dans plusieurs modèles animaux, dans des conditions 
environnementales variées et à des périodes de développement différentes, avec des effets 
souvent variables selon le sexe [71]. En effet, l’exposition fœtale et/ou néonatale des rongeurs 
aux PEEs (ex: phthalates, PCBs, vinclozoline) entraine un phénotype à l’âge adulte reproduise 
tout ou partie des caractéristiques du SDT (altérations de la fertilité, hypospadias, 
cryptorchidies) à l’exception du cancer testiculaire.  
Ainsi, les données épidémiologiques et expérimentales sont autant d’arguments qui supportent 
le concept de programmation précoce des altérations de la qualité du sperme ou les 
malformations du tractus génital mâle. Les informations sont plus parcellaires concernant les 
tumeurs germinales testiculaires car les modèles expérimentaux font défaut. Cependant le lien 
entre l'exposition aux PEEs et le cancer testiculaire sont appuyés par le fait que :  
 les cancers testiculaires sont très fréquents chez les individus cryptorchides [72]. 
 les hommes présentant des altérations de la fertilité ont un risque plus élevé de 
développer le cancer du testicule [73]. 
  les hommes dont la mère a été traitée par le DES durant la grossesse présentent un 
risque accru de développer le cancer du testicule [74]. 
D’autres facteurs pourraient être impliqués dans le SDT et d’anomalies de fonction de la 
reproduction. Le tabagisme maternel pendant la grossesse provoque des altérations du 
développement testiculaire se traduisant par des altérations de la spermatogenèse [75]. 
D’autre part, il a été démontré une association entre la consommation d’alcool de la mère au 
cours de la grossesse et l’induction de cryptorchidies chez les fils exposés [76]. 
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3.4 Mécanismes  
Par quels mécanismes les stress environnementaux très précoces peuvent-ils 
affecter durablement le phénotype (les caractéristiques observables de l’individu)? Les 
modifications moléculaires induites par ce stress ne changent pas le code génétique (les 
gènes) mais agissent sur le niveau d’«expression» des gènes, c’est-à-dire sur la quantité de 
protéines produites à partir de ces gènes. L’ensemble de ces processus moléculaires qui 
modifient l’expression des gènes sans en changer le code s’appelle l’épigénétique (voir Figure 
15). On parle de «marques épigénétiques» qui s’apposent sur les gènes et d’«épigénome» 
d’une cellule (l’ensemble de ses marques épigénétiques). Ce mécanisme permet d’adapter le 
déroulement du programme génétique à son environnement. Parmi les mécanismes 
épigénétiques: méthylation de l'ADN, modifications des histones ou microRNAs (voir étude 
bibliographique chapitre 7) [77]. 
Ces mécanismes épigénétiques apposent des marques caractéristiques.  
- Ces marques peuvent être, à tout instant, perturbées par l’environnement, elles sont 
réversibles. Selon le phénomène biologique et tout particulièrement les fenêtres  
d’exposition au cours du développement, leurs conséquences peuvent être, elles, 
irréversibles.  
- Ces marques épigénétiques peuvent avoir des conséquences pour la santé des années 
plus tard.  
- Ces marques peuvent exercer des effets transgénérationnels, transmis aussi bien par la 
mère que par le père [78, 79].  
 
 
 
Figure 16. Les mécanismes épigénétiques impliqués dans la programmation des maladies 
adultes. D’après [52]. 
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4. Les Perturbateurs endocriniens 
environnementaux 
 
4.1 Définition  
Les perturbateurs endocriniens environnementaux (PEEs) sont définis comme des 
substances d'origine extérieure  à  l'organisme et susceptibles de modifier le fonctionnement 
normal du système hormonal. On les soupçonne notamment de perturber la fonction de 
reproduction, mais elles peuvent aussi être à l'origine de troubles  métaboliques  (diabète,  
obésité)  et favoriser  le  développement  de  cancers hormono‐dépendants [80].   
Dans le contexte du tractus génital mâle, ce sont essentiellement des PEEs ayant une activité 
antiandrogénique ou estrogéno-mimétique qui ont des effets délétères. Ces substances peuvent 
se trouver dans l’air, l’eau, le sol, les aliments et dans un grand nombre d’objets courants. Les 
PEEs actifs dans le tractus génital mâle sont d’origine synthétique (ex: pesticides) ou bien 
naturelle (ex: mycotoxine).  
 
4.2 Classification 
4.2.1  Selon l’origine 
4.2.1.1 Les composés synthétiques 
Les composés synthétiques ayant une activité de perturbateur 
endocrinien peuvent être:  
 Des substances chimiques (voir tableau 4) 
Famille chimique Sources potentielles Exemples 
Phtalates  Plastiques, cosmétiques  Dibutyl phtalate 
Alkylphénols  Détergents, plastiques, pesticides  Nonylphenol 
Hydrocarbures 
aromatiques 
polycycliques 
 Sources de combustion: fumée de 
cigarette, émission des moteurs 
diesels, incendies 
 Benzo(a)pyrène  
 Polychlorobiphényls  Transformateurs électriques  PCB, Arochlor 
 Anciens pesticides  Résiduels de stockage, pollution 
rémanente 
 DDT, Dieldrine, Chlordane 
  
 Autres pesticides et  Agriculture, nettoyages urbains,  Atrazine, Ethylène thiourée, 
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fongicides  jardins particuliers Heptachlor, Lindane, 
Malathion, vinclozoline 
 Retardateurs de 
flamme 
 Mousses pour les mobiliers, tapis, 
équipements électroniques 
 Polybromodiphényles 
(PBDE)  
 Dérivés phénoliques désinfectants, plastiques, 
cosmétiques 
 Bisphénols A, Parabens, 
Halogéno-phénols 
 Tableau 4. Exemples de familles de molécules à effet perturbateur endocrinien et leurs 
sources potentielles. D’après (http://www.cancer-environnement.fr/274-Perturbateurs-endocriniens.ce.aspx) 
 Des hormones de synthèse  
Comme les contraceptifs oraux, les traitements de substitution 
ou encore certains additifs pour l'alimentation animale (ex: diethylstilbestrol/DES) [81]. 
 
4.2.1.2 Les composés naturels 
Certains composés naturels sont dans l'alimentation humaine et animale  
et peuvent agir comme des PEEs. Ils sont retrouvés dans les plantes (phytoestrogènes, ex: 
génisteine, daidzéine) ou bien synthétisés par des microorganismes comme des moisissures 
(ex: zéaralenone). Ces substances métabolisées par l'organisme sont non lipophiles et ainsi 
accumulent peu au niveau des graisses. Ils possèdent très souvent une faible affinité pour les 
récepteurs hormonaux comme les ESRs. Cependant, il convient de prendre en compte leur 
activité PEE étant donné qu'ils sont souvent consommés chaque jour via l'alimentation. 
Une étude récente ayant pour but d’étudier l'exposition humaine aux mycotoxines a utilisé 
159 échantillons de céréales (le blé, le maïs et le riz) pour évaluer la présence de patuline, le 
déoxynivalénol, 3-acétyl-déoxynivalénol, fusarénone-X, diacétoxyscirpénol, nivalenol, 
néosolaniol, HT-2, T-2 et la zéaralénone dans les céréales [82]. Les quantités présentes dans 
les céréales sont comparées aux doses journalières tolérables (DJT). Il a été constaté que 
65,4% des échantillons étaient contaminés par au moins une mycotoxine et 15,7% des 
échantillons analysés ont montré une contamination par plusieurs mycotoxines. Par exemple, 
l'exposition alimentaire aux toxines HT-2 et T-2 a été estimée à 10% et 86% de la DJT, pour 
l’adulte et l’enfant respectivement.  
 
4.3 Mécanismes d'actions 
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4.3.1  Mécanisme hormonal 
Il a été propose que les cibles des PEEs était l’interférence avec les récepteurs 
nucléaires aux hormones tels les récepteurs des estrogènes (ESRs), le récepteur des 
androgènes (AR), les récepteurs de la progestérone (PR), les récepteurs des hormones 
thyroïdiennes (TRs), le récepteur des glucocorticoïdes (GR) ou encore les récepteurs des 
rétinoïdes [83]. De plus, les PEEs agiraient aussi via les récepteurs non nucléaires aux 
hormones stéroïdes (ex: ESRs membranaires), les récepteurs non stéroïdiens (ex: récepteurs 
aux neurotransmetteurs), les récepteurs orphelins (ex: AhR, Aryl Hydrocarbon Receptor), les 
voies enzymatiques impliquées dans la synthèse des hormones stéroïdes et d'autres 
mécanismes qui régulent le système hormonal ou le système reproducteur [84].  
Ces PEEs ont une activité de type estrogénique, antiestrogénique ou antiandrogénique. Ils 
peuvent agir de différentes façons: 
 en imitant l’action d’une hormone naturelle; 
 en se fixant sur les récepteurs des hormones naturelles; 
 en gênant ou en bloquant le mécanisme de production ou de régulation des 
hormones ou des récepteurs, modifiant ainsi les concentrations d’hormones 
présentes dans l’organisme. 
 
4.3.2  Mécanismes épigénetiques 
La capacité des produits chimiques ou naturels environnementaux 
d’influencer la santé humaine semble faire intervenir des mécanismes épigénetiques. Plusieurs 
études ont montré sur des modèles in vitro et in vivo des modifications épigénetiques 
provoqués par l'exposition in utero ou néonatale aux PEEs. Ces modifications peuvent induire 
des altérations de l'expression des gènes persistant tout au long de la vie [85-89]. Ainsi, les 
modifications épigénetiques induites par l'environnement deviennent de plus en plus 
pertinentes pour la santé humaine et l’étiologie des maladies [90-92]. C’est pour ces raisons 
que les produits chimiques largement utilisés dans la vie moderne (les plastiques et leurs 
molécules non liés: bisphénol A (BPA) et les phtalates) ont récemment attiré l'attention de la 
communauté scientifique (voir tableau 5), les organismes de réglementation et le grand public 
en raison de leur volume de production, l'utilisation généralisée des matières plastiques, et les 
effets néfastes sur la santé [93]. 
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Un autre exemple, l'exposition in utero au DES est également associée à un risque accru de 
cancer du sein chez les femmes adultes. Chez la souris, elle induit des changements 
néoplasiques dans le tissu mammaire [94]. En effet, l’exposition in utero de souris au 
bisphénol-A (BPA) ou au diéthylstilbestrol (DES) induisent dans les glandes mammaires des 
souris exposées, la surexpresion d’Enhancer of Zeste Homolog 2 (EZH2) et sa marque 
épigénetique: histone H3 trimethylation.  Ces résultats ont été reproduits sur la lignée 
cellulaire de cancer de sein MCF-7. La programmation développementale d'EZH2 (une 
histone méthyltransférase qui impliqué dans tumorigenèse) est un nouveau mécanisme par 
lequel l'exposition in utero aux perturbateurs endocriniens conduit à la régulation 
épigénétique de la glande mammaire.  
 
Produits 
chimiques 
Modifications Epigénetique Gènes Organismes Réf 
BPA Hypométhylation  Agouti Souris  [95, 96]  
BPA Hypométhylation Pde4d4 Rat [97, 98] 
BPA Hypométhylation Nsbp1, Hpcal1 Rat [99] 
BPA Hyperméthylation ESR1et 2 Rat [100] 
BPA Hyperméthylation Hoxa10 Souris  [101] 
BPA Hyperméthylation ou 
Hypométhylation 
13 genes Souris [102] 
PBA Hyperméthylation LAMP3 humain [103] 
BPA modification d’histone H3K27me3 Humain et 
souris 
[94] 
BPA Induction de miARNs miR-146a Humain  [104] 
BPA modification des miARNs 37 miRNAs Souris  [105] 
Phthalate BBP Hypométhylation ESR1 Humain  [106] 
Phthalate DEHP Hyperméthylation INSL3 Souris  [107] 
BPA  méthylation différentiel de 
l'ADN. Transgéneration  
  [92] 
 
Tableau 5. Effets épigénétiques de bisphénol A (BPA) et des phtalates. 
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4.4 Effets des PEs sur le testicule 
4.4.1   Perturbateurs endocriniens synthétiques 
4.4.1.1 Exemples des PEEs ayant une activité 
estrogénomimétique 
4.4.1.1.1 Diéthylstilbestrol (Distilbène ou DES) 
Ce médicament a une activité estrogénomimétique (figure17), il a été 
prescrit dans les années 1950-1960 pour éviter les avortements spontanés. Il a été interdit en 
en France en 1977 suite à la découverte d’un lien dans les années 70 entre l’administration de 
DES à des femmes enceintes et la survenue de cancers du vagin, du sein et de l’utérus chez les 
filles des mères traitées [108]. Chez leur fils, l’exposition au DES a été associée à une 
augmentation du risque de développement d’hypospadias, de cryptorchidies, de kystes 
épididymaires et d’inflammation testiculaire [109, 110]. 
 
 
 
Figure 17. Différences de structure entre l’estradiol, le diéthylstibéstrol et le bisphénolA. 
 
L’exposition prénatale de souris mâles au DES induit des effets néfastes comparables a ceux 
observés chez l’homme comme la non-descente testiculaire, des kystes épididymaires, la 
rétention des canaux Mulleriens et des altérations de la spermatogenèse [111, 112]. 
L’exposition néonatale au DES chez le rongeur (ex: 10 μg/kg/jour chez le rat entre 1-12 jpn) 
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induit une chute du poids des testicules, des épididymes, des vésicules séminales ainsi que de 
fortes altérations de la spermatogenèse par apoptose des cellules germinales [113-115]. 
 
4.4.1.1.2  Le bisphenol A (BPA)  
Un autre produit à activité estrogénomimétique, est le BPA [116] 
(Figure 16). Cette molécule est un composé synthétique utilisé dans la production des 
plastiques polycarbonates et des résines époxy. On le retrouve par exemple, dans le 
revêtement des boites de conserve, certains biberons ou encore dans les résines d’obturation 
utilisées en dentisterie. Aux Etats-Unis, la forme conjuguée du BPA est retrouvée dans l’urine 
dans 93% de la population [84]. Le BPA aurait la capacité de mimer l’action des estrogènes à 
travers des voies non génomiques impliquant les ESRs membranaires couplés aux protéines G 
[117]. Selon les travaux, en fonction de la voie d’administration (gavage ou injection),  de la 
dose administrée, mais également en fonction de la période d’exposition (fœtale, néonatale ou 
adulte), les données concernant un éventuel impact du BPA de la spermatogenèse sont 
controversées. En effet, certains auteurs rapportent des effets délétères sur le testicule via des 
altérations au niveau des cellules de Sertoli et des cellules germinales [118-121], tandis que 
d’autres auteurs identifent des effets transitoires ou bien une absence d’altération du testicule 
et de la spermatogénèse [122-125]. 
 
4.4.1.2 Exemple de PEEs ayant une activité 
antiandrogénique 
4.4.1.2.1 Vinclozoline  
La vinclozoline est un fongicide très largement utilisé dans 
l’agriculture (cultures viticoles, de fruits et légumes, de céréales ou pour les plantes 
ornementales) (voir figure 18). La vinclozoline est une molécule ayant une activité 
antiandrogénique. Cette molécule ainsi que ses métabolites M1 et M2 agissent en tant 
qu’antagonistes du récepteur des androgènes (AR) [126]. La vinclozoline peut ainsi inhiber la 
transactivation du récepteur des androgènes, faciliter la dégradation des androgènes 
(conversion en estrogènes des androgènes non liés à l’AR) et inhiber l’expression de gènes 
androgénodépendants.  
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Figure 18. Les voies métaboliques de vinclozine chez le rat. D’après 
(http://www.inchem.org/documents/jmpr/jmpmono/v95pr18.htm) 
 
L’administration de vinclozoline chez l’animal à différentes doses, par différentes voies 
(injections, gavages), et à différentes périodes (fœtale, néonatale, puberté, adulte) engendre 
diverses anomalies au niveau de testicule. La période de sensibilité accrue à la vinclozoline 
est la période fœtale dont la période la plus critique se situe aux 16ème et 17ème jours post-
coïtum [127]. En effet, l’exposition fœtale de rongeurs à la vinclozoline (dès 100 mg/kg/j) 
altère la différenciation sexuelle chez le mâle, qui se traduisent à long terme chez l’individu 
adulte par des altérations de la spermatogenèse et de la prostate (atrophie, inflammation et 
hyperplasie), sans l’altération des taux plasmatique de testostérone [127-131]. Au niveau du 
testicule fœtal, une augmentation d’apoptose des cellules germinales juste après l’arrêt du 
traitement a été mise en évidence [132]. Au niveau du testicule adulte, une exposition fœtale à 
la vinclozoline induit une apoptose des cellules germinales ainsi qu’une diminution du 
nombre et de la mobilité des spermatozoïdes [128, 131-133]. 
 En utilisant ce même type de modèle expérimental, il a été démontré que les animaux 
développent également d’autres pathologies (ex: adénomes et carcinomes mammaires, 
anomalies des tubules rénaux) [134]. Les altérations épigénétiques qui touchent les testicules 
semblent transgénérationnelles et corrèlent avec l’infertilité masculine à l’âge adulte [129, 
135].  
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4.4.1.2.2 Flutamide   
Le flutamide est un antiandrogène non stéroïdien, appartenant à la 
catégorie des hormones de synthèse (figure 19). Il est utilisé notamment dans le traitement des 
cancers de la prostate avec métastases, dans le cadre d'un traitement anti-hormonal [136, 137], 
en association avec une castration médicale ou chirurgicale. Il est également préconisé lors 
d’hirsutisme majeur chez la femme.  
 
 
Figure 19. Structure de Flutamide et son métabolite (2-Hydroxyflutamide). 
 
Le métabolite du flutamide, le 2-hydroxyflutamide est considéré comme l'agent actif, inhibant 
de façon compétitive la liaison des androgènes (testostérone et DHT) à leur récepteur [138, 
139]. Le 2-hydroxyflutamide est capable de se lier à l’AR dans les cellules cibles [140], avec 
une affinité supérieure à celle du flutamide. Cet antiandrogène empêche ainsi la liaison du AR 
aux éléments de réponse des androgènes sur l’ADN et module la transcription des gènes 
androgéno-dépendants [141]. 
Le flutamide est capable de bloquer le rétrocontrôle de la testostérone au niveau de 
l’hypothalamus et de l’hypophyse [142]. Ceci induit une augmentation de sécrétion de LH, 
provoquant une augmentation de la production et sécrétion de testostérone ainsi que la 
stimulation des cellules de Leydig et une hyperplasie. 
Des rats mâles traités pendant leur vie fœtale par le flutamide développent une cryptorchidie, 
une hypospermatogenèse, une atrophie de la prostate, une diminution de la distance 
anogénitale et une rétention des mamelons [143-146]. L’hypospermatogénèse est caractérisée 
par une dégénérescence des spermatocytes, une diminution du nombre de cellules germinales 
(spermatocytes leptotènes, spermatides rondes et allongées), une diminution du nombre de 
spermatozoïdes viables, une augmentation de la fréquence de spermatozoïdes anormaux et 
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une altération des fonctions des cellules de Leydig sont observées dans le testicule de rats 
adultes traités pendant 14 jours ou 28 jours au Flutamide [142, 147-150]. Par ailleurs, des 
phénomènes de dégénérescence de l’épithélium séminifère ont également été décrits chez des 
rats adultes exposés au flutamide au cours leur vie fœtale [146, 151]. L’hypospermatogenèse 
observée chez ces rats adultes est liée à un phénomène d’apoptose des cellules germinales. 
Une augmentation de l’expression et de l’activation de caspases et de facteurs pro-
apoptotiques, ainsi qu’une inhibition de facteurs anti-apoptotiques ont été identifiées ainsi 
qu’une altération de la fonction des cellules de Sertoli [152-154].  
Chez des rats mâles adultes, l’administration de flutamide (100 mg/kg/j, pendant 28 jours) 
entraine une augmentation du niveau de LH, de testostérone, de FSH et d’œstradiol, mais 
aussi, une diminution du poids des organes androgéno-dépendants (prostate, vésicules 
séminales et épididyme), une hyperplasie des cellules de Leydig et une altération de la 
spermatogénèse [148, 149]. Les mêmes effets sont observés à dose plus faible [147, 155-157]. 
Ce phénomène apparaît néanmoins être réversible lorsque l’exposition a lieu à l’âge adulte 
[142]. En effet, 1 à 2 mois après l’arret de l’exposition au flutamide, on observe une 
restauration de la spermatogenèse [158].  
 
4.4.1.2.3 Prochloraz  
Le prochloraz (PCZ) est un fongicide très largement utilisé en culture. Il 
appartient au groupe des « conoazoles » (voir figure 20). Le PCZ exerce son action fongicide 
en inhibant la protéine CYP51, conduisant à la fragilisation de membrane cellulaire fongique.  
 
 
Figure 20. Structure de Prochloraz. 
 
Le Prochloraz est un PEE car c’est un antagoniste d’AR [159-161], et il inhibe la 
stéroïdogenèse. L’exposition de rattes gestantes au PCZ, entraine chez le fœtus, la diminution 
du niveau de testostérone et une augmentation du niveau de progestérone [161, 162].  
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De plus, le PCZ entraîne des altérations de la reproduction chez la progéniture mâles avec des 
anomalies du phallus, et une diminution du poids des organes reproducteurs et une rétention 
des mamelons [162-164]. Une étude épidémiologique suggère que les effets délétères de PCZ 
s’exercent chez l’homme. En effet, une augmentation du taux de cryptorchidie a été identifiée 
chez la descendance mâle de femmes danoises travaillant dans l’horticulture [165].  
 
4.4.2 Les Perturbateurs endocriniens d’origine naturelle 
4.4.2.1 Génistéine  
La génistéine, est une isoflavone naturelle issue des plantes et 
appartient à la grande famille des flavonoïdes. On la retrouve principalement dans le soja mais 
elle est également présente à de plus faible quantité dans les pois, les lentilles ou haricot. Sa 
structure est très proche de celle d’un oestrogène important, le 17ß-oestradiol (figure 21). La 
génistéine est classée comme un phyto-œstrogène, c’est à dire un composé issu des plantes et 
agissant comme les oestrogènes. 
 
Figure 21. Structure moléculaire de la génistéine (à gauche) et du 17ß-oestradiol (à droite). 
 
Les études menées chez l’homme suggèrent sur effet protecteur des phytoestrogènes sur le 
développement de cancers comme le cancer du sein et de la prostate. La génistéine agit 
comme un estrogène non stéroïdien avec une activité estrogénique faible en se liant 
directement au niveau des récepteurs des estrogènes. L’utilisation de souris transgéniques 
(gène luciférase couplé à des éléments de réponse des estrogènes) a permis de montrer que la 
génistéine, administrée par voie orale ou par le lait maternel, pouvait entrainer au niveau 
testiculaire l’activation transcriptionnelle médiée par les ESRs [166, 167]. Des approches in 
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vitro sur des spermatozoïdes humains et murins ont permis de mettre en évidence un effet 
positif de la génistéine qui stimulerait la capacitation et la réaction acrosomique [168]. Des 
expositions fœtales, durant la lactation ou encore chez l’adulte ont été réalisées, mais les 
résultats à ce jour restent encore équivoques. En effet, chez les rongeurs mâles, une exposition 
à de fortes doses de génistéine ou à une alimentation riche en soja durant la vie périnatale 
entraine différentes anomalies: réduction de la distance ano-génitale, diminution des taux de 
testostérone, diminution du poids des testicules associée à des altérations de la 
spermatogenèse et de la prostate ainsi qu’une démasculinisation [169, 170].  
A l’inverse, certaines études ne montrent pas d’effet de la génistéine administrée in utero sur 
la distance anogénitale ni sur les poids des organes hormonodépendants chez le rat mâle [171, 
172]. Finalement chez des rats adultes, l’utilisation de régime riche en phytoestrogènes induit 
des altérations de la spermatogenèse caractérisée par l’apoptose des spermatocytes et 
spermatides rondes, et ceci, sans changement de taux des gonadotrophines plasmatiques et de 
testostérone testiculaire  [173]. 
 
4.4.2.2  Zéaralénone (ZEA)  
La zéaralénone (ZEA) est une mycotoxine ayant une activité 
estrogénomimétique, produite par les moisissures de type Fusarium (ex. F. graminearum, F. 
culmorum) qui contaminent les céréales stockées dans des conditions trop humides (ex. sillots 
à grains) (voir tableau 6 et figure 21). La zéaralénone et un de ses métabolites α- zéaralénol 
sont très souvent retrouvés dans différents types de céréales (maïs, orge, blé, avoine, sésame) 
qui constituent la matière première dans divers produits alimentaires pour l’homme et les 
animaux [174]. L’exposition à la ZEA pourrait entrainer une diminution de la survie 
embryonnaire, de la taille des portées à la naissance, des anomalies du tractus génital chez le 
mâle ou la femelle aussi bien chez des animaux de laboratoire que domestiques.  
 
Groupe de 
mycotoxines 
Mycotoxines Conditions 
d’apparition 
Moisissures Substrats 
Aflatoxines Aflatoxines B1, 
B2, G1 et G2 
Climats tropicaux 
et subtropicaux 
Aspergillus 
parasiticus, 
Aspergillus flavus 
Arachide, maïs, 
sorgho 
Ochratoxines Ochratoxines A, B, 
C et D 
Climats frais et 
tempérés 
Aspergillus 
ochraceus 
Maïs, orge 
En cours de 
stockage 
Zéaralénone Zéaralénone Moisissures 
ubiquistes 
Fusarium Maïs, blé, 
sorgho 
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Déoxynivalénol Vomitoxine 
(DON), Nivalenol, 
Fusarenone X 
(Trichothécènes B) 
Moisissures 
ubiquistes 
Fusarium  
  
  
Maïs, orge, blé, 
avoine  
  
  
T2 toxine, HT2 
toxine, 
Diacetoxyscirpenol 
(Tricho. A) 
Fumonisines Fumonisines Climats tempérés 
et climats chauds 
Fusarium 
moniliforme, 
Fusarium 
proliferatum et 
Fusarium sp. 
Maïs, orge, blé, 
avoine 
Tableau 6. Présentation des différentes mycotoxines. 
 
Figure 22. Structure de la zéaralénone et ses dérivés comparée à l’estradiol (E2). 
La ZEA présente une action agoniste d’ESR1 et une action mixte agoniste-antagoniste au 
niveau d’ESR2 [175]. Par ailleurs, des approches in vitro couplées une analyse 
transcriptomique focalisée sur les gènes estrogénodépendants montrent que l’action 
estrogénique de la ZEA et de ses métabolites à faible doses serait globalement assez proche de 
l’action de l’estradiol [176]. D’après ce même travail, l’effet estrogénique de la ZEA et ses 
dérivés a pu être classé en allant du composé le plus estrogénique au moins estrogénique 
comme suit : α-ZOL = α-ZAL > ZAL > ZEA = β-ZAL > β-ZOL. 
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L’exposition de rongeurs à la ZEA entraine des effets de type estrogénique comme la 
diminution de fertilité, des augmentations de létalité embryonnaire, la diminution de taille des 
portées, des modifications des taux d’hormones sériques (progéstérone, estradiol) [174, 177]. 
Plus spécifiquement au niveau de l’appareil reproducteur mâle, l’injection postnatale de ZEA 
(5-15 jpn, 4 et 40 μg/j) induit des effets testiculaires comparables à l’estradiol comme: la 
diminution de poids du testicule, du diamètre et de la longueur des tubes séminifères, une 
chute du nombre de cellules de Sertoli et de spermatogonies [178]. Chez le rongeur adulte, 
l’injection de ZEA ou α-ZOL induit de l’apoptose au niveau des cellules germinales 
(principalement spermatogonies et spermatocytes) qui se traduit par une diminution du poids 
testiculaire et une diminution de la production de sperme [179, 180]. In vitro, la ZEA et le α-
ZOL inhibent la steroidogenèse au niveau de la cellule de Leydig via une répression de la 
transcription des gènes 3β-HSD, P450scc et STAR [181, 182]. Une exposition périnatale à 
ZEA affecte l’expression des transporteurs ABC (ABCB1, ABCC1, ABCG2, ABCC4 et 
ABCC5) avec délocalisation cellulaire d’ABCC4 dans le testicule. Le traitement d’une lignée 
de cellules de Sertoli par la ZEA modifie l’expression d’ABCB1, ABCC4 et ABCC5. L’effet 
de la ZEA est inhibé par de l'anti-œstrogène ICI 182,780, ce qui suggère l'implication partielle 
au moins de l'activité ostrogénique de la ZEA dans ces effets [183]. Chez la femelle, 
l'exposition à long terme à ZEA entraine une diminution de l’expression des ESR2s  dans les 
ovaires chez les chiennes et suggère des modifications épigénétiques comme mécanisme 
impliqué dans l’inhibition du développement de l'ovaire [184].  
ZEA est capable de modifier plusieurs paramètres importants dans la réponse immunitaire de 
cellules hépatiques et suggère que la ZEA est non seulement un puissant mycotoxine 
œstrogène mais aussi un hépatotoxine potentiel lorsqu'il est administré par voie orale [185]. 
Cho ES et ces collègues ont démontré que la ZEA induit la toxicité testiculaire [186]. 
L'apoptose des cellules germinales est lié à la modulation  de l’expression de Fas et Fas -L. 
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5. Apoptose des cellules germinales 
mâles 
 
5.1 Apoptose et homéostasie tissulaire 
L’apoptose ou mort cellulaire programmée assure l’homéostasie tissulaire. En 
effet, il y a un équilibre entre la prolifération et la mort des cellules constitutives d’un tissu. 
L’apoptose comprend trois phases (voir figure 23):  
 une phase d’initiation, induite par différents stimuli exogènes ou endogènes.  
 une phase effectrice où la cellule s’engage vers un point de non-retour.  
 une phase de dégradation des structures cellulaires dont la plus caractéristique est 
la fragmentation de l’ADN.  
 
 
Figure 23. Les voies de l'apoptose. Schéma montrant les voies apoptotiques. D’après [187] 
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5.1.1  Phase d’initiation  
La transduction des signaux apoptotiques s’effectue selon deux voies 
majeures mettant en jeu des molécules adaptatrices et des molécules effectrices: la voie des 
récepteurs de mort et/ou la voie mitochondriale  [187, 188].  
5.1.1.1 La voie des récepteurs de mort (voie extrinsèque)  
Cette voie fait intervenir différents membres de la superfamille du TNF 
(Tumor necrosis factor), qui constituent trois systèmes principaux: Fas, TNF et TRAIL (TNF 
alpha related apoptosis-inducing ligand).  
Les ligands FasL, sFasL (forme soluble) se fixent sur le récepteur Fas (CD95/APO-1), les 
ligands TNFα et TNFβ sur les récepteurs TNF-R1 et TNF-R2. Alors que TRAIL peut se lier à 
des récepteurs induisant un signal de mort (DR4, DR5) ou des récepteurs leurres. Dans la voie 
des récepteurs de mort, la protéine adaptatrice Fas-associated death domain (FADD) assure le 
recrutement d’une procaspase initiatrice (CASP8). 
5.1.1.2 La voie mitochondriale (voie intrinsèque) 
Dans cette voie, les protéines intracellulaires de la famille Bcl-2 
assurent la transduction du signal apoptotique. La famille Bcl-2 comportant à la fois des 
membres pro-apoptotiques (Bax, Bcl-xS, Bak, Bad) et des membres anti-apoptotiques (Bcl-2, 
Bcl-xL, Bcl-w, Mcl-1). L’activation de cette voie correspond à l’activation de la protéine TP53 
suite à des dommages de l’ADN ou une alteration de la mitochondrie. Cette activation induit 
la translocation de facteur pro-apoptotique comme Bax qui, par compétition avec les protéines 
anti-apoptotiques insérées dans la membrane mitochondriale externe, provoque la libération 
du cytochrome C et de la protéine Smac/diablo par la mitochondrie. Le cytochrome C assure 
le recrutement d’une procaspase initiatrice (CASP9) par l’intermédiaire d’une protéine 
adaptatrice Apaf-1. 
 
5.1.2  Phase effectrice 
Après la formation du complexe protéique (cytochrome C-Apaf-1-procaspase 
9 ou FADD-procapsase 8 pour la voie de récepteur de la mort), la procaspase initiatrice est 
transactivée par clivage. La caspase initiatrice ainsi libérée (caspases-8, 10 ou 2 pour la voie 
des récepteurs de mort; caspase-9 pour la voie mitochondriale) est capable à son tour d’activer 
les caspases effectrices (caspases 3,6 ou 7). L’activité des caspases effectrices est régulée par 
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des protéines par inhibitors of apoptosis proteins (IAP), elles-mêmes régulées négativement 
par Smac.  
 
5.1.3  Phase de dégradation 
De nombreux protéines sont des substrats des caspases effectrices parmi 
lesquels des composants du cytosquelette et du noyau, diverses protéases et DNases ainsi que 
des protéines de signalisation majeures comme la PKC, Raf1 ou MEKK [189]. 
Enfin, les protéases calpaïnes à activation calcium-dépendante régulent l’apoptose. Elles 
partagent un certain nombre de substrats avec les caspases, notamment des protéines du 
cytosquelette et de l’enveloppe nucléaire, des membres de la famille Bcl-2 et les procaspases 
elles-mêmes [190]. Cette phase aboutit à la dégradation de l’ADN et de la cellule en corps 
apoptotiques. 
 
5.2 L’apoptose au cours de la spermatogenèse 
Dans les tubes séminifères des testicules,  la spermatogenèse est un processus 
dynamique et synchronisée de la maturation des spermatogonies souches en spermatozoïdes 
matures. Comme dans de nombreux tissus, le nombre de cellules dans les tubes séminifères 
du testicule est déterminé par un équilibre dynamique entre la prolifération cellulaire et la 
mort cellulaire par apoptose [191]. Lors de l’initiation de la spermatogenèse on observe une 
vague d’apoptose importante qui limite l’efficacité des premiers cycles spermatogénètiques. 
Les spermatogonies et les spermatocytes précoces sont des cibles privilégiées de cette 
apoptose physiologique (voir figure 24).  
 
- Protéines régulant l’apoptose des cellules germinales 
- Protéines de la famille de Bcl2 et p53 
L’apoptose qui a lieu lors du premier cycle de la spermatogenèse (entre le 
10
ème  
et
  
30
ème 
jour après naissance chez le rongeur) fait intervenir les protéines de la famile 
Bcl2 [192]. En effet, il a été montré que la surexpression des protéines Bcl-2 [193, 194], Bclx 
et Bcl-w [193, 195] ou le knock-out de Bax chez la souris entraîne une forte augmentation du 
nombre des spermatogonies due à l’absence de la première vague de l'apoptose, et une 
altération des stades ultérieurs de la spermatogenèse [191, 194]. De plus, l’invalidation du 
gène Bcl- x chez la souris, entraine de graves défauts dans les cellules germinales mâles en 
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cours développement. Des anomalies de la spermatogenèse sont aussi observées quand Bcl-2 
est sélectivement surexprimé dans les cellules somatiques testiculaires [196]. Par contre, 
l’invalidation de Bcl-2 chez la souris n’altère pas la spermatogenèse. En revanche, les souris 
déficientes en Bcl-xL présentent un phénotype semblable au phénotype de surexpression de 
Bax avec une apoptose accrue de cellules germinales [191]. Ces résultats suggèrent que 
l’initiation de première vague d’apoptose des cellules germinales pendant le premier cycle de 
la spermatogenèse se traduit par une augmentation de l’expression des protéines Bax et Bad 
d'une manière dépendante de p53, entrainant le déplacement du rapport des membres pro- et 
anti- apoptotiques en faveur d’une signalisation mortelle [197].  
- Protéines BARD1 
L’apoptose germinale induite par un stress fait intervenir aussi d’autres 
protéines. En réponse à un stress, les protéines BARD1 exprimés dans le testicule humain 
sont activées  induisant l’apoptose [198]. Cette protéine est capable à se lier au gène BRCA1 
(breast tumor suppressor gene 1) dont le produit intervient dans la réparation de l’ADN 
[199]et NF-κB, un facteur de transcription impliqué dans la régulation de l’expression des 
gènes de l’apoptose [200].  
- Protéine Survivine  
Des anomalies de l’expression de l’apoptose peuvent aussi signer des états 
pathologiques. Ainsi, la survivine est surexprimée dans les tumeurs testiculaires (TGCTs) 
[201]. 
- Protéines Fas  
Bien que largement discuté, il semblerait que Fas, soit impliqué dans 
l’apoptose des cellules germinales [202]. Le récepteur Fas et son ligand sont exprimés 
respectivement par les cellules de Sertoli et les cellules germinales, ils assurent l’homéostasie 
des cellules germinales. Les spermatocytes pachytènes sont les principales cellules touchées 
en réponse à un apoptose induite et que la voie de signalisation Fas / FasL [203]. Fas ligand 
peut-être produit dans les testicules en réponse à une inflammation chronique et induit 
l'apoptose des cellules germinales [204].  De plus, le traitement de cultures de cellules 
testiculaires humaines avec un anticorps bloquant anti-Fas se traduit par une inhibition de 
l’apoptose des cellules germinales [205].  
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Figure 24. Schéma des niveaux où les molécules pro et anti-apoptotiques peuvent impliquées 
dans la régulation de l’apoptose de cellules germinales. D’après [187]. 
 
 
Une autre famille de protéines a un rôle protecteur important au cours de la réponse cellulaire 
au stress. Ce sont les protéines de choc thermique (voir chapitre suivant). Elles semblent avoir 
un rôle crucial dans la régulation de l’apoptose pendant la spermatogénèse. 
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6. Les protéines de choc thermique 
(HSPs) 
 
 
6.1 Réponse au stress 
Les cellules de tout organisme vivent dans des conditions environnementales 
physiologiques normalement stables mais elles peuvent être sujettes à des agressions aiguës 
ou chroniques. Cette situation impose une faculté d’adaptation indispensable pour la survie 
nécessitant la mise en œuvre de mécanismes permettant la détection du stress, quelle qu’en 
soit la nature, et des réponses adéquates visant à moduler les effets du stress. La première 
description des manifestations cellulaires de la "réponse au choc thermique" ("heat shock 
response") a été fournie en 1962. Ritossa observa une série d’élargissements ou renflements 
("puffing") au niveau de certains des chromosomes géants des glandes salivaires de 
drosophiles soumises à un choc thermique. Au cours de la décennie suivante, plusieurs 
observations importantes ont permis de préciser la nature de ce phénomène. Il a ainsi été 
montré que les renflements étaient: (a) induits par plusieurs autres stress que l'hyperthermie, 
(b) produits quelques minutes après le stress, (c) associés à une nouvelle synthèse d’ARN, (d) 
trouvés dans différentes espèces de drosophiles et dans beaucoup de tissus différents, et (e) 
accompagnés par la régression d'autres renflements présents avant le stress [206-209]. Ces 
données suggéraient que ces élargissements chromosomiques correspondaient à l'induction 
rapide et vigoureuse de l'activité de gènes spécifiques lors de stress (les "heat shock genes"), 
accompagnée par la répression d'autres séquences géniques.  
Les protéines de choc thermique (HSPs) sont impliquées dans le rétablissement de 
l’homéostasie protéique au sein de la cellule après un stress. En effet, les HSPs sont des 
protéines chaperones capables de prévenir des interactions inappropriées entre protéines par 
l’interaction avec les protéines dénaturées afin de prévenir la formation d’agrégats protéiques 
et d’assister les protéines pour qu’elles retrouvent leur structure tridimensionnelle native 
[210]. La réponse au stress est assurée par l’activation transcriptionnelle de gènes codants 
pour les formes inductibles des HSPs, ce qui mène à la prise en charge des protéines 
dénaturées. Lorsque le stress est corrigé, les HSPs retrouvent leur niveau d’expression et leur 
activité de base. 
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6.2 Classification et fonctions des HSPs  
En fonction de leur poids moléculaire, les HSPs sont regroupées en six familles 
principales HSP110, HSP90, HSP70, HSP60, HSP47 et HSP25-30 kDa (small HSPs). Ces 
familles présentes des propriétés communes, mais chaque famille à des particularités, soit 
liées à leur mécanisme d’action, leur localisation intracellulaire ou bien la nature inductible de 
leur expression.  
La famille des HSP90 englobe les protéines les plus exprimées constitutivement. Cette famille 
est composée de quatre membres principaux : HSP90α, HSP90β, GP96 et TRAP1. 
Les protéines de la famille des HSP60 (chaperons mitochondriaux) sont exprimées 
constitutivement, alors que les protéines HSP70 et HSP27 sont fortement induites lors d’un 
stress.  
Nous ne développerons ici que les deux familles les mieux caractérisées à ce jour : HSP70 et 
HSP27. 
6.2.1   La famille HSP70  
Les HSP70s sont les protéines les plus étudiées, les plus abondantes et les 
plus conservées. Leur masse moléculaire est de 70 kDa. Les protéines de cette famille 
présentent un haut pourcentage d'identité de séquence avec les HSP70s d’autres organismes 
(50% d'homologie entre le gène humain HSP70 et son homologue DnaK chez E.coli, et plus 
de 70% avec celui de la drosophile) [211]. Cette famille comprend des protéines possèdent 
une structure commune qui contient deux domaines: une extrémité N-terminale hautement 
conservée portant l’activité ATPase et une extrémité C-terminale moins conservée liant des 
peptides (voir tableau 7 et figure 25).  
 
Tableau 7. Les différentes protéines de la famille HSP70 (HSPA). D’après [212] 
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Figure 25. Structure et organization des domaines de Hsp70. D’après 
(http://pdslab.biochem.iisc.ernet.in/hspir/hsp70.php) 
 
Les protéines HSP70s assurent la fonction de chaperone moléculaire car elles protègent de 
façon transitoirement des protéines immatures ou dénaturées (mauvaise conformation) pour 
éviter leur agrégation ou leur perte de fonction. Grâce à leur extrémité carboxy-terminale, Les 
HSP70 lient des segments courts et linéaires de peptides ou de protéines non repliées [213]. 
Cette fonction est ATP-dépendant: les polypeptides interagissent transitoirement avec le 
domaine de liaison aux peptides de HSP70, ce qui stimule l'hydrolyse de l'ATP et mène à un 
changement de conformation de HSP70, augmentant son affinité pour le peptide. Ensuite, le 
peptide lié est relâché lors de l'échange de l'ADP avec un nouvel ATP [214]. 
6.2.1.1 HSPA1 
Cette protéine est codée par deux gènes voisins localisés au locus 
6p21.γ : hsp70.1 (hspa1a) et hsp70.3 (hspa1b). La transcription des ces gènes est fortement 
induite en cas de stress dans tous les types cellulaires [215]. Les deux protéines HSPA1A et 
HSPA1B sont si proches qu’on les regroupe sous l’appellation commune d’HSP70.  
- Rôles  de la protéine HSPA1: 
A) Rôles dans la thermotolérance 
Il a été montré que HSP70 joue un rôle crucial dans la thermotolérance. 
La réponse au choc thermique, HSP70 est activée par plusieurs inducteurs y compris  les 
métaux lourds, les poisons métaboliques, l’hypoxie, les radicaux libres, la déplétion d’ATP, 
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les radiations et les toxines [213]. Elle est nécessaire à la survie et au maintien des fonctions 
cellulaires lors de l’exposition à différents stress physiques ou biologiques. HSP70 montre 
une faible expression dans les conditions physiologiques avec une localisation cytoplasmique, 
où elle exerce sa fonction de chaperon moléculaire pour les protéines en cours de maturation. 
Lors de l’activation de la réponse au choc thermique, la fraction HSP70 déjà présente dans la 
cellule subit une relocalisation nucléaire, et la forme induite est exprimée dans le cytoplasme 
[216, 217]. En période de stress, HSP70 reconnaît et se lie aux séquences hydrophobes 
exposées des protéines dénaturées. HSP70 prévient de cette manière leur agrégation et peut 
contribuer à leur repliement adéquat dans un cycle dépendant de l’ATP [218]. 
 
 
Figure 26. Modulation de l’apoptose par les HSPs. HSP70 bloque l'apoptose par l’inhibition de JNK 
et translocation mitochondrial de Bax en interagissant avec AIF et/ou Apaf- 1 ou en protégeant les protéines 
nucléaires clivées par casp-3. HSP27 peut bloquer l'activation des caspases par son action sur la F-actine, Bid, 
ROS ou cytochrome C. HSP27 entraine également la dégradation des protéines I-kB par le protéasome.  (→, 
stimulation; ⊥, inhibition) d’après [219]. 
B) Rôles dans l’apoptose  
HSPA1 représente l’HSPs la plus active dans la régulation de la survie 
cellulaire en assurant l’inhibition du processus de mort programmé par apoptose (figure 26). 
HSP70 agit au niveau de la voie intrinsèque de l’apoptose [220]. HSP70 empêche le 
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recrutement de la procaspase 9 par l’apoptosome et ainsi prévient l’activation de caspase 
initiatrice 9 [221]. HSP70 pourrait aussi inhiber la libération du cytochrome c [222]. Hsp70 
bloque l’apoptose aussi en amont de l’apoptosome. HSP70 agit sur JNK et Mcl-1 [223], en 
inhibant le transfert et la fixation de Bax sur la membrane  mitochondriale externe, empêchant 
ainsi la perméabilisation et la libération dans le cytosol de cytochrome c et d’AiF [224]. 
HSP70 inhibe également Bax en protégeant Mcl-1 de la protéolyse.  
HSP70 inhibe aussi l’apoptose indépendante des caspases [224, 225]. En effet, elle  empêche 
la translocation nucléaire d’Apoptosis Inducing Factof (AIF) et inhibe ainsi la condensation 
chromatinienne. En outre, HSP70 peut aussi inhiber la perméabilisation de la membrane 
lysosomale, ce qui constitue un d’autre mécanisme de contrôle de l’apoptose [226, 227]. 
C) Rôles dans le cancer 
Une étude récente suggère que HSPA1  joue rôle extracellulaire pour 
assurer la croissance tumorale [228]. En effet, HSPA1 active la voie de signalisation de NF-
kB par liaison aux récepteurs Toll-like receptor 2 et 4 (TLR2 et TLR4). Grâce à sa capacité à 
prévenir l’apoptose, HSP70 est surexprimée dans les cellules cancéreuses, elle les protège 
contre la mort induite par de nombreux agents anticancéreux [229]. Son expression dans les 
cancers est associée à la malignité et à un faible pronostic [230].  
D) Rôles dans la différenciation 
HSP70 joue également un rôle dans les processus de différenciation [219].  
 
6.2.1.2 HSPA2 
Chez l’homme, cette protéine est codée par un gène localisé au locus 
14q24.1. HSPA2  est surexprimée dans les testicules et le cerveau avec une expression très 
faible et constitutive dans les autres organes [231].  
Dans le testicule, la régulation de HSPA2 est très active durant la phase méiotique de la 
spermatogenèse. L’invalidation de HSPA2 chez des souris mâles induit leur stérilité en raison 
d’une apoptose massive des spermatocytes [232]. Des études cliniques confirment le rôle 
potentiel de HSPA2 dans l'infertilité masculine humaine. En effet, le niveau de HSPA2 est 
plus faible  dans le plasma séminal de patients infertiles que des patients fertiles [233, 234]. 
Le protéome du sperme des patients infertiles a révélé une diminution d’expression de HSPA2 
dans les spermatozoïdes. Ceci altère l’interaction sperme-œuf [235]. 
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- Régulation de l’expression de HSPA2 dans le testicule 
Outre la régulation par les facteurs de transcription HSF1 et HSF2 (voir plus 
loin), l’expression de HSPA2 est régulée par plusieurs protéines,  en particulier par la protéine 
HLA-B-associated transcript3 (BAT3) [236]. En effet, l’inactivation conditionnelle de Bat3 
chez la souris entraîne une apoptose généralisée des cellules germinales méiotiques et 
l'infertilité masculine. Les souris déficientes en BAT3 n’expriment plus la protéine HSPA2 
dans les testicules et ce à tous les stades de la spermatogenèse. Toutefois,  l’ARNm de 
HSPA2 garde son niveau normal. Une explication possible est que BAT3 induit la 
polyubiquitination de la protéine HSPA2, ce qui entraine sa dégradation par le protéasome.   
Une autre protéine régule l’expression protéine HSPA2. La protéine de liaison d'ARN Human 
antigen R (Hur) assure la régulation post-transcriptionnelle de HSPA2 au cours de la 
spermatogenèse [237]. Hur contrôle le stockage, la stabilité et la traduction de l’ARNm de 
HSPA2. En effet, l’invalidation conditionnelle de gène Hur dans les cellules germinales 
entraine une diminution de l’expression de HSPA2 entrainant la stérilité chez les mâles, mais 
pas chez les femelles. Les mâles présentent une azoospermie en raison de la mort massive de 
spermatocytes méiotiques et de l'échec de l'allongement des spermatides.  
6.2.1.3 HSC70t / HSPA1L 
Dans les testicules, cette protéine est exprimée par les cellules 
germinales, pendant la phase post-méiotique de la spermatogenèse [238]. Cette protéine est 
exprimée principalement dans les spermatides allongées [239]. Le rôle dans la 
spermatogenèse de cette protéine non inductible reste obscur, mais elle pourrait être impliquée  
dans  le maintien du testicule à une température plus basse que le reste de l’organisme. Le 
seul autre tissu où l’on peut trouver HSC70t est l’épithélium olfactif murin ou humain [240]. 
6.2.1.4 HSC70 / HSPA8 
Cette protéine ubiquitaire est l’homologue constitutif de HSP70 
(Cognate HSP70). Elle a une localisation cytoplasmique, mais aussi nucléaire [213]. Son 
expression est très peu induite par un choc thermique. Elle joue un rôle dans de nombreux 
processus cellulaires. Hsc70 inhibe l'expression et le fonctionnement du canal sodique à la 
surface apicale de l'épithélium en régulant à la fois sa biogénèse et son trafic à la surface des 
cellules [241]. 
La  méthylation de Hsc70 par le méthyltransferase METTL21A modifie sa fonction de 
protéine chaperone [242]. En effet, la triméthylation de HSPA8 (Hsc70) modifie l'affinité de 
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cette protéine pour les deux formes monomère et fibrillaire de la protéine α-synucléine 
associée à la maladie de Parkinson. 
HSC70 régule l’apoptose par l’interaction avec glioma pathogenesis-related protein 1 
GLIPR1. Cette interaction entraine la déstabilisation de SP1 et c-Myb, deux facteurs de 
transcription de deux protéines qui inhibent l’apoptose: AURKA et TPX2 [243]. 
Dans le testicule de lapin, le niveau de son expression ne se change pas au cours du 
développement. HSC70 est localisée principalement dans les spermatides aux stades VII-VIII 
et dans le cytoplasme de la spermatogonie [244]. HSC70 est sensible au stress [245]. En effet, 
l’augmentation de température entraine la surexpression de HSC70 dans les testicules des 
lapins. 
 
 
6.2.2  La Famille des petites protéines de stress (Small 
Hsps) 
6.2.2.1 Généralités 
Ce sont des protéines de choc thermique de faible poids moléculaire 
(entre 15 et 30 kDa) (voir tableau 8).  
 
 
 
Tableau 8. Les différentes protéines de la famille des petites protéines de choc thermique 
(HSPB). D’après [246]. 
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Les protéines de cette famille sont abondantes et ubiquitaires. La famille des sHSPs est celle 
qui présente la plus grande hétérogénéité de structure et une plus faible homologie de 
séquence entre les membres de cette famille [247]. Elles sont cependant caractérisées par la 
présence d’une séquence commune d’une centaine d’acides aminés très conservés au sein de 
cette famille appelée domaine α-cristallin [248]  (figure 27).  
 
 
 
Figure 27. Structure générale des sHSP. D’après 
(http://theses.ulaval.ca/archimede/fichiers/22332/ch01.html) 
 
Les sHSPs contribuent à la résistance au choc thermique [249] ainsi qu’à la protection 
d’autres stress, elles jouent ainsi un rôle crucial dans la survie cellulaire [250, 251]. Comme 
les autres HSPs précédemment décrites, elles assurent également la fonction de chaperon 
moléculaire [252, 253]. Contrairement aux autres HSPs, les sHSPs opèrent sans utiliser 
l’ATP.  
 
6.2.2.2 HSPB1(HSP27) 
 
6.2.2.2.1 Structure et expression  
C’est la petite protéine de choc thermique la plus largement étudiée. 
C’est une protéine de 27 kDa contenant le domaine α-cristalline commun à toutes les small 
HSP et des régions C et N terminales différentes. Le domaine α-cristalline comprend 
notamment une région située entre les résidus 133 et 144 essentielle au contact entre les 
monomères. Dans cette région, le résidu Cys137 contribue à la stabilité des dimères par 
formation de ponts disulfures [254]. L’extrémité N-terminale, en particulier le motif WDPF, 
assure la stabilisation des oligomères [255]. La queue C-terminale participe aussi à la 
82 
 
stabilisation des complexes par des interactions polaires dues à ses charges négatives [256]. 
Elle est fortement induite en réponse à un stress cellulaire et s’accumule plus lentement que 
HSPA, ce qui fait d’elle une HSP dite « tardive » [257]. HSP27 est ubiquitaire. Son niveau 
d’expression basal est relativement faible, mais présente une grande variabilité selon le type 
cellulaire.  
6.2.2.2.2 Activation de HSPB1  
En absence de stress, HSPB1 a une distribution cytoplasmique [258]. 
Elle semble cependant être majoritairement concentrée dans la région périnucléaire [251]. 
Lors d’un stress, elle peut être transportée vers le noyau de manière transitoire [259]. En 
réponse à un choc thermique, le facteur de transcription HSF-1 est activé pour se lier aux HSE 
(Heat Shock Element) d’HSPB1 entrainant son activation sous la forme d’oligomères dont la 
taille varie de 50 à 800 kDa [260].  
La protéine HSP27 humaine peut être phosphorylée au niveau de trois résidus sérine distincts: 
Ser15, Ser78 et Ser82 [261]. Un autre site mineur de phosphorylation, le résidu Thr143 a été 
également identifié [262]. La phosphorylation d’HSPB1 est assurée principalement par la voie 
de la p38 MAP kinase. Les trois résidus sérine d’HSPB1 sont phosphorylés par les kinases 
MAPKAP2 et MAPKAP3, elles-mêmes activées par phosporylation par la MAPK p38 [261, 
263, 264]. La phosphorylation d’HSPB1 par la voie p38 peut être induite par de nombreux 
stimuli, dont le stress thermique, le stress oxidatif et l’exposition à des agents chimiques. 
L’exposition à un stress induit une phosphorylation rapide d’HSPB1 et des changements dans 
son état d’oligomérisation suivie d’une accumulation de la protéine sous forme de petites 
oligomères [265]. Mais in vivo, coexistent des structures oligomériques de diverses tailles, ce 
qui suggère que d’autres mécanismes pourraient réguler l’oligomérisation d’HSPB1 [266].  
6.2.2.2.3  Fonctions 
- Rôle de protéine chaperonne  
HSPB1 joue un rôle de chaperon moléculaire lui permet de lier un 
grand nombre de protéines dénaturées, et donc de prévenir la toxicité due à la formation 
d’agrégats protéiques [258]. Elle protège le cytosquelette, et plus précisément les 
microfilaments d’actine [267]. Plusieurs études ont montré que la surexpression d’HSPB1 en 
conditions de stress telles que l’hyperthermie ou l’exposition à des agents oxydants, conduit à 
la stabilisation des filaments de F-actine, et donc à la protection de l’architecture cellulaire 
[268].  
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En plus de son activité de protéine chaperonne, HSPB1 empêche l’apoptose en protégeant la 
cellule contre différent stimuli apoptotiques. 
- Régulation de l’apoptose par HSPB1 (figure 28) 
HSPB1 régule négativement l’apoptose [229, 269]. En effet, l’inhibition 
d’HSPB1 dans des cellules de cancer de la prostate induit l’apoptose via l’activation de la 
caspase 3 [270]. HSPB1 peut interagir avec la voie intrinsèque, mais aussi la voie extrinsèque 
de l’apoptose. Dans la voie intrinsèque, HSPB1 se lie au cytochrome c et bloque ainsi la 
formation de l’apoptosome [271, 272]. HSPB1 inhiberait la libération du cytochrome c, en 
empêchant la relocalisation du facteur proapoptotique BAX vers la mitochondrie [273, 274]. 
Une autre étude suggère qu’HSPB1 prévient l’activation de caspase 3 [275]. Le mode 
d’action d’HSPB1 vis-à-vis de cette voie apoptotique reste controversé, puisque des résultats 
contradictoires montrent que l’αB-crystallin peut interagir avec le cytochrome c, mais pas 
HSPB1 [276]. 
 
 
Figure 28. Modulation de l’apoptose par HSPB1 (HSP27). D’après [277] 
 
HSPB1 empêche l’activation de Bax par interaction avec la voie de la phosphatidylinositol-3 
kinase (PI3K) et activation de la kinase Akt [278]. Au niveau de la mitochondrie, HSPB1 
inhibe également la libération la molécule proapoptotique Smac, qui est un inhibiteur des 
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protéines IAPs (Inhibitor of apoptosis proteins) [279]. HSPB1 agit aussi au niveau de la voie 
extrinsèque de l’apoptose par inhibition de la liaison de FasL à son récepteur [280].  
HSPB1 s’associe à la protéine Daxx empêchant ainsi la liaison d’ASK1 avec Fas [279, 281]. 
HSP27 a une fonction antioxydante capable de réduire le taux de ROS (Reactive oxygen 
species) et de neutraliser les effets toxiques des protéines oxydées suite à un stress oxydant 
[282].  
1.4  Les motifs consensus Heat Shock Element-HSE 
L’utilisation de la technique d’Immunoprécipitation de la Chromatine (ChIP) et 
des outils bioinformatiques ont permis de définir le motif HSE lié par HSF1: 
nnTTCnnGAAnnTTC  (Figure. 31) [283]. Ces travaux indiquent que la guanidine dans le 
triplet nGAAn constitue le nucléotide le plus conservé du motif. De même, le triplet de 
nucléotide TTC en 5’ est séparé du GAA par une paire de pyrimidine-purine. Le triplet de 
nucléotide TTC en aval du GAA est précédé de deux nucléotides non conservés. 
L’organisation en cluster et la proximité du site initiation de la transcription de ces HSE 
varient selon les Hsps. 
 
 
Figure 29. Représentation du motif HSE. D’après [284]. 
 
1.5 Les facteurs de transcription du choc thermique 
Le mécanisme de régulation inductible en réponse à un stress est conservé de la 
bactérie à l’homme. L’identification de facteur de transcription du choc thermique chez la 
levure a permis d’isoler les orthologues chez la drosophile puis chez les mammifères et les 
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plantes. Un seul Heat shoch factor (HSF) a été identifié dans le génome d’espèces telles que la 
drosophile, la levure ou le ver.  
En revanche, quatre gènes HSF ont été clonés chez les vertébrés: HSF1, HSF2, HSF 3 et 
HSF4. Les facteurs HSF1 et HSF2 sont exprimés de manière ubiquitaire dans de nombreux 
tissus et types cellulaires. HSF3 est connu jusqu’à présent uniquement dans des cellules 
aviaires [285]. Ces dernières années, deux autres facteurs, HSF4 et HSF5, ont été idintifiés 
dans le génome des mammifères [286]. Enfin, chez les plantes, la famille des HSFs comprend 
de nombreux membres et variants [287]. 
Les HSFs sont relativement bien conservés au cours de l’évolution. Leur structure contient 
plusieurs domaines principaux [288] (Figure 30): 
 
 
 
Figure 30. Structure des différents HSFs humains. Adapté d’après [288]. 
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6.2.3  La protéine HSF1 
6.2.3.1 Structure 
En réponse au stress, HSF1 semble le principal facteur d'activation 
transcriptionnel chez les mammifères. En effet, la déficience pour le gène Hsf1 abolit 
totalement l'induction de l'expression des principales HSPs après un choc thermique ainsi que 
la thermotolérance [289, 290]. 
HSF1 est composé de plusieurs domaines auxquels une fonction spécifique est attribuée : un 
domaine de liaison à l'ADN, un second responsable de la trimérisation de HSF qui est une 
étape nécessaire à son activation, un troisième permettant l'activation transcriptionnelle et, 
adjacent à ce dernier, une séquence dont le rôle semble être de supprimer l’activité de HSF 
par le biais d’une liaison avec le domaine de trimérisation [291](figure 31).  
 
 
 
Figure 31. Structure de HSF1 et ces différents sites de phosphorylation. Domaine de liaison à 
l’ADN (DBD), domaine de trimérisation ((HR A, B et C), domaines de transactivation (RD et AD1/2). Toutes les 
modifications post-traductionnelles connues sont indiquées. Une phosphorylation en position 303 (Ser) 
dépendant de la sumoylation. D’après [284]. 
 
6.2.3.2 Régulation du facteur HSF1 
La compréhension des évènements régissant le cycle d'activation-
désactivation de HSF1 a révélé que les chaperons moléculaires tels que les Hsp70 semblent 
jouer un rôle direct dans la régulation de leur propre expression [292]. Ainsi, la forme 
monomérique de HSF1 est titrée dans le cytoplasme par différents facteurs cellulaires. Cette 
idée repose sur le fait que la surexpression de HSF1 dans des cellules en culture, active de 
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manière constitutive la réponse au choc thermique [293]. Un rétrocontrôle négatif a été établi 
impliquant le complexe de HSP70/HSP40 sur la base de recherche d’interactions 
protéine/protéine.  
Une protéine chaperone exprimée de manière abondante et ubiquitaire, HSP90, est également 
associée à ce complexe multichaperone répresseur de l’activité HSF1 (figure 32).  
D’autres facteurs intervenant également dans ce cycle de régulation ont été décrits, tel le 
facteur HSBP1 (heat shock factor binding protein 1) [294]. Les connaissances portant sur les 
facteurs de régulation négative de HSF1 évoluent rapidement, mais celles concernant les 
activateurs sont peu avancées. 
 
 
Figure 32. Modèle de régulation du facteur HSF1. En condition physiologique, HSF1 est sous forme 
de monomères et son activité est réprimée par les sites phosphorylés: Ser303, Ser307, Ser363. Suite à 
l’induction d’un stress, l’état de phosphorylation du site Ser230, induit l’activité transactivitrice de HSF1. 
D’après [284]. 
 
6.2.3.3 Modifications post-traductionnelles de HSF1  
Les modifications post-traductionnelles observées au niveau de la 
protéine HSF1 sont impliquées dans le maintien d’HSF1 soit sous forme de monomère à l’état 
inactif dans le cytoplasme, soit sous forme de trimère à l’état actif (lié au motif HSE) dans le 
noyau.  
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La forme activée de HSF1 a été corrélée à des modifications post traductionnelles 
importantes, notamment par phosphorylation [295]. Le groupe de Léa Sistonen [284, 296] a 
montré que la capacité à se fixer sur l’ADN d’HSF1 et son activité transcriptionnelle était liée 
à la lysine 298. La sumoylation de ce site est dépendante de la phosphorylation de deux 
Sérines, Ser303 et 307 qui se trouvent à proximité de la Lys298. La Serine 230 phosphorylée 
a été identifiée comme un site activateur de HSF1 [296, 297]. Néanmoins, l’introduction 
d’une mutation ponctuelle remplaçant la serine 230 par la lysine dans des fibroblastes Hsf1 -/- 
n’abolit pas complètement l’activité de la protéine. Ces données suggèrent que d’autres 
modifications post- traductionnelles puissent être impliquées dans la régulation de l’activité 
transcriptionnelle du facteur HSF1. D’autres modifications post-traductionnelles de HSF1 
sont mentionnées dans le tableau 9. 
 
 
Tableau 9. Les régulations post-traductionnelles de HSF1. D’après [296].  
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6.2.3.4 HSF1 et les processus biologiques  
La fonction de HSF1 chez la souris dans la réponse au stress, a été 
démontrée grâce à la génération de souris KO et transgéniques. Ces différents modèles 
génétiques générés par différents groupes [290, 298, 299] ont, notamment, révélé la fonction 
de HSF1 dans la croissance cellulaire, le développement embryonnaire et la reproduction. 
- HSF1 dans le testicule 
Dans la majorité de types cellulaires, la surexpression d’HSF1 protège ces 
cellules contre la mort par apoptose. Paradoxalement, HSF1 joue un rôle inverse dans le 
testicule. En effet, l'activation constitutive de HSF1 dans les cellules germinales mâles induit 
l'infertilité masculine résultant soit d'une action directe HSF sur la mort des cellules 
germinales [300-302] ou via une diminution d’expression de HSPA2 [303].  
a) Effet direct de HSF1dans l’apoptose des cellules germinales  
HSF1 induit la mort des cellules germinales en modifiant l’expression 
de plusieurs protéines comme celles de la famille Bcl2 (BAD, BAX), TP53, caspase-3, 
caspase- 8 ainsi que les protéines qui interagissent avec récepteurs de mort (ex: FADD) [301]. 
Les cellules germinales méiotiques chez les souris transgéniques HSF1 sont  arrêtées au stade 
pachytène avec une  augmentation significative de leur apoptose. Chez les souris de type 
sauvage, une exposition à la chaleur provoque l'activation de HSF1 et des modifications 
histologiques similaires à celle des souris mâles transgénique. L'analyse histologique du 
testicule des souris surexprimant HSF1a montré une dégénérescence massive de l'épithélium 
séminifère. La lumière des tubules est dépourvue de spermatides et des spermatozoïdes [302]. 
b) Effet indirect de HSF1dans l’apoptose des cellules germinales  
Il est possible que la surexpression de HSF1entraine l’infertilité 
indirectement en diminuant l’expression de HSPA2 et Hsc70t ainsi que d’autres protéines 
importantes pour le bon déroulement de la spermatogénèse: histone H1t (H1t), pyruvate 
dehydrogenase E1 alpha 2 (Pdha2), lactate dehydrogenase C (Ldhc), proacrosin (Acr), 
phosphoglycerate kinase 2 (Pgk2), sperm 1 POU-domain transcription factor (Sprm1), cyclin 
A1 (Ccna1) [303].  
En utilisant la technique d’immunoprécipitation de la chromatine (ChIP) combinée avec des 
puces de promoteur (ChIP on chip), l’équipe de Widłak a montré que la mort cellulaire 
associée à l'induction d’HSF1 est provoquée par la répression simultanée de plusieurs gènes 
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nécessaires à la spermatogenèse, parmi lesquelles, des gènes codant pour des protéines 
nécessaires à la division cellulaire, impliquées dans la maturation des ARN et la biogenèse de 
piARNs [304]. Ce mécanisme permettrait l'élimination des cellules endommagées lors d'un 
stress. La dérégulation de l'expression des piARNs entraine la surexpression des 
rétrotransposons (principalement Line-1) [305, 306] et ainsi une instabilité chromosomique. 
 
6.2.4  La protéine HSF2  
6.2.4.1 Structure 
HSF2 possède un domaine d'activation relativement fort à l'extrémité 
carboxy-terminale, qui est régulé négativement par un domaine adjacent. Des domaines de 
régulation supplémentaires faibles d’activation ont été trouvés dans la région interne de HSF2 
[288] (voir figure 33). 
 
 
Figure 33. Structure de HSF1 et HSF2. D’après [288]. 
 
6.2.4.2 HSF2 et les processus biologiques 
HSF2 joue un rôle important lors du développement embryonnaire, 
durant la différenciation cellulaire et l'inhibition du protéasome dépendant de l'ubiquitine 
[291]. HSF2 est actif pendant l'embryogenèse et la spermatogenèse. L’invalidation d’HSF2 
chez la souris n’entraine pas la létalité embryonnaire, mais les souris mâles HSF2 (-/-) 
91 
 
souffrent de défauts de fertilité avec une apoptose des spermatocytes en développement et une 
diminution de la taille des testicules. Les femelles HSF2 (-/-) montrent des défauts graves de 
fertilité: une production d'ovocytes anormaux, une réduction du nombre des follicules 
ovariens, la présence de follicules kystiques hémorragiques et des défauts de réponse aux 
hormones [307, 308].  
Une mutation (R502H) dans la séquence de HSF2, a pour conséquence la perte complète de 
sa fonction chez les patients atteints d'azoospermie entrainant la diminution d’expression de 
HSPA2 [309]. Ces résultats confirment l’implication d’HSF2 dans la pathogenèse de 
l'azoospermie. HSF2 pourrait être une cible thérapeutique potentielle. 
Le groupe de Léa Sistonen a montré que la voie de miR18a-HSF2 pourrait jouer un rôle clé au 
cours de la maturation physiologique des cellules germinales [310]. En effet, l’expression de 
HSF2 et de miR-18a présentent une corrélation inverse au cours de la spermatogenèse. 
L'inhibition de l’expression de miR-18a dans les tubes séminifères entraîne une augmentation 
de l’expression de la protéine HSF2 et une altération de l'expression de ses gènes cibles. MiR-
18a et HSF2 sont co-localisés dans les spermatocytes pachytènes au début de la méiose et 
dans les spermatides rondes post-méiotiques. 
- Régulation du choc thermique par HSF2 
HSF2 participe à la régulation transcriptionnelle de la réponse au choc thermique. En effet, 
certains gènes des cellules en mitose gardent leurs régions promotrices non compactées, un 
phénomène appelé: « bookmarking ». Parmi ces gènes HSP70, grâce à la fixation d’ HSF2 sur 
son promoteur, garde sa chromatine dans un état décondensé [311]. Ce processus est 
nécessaire afin que HSF1 atteigne des niveaux maximaux d'occupation du promoteur de 
HSP70 [312]. HSF2 est aussi capable de moduler l'expression des gènes HSPs par 
l’intermédiaire de  HSF1. 
 
1.6 Interactions fonctionnelles entre les HSFs  
Dans la lignée germinale mâle, il existe une « coopération » entre HSF1 et HSF2 
(voir figure 34). Une mutation unique de HSF1 ou de HSF2 n’entraîne pas de trouble majeur 
de la spermatogénèse et n’affecte pas la fertilité des mâles [307, 308]. En revanche, dans le 
contexte du double knock-out Hsf1/Hsf2 [313], on observe une dégénérescence sévère des 
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tubes séminifères. Ces animaux déficients pour les deux facteurs sont stériles et ne produisent 
plus de spermatozoïdes. La nature de la coopération entre HSF1et HSF2 reste à définir. Il 
reste à déterminer si les HSFs interagissent ou s’antagonisent pour réguler la spermatogenèse. 
 
 
Figure 34. Les différentes interactions entre HSFs aboutissent à des régulations 
transcriptionnelles distinctes. En réponse au stress, HSF1 est activé entrainant la formation d’un 
hétérotrimère HSF1-HSF2. Lors de stress dû au choc thermique, le niveau de HSF2 est diminué ce qui limite la 
formation de l’hétérotrimère par faible disponibilité de HSF2. L’activation de HSF2 est réalisée par la 
conversion d'un dimère en trimère. Dans certains processus de développement, tels que la spermatogenèse, les 
niveaux d’expression de HSF2 sont élevés dans des cellules spécifiques, conduisant à l'activation de HSF2. La 
surexpression de HSF2 induit alors la formation d’un hétérotrimère avec HSF1. Il a été suggéré que la 
hétérotrimérisation HSF1-HSF2 constitue un interrupteur qui intègre l'activation transcriptionnelle en réponse 
à stimuli spécifique. D’après [277]. 
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7. Les effecteurs épigénétiques 
7.1 Généralités  
La première définition du terme épigénétique fut donnée en 1942 par Conrad 
Waddington, professeur de génétique à l’Université de Aberdeen : «  Si l'on compare 
l'élaboration d'un être vivant à la construction d'une maison, les gènes permettent la synthèse 
des briques (..) mais l'agencement de ces briques, le nombre de briques à fabriquer à un 
moment donné ne sont pas le ressort du code génétique, et dépendent de processus cellulaires 
interactifs. »  
7.1.1  L’épigénétique 
L’épigénétique désigne l’étude: « des modifications transmissibles et 
réversibles de l'expression des gènes ne s'accompagnant pas de changements des séquences 
nucléotidiques». Elle ne remet pas en cause l’importance de la génétique mais la complète. 
L’ADN reste le vecteur essentiel de transmission héréditaire mais les modifications 
épigénétiques régulent l’expression ou l’inactivation du code génétique et peuvent, elles aussi, 
se transmettre d’une génération à l’autre (épigénétique trans-générationelle). La découverte et 
la compréhension de l’épigénétique est cruciale dans la compréhension du fonctionnement du 
vivant. 
7.1.2  Les différentes formes de régulation épigénetique 
Il existe trois grands types de régulations épigénétiques (figure 35) :  
 
Figure 35. Les différentes formes de régulation épigénétique. D’après [314]. 
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Les deux premiers mécanismes influencent directement sur la structure de la chromatine (la 
structure nucléoprotéique contenant l’ADN; 
i) Le premier est constitué par les modifications directes de l'ADN : la méthylation de l'ADN 
ii)  Le second est constitué par des modifications post-traductionnelles au niveau des queues 
des protéines histones (ex. acétylation, méthylation, sumoylation, ubiquitination)                  
iii)  Le troisième mécanisme régule l’expression du gène après sa transcription, il s’agit des 
microARNs. Ces petits ARNs entrainent la dégradation des transcrits ou la répression de sa 
traduction.  
 
Au cours de mon travail de thèse, je me suis focalisé sur l’étude des microARNs dans le 
testicule. Dans ce chapitre bibliographique, je ne développerai que cet aspect des régulations 
épigénetiques. 
 
7.1.3  Les Petits ARN (non codants) régulateurs  
Le transcriptome des mammifères est très complexe incluant un grand 
nombre de petits (sncRNA) et de grands (lncRNA) RNA non codants [315], c’est-à-dire ne 
codant apparemment pour aucune protéine. Ces ARNs ont une taille de 20 à 300 nucléotides 
et sont impliqués dans de nombreux processus cellulaires tels que: 
sncRNA : répression génique, protection du génome contre les virus et les transposons. 
lncRNA : régulation transcriptionnelle et post-transcriptionnelle des gènes, régulation de 
l’expression des gènes tissu spécifique, régulation de la distribution subcellulaire des gènes et 
de la régulation de l’expression lors du développement. 
Les petits ARN (sncRNA) ont une taille entre 18 et 32 nucléotides. Ils sont classés en trois 
groupes selon leur fonction et leur biogenèse (tableau 10). 
 
 mi-RNA Endo-siRNA Pi-RNA 
Fonction Suppression de la 
traduction de la cible 
mRNA 
Clivage et 
déstabilisation des 
mRNA cibles 
Régulation des éléments 
transposables 
Taille 
(nucléotides) 
20-30  20-30 24-31 
Précurseur Précurseur RNA de 
70 nucléotides simple 
Grand précurseur 
double brin formé soit 
Long ARN sens et anti-
sens provenant des 
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brin replié en épingle 
à cheveux (pri-miR) 
par hybridation inter 
moléculaire de deux 
brins d’ARN 
complémentaires ou 
intra moléculaire  
régions riches en 
séquences répétitives 
Biogenèse Dépendante de 
DROSHA 
Dépendante de 
DICER 
Indépendante de 
DROSHA 
Dépendante de DICER 
Indépendante de 
DROSHA 
Indépendante de DICER 
 
 
Tableau 10. Classement des petits ARN (sncRNA). 
 
7.1.3.1 Les ARNs interférents (siARNs)  
Les siARNs (small interfering RNA) sont des petits ARN double-brin 
d’environ 21 nucléotides dont les deux brins sont parfaitement complémentaires sur environ 
19 nucléotides. Ils comportent 2 nucléotides libres à chacune de leur extrémité 3’. Le 
nucléotide situé à l’extrémité 5’ est phosphorylé pour permettre son interaction avec les 
protéines Ago (protéines appartenant à la famille Argonaute), les seuls facteurs qui 
interagissent directement avec les siARNs et miARNs [316, 317]. Un siARN mature est 
illustré par la Figure 36. 
 
 
Figure 36. La voie de la biogénèse des siARNs. D’après [318]. Les longs ARNdb sont clivés en siRNAs 
par la Rnase III Dicer au sein d’un complexe protéique contenant également TRBP et/ou PACT. Le recrutement 
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d’AGO2 ou sa présence préalable au sein du complexe Dicer-TRBP et/ou PACT, permet de former le complexe 
pre-RISC qui est activé par le clivage du brin « passager » par AGO2, initiant son élimination du complexe. Le 
complexe RISC activé s’associe à l’ARNm cible grâce à l’appariement du brin guide du siRNA au niveau de la 
séquence complémentaire de l’ARNm. AGO2 clive l’ARNm cible au centre de la région appariée entre le siRNA 
et l’ARNm. 
 
7.1.3.2  Les piARNs  
Une deuxième catégorie majeure de petits ARN régulateurs est celle 
des piARN (PIWI Interacting RNA, ici PIWI signifie P-element Induced WImpy testis). 
Plusieurs aspects de leur genèse et de leur mode d’action font que les piARNs constituent un 
groupe nettement distinct des deux autres groupes (siARN et miARN). Leur taille est plus 
grande, elle varie de 21 à 31 nucléotides. Leur voie de biogenèse ne dépend pas de la protéine 
Dicer, mais des protéines PIWI, une sous-famille de la famille Argonaute qui n’existe que 
dans le règne animal et dont l’expression est restreinte aux lignées germinales chez les 
mammifères (figure 37). La fonction des piRNAs dépend aussi des protéines PIWI et ils sont 
impliqués dans l’inhibition des éléments transposables dans les lignées germinales [319]. 
 
 
Figure 37. Schéma de la biogenèse des piARNs. D’après [319]. Les précurseurs simple-brin des 
piARN sont transcrits à partir des clusters de piARN riches en séquences d’éléments transposables, ils sont 
ensuite exportés dans le cytoplasme où ils interagissent avec les différentes protéines membres de la sous-famille 
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PIWI afin de dégrader les transcrits sens et antisens des éléments transposables par le cycle Ping-Pong et de 
s’amplifier en même temps. Chez la souris, les complexes des piARN et protéines PIWI, ont été décrits comme 
facilitent la méthylation des rétrotransposons [320, 321]. 
 
La régulation par les piARNs est considérée comme un mécanisme de défense contre les 
éléments transposables afin de maintenir l’intégrité du génome dans les lignées germinales. 
 
7.1.3.3  Les miARNs 
7.1.3.3.1 Découverte des miARNs 
Les miARNs ont été découverts en 1993 [322]. Un criblage génétique 
chez le vers C.elegans avait permis d’identifier le gène Lin-4 comme étant un répresseur de 
lin-41, un facteur essentiel dans le développement embryonnaire. Malgré sa fonction évidente, 
Lin-4 ne codait pas pour une protéine, mais plutôt pour deux petits ARN. L’un mesurait 22 
nucléotides et l’autre, qui semblait être le précurseur mesurait 61 nucléotides de long. Le 
mécanisme d’inhibition était de type antisens, puisque la séquence de 22 nucléotides avait une 
certaine complémentarité pour la région 3’ nontraduite (3’NTR) de l’ARNm codant pour  Lin-
41. Le phénomène d’interférence par de petits ARN semblait être spécifique de C.elegans. 
Sept ans plus tard, l’équipe de  Dr. Ruvkun identifia let-7, qui était aussi un petit ARN de 21 
nucléotides [323]. Toutefois, ce petit ARN était conservé à travers différentes espèces, 
incluant les vertébrés et, plus spécifiquement, la Drosophile et le poisson zébré [324]. Puis, 
l’analyse à grande échelle du génome a permis d’identifier des petits ARN endogènes chez 
nombreuses espèces et de montrer l’universalité des miARNs. Depuis, la version 19 de 
logiciel miRBase  a recensé des données pour 25141 séquences de miARNs matures pour 193 
espèces d'organismes [325]. 
Aujourd'hui, nous avons une idée plus précise de la fonction et du rôle miARNs dans la 
régulation de l'expression des gènes nécessaires à plusieurs processus physiologiques.  
 
7.1.3.3.2 Définition des miARNs 
Les miARNs (microARNs) sont une autre population de petits ARN 
régulateurs qui est similaire à celle des siARNs en terme de structure biochimique mais 
diffère par leur biogenèse et leur mode d’action. Globalement, un duplex miARNs mature 
présente une région appariée d’une vingtaine de nucléotides, des extrémités 5’ phosphorylées 
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et deux nucléotides libres en 3’ de chaque brin. Toutefois des mésappariements sont presque 
toujours présents au sein de la structure double-brin (Figure 38). 
 
 
Figure 38. Représentation de la structure d’un duplex miARN. L’hybridation entre les 2 brins d’un 
miARN n’est pas complète, des mésappariement existent. 
 
7.1.3.3.3 Biogenèse des miARNs 
La biogenèse des miARNs englobe une série d'étapes permettant de 
convertir un précurseur miARN (pri-miARN / miR primaire) en un miARN mature 
biologiquement actif [318, 326] (Figure 39). La biogénèse nécessite la transcription du 
précurseur pri-miARN qui est transformé dans le noyau en une structure plus petite le pré-
miARN [327]. Le pré-miARN est ensuite exporté dans le cytoplasme [328], où il serait 
transformé en miR mature qui pourra exercer sa fonction [329, 330]. Nous verrons cela en 
détail dans les paragraphes suivants. 
 
 
Figure 39. Biogenèse des miARNs. D’après [331] 
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7.2 Synthèse des miARNs 
 
7.2.1 Transcription des miARNs 
La majorité des pri-miARNs sont transcrits par l'ARN polymérase II (Pol II) 
[332], cependant, un sous-ensemble de pri-miARN, y compris les pri-miARNs viraux, sont 
transcrits par la Pol III [333]. Comme les ARNs,  les  pri-miARN synthétisés par Pol II  
possèdent une coiffe à leur extrémité 5’ et une queue de poly (A) à leur extrémité 3’. 
7.2.2  Maturation du pri-miARN 
7.2.2.1 Voie canonique  
Les pri-miARNs ont la caractéristique de se replier en une tige-boucle 
(épingle à cheveux) par complémentarité de séquence intramoléculaire (figure 40). La 
structure en tige-boucle des pri-miARN est généralement formée d’une tige d’environ 33 
paires de bases, d’une boucle, ainsi que de régions simples brins adjacentes à la tige. Cette 
structure permet l’entrée des pri-miARNs dans la voie de maturation.  
 
 
Figure 40. Maturation du pri-miARN (voie canonique). D’après [334]. 
La première étape est nucléaire et implique un complexe protéique catalytique nommé 
Microprocesseur. Ce complexe contient deux protéines principales: DROSHA ET DGCR8 
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((DiGeorge critical region 8, également connu sous le non Pacha). Le clivage du pri-miARN 
est induit par la protéine Drosha, une ribonucléase de type III. Bien que Drosha qui possède 
l’activité catalytique, DGCR8 est aussi essentielle à la maturation [335]. Ensemble, ces deux 
protéines constituent le minimum de composants du complexe microprocesseur (Figure 37). 
Ainsi, la jonction appariée/non-appariée à la base de la tige du pri-miARN serait reconnue par 
DGCR8, ce qui permettrait le positionnement de Drosha à environ 11 nucléotides de cette 
jonction [336].  Le clivage à cette position libère le précurseur du miARN (pré-miARN), une 
tige-boucle d’environ 65 à 70 nucléotides possédant la signature de clivage d’une RNase de 
type III, soit un groupement phosphate en 5′ et une extrémité 3′OH sortante de 2 nucléotides 
[327].  
 
7.2.2.2 Voie non canonique  
En plus de la voie canonique de biogenèse, certains miARN sont 
maturés par des voies indépendantes de Drosha [337] (Figure 41 B).  
 
 
Figure 41. Les différentes voies de la biogenèse des miARNs. A) La voie classique de la biogenèse 
des miARN impliquant Drosha et Dicer. B) La voie de biogenèse indépendante de Drosha. D’après [337]. 
 
Il a été montré que certain pri-miARNs présents dans les introns, nommés mirtrons, 
contournent la voie de maturation par le microprocesseur classique. Ces pri-miARNs utilisent 
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plutôt la machinerie d’épissage classique et ne nécessitent pas de clivage par Drosha [338-
340]. Les extrémités 5’ et 3’ sont définies par des sites donateurs et accepteurs d'épissage, 
mais dans certains cas comprennent des queues 3` non structurées supplémentaires [341, 342]. 
Chez la drosophile, la biogenèse des mirtrons à queue 3’ nécessite la présence d'ARN 
d’exosomes, l’équivalent des 3`-5` exoribonucléases chez les eucaryotes [343]. En effet, il 
existe une superposition d’action entre les facteurs impliqués dans la biogenèse des miARNs 
et la voie de maturation des ARNs.  
 
7.2.3  Export cytoplasmique  
Une fois produit, le pré-miARN est transporté vers le cytoplasme à travers un 
pore nucléaire par l’Exportin-5. C’est un transfert actif qui nécessite le cofacteur RanGTP 
[344, 345]. Les analyses structurales suggèrent que la longueur du pré-miARN et la présence 
de l’extrémité 3’ sont importantes pour la reconnaissance par l’Exportin-5 [346].  
 
7.2.4  Maturation du pré-miARN 
7.2.4.1 Maturation Dicer dépendant 
Une fois dans le cytoplasme, le pré-miARNs est clivé près de sa boucle 
terminale par une RNase type III nommée DICER incluse dans un complexe multiprotéique 
nommé RISC (RNA-induced silencing complex) pour former un miARN mature double brin 
de 22 nucléotides [347, 348]. Chez les mammifères, Dicer s’associe avec les protéines TRBP 
(TAR RNA Binding Protein) et PACT (protein activator of PKR) [349, 350], ce qui augmente 
la stabilité de Dicer et son activité catalytique.  Puis, un des brins du miRNA (le brin 
passager) est ôté, tandis que l’autre brin (le brin guide) reste dans le complexe RISC pour 
former le complexe RISC mature qui est capable de capturer l’ARNm (ARN messager) cible.  
Le brin dont l'extrémité 5’ est la moins stable avec des bases appariées est le plus 
fréquemment retenu, alors que l'autre brin pourrait être détruit [351]. Dans le cas le plus 
général, le complexe RISC réprime l’expression de gène cible au niveau post transcriptionnel. 
 
7.2.4.2 Maturation Dicer indépendant 
En plus de la voie canonique de biogenèse, certains miARN sont 
maturés par des voies indépendantes de Dicer (Figure 42 B) [337]. Dicer est généralement 
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considérée comme essentielle pour la biogenèse des miARN, mais au moins un miRNA 
hautement conservée chez l'homme, la souris et le poisson zèbre est produit par un mécanisme 
indépendant de Dicer: le mir-451 [352, 353]. Par sa structure  le pré-miARN 451 se lie 
directement aux protéines Ago (Figure 37B). Ago1 et Ago3 lient activement le pré-mir-451 
mais seule Ago2 peut le cliver grâce à son activité d'endonucléase [354]. Dans des cellules 
déficientes en Drosha et Dicer,  les pré-miARNs pourraient être conçus et clivés par le 
``complexe intégrateur`` grâce à l'activité de clivage d’Ago2 [355]. 
 
Figure 42. Les différentes voies de la biogenèse des miARNs. A) La voie classique de la biogenèse 
des miARN impliquant Drosha et Dicer. B) La voie de biogenèse des miARN indépendante de Dicer. D’après 
[337]. 
 
 
7.2.5  Modes d’actions de miARNs 
7.2.5.1 Appariement à l’ARNm cible 
Les miARNs régulent spécifiquement leurs cibles grâce à l’appariement 
du miRNA mature avec une séquence partiellement complémentaire de l’ARNm cible située 
généralement dans la région 3’UTR. Chez metazoaires, les miARNs se lient à l’ARNm cible 
de manière imparfaite suivant un schéma précis de reconnaissance: 1) le respect de la 
complémentarité stricte au niveau de la séquence de seed (encadrée rouge), 2) la présence 
d’un boucle ou mésappariement dans la partie centrale du miARN, 3) une complémentarité 
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suffisante dans la partie 3’ du miARN surtout au niveau des résidus 13-16 (encadrée orange). 
D’après [356] (figure 43).  
 
Figure 43. Principes de l’interaction miARN/ARNm. Les miARNs se lient à l’ARNm cible par 
appariement de bases. D’après [356] 
 
7.2.5.1.1 Les critères d’appariement  
Le critère le plus important est un appariement parfait entre l’ARNm 
cible et les nucléotides qui constituent la séquence noyau (seed) du miARN appelées MREs 
pour miRNA Recognition Elements [356, 357]. Ceci correspond à la région de l’interaction 
entre le miARNs et l’ARNm cible (figure 44).  
 
 
Figure 44. Appariements entre miARNs et ARNm cibles. Types d’appariements possibles entre un 
miRNA et un ARNm cible du plus courant (A) au moins courant (E). Schéma réalisé d’après [356, 358, 359]. 
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Cet appariement est généralement imparfait et suit les règles suivantes validés par des 
analyses  informatiques et expérimentales: 
A-  L’hybridation entre le miARN et l’ARNm doit être parfaite en 5’ de la 
séquence du miARN, entre les nucleotides 2 et 8 du miARN. Tout mésappariement, ou 
appariement de type G:U à ce niveau, affecte l’efficacité de la régulation par le miARN [360]. 
De plus, l’efficacité de la répression suite à la liaison du microARN à l’ARNm augmente 
lorsque c’est un résidu A en position 1 de la séquence « seed » du miARN, et /ou un résidu 
A/U en position 9 de cette séquence [361].  
B-  La présence d’un petit mésappariement, dans la région centrale du duplexe 
miARN-ARNm, préviendrait le clivage endonucléolytique catalysé par AGO2. 
C-  La complémentarité d’appariement entre le miARN et l’ARNm dans la 
deuxième moitié du miARN participe à stabiliser le duplexe miARN-ARNm. L’hybridation 
dans cette région n’est pas aussi exigeante qu’au niveau de la région « seed », puisque des 
mésappariements sont possibles [362]. 
En plus de ces règles, l’efficacité de la répression due à la liaison du miARN a l’ARNm peut 
être influencée par d’autres facteurs, tels que: 
- La richesse en dinucléotides AU à proximité du site de liaison du miARN. 
- La proximité de site de liaison du miARN avec le codon stop (le site de liaison soit 
situé au moins 15 bases en aval du codon stop) 
- La proximité du site de liaison avec d’autres sites de liaison pour d’autres miARNs, 
ce qui entraînerait une coopération et/ou une concurrence entre des miARNs pour la 
répression de la traduction d’un ARNm [362].  
 
Toutefois, il existe des exceptions de ces règles et de plus en plus de données remettent en 
cause ces principes [363]. Ainsi, les miARNs lin-4 et let-7, présentent un mésappariement 
dans leur région « seed ». Pour lin-4, une faible complémentarité dans la région 3’ est 
néanmoins efficace. De même, des miARNs comme ciblent des sites dans la séquence 
codante d’ARNm. C’est le cas des ARNm des facteurs de transcription des cellules souches 
(Nanog, Oct4 et Sox2) [364].  
7.2.5.1.2 Les logiciels de prédiction des cibles des miRNAs 
Les logiciels de prédiction des cibles des miRNAs (TargetScan, 
miRanda, PicTar…) permettent l’identification de sites fonctionnels, mais des validations 
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expérimentales sont nécessaires dans chaque cas pour montrer qu’une cible prédite est bien 
une cible du miARN in vivo. Ces techniques reposent généralement sur une approche de 
surexpression et/ou inhibition du miRNA considéré et la mesure de l’effet sur l’expression de 
la cible endogène d’une part et sur l’utilisation de gènes rapporteurs comme la luciférase, 
fusionnée au 3’UTR du gène cible étudié d’autre part. Les logiciels de prédiction de cibles 
utilisent des paramètres et algorithmes quelque peu différents [365], d’où l’intérêt de croiser 
les prédictions obtenues par plusieurs d’entre eux. 
 
7.2.5.2 Fonctionnement des miARNs 
Les modalités d’action du complexe miRISC dépendent de la qualité du 
duplex miARN-ARNm mis en jeu. Si la complémentarité est parfaite, le complexe induit alors 
un clivage au milieu de l’hybride miARN-ARNm entraînant la dégradation rapide de l’ARNm 
[366, 367]. Les miARN peuvent ainsi entrainer la dégradation de l’ARNm cible par un 
mécanisme semblable au siARN (figure 45). Dans la situation où la complémentarité est 
imparfaite (présence de mésappariements dans le duplex miARN-ARNm), il y inhibition de la 
traduction sans dégradation de l’ARNm cible. 
 
7.2.5.2.1 Inhibition de la traduction par les miARNs 
-  Régulation de l’initiation de la traduction 
Les ARNm eucaryotes possèdent une structure coiffe (cap) à leur extrémité 
5’qui joue un rôle important dans l’initiation de la traduction et les protège contre la 
dégradation. Cette coiffe est formée d’une guanosine modifiée par ajout d’un méthyl en 
position 7 (m7G). L’inhibition de la traduction par les miARNs nécessite la présence de la 
coiffe et de la queue poly A des ARNm cibles [368-370] (Figure 45). Par une approche de 
gène rapporteur, en utilisant une construction d’un ARNm cible de let-7,  il a été montré que 
la fixation de let-7 au niveau la région 3’UTR empêche le recrutement des ribosomes au 
niveau de cet ARNm [371]. En revanche,  l’addition du complexe d’initiation de la traduction 
eIF4F, qui se fixe sur la coiffe [372, 373], lève l’inhibition. Ces études suggèrent que la coiffe 
est le siège de l’inhibition. Cette inhibition passe par la compétition entre le complexe RISC 
mature (miRISC) et les facteurs d’initiation de la traduction pour se fixer sur l’extrémité 
3’UTR de l’ARNm. 
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- Répression post-initiation 
Différents rapports suggèrent que les miARNs régulent la traduction au stade 
de l’élongation [374, 375]. Toutefois, certains miARNs sont capables d’inhiber la liaison des 
ribosomes sur l’ARNm cible [376] (voir figure 45). 
 
 
Figure 45. Mécanismes de la répression des ARNm cibles induite par les miARNs. L’interaction 
de GW182 du complexe miRISC avec PABPC entraine soit l’inhibition de la traduction, tout en exposant la 
queue poly(A) au complexe déadénylase. GW182 et/ou PABPC interviennent dans le recrutement du complexe 
déadénylase CCR4,NOT et CAF1.Cette déadénylation peut contribuer à l’inhibition de la traduction induite les 
miRNAs par plusieurs mécanismes: (a) une inhibition de la reconnaissance de la coiffe, un mécanisme 
d’interaction de AGO avec la coiffe ayant été proposé, entrant ainsi en compétition avec eIF4E ; ou par (b) 
l’inhibition de recrutement de la sous-unité ribosomique 60S via le recrutement du facteur eIF6. L’inhibition des 
étapes post-initiation peut se faire par deux mécanismes possibles (c) le détachement prématuré des ribosomes 
en cours d’élongation, ou (d) la dégradation co-traductionnelle des polypeptides naissants par une protéase 
inconnue. La déadénylation est supposée  précéder la dégradation de l’ARNm grâce au décoiffage par le 
complexe DCP1 :DCP2 (accompagné d’activateurs du décoiffage), et enfin grâce à la digestion 5’-3’ de 
l’ARNm cible par XRN1. (Figure adapté d’après [356, 377]. 
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7.2.5.2.2 Dégradation d’ARNm cible 
Chez les mammifères, la dégradation des ARNm cibles est moins 
fréquente que l’inhibition de la traduction induite par le miARN. En effet, la majorité des 
miARN affecte le niveau de protéines sans diminuer le niveau d’ARNm [378]. Toutefois, 
dans le cas où la complémentarité avec l’ARNm cible est parfaite, le miARN peut induire sa 
dégradation [360, 366, 379],  par le clivage entre les nucléotides 10 et 11 du miARN [366, 
380, 381] (figure 45).  
Il existe une cinétique des différents évènements. En effet, l’inhibition de la traduction est un 
événement précoce alors que la dégradation de l’ARNm peut être une étape secondaire [371]. 
L’utilisation de plasmide permettant la transcription d’un ARNm rapporteur possèdant dans sa 
séquence 3’ UTR des séquences spécifiques du miARN let-7, a montré que la traduction est 
arrêtée et le niveau d’ARNm rapporteur ne variait pas dans un premier temps, mais diminuait 
ultérieurement et ce de façon dépendante de let-7. Il semble que la structure du duplex 
miARN-ARNm conditionne l’avenir de l’ARNm. En effet, le duplex contenant une boucle 
sortante conduit à une inhibition de la traduction mais ne déstabilise pas l’ARNm cible, alors 
lorsque  le duplex contenant deux boucles opposées, conduit à une dégradation de l’ARNm 
cible [382, 383]. 
 
7.2.5.2.3  Activation de la traduction par les miARNs 
La fonction principale du miARN est d’inhiber la traduction des 
ARNms cibles, mais dans certains cas, un rôle d’activateur traductionnel des miARNs a été 
rapporté. En effet, les miARNs pourraient être des activateurs de traduction selon les phases 
du cycle cellulaire [384, 385]. Ainsi, le miR-369-3 active la traduction de l’ARNm de TNFα, 
via sa liaison aux séquences AREs (AU-rich elements) dans la région 3’ UTR, dans des 
conditions de privation de sérum. La privation de sérum entraine l’arrêt du cycle cellulaire en 
G0/G1, et le recrutement du complexe AGO2-FXR1 (fragile X mental retardation-related 
protein 1) au niveau des séquences AREs de l’ARNm du TNFα, ceci entraîne l’activation de 
sa traduction (voir figure 46).  
De même, Let-7 peut stimuler la traduction de sa cible HMGA2 (High Mobility Group Gene 
A2) qui contient 4 sites de liaison à ce miARN. Lors d’une privation de sérum, le complexe 
AGO2-FXR1 est recruté et active la traduction de HMGA2 de façon dépendent de Let-7 
[384].  
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D'autres miARNs comme miR-10a ou encore miR-122 pourrait être impliqués dans 
l'activation de la traduction [386]. 
 
 
 
Figure 46. Modèle d'activation de traduction de certains miARNs spécifique du cycle 
cellulaire. D'après [387]. Dans une situation d'arrêt du cycle cellulaire en G1/G0 (ex. cellules sans sérum), le 
complexe miARN-AGO2 recrute FXR1 et d'autres facteurs activateurs (en vert) afin de stimuler la traduction à 
partir de l’ARNm 
 
Ces études in vitro basées sur les constructions contenant des gènes rapporteurs avec des 
AREs artificiels ou isolés sont très utiles pour comprendre les mécanismes de régulation par 
les miARNs, mais pourraient ne pas refléter in vivo la fonction de miARNs. En effet, la 
séquence 3’ UTR native d’un ARNm donné pourrait contenir, en plus des AREs, des sites de 
liaison à des co-facteurs importants dans la régulation de la traduction par les miARNs. 
 
7.2.5.3  Protéines impliquées dans le fonctionnement des 
miARNs 
7.2.5.3.1  Rôle des protéines Argonautes 
Les protéines AGO contiennent deux motifs caractéristiques PAZ et 
PIWI retrouvés chez de nombreuses espèces. Leur taille moléculaire est 95kDa [388]. Les 
AGOs sont les protéines principales du complexe miRISC. La cristallographie a montré que le 
domaine PIWI a une activité ribonucléase H [389-391] et qu’AGO2 possède une activité 
endonucléase qui catalyse le clivage du duplex miARN-ARNm [367, 392]. Cependant 
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d’autres études proposent que  les protéines AGO induisent un blocage de la traduction mais 
pas une dégradation de l’ARNm cibles [382, 393, 394]. En effet, la protéine AGO2 contient 
également un domaine de liaison à la coiffe m7G, permettant au complexe miRISC d’entrer 
en  compétition avec le facteur d’initiation eIF4E afin de bloquer l’initiation de la  traduction 
(Figure 47). 
 
 
Figure 47. Coordination de déadenylation par GW182 et Ago. D’après [395]. 
7.2.5.3.2  Rôle des protéines GW182 
Les protéines GW182 constitue une famille de protéines de 182 kDa 
contenant des répétitions glycine-tryptophane et un motif RRM (RNA Recognition Motif) 
permettant de reconnaître les ARN. Chez D. melanogaster, il n’existe qu’une seule protéine 
GW182, en revanche  chez les mammifères, il existe trois paralogues de GW182 (TNRC6A, 
TNRC6B et TNRC6C). Les protéines GW182s sont capables de s’associer aux protéines 
AGO et font ainsi partie du complexe miRISC.  
GW182 est capable de recruter des enzymes de déadénylation, qui hydrolysent la queue 
polyA des ARNm. La lignée HEK293 surexprime AGO2 et GW182. Dans cette lignée, 
l’utilisation d’ARNm biotinylés, cappés, polyadénylés et contenant des sites spécifiques pour 
let-7, permet de montrer que les protéines AGO2 et GW182 agissent en syergie pour réaliser 
la répression de la traduction par la deadenylation de l’ARNm [396]. L’inhibition de 
l’expression de la protéine GW182 par des siARNs entraîne une diminution de la répression 
de la traduction dépendante des miARNs [397, 398]. Les protéines GW182s en association 
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avec les protéines AGO participent à la formation de processing bodies (P-Bodies) [397]  
(figure 47). 
7.2.5.3.3  Rôle des Processing Bodies (P-Bodies) 
Les P-Bodies sont des structures de stockage cytoplasmiques des 
ARNms [399]. Leur nombre et leur taille dépendent de l’activité traductionnelle de la cellule. 
Ces structures contiennent des enzymes inhibitrices de la traduction, de déadénylation, du 
decapping et de la dégradation des ARNm (voir figure 47). Elles permettent aux protéines et 
aux ARNm d’entrer et de sortir continuellement. Dans les P-Bodies, l’ARNm peut y être 
décappé et dégradé. Ces structures interviennent aussi dans le métabolisme des miARNs. En 
effet, l’inhibition de la traduction de l’ARNm ciblée par les miARNs passe par sa 
séquestration dans les P-Bodies [394, 400, 401].  
. 
7.2.6  Régulation de la biogenèse des miARNs 
7.2.6.1 Régulation au niveau transcriptionnel 
7.2.6.1.1 Facteurs de transcription et mécanismes épigénétiques 
Le premier niveau de régulation de l'abondance des miARNs a  lieu au 
stade de la transcription des pri-miARNs. Les gènes de miRNA sont dispersés dans tout le 
génome, soit dans les  introns de gènes codant pour des protéines, soit dans les introns ou les 
exons d'ARN non codants, soit dans  des unités de transcription indépendantes (intergénique). 
La majorité des miARNs introniques  sont transcrits à partir du même promoteur que le gène 
hôte. Toutefois, environ un tiers des miARNs introniques sont transcrits à partir de 
promoteurs indépendants, ce qui permet un contrôle séparé de leur transcription [402, 403].  
La plupart des propriétés qui dictent la régulation transcriptionnelle des miARNs sont les 
mêmes que les gènes codants. En effet, l’organisation de la région promotrice de miARNs 
autonomes est similaire à celle des gènes codant pour des protéines. La présence d’ilôts CpG, 
de séquences consensus telles que la boîte TATA ainsi que la modification d’histones 
indiquent que les promoteurs des gènes des miARNs sont contrôlés, en trans, par des facteurs 
activateurs ou répresseurs de transcription et en cis, par des modifications de la structure de la 
chromatine. Plusieurs facteurs de transcription régulent l’expression de miARNs de manière 
positive ou négative [404, 405]. 
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7.2.6.1.2 Régulation par le polymorphisme  
Les variations de séquence naturelle de pri-miARN, pré-miARN ou 
miARN matures peuvent influencer la maturation, la stabilité et la sélection des cibles. Ces 
variations de séquences proviennent de changements dans la séquence codante d'ADN ou de 
modifications post-transcriptionnels de l'ARN [406, 407]. Chez les humains, des différences 
de maturation par Drosha ont été observées pour différents allèles de miR-125a, miR-126, 
miR-146a, miR-502, miR-510, miR-890 et miR-892b [407, 408], tandis qu’une variation de 
l’efficacité de la maturation par Dicer a été décrite pour les SNPs (single nucleotide 
polymorphisms) de la séquence de miR-196a [409]. Une variant de miR-934 s'est révélé 
contenir une mutation dans le premier nucléotide de son pré-miARN, ce qui affecte la 
sélection du brin pour l’incorporation dans le complexe RISC [409].  
 
7.2.6.2 Régulation au niveau post-transcriptionnel 
Le clivage d'un pri-miARN en pré-miARN est régulé par une variété de 
protéines appelées des cofacteurs qui sont soit recrutées dans le microprocesseur soit par des 
interactions protéine-protéine soit par des interactions directes avec les pri-miARNs (voir 
figure 48). 
 
 
Figure 48. Les protéines qui interagissent avec le  microprocesseur. D’après [410]. 
 
7.2.6.2.1 Reconnaissance d’une séquence spécifique du pri-miARN  
L'analyse comparative des séquences des pri-miARN montre que 14% 
des pri-miARN humains ont une  séquence conservée au niveau de leurs boucles terminales, 
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ce qui permet les interactions avec certaines protéines régulatrices (Figure 49, 50,  51). Les 
protéines régulatrices modifient positivement ou négativement la maturation des pri-miARNs. 
A) Protéines régulant positivement la maturation des pri-miARNs 
- La protéine KSRP (KH-type splicing regulatory protein) 
Le KSRP régule positivement la maturation de pri-miRNA auxquels 
elle est directement liée. Il a été proposé que deux ou trois guanidines séquentielles de boucle 
de pri-miARNs soient nécessaires pour la reconnaissance par la protéine KSRP [411] (figure 
49). De plus, l'activité de KSRP est modulée par son état de phosphorylation, d’une part par 
ATM en réponse au dommage de l’ADN [412], d’autre part par la voie de signalisation 
PI3K/Akt [413].  
- Les protéines TDP-43  et SF2/ASF 
D'autres protéines peuvent se lier aux pri-miARNs pour promouvoir 
leur biogenèse (figure 49). C’est le cas de TDP-43 (TAR DNA-binding protein-43) [414] et 
SF2/ASF (serine/arginine-rich SR). Il a été proposé que  SF2/ASF se lie à un motif dans la 
tige de pri-miR-7 et modifie sa structure, dans un mécanisme semblable à celui de hnRNP-A1 
[415]. SF2/ASF et miR-7 participent à une boucle simple de rétrocontrôle négative qui permet 
de réguler le niveau d’expression de ce miARN. Dans ce schéma de régulation SF2/ASF 
stimule la transcription de miR-7 qui a son tour, va inhiber la traduction de l’ARNm de 
SF2/ASF. 
 
 
Figure 49. Exemples de protéine régulant positivement la maturation des pri-miARN. D’après 
[410]. 
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B)  Protéines régulant négativement la maturation des pri-miARNs 
- La  protéine LIN-28 
 L’une des protéines clés impliquées dans la régulation négative de la 
biogénèse des miARN est LIN-28 (abnormal cell lineage factor 28) (voir figure 50), qui agit 
non seulement sur la maturation du pri-miARN [416, 417] mais également sur celle du pré-
miARN [418, 419]. En effet, le miARN let-7 mature n’est pas synthétisé dans les cellules 
souches embryonnaires malgré une forte transcription du pri-let-7. LIN-28 se fixe sur la 
boucle terminale du pri-let-7, ce qui interfère avec le clivage dépendant de Drosha  [420]. La 
répression exercée par LIN-28 est spécifique de la famille des miARN let-7.  
Le système de régulation LIN-28 / let-7 est hautement conservé et joue un rôle important dans 
le maintien de la pluripotence des cellules souches embryonnaires. Il a été proposé que 
Lin28B bloque la maturation de let-7 en séquestrant le pri- let-7 dans les nucléoles loin du 
microprocesseur [419], suggérant un nouveau mécanisme par lequel des protéines liant l'ARN 
peuvent  inhiber la maturation des  pri-miARNs. 
  
Figure 50. Exemple de protéine régulant  négativement la maturation des pri-miARNs. 
D’après [410]. 
 
- La famille des protéines ADAR 
L’équipe de Blow et al [421] a séquencé 99 miARNs de 10 tissus 
humains et a pu identifier 6% des transcrits pri-miARN présentant une conversion 
d’adenosine (A) en Inosine (I) dans au moins de l'un des tissus analysés. Cette conversion 
d’adenosine en Inosine dans la séquence de pri-miR-142 réduit considérablement le clivage 
par Drosha et conduit à un clivage par d’autre ribonucléase spécifique des ARN double brin 
contenant l’inosine: Tudor-SN (Tudor staphylococcal nuclease), une composante de RISC 
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[422, 423]. Ce mécanisme semble particulierèment important pour les pré-miARNs (voir plus 
loin) 
C)   HnRNP-A1 régule positivement et négativement la maturation  
L'une des premières protéines identifiées pour fonctionner de cette manière 
était hnRNP-A1 (heterogeneous nuclear ribonucleoprotein A1) (voir figure 51).  HnRNP-A1 
se fixe sur la boucle terminale du pri-miR-18a et facilite sa maturation par l'altération de la 
structure de sa tige [424, 425]. Cette protéine peut également interagir avec le pri-let-7a, mais 
dans ce cas, il régule négativement son maturation [426]. Cet effet inhibiteur semble dû à la 
compétition entre hnRNP-A1 et la protéine KSRP (KH-type  splicing  regulatory  protein) 
pour se lier à la tige-boucle de pri-let-7a.  
 
 
Figure 51. hnRNP A1 régulent positivement et négativement la maturation des pri-miARNs. 
Figure adapté d’après [410, 427]. 
 
7.2.6.2.2 Régulation de la maturation du pri-miARN par miARN  
Une étude récente de Zisoulis et ses collègues [428] a montré que la 
maturation de pri-let-7 est contrôlée par son let-7 mature, c’est le  premier exemple d’une 
boucle d’autorégulation directe dans la biogénèse de miARNs (Figure 52). En effet, chez C. 
elegans, après la transcription de pri-let-7, le Let-7 mature se fixe sur un site spécifique de pri-
let-7 favorisant la liaison de la protéine ALG-1 (Argonaute-like protéine-1) à l’extrémité 3’ de 
pri-let-7 ce qui permet le promouvoir  de sa maturation.  
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Une deuxième  étude a montré que l’interaction d’un miARN mature avec un pri-miARN 
peuvent avoir un effet inhibiteur sur la maturation (figure 52). Par exemple, le miR-709 
empêche la maturation de pri-miR-15a et de pri-miR-16-1 par la liaison à une séquence 
spécifique  de 19 nucléotides de ces pri-miR, conduisant à une diminution de niveau de miR-
15a/miR-16-1 mature [429]. Les facteurs qui conditionnent la localisation nucléaire de miR-
709 reste inconnues mais cela semble être associée à un stimulus apoptotique, et peut être un 
mécanisme dynamique pour modifier le niveau de  miR-15a/16 en réponse à des signaux 
externes. Dans les cellules transfectées par du miR-709 synthétique, ce dernier prend une 
localisation nucléaire, ce qui indique que le signal de localisation est contenu dans sa 
séquence mature. Il semble que miR-709 et son site de liaison à pri-miR-15a/16 sont 
spécifiques à la souris.  
La localisation nucléaire des miARNs a été rapportée aussi pour le miR-29b mature, une hexa 
nucléotide spécifique dans sa séquence dirige son transport nucléaire [430]. Toutefois, cette 
séquence n'est pas présente dans le miR-709 mature, donc le mécanisme de son transport 
nucléaire reste inconnu.  
 
 
Figure 52. Exemples de régulation de maturation des pri-miARNs par miARNs mature. 
D’après [410]. 
 
 
7.2.6.2.3 Régulation au niveau du microprocesseur 
Le niveau de Drosha et DGCR8 dans la cellule au sein du 
microprocesseur est contrôlé précisément, ceci joue un rôle majeur dans la régulation de la 
117 
 
maturation des pri-miRNA. Différentes expériences ont montré l’importance d’une régulation 
fine des niveaux respectifs de Drosha et DGCR8 dans le microprocesseur [431] .  
 Ainsi, une augmentation de 2 à 7 fois de l’expression de Drosha provoque une 
augmentation uniquement de miR-31 et une diminution des autres miRNA.  
 Une délétion dans le gène de DGCR8 chez l’homme provoque une maladie cardiaque 
connue sous le nom de syndrome de DiGeorges.  
 L’invalidation du gène chez la souris à l’état hétérozygote provoque une diminution 
modeste du taux de protéines cellulaires alors que le taux de DGCR8 est diminué de 50%.  
 Enfin, in vitro, un excès de 3 fois en DGCR8 par rapport à Drosha provoque une inhibition 
drastique de l’activité de Drosha [427].  
Ces résultats pourraient être expliqués par une boucle de rétrocontrôle de l’expression des 
protéines Drosha et DGCR8 par le microprocesseur. En effet, Drosha est capable de cliver, 
outre les pri-miRNA, des mRNA comme celui de DGCR8 pour en contrôler le niveau 
d’expression. Ainsi, Drosha maintient des taux élevés de DCGR8 dans le microprocesseur à 
travers la régulation du clivage de son mRNA. En retour, DGCR8 stabilise Drosha et assure le 
couplage étroit des protéines au cœur du complexe microprocesseur. 
 Les protéines qui interagissent avec le  microprocesseur  
De nombreuses protéines interagissent avec Drosha. Ces protéines favorisent 
ou  inhibent la maturation des pri-miARNs (voir figure 53). 
o La protéine p68 et p72 
Les protéines hélicases, p68 (également connu sous le nom DDX5) et 
p72 (DDX17) sont responsables de la maturation d’un tiers des pri-miARNs chez la souris. 
Dans des cellules déficientes en p68 ou p72, les niveaux de pré-miARNs, mais pas ceux des 
pri-miARN, sont significativement réduits, ceci est dû à une diminution de la fixation de 
Drosha sur les pri-miARNs [335, 432]. Ces deux protéines (p68 et p72) interagissent avec un 
large spectre de protéines afin de promouvoir la maturation des pri-miARN. 
o La protéine Smad 
 Par exemple, pour la maturation  du pri-miR-21, les protéines SMAD 
(appartenant à la voie de signalisation TGFβ et BMP4) s’associent avec p68 et Drosha. Ce 
complexe permet une augmentation du niveau de miR-21. En effet, Smad 1 et 5 peuvent 
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s’associer à une séquence consensus au niveau de pri-miR-21, ceci a pour effet d’activer 
rapidement la maturation du pri-miR-21 en pré-miR-21 [433-435].  
o La protéine p53 
De façon similaire, une interaction entre p68 et le gène suppresseur de 
tumeur p53 est observée lors de la maturation des pri-miR-16-1, pri-miR-143 et pri-miR-145, 
en réponse à un dommage à l’ADN dans des cellules cancéreuses [436].  
o La protéine BRCA1 
Un autre suppresseur de tumeur, BRCA1 (breast cancer susceptibility 
gene 1), peut interagir également avec Drosha, p68, p53 et SMAD3 pour accélérer la 
maturation de certaines pri-miARN associés au cancer [437].  
o Les protéines SNIP1 et ARS2 
Ces protéines peuvent aussi s'associer avec Drosha et réguler 
positivement la maturation des pri-miARNs, ce sont SNIP1 (SMAD nuclear interacting 
protein) [438] et ARS2 (arsénite de résistance à la protéine-2) [439]. 
o La protéine p38  
Enfin, une étude récente a montré que la voie de signalisation MAPK 
p38-MK2 (MAPK-activated protein kinase 2) facilite la localisation nucléaire de p68, ce qui 
favorise la biogenèse de miR-145 [440].  En effet, dans une lignée de cellules de cancer du 
sein (MCF7), l'inhibition de MAPK p38 entraine la suppression de la biogenèse du miR-145  
et la surexpression de sa cible c-Myc. 
 
 
Figure 53. Protéines régulant positivement la maturation des pri-miARNs. Figure adapté d’après 
[410, 427]. 
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D’autres protéines sont des régulateurs négatifs de la biogénèse des miARNs (voir figure 54).  
 
o La protéine ESR1  
Le récepteur des estrogènes ESR1, inhibe la maturation des pri-miARNs 
via des interactions avec p68/p72 [441]. Cette interaction induit la dissociation du complexe 
microprocesseur des pri-miARNs. 
o La protéine NF90 et NF45  
NF90 et NF45 (nuclear factor 90 and 45) peuvent également interagir 
avec le microprocesseur et inhiber la maturation de plusieurs membres de la famille let-7 
[442]. A la différence des SMAD1 et 5 citées plus haut, aucune séquence consensus n’a été 
identifiée dans les pri-miARNs régulés par ces molécules. 
Les mécanismes régulateurs négatifs sont encore mal compris. 
 
 
Figure 54. Exemples des protéines régulant négativement la maturation des pri-miARN. 
Figure adapté d’après [410, 427]. 
 
 
7.2.6.3 Régulation de l’export des pré-miARNs  
 L’Exportin-5 peut interagir avec NF90, également connu sous le nom 
ILF-3 (interleukin enhancer-binding factor3) [443], une protéine du complexe 
microprocesseur. Il est possible qu'il y ait une coordination entre le clivage du pri-miARN et 
son exportation, mais cela n'a pas été encore démontré. La surexpression d'ARN courts en 
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tige-boucle (shRNA) chez les animaux peut être toxique en raison de la saturation de 
l’Exportin-5, entrainant l’inhibition de l'exportation des pré-miARN [444].  
 
 Une autre boucle de rétrocontrôle de miARNs existe au niveau de leur 
exportation. En effet, l’Exportin-5 peut interagir avec l’ARNm de DICER (enzyme 
responsable de la maturation de miARNs). Ceci entraine une retention de l’ARN de DICER 
dans le noyau lorsque le niveau de pré-miRNA ou de substrat de DICER sont trop élevé 
[445]. 
 L’équipe de Nothnick et ses collègues ont montré que l’Exportin-5 et 
Dicer1 sont régulées par les stéroïdes. En effet, l'œstrogène et la progestérone augmentent 
l’expression de l'ARNm d’Exportin-5,  tandis que la progestérone augmente l’expression de 
Dicer1 [446]. 
 
 
7.2.6.4 Régulation de la maturation cytoplasmique de pré-miARN 
Le clivage des pré-miARNs par Dicer est soumis à des régulations par 
des cofacteurs qui interagissent avec Dicer et par des protéines liant l'ARN qui reconnaissent 
des séquences spécifiques dans les pré-miARNs.   
7.2.6.4.1 Rôles des cofacteurs (TRBP et PACT) 
Dicer est une protéine conservée au cours de l’évolution. De façon 
comparable à DROSHA, Dicer agit avec des protéines associées: TRBP (TAR RNA binding 
protein), la protéine qui lie des ARNs double brin et PACT (protein activator of PKR). La 
protéine Dicer peut catalyser seule le clivage du pré-miARN, cependant, la spécificité de 
clivage est renforcée par TRBP et PACT [447].  
L’association de TRBP, PACT et DICER augmente la stabilité et l’activité de Dicer. Le 
niveau total de DICER est un point de contrôle important de la biogénèse des miARNs. Ainsi, 
l’analyse de l’extrémité 5`UTR de DICER montre la présence d’un exon leader d’épissage 
multiple qui est exprimé de façon tissu dépendante. Cet épissage différentiel modifie in vitro 
l’expression de DICER. De plus, la diminution d’expression de TRBP ou PACT diminue le 
niveau d’expression et la stabilité Dicer [349, 350]. L’expression de Dicer peut être aussi 
modulée par la voie de signalisation MAPK (mitogenactivated  protein  kinase) / Erk 
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(extracellular  signal  regulated  protein). En effet, cette voie favorise la phosphorylation de 
TRBP qui alors augmente la stabilité de DICER [448]. 
  
7.2.6.4.2 Les protéines interagissent avec le pré-miARN 
o Les protéines KSRP et TDP-43 
KSRP et TDP-43 sont également impliqués dans la biogénèse des 
miARNs, ils permettent de promouvoir à la fois la maturation des pri-et des pré-miARN 
(Figure 52) [411, 414]. Ces résultats suggèrent que la structure tige-boucle des miARNs est 
une plate-forme importante pour moduler leurs niveaux d’expression  et par conséquent la 
régulation des gènes [449]. KSRP peut interagir avec des activateurs et/ou des répresseurs.  
o Les protéines MBNL1 
La protéine liant l’ARN: MBNL1 (muscle blind-like splicing regulatory 
protein 1) inhibe la dégradation du pré-miR-1 à cause de son uridylation contrôlée par Lin28. 
MBNL1 se lie au pré-miR-1 par la reconnaissance de la séquence UGC qui se chevauche avec 
un site de liaison pour Lin28 (Figure 55) [450].  
 
 
 
Figure 55. Exemple de protéine régulant positivement la maturation des pré-miARNs. 
D’après [410]. 
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D’autres protéines entrainent l’inhibition du clivage des pré-miARNs par Dicer (voir Figure 
53): 
o La protéine Lin28  
L'isoforme cytoplasmique de Lin28A se lie la séquence de 
tétranucléotides (GGAG) du pré-miR let-7, ceci entraine le recrutement de la protéine TUT4 
(terminal  uridylyl transferase-4, également connue sous le non ZCCHC11) (voir figure 56). 
Cette enzyme ajoute une queue poly(U) au pré-let-7, inhibant le clivage par Dicer. Cette 
queue poly(U) constitue aussi un signal de dégradation du pré-miRNA par les 3’- 5’ 
exonucléases. D'autres pré-miARNs comme miR-107, miR-143 et miR-200c  possèdent aussi 
la séquence GGAG dans leurs tige-boucles. Ils  sont aussi la cible de  Lin28 [418, 451]. TUT4 
et Lin28 apparaissent aussi comme des suppresseurs spécifiques de la biogenèse des miARNs.  
Récemment, Kim et ses collègues ont montré que l’ajout d’un seul uridine à l’extrémité 3’ des 
pré-miARNs par TUT4, mais aussi par TUT2 et TUT7, est indépendant de Lin28A. En effet, 
jusqu'à 30% des membres de la famille des let-7 ont une uridine à leur extrémité 3’ dans les 
cellules n'exprimant pas Lin28A [452, 453]. 
 
 
Figure 56. Exemple de protéines régulant négativement la maturation de pré-miARN. 
D’après [427]. 
 
o La protéine BCDIN3D 
Le clivage des pré-miARNs par Dicer peut être régulé par l'ARN-
méthyltransférase humain: BCDIN3D [454]. BCDIN3D ajoute deux groupes méthyles au 
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phosphate de l’extrémité 5’ du pré-miR-145 in vitro et in vivo. Cette modification inhibe la 
maturation car Dicer reconnaît spécifiquement l'extrémité monophosphate 5' [455]. 
o La protéine MCPIP1 
MCPIP1 (monocyte chemoattractant protein induced protein-1) est une 
ribonucléase qui inhibe la biogenèse des miARN en entrant en compétition avec Dicer pour le 
clivage de la tige-boucle de certains pré-miARNs [456].  
 
o La famille de protéines ADAR 
Des  nombreuses études ont aussi montré que les miARNs subissent des  
modifications post-transcriptionnelles par les membres de la famille ADAR (adenosine 
deaminase RNA proteins). Ces protéines convertissent les bases adenosine en inosine [457]. 
Les structures en tige-boucle des pré-miARNs sont des substrats favorables pour les  protéines 
ADARs, qui reconnaissent l'ARN double brin. Par exemple, l'inosination de pri-miR-151 par 
ADAR1 n'affecte pas le clivage de pri-miARN mais interfère avec le clivage pré-miARN par 
Dicer, entrainant l'accumulation de pre-miR-151 modifié [458].  
La conversion de l’adenosine en inosine dans les miARNs matures peut donner aux miARNs 
modifiés un nouvel ensemble d'ARNm cibles. Par exemple, l'inosination de la séquence 
« seed » du miR-376 modifie son répertoire de cibles à la fois in vitro et in vivo [459].  
Les enzymes ADAR peuvent influencer la maturation de miRNA indépendamment de leur 
activité catalytique, ce qui suggère que, dans certains cas, la liaison des protéines ADAR seule 
pourrait être suffisante pour interférer avec la maturation de miARNs [459]. 
  
7.2.6.4.3 ARN régulant la maturation de pré-miARN 
Il a été montré, chez C. elegans, qu’un ARN non codant d’environ 800 
nucléotides peut inhiber la maturation d’un pré-miARN: RNCS-1 (RNA noncoding, 
starvation up-regulated), cet ARN entre en compétition avec les ARNs double brin (dsRNAs) 
endogènes pour se lier à Dicer ou des protéines accessoires qui lient les dsRNAs [460].  
 
7.2.6.4.4 Rôle des protéines Argonautes  
Les protéines Argonautes (Ago) jouent un rôle important dans la 
biogénèse et la fonction des miARNs. En effet, les protéines Ago sont un composant 
important du complexe RISC.  
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Le génome humain exprime huit protéines Ago: Ago 1à 4 et Piwi 1 à 4 [461]. Alors que 
toutes les protéines Ago ont la capacité d’interagir avec les miARNs et les siARNs, la 
protéine Ago2 est la seule qui possède une activité de clivage des ARNs et joue 
potentiellement un rôle majeur dans la répression des ARNms induits par les miARNs. De 
plus, le niveau d’expression des protéines AGO semble lié au niveau d’expression des 
miARNs dans la cellule. Par exemple, l’expression ectopique des protéines Ago (Ago1-4) 
améliore l'expression des miARNs dans des conditions où la machinerie des miARNs 
endogène est saturée. Dans  des fibroblastes embryonaires de souris knock-out Ago2, le 
niveau de miARN endogènes est réduit [462].  
Les protéines Ago sont également soumises à divers régulations transcriptionnelles et post-
transcriptionnelles qui pourraient donc avoir un impact sur l'expression des miARN. Par 
exemple, la protéine Ago2 est surexprimée dans le cancer du sein ESR1-négatif, ce qui 
améliore l'activité des miARNs. Cette surexpression d’Ago2 est sous le contrôle de voie de 
signalisation de l'EGFR / MAPK [463].  
De plus, la phosphorylation d’Ago2 au niveau de sa poche de liaison à l'ARN,  inhibe la 
liaison de petits ARN influençant ainsi la stabilité de miARNs [464]. Ago2 semble une 
protéine majeure dans la régulation et la biogenèse des miARNs puisqu’elle assure leur 
stabilisation, ainsi que le clivage de certains pré-miARN [461]. Le clivage se produit à 
l'intérieur du bras 3’ d'un pré-miARN de telle sorte que seuls les petits ARN générés à partir 
du bras 5’ peuvent être fonctionnels.  
 
7.2.7  La stabilité des miARNs 
7.2.7.1 Demi-vie des miARNs 
Généralement, il est considéré qu'un miARN mature est stable, une fois 
incorporé dans le complexe RISC. En effet, lors de l'inactivation de transcription ou la 
maturation des miARNs dans des lignées cellulaires humaines et de rongeurs, ces miARNs 
matures ont des demi-vies de l'ordre de plusieurs heures à quelques jours [465, 466]. 
Cependant, il a été récemment montré des différences de stabilité de certains miARNs, ce qui 
suggère que la régulation de la dégradation de ces miARNs est une façon physiologique pour 
moduler leur expression [467]. Par exemple, la chute du niveau des miARNs actifs semble 
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jouer un rôle important dans les neurones. Dans les cellules de rétine de souris, les miARNs 
spécifiques des neurones sensoriels (cluster miR-183/96/182, miR-204 et miR-211) sont 
exprimés de manière différentielle en réponse à la lumière. Les miARNs matures sont 
rapidement diminués pour l’adaptation à l'obscurité en raison de la dégradation active par une 
enzyme encore non identifiée [468].  
Plusieurs autres miARNs dans le cerveau ont des demi-vies courtes à la fois dans des cultures 
primaires de cellules neuronales humaines et dans du tissu cérébral post mortem [469]. 
Étonnamment, le blocage des potentiels d'action dans les cellules neurales par inhibition des 
canaux sodiques empêche la dégradation des miARN sélectionnés, ce qui indique que 
l'activation des neurones est nécessaire à la régulation de la dégradation de certains miARNs 
neuronaux [468]. En accord avec cette observation, une approche de séquençage de haut débit 
de petits ARN, a permet  d’identifier plusieurs miARNs diminués dans le cerveau de 
l’escargot marin Aplysia après exposition transitoire au neurotransmetteur sérotonine [470]. 
 
7.2.7.2 Régulation de la stabilité des miARNs 
Les modifications chimiques des miARNs matures jouent un rôle 
crucial dans la régulation de leur stabilité. 
 
7.2.7.2.1 Rôle de la séquence « seed » 
Les miARNs sont jusqu'à 10 fois plus stable que l'ARN messager. 
Dans les fibroblastes embryonnaires de souris déficientes en Dicer1, les miARNs ont une 
demi-vie plus courte [466]. Ceci suggère que des éléments cis dans les séquences des 
miRNAs matures conditionnent leurs processus de dégradation. Par exemple, le miR-503 et 
d'autres membres de la famille de miR-16 sont constitutivement instables dans les cellules 
NIH-3T3 [471]. MiR-503 est diminué rapidement au début cycle cellulaire mais s'accumule 
pendant l'arrêt du cycle induit par une privation de cellules de sérum.  
Les études de séquence de miARN suggeraient que la séquence « seed » à l’extrémité 3’ du 
miARN, pourrait être nécessaire à sa dégradation. En effet, le miR-382 est instable dans les 
cellules HEK293. Des mutations dans sa séquence « seed »  augmente sa stabilité in vitro 
[465].  
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Des études sur des miARNs co-transcrits (d’un même cluster) suggèrent aussi le rôle de la 
séquence du miARN dans sa dégradation. La famille de miR-29 fournit un exemple: le miR-
29b est instable dans le cycle cellulaire et ne s'accumule que au cours de la mitose alors que 
miR-29a est stable tout au long de cycle cellulaire [430, 461]. Les miR-29a et miR-29b 
partagent la même séquence « seed », mais ils se distinguent par un C à la place de U en 
position 10. De plus, le miR-29b contient un motif de hexanucléotide (AGUGUU) à son 
extrémité 3’ qui est responsable de sa localisation nucléaire. Toutefois, ce motif n’est pas 
responsable de sa dégradation accélérée. En revanche, l’uridine en position 10 dans la 
séquence de miR-29b semble responsable de sa déstabilisation. De nombreux miARNs mais 
pas tous, qui contiennent une base uridine dans cette position sont présentent des niveaux de 
stabilité semblable au miR-29b [472].  
 
7.2.7.2.2 Modifications de l’extrémité 3’ des miARNs 
o la méthyltransférase HEN1 
Chez les plantes, la méthyltransférase HEN1 (Hua enhancer 1) ajoute un 
groupement méthyle au groupement hydroxyle de l’extrémité 3’ du miARN [473]. Cette 
méthylation protège l’extrémité 3’ terminale des miARNs de la dégradation due à 
l’uridylation par HESO1 (HEN1 suppressor 1) [474]. La diminution de la stabilité des 
piRNAs, siARN et ARNm est également associée à l’uridylation de leur extrémité 3’  [475, 
476]. Généralement, les miARNs chez les animaux n'ont pas du groupement méthyle 
protecteur à leur extrémité 3’. Toutefois, l’addition d’une matrice indépendante de nucléotides 
les protègent de la dégradation. Deux mécanismes existent: l’adénylation ou l’uridylation 
[477]. Plusieurs enzymes, y compris MTPAP, PAPD4/GLD2, PAPD5, ZCCHC6, 
TUT4/ZCCHC11 et PAPD2/TUT1 ont une activité de type nucléotide transférase 3’terminale 
comme montré par des expériences d’invalidation [477, 478].  
Toutefois, les implications fonctionnelles n’ont été décrites pour quelques enzymes.  
o L’enzyme TUT4 
Par exemple, TUT4 [450, 476, 479] modifie les niveaux de cytokines par 
uridylation des membres de la famille de miR-26 [480]. Le Knockdown de TUT4 se traduit 
par une diminution de l’uridylation de miR-26a associé à une diminution de l'expression 
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d’IL6. Le knockdown de TUT4 n'augmente pas le niveau d'expression de miR-26, indiquant 
que l’uridylation de ce miARN n’affecte que son activité et pas son expression.  
o L’enzyme GLD2 
L’Adénylation de l’extrémité 3’ du miARN peut-être associée soit au 
renforcement, soit à une diminution de leur stabilité (voir figure 57) [481]. Par exemple, le 
miARN le plus fortement exprimé dans le foie : miR-122, est monoadenylé par la polymérase 
cytoplasmique poly (A) GLD2 (germline development defective-2). Chez les souris knock-out 
GLD2, le miR-122 est sélectivement déstabilisé, alors que les niveaux de 10 autres miARNs 
restent inchangés. La stabilité des précurseurs de miR-122 n'est pas affectée par knock-out  de 
GLD2, ce qui suggère un rôle dans la  modulation de stabilité de la forme mature du miR-122 
par l’adénylation. 
 
 
Figure 57. Modèle de la stabilisation sélective de miR-122 par GLD2. D’après [481].  
 
o La protéine VACV 
Un autre exemple du rôle du polyadénylation du miARNs dans leur 
stabilité est la protéine VACV (une polymérase virale poly A). Elle induit la polyadénylation 
des miARNs endogènes au cours de l'infection [482]. L’infection des fibroblastes 
embryonnaires de souris par VACV entraine une diminution de l’ordre de 30 fois du niveau 
de miARNs endogènes, dû à la polyadénylation. La polyadénylation des miARNs est assurée 
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par un produit d’un gène viral, alors que leur dégradation est due à une protéine cellulaire 
encore non définie.  
Dans les années à venir, il sera important de mieux caractériser les enzymes qui sont 
responsables de ces modifications et  comprendre leur impact sur la stabilité et la fonction de 
miARNs. 
 
7.2.7.2.3 Enzymes régulant la stabilité des miARNs 
- Les enzymes  SDN1 
Ces enzymes appartiennent à la famille des exoribonucléases. Chez 
Arabidopsis, SDN1 (small RNA degrading nuclease 1) possède une activité 3’-5’ exonucléase 
sur les petits ARN dont les miARNs. SDN1 dégrade spécifiquement l’ARN simple brin mais 
pas le double brin. La méthylation 2’ O présente sur l’extrémité 3’ nucléotidique des miARNs 
de plantes joue un rôle protecteur contre l'activité SDN1 [483]. Fait intéressant, ces protéines 
sont conservées chez les eucaryotes et il semble probable que les homologues animaux des 
SDNs ont des fonctions similaires, mais ceci n'a pas encore été rapporté [484]. 
- Les enzymes XRN 
la famille des enzymes XRN jouent un rôle dans la stabilité des 
miARN: chez Arabidopsis, XRN2 et XRN3 sont impliqués dans la dégradation de la séquence 
de la boucle de pré-miARN [485], dans les cellules de mammifères, XRN2 dégrade le pri-
miARN après par la maturation par Drosha [486]. Chez C. elegans, XRN2 dégrade les 
miARNs matures une fois libérés du complexe RISC et peut également influencer sur la 
vitesse à laquelle ils sont libérés [487]. Fait intéressant, la présence de l'ARN cible interfère 
avec la dégradation des miARNs par XRN2 à la fois in vitro et in vivo [487, 488]. Cela est dû 
à la concurrence directe entre l’ARN cible et XRN2 pour la liaison au miARN ou par un autre 
mécanisme moléculaire qui n'est pas encore connu. 
- Rrp42 
Rrp42 (ribosomal RNA-processing protein-42) et  l’exoribonucléase 
XRN1 sont proposées pour participer à la dégradation de miR-382 dans les cellules HEK293. 
En effet, le knock-down de ces facteurs augmente sélectivement le niveau d'expression de 
miR-382  [465].  
- hPNPaseold-35 
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Dans une lignée de cellules de mélanome humain, l'expression 
ectopique de hPNPase
old-35 
(human polynucleotide phosphorylase protein) conduit à la 
diminution sélective de plusieurs miARNs (miR-221, miR-222 et miR-106b). Les études 
d'immunoprécipitation montrent que cette 3’-5’ exoribonucléase est directement associé avec 
ces miARNs, ce qui provoque leur dégradation in vitro. hPNPase
old-35 
est un gène stimulé par 
l'interféron et il impliqué dans la diminution de niveau de  miR-221 induit par la stimulation 
par IFN-β. Une des cibles directes de miR-221 est le suppresseur de cycle cellulaire p27kip1. 
Par conséquent, la surexpression de miR-221 et le knockdown de hPNPase
old-35 
protègent les 
cellules de mélanome humain par l'arrêt de croissance induit par INF-β, indiquant un rôle 
central de la stabilité de miARN dans la prolifération cellulaire [489].  
- Eri1 
Il a été montré récemment que le 3’-5’ exoribonucléase Eri1 est 
impliquée dans la régulation de stabilité des miARNs dans les lymphocytes de souris. En 
effet, il a été observé dans les cellules NK et T de souris knock-out Eri1, une augmentation 
globale des niveaux de miARNs étudiés [490]. La régulation des niveaux de miARNs par Eri1 
semble être nécessaire pour le développement des cellules NK et l'immunité antivirale, mais 
son mécanisme d'action reste à établir.  
- La famille des protéines STAR 
D’autres protéines liant l'ARN peuvent également jouer un rôle dans la 
stabilité des miARNs matures. Par exemple, un membre de la famille STAR (signal 
transduction and activation of RNA) est surexprimé en réponse à la signalisation de p53 ce 
qui stabilise le  miR-20a mature [491]. L'identification des protéines qui stabilise et/ou 
déstabilise les miARNs matures suggère que la régulation de la dégradation des miARNs est 
importante dans le contrôle du répertoire des miARNs de la cellule. Enfin, il reste encore à 
comprendre les mécanismes impliqués dans la dégradation ou la stabilisation de miARNs. 
 
7.2.7.2.4 La dégradation des miARNs par les ARNs cibles  
Chez C. elegans, la stabilisation des miARNs est assurée par la cible 
ARNm. En effet, la liaison des miARNs aux ARNs cibles peut favoriser la dégradation des 
miARNs chez la drosophile et les mammifères. Chez les mouches, la plupart des miARNs 
sont incorporés dans le complexe RISC contenant Ago1 [492]. Les miARNs qui s'associent à 
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Ago2 sont méthylés, et ainsi protégés contre la dégradation. Dans les cellules humaines, les 
miARNs sont également soumis à cette déstabilisation dirigée par la cible ARNm [493]. Ainsi 
l’hybridation à la cible ARNm favorise la modification post-transcriptionnelle des miARNs 
(surtout uridylation 3’) qui cause leur dégradation, et ce qui limite le recyclage des miARNs 
[494]. Chez l’homme, on ne sait pas encore quelles sont les caractéristiques de l'ARN cible 
qui régulent la modification post-transcriptionnelle d'un miARN. Toutes fois, le mécanisme 
de la complémentarité parfaite tel que proposé chez les mouches pourrait être une piste [493]. 
7.2.8  Transport de miARNs 
Les  transporteurs de miARNs sont: les microvésicules, les exosomes, les 
corps apoptotiques, les lipoprotéines de haute densité (HDL) et les protéines Ago (figure 58):  
 
 
Figure 58. Mécanismes de transport des miARNs de cellules dans la circulation sanguine 
périphérique et vers les cellules cibles. MP: Microparticles; HDL: High Density Lipoprotein; Ago2: 
Argonaute 2 
- Les exosomes 
Les exosomes sont des vésicules membranaires de 40 à 100 nm de diamètre 
issues de l’endosome qui permettent la communication intercellulaire par le transfert 
d’ARNm et de miARNs [495]. L’exosome est initialement formé par la membrane 
plasmatique naissant vers l'intérieur dans les organes multi-vésiculaires des endosomes. Les 
exosomes et leur contenu en miARNs sont libérés dans le compartiment extracellulaire lors de 
la fusion des endosomes avec la membrane plasmique [496-498]. 
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- Les microparticules 
Ce sont des vésicules plus grandes que les exosomes (100 à 1000 nm de 
diamètre). Elles représentent une population hétérogène de vésicules qui sont libérés par 
bourgeonnement au niveau de membrane plasmique [499, 500]. Les microparticules 
présentent à leur surface un large éventail de substances et des récepteurs et contient un 
ensemble concentré de cytokines, protéines de signalisation, les ARNm et les miARNs. Au 
cours de l'apoptose, les cellules se fractionnent en corps apoptotiques qui transportent 
également des miARNs. 
- Lipoprotéine  
En particulier les lipoprotéines de haute densité peuvent transporter des 
miARNs endogènes et les livrer aux cellules réceptrices avec d'éventuelles capacités de 
ciblage fonctionnel. Cette exportation cellulaire est régulée par sphingomyelinase neutre  
[501].      
- Les protéines d'Argonaute 2  
La plupart des miARNs extracellulaires dans le plasma sanguin et la culture 
cellulaire sont indépendants des exosomes et sont associés aux protéines  Argonaute 2 
(Ago2), une protéine du complexe RISC [502]. Les miARNs extracellulaires, dans la plupart 
des cas sont des sous-produits de cellules mortes qui restent dans l'espace extracellulaire en 
raison de la grande stabilité de la protéine Ago2 et complexe Ago2-miARNs.  
Les transporteurs des miARNs 29, miR-18, miR-101, miR-130 sont mentionnés dans tabaleau 
11. 
 
Ago2 
dépendant 
miR-29a, miR-29b, miR-29c, miR-101, 
miR-18a-5p          
plasma, sérum [503] 
 miR-130a, miR-130b    plasma [502] 
 
Exosome 
dépendant 
miR-101, miR-130b, miR-29a, miR-29b, 
miR-18a-5p 
plasma, sérum [504] 
miR-29a plasma [505] 
miR-101, miR-130a, miR-130b, miR-29a, 
miR-29b, miR-29c, miR-18a-5p 
sérum, cellules T, 
B et dendritique 
[506] 
miR-18a-5p  [502] 
miR-101 sérum [507]  
miR-130b  [508] 
miR-29b cellules neuronales [509] 
Tableau 11. Classement de miARNs selon leurs transports. 
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8. Les miARNs dans des évènements 
biologiques 
 
8.1 Généralités  
8.1.1  Les miARNs dans les processus biologiques 
Les miARNs ont un rôle très important dans un grand nombre de processus 
biologiques nécessitant une régulation précise, incluant le développement embryonnaire, la 
prolifération, la différenciation et la reproduction, mais également dans des processus 
cellulaires comme l’apoptose, la régulation du cycle cellulaire et le métabolisme… 
Des exemples de régulation de développement embryonnaire par les miRNAs sont 
mentionnés dans la figure 59 et le tableau 12. 
 
 
Figure 59. Implication des miARNs dans le développement embryonnaire. D’après [510]. 
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Tableau 12. Les miARNs et leurs cibles dans le développement embryonnaire. D’après [510]. 
 
Par exemple, les miARNs ont rôle très important dans le système immunitaire. L’invalidation 
conditionnelle de Dicer dans les lymphocytes induit une altération des lymphocytes T 
régulateurs. Ceci conduit à une pathologie immunitaire complexe associant une 
splénomégalie, une augmentation de volume des ganglions lymphatiques intestinaux et une 
colite [511]. 
Les cellules embryonnaires souches de souris déficientes en DGCR8, sont incapables de se 
différencier correctement et maintiennent l’expression de facteurs de pluripotence après la 
différentiation, ceci est dû à une dérégulation d’expression des miARNs essentiels au 
processus de différentiation [512].  
8.1.2  Les miARNs et le cancer 
Les miARNs sont classés en deux groupes: miARNs suppresseurs de tumeur 
(miRST) et les miARNs oncogènes (oncomiR). En effet, certains miARNs ciblent des ARNm 
des gènes oncogènes et leur diminution dans certains cancers conduit à la surexpression de 
leurs cibles. Au contraire, d’autres miARNs qui ciblent des gènes suppresseurs de tumeurs 
sont surexprimés dans les cancers. 
 Les miARNs suppresseurs de tumeur 
Parmi le premier miRTS étudié, était la famille des let-7. Dans le cancer du poumon, let-7 a 
une expression réduite associée à une forte expression de la protéine RAS et constitue un 
facteur de mauvais pronostic [513]. Certains miARNs sont eux sous-exprimés dans le tissu 
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cancéreux par rapport au tissu sain, tels que miR-143 et miR-145 dans les cancers colorectaux 
[514], miR-145 dans les cancers du sein [515] ou miR-29b dans les leucémies lymphoïdes 
chroniques [516].  
 les miARNs oncogènes 
A l’inverse  des miRST, les oncomiRs sont souvent surexprimés dans les 
cancers et entraînent des effets prolifératifs ou anti-apoptotiques. L’un des premiers oncomiR 
identifié est miR-155. Sa surexpression est retrouvée dans les lymphomes B diffus à grandes 
cellules, les cancers du sein et du colon. Dans les souris transgéniques, la surexpression de 
miR-155 suffit à provoquer une leucémie aiguë lymphoblastique ou à un lymphome de haut 
grade [517].  
Le développement des méthodes d’analyse de l’expression des miARNs, par microarrays, RT-
qPCR ou encore par séquençage à haut débit ont permis d’acquérir de nombreux profils 
d’expression des miARNs dans les tissus cancéreux. Ainsi, dans le cancer du sein, miR-9 est 
surexprimé dans les cellules cancéreuses [518]. MiR-9 cible et inhibe la traduction de 
l’ARNm CDH1, codant pour l’E-cadherine, ce qui conduit à l’augmentation des propriétés 
invasives des cellules cancéreuses. Ainsi, des cellules de cancer du sein non métastasique 
surexprimant miR-9, sont capables de former des métastases pulmonaires, chez la souris.  
Un autre exemple concerne le cluster miR-17-92, contenant plusieurs miARNs oncogéniques. 
Ce cluster est induit dans divers types de cancer dont le lymphome à cellules B, le cancer du 
poumon, du sein et du pancréas. Les gènes cibles des miR-17-92 sont E2F1, PTEN et 
p21CIP1/WAF1, des régulateurs du cycle cellulaire [519]. 
D’autres exemples de dérégulation de l’expression des protéines de la biogénèse de miARNs 
dans plusieurs types de cancer sont présentés dans tableau 13. 
 
Type de 
cancer 
Protéines 
affectées 
le niveau d'expression Réf 
Prostate 
 
Dicer a/ L’expression de Dicer est augmentée dans le cancer 
de la prostate. 
b/ L’inhibition de Dicer supprime la croissance et la 
capacité tumorigène des lignées de cellules de cancer 
de la prostate chez l'homme, mais augmente les 
capacités migratoires de certaines lignées de cellules 
cancéreuses de la prostate. 
c/ l’ablation complète de l'activité de Dicer dans un 
modèle de souris PTEN KO entraine dans le cancer de 
[520] 
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la prostate un arrête de croissance et de progression 
tumorale 
Colorectal Dicer Une surexpression de Dicer est associée à un pronostic 
défavorable de survie. 
[521] 
Prostate Dicer a/ L'expression de Dicer est augmentée de 2,5x dans 
les échantillons métastatiques par rapport aux tumeurs 
non métastatiques 
b/ 81% des adénocarcinomes de la prostate montrent 
une surexpression de Dicer par rapport au tissu 
prostatique normal et l'expression de Dicer augmente 
avec le stade clinique de la tumeur 
c/ L’expression de Dicer beaucoup plus élevée dans la 
lignée DU145 (provenant d’une métastase 
ganglionaire) par rapport à la lignée RWPE-1 
 
 
 
 
 
[522] 
Mélanome Dicer L'expression de Dicer est spécifiquement augmentée 
dans les mélanomes, avec une augmentation 
significative dans 81% des mélanomes cutanés, 80% 
des mélanomes 
acrolentigineux et 96% des mélanomes métastatiques 
par rapport aux carcinomes et aux sarcomes. La 
surexpression de Dicer est associée à un index 
mitotique élevé, à la métastase nodale et à un stade 
clinque avancé. 
[523] 
Cancer 
gastro-
intestinale 
Dicer L'expression de Dicer dans les cellules cancéreuses 
gastro-intestinaux humaines AGS et HepG2 est plus 
élevé, tandis que, son niveau d'expression dans les 
cellules Kyse-30 est plus faible que les échantillons de 
contrôle. 
[524] 
 
Cancer de 
l’ovaire 
Dicer a/ La down-regulation de Dicer promu la prolifération 
cellulaire, la migration et la progression du cycle 
cellulaire de lignées de cellules cancéreuses de l'ovaire 
(A2780 et SKOV3).  
b/ L'expression de Dicer est significativement 
diminuée dans les cellules A2780 résistantes au 
cisplatine.  
c/ Dicer est impliquée dans la résistance aux 
médicaments dans le cancer de l'ovaire, et que son 
expression peut être régulée par EZH2 
[525] 
Oesophage Drosha a/ La surexpression de Drosha est associée a un 
pronostic défavorable de survie 
b/ Drosha est surexprimée dans la majorité des lignées 
de cancer de l'œsophage par rapport a une lignée 
d'œsophage normal et d'autres lignées tumorales 
 
[526] 
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Cancer 
gastro-
intestinale 
Drosha Le niveau d'expression de Drosha est plus élevé dans 
les lignées cellulaires cancéreuses gastro-intestinaux 
humaines AGS et HepG2 que chez les témoins, alors 
que le niveau d'expression de Drosha dans la lignée 
cellulaire Kyse-30 était plus faible. 
[524] 
Cancer 
gastro-
intestinale 
DGCR8 Les niveaux d'expression DGCR8 dans les trois 
lignées cellulaires cancéreuses gastro-intestinaux 
humaines (AGS, KYSE30 et HepG2) que chez les 
témoins. 
[524] 
cancer 
gastrique 
Ago2 a/ l'expression d’Ago2 dans trois types de cancer 
gastrique (363 CGs primaires, 8 métastases dans les 
ganglions lymphatiques et 10 l'épithélium de tissus 
environnants gastriques non néoplasiques). 
b/ Ago2 est surexprimé dans le cancer gastrique 
primaire et métastasique par rapport aux témoins sains. 
c/ l’expression d’Ago2 est également corrélé au sexe 
des patients, ce qui peut suggérer un rôle possible des 
hormones dans les mécanismes de régulation d’Ago2. 
[527] 
Tableau 13. Exemples de dérégulation de l’expression des protéines de la biogénèse de 
miARNs dans plusieurs types de cancer. 
 
8.2 Rôle des miARNs dans l’appareil génital mâle 
8.2.1  Rôle des protéines de biogénèse des miARNs  
8.2.1.1 Expression des protéines de la biogénèse des 
miARNs 
Certaines études ont montré le profil d’expression des protéines de la 
biogenèse des miARNs au sein du testicule ou de ses différentes composantes cellulaires. 
Même si les cellules germinales et les cellules de Sertoli expriment toutes les protéines de 
biogenèse, il existe néanmoins des profils d’expression différents entre ces deux types de 
sous-populations. 
  
 Dans les cellules de Sertoli 
Les cellules de Sertoli expriment les transcrits de l’ensemble des acteurs 
de la biogenèse des miRNAs (Drosha, Dicer, Ago1-4). Cependant, les cellules de Sertoli 
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expriment à un taux élevé le transcrit Ago2 en comparaison des cellules germinales [528]  
(figure 60). 
 Dans les cellules germinales 
Les cellules germinales du testicule (spermatocytes et spermatides) 
présentent toutes un profil d’expression comparable des transcrits codant pour la machinerie 
de biogenèse des miARNs. Ainsi ces cellules expriment fortement les transcrits de Drosha et 
Ago4, avec une expression marquée de Ago3 et Ago4 dans les spermatocytes pachytènes 
[528]. 
 
 
 
Figure 60. Profil d’expression des transcrits codant la machinerie de biogenese de miRNAs 
au sein des sous-populations cellulaires du testicule. D’après [528]. Comparaison entre les cellules 
germinales testiculaires (spermatocytes pachytènes, spermatides rondes et spermatides allongées) et cellules 
somatiques (cellules de Sertoli et contrôle positif NIH-3T3). 
 
8.2.1.2 L’invalidation des protéines de biogénèse de 
miARNs  
Plusieurs études ont montré le rôle crucial des protéines de la biogénèse 
de miARNs dans la spermatogenèse et la fertilité masculine.  
a) DROSHA  
L’invalidation conditionnelle (cko) après la naissance de Drosha ou 
Dicer dans les cellules germinales des testicules de souris induit l’infertilité chez les mâles 
avec une spermatogenèse perturbée caractérisée par une diminution des spermatocytes et des 
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spermatides. Le phénotype Drosha (cko) est plus sévère que le phénotype Dicer (cko) [529]. 
Ces données suggèrent que les miARNs ainsi que d’autres petit-ARNs Dicer-dépendants (par 
exemple les endo-siRNA) ont des rôles divergents dans la régulation des ARNm codant pour 
des protéines au cours de la spermatogenèse post-natal [529]. Le KO de Drosha dans le 
testicule touche la maturation des miARNs mais pas des endo-siRNAs. Cette invalidation de 
Drosha entraine des perturbations de spermatogénèse, ce qui  suggère le rôle essentiel de 
miARNs dans spermatogenèse normale post-natal. La carence en Drosha ou le manque de 
miARNs dépendants de Drosha pourrait perturber les deux phases méiotiques et haploïdes de 
la spermatogenèse. Les endo-siARN jouent un rôle plus important par rapport aux miARNs 
sur la stabilité de l'ARNm des spermatides rondes. 
b) DGCR8 
Le rôle crucial de gène DGCR8 dans la reproduction  a été montré par 
l’invalidation de ce gène dans les cellules souches embryonnaires. En effet, lorsque ces 
cellules déficientes en DGCR8, sont traitées à l'acide rétinoïque, un inducteur puissant de 
différenciation,  les marqueurs de pluripotence (Oct4, Rex1, Sox2 et Nanog) ne sont pas 
complètement réprimés et ces cellules conservent toujours la capacité de produire des 
colonies de cellules souches embryonnaires. Ces résultats suggèrent que  les miARNs régulent 
l’auto-renouvellement  de cellules souches embryonnaires [512]. 
c) DICER 
Le gène Dicer est essentiel au développement embryonnaire chez la 
souris (voir tableau 14 et figure 61). Sa suppression entraine une létalité précoce de 
l’embryon, ce qui suggère que la machinerie de la biogénèse de miARNs joue un rôle 
important dans le maintien de la population de cellules souches [530].   
Dicer 1 est impliqué aussi dans la maturation et la survie des cellules de Sertoli. 
L’invalidation conditionnelle de Dicer 1 dans les cellules de Sertoli chez la souris entraine 
une infertilité associée à une complète absence de spermatozoïdes et une dégénérescence 
progressive du testicule [531].  
Le ko de Dicer 1 entraine une diminution de trois miARNs Sertoliens: miR-125a-3p, miR-872 
et miR-24 qui ciblent SOD-1 (superoxide dismutase 1)  [532]. L’augmentation de l’expression 
de la protéine SOD-1 induit l’apoptose des cellules de Sertoli.  
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L’invalidation conditionnelle de gène Dicer1 dans les cellules germinales primordiales au 
pendant la vie embryonnaire (7,5
ème
  jour) induit des défauts de prolifération de ces cellules et 
les souris adultes présentes des défauts de la spermatogenèse avec un faible nombre de 
spermatogonies et de rares tubes séminifères contenant de spermatides [533].  
 
 
Tableau 14. Les  modèles de souris knock-out Dicer1. D’après [534]. 
 
Figure 61. Le calendrier de la délétion du gène Dicer1 pendant la spermatogénèse est 
indiqué par des flèches rouges. D’après [534]. 
 
La délétion conditionnelle de Dicer1 dans la lignée germinale mâle juste avant la naissance 
induit des défauts sévères dans les cellules germinales méiotiques et post-méiotique [535, 
536]. En effet, les spermatocytes montrent un retard de la progression de la méiose I et une 
apoptose massive, ce qui entraîne la réduction du nombre de spermatides rondes. Les 
spermatides rondes restantes ne subissent pas une différenciation normale, les spermatozoïdes 
ne sont pas fonctionnels et morphologiquement anormaux. Il a été suggéré comme mécanisme 
dans ces défauts, le rôle des éléments transposables. En effet, les spermatocytes déficients sur-
expriment les éléments transposables de la famille SINE [535]. Une surexpression similaire 
de cette famille (SINE) a été observée dans ovocytes de souris  après l’invalidation de Dicer 1 
[537].  
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Les deux travaux de l’équipe Korhonen HM et al [538] de l’équipe de Greenlee AR et al 
[539] montrent que les phénotypes sont moins graves lorsque la délétion Dicer1 dans les 
spermatogonies survient après la naissance. En effet, il n y a pas d’effet évident sur la 
progression de la méiose et les premièrs troubles visibles sont au niveau des cellules 
germinales mâles haploïdes [538]. Dans les testicules de ces souris, le  nombre de 
spermatozoïdes dans l’épididyme est considérablement diminué et les spermatozoïdes sont 
morphologiquement anormaux avec des problèmes d'organisation et de condensation de 
chromatine dans leurs têtes [538]. Cependant l’expression des transposons n'a pas été affectée 
dans ces testicules. Cette différence d'expression des éléments transposables entre ces 
modèles et les modèles knockout Ddx4Cre et Ngn3Cre de Dicer1 (voir figure 61) suggère que 
Dicer1 peut être impliquée dans le contrôle de l’expression de transposon dans l'embryon 
et/ou la phase post-natale précose (avant l’expression de Ngn3). D'autre part, il y a une 
surexpression de satellite majeur (des répétitions de 234 paires de bases, situés dans les 
régions péricentromériques) dans les testicules de souris knock-out Dicer1(Ngn3Cre) de 
manière similaire à ce qui est observé dans les cellules souches embryonnaires de souris 
knock-out Dicer1 [538, 540, 541].  
d) PROTEINES AGO 
Les rôles des petit-ARN (miARN, siRNA) peuvent être également 
étudiés par l'inactivation des protéines effectrices AGO (AGO1, AGO2, AGO3, AGO4) qui 
interviennent dans leur biogénèse [542]. Les protéines AGOs sont exprimées de façon 
ubiquitaire, mais AGO4 est fortement exprimé dans les testicules. AGO4 se localise dans les 
noyaux des spermatocytes pendant la méiose I, en particulier sur les sites  synapses dans le 
sous-domaine XY impliqué dans le silence de transcription des chromosomes sexuels. Les 
souris knock-out Ago4 (Ago4 
- / -
) montrent une méiose perturbée liée à la perte dramatique de 
plus de 20%  des miARNs du chromosome X. Cette étude montre qu’AGO4 régule l’entrée 
en méiose et l’inactivation du chromosome sexuel dans les cellules germinales de mammifère, 
impliquant des petits-ARN dans ce processus [542]. 
L’étude des animaux Ago2 -/-, n’a pas mis en évidence d’altération au niveau testiculaire ni 
au niveau de la fertilité suggérant que (i) Ago2 n’est pas indispensable à la méiose et la 
spermiogénèse, (ii) l’éventuelle compensation de la perte d’Ago2 par les autres membres de la 
famille argonaute [543]. 
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8.2.2 Rôle des miARNs dans la différenciation sexuelle  
Chez les mammifères, la différenciation sexuelle est contrôlée par deux 
groupes de gènes qui contrôlent la détermination du sexe. SOX9 joue un rôle clé au cours du 
développement des testicules et ce facteur est maintenu inactif dans les gonades XX au 
moment critique de la détermination du sexe. Ce processus fait intervenir des miARNs. Les 
miARNs entrainent la répression de Sox9 au début du développement de l'ovaire. Grâce à la 
technologie de microarray, l’équipe de Real et al [544] a identifié 22 miARNs présentant une 
expression spécifique du sexe dans les gonades en développement au cours de la période 
critique de la détermination du sexe. Les analyses ont conduit à l'identification de miR-124 
comme régulateur de l’expression du gène SOX9 dans les cellules de l'ovaire. Ces résultats 
fournissent la première preuve de l'implication d'un miARN dans la régulation d'un gène 
contrôlant le développement des gonades et la détermination du sexe. SOX9/SF1 régulent la 
transcription de miR-202-5p/3p pendant la différenciation des testicules, suggérant un rôle 
précoce de SOX9/ miR-202-5p/3p dans le développement des testicules [545]. D’autres 
miARNs participent à la différenciation des gonades: miR-140-3p et son brin guide miR-140-
5P. L’analyse de testicule de souris nulles pour miR-140-5p/miR-140-3p a révélé une 
augmentation significative du nombre de cellules de Leydig [546]. 
8.2.3 Rôle des miARNs dans spermatogénèse  
La régulation post-transcriptionnelle de l'ARNm est active pendant la 
spermatogenèse. Les miARNs sont clairement impliqués et régulent l'expression des gènes 
pendant toute la durée de différenciation des cellules germinales mâles [547] (voir figure 62). 
Plusieurs études utilisant des puces à miARN, RT-PCR ou le séquençage de petit ARN ont 
identifié les miARNs qui sont exprimées exclusivement ou préférentiellement dans les 
testicules et à les phases spécifiques de différenciation des cellules germinales mâles [548, 
549]. Ces études ont montré une expression de manière différentielle des miARNs entre 
testicules immatures et matures de souris [550]. Puisque  19 miARNs sont exprimés 
différemment entre les testicules immatures et matures.  
De plus, il existe des profils de populations des miARNs spécifiques de gonocytes et 
spermatogonies [429] et des profils de miARNs au cours de la première vague de 
spermatogenèse en [551]. Les profils de populations de miARNs identifiés aussi enrichies de 
cellules souches, les cellules pré-méiotiques méiotique [552] ou spermatogonies, 
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spermatocytes et spermatides [553]. Ces types de cellules semblent exprimer plusieurs 
miARNs communs, mais aussi certains miARNs qui sont spécifiques de certains types 
cellulaires.  
 
 
Figure 62. Trois groupes miARNs regroupés en fonction de leurs profils d'expression au 
cours de la spermatogenèse. Type I: les miARNs exprimés dans les spermatogonies préméiotiques puis leur 
expression diminuent dans les spermatocytes et spermatides, ce qui indique qu'ils sont soumis à MSCI et EMSP. 
Type II: les miARNs liées à l'X montrent une expression accrue dans les spermatocytes indiquant l’évasion de 
MSCI, suivie par une diminution de leur expression dans les spermatides indiquant qu'ils sont soumis à EMSP. 
Type III: les miARNs liées à l'X affichent une expression élevée dans les spermatocytes et les spermatides 
indiquant que ces miARNs s’échappent à la fois à MSCI et à EMSP. SGPr, spermatogonies primitifs type A; 
SGA, spermatogonies type A; SGB, spermatogonies de type B; spPr, spermatocytes préleptotène; SpLZ, 
leptotène et spermatocytes Zygotène; SpPaJ, spermatocytes pachytènes à jour 18 postnatal; SpPaA, 
spermatocytes pachytènes de souris adultes; DTS, spermatides ronds; SdE, spermatides allongées; Sz, les 
spermatozoïdes; MSCI, Meiotic sex chromosome inactivation; PMSC, postmeiotic sex chromatin. D’après 
[547]. 
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Curieusement, chez les mammifères, la densité de gènes de miARNs est nettement plus élevés 
sur le chromosome X que sur les autosomes. Ceci pourrait être lié à l'organisation sous forme 
de cluster des gènes de miARNs [554]. En effet, le séquençage de l'ARN de spermatocytes et 
spermatides en comparaison de cellules somatiques a révélé que les miARNs localisés sur le 
chromosome X ont des niveaux d'expression plus élevés que toutes les autres catégories de 
miARNs dans les cellules germinales mâles.  
L’étude des fonctions des miARNs et l'identification de leurs cibles spécifiques au cours de la 
spermatogenèse a explosé ces dernier années.  
 
8.2.3.1 Dans les spermatogonies 
Par exemple le miR-146 est fortement exprimé dans les spermatogonies 
indifférenciées. Le miR-146 module leur état indifférencié, un processus dépendant de 
signalisation de l'acide rétinoïque [555]. En effet, le niveau de transcription de mir-146 est 
diminué de près de 180 fois dans les spermatogonies différenciés par rapport à les 
spermatogonies indifférenciés. Parmi les cibles directes de mir-146 sont Med1 (mediator 
complex subunit 1) et les co-régulateurs de récepteurs de l’acide rétinoïque (RAR et RXR). 
La surexpression de mir-146 dans les spermatogonies indifférenciées inhibe l’oncogène Kit. 
Inversement, l'inhibition de miR-146 augmente le niveau de Kit. Dans les spermatogonies 
indifférenciées traitées avec l’acide rétinoïque, le miR-146 est réprimé, ainsi que  les 
marqueurs des cellules germinales indifférenciées: zinc finger and BTB domain containing 16 
(Zbtb16 appelé aussi Plzf) alors que l’expression de Kit est augmenté. Dans les 
spermatogonies traitées avec l’acide rétinoïque, la surexpression de Kit stimulée par Stra8 
(retinoic acid gene 8) et Sohlh2 (spermatogenesis- and oogenesis-specific basic helix-loop-
helix 2) est inhibée par la surexpression de miR-146.  
D'autres miARNs du chromosome X sont impliqués dans la régulation de l'état indifférencié 
des spermatogonies et sont sous le contrôle de l’acide rétinoïque. En effet, l'inhibition de miR-
221 et miR-222, chez la souris induit la différenciation des spermatogonies, ceci est lié à la 
surexpression de Kit [556]. 
Les miARNs de cluster-17-92 (appelé aussi Mirc1) et son cluster paralogue 106b-25 (appelé 
aussi Mirc3) sont régulés négativement par l'acide rétinoïque au cours de la différenciation 
des spermatogonies, à la fois in vitro et in vivo [557]. En effet, la répression de ces clusters 
par l'acide rétinoïque entraine l’augmentation de l'expression de Bim, Kit, SOCS3 et Stat3. 
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L’invalidation de cluster Mirc1 dans les cellules germinales mâles donne un phénotype avec 
petits testicules, une diminution du nombre de spermatozoïdes dans l'épididyme et des défauts 
légers de la spermatogenèse. L’ablation de Mirc1 dans les cellules germinales mâles 
augmente l'expression des miARNs de Mirc3 dans ces cellules. Ces données suggèrent une 
coopération fonctionnelle entre ces deux clusters pour réguler le développement des 
spermatogonies [557]. 
Le séquençage à haut débit a permis d’identifier le miR-21, miR-34c, miR-182, miR-183 et 
miR-146a, comme étant préférentiellement exprimés dans les cellules germinales. Il a été 
proposé que l'inhibition transitoire de miR-21 dans les cultures germinales (spermatogonie) 
entraine la diminution de leur nombre et l’apoptose de ces cellules, ce qui indique que miR-21 
est important pour le maintien de la population de spermatogonies [558].  
 
8.2.3.2 Dans les spermatocytes/ spermatides 
Les miARNs ont aussi un rôle important dans la régulation de 
l'expression des gènes  des cellules méiotiques et postméiotiques. Par exemple, le miR-34c est 
fortement exprimé dans les spermatocytes et spermatides rondes [559, 560]. L'inhibition de 
miR-34c dans les spermatocytes primaires semble empêcher l’apoptose de ces cellules, 
induite par la privation de la testostérone. La surexpression de miR-34c dans les cellules 
germinales entraine la diminution de l’expression de sa cible ATF1 (Activating transcription 
factor 1) et l’apoptose de ces cellules [560].  
Les clusters de miR-449 et le cluster miR-34 sont préférentiellement exprimés dans les 
testicules murins avec une expression majoritaire dans les spermatocytes et dans les 
spermatides [561]. Le cluster de miR-449 est sous le contrôle de deux facteurs de 
transcription CREMt (cAMP-responsive element modulator t) et SOX5. Il a été suggéré aussi 
que les miR-449s et le cluster 34b/c partagent les mêmes cibles: la voie E2F-pRb. Ce qui peut 
expliquer que le KO de cluster 449 ne donne pas un phénotype visible par redondance 
d’activité avec cluster 34b/c.  
L’ARNm de TP2 (transition protein 2) et Prm2 sont les cibles de miARN spécifique du 
testicule: miR-469. En effet, le miR-469 inhibe la traduction de l’ARNm de TP2 et de Prm2 
dans spermatocytes pachytènes et dans les spermatides rondes, ceci entraine l'échec de 
l'élongation de spermatides [562].  
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Le miR-122a qui est spécifque de cellules germinales mâles peut également cibler l'ARNm de 
TP2 et entraine son  clivage [563].  
Une autre étude à montré que l’oncomir miR-18a qui appartient au cluster miR-17-92 cible 
directement le facteur de choc thermique 2 (HSF2), un facteur de transcription essentiel à 
différent processus de développement, y compris la spermatogenèse [310]. Les expressions de 
HSF2 et miR-18 présentent une corrélation inverse au cours de la spermatogenèse et 
l'inhibition de miR-18 entraîne l’augmentation de l’expression de protéine HSF2 et 
l'expression de gènes cible d’HSF2.  
8.2.3.3 Dans les spermatozoïdes 
Malgré l'état transcriptionnelle inactif des spermatozoïdes matures, leur 
noyau contient une population de microARNs qui peuvent avoir un rôle dans le 
développement précoce de l'embryon [549, 564]. Par exemple, le miR-34c est présent dans les 
spermatozoïdes matures et dans le zygote. MiR-34c semble être important pour la première 
division cellulaire du zygote via la modulation de l'expression de Bcl-2 [565]. D’autres 
exemples de rôle de miARNs dans la spermatogénèse sont mentionnés dans le tableau ci-
dessous (tableau 15):  
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Tableau 15. Caractérisation fonctionnelle des miARN dans spermatogénèse. D’après [549]. 
 
8.3 MiARNs et cancer du testicule 
Le cancer du testicule est maintenant reconnu comme le cancer le plus fréquent 
chez les jeunes hommes. Ces cancers se développent à partir de lésion de carcinome pré-
invasif in situ (CIS), probablement à la suite d’un dysfonctionnement des précurseurs (les 
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cellules germinales) ou gonocytes qui n'ont pas réussi à se différencier avec succès en 
spermatogonies. Il est donc essentiel de comprendre la transition cellulaire de gonocytes en 
spermatogonies, afin d'acquérir une meilleure compréhension de l'étiologie des tumeurs des 
cellules germinales testiculaires. 
Plusieurs études ont montré l’implication de Dicer1, enzyme de la biogénèse de miARNs dans 
différentes types de  cancer. Plusieurs mutations germinales dans le gène Dicer1 ont été 
identifiées chez les patients atteints de blastoma pleuro-pulmonaire [566], elle souvent 
associée à un goitre et des tumeurs à cellules de Sertoli-Leydig. Une mutation au niveau du 
domaine IIIb de Dicer1 est responsable de la diminution de son activité ARNase [567]. Elle a 
été trouvée dans < 1%  de 96 échantillons de tumeur de cellule germinale testiculaire (TCGT). 
Mais, il semble que la mutation de Dicer1 a un rôle très réduit dans l'étiologie des TCGT. 
[568]. Un sous ensemble des miARNs des cellules germinales mâles coordonnent la 
différenciation et de l'entretien de la pluripotence de ces cellules [429]. Il a été proposé que 
sept miARNs identifiés par microarry sont exprimés de manière différentielle entre gonocytes 
et spermatogonies (les miARNs augmentés: miR-293, 291a-5p, 290-5p et 294 *, les miARNs 
diminués: miR-136, 743a et 463 *). Les cibles potentielles, identifiées par le logiciel de 
prédiction, sont impliquées dans le développement des cellules germinales tels que le gène 
PTEN, les gènes de voie de signalisation Wnt et la cycline D1. De plus, d’autres travaux ont 
montré que plusieurs miARNs sont augmentés dans les tumeurs du testicule. Le hsa-miR-9, 
hsa-miR-105 et les miARNs de cluster182-183-96 sont fortement exprimés dans le séminome, 
tandis que l’expression des miARNs de cluster 515-526 est élevée dans le carcinome 
embryonnaire [569].  
Dans des lignées cellulaires issues de tumeur de cellule germinale testiculaire (TCGT) : 
NTERA-2 (NT2) et NCCIT, le miR-302a régule négativement le p21, ce qui rend ces cellules 
sensibles à la mort cellulaire induite par le cisplatine [570]. Une étude récente a montré que 
l'expression de hsa-miR-21, hsa-miR-221 et hsa-mir-222 est  augmenté dans le séminome par 
rapport à tissu testiculaire normal. Ce travail prouve que les miARNs dans les échantillons 
chirurgicaux fixés au formol et inclus en paraffine (FFPE) sont bien conservés, et que les 
FFPEs peuvent être une source précieuse pour l'étude des miARNs dans le séminome [571]. 
Plusieurs rapports ont mis en évidence le rôle d’autres miARNs  dans le cancer de testicule 
sont mentionnés dans le tableau 16. 
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Tableau 16. Caractérisation fonctionnelle des miARN dérégulés dans le cancer du testicule. 
D’après [549] 
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9. Les miARNs sont-ils de nouveaux 
biomarqueurs et/ou cibles 
thérapeutiques? 
 
 
9.1 Généralités 
9.1.1  Les caractéristiques d’un biomarqueur 
Le biomarqueur idéal doit être: I) accessible en utilisant des protocoles non 
invasif II) peu coûteux à quantifier III) spécifiques de la maladie d'intérêt IV) le modèle utilisé 
doit traduit l’état physiologique chez l’homme V) une indication fiable et précoce de la 
maladie avant que les symptômes cliniques apparaissent. 
La plupart des biomarqueurs actuels sont des protéines. La complexité de la composition des 
protéines dans la plupart des échantillons biologiques (notamment le sang), les modifications 
post-traductionnelles qui les touchent, la faible abondance de beaucoup de protéines d'intérêt 
dans le sérum et le plasma et la difficulté de développer de manière fiable des agents de 
capture à haute affinité appropriés rendent parfois difficile leur utilisation. Ces subtilités font 
de la découverte et du développement de nouveaux biomarqueurs à base de protéines avec 
une bonne spécificité et sensibilité du diagnostic une tâche coûteuse, longue et difficile.  
9.1.2  Les avantages des miARNs 
Les miARNs extracellulaires représentent de bons candidats de biomarqueurs 
non invasifs. En effet: I) leur détection est simple et des méthodes pour leur amplification 
faciles II) les profils d'expression tissulaire est restreinte III) la conservation de séquence entre 
humains et modèles expérimentaux rend la recherche plus aisée IV) La complexité structurale 
et la modification post-transcriptionnelle des miARNs sont faibles VI) ils ont une bonne 
stabilité dans les fluides biologiques VII)  ils sont protégés vis-à-vis des ribonucléases 
endogènes grâce à leur petite taille mais aussi grâce à l’interaction  avec plusieurs protéines et 
organites qui permet leur transport. 
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9.1.3  Les limites d’utilisation des miARNs  
Plusieurs équipes ont cherché à caractériser le profil d’expression des 
miARNs dans les pathologies, par diverses méthodes. La variabilité des résultats montre bien 
qu’il est difficile d’établir un profil miARNs unique, pour une pathologie donnée, sans 
compter les problèmes liés aux méthodes employées. De nombreuses méthodes d’analyse de 
l’expression des miARNs dans liquides biologiques existent: puces à miARN, clonage et 
séquençage des petits ARNs, la RT-PCR quantitative en temps réel... Par exemple, 
l’utilisation des puces avec hybridation sur des sondes oligonucleotidiques, plusieurs 
différences ont été observé avec les puces mesurant l’expression des miARNs. Tout d’abord, 
la normalisation de l’expression se fait généralement par rapport a l’expression médiane de 
toute la puce, ce qui, compte-tenu du faible nombre de miARNs testés (quelques centaines) et 
du faible nombre parmi ceux-ci qui s’expriment significativement, n’est pas approprié. De 
plus, la petite taille des miRNAs (20-22 nt) pose plusieurs problèmes, dont celui de la 
spécificité de l’appariement, car de nombreux de miARNs différent seulement d’un ou deux 
nucléotides. Cette petite taille pose également un problème de température d’hybridation 
(Tm) qui varie beaucoup en fonction de la composition en bases. Dans le cas des ARNm, leur 
longueur permet de choisir pour les sondes de la puce des régions spécifiques et dont la 
composition en base va être homogène pour avoir le même Tm pour toute la puce. La taille 
des miARNs ne laisse pas cette liberté et peut avoir pour conséquence que certains 
s’hybrident mieux que d’autres. 
 
L’ensemble de ces travaux n’a permis de révéler que quelques miARNs retrouvés dans les 
différentes études et de multiples discordances quant à l’expression de la majorité d’entre eux. 
La variabilité des résultats montre bien qu’il est difficile d’établir un profil en miARNs 
unique, pour une pathologie donnée. Dans ce contexte, nous avons concentré ce paragraphe 
sur les miARNs: miR-29, miR-18, miR-101, miR-130 (Table 17). 
 
Maladie miARNs altérés liquide Réf 
cancer colorectal miR-29a, miR-92a plasma [572]          
cancer colorectal miR-29a, miR18a, miR19a, miR19b, 
miR15b, miR335 
sérum [573] 
cancer colorectal miR-29a, miR-18a, miR -20a, miR -21, 
miR -92a, miR -106b, miR -133a, miR -
143, miR -145 
plasma [574]  
cancer colorectal phase III miR- 29a, miR- 18a sérum [575] 
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cancer colorectal miR-29a, miR-17-3p, miR-92a, miR-
135b 
sérum [576] 
cancer colorectal miR -221 plasma [577] 
cancer colorectal miR-92 plasma [578] 
cancer du côlon miR -141 plasma [579] 
inflammation de l'intestin miR-29a, miR-16, miR-23a, miR-106a, 
miR-107, miR-126, miR-191, miR-199a-
5p, miR-200c, miR-362-3p, miR-532-3p 
plasma [580] 
métastases hépatiques 
d’origine colorectale 
miR-29a, miR-92 sérum [581] 
cancer buccal miR-29a, miR-16, let-7b, miR-338-3p, 
miR-223  
sérum [582] 
carcinome du nasopharynx miR-29c, miR-17, miR-20a, miR-223 sérum [583] 
cancer du poumon miR-29a, miR-24, miR-26a, miR-30d épanchement 
maligne   
[584] 
 miR-29b-1-5p, miR-29b-2-5p liquide 
péritonéal et 
séminal  
[585] 
adénocarcinome du 
poumon 
miR- 29b, miR- 142- 3p sérum [586] 
l'hypertension artérielle 
pulmonaire 
miR-130a, miR-451, miR-1246, miR-
23b, miR-191 
plasma [587] 
cancer gastrique mir-125b, mir-199a, mir-100, let-7 g, 
mir-433, mir-214 
muqueuse [588] 
cancer pancréatique mir-18a Plasma [589] 
Le psoriasis  miR-29a, miR-19 sérum [590] 
mélanome métastatique miR-29c et miR-324-3p sérum [591] 
cancer de la prostate miR-29a, miR-101, miR-141          plasma [592] 
cancer de la prostate miR-375, miR-141 plasma [593] 
Le trastuzumab (traitement 
de cancer de sein) 
miR-29a, miR -210, miR -21, miR -126 plasma [594] 
la leucémie lymphoïde 
chronique 
miR-29a, miR-150, miR-150 *, miR-
135a * 
plasma [595] 
Pré-éclampsie 
(toxémie gravidique) 
miR-29a, let-7d, let-7f, miR-223 sérum    [596] 
 miR-29a, miR-29b, miR-137, miR-181c, 
miR-9 
 [597] 
malformations cardiaques 
congénitales du fœtus 
miR-29c,  miR-19b, miR-22, miR-375 sérum [598] 
l'insuffisance cardiaque miR-29a, miR-29b, miR-29c, miR-101, 
miR-423-5p, miR-320a, miR-22, miR-
92b     
sérum [599] 
anévrisme de l'aorte miR-29a, miR-1, miR-21, miR-133a, plasma [600] 
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thoracique miR-143, miR- 145 
infarctus aigu du 
myocarde 
miR-101, miR-16, miR-27a, miR-150 plasma [601] 
syndrome métabolique miR- 130a, miR -197, miR -23a et miR -
509- 5P, miR- 195, miR- 27a, miR- 320a 
plasma [602] 
diabète de type 1 miR-29a, miR-152, miR-30a-5p, miR-
181a, miR-24, miR-148a, miR-210, miR-
27a, miR-26a, miR-27b, miR-25, miR-
200a 
sérum [603] 
diabète de type 2 miR-29b, miR-15a, miR-126, miR-223, 
miR-28-3p 
plasma [604] 
maladie coronarienne miR-130a, miR-126, miR-221, miR-222 
et miR-92a 
plasma [605] 
Tableau 17. Exemples de miARNs circulants associés à différentes pathologies humaines. 
 
9.2 Utilisation des miARNs dans la toxicologie 
Plusieurs études ont montré le potentiel et les applications des miARNs pour les 
études toxicologiques. En effet, l'expression des miARNs dépend de l'environnement et est 
modifiée après exposition à des produits chimiques toxiques ou à des composés naturels, le 
stress, le tabac, les hormones, les médicaments et  les régimes alimentaires (voir tableau 18).  
Les miARNs apparaissent comme des acteurs clés dans la régulation des gènes impliqués 
dans l'absorption, la distribution, le métabolisme et l'excrétion.  
En outre, les miARNs pourraient moduler l'action des récepteurs nucléaires. Les récepteurs 
nucléaires sont des facteurs de transcription activés par des ligands qui régulent l'expression 
des gènes cibles en se liant à leurs promoteurs. Le récepteur de l’estrogène  ESR1 est parmi 
les récepteurs nucléaires régulés par les miARNs. En effet, ESR1 est la cible de miR -206 
[606], miR -221, miR -222 [607] et miR -22 [608]. Inversement, les miARNs peuvent aussi 
être régulés par les récepteurs nucléaires au niveau transcriptionnel et pendant leur maturation 
[609]. Certains auteurs ont souligné le rôle potentiel de ces miARNs dans les thérapies 
utilisant un anti-œstrogène.  
Dans les testicules de souris, miR-184 cible le récepteur nucléaire corepressor 2 (Ncor2) et 
régule la spermatogenèse chez les mammifères [610]. 
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D’autres protéines/enzymes importantes pour le métabolisme des xénobiotiques sont des 
cibles des miARNs. Les enzymes comportant le cytochrome P450 sont importantes, car elles 
catalysent le métabolisme des xénobiotiques y compris les médicaments, les produits 
chimiques de l'environnement, et des substances cancérigènes. En effet, les differentes iso 
enzymes du cytochrome P450 (CYP) sont ciblées par plusieurs miARNs [611]. Par exemple, 
CYP1A1/1A2 est régulé par miR -142- 3p et miR- 200a, CYP2C19 par miR- 34a, CYP2D6 
par let-7b et CYP2E1 par miR-10a et let -7g [612].  
Les miARNs sont non seulement impliqués dans les effets induits par une exposition aiguë, 
mais aussi une toxicité chronique. Dans le testicule de rat, notre équipe a récemment montré 
qu'une exposition néonatale au benzoate d'œstradiol induit la mort de cellules germinales à 
l'âge adulte [578]. Ce phénomène est lié à l'augmentation des niveaux de miR -29 qui cible les 
méthyltransférases de l'ADN et la protéine anti apoptotique MCL-1. L'inhibition de ces 
protéines conduit à la surexpression de rétrotransposons et à la stimulation de l'apoptose de 
cellules germinales. 
Chez la progéniture de rats gestantes soumises au régime riche en matières grasses, en 
observe des altérations dans l'expression hépatique  de l’Insulin-like growth factor 2 (IGF-2) 
et plusieurs miARNs hépatiques: miR- 709, miR- 122, miR- 192, miR- 194, miR- 26a, let - 
7a, let7b, laissez -7c, miR- 494 et miR -483 * [613].  
Un autre exemple est représenté par l'exposition à la fumée de cigarette. Deux des 
constituants de la fumée de cigarette, le benzo [a] pyrène et la nicotine, induisent des 
phénotypes de toxicité développementale. En effet, cette toxicité de la fumée de cigarette 
pourrait être lié aux modifications d'expression de miARNs: miR- 340, miR- 365, et miR- 
129- 3p dans les spermatozoïdes des hommes fumeurs. Les miARNs altérés sont 
potentiellement impliqués dans des voies vitales pour le sperme sain et le développement 
normal de l’embryon, ainsi que la mort cellulaire par l’apoptose [614]. 
De plus, les miARNs pourraient avoir une expression spécifique de tissu. Par exemple, le 
miR- 195 et le miR- 200c sont exprimés spécifiquement dans les poumons de rat [615]. Dans 
quelques domaines de recherche tels que hépato- toxicité ou la cardiologie, les miARNs 
spécifiques mis en évidence ont été identifiés comme des marqueurs spécifiques de lésion 
tissulaire. En effet, le miR -208 est décrit comme un myomiR car des niveaux élevés sont 
observés dans le tissu cardiaque. L’expression de miR- 208 est dérégulée dans diverses 
maladies cardio-vasculaires. Il semble être utilisé comme biomarqueur sensible pour les 
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lésions cardiaques chez l'homme [616]. Les études d'inhibition ont conclu qu'il pourrait être 
une cible thérapeutique intéressante [617].  
 
Produit Organe/ cellule Espèce miARNs altérés Réf 
Estradiol Benzoate Testicule rat miR-29a, miR-29b et    miR-
29c 
[578] 
Éthylèneglycolmonomét-
hyléther (EGME) 
Testicule rat miR-449a and miR-92a, miR-
320, miR-134, miR-188 et  
miR-760-5p 
[618] 
Régime riche en graisse 
 (HFD ) 
Spermatozoïde souris 11 miARNs [619] 
nonylphénol (NP) Lignée cellulaire 
de Sertoli TM4 
souris miR-378, miR-125a-3p, miR-
20a, miR-203,  miR-101a, 
miR-135a*,  miR-199a-5p 
[620] 
La fumée de cigarette spermatozoïdes humain miR-340, miR-365, 129-3p, 
634 
[614] 
Testostérone 
+ Flutamide 
ovaire brebis miR-497, miR-15b [621] 
Bisphénol-A ovaire brebis 45 miARNs diminués  à 65 
jours et 11 diminués à 90 
jours de gestation. 
[622] 
FSH cellules de la 
granulosa  
 miR-29a et miR-30d [623] 
α-amanitine 
(inhibe la transcription) 
ovocyte vache miR-21, pré-miR-21, miR-
130a 
[624] 
Diéthylstilbestrol (DES) oviducte poule  miR-1615 [625] 
Diéthylstilbestrol (DES) oviducte poule  miR-140 [626] 
Progestérone 
17 -bêta- estradiol 
biopsies 
l’endométre 
humain miR-128, miR-99a-5p, miR-
196a-5p, miR-181a-5p, miR-
9-5p, miR-29b-3p, miR-223-
3p 
[627] 
Progestérone  
l'estradiol 
l’endométre souris Let-7b [628] 
Progestérone  utérus 
cellules 
myométrial 
souris 
humaines  
miR-199a-3p, miR-214 [629] 
Progestérone  utérus souris  [630] 
2,3,7,8 -
tétrachlorodibenzo- p- 
dioxine (TCDD ) 
embryon poisson-
zèbre 
miR-451, miR-23a, miR-23b, 
miR-24 et miR-27e 
[631] 
Microcystine embryon poisson- miR-430, miR-125, miR-31, [632] 
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(cyanotoxine) zèbre miR-126 
Sulfonate de 
perfluorooctane 
(composé organique) 
embryon poisson-
zèbre 
39 miARNs [633] 
5-aza-2'-désoxycytidine embryon souris let-7e, miR-20a, miR-21, 
miR-34b, mir-128b et miR-
452 
[634] 
Bisphenol A cellules 
placentaires  
humain miR-146a [104] 
6-mercaptopurine  
(anti-leucémique et 
immunosuppresseur) 
placenta rat miR-195, miR-21, miR-29c, 
miR-34a, 146b, miR-144, 
miR-451 
[635] 
Hydrogène sulfuré (H2S)  placenta  miR21 [636] 
o,p′-dichlorodiphenyltri- 
chloroethane (DDT)  
 bisphenol A (BPA) 
MCF-7 ( lignée 
cellulaire de 
cancer du sein 
humain) 
humain miR-21 [637] 
 
Fenhexamide et 
fludioxonil 
(antifongiques agricoles) 
MCF-7, T47D, et 
MDA-MB 231  
humain miR-21,  miR-125b, miR-
181a 
[638] 
 
DDT et BPA MCF-7 humain miR-21 [637] 
DES et zeranol MCF- 7 humain miR- 34b 
 
[639] 
RWJ67657 
 (inhibiteur de  p38) 
MCF- 7 humain miR-200, miR-303, miR-302, 
miR-199 et miR-328 
[640] 
Tamoxifène lignées cellulaires 
de cancer de 
l'endomètre 
 miR-200 [641] 
DES mammosphères  miR-9-3 [642] 
Cisplatine cellles Hela humain miR-1258, miR-1288, miR-
21, miR-278, miR-98, miR-
18 
[643] 
Metformine WI -38 et BJ- 1 
fibroblastes 
diploïdes  
humaine miR- 200a, miR- 141 
,miR429 , miR -205 
[644] 
Régime alimentaire riche 
en graisses (HFD) 
Adipocytes souris miR-21 [645] 
Acide linoléique 
conjugué 
Adipocytes souris miR-103, miR-107, miR-221, 
miR-222, miR-143 
[646] 
Régime alimentaire riche 
en graisses (HFD) 
Adipocytes souris miR-143 [647] 
Cendres d’huile 
résiduelle volantes  
cœur rat miR-1 , miR-133, miR-21, 
miR-24, miR-29 
[648] 
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Doxorubicine cœur rat 208b, miR-216b, miR-215, 
miR-34c, miR-367 
[649] 
2,3,7,8 -
tétrachlorodibenzo- p- 
dioxine (TCDD ) 
thymus souris miR-122 and miR-181a miR-
23a, miR-18a, miR-18b, miR-
31  miR-182  
[650] 
La fumée de cigarette poumon rat let-7, miR-10, miR-26, miR-
30, miR-34, miR-99, miR-
122, miR-123, miR-124, 
miR-125, miR-140, miR-145, 
miR-146, miR-191, miR-192, 
miR-219, miR-222,  miR-223 
et miR-294 
[651] 
La fumée de cigarette les cellules 
épithéliales 
bronchiques 
primaires et les 
cellules H1299 
humain mir-218, miR-128, miR-19b, 
miR199b, miR-130a et miR-
106b 
[652] 
4 - (méthylnitrosamino) -
1 - (3-pyridyl)-1-
butanone (produit 
cancérogène présent dans  
tabac) 
Poumon rat miR-101, miR-126*, miR-
199 et miR-34 
[653] 
Les composés organiques 
volatils (formaldéhyde, le 
benzène, le toluène et le 
xylène) 
Poumon souris miR-1187, miR-125a-3p, 
miR-125b-5p, miR-466c-5p, 
miR-5105, miR-3472 
[654] 
vorinostat, myo-inositol, 
le bexarotène, la 
pioglitazone 
(chimioprévention) 
Poumon souris surexpréssion de 66 miARNs 
et diminution de l’expression 
de 79 miARNs 
[655] 
Printex 90  
(nanoparticules de  
carbone noir) 
Poumon souris miR-135b , miR-21, miR-
146b  
[656] 
Le gaz radon Lignée cellulaire 
pulmonaire 
BEAS2B  
 miR-483-3p, miR-494, miR-
2115*, miR-33b, miR-1246, 
miR-3202, miR-18a, miR-
125b, miR-17*, miR-886-3p 
[657] 
Trichostatine A hépatocytes 
primaires 
rat miR-379, miR-143, miR-122, 
miR143 
[658] 
hexahydro-1,3,5-trinitro-
1,3,5-triazine (RDX) 
Foie souris let-7, miR-15, -16, 
miR -26, miR-181, miR-10b 
[659] 
paracétamol ou le 
tétrachlorure de carbone 
hépatocytes rat miR-298, miR -370 [660] 
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dioxine hépatocytes souris miR-191 [661] 
Tamoxyfen hépatocytes rat miR-17-92 cluster, miR-106a, 
miR-34 
[662] 
Acétaminophène, l'alcool 
allylique, isothiocyanate 
α-naphtyle, phénobarbital 
ou doxorubicine 
Foie rat miR-122 [663] 
Ethanol Foie rat miR-21 [664] 
les acides biliaires et 
thapsigargine 
hepatocytes mouse miR-199a-5p [665] 
 
 Lycopène  Foie 
Cellules Hepa 1-6 
rat miR-21 [666] 
 
Isoliquiritigénine et 
liquiritigénine 
Foie souris miR-122 [667] 
Quercétine  
(anti-inflammatoires) 
Foie souris miR-122, miR-125b  [668] 
Ethanol Foie souris miR-217 [669] 
7,12-diméthyl (α) 
anthracène et N-méthyl-
N-nitrosourée  
le foie, la rate et 
les reins 
souris miR-34a, miR-155 et miR-21 [670] 
Le cadmium (métal 
toxique et cancérigène)  
lignée HepG2 
cellules de 
carcinome 
hépatocellulaire 
humain la famille de let-7 [671] 
hydrocarbures 
aromatiques 
polycycliques 
lignée HepG2 humain miR-181a, miR-181b, miR-
181d 
[672]  
Antagoniste de la leptine Hypothalamus 
et foie 
rat miR-10a, miR-200a, miR-
409-5p, miR-125a-3p  
[673] 
Sulfate d'aluminium cellules neurales 
humaines (lignée 
HN) 
humain Mir-146 [674] 
Fer + Sulfate 
d'aluminium 
cellules neurales 
humaines (lignée 
HN) 
humain miR-9, miR-128, miR-125b [675] 
 
hexahydro-1,3,5-trinitro-
1,3,5-triazine (RDX) 
Cerveau souris miR-206, miR-30, miR-195 [659] 
Ethanol modèle de culture 
neurosphere de 
cortex cérébrale  
souris miR-21, miR-335, miR-9, 
miR-153 
[676] 
lithium et le valproate de 
sodium (stabilisateurs de 
Cerveau 
(hippocampe) 
rat let-7b, let-7c, miR-128a, 
miR-24a, miR-30c, miR- 
[677] 
160 
 
 
Tableau 18. Effets des médicaments, des composés naturels ou chimiques sur l'expression des 
miARNs. 
l'humeur) 34a, miR-221), miR-144 
la fluoxétine (Prozac ®) Cerveau 
(hippocampe) 
souris miR-16 [678] 
Acide perfluorooctane 
sulfonique 
Cerveau rat miR-466b, miR-672, miR-
297 
[679] 
Escitalopram 
(antidépresseur)  
Sang humain 28 miARNs augmentés et 2 
miARNs  diminués 
[680] 
4 - (méthylnitrosamino) -
1 - (3-pyridyl)-1-
butanone (NNK).  
Serum 
cancer de poumon 
rat miR-206, miR-133b  [681] 
Acétaminophène Plasma 
(hépatotoxicité) 
souris  miR-466g, miR-466f-3p,  
miR-574-5p, miR-375, miR-
29c, miR-148a 
[682] 
Irradiation par les protons 
γ ou les ions 56Fe 
Sang souris 26 miARNs [683] 
Gentamicine sang / urine 
urine 
rat 
humain 
miR-21, miR-155 [684] 
Pollution de l'air riche en 
composants métalliques 
(chrome, le plomb, le 
cadmium, l'arsenic, le 
nickel, le manganèse) 
Leucocytes humain Mir-222, mir-21 et Mir-146 [685] 
Allyle-isothiocyanate 
(AITC) 
macrophage souris miR-155 [686] 
Biphényles polychlorés Cellules 
mononucléaires du 
sang 
humain miR-191 [687] 
5-fluorouracile (5-FU) 
(un antimétabolite) 
cellules de cancer 
du colon 
 miR-19 et miR-3, miR-21, 
miR-200b 
[688] 
Garcinol + gemcitabine  cellule de cancer 
du pancréas 
 miR-21, miR-196a , miR-
495, miR-605, miR-638, 
miR-453 
[689] 
 
Trioxyde d'arsenic cellules de 
carcinome de la 
vessie humaines 
 (lignée T24) 
 mir-19a [690] 
 
 
 
Arsénite de sodium cellules 
lymphoblastoïdes 
humaines 
(lignée TK6)  
humain miR-222, miR-210 [691] 
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9.3 Les miARNs sont des biomarqueurs circulants  
Comme les ARNm, certains miARNs montrent également une distribution 
tissulaire restreinte, par exemple: le miR- 122 est surexprimé dans le foie, alors que miR- 124 
est préférentiellement exprimé dans les tissus neurologiques [692, 693]. L’expression des 
miARNs cellulaires peut être en corrélation avec les différentes conditions 
physiopathologiques, y compris la différenciation, l'inflammation, le diabète et plusieurs types 
de cancers [694-699].  
De nombreux rapports ont montré que certains miARNs identifiés dans les cellules et les 
tissus ont également été trouvés dans les liquides extracellulaires tels que le plasma, le sérum, 
la salive et l'urine [700-703]. L’équipe Wang K a étudié la répartition des miARNs dans les 
fluides corporels [585] (voir tableau 19). L’étude a été fait sur 12 liquides physiologiques 
chez l’homme: le plasma, la salive, les larmes, l'urine, le liquide amniotique, le colostrum, le 
lait maternel, la muqueuse bronchique, le liquide céphalo-rachidien, le liquide péritonéal, le 
liquide pleural et liquide séminal. 
 Le niveau et la composition des miARNs extracellulaires montrent des changements 
d’expression qui se corrèlent bien avec les maladies ou l’environnement de cellule [576, 582, 
601, 702, 703]. 
Ces observations suggèrent que les miARNs extracellulaires peuvent être utilisés comme 
biomarqueurs  pour évaluer et suivre l'état physiopathologique du corps. 
 
 
Tableau 19. La concentration de l'ARN isolé à partir de différents fluides corporels et le 
nombre de miARNs détectés. D’après [585]. 
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9.3.1 MiARNs biomarqueurs  dans les pathologies 
testiculaires 
9.3.1.1 Dans l’infertilité  
Le plasma séminal est une source potentielle de biomarqueurs pour de 
nombreux troubles du système reproducteur masculin, y compris l'infertilité masculine. 
Jusqu'à présent, l'identification et la caractérisation de protéines exprimées de façon 
différentielle dans le plasma séminal des hommes avec une spermatogenèse normale et 
altérée, avont montré des résultats hétérogènes [704]. 
La dérégulation de l’expression des miARNs est susceptible de jouer un rôle essentiel dans les 
processus menant à l'infertilité masculine. Lian et al ont montré dans les testicules des patients 
atteints d’azoospermie non obstructive la diminution de l’expression de 154 miARNs et la 
surexpression de 19 miARNs par rapport aux contrôles [705].  Parmi  les miARNs dérégulés: 
miR-302a, miR-491-3p, miR-520d-3p, miR-383, ainsi que les miARNs des clusters mir-17-92  
et cluster mir-371, 2, 3.   
Deux ans après, Wang et al ont rapporté l’altération de 7 miARNs dans le plasma séminal des 
patients infertiles et ont suggéré que ces miARNs pourraient être utilisés pour le diagnostic de 
l'infertilité masculine [706]. En effet, 7 miARNs (miR-34c-5p, miR-122, miR-146b-5p, miR-
181a, miR-374b, miR-509-5p, and miR-513a-5p) ont été trouvé diminués chez les patients 
azoospermiques et augmentés chez les patients avec une asthénozoospermie par rapport aux 
contrôles sains. Cette étude suggére que ces miARNs constituent des biomarqueurs plus 
sensibles que les autres paramètres biochimiques de plasma séminal.   
De plus, un autre rapport montre l’augmentation de l’expression de miARNs (miR-19b et     
let-7a)  dans le plasma séminal chez les hommes avec azoospermie non obstructive par 
rapport aux témoins fertiles, tandis que les niveaux d'expression de ces deux miARNs  étaient 
similaires entre les hommes avec oligozoospermie et les contrôles fertiles [707]. La 
surexpression de miARNs: miR-19b et let-7a pourrent être un indicateur de l’arret de la 
spermatogenèse. 
Liu T et ses collègues ont montré une dérégulation de l’expression de 52 miARNs dans le 
sperme des hommes infertiles [708]. L'expression différentielle des miARNs sélectionnés a 
été validée par RT-PCR en temps réel et Northern blot. En effet, il a été constaté une 
163 
 
surexpression de miR-574-5P, miR-297, miR-122, miR-1275, miR-373, miR-185 et miR-
193b et une diminution de l’expression de  miR-100, miR-512-3p, miR-16, miR-19b, miR-
23b et miR-26a dans le sperme des hommes infertiles présentant des anomalies du sperme. 
Récemment, L’équipe  Christina Backes a proposé un profil de miARNs chez les patients 
infertiles [709] (voir figure 60). Les résultats de la puce montrent la surexpression de 50 
miARNs et la diminution de l’expression de 27 miARNs chez les hommes présentant une 
asthénozoospermie. Les hommes avec oligoasthenozoospermie présentent une surexpression 
de 42 miARN et une diminution d’expression de 44 miARNs par rapport aux hommes 
normozoospermiques. Les analyses RT-PCR quantitatives sur un ensemble de miARNs (miR-
141, miR-200a, miR-122, miR-34b, miR-34c-5p et miR-16), ont permet de confirmer les 
données de la puce. 
 
 
Figure 63. Expression des miARNs  chez les patients infertiles. (A) miARNs surexprimés  chez les 
patients asthénozoospermiques (A) et oligoasthenozoospermiques (OA) par rapport à normozoospermique 
(N). (B) miARNs dont l’expression est diminuée dans ces groupes. D’après [709]. 
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9.3.1.2 Dans le cancer de testicule 
Les hommes atteints d’azoospermie sont plus susceptibles de 
développer un cancer des testicules. Le cancer du testicule ne représente que 1 % environ de 
tous les cancers masculins. Cependant, il s’agit de la tumeur la plus souvent diagnostiquée 
chez l’homme entre 15 et 45 ans. Son incidence, qui est différente d’une région à l’autre, a 
considérablement augmenté récemment partout dans le monde.  
Des travaux récents ont montré que les tumeurs des cellules germinales surexpriment les 
miARNs du cluster miR-371-3. Les taux sériques de ces miARNs peuvent être corrélés avec 
le stade tumoral. Le miR-371a-3p semble être un biomarqueur utile des tumeurs des cellules 
germinales [710]. Sur un nombre faible d’échantillons de sérum (n=11), il a suggéré que les  
miARNs du cluster 371, 372, 373 peuvent constituer une nouvelle classe de biomarqueurs de 
tumeurs des cellules germinales [711]. Mais les miARNs de ce cluster 371, 372, 373 ont été 
trouvés aussi surexprimés dans la tumeur de la thyroïde [712]. 
 
 
9.4 MiARNs comme outil thérapeutique 
L’identification du rôle des miARNs en pathologie laisse entrevoir le 
développement d’outils pour moduler l’expression des miARNs et leurs fonctions. L’activité 
d’un miARNs peut être inhibée à l’aide d’un oligonucléotide inhibiteur (antagomir) anti-sens 
[713]. La première démonstration du potentiel thérapeutique de cette approche vient d’être 
rapportée chez des primates atteints d’une hépatite C chronique : la répression de miR-122 
conduisant à une diminution de la charge virale  du virus de l’hépatite C [714]. L’utilisation 
dans le futur d’inhibiteurs des miARNs dont l’expression est augmentée au cours d’un 
processus pathologique représente donc une stratégie thérapeutique prometteuse. Inversement, 
il est envisageable d’utiliser des oligonucléotides synthétiques pour restaurer l’expression de 
miARNs.  
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Résultats 
Les résultats présentés dans ce mémoire ont fait l'objet d'articles publiés ou bien soumis.  
 Article n°1 : 
Perinatal programming of adult rat germ cell death after exposure to xenoestrogens: role 
of microRNA miR-29 family in the down-regulation of DNA methyltransferases and 
Mcl-1.  Léo MEUNIER, Benazir SIDDEEK, Aurélie VEGA, Nadjem LAKHDARI, 
Géraldine LEMAIRE, Claire MAUDUIT, Mohamed BENAHMED. Endocrinology. 
2012; 153(4):1936-47.  
 Article n°2 : 
Impairment of miR-29/miR-18a-heat shock response pathways mediates male infertility: 
mechanisms and biomarkers. Nadjem Lakhdari
1, 2, Bénazir Siddeek1, 2, Lilia Inoubli1, 2, 
Stéphanie Lattes
1, 2
, Rachel Paul Bellon
1, 2
, Véronique Isnard
3
, Emmanuelle Thibault
4
, 
André Bongain
2, 3
, Daniel Chevalier
2, 5
, Aurélien Guy-Duché
1, 2
, Nathalie Kuziner
1, 2
, 
Emmanuela Repetto
2, 6
, Michele Trabucchi
2, 6
, Michel Urtizberea
7
, Claire Mauduit
1, 2, 8, 9
, 
and Mohamed Benahmed
1, 2, 10
. Soumis pour publication. 
 
Au cours de ma thèse, j’ai effectué des travaux dans le cadre de collobarations qui ont été 
publiés ou sont en préparation:  
 Article n°1 : 
 Neonatal exposure to zearalenone induces long term modulation of ABC transporter 
expression in testis. Koraïchi F, Inoubli L, Lakhdari N, Meunier L, Vega A, Mauduit C, Benahmed M, 
Prouillac C, Lecoeur S. Toxicology. 2013: S0300-483X(13)00123-6. 
 Article n°2 : 
Breast-cancer anti estrogen resistance 4 (BCAR4) encodes a novel maternal-1 effect 
protein in bovine and is expressed in the oocyte of human and other non rodent 
mammals. ANGULO, L, PERREAU, C, LAKHDARI N, UZBEKOV R, PAPILLIER, P,FRERET, S, 
CADORET, V, ROYERE, D, PONSART, UZBEKOVA, S DALBIES-TRAN, R. Hum Reprod. 2013; 
28(2):430-41. 
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 Article n°3 (review) : 
MicroRNAs as potential biomarkers in diseases and toxicology. Bénazir SIDDEEK1, 2, lilia 
INOUBLI
1, 2
, Nadjem LAKHDARI
1,2
, Claire MAUDUIT
1, 2, 3, 4 
and Mohamed BENAHMED
1, 2, 5
. 
Publication accepté (review). 
 
 Article n°4 : 
Role of EZH2 and mir-101 in the programming of testicular germ cell death and male  
infertity induced by neonatal exposure to endocrine disruptors. Benazir SIDDEEK, Nadjem 
LAKHDARI, Lilia INOUBLI, Claire MAUDUIT, Mohamed BENAHMED. Publication en cours de 
préparation. 
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1- Le modèle expérimental: exposition néonatale à un 
estrogènomimétique : 
Différentes études ont identifié qu’une exposition développementale aux PEEs peut indure 
une apoptose chronique des cellules germinales adultes [152, 715].  Toutefois, les 
mécanismes précis de ces phénomènes ainsi que les liens entre épigénétique et activation 
chronique de la mort programmée dans les cellules germinales restaient encore inconnus. 
C’est dans ce contexte que se place notre travail de thèse. Les deux articles présentés ici 
utilisent le même modèle expérimental. Dans ce paragraphe, je présenterai les caractéristiques 
de ce modèle. Nous avons étudié les effets développementaux d’un estrogéno-mimétique 
(l’estradiol benzoate, EB) sur la spermatogenèse. Pour cela, le laboratoire a développé un 
modèle expérimental de rats exposés uniquement pendant la vie néonatale (jours 1 à 5) à 
différentes doses d’EB. Les animaux sont sacrifiés ensuite à différentes périodes du 
développement post-natal (J6 : immature, J21 et J30 : prépubère, J90 : adulte) pour étudier la 
fonction testiculaire. L’analyse phénotypique à l’âge adulte montre une altération du 
développement du tractus génital mâle avec une diminution du poids des testicules, des 
vésicules séminales et de la prostate aux doses les plus fortes (12,5 et 25 ug/j). Une atrophie 
sévère du testicule est observée à ces doses ainsi qu’une perte massive des cellules 
germinales. Des altérations mineures sont observées à la dose de 2,5 ug/j tandis qu’aucune 
altération n’est observée aux plus faibles doses (0,75 ; 1,25 ug/j). Pour éviter les erreurs 
d’interprétation dans l’expression des gènes et des protéines qui pourraient être liées à 
l’absence ou la diminution des cellules germinales, nous avons travaillé pour nos études 
d’expression avec les doses les plus faibles (0,75 ; 1 ,25 ; 2,5 ug/j). 
L’exposition néonatale à l’EB induit dans le testicule adulte une apoptose chronique des 
cellules germinales comme le montre la technique du TUNEL mais aussi l’augmentation de 
l’expression des molécules pro-apoptotiques (CASP3, BAX) et la diminution des protéines 
anti-apoptotiques (BCL2, BCLxl, MCL1). Cette apoptose touche les cellules germinales 
adultes (spermatocytes, spermatides) et n’est observée que chez l’adulte (mais pas à 6, 21 ou 
30 jours). Ce modèle induit l’infertilité dans le contexte de la programmation néonatale de 
pathologies adultes [716]. 
Après cette présentation du modèle, j’aborde les résultats spécifiques à chacun des articles. 
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2- Article n°1: 
Programmation néonatale de la mort des cellules germinales adultes: implication des 
microRNAs de la famille miR-29 dans l’inhibition des ADN méthyltransférases et de MCL-1 
 
- Résumé de l’article: 
La méthylation de l'ADN effectuée par les enzymes ADN méthyltransférases 
(DNMTs) est un des mécanismes épigénétiques participant au contrôle de l'expression des 
gènes. Il jouerait un rôle crucial au cours de la spermatogenèse. Dans cet article, nous avons 
cherché si la méthylation de l'ADN, à travers l’étude des DNMTs pouvait être altérée par une 
exposition néonatale à l'EB.  
Nous montrons que le taux des trois protéines DNMTs majeures (DNMT3A, 3B et 1) 
est diminué (60-70%) dans le testicule d’animaux adulte (90 jours) exposés pendant la période 
néonatale à l’EB, mais pas dans le testicule immature (6 jours) ou prépubère (30 jours). La 
diminution d’expression des protéines DNMT3A, 3B et 1 est dépendant de la dose. En effet, 
l’expression des DNMT3A et 3B est significativement diminuée dès la dose 0,75 µg/jour, 
alors que le taux de DNMT1 chute à partir de la dose 1,25 µg/j. En revanche, le taux des 
transcrits de Dnmt3A et 3B ne sont pas modifié, alors que les transcrits de Dnmt1 sont 
modestement diminués à 2,5 g/j. Ces resultats suggèrent qu’une altération du taux de 
protéines DNMTs pourrait être impliquée dans le processus apoptotique chronique observé au 
sein des testicules adultes d’animaux exposés pendant la période néonatale à l’EB et que le 
mécanisme de dérégulation serait au niveau traductionnel (DNMT3A, 3B et 1) plutôt que 
transcriptionnel (excepté DNMT1).  
La diminution des protéines DNMTs dans notre modèle a des répercussions 
fonctionnelles. Ainsi, nous observons une augmentation des transcrits Ibtk et LINE-1, dont 
l'expression est contrôlée par la méthylation, dans le testicule adulte. Ceci n’est observé dans 
le testicule immature.  Ces données sont en accord avec l'absence de modification 
d’expresssion des protéines DNMTs à 6 jours. La réactivation d'expression des séquences 
LINE-1, observée dans notre modèle, pourrait induire une instabilité génomique et être une 
explication de la mort des cellules germinales.  
Nous observons une dérégulation à long terme de l’expression des enzymes DNMTs 
(diminution d’expression à l’âge adulte, exposition néonatale). Dans ce contexte, nous 
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suggérons que cette altération pourrait être liée à une modification du taux de microRNAs 
capables de moduler la traduction des DNMTs. La famille miR-29 (29a, b et c) a récemment 
été montrée comme régulant l'expression des DNMTs chez l'homme et la souris. Dans les 
testicules d'animaux adultes exposés durant la vie néonatale à l'EB, les miR-29a, b et c sont 
surexprimés dès la dose de 0,75 µg/jour. De façon semblable à l’apoptose et à l’expression 
des DNMTs, aucune modification n’est observée dans le testicule immature. Ces résultats ont 
été validés in vitro, par des approches de transfection d'une lignée de cellules germinales 
murines. Les miR-29s, en particulier miR-29b, module l’expression des DNMTs. L’ensemble 
de ces données suggèrent que l'exposition néonatale à l'EB induit une dérégulation 
développementale du taux des miR-29s dans le testicule adulte conduisant une diminution 
d'expression des DNMTs. Enfin, pour faire le lien avec l’apoptose testiculaire, nous avons 
analysé une autre cible des miR-29 décrite comme étant un facteur anti-apoptotique MCL-1. 
La protéine MCL-1 est significativement diminuée chez les animaux exposés à l’EB. Ceci est 
très probablement lié aux miR-29s comme nous le montrons in vitro. 
En conclusion, notre travail indique que l'exposition néonatale à l'EB pourrait induire 
une programmation développementale du phénotype d'hypospermatogenèse chez l’adulte et 
mettrait en jeu une altération d'expression des DNMTs sous le contrôle des microRNAs de la 
famille miR-29. 
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3- Article n°2:  
L’altération des voies miR-29, miR-18a et réponse au choc thermique est impliquée dans 
l’infertilité masculine : mécanismes d’action et biomarqueurs. 
 
- Résumé de l’article: 
Des études en pathologie humaine ainsi que sur les souris génétiquement 
modifiées montrent que la voie de réponse au choc thermique est impliquée dans l’infertilité 
masculine. Trois protéines sont principalement impliquées : la protéine HSPA2 (HSP70) et 
ses deux facteurs de transcription HSF1 et HSF2. HSPA2 est une protéine majeure de la 
réponse au choc thermique. Elle protège les cellules contre divers stress, empêchant 
l’agrégation des protéines immatures et endommagées. 
Au cours de ce travail, nous avons montré des altérations majeures de la voie de réponse au 
choc thermique dans le testicule d’animaux exposés pendant la vie néonatale à l’EB. Nous 
observons une augmentation d’HSF1 et une diminution d’HSF2 dépendante de la dose dans le 
testicule adulte. De plus, l’expression de la protéine HSPA2 régulée par ces facteurs de 
transcription est diminuée de façon dramatique. Ce profil d’altération de la voie de réponse au 
choc thermique est semblable au phénotype d’apoptose puisque nous ne l’avons observé qu’à 
l’âge adulte et non dans le testicule immature (6 jour) ou pubère (21, 30 jours). Par une 
technique d’immunofluorescence, nous avons localisé les protéines HSF1, HSF2 et HSPA2. 
Elles sont exprimées dans les spermatocytes, les cellules touchées par l’apoptose dans notre 
modèle. 
Nous nous sommes intéressés aux mécanismes en amont pouvant expliquer l’altération de la 
voie de réponse au choc thermique à travers l’étude de certains miRNAs. En effet, ces petits 
ARNs non codant régulent la traduction protéique. Cette piste est suggérée, en partie, par le 
fait que le taux de protéines d’HSF2 est diminué alors que son niveau d’ARNm n’est pas 
modifié. A l’aide du logiciel d’alignement TargetScan, nous avons identifié le miR-18a 
comme régulateur potentiel de HSF2. Nous avons validé cette donnée en montrant que la 
transfection d’une lignée de cellules germinales de souris (lignée GC1) avec analogue 
synthétique de miR-18a diminue le niveau d’HSF2, HSPA2 et induit l’apoptose. In vivo, 
l’exposition néonatale à l’EB induit une augmentation de l’expression de miR-18a dans le 
testicule adulte. 
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Concernant HSF1, comme son expression ARNm et protéique était augmentée, nous avons 
évalué la méthylation de son promoteur. Le logiciel MethylPrimer express montre la présence 
d’ilôt CpG s’étendant de la position -812 à +899 par rapport au site de transcription. 
L’exposition néonatale à l’EB induit une diminution de la méthylation du promoteur de 
HSF1. Cette hypométhylation pourrait être liée à la diminution d’expression des enzymes de 
méthylation DNMTs, comme nous l’avons montré dans l’article n°1. Cette perte d’expression 
des DNMTs pourrait être liée à une augmentation d’expression de leur miARNs régulateurs, 
les miR-29a, b, c.  
L’apoptose chronique des cellules germinales est irréversible lors d’un traitement néonatal 
mais réversible lors d’un traitement adulte suggérant l’implication d’une programmation 
développementale de l’infertilité. 
En somme, les miR-29 et 18a semblent être des marqueurs l’infertilité après l’exposition à 
l’EB régulant le processus apoptotique via la voie de réponse au choc thermique (HSPA2). En 
analysant le sang des animaux, nous montrons l’anomalie tissulaire se répercute au niveau 
plasmatique. En effet, dans le plasma des rats adultes, nous observons une augmentation des 
miR-29a et 29c. Ces miRNA identifiés dans le modèle expérimental pourraient se révéler des 
biomarqueurs de l’infertilité humaine. Ainsi, nous avons évalué l’expression de ces miARNs 
dans une cohorte de 358 patients constituée d’un groupe de patients ayant un nombre normal 
de spermatozoïdes (N>15x10
6
/ml), des patients présentant une oligospermie modérée 
(1<N<15x10
6
/ml) ou sévère (0<N<1x10
6
/ml) ou bien une azoospermie (N=0). Une 
augmentation des miR-18a, 29a, b, c est observée chez les patients présentant une 
oligospermie ou une azoospermie (miR-29a, b, c) par rapport aux hommes ayant un 
spermogramme normal. Plus précisément, le miR-18a est augmenté uniquement chez les 
patients présentant une oligospermie modérée alors que les miR-29a, b, c sont augmentés chez 
les patients présentant une oligospermie modérée, sévère ou bien une azoospermie. 
En conclusion, nos résultats montrent que (1) la dérégulation de la voie des miR-29/miR-18a 
/voie de réponse du choc thermique représente des étapes en amont de l’apoptose des cellules 
germinales conduisant à l’infertilité ; (2) l’augmentation des miR-29/miR-18a dans le plasma 
humain suggère leur utilisation potentielle comme marqueur diagnostic de l’infertilité et (3) 
l’implication directe des miR-29s/mmiR-18a dans l’apoptose en fait de potentiels outils 
thérapeutiques de l’infertilité humaine. 
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ABSTRACT 
Studies using genetically-modified mice established that impairment of the heat 
shock response (HSR) pathway induces male infertility. Using rats neonatally 
exposed to xenoestrogens as a pathophysiological model, we report a major 
alteration in HSR through increased HSF1 expression, associated with reduced 
HSF2 and HSPA2 expression resulting in adult germ cell apoptosis. The neonatal 
programming of this alteration was related to the upstream deregulation of two 
miRNA pathways. Firstly, an increase in miR-29s reduced the levels of DNA 
methyltransferases1, 3a, 3b, inducing DNA hypomethylation of the HSF1 promoter 
and its increased expression. Secondly, a decrease in the HSPA2 protein level 
resulting from downregulated HSF2 due to increased miR-18a expression. 
Consequently, miR18a/29 were identified as new circulating biomarkers in the 
plasma from animal model and more interestingly from infertile patients. In a cohort of 
358 patients, miR-29a, b, c and miR-18a plasma levels were higher in patients with 
reduced sperm counts (oligospermia). These observations indicate that (i) miR-
29/miR-18a/HSR deregulation represents upstream steps in germ cell apoptosis 
leading to infertility; (ii) the increased levels of miR-29/miR-18a in human plasma 
support their use as potential infertility diagnosis biomarkers; and (iii) the direct 
involvement of miR-29/miR-18a in apoptosis make them therapeutic targets for male 
infertility. 
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INTRODUCTION 
In response to physical and chemical stresses that affect protein folding and thus the 
execution of normal metabolic processes, cells activate gene expression strategies 
aimed at increasing their chances of survival. All living cells maintain a balance 
among the synthesis, folding, clearance, interactions, and location of individual 
proteins, which facilitates the proper conformations and physiological concentrations 
of proteins needed for cell functions. This process is called proteostasis (Balch et al., 
2008). To deal with inherited misfolded proteins resulting from metabolic and 
environmental stresses, cells have highly sophisticated mechanisms, including the 
heat shock response (HSR) and the endoplasmic reticulum unfolded protein 
response that regulate proteostasis (Morimoto, 2008; Ron and Walter, 2007; 
Shinkawa et al., 2011). When cells are exposed to environmental stresses such as 
high temperature, they induce the expression of many proteins such as Heat Shock 
Proteins (HSPs) that facilitate protein folding and maintain proteostasis (Lindquist, 
1986; Richter et al., 2010). The HSR is an adaptive response to proteotoxic stress 
that is regulated at the transcriptional level by heat shock factors (HSFs) (Akerfelt et 
al., 2010; Wu, 1995). In mammals, HSFs form a family of at least four well-described 
transcription factors (Akerfelt et al., 2010; Fujimoto and Nakai, 2010), which were 
named according to the first discovery of their activation by heat shock. Due to the 
universality and robustness of their response to heat shock, the stress-dependent 
activation of HSFs has become a paradigm in the sense that HSFs trigger the 
expression of genes encoding HSPs. HSPs, in turn, function as molecular 
chaperones, contribute to the establishment of a cytoprotective function against 
various proteotoxic stress, regulate cellular homeostasis, and promote cell survival 
(Lecomte et al., 2010; Lindquist and Craig, 1988). There are at least five major HSP 
families, HSP110/HSPH, HSP90/HSPC, HSP70/HSPA, HSP60/HSPD, and small 
HSP (HSPB). HSP70 family members are the most abundant and most highly 
conserved (Hunt and Morimoto, 1985). In general, HSPs prevent inappropriate 
protein aggregation and shuttle immature or damaged proteins in subcellular 
compartments for repair, degradation, or packaging. While it was believed for 
decades that HSFs were only involved in protective mechanisms, increasing 
evidence indicates that this ancient transcriptional program performs genome-wide 
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and unexpected functions, even in the absence of experimentally induced stress 
(Lecomte et al., 2010).  
HSR is crucial for the normal development and function of the male gonad, and is 
especially important in germ cell survival and function. Alteration of HSR induces 
massive germ cell death, leading to male infertility in experimental models that are 
mainly based on genetically-modified mice, such as HSPA2/HSP70-2 (Dix et al., 
1996; Mori et al., 1997) and HSF2 (Kallio et al., 2002; Wang et al., 2003) knock-out 
(KO) mice, which display increased apoptotic germ cell death with reduced quality 
sperm. Transgenic mice expressing active HSF1 in the testis are infertile because of 
a block in spermatogenesis, resulting from increased germ cell apoptosis (Nakai et 
al., 2000; Widlak et al., 2003). Besides the use of animal models, some clinical 
studies have pointed to the potential role of HSR in human male infertility. In this 
context, HSPA2 levels were decreased in seminal plasma from infertile patients 
(Cedenho et al., 2006; Motiei et al., 2013), and a missense mutation (R502H) leading 
to loss of HSF2 function has been reported in patients with idiopathic azoospermia 
(Mou et al., 2013). 
While these observations indicate that HSR may play a crucial role in male infertility, 
the upstream mechanisms leading to the alteration of HSF and HSP expression in 
this disease remain largely unknown. To answer this question, we used a 
pathophysiological experimental model with a male infertility phenotype resulting from 
neonatal exposure to Endocrine Disrupting Chemicals (EDCs). Indeed, a major 
concern has risen in recent years over the potential reproductive health risks 
associated with exposure to environmental chemicals. Human epidemiological and 
experimental studies have revealed an association between exposure to EDCs or 
xenoestrogens and reproductive health alterations, including male infertility, 
cryptorchidism, hypospadias, and testicular germ cell tumors (Atanassova et al., 
2000; Bozec et al., 2004; Mathews et al., 2009; McIntyre et al., 2001; Meunier et al., 
2012; Omezzine et al., 2003; UNEP/WHO, 2012; Yasuda et al., 1985). Experimental 
animal models have shown evidence for a causal link between exposure to EDCs 
and impaired spermatogenesis resulting mainly from adult germ cell apoptosis 
(McIntyre et al., 2001; Omezzine et al., 2003). Although the molecular basis of 
testicular germ cell apoptosis at the origin of impaired germ cell development remains 
unknown, epigenetic mechanisms have been suggested to be involved (for a review, 
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(Bernal and Jirtle, 2010). We have previously shown that exposure to a xenoestrogen 
induces an increase in adult germ cell death leading to infertility (Meunier et al., 
2012). This germ cell death appears to be related to upstream epigenetic 
mechanisms, including microRNA (miRNA) expression alteration (Meunier et al., 
2012).  
Therefore, the present work aimed to: (i) determine whether the heat shock response 
(HSF/HSP) is altered in adult rat germ cells during the death process (infertility) that 
follows neonatal exposure to EDCs; (ii) identify the upstream molecular epigenetic 
mechanisms, specifically the miRNA pathways involved in the potential deregulation 
of HSR during infertility, and (iii) validate such upstream miRNA-HSR pathways in 
human male infertility by using the identified miRNAs as potential circulating 
biomarkers of this reproductive disease. 
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RESULTS 
Neonatal exposure to estradiol benzoate (EB) induces adult rat testicular 
hypospermatogenesis. Neonatal exposure to the estrogenic analog EB at the highest 
dose (12.5 and 25 µg/day, Fig. 1A) induced severe atrophy of adult (post-natal day –
PND- 90) testes with massive germ cell loss (Fig. 1B). At 2.5 µg/d EB, minor 
histological alterations in the seminiferous tubules were observed (Fig. 1B), whereas 
no alterations were observed at the lower doses (0.75 and 1.25 µg/d, data not 
shown). These data correlated with normal body and testicular weights at EB doses 
of 2.5 µg/d and less (data not shown). To minimize or avoid massive germ cell loss 
that might confound the interpretation of the effects of EB on testicular germ cell gene 
expression and protein levels, we analyzed the testicular phenotype at a molecular 
level at EB doses of 0.75, 1.25, and 2.5 µg/d. Neonatal exposure to EB induced cell 
death in adult (PND90) rat testes at the level of adult germ cells (spermatocytes and 
spermatids) as monitored by TUNEL assay (Fig. 1C). Apoptosis was assessed by 
significant increases in levels of pro-apoptotic proteins such as BAX (but not PUMA, 
Fig. 1D) and decreases in levels of anti-apoptotic proteins such as BCL2, BCL-XL, 
and MCL1 (Fig. 1D). This long-term germ cell death process, as visualized (Fig. 1E) 
and quantified by monitoring Bax protein levels, was identified in adult (PND90) 
testes but not in immature (PND6) or juvenile (PND21 and PND30) testes (Fig. 1F). 
These observations are therefore to be viewed in the context of the developmental 
(neonatal) origin of the adult germ cell death. 
 
Neonatal exposure to EB affects HSF and HSPA2 levels in adult germ cells. Germ 
cell death/survival are altered in experimental models with genetically-modified HSF 
(Kallio et al., 2002; Nakai et al., 2000) or HSPA2 (Dix et al., 1996); therefore, we next 
evaluated the effects of neonatal exposure to EB on HSF/HSP expression in the 
context of adult germ cell apoptosis (Fig. 1). Neonatal exposure to EB induced an 
increase in HSF1 and a decrease in HSF2 protein levels in adult testes in a dose-
dependent manner (Fig. 2A). Both these alterations were associated with a dramatic 
and dose-dependent decrease in the HSPA2 protein level (while HSP60/HSPD1 and 
HSP90 expression were not affected, Fig. 2A). Similar to the apoptotic phenotype, 
changes in HSF1, HSF2, and HSPA2 protein expression were observed only in adult 
testes, not in immature or juvenile testes (Fig. 2B). This deregulation of protein levels 
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was associated with alterations in the mRNA levels of HSF1 and HSPA2 in adult (but 
not immature or juvenile) testes (Fig. 2B) supporting the concept of neonatal 
programming of these alterations in the adult germ cell death. HSF2 mRNA levels 
were unaffected (Fig. 2B). HSF1, HSF2, and HSPA2 protein expression was 
identified in meiotic (spermatocytes) and post-meiotic (spermatids) germ cells of adult 
testes (Fig. 2C). Neonatal exposure to EB increased the intensity of HSF1 and 
HSPA2 immunostaining in adult testicular germ cells, while it decreased the intensity 
of HSF2 immunostaining (Fig. 2C). Next, we addressed the upstream microRNA 
pathways that are potentially involved in these HSF1 and HSF2 changes and that 
lead to germ cell apoptosis and hypofertility. 
 
Overexpression of miR-18a downregulates the HSF2 protein level and induces germ 
cell death. While the mRNA expression of HSF2 was unchanged following neonatal 
exposure to EB, its protein level was downregulated. This pattern of expression 
suggested potential regulation by microRNAs. Using a target prediction program 
(TargetScan), alignment of rat HSF2 with miR-18a revealed a putative target site at 
positions 116-122 of the Hsf2  ’                                                   
region of the Hsf2  ’                                                                
3A). Moreover, regulation of HSF2 expression by miR18a has been reported in a 
mouse model (Bjork et al., 2010). Conversely, the possibility that miR-18a directly 
targets HSPA2 was excluded using TargetScan. In our model, neonatal exposure to 
EB increased miR-18a expression in adult testes but not in juvenile testes. MiR-18a 
expression decreased moderately, although significantly, in immature (PND6) testes 
(Fig. 3B). However, the possibility exists that such a decrease in miR-18a is not 
functionally relevant as (its target) HSF2 protein levels were not affected in immature 
(PND6) testes (Fig. 2B). Furthermore, in vitro transfection of a rodent testicular germ 
(GC-1) cell line with a synthetic mimic of miR-18a increased the apoptotic rate 
(identified by AnnexinV, and active CASP3, Fig. 3C, D), and was associated with 
significantly reduced HSF2 and HSPA2 protein levels (Fig. 3D).  
 
Upstream overexpression of miR-29a and DNA hypomethylation upregulate HSF1 
expression with increased germ cell death. Because HSF1 mRNA and protein 
expression was upregulated in our model, we hypothesized that transcriptional 
regulation is involved. Bioinformatics tools were used to identify and characterize the 
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presence of CpG islands in the HSF1 gene promoter sequence. A 5,465 bp region 
was analyzed with Methyl Primer Express software. A CpG island spanning positions 
−812 to +899 relative to the transcription start site was detected, with a GC content of 
58% and an observed/expected CpG ratio at 0.71 (Fig. 4A). Neonatal exposure to EB 
decreased the methylation status of the HSF1 promoter in the adult testis as 
assessed by MeDIP qPCR (Fig.4B). This occurred in the context of a decreased 
global genome methylation status as determined by evaluation of Line-1 and H19 
(Fig. 4B). We previously reported that such hypomethylation is likely to be related to 
decreased protein levels of DNMT1, 3A, and 3B in adult testes neonatally exposed to 
xenoestrogens (Meunier et al., 2012). 
Indeed, knockdown of DNMT3A and DNMT3B increased the HSF1 protein level (Fig. 
4C) and apoptotic rate (DNMT3A, Fig. 4D). By contrast, knockdown of DNMT1 by 
siRNA did not modify HSF1 expression in the GC1 cell line (Fig. 4C). Taken together, 
our data suggest that these DNMTs are the upstream regulators of HSF1. DNMTs 
are targeted by a family of microRNAs, specifically miR-29a, b, and c (Garzon et al., 
2009; Meunier et al., 2012; Takada et al., 2009; Veeck and Esteller, 2010). These 
microRNAs were identified in the testis throughout postnatal life since miR-29a was 
highly expressed from PND6 to PND90, and miR-29b and c expression steadily 
increased from PND6 to PND90 (Fig. 4E). The high levels of these microRNAs in the 
adult testis indicate they might be predominantly expressed in adult (spermatocytes 
and spermatids) germ cells. Neonatal exposure to EB induced an increase in miR-
29a, b, and c expression in adult testes, but not in immature or juvenile testes (Fig. 
4E). The increased expression of HSF1, together with decreased DNMT3a and 3b 
protein levels, in GC1 cells after transfection of a synthetic mimic of miR-29a, b, and 
c suggest that miR-29 family members might be involved in the increased expression 
of HSF via alterations of DNMTs (Fig. 4F). Finally, it was validated in vitro that the 
second potential pathway, miR-29s–DNMTs–HSF1, leads to apoptosis of germ cells 
since transfection of GC1 cells with miR-29 (Fig. 4D) or DNMT3A (Fig. 4D) increased 
apoptosis.  
Our data suggest that neonatal exposure to EB induced long-term germ cell 
apoptosis/hypospermatogenesis linked to the alteration of two miRNA pathways, 
leading to dysregulated HSF1 and HSF2 protein expression. In addition, assuming 
that HSF1 expression is also controlled by HSPA proteins (Anckar and Sistonen, 
2011), we tested whether increased HSF1 expression is also related to the 
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decreased level of HSPA2. Indeed, knockdown of HSPA2 in GC1 cells significantly 
increased the HSF1 protein level while HSF2 knock down did not modify HSF1 levels 
(Fig. 4G). Next, we addressed whether the effect remains irreversible when rats are 
only exposed during adulthood. 
 
Adult exposure to EB induces reversible hypospermatogenesis. Exposure of adults 
(PND90) to EB induced apoptosis (TUNEL) in the same adult testicular germ cells 
(spermatocytes and spermatids) as observed following neonatal exposure (Fig. 5A). 
Likewise, an alteration in HSR with an increase in the HSF1 level and a decrease in 
the HSF2 and HSPA2 levels (Fig. 5B) was linked to increased expression of miRNA-
18a, 29a, 29b, and 29c (Fig. 5C). However, germ cell apoptosis was reverted after 60 
days (PND150) from the exposure (Fig. 5A) and HSF/HSPA2 protein/microRNAs 
expression alterations were no longer observed (Fig. 5A-C).  
As the alteration in HSR following neonatal exposure to EDCs, with the related 
increase in adult germ cell death, appears to be driven by upstream deregulation of 
tissue miRNA expression, we next investigated whether these miRNAs could be used 
as biomarkers of infertility.  
 
MiR-18a and miR-29s as biomarkers of male infertility. Neonatal exposure to EB 
induced an increase in miR-18a and miR-29c in blood plasma from adult rats, while 
the levels of miR-29a and miR-29b remained unchanged (Fig. 6A). Since circulating 
miR-18a and miR-29c reflect germ cell death in the testis, we therefore evaluated 
their levels in the blood plasma from a cohort of 358 patients with normal or 
decreased sperm counts. The data obtained indicate that the plasma levels miR-18a, 
29a, 29b, and 29c were significantly higher in patients with altered sperm count 
compared to men with normal sperm count (Fig. 6B). Specifically, while circulating 
miR-18a levels were increased among patients with moderate oligospermia, miR-
29a, miR-29b and miR-29c were increased in patients with moderate or severe 
oligospermia and also in patients with azoospermia. 
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DISCUSSION 
This study was initiated with three purposes. The first one was to identify the 
alteration of the HSR as underlying mechanism in the adult germ cell death process. 
The second one was to show that impaired HSR results from an upstream 
deregulation of miRNA expression. The third one was to use these identified miRNAs 
to generate circulating biomarkers of male infertility in the pathological context of 
decreased sperm count in humans. We used a patho-physiological model of neonatal 
xenoestrogen-exposed rats that exhibit a phenotype of adult male infertility resulting 
from chronic adult germ cell apoptosis. We report that germ cell death was linked to 
an alteration of the HSR, which was mediated by increased HSF1 expression and 
decreased HSF2 and HSPA2 protein levels. Functional studies on HSR in the male 
gonad provided by genetic models established a causal link between altered HSR 
and the male infertility phenotype, which was caused by germ cell death (Dix et al., 
1996; Kallio et al., 2002; Mori et al., 1997; Nakai et al., 2000; Wang et al., 2003; 
Widlak et al., 2003). Therefore, the alteration of HSR displayed in this experimental 
model clearly underlies the adult germ cell death, and thus infertility, observed 
following neonatal exposure to xenoestrogens. 
One of the original findings of this report is the identification of miRNA expression 
deregulation as an upstream mechanism involved in the impairment of the HSF/HSP 
balance in neonatally programmed adult germ cell death. MiRNAs are tiny 
(approximately 18-25 nucleotides) non-coding RNAs and endogenous physiological 
regulators of gene expression in virtually all of eukaryotic organisms (He and 
Hannon, 2004). They are highly conserved with close to 90% sequence homology 
among human, mouse, and rat (Kim and Nam, 2006). The expression patterns of 
miRNAs can be developmentally regulated or tissue-specific, or miRNAs can be 
steadily expressed in the whole organism (He and Hannon, 2004). MiRNAs play 
important roles in numerous cellular processes such as development, differentiation, 
apoptosis, and cell proliferation by simultaneously controlling the expression levels of 
many genes (Bartel, 2004; He and Hannon, 2004; Pasquinelli et al., 2005; Plasterk, 
2006). In the present study, two miRNA pathways involved in the altered HSF/HSP 
balance leading to changes in HSPA2 expression and programmed adult germ cell 
death were identified, namely miR-29-DNMTs-HSF1 and miR18a-HSF2 pathways. 
The first pathway was related to increased HSF1 expression, resulting from its 
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decreased promoter DNA methylation. This was a consequence of reduced levels of 
DNMT1, 3A, and 3B, followed by increased expression of miR-29a, b, and c. The 
second pathway was related to a decrease in the HSPA2 protein level, resulting from 
a decrease in the HSF2 level, which was caused by an increase in miR-18a 
expression.  
While the molecular mechanisms underlying the increase in HSF1 mRNA and protein 
levels have remained unclear until now, the present data show that this increase in 
expression could be related to its hypomethylated promoter status. Indeed, we 
expanded our previous data (Meunier et al., 2012) and showed that neonatal 
exposure to xenoestrogens induces global genome hypomethylation of adult germ 
cells as evaluated through the increases in Line-1 and H19 levels. The involvement 
of the miRNA 29–DNMT pathway in the overexpression of HSF1 in germ cell death is 
supported by (i) the increased expression of miRNA-29 family members together with 
the decrease in DNMT (target) protein levels, and the subsequent increase in HSF1 
expression resulting from its hypomethylation in adult germ cells; and (ii) the 
increased expression of HSF1 in the germ cell line GC-1 cells transfected with pre-
miRNA-29 or with siDNMTs, together with increased germ cell death. These in vitro 
data assess the functionality of this miRNA pathway identified in the in vivo model.  
The miR18a-HSF2 pathway might play a key role during physiological germ cell 
maturation (Bjork et al., 2010). Indeed, expression of miR-18a and HSF2 are 
inversely correlated during spermatogenesis, and inhibition of miR-18a in intact 
seminiferous tubules increases the level of HSF2 protein, which is involved in germ 
cell maturation and survival (Bjork et al., 2010). In the present work, we 
demonstrated that neonatal exposure to xenoestrogens clearly disrupted this 
pathway in the adult testis and resulted in increased miRNA-18a expression, which 
led to a decreased level of HSF2 protein and a subsequent reduction in the level of 
HSPA2. This mechanism contributes to the adult rat apoptotic germ cell phenotype, 
which is comparable to that observed in genetically invalidated HSF2 (Kallio et al., 
2002; Wang et al., 2003) and HSPA2 KO mice (Dix et al., 1996; Mori et al., 1997). 
MiR-18a and HSF2 protein colocalize to early (meiotic) pachytene spermatocytes 
and round post-meiotic spermatids (Alastalo et al., 2003; Bjork et al., 2010; Sarge et 
al., 1993), the germ cell types where the death process is occurring (present data). 
The alteration of this miR-18a–HSF2 pathway leading to germ cell death in our 
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experimental model was supported by (i) an increase in miR-18a tissue levels and a 
decrease in HSF2 (and HSPA2) protein levels in adult rats neonatally exposed to 
xenoestrogens and (ii) the downregulation of HSF2 (and HSPA2) protein levels in 
germ cell line transfected with miR-18a, together with increases in the levels of 
apoptosis and cleaved CASP3. 
Interestingly, the two miRNA–HSR pathways are likely to be interconnected since 
concomitant alteration of HSF1 and HSF2 expression might mediate the dramatic 
reduction in HSPA2 levels. Indeed, HSF2 was suggested to play a role in the 
heritability of a decondensed chromatin status on the HspA2 gene in a process called 
“           ” (Xing et al., 2005). This process helps to maintain Hsp genes in a 
transcription competent state to allow quick and robust activation of the gene by 
HSF1 (Ostling et al., 2007). Therefore, the decrease in the HSPA2 level, we 
observed in the present study, might result from a reduction in HSF2 and the 
decrease in HSF2 probably rendered HSF1 unable to exert its stimulatory effect on 
HSPA2 expression. As a consequence, the inability of HSF1 to increase the level of 
HSPA2, could explain the inefficiency of HSF1 to protect against germ cell death. On 
the other side, paradoxically, it has been reported that activation of HSF1 in male 
germ cells induces male infertility resulting from either a direct HSF action on germ 
cell death (Nakai et al., 2000; Vydra et al., 2006; Widlak et al., 2003) or via 
decreased HSPA2 expression (Widlak et al., 2003). Indeed, HSF1 induced germ cell 
death through the alteration of the level of several partners in the apoptotic cascade 
pathways such as Bcl2 family proteins, TP53, death receptor interacting proteins 
(Vydra et al., 2006). Recently, HSF1-dependent induction of apoptosis in 
spermatocytes appeared to be related to repression of several genes crucial for 
spermatogenesis (Kus-Liskiewicz et al., 2013). Lack of the expression of these genes 
results in derepression of retrotransposons (mainly Line-1) (De Fazio et al., 2011; 
Vagin et al., 2009; Zheng et al., 2010). The increase in line-1 expression in the 
present work together with that of HSF1 in adult germ cells from neonatally exposed 
rats to EDCs is clearly consistent with these observations. Moreover, the decrease in 
HSPA2 levels resulting from the interaction between the two miRNA pathways may 
also contribute to maintain the over expression of HSF1. Indeed, HSPA2 is known to 
inhibit HSF1 by directly binding to its promoter (for a review see, (Anckar and 
Sistonen, 2011). The increase in HSF1 expression following HSPA2 knockdown in 
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GC1 cells reported here is clearly consistent with this. Together, the increased 
expression of HSF1 might result not only from its demethylated promoter status via 
the altered miR-29-DNMTs-HSF pathway, but also from the decreased level of 
HSPA2 via the impaired miR-18a–HSF2–HSPA2 pathway.  
The adult germ cell death phenotype supported by an altered balance of HSF/HSP 
levels related to upstream over expression of miRNA-29 and miR-18a exhibits at 
least two characteristics. Firstly, among the relevant point in the present study is the 
reversibility of germ cell death when exposure to xenobiotics occurs during adulthood 
versus its irreversibility/chronicity when it occurs during the neonatal period. Indeed, 
while miRNA pathways leading to HSR deregulation in adult germ cells are altered 
with both neonatal and adult exposure, the impairment of the miRNA-29-DNMT-
HSF1 and miR18a-HSF2-HSP70 pathways was reversible only in adult exposure. 
Therefore, the present data reinforce the concept that the neonatal period represents 
a critical and vulnerable period leading to the programming of an irreversible disease 
in adults. Additionally, male infertility could be also now viewed in the general context 
of the developmental origin of Heath and disease (DoHaD) concept (Barker et al., 
1989; Hanson and Gluckman, 2008). The DoHaD hypothesis explains how early 
developmental exposures influence disease onset later in life (for a review, see 
(Bernal and Jirtle, 2010). This concept, first proposed by David J.P. Barker (Barker et 
al., 1989), now encompasses the effects of numerous exposures on cancer initiation, 
developmental disorders, neurological diseases, and metabolic syndromes (Barker, 
2000). That the major developmental changes in epigenetic mechanisms occur 
during this crucial neonatal vulnerable period, has led to the concept of epigenetic 
programming of adult diseases (for a review, see (Szyf, 2013). Indeed, several 
studies support the concept that epigenetic programming may play an important role 
in the reactions of organisms to environmental stresses during critical developmental 
periods (Hanson and Gluckman, 2008; Mathers and McKay, 2009; Wadhwa et al., 
2009). Together, one of the contributions of the present work was to demonstrate that 
toxic exposure to a compound with endocrine activities could alter the epigenome (at 
least in its miRNA component) during early development and lead to a programming 
of an adult reproductive disease. Additionally, it should also be noted that the 
expression of other epigenetic effectors such as DNMTs (Meunier et al., 2012) and 
the present study), as well as the histone methyltransferases G9a (Volle et al., 2009) 
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and the polycomb gene EZH2 (enhancer of zeste homolog 2; manuscript in 
preparation), can be also altered in this experimental model while leading to adult 
germ cells death phenotype. Thirdly, alteration of the HSR observed following EDC 
exposure was clearly related to deregulation of miRNA expression at the tissue and 
blood plasma levels. Alterations in miRNA levels in plasma clearly make miRNAs 
potential circulating biomarkers that can help to extend observations to infertile 
patients. Indeed, several miRNAs previously identified in cells and tissues are also 
found in extracellular fluids such as the plasma, serum, saliva, urine, semen, vaginal 
secretions, and menstrual blood (Boon and Vickers, 2013; Chen et al., 2008; Hanson 
et al., 2009). Circulating miRNAs display several characteristics of appropriate 
biomarkers: they could be accessible through non-invasive protocols, are 
inexpensive to quantify, and are specific to the disease of interest. Conservation 
between human and model organisms makes extracellular miRNAs ideal candidates 
for non-invasive biomarkers to study various physiopathological conditions in the 
body (Wu et al., 2012). Because miRNAs were found as upstream deregulators in 
pathways leading to germ cell death, together with their potential presence in 
biological fluids, this raised the question of whether the altered levels of miR-29 and 
miR-18a in testicular tissue is reflected in blood plasma. Rats neonatally exposed to 
xenoestrogens exhibited increased levels of two miRNAs (miR-18a and miR-29c) in 
blood plasma. We were unable to detect changes in rat circulating miR-29a and miR-
29b levels, as it is possible that some miRNAs such as miR-29b are less stable in 
blood (Zhang et al., 2011). Together, these observations suggest that adult germ cell 
death related to increased expression of miR-29 and miR-18a is reflected in blood 
plasma. This is the first report indicating that changes in adult tissue miRNA levels 
occurring following neonatal exposure to xenobiotics and leading to an adult disease 
are translated later during adulthood, at the level of non-invasive (circulating) 
biomarkers. This might be of major interest with regard to the use of circulating 
miRNAs as biomarkers to assess the toxicity of chemicals/drugs on reproductive 
health. Therefore, we further investigated whether miR-29 family members and miR-
18a are also affected in infertile patients with altered sperm counts. Infertility is a 
worldwide reproductive health problem, affecting 10–15% of couples (de Kretser, 
1997). Half of these cases are attributed to male factors, and 60–75% of male 
infertility cases are idiopathic since the molecular mechanisms underlying the defect 
remain unknown (Guzick et al., 2001). A significant proportion of idiopathic male 
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infertility is accompanied by severe oligospermia to azoospermia. The data presented 
in this study clearly indicate that the levels of circulating miR-29a, 29b, 29c, and 18a 
are increased in the plasma of patients with altered sperm counts. More specifically, 
while both in the experimental model and in the patient cohort circulating miR-18a 
and miR-29 family members are increased, our data point to some differences. 
Indeed, while in the experimental model, miR-18a and miR-29c appear as more 
appropriate non-invasive biomarkers related to the germ cell death, in the infertile 
patients, circulating miR-29a and 29c (and to a lesser extent 29b) are clearly more 
correlated to altered sperm count in patients with moderate oligospermia or 
azoospermia. We do not know at the present time the reasons for these 
discrepancies. The possibility exists that the transport and the stability of the miRNAs 
are different in the experimental rodent used and in humans. It should be noted that 
while altered levels of miRNAs have been found in seminal plasma and in 
spermatozoa from infertile patients (Abu-Halima et al., 2013; Wang et al., 2011), this 
is the first report demonstrating such a miRNA level alteration related to male 
infertility patients is identified in blood plasma. Moreover, our in vitro and in vivo 
experimental data related to the increased germ cell death induced by the miRNA 
expression deregulation together with altered HSPA2 levels in seminal plasma from 
infertile patients (Cedenho et al., 2006; Motiei et al., 2013) provides a potential basis 
of explanation for the oligospermia in humans. The evaluation of plasma miRNA 
levels could be therefore used not only as non-invasive diagnosis biomarkers for 
infertility but also potential therapeutic targets. Finally, that both miRNA29 and 
miR18a were first identified as altered circulating biomarkers in the experimental 
animal model and then used as such in human patients makes of the animal model 
an appropriate source for the identification of new biomarkers in human diseases.  
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MATERIAL AND METHODS 
Subjects. This study was conducted according to the Declaration of Helsinki for 
Medical Research involving Human Subjects and the Ethics Committee (Protocol No 
DC-2013-1894). Informed consent was obtained from all patients. Blood samples 
from fertile (normal sperm parameters) and infertile (sperm count 0 and <15 × 106/ml) 
patients were collected from the Department of Obstetrics and Gynaecology, Nice 
Hospital Center, France. The criterion for inclusion was a male in a relationship 
undergoing assisted reproduction techniques for infertility. Patients underwent an 
extensive evaluation, including family and personal history, physical and/or 
ultrasonographic examination, karyotype, Y deletion. Sperm parameters were 
evaluated according to standard WHO criteria (WHO, 2010). Hormonal profiles 
(follicle-stimulating hormone, luteinizing hormone, inhibin B and testosterone) were 
also determined. Based on the WHO criteria, which fixed the normal sperm count at 
15x106 spermatozoa per ml, the patient population was separated in four groups with 
normal sperm count (SPGN >15x106: 56.71x106 ± 30.10, n=191), moderate 
oligospermia (1<Oligo M < 15x106: 7.01x106 ± 3.8, n=88), severe oligospermia (0< 
Oligo S <106: 0.35x106 ± 0.39, n=35) and azoospermia (Azoo = 0x106: 0x106 ± 0, 
n=42). In this study are included only the patients with altered sperm counts from 
unknown (i.e. idiopathic) origin (excluding hormonal, genetic or chemotherapeutic 
causes). In the four patient groups, the age was comparable (SPGN: 36.4 ±6.7; Oligo 
M: 36.47 ± 5.95; Oligo S: 36.03 ± 5.21; Azoo: 35.2 ± 8.8). 
Animals. Animal experiments were carried out in accordance with EU legislation 
(Directive 2010/63/EU) and were approved by a Local Animal Care and Use 
Committee. Estradiol benzoate (EB, Sigma Aldrich, Lyon, France) at doses of 0, 
0.75, 1.25, 2.5, 12.5, or 25 µg/d was administered subcutaneously to male neonatal 
rats from postnatal day (PND) 1 to PND 5 (Protocol No. 2008-43, (Meunier et al., 
2012). At least ten animals from four litters were used in the untreated and treated 
groups. Animals were sacrificed on PND90. EB at doses of 0 or 250 µg/kg/d was 
administered subcutaneously to male adult (PND90) rats for 5 days (Protocol No. 
2012-73). At the end of the treatment, 8 rats in each group were euthanized. The 
remaining 8 rats in each group were left without treatment for 2 months and were 
then euthanized (PND150).  
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Histology, immunohistochemistry, and in situ apoptosis detection. Hematoxylin 
and eosin staining, immunohistochemistry, and TdT-mediated dUTP-X Nick End 
Labeling (TUNEL) approaches were performed on at least five animals per group 
(Meunier et al., 2012). Antibodies raised against HSF1, HSF2, HSPA2 were diluted at 
1:50, BAX was diluted at 1:100. The secondary antibody either donkey antirabbit 
(Amersham, Piscataway,NJ), rabbit antimouse, or swine antirabbit (Dako, Glostrup, 
Denmark) conjugated to fluorescein isothiocyanate (FITC) or Texas Red-secondary 
was diluted at 1:30.  
Western blotting analysis. Frozen testicular tissue was ground in liquid nitrogen to 
obtain tissue powder. Aliquots (~20 mg) of powder were homogenized in ice-cold 
hypotonic buffer (25 mM Tris-HCl, 0.1% SDS, and 1% protease inhibitor cocktail) 
(Sigma-Aldrich, Meylan, France). Tissue homogenates were further sonicated (10 
sec at 80 Watts). Protein concentration was determined with the bicinchoninic acid 
assay. The experimental procedures were performed as previously described 
(Benbrahim-Tallaa et al., 2008 ). Antibodies raised against HSF1, HSPA2, Bax, 
Puma (Cell Signaling, St Quentin en Yvelines, France), HSF2, HSP60/HSPD1, 
HSP90, Bcl2, Bcl-xL (Santa Cruz Biotechnology, Santa Cruz, CA), Mcl-1 (Rockland, 
                                :      ; J      ’      ratory, Bar Harbor, ME) were 
diluted 1:1,000, unless otherwise noted, and used for immunoblotting. Membranes 
were scanned with a luminescent image analyzer 3000 CCD camera (Fujifilm, 
Dusseldorf, Germany) and quantified with MultiGauge software (Fujifilm). 
Real-time quantitative PCR for mRNA expression. Total RNA was isolated from 
frozen testicular powder using TRIzol reagent (Invitrogen, Cergy Pontoise, France) 
coupled with column purification of RNA using the RNeasy kit (Qiagen, Courtaboeuf, 
France) and DNase treatment. Complementary DNA was synthesized from total RNA 
(1 µg) as described previously (Meunier et al., 2012). A 1:20 dilution of the reverse 
transcribed product was used for real-time PCR analyses with SYBR master mix 
(Applied Biosystems, Foster City, CA) as described previously (Meunier et al., 2012). 
The sequences of the primers were as follows: HSF1, 5' 
CCCTGAAGAGTGAGGACATAA3' (forward), 5'GCTGGAGATGGAGCTGAGTA3' 
(reverse); HSF2, 5'TAAATGGCTCCTCCAACCTG3' (forward), 
5'CCAACAGCTCAACCTTTCCTA 3' (reverse); HSPA2, 
5'AGACGCAGACCTTCACTAC3' (forward), 5'TTTTGTCCTGCTCGCTAATC3' 
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(reverse); Actin, 5'AGCCTCGCCTTTGCCG3' (forward), 5'CTGGTGCCTGGGGCG3' 
(reverse). Data were normalized to actin levels. 
Real-time RT-PCR analysis of microRNA expression. 12.5 nanograms of total 
RNA, obtained as described above, was reverse transcribed using the stem–loop 
method (Applied Biosystems) as previously described (Meunier et al., 2012). For 
qPCR, 2.5 µl of the reverse transcribed product (1:20 dilution for PND21, PND30, 
and PND90, and 1:5 dilution for PND6) was assayed using TaqMan Universal PCR 
master mix and TaqMan miRNA (18a, 29a, 29b, and 29c, Applied Biosystems) 
primers/probes. Data were normalized to SnoRNA202. 
Detection of DNA methylation by MeDIP-qPCR. DNA was isolated from frozen 
testicular powder using the DNeasy® blood and tissue kit (Qiagen, Courtaboeuf, 
France). Six micrograms of DNA were digested with 24U of Mse I enzyme (New 
E                   w                      w          /μ  Bovine Serum Albumine 
overnight at 37°C. The reaction was stopped by heating the samples for 20 min at 
65°C and thenpurified using the QIAquick PCR purification kit (Qiagen). MseI-
digested DNA was run on a 2% agarose gel to verify the fragment size of 200-1,000 
bp. MseI-digested DNA was defined as the input DNA. One microgram of MseI-
digested DNA was incubated with magnetic beads coupled with MBD2 protein 
 E  X     ™                                                   V  w             
were washed to remove non- and hypo-methylated DNA. The enriched methylated 
DNA fraction was eluted with high salt buffer and then purified by precipitation 
                             ’                              w                    
DNA. Five nanograms of input and MeDIP DNA were subject to real-time qPCR as 
described above. The levels of methylated DNA were calculated according to the 
following formula: 2^[(Ct (Input)–Ct (MeDNA-IP))]. The sequences of the primers 
     w            w :        ’                     ’     w   ), 
 ’                     ’          ;    E   
 ’                   ’     w       ’                     ’ 
         ;   9   ’                     ’     w      
 ’                       ’            
Cell culture and transfection. GC-1 cell line (which harbors features of type B 
spermatogonia and primary spermatocytes), provided by Pr Chambon (IGBMC, 
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                     w                         ’           E    ’  
medium/Glutamax medium (Gibco BRL, Grand Island, NY, USA) supplemented with 
10% heat-inactivated Fetal Bovine Serum (Invitrogen, Cergy Pontoise, France) at 
37°C in a humidified, CO2-controlled (5%) incubator. Synthetic miRNAs (50 nM each; 
miR-18a - UAAGGUGCAUCUAGUGCAGAUAG-, miR-29a -
UAGCACCAUCUGAAAUCGGUUA-, miR-29b –
UAGCACCAUUUGAAAUCAGUGUU-, miR-29c  UAGCACCAUUUGAAAUCGGUUA-
, or a scrambled negative control, Ambion/Life Technologies Saint-Aubin, France) or 
small interfering RNA (siRNA, 50 nM each; HSF1, HSF2 –
GGAAGAUUGUCCAGUUUAU- Sigma-Aldrich, or HSPA2 –
GCGUGAUCGCCGGUCUAAA- Sigma-Aldrich, or scrambled negative siRNA, 
Dharmacon/Thermo-Scientific, Illkirch, France) were transiently transfected into cells 
cultured in 12-well plates with Interferin reagent (Polyplus, Strasbourg, France) 
according to the manufacturer's protocol (Applied Biosystems). Cells were harvested 
after transfection for 16 h (flow cytometry) or 48 h, and protein or RNA were isolated. 
Cytometry analysis. GC-1-transfected cells were harvested with accutase (Sigma-
Aldrich, Meylan, France). After centrifugation, the cells were stained with the FITC-
labeled annexin V/Propidium Iodide (PI) apoptosis kit (Miltenyi Biotec GmbH, 
Gladbach, Germany), and analyzed on an MACS Quant instrument. At least 10,000 
events were analyzed per tube. 
Statistics. Data were analyzed using GraphPad software (version 4.0; GraphPad 
Software, Inc., San Diego, CA, USA). Values were expressed as the mean ± SEM 
(Standard Error of Mean) to account for variations among samples and animals 
within a dataset. Student's t-test for single comparisons or ANOVA (Analysis of 
Variance) for multiple comparisons was performed to determine whether there were 
significant differences between groups (p<0.05). For ANOVA, this was followed by 
the Bonferroni post-hoc test if p<0.05, which determined the significance of 
differences between pairs of groups.  
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FIGURE LEGENDS 
Figure 1. Neonatal exposure to EB induces a germ cell apoptotic phenotype in 
adult testes. Representative micrographs of (A) testes, (B) H&E-stained testes, and 
(C) TUNEL-stained testes from 90-d-old rats exposed from PND1 to PND5 to vehicle 
(0) or EB (2.5, 12.5, or 25 µg/d). The green fluorescent signal corresponds to 
TUNEL-positive (apoptotic) cells. Nuclei were counterstained with DAPI (blue signal). 
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(D) Bax, Puma, Bcl2, Bcl-xL, and Mcl1 protein levels in adult rat testes from 
unexposed (0) or 0.75, 1.25, or 2.5 µg/d EB-exposed rats were quantified by Western 
blot ana- lyses. Representative autoradiograms (left) are shown. Histograms  (right) 
represent protein levels expressed as a  percentage of the ratio (target protein/actin) 
in the untreated group. (E) Representative micrographs of BAX-stained testes from 
90-d-old rats neonatally (PND1 to PND5) exposed to vehicle (0) or EB (2.5 µg/d). 
The red fluorescent signal corresponds to BAX-positive cells. Nuclei were 
counterstained with DAPI (blue signal). (F) Bax protein levels in immature (PND6), 
juvenile (PND21 and PND30), and adult (PND90) rats unexposed (Ct) or exposed 
neonatally to EB (2.5 µg/d) were quantified by Western blot analysis. Results are 
expressed as the mean ± SEM determined from 5–7 rats per treatment (* p < 0.05).  
 
Figure 2. Neonatal exposure to EB induces long-term alterations in HSF1, 
HSF2, and HSPA2 levels. (A) Immunoblots of HSF1, HSF2, HSPD1, HSPA2, and 
HSP90 performed on protein extracts from rat testes unexposed (0) or exposed to 
0.75, 1.25, or 2.5 µg/d EB. Representative autoradiograms (left) are shown. 
Histograms (right) represent HSF1, HSF2, HSPD1, HSPA2, and HSP90 protein 
levels expressed as a percentage of the ratio (target protein/actin) in the untreated 
group. Results are expressed as a mean ± SEM determined from seven rats per 
treatment (* p < 0.05). (B, left) Immunoblots of HSF1, HSF2, and HSPA2 performed 
on protein extracts from immature (PND6), juvenile (PND21 and PND30), and adult 
(PND90) rats testes exposed neonatally to vehicle (Ct) or EB (2.5 µg/d). (B, right) 
HSF1, HSF2, and HSPA2 mRNA levels in adult rat testes from unexposed (0) and 
2.5 µg/d EB-exposed rats were determined by real-time RT-PCR. Results are 
expressed as the mean ± SEM determined from 5–7 rats per treatment (* p < 0.05). 
(C) Representative micrographs of HSF1-, HSF2-, and HSPA2-stained testes from 
untreated (0) and EB-treated (2.5 µg/d) adult (PND90) rats from PND1 to PND5. The 
red fluorescent signal corresponds to HSF1-positive or HSPA2-positive cells, while 
the green fluorescent signal corresponds to HSF2-positive cells. Nuclei were 
counterstained with DAPI (blue signal). 
 
Figure 3. MiR-18a is an upstream regulator of the HSF2/HSPA2 pathway. (A) In 
                             ’       w                                 x    w         
and miR-18a. The binding site is conserved among several mammalian species. The 
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seed-recognizing site is marked in bold. (B) Mature miR-18a levels in immature 
(PND6), juvenile (PND21 and PND30), and adult (PND90) rat testes from unexposed 
(Ct) or EB-exposed (2.5 µg/d) rats were quantified by real-time PCR. Histograms 
represent relative miRNA levels normalized to small nucleolar RNA levels. Results 
are expressed as the mean ± SEM determined from 7–8 rats (* p< 0.05). (C) The 
apoptotic rate in a testicular germ cell line (GC1) was determined by flow cytometry 
after transient transfection (16 h) with a scrambled miRNA mimic (scrambled) or a 
miR-18a mimic. Apoptotic (annexin V-positive) cells were observed in the upper left 
quadrant. Representative histograms of GC1 cells stained with FITC-labeled annexin 
V and PI are shown. (D) GC1 cells were transiently transfected (16 h for CASP3 and 
CLEAVED-CASP3, and 48 h for HSF2 and HSPA2) with a scrambled miRNA or a 
miR-18a mimic before protein levels were evaluated. Data are presented as the 
mean ± SD from three independent experiments (n=4 for each experiment; * p< 0.05) 
(C, D). 
 
Figure 4. MiR-29 family members induce germ cell apoptosis by reducing 
DNMT expression, resulting in increased expression of HSF1. (A) CpG sites 
(vertical bars) and islands (pink box) around the transcription start site of the Hsf1 
     w                  :    9        :   4        …  4   8 4 4               
Primer Express (Applied Biosystems). The primer set used to amplify the CpG island 
upstream of the transcription start site was designed using Primer3 
(http://www.ncbi.nlm.nih.gov). (B) The methylation status of HSF1, Line1, and H19 
was performed by comparing expression between MeDIP DNA and input DNA by 
real-time PCR in testes from untreated  (0) or EB-treated (2.5 µg/d) adult rats. 
Results are expressed as the mean ± SEM determined from at least seven rats (* p 
<0.05). (C) The HSF1 protein level in GC-1 cells transiently transfected (48 h) with 
siRNA directed against DNMT1, 3a, or 3b was determined. Representative 
autoradiograms are shown. Histograms represent the HSF1 protein level expressed 
as a percentage of the ratio (HSF1 protein/actin) detected in cells incubated with 
scrambled (siCTRL) or siRNA DNMTs. Results are expressed as the mean ± SEM 
determined from at least three independent experiments, with quadruplicate data 
points in each experiment (* p < 0.05). (D) The apoptotic rate in GC-1 cells was 
visualized by annexin-V-FITC/PI flow cytometry after transfection with control miRNA 
(scrambled) or a miRNA mimic for miR-29a or c. Apoptotic (annexin V-positive) cells 
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were observed in the upper left quadrant, and at least 10,000 events were counted. 
The apoptotic rate (histogram) is expressed as the mean ± SEM determined from at 
least three independent experiments, with quadruplicate data points in each 
experiment (* p < 0.05). The apoptotic rate was analyzed similarly after transfection 
with control siRNA (siRNA0) or siRNA raised against DNMT3A (siDNMT3A). (E) 
Mature miR-29a, b, and c levels in immature (PND6), juvenile (PND21 and PND30), 
or adult (PND90) testes from untreated rats were quantified by real-time PCR (left). 
Mature miR-29a, b, and c levels were determined in the testes from untreated (Ct) 
rats or rats neonatally exposed to EB (2.5 µg/d, EB) at different ages (PND6, PND21, 
PND30, and PND90) (right). Histograms represent relative miRNA levels normalized 
to small nucleolar RNA levels. Results are expressed as the mean ± SEM 
determined from 7–8 rats (* p < 0.05). (F) The protein levels of HSF1, DNMT3B, and 
DNMT3A were determined in GC-1 cells transiently transfected (48 h) with scrambled 
miRNA (scrambled) or a miRNA mimic for miR-29a, b, or c. Representative 
autoradiograms are shown. Histograms represent protein levels expressed as a 
percentage of the ratio (target protein/actin) detected in the scramble-treated control 
cells. Results are expressed as the mean ± SEM from at least four independent 
experiments (* p <0.05). (G) GC1 cells were transiently transfected (48 h) with control 
siRNA (siRNA0), or siRNA against HSPA2 or HSF2. HSF1 protein levels were 
analyzed by Western blotting. Results (histograms) are expressed as the mean ± 
SEM from three independent experiments (n=4 for each experiment; * p < 0.05).  
 
Figure 5. Adult exposure to EB induces reversible hypospermatogenesis. Adult 
         9   w                                        w    E       μ /  /   E    
Thereafter, animals were sacrificed just after treatment (PND90) or left without 
additional treatment until PND150 to determine the reversibility of the EB effects. (A) 
TUNEL was performed in testes. The green fluorescent signal (arrow) corresponds to 
TUNEL-positive (apoptotic) cells. Nuclei were counterstained with DAPI (blue signal). 
Histograms represent the number of TUNEL-positive cells per 100 seminiferous 
tubules. Results are expressed as the mean ± SEM from at least six rats (* p <0.05). 
(B) HSF1, HSF2, and HSPA2 levels were quantified by Western blot analysis in 
testes. Representative autoradiograms (right) are shown. Histograms (left) represent 
protein levels expressed as a percentage ratio (target protein/actin) detected in 
untreated rats. Results are expressed as the mean ± SEM from at least eight rats (* p 
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<0.05). (C) Mature miR-18a, miR-29a, b, and c levels were quantified by qPCR in 
testes. Histograms represent relative miRNA levels normalized to small nucleolar 
RNA levels. Results are expressed as the mean ± SEM from at least eight rats (* p 
<0.05).  
 
Figure 6. MiR-18a and miR-29 as circulating biomarkers of 
hypospermatogenesis. (A) Mature miR-18a, 29a, 29b, and 29c levels were 
quantified by qPCR in blood from adult (PND90) rats unexposed (0) or EB-exposed 
at neonatal period (2.5 µg/d). Histograms represent relative miRNA levels normalized 
to the cel-miR-39 level. Results are expressed as the mean ± SEM determined from 
7–8 animals (*, P < 0.05). (B) Mature miR-18a, 29a, 29b, and 29c levels were 
quantified by qPCR in the blood from men with normal spermograms (SPGN) or with 
moderate (Oligo M) or severe (Oligo S) oligospermia or azoospermia (Azoo). 
Histograms represent relative miRNA levels normalized to the cel-miR-39 level. 
Results are expressed mean ± SEM (*, P < 0.05).  
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Discussion 
Nous vivons dans un monde où les produits industriels sont omniprésents dans notre vie de 
tous les jours. Nous « baignons » quotidiennement dans environ 100 000 molécules 
chimiques. A partir de 1997, l’organisation mondiale de la santé (OMS) a posé le problème 
des effets potentiels de ces produits sur la santé humaine et de la faune sauvage (en particulier 
à travers la perturbation du système hormonal des individus (notion de perturbateurs 
endocriniens). Pour essayer d’apporter les preuves d’un lien entre PEE et santé humaine, 
différentes équipes, dont notre laboratoire a mis en place des modèles expérimentaux 
d'exposition périnatale aux PEE (estrogènomimétique, anti-androgènes). En 2002, à partir des 
données obtenues des études épidémiologiques et des modèles expérimentaux, l’OMS a 
reconnu le risque que représentaient les PEEs pour certaines catégories de la population 
comme les femmes enceintes/le fœtus, les enfants ou bien pour la fertilité des populations. 
Dans ce contexte, le nouveau défi était d’identifier les mécanismes d’action des PEE de 
manière à déterminer des biomarqueurs de leur action et de mettre en place des outils pour le 
criblage de ces molécules. 
 
1-  Exposition néonatale à l’EB : présentation d’un modèle expérimental 
isomorphique pour l’étude de l’hypospermatogenèse due à une apoptose 
chronique des cellules germinales. 
Le modèle que nous avons utilisé, au cours ce travail de thèse, est celui d’une exposition 
néonatale (jours 1 à 5 après la naissance) à un analogue d'estrogènes (estradiol benzoate, EB). 
L’EB est un estrogène pur qui en tant que tel, sert de composé modèle pour les PEEs ayant 
une activité estrogénique. La période jours 1 à 5 chez le rat correspond, chez l'homme, à la 
période développementale entre le second et le troisième trimestre de grossesse [717] soir la 
phase d’organisation du tractus génital mâle. L’exposition néonatale à l’EB provoque chez les 
rats mâles adultes des altérations tractus génital, proche du syndrome de dysgénésie 
testiculaire: une hypospermatogenèse plus ou moins sévère, éventuellement associée aux plus 
fortes doses à une cryptorchidie. Ainsi, aux doses les plus fortes (12,5 et 25 ug/jour) nous 
observons une diminution du poids testiculaire de l’ordre de 50%. Ces résultats sont en accord 
avec la littérature puisque 20 µg/j d’EB diminuent le poids du testicule et de l’épididyme 
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[122]  ou 15 et 150 µg/j diminuent le poids des différents lobes prostatiques [718]. Avec les 
plus faibles doses d’EB, nous n’identifions pas de modifications du poids du testicule. De 
façon similaire, aucune modification du poids prostatique n’est observée à des doses 
inférieures ou égales à 1,5 µg/j [718]. Cette diminution du poids testiculaire à 12,5 et 25 
µg/jour d’EB est associée à une perte massive des cellules germinales, comme nous le 
montrons ici ou comme le montrent d’autres équipes pour des doses supérieures à 10 µg/jour 
[122, 718-720]. Les fortes doses d’EB que nous avons utilisé, et plus généralement des PEEs 
environnementaux, ont été pertinentes pour identifier un phénotype clair: la dysgénésie 
testiculaire. Ces données suggèrent que notre modèle expérimental est isomorphique, il 
reproduit une pathologie humaine. Toutefois, les fortes doses provoquent des pertes 
cellulaires massives qui engendrent des modifications importantes dans les proportions 
relatives entre les différents types cellulaires. Ceci est particulièrement vrai dans le testicule 
où les cellules germinales post-méiotiques représentent presqu’1/4 de la population cellulaire. 
Cette situation peut provoquer des interprétations fausses car résultant d’une perte cellulaire et 
non d’une régulation génique et protéique. En revanche, aux doses plus faibles (0,75-2,5 µg/j) 
nous n’observons peu ou pas de modifications cellulaires. Ce sont mes doses que nous avons 
choisies pour nos études d’expression. 
L’hypospermatogenèse chez l’animal adulte exposé pendant la vie néonatale à l’EB, est 
caractérisée par une apoptose chronique des cellules germinales testiculaires. Cette apoptose a 
été identifiée par la fragmentation de l’ADN mais aussi l’augmentation d’expression de 
molécules pro-apoptotiques (caspase 3 activée, BAX) et la diminution de facteurs 
antiapoptotiques (BCL2, BCLxl, MCL-1). A notre connaissance, notre travail est un des 
premiers à relier l’hypospermatogenèse induite par une exposition néonatale à un composé 
estrogénique, avec une activation chronique de l'apoptose au sein des cellules germinales via 
un déséquilibre de la balance des molécules régulant l’apoptose.  
 
2- Exposition néonatale à l’EB : modèle expérimental pour l’étude de la 
programmation développementale d’une pathologie adulte. 
Différentes explications pourraient être évoquées pour expliquer l’hypospermatogenèse. 
Compte-tenu que l'apoptose qui est observée à l'âge adulte, l’exposition aux estrogènes en 
période néonatale pourrait programmer le devenir et la fonction des cellules germinales mais 
également des cellules somatiques du testicule. 
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(1) Les cellules germinales les moins différenciées (les spermatogonies) expriment  le 
récepteur beta des estrogènes (ESR2) qui a un effet antiprolifératif et proapoptotique sur la 
maturation des cellules germinales [721]. L'EB pourrait directement affecter la différenciation 
des spermatogonies souches [722]. En effet, l’administration de fortes doses (12,5 ug/j) d’EB 
entre les jours 5 et 15 après la naissance diminue le nombre des spermatogonies B et leur 
différenciation en spermatocytes pachytènes [722]. Toutefois, nous n’observons pas de 
modification du taux de prolifération (par la technique de PCNA) des spermatogonies et des 
spermatocytes préleptotènes dans notre modèle aux doses utilisées (0,75 – 2,5 ug/j). 
 
(2) L’EB agirait indirectement sur les cellules de Leydig en régulant négativement la 
synthèse de testostérone [721]. Si dans notre modèle certaines données vont dans le sens de 
cette hypothèse (diminution d’expression du gène Star mais pas des autres gènes de la 
stéroïdogenèse, résultats non publiés), d’autre vont à l’encontre, (taux de testostérone 
plasmatique inchangé, résultats non publiés). De même, la seule étude montrant une 
diminution significative de testostérone plasmatique utilisait de très fortes doses d’EB (150 
µg/j). Un élément pour infirmer ou confirmer cette hypothèse serait de mesurer les taux de 
testostérone intratesticulaire.  
 
(3) L’EB contrôlerait la prolifération des cellules de Sertoli via ESR2 [723]. Toutefois, 
nous n’observons pas de modification d'expression de gènes Sertolien (Tubuline beta 3, 
AmhR2, Scf, Shbg, Gstα2, Rhox5 et Gpd1, résultats non publiés) aux doses d'EB (0,75-2,5 
ug/j) que nous avons utilisées. Il est probable qu'aux doses plus élevées (supérieures à 2,5 
µg/jour) le nombre et la fonction des cellules de Sertoli soit affecté comme indiqué dans un 
travail où les animaux ont été exposés à 12,5 µg/jour d'EB entre les jours 5-15 après la 
naissance [719]. 
Une donnée importante est que la mort des cellules germinales survient à l’âge adulte 
(principalement les cellules au cours de la méiose –spermatocytes-  et les cellules post-
méiotiques – spermatides-) soit ici 90 jours après la naissance, alors que l’apoptose n’est pas 
différente des animaux contrôles chez les rats immatures (6 jours) ou bien prépubères (21 ou 
30 jours). Ceci place notre modèle dans le contexte de la programmation néonatale d’une 
pathologie adulte et du concept de « programming » édicté par D.J. Barker [54].  Dans ce 
contexte, nous avons exploré l’implication de mécanismes de type épigénétique dans notre 
modèle, c’est-à-dire l’implication de la méthylation de l’ADN à travers l’expression de ses 
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enzymes (DNMTs) et du taux de méthylation de certains gènes mais aussi l’implication des 
petits ARNs non codant que sont les microARNs. 
3- Programmation développementale de l’hypospermatogenèse par l’EB: la 
voie miR-29 – DNMTs/MCL-1 – HSF1 
Une étude miRNome dans notre modèle a montré qu’une vingtaine de miARNs sont 
surexprimés dans le testicule adulte. Parmi ceux-ci deux clusters de miARNs (miR-29s et 
miR17-92) sont plus particulièrement impliqués dans la mort cellulaire programmée, ce sont 
des apoptomiRs [724]. Comme l’apoptose est au cœur de la pathologie développée dans notre 
modèle, nous avons choisi d’étudier ces miARNs (miR-29s, miR-18a appartenant au cluster 
miR-17-92). 
Dans notre modèle expérimental, l’exposition néonatale à l’EB entraine une augmentation 
dépendante de la dose de l’expression de miR-29a, b et c. Ceci est observé uniquement dans 
le testicule adulte et non dans le testicule avant la puberté (jours 6, 21, 30). Les augmentations 
les plus fortes sont observées pour les miR-29b (46%) et miR-29c (42%) alors que la hausse 
du miR-29a (23%) est plus modeste. Au cours du développement testiculaire, le miR-29a est 
le plus exprimé (notre étude). A l’inverse, le miR-29b est deux fois plus exprimé dans la 
gonade femelle en développement que dans la gonade mâle, suggérant que miR-29b serait 
plus spécifiquement impliqué dans la maturation des cellules germinales femelles [725]. Nos 
résultats suggèrent que l’exposition néonatale à l’EB induirait de manière inappropriée un 
programme de « maturation femelle » ou « démasculinisation » via une stimulation de 
l’expression de miR-29b au sein des cellules germinales mâles.  
Les apoptomiRs de la famille des miR-29s seraient responsables de façon directe ou indirecte 
de l’apoptose dans notre modèle.  
 
- Voie directe : miR-29 – MCL-1 –apoptose: 
Plusieurs données et résultats soutiennent cette hypothèse : les miR-29s ciblent la 
molécule antiapoptotique MCL-1 impliquée dans la voie mitochondriale [726] ; in vitro, dans 
une lignée de cellules germinales (GC1), nous montrons que des miR29s synthétiques 
diminuent l’expression de MCL-1 et induisent l’apoptose (cytométrie de flux) ; enfin, 
l’expression de la protéine MCL-1 est diminuée dans le testicule adulte des animaux exposés 
à l’EB.  
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- Voie indirecte : miR-29 – DNMTs  -HSF1 –apoptose: 
Les miR-29 pourraient induire l’apoptose en modulant le statut de méthylation de 
certains gènes en régulant l’expression des enzymes responsables. En effet, les miR-29 
régulent l’expression des DNMTs sur des tissus humains et murins [725-727]. Dans notre 
modèle, cette hypothèse est suggérée par plusieurs arguments : (1) L’expression des DNMT1, 
3A et 3B est diminuée dans le testicule adulte (et non dans le testicule d’animaux plus jeunes). 
(2) Le logiciel TargetScan indique que les DNMTs sont des cibles potentielles des miR-29s. 
(3) Ceci est validé in vitro. Nous montrons que la transfection de la lignée GC1 par des 
analogues synthétiques de miR-29 induit une diminution d’expression des DNMT3A, 3B. (4) 
Cette diminution des DNMTs est fonctionnelle dans notre modèle puisque nous observons 
une diminution de la méthylation de plusieurs cibles des DNMTs : Hsf1, Line-1, H19, 
Cdkn2a, Gstp1, associée à une augmentation de leur expression chez les animaux exposés à 
l’EB. 
Différentes données de la littérature confortent l’idée selon laquelle la voie des miR-
29/DNMTs soit impliquée dans l’apoptose des cellules germinales dans notre modèle. Ainsi, 
plusieurs études ont impliqué la méthylation de l’ADN dans l'effet des perturbateurs 
endocriniens sur l’appareil reproducteur femelle (estrogène DES) [728] ou mâle 
(antiandrogène vinclozolin) [128]. L’exposition à la  vinclozoline pendant la période fœtale 
entraine une diminution de l’expression de Dnmt3A, Dnmt1 et Dnmt3L dans le testicule fœtal 
(16 jpc) de rats à la génération F1 (mais également F2 et F3), qui se traduit, à l’âge adulte, par 
une modification des profils de méthylation du sperme ainsi qu’à une augmentation de 
l’apoptose des cellules germinales [128, 729]. Cette étude n’a toutefois pas été totalement 
confirmée puisque à la différence de ce qui a été observé pour le testicule embryonnaire, dans 
le testicule adulte une augmentation d’expression de DNMT3B et aucune modification de 
DNMT3A n’ont été observées [131].  
Les enzymes de methylation de l’ADN DNMT3A, 3B et 1 sont fortement impliquées tout au 
long de la maturation de cellules germinales [730, 731]. En effet, les souris invalidées pour les 
gènes Dnmt3A ou Dnmt3L présentent un phénotype d'altération de la spermatogenèse qui se 
traduit par une diminution du poids testiculaire et une azoospermie [732-734]. Des rats ou 
souris exposés à l'âge adulte aux inhibiteurs de DNMTs (5'-azacytidine, 5-aza-2'-
227 
 
deoxycytidine) présentent une diminution de la fertilité caractérisée par une réduction du 
poids du testicule et l'augmentation d'apoptose des cellules germinales [735, 736]. 
L’invalidation de Dnmt3A/3B spécifiquement dans les cellules souches germinales empêche 
ces cellules d’initier une spermatogenèse normale (diminution du nombre de spermatides et 
de spermatozoïdes) lorsqu’elles sont transplantées dans un testicule receveur [737] . Enfin, 
l’invalidation transitoire de Dnmt1 dans les cellules souches germinales induit une apoptose 
massive de ces cellules [737]. 
En aval des DNMTs, le mécanisme d’apoptose ou d’hypospermatogenèse pourrait être une 
altération d’expression des éléments transposables (ex. LINE-1). En effet, une chute du taux 
de Line-1 entraine une instabilité génomique qui induit l’apoptose des cellules germinales 
[738]. De plus, chez les animaux déficients pour le gène Mael, les éléments LINE-1 ne sont 
plus réprimés par méthylation de l’ADN, ce qui induit une augmentation de leur taux de 
transcrits associée avec des altérations de la spermatogenèse [739].  
L’hypométhylation et la surexpression de HSF1 seraient un autre élément d’induction de 
l’apoptose dans les cellules germinales. En effet, des souris génétiquement modifiées pour 
surexprimer le transgène HSF1 présentent une infertilité due à une apoptose des 
spermatocytes. HSF1 régule plusieurs partenaires de l’apoptose tels que, des protéines de la 
famille Bcl2, TP53, la voie des récepteurs de mort [301]. De plus, HSF1 réprime l’expression 
dans plusieurs gènes cruciaux (SOP11, PIWIL2, TDRD1, MOV10L1) pour les spermatocytes 
[304]. Ainsi, l’absence de SOP11 altère l’assemblage des chromosomes et obère la 
progression vers le stade zygotène. L'absence d'expression de PIWIL2, TDRD1 et MOV10L1 
provoque une levée de la répression des rétrotransposons (principalement LINE-1) ce qui est 
associé à une spermatogenèse altérée comme nous l’avions dit plus haut [305, 306, 740]. 
4- Programmation développementale de l’hypospermatogenèse par l’EB: la 
voie miR-18a – HSF2 – HSPA2 
Le second apoptomiR que nous avons étudié appartient au cluster miR-17-92, c’est le 
miR-18a. Après exposition néonatale à l’EB, son expression est augmentée dans le testicule 
adulte mais pas dans le testicule pré-pubère (21, 30 jours). Par utilisation du logiciel 
TargetScan nous avons identifié des cibles potentielles du miR-18a comme étant la protéine 
de choc thermique HSPA2 et son facteur de transcription HSF2. Dans notre modèle, 
l’expression de HSF2 et HSPA2 diminue dans le testicule adulte (et pas dans le testicule avant 
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la puberté). Nous avons validé in vitro cette voie puisque l’incubation d’une lignée de cellules 
germinales avec un analogue synthétique de miR-18a diminue l’expression d’HSF2, 
d’HSPA2 et induit l’apoptose (augmentation de la caspase-3 activée et cytométrie de flux). 
La voie miR18a - HSF2 joue un rôle clé dans la maturation des cellules germinales [310]. En 
effet, l'expression de miR- 18a et HSF2 sont inversement corrélés au cours de la 
spermatogenèse et l'inhibition de miR- 18a augmente le taux de HSF2, qui est impliqué dans 
la maturation et la survie des cellules germinales [310]. Dans notre modèle expérimental, 
l’altération de la voie miR-18a – HSF2 – HSPA2 contribue au phénotype d'apoptose des 
cellules germinales adultes, ce de façon comparable à celle observée dans les souris invalidées 
génétiquement pour HSF2 [307, 308] ou pour HSPA2 KO [232, 741]. MiR- 18a et HSF2 sont 
tous deux présents dans les spermatocytes (méiose) pachytènes et spermatides post- 
méiotiques rondes [310, 742, 743], les cellules germinales où le processus de mort cellulaire à 
lieu.  
Les deux voies miRNA -HSR sont susceptibles d'être interconnectés. En effet, l’augmentation 
de HSF1 associée à la diminution de HSF2 pourraient expliquer la réduction spectaculaire des 
niveaux HSPA2. HSF2 en se liant au promoteur d’Hspa2, maintient cette zone de la 
chromatine dans un état décondensé (processus appelé "bookmarking") [311]. Ce processus 
contribue à maintenir les gènes Hsp dans un état compétent pour la transcription de manière à 
permettre une activation rapide et robuste d’HSPA2 lors d’un stress en particulier par 
l’intervention du facteur de transcription HSF1 [312]. Par conséquent, la diminution du 
niveau HSPA2 que nous observons pourrait résulter d'une réduction de HSF2 qui rend HSF1 
incapable d'exercer son effet stimulant sur la protéine de choc thermique. En outre, la 
diminution de HSPA2 pourrait contribuer à maintenir la surexpression de HSF1. En effet, 
HSPA2 est connu pour inhiber HSF1 en se liant directement à son promoteur [277]. 
L'augmentation de HSF1 que nous avons induite in vitro après knock-down de HSPA2 dans 
les cellules CG1 valide cette hypothèse. L’augmentation d'expression de HSF1 dans notre 
modèle expérimental pourrait résulter non seulement du statut déméthylé de son promoteur, 
mais aussi de la baisse du niveau de HSPA2. 
5- L’exposition à l’EB à l’âge adulte induit une hypospermatogenèse 
reversible 
Lorsque nous exposons des rats mâles adultes à l’EB, aux mêmes doses et pour la même 
durée que les nouveau-nés, nous observons de, façon similaire, une apoptose des cellules 
229 
 
germinales associée à une dérégulation des voies miR-29s - DNMT - HSF1 et miR-18a - 
HSF2 – HSPA2. Alors que ces altérations sont chroniques lors d’une exposition néonatale, 
elles sont réversibles, deux mois après l’arrêt du traitement, lorsque l’exposition à lieu à l’âge 
l’adulte. Nous avions déjà identifié un tel phénomène avec l’antiandrogène flutamide [152]. 
Ces données renforcent l'idée que la période néonatale représente une période critique et 
vulnérable menant à la programmation d'une pathologie irréversible chez les adultes. Ainsi, 
l'infertilité masculine peut être maintenant considérée dans le contexte général de l'origine 
développementale de la santé et des maladies (DOHaD) [54, 744]. Le concept de DOHaD 
permet d’expliquer comment une exposition précoce au cours du développement influence 
l'apparition de la maladie plus tard dans la vie [745]. Ce concept, d'abord proposé par David 
JP Barker [54], englobe maintenant les effets de nombreuses expositions sur l'initiation du 
cancer, les troubles du développement, les maladies neurologiques et le syndrome 
métabolique [746]. Les principaux changements épigénétiques se produisent pendant la 
période de fœtale/néonatale, ce qui explique que ces phases soient très vulnérables et qu’elles 
puissent potentiellement conduire à la programmation épigénétique de maladie chez l'adulte 
[747]. Ceci est suggéré par plusieurs études [744, 748, 749]. Il convient également de noter 
que l'expression d'autres effecteurs épigénétiques telles que les histones méthyltransférases 
G9a [115] et le gène polycomb EZH2 (activateur de zeste homologue 2; manuscrit en 
préparation), peuvent également être modifiée dans notre modèle expérimental et être une 
autre voie d’induction de l’apoptose dans les cellules germinales adultes.  
 
6- MicroARNs, marqueurs non-invasifs de l’infertilité masculine ? 
Dans notre modèle expérimental, l’apoptose des cellules germinales adultes observée 
après une exposition néonatale à l’EB a été clairement liée à la dérégulation de l'expression de 
miARNs dans le tissu testiculaire. Dans ce contexte, il était intéressant d’analyser le niveau 
des miARNs dans le plasma pour déterminer si ces molécules pourraient être de potentiels 
biomarqueurs circulants. En effet, ces dernières années, les miARNs ont été identifiés dans les 
cellules, les tissus mais également dans les liquides extracellulaires tels que le plasma, le 
sérum, la salive, l'urine, le sperme, les sécrétions vaginales et le sang menstruel [497, 750, 
751]. Les miARNs circulants présentent plusieurs caractéristiques qui pourraient constituer 
les attributs de biomarqueurs: ils sont dosables via des techniques non-invasives, ils sont peu 
coûteux à quantifier et sont spécifiques de la maladie d'intérêt. De plus, la conservation de 
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séquence de ces molécules entre l'homme et les modèles expérimentaux impose les miARNs 
extracellulaires comme des candidats idéaux pour des êtres biomarqueurs [707].  
Les rats adultes exposés pendant la vie néonatale à l’EB présentent des taux élévés de miR-
18a et de miR-29c dans le plasma sanguin. Nous n'avons pas réussi à détecter des 
changements chez le rat pour les miR-29a et miR-29b. Il est possible que certains miARN tel 
que le miR-29b sont moins stables dans le sang [472]. Ces observations suggèrent que la mort 
des cellules germinales adultes liée à l'augmentation de l'expression de miR-29 et miR-18a se 
reflète dans le plasma sanguin. Il s'agit du premier travail indiquant, après exposition 
néonatale à un xénobiotique, un changement d’expression, chez l’adulte, de miRNA à la fois 
dans le tissu et le plasma. Ces données pourraient être d'un grand intérêt à l'égard de 
l'utilisation des miARNs circulant comme biomarqueurs pour évaluer la toxicité des produits 
chimiques/drogues sur la fonction de reproduction. Dans ce contexte, il nous paraissait 
important de mesurer les taux de miARNs chez les patients infertiles. L'infertilité est un 
problème de santé qui affecte 15-24% de couples [22], 60-75 % des cas d'infertilité masculine 
sont idiopathiques [752]. Une proportion importante de l'infertilité masculine idiopathique est 
accompagné par chute plus ou moins importante du nombre des spermatozoïdes (oligospermie 
modérée à sévère, azoospermie). Les données présentées dans notre travail montrent 
clairement, pour la première fois, que le taux des miARNs miR29a, b, c et miR-18a sont plus 
élevés chez les patients présentant une diminution du nombre de spermatozoïdes. Toutefois, 
alors que les taux circulant de miR-18a et miR-29s  sont plus élevés dans le modèle 
expérimental et chez les patients oligo ou azoopermiques, des différences sont à noter. Dans 
le modèle expérimental, les miR-18a et miR-29c semblent être les biomarqueurs les plus 
appropriés. En revanche, chez les patients ce sont les miR-29a, 29c (et dans une moindre 
mesure, 29b) qui sont le plus clairement corrélés à la numération des spermatozoïdes chez 
l’homme. Nous ne savons pas à l'heure actuelle les raisons de ces différences. Il est possible 
que le transport et la stabilité des miARNs soient différents chez le rongeur et chez l'homme. 
Récemment, une altération des taux de miARNs a été identifiée dans le plasma séminal et 
dans les spermatozoïdes de patients infertiles [706, 753]. Toutefois, notre travail est le 
premier rapport démontrant, dans le plasma sanguin de patients infertiles, une altération du 
taux des miARNs.  
De plus, nos données expérimentales in vivo et in vitro rapportant une dérégulation de 
l'expression des miRNA et de HSPA2, ainsi que les données de la littérature identifiant une 
chute de l’expression de HSPA2 dans  le plasma séminal de patients infertiles [233, 234] 
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fournit des bases pour tenter d'expliquer le mécanisme de certaines 
oligospermies/azoospermies chez l'homme. Ainsi, le miR-18a sanguin pourrait être le reflet 
de l’apoptose des cellules germinales testiculaires liée à un défaut de la voie des protéines du 
choc thermique. L'évaluation des niveaux de miARNs dans le plasma pourrait donc être 
utilisé non seulement comme biomarqueurs de diagnostic non invasif de l'infertilité, mais 
aussi comme cibles thérapeutiques potentielles. Enfin, l’identification de la dérégulation des 
miR-29s et miR-18a à la fois dans notre modèle expérimental et chez les patients infertiles 
suggèrent que notre modèle animal est isomorphique et pertinent pour l'identification de 
nouveaux biomarqueurs dans les maladies humaines. 
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IV. Conclusion 
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En conclusion 
Nos résultats indiquent que l’hypospermatogenèse due à une apoptose chronique des cellules 
germinales observée chez l’animal adulte après exposition néonatale à l’EB met en jeu une 
modification d’expression de plusieurs effecteurs épigénétiques clés : miR-29s, miR-18a et 
DNMTs.  
L’altération de ces effecteurs épigénétiques modifient l’expression des protéines impliquées 
dans l’apoptose via la voie mitochondriale et le système de réponse au choc thermique 
(HSF/HSP, facteur de transcription et protéines de choc thermique). Ceci a des répercussions 
sur la stabilité du génome et l’expression de gènes important au cours du processus de 
spermatogenèse. Notre travail démontre pour la première fois l’implication des microRNAs 
dans la programmation développementale d’une pathologie adulte après exposition à un 
composé perturbateur endocrinien. 
Enfin, nous avons identifiés les miR-29s et miR-18a comme étant des biomarqueurs circulants 
non-invasifs de la stérilité masculine dans le contexte d’une oligo ou azoospermie chez 
l'homme.  
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V. Perspectives 
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Perspectives 
Notre travail a permis, dans le cadre de l’origine développementale des pathologies adultes, 
initialement suggéré pour le syndrome métabolique, d’impliquer d’autres pathologies comme 
les pathologies testiculaires.  
Ce travail devrait se poursuivre selon les axes suivants: 
- Continuer l’identification des différents miRNAs et de leurs cibles impliqués dans le 
phénotype de l’apoptose. 
- Identifier en amont les causes de la dérégulation de l’expression des miRNAs 
(épigénome, transcriptome). 
- Caractériser les miRNAs pertinents en tant que biomarqueurs non invasifs et en tant 
que cibles thérapeutiques. 
- Elargir aux autres petits ARNs non codant par l’utilisation la technologie de Deep-
sequencing. 
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Altérations de l'expression des miARNs Let-7 et HSP27s au niveau du testicule de rat 
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