In this paper we describe two experiments in the verification of software standard conformance. In our experiments, we use a model-based test generator to create a test suite for parts of the POSIX TM standard and another test suite for the specification of Java TM exception handling. We demonstrate that models derived from specifications produce better test suites than the suites specified by standards. In particular, our test suites achieved higher levels of code coverage with complete test requirements coverage. Moreover, the test suite for the Java study found code defects that were not exposed by other benchmark test suites. The effort involved in producing these models and test suites was comparable to the effort involved in developing a test suite by more conventional methods. We avoid the state space explosion problem by modeling only the external behavior of a specific feature of the standard, without modeling the details of any particular implementation.
I
n recent years, software modeling has enjoyed great popularity through the widespread adoption of object-oriented models as an aid to software design. 1 The use of software models for the generation of test suites has also been reported in both academic settings [2] [3] [4] [5] and in practical experiments. [6] [7] [8] [9] However, the specification-based modeling strategy for generating test suites has yet to reach widespread deployment in the software industry.
Software standards and language specifications are defined in natural language. Although they are usually supported by compliance test suites, each test suite is manually derived from the natural language description. As such, it is hard to determine if the compliance test suite is complete. Moreover, despite the huge investment of resources devoted to the preparation of such standards, they are still inherently ambiguous due to the use of natural language. We pose the following questions: Could a less ambiguous formal description be used instead of natural language? Can the conformance test suite that tests a standard implementation be derived automatically from the model specification?
The communications industry has used models written in SDL (Specification and Description Language), Estelle, PROMELA, UML (Unified Modeling Language), and others to investigate standards conformance. 10, 11, 3 These models are typically used for the verification of individual properties of the implementation and less frequently to generate conformance test suites. When they are used to generate test suites, several notions of coverage are applied.
In this paper, we show how certain complex aspects of software standards can be described using finite state machine (FSM) models. We investigate the POSIX** (Portable Operating System Interface) fcntl byte range locking feature and the Java** language exception handling feature as described in the standards. We also show that the test suites produced by these models are stronger than the conformance tests required by the standards. A larger case study is required to determine if the definition of commerCopyright 2002 by International Business Machines Corporation. Copying in printed form for private use is permitted without payment of royalty provided that (1) each reproduction is done without alteration and (2) the Journal reference and IBM copyright notice are included on the first page. The title and abstract, but no other portions, of this paper may be copied or distributed royalty free without further permission by computer-based and other information-service systems. Permission to republish any other portion of this paper must be obtained from the Editor. cial software standards using formal languages is practical.
In our approach, we developed an FSM model to substitute for the natural language description. The test suite is automatically obtained from the model using an FSM model-based test generator named GOTCHA-TCBeans. 7 GOTCHA-TCBeans is built on top of the Mur model checker. 12 The FSM models can be reused to test different implementations of the specification. In addition, as the standard evolves, the model can be modified. As a result, the test suite evolves automatically with the standard. This innovation has the potential to change the entire process of standard development, implementation, and maintenance, which leads to improved quality of standard implementation. Finally, the GOTCHA model resembles a light implementation of the standard and is easily understood by developers. This approach to standard implementation enhances communication between testers and developers.
Previous work on test generation did not focus exclusively on the use of state machine models. Other techniques for test generation include reducing infinite domains to finite ones, data refinement, and syntactic coverage of the specification model. [13] [14] [15] Syntactic coverage of the specification model is analogous to code-based coverage of the implementation. 15, 16 Our approach to coverage relates to the functionality and not to the syntax of the specification. Thus, the coverage criteria defined in our case studies are directly related to the semantics of the test objectives (e.g., test all types of lock collisions) and fit better with Marick's notion of test development. 17 Automatic generation of test suites for protocol conformance is characterized by the existence of a formal specification for the protocol (typically in the SDL specification language 10 ). Similarly, UML-based test generation assumes the existence of a UML specification that is used in the test generation process. 3 In contrast, we assume in our studies that software specifications use natural language, a situation typical for industrial software. Our studies indicate that the development of partial formal models focused on a specific feature or component of the software under test, for the sole purpose of test generation, is feasible and can provide good results in a realistic industrial setting.
We chose two very different case studies. The first study tested a subset of the POSIX 18 byte range locking standard API (application programming interface). The test cases are sequences of API invocations. In the second study, we tested the Java language exception handling feature. The test cases are programs in the Java language. In both case studies, the test cases are generated automatically from the FSM model.
The IEEE (Institute of Electrical and Electronics Engineers) POSIX Certification Authority and the National Institute of Technology Standards and Conformance Testing Group (SCTG) 19 offer a validation service and conformance test suites for POSIX. The use of the SCTG test suite is the accepted practice for testing conformance to the POSIX standard. We are not aware of any test suites produced for the POSIX standard that use FSM modeling.
In the second study, faults are hard to observe even when a defect occurs. This is due to the nature of the software under test. The component under test is a part of the garbage collector that analyzes the program control flow. This analysis is difficult when the program includes exception handling. 20, 21 A serious fault in the garbage collector occurs whenever it collects live objects. If a defect occurs in the component (the map generator), the fault may not manifest itself. This depends on the specific program behavior. As a result, a combination of black box and white box testing strategies is required. Furthermore, complete code coverage is needed in order to fully exercise the map generator. Hence, the second study combines FSM modeling and automatic measurement of code-based coverage.
In the section "Strategies for software testing" that follows, we place our research within the state-ofthe-art of software testing. Then, in the next two sections, "FSM modeling background" and "Modeling and test generation framework," we introduce the tools and techniques we used in our studies-FSM-based modeling and coverage-directed test generation. Next we describe our two case studies in "The POSIX byte range locking study" and "The Java exception handling study" sections. The last section, "Conclusions," contains our final comments.
Strategies for software testing
Two basic approaches to software testing are specification-based testing (black box) and programbased testing (white box). The black box approach to testing 22, 23 focuses on the externally observable behavior of a program under test, whereas white box testing utilizes internal knowledge of the program under test, such as the program control flow or the program data flow. 24 Research on software testing indicates that both approaches are useful in the effective detection of faults. 25 This paper focuses on specification-based, black box testing. 26 a test suite is chosen using some probability distribution. The probability distribution attempts to capture usage patterns of the program under test. The probability distribution can be defined over the space of possible program inputs. Alternatively, a state of a program that accepts inputs is defined by the values of its internal variables. Each program state determines a different probability distribution over the set of program inputs, which yield a Markov chain. For example, if a file is opened for a read operation, a subsequent write operation is illegal, whereas a subsequent read operation is legal. In this case, the program state is determined by the way the file is opened. The history of the test results can be used to derive reliability measures, such as mean time to failure (MTTF) and test stopping criteria.
On the one hand, statistics-based software testing is good at producing formal estimates of program reliability. On the other hand, it is often hard to estimate the typical usage of the software and thus provide an accurate probability distribution. 26 Furthermore, the usage pattern of the software may change, thus requiring the software reliability measures to be re-estimated. Finally, if the cost of a fault is high, as in safety critical software, the testing process must guarantee that the software has no defects even under test scenarios that have very low probability in the usage model.
Strategies have been suggested in References 27 and 28 for the manual selection of test cases from a model in order to minimize the risk of defects escaping to the field. These strategies are applied to a UML model specification in Reference 27 and a version of a statechart model in Reference 28. These approaches are especially relevant as a supplement to automatic test generation.
Coverage-based test generation. Exhaustive black box testing of commercial software systems is impractical due to the size of the input space. Coverage techniques define a set of subdomains whose union contains the input space. The size of this set is usually much smaller than the size of the original input space. Only a representative of each subdomain is chosen in order to cover the input space. The choice of the subdomains is usually guided by some fault model. Test generation techniques have focused on coverage of the input space to meet the testing objectives.
Combinatorial design strategies are used to obtain coverage. For example, the AETG** tool from Bellcore implements a test generation coverage technique based on combinatorial design. 29 In contrast to the state machine enumeration techniques discussed below, combinatorial-based testing techniques are scalable, but do not deal with the selection of stimuli sequences to test the implementation. Recent attempts to deal with this problem are reported for UML specifications using UCBT 30 (use case-based testing) and API testing using SALT. 31 In state machine enumeration, different techniques such as state exploration have been used to generate the tests. All of these test generation techniques have worst-case exponential run time as a result of the reachability state space enumeration. Compared to the combinatorial design strategies, these techniques deal well with the selection of complex stimuli sequences. When using state machines, or any other automated test generation technique, the coverage criteria may be provided implicitly, by stating a general feature of the model, or explicitly by providing a list of all features to be covered. Tau (see Reference 32 for references to these tools). All of these tools are SDL-based and have been applied primarily to telecommunication systems.
The test selection criteria used in implicit test generation are discussed by Horgan et al. 33 An example of implicit test generation is the extended message flow graph (EMFG) state exploration used in Reference 32 to automatically obtain a test suite. A dataflow-oriented criterion is used during state exploration to select the tests. This paper demonstrates the method with the all-use criterion. Others use coverage of the state machine structure as a test selection criterion. For example, ObjectGeode and Tau support structural coverage test generation of the specification. 34 Implicit test generation requires less manual effort compared to the explicit approach, but has less flexibility in the choice of test criteria.
In this paper, we present a different approach to test generation. A projection graph is derived from the specification state machine by the test designer based on some intuitive concern or fault model. During state exploration of the specification state machine, structural coverage of the projection graph is obtained. Thus, the test designer specifies an entire test suite instead of a single test as performed in explicit test generation. In view of the above, our approach requires less manual work than explicit test generation. In addition, the expressive power of the projection graph for specifying selection criteria is stronger than the selection criteria used in the implicit method and may be simpler and more natural than the explicit method. For example, given that the specification describes several processes and their interaction, a projection graph can easily be used to obtain the coverage of the transactions of a single process. This coverage requirement cannot be described by the implicit method and is not easily described by the explicit method, since a goal for each process transaction must be specified.
We apply our approach to the testing of the standard conformance of nontelecommunication software. We use an extension of the Mur description language, 12 which is suitable for software modeling. were integrated with the Rational Rose CASE (computer-aided software engineering) tool. 36 In Reference 37 the SCR (software cost reduction) requirement method was used to specify the software and derive implicit and explicit tests that structurally cover the state machine or verify that system properties are met. As explained in the previous paragraph, the use of state machine projection for test selection criteria differentiates our work from the explicit and implicit approaches.
FSM modeling background
Most software units can be viewed as reactive systems that receive stimuli from their environment and respond by emitting observable output signals and changing their internal state. A system is initialized in one of a known subset of states and its responses to stimuli depend only on its initial state and the sequence of stimuli it received. The system's behavior is specified in a specification document or a standard that describes the valid input stimuli in a given state and the set of acceptable responses to a given sequence of valid stimuli. As such, it is natural to model such systems by state machines. We provide an example of such a model in the following section.
FSM models of software behavior. A state machine is defined to be a 5-tuple (S, I, A, T, R) where S is a set called the state set, I is a subset of the states called the initial state set, A is a set called the input alphabet, R is a set called the response alphabet, and T is a subset of S ϫ A ϫ S ϫ R called the transition relation. The state set and the input alphabet are finite sets. The interpretation given to the transition relation is that (s, a, t, r) ʦ T, if and only if the system, when in state s, reacts to input a by moving to state t and outputs response r. We say that input a is valid in state s if there exist t and r such that (s, a, t, r) ʦ T. We say that the software behaves deterministically if (s, a, t, r) ʦ T and (s, a, q, v) ʦ T imply t ϭ q and r ϭ v.
When testing a software unit, it is important to validate the responses to a sequence of stimuli, as well as the internal state of the software after each stimulus is processed. Although this is not always possible, certain aspects of the internal state may be observable. It is common practice to view the state set S as a subset of the Cartesian product of sets D 1 , In this paper we represent a state machine by the labeled directed graph of the associated Mealy machine, 38 which is defined as follows: each node is labeled by an (n ϩ 1)-tuple that contains the values of the state variables and an output response. Each arc is labeled by a member of the input alphabet. For each response r, a directed arc with label a connects from node (s, r) to the node (q, v), if and only if (s, a, q, v) ʦ T, (i.e., (s, a, q, v) is in the transition relation). An abstract test case is then just a directed path in this labeled directed graph whose initial node is an initial state.
Coverage criteria. The quality of a test suite for a software unit is often measured in terms of its coverage properties. The most commonly used coverage properties refer to aspects of the source code, such as statement coverage, branch coverage, or define-use coverage. For a catalog of software coverage models, see Reference 24. In the context of model-based testing, the most common coverage criteria are state coverage and transition coverage. For the models we use in testing standards compliance, the number of states and transitions is too large to make state or transition coverage a practical measure of the quality of any reasonably sized test suite. The coverage criteria we introduce in this paper are related to the coverage of the projection state machine model.
Let G ϭ (V, A) be the digraph of a state machine with node set V and arc set A. Further, let E be an equivalence relation on V, with [v] denoting the equivalence class that contains v. We define the projection state machine graph
as follows: the nodes of the graph are the equivalence classes under E, so that A coverage task is an abstract concept that is either validated by an abstract test case or not, i.e., there exists a simple decision procedure to decide whether or not a particular task is validated by a particular test case. A test case that validates a coverage task is said to cover the task. A coverage criterion is a set of coverage tasks. An example of a coverage task is a node in the projection state machine graph. An abstract test case (path in the state machine) covers this task, if and only if a representative of the projected state lies on the path.
A natural criterion for the coverage of a standard is that every requirement of the standard is tested by some test case in the suite. We translate these requirements, in a natural way, to various projections of the state machine model. When we use projection state coverage, each coverage task is defined by an equivalence class of states. A test case covers such a task, if and only if it passes through a member of the equivalence class of states. We say that a member of the equivalence class is a representative of the task.
An abstract test case is always a path in the state machine graph. The paths in the state machine graph are always paths in the projection graph, but the converse is not true. It is possible to find a path in the projection graph that does not have a representative path in the state machine. Figure 1A presents a simple state machine with four states, S ϭ {s, a, b, t}, and three transitions. The equivalence relation E ϭ {{a,b}, {s}, {t}} defines a projection graph (see Figure 1B ). In the projection graph, there exists a path of length two from s to t, whereas in the state machine the only path from s to t has length three.
Test translation.
Test cases produced from a state machine model are phrased in the abstract terms of the model. In order to generate executable test scripts these abstract test cases must be translated into concrete form. This involves creating a translation of the stimuli into execution statements and translating the expected responses and observable state variables into executable verification statements. The tools described in the following section include a framework for performing this translation.
Modeling and test generation framework
In this section, we describe the GOTCHA-TCBeans modeling and test generation framework.
System architecture and methodology. We assume that the software under test is specified in some form, probably in a combination of natural language and diagrams or tables, that specifies the valid stimuli and the software's expected responses.
The first step in using our methodology to test the software is to create a state machine model of the specifications in the GOTCHA Definition Language (GDL). This language, described in further detail in the section "Modeling language," is a text-based language that extends the Mur Description Language. 12 The user also uses GDL to write a set of coverage criteria and test constraints to direct the test generation. This is the process 1 (modeling) shown in Figure 2 . In process 2, the GOTCHA tool automatically generates an abstract test suite that satisfies the test constraints and covers each of the tasks specified by the coverage criteria.
The abstract test suite and a translation table written by the tester are the input to processes 3 and 5.
The translation table for the TCTranslator tool can be written either in Java or in XML (Extensible Markup Language). A test execution engine executes this suite. In many practical situations the software under test has already been through a testing phase and a test execution framework already exists (process 4 in Figure 2 ). However, for a new product or one without an execution framework, TCBeans provides a tool, TCExecutor, that performs both translation and execution in a single step and creates a test execution log (see process 5 in Figure 2 ). The advantage of using TCExecutor is that the test log is in a format compatible with the abstract test suite and the faults detected are clearly mapped to the behavior that conflicts with the specifications.
Stack example. Here, we introduce the specification of a stack. The stack class public interface has five methods:
• push(unsigned int i)-pushes the element i onto the top of the stack. Returns OK if the stack is not full, otherwise returns the string IMFULL • pop( )-returns the top element of the stack and OK if the stack is not empty, otherwise returns Ϫ1 and the string IMEMPTY • undo( )-undoes the effect of the previous method call; returns OK if successful or otherwise the string CANTREMEMBER; two successive undo( ) operations are considered unsuccessful.
• delete( )-destroys the stack and returns the memory allocated back to the system • stack(unsigned int i)-creates a stack of size i.
Returns OK if space successfully allocated
In the following example we specify a test suite that focuses on the three methods: push(i), pop( ), and undo( ). We assume that the allocation of space and its return to the system are beyond the scope of the test plan.
Modeling language. GDL is used to describe the abstract notion of a state machine and projection graph. GDL consists of three parts: a section that declares the state variables and other global data, a section of procedures and functions, and a section that describes the valid stimuli and the software response to these stimuli. The syntax and semantics of GDL are taken from the Mur description language (MDL), which is defined in Reference 12. In the following paragraphs we make the differences between GDL and MDL explicit.
The first section of the model description contains declarations of constants, types, and global variables. The global variables in the model are the state variables and result alphabet, which label the nodes of the state machine digraph. In the stack model we define:
• Constants for the maximum integer to be used in testing and the size of the stack to be tested:
• Type definitions for the return code, parameter for the push method, and result of the pop( ) method. We have made a conscious modeling decision to create six return codes rather than using the OK code, for the successful response to push( ), pop( ) and undo( ). This decision reflects our desire to know which method is called and to use this information in the coverage criteria specification. In GDL, as in MDL, all the variables must be composed of either finite subranges of the integers or explicitly enumerated strings. This is to guarantee that the state machine specified is a finite structure that permits state enumeration.
The second section of the model contains declarations and descriptions of functions and procedures (possibly including local variables), used in succeeding sections of the model. These functions and procedures aid readability; they are not essential to the modeling process. For the stack model we define two procedures: PushAction(i) and PopAction( ), which encapsulate the behavior of pushing and popping, respectively, and enable their use by the undo( ) method. In a real implementation of the stack class, these procedures are private class methods. The clear macro sets every member of a data structure to its minimum value.
The procedure PopAction( ) is similar. If the stack is empty, the procedure returns IMEMPTY; otherwise, CANTREMEMBER -
it sets Result.popResult to Stack [1] and updates the stack and its size accordingly.
The third section of the model contains valid stimuli specifications and the responses to these stimuli. These are transition rules that label the arcs (see Figure GDL defines other testing constraints, including a condition for ending a test case. In the stack example we use constraints to insist that each test case end with an empty stack as follows:
This is a Boolean condition (not an assignment) that instructs the test generator that each test case should end at a state where this condition is TRUE.
GDL also contains a variety of test constraint syntax constructs other than the TC_StartTestCase and TC_EndTestCase. These include means for specifying forbidden states, forbidden subpaths, and other forbidden configurations to constrain the test cases generated. Since only TC_StartTestCase and TC_EndTestCase were used in modeling the standards described in this paper, we omit any detailed discussion of the other testing constraints. instructs the test generator to generate up to 36 test cases including a transition from each return code to each other. One such transition is the one from OK_UNDO to IMEMPTY specified above in the some transition coverage criterion. In the stack model, 24 of the 36 combinations are reachable.
Abstract test generation.
The process of test generation is automated by GOTCHA, which explores the state space described by the GDL model. The user has several alternative test generation strategies, including breadth-first search, coverage-directed search, and on-the-fly test generation. Breadth-first search and on-the-fly test generation algorithms are well known. Coverage-first search involves giving priority to exploring states that lead to new coverage tasks before those that lead to areas of the projection state space that have already been encountered.
The principle that underlies GOTCHA's test generation strategy is the construction of a search tree that explores the entire state space. This is done by traversing all the reachable states of the state machine. The set of coverage tasks is constructed by observing each instance of a projection state or transition that satisfies a coverage criterion. An on-line randomization algorithm chooses a reachable representative of each coverage task encountered. GOTCHA 
If no TC_EndTestCase condition can be reached from a particular instance of a coverage task, another representative of the task is chosen. If no TC_EndTest-Case condition is reachable from any reachable representative of a coverage task, then the user is notified of the fact that a reachable task has been identified with no test cases satisfying the test constraints through any of its representatives.
The abstract XML test suite comprises the following elements:
• The name of the model, for example, followed by the state attained after the rule has been applied, for example,
The final element of a test case is a TC_EndTestCase rule name, for example,
Concrete test generation and execution. In both of the case studies reported here, TCTranslator is used to translate the abstract test suite into concrete test scripts. The translation table may be written in simple XML markup language or in Java. TCBeans creates a template for the translation table based on the abstract test suite so that the user is only required to fill in a few fields in the table in order to create the interface. Each element of the XML format in the abstract test case is given a translation template with simple substitution rules. For example, the push(i), iϭ2 rule in the stack example may be translated as rc ϭ MyStack.push(2); every time it appears in an abstract test.
The State elements of the abstract test can be customized to compare rc with the abstract test variable Result.code and to output failure of the transition if they are not equal.
In general, the Rules are translated as stimuli to the system under test. The state elements are translated into verification statements to check that the response of the unit under test matches the expected results predicted by the model. The TC_StartTest-Case rules are translated into code that initializes the test case. The TC_EndTestCase rules are translated into clean-up code at the end of each test case. Using TCTranslator, the tester can supply a prologue and epilogue at the beginning and end of the test suite, respectively. In addition, if the state verification needs to be supplemented with additional checks, additional verification code at the end of each transition may be supplied.
Both the abstract test suite and the suite execution trace can be conveniently viewed through the TCBeans browser. The browser displays the suite as a color-coded tree structure with panels for viewing the state variables and transitions in a test suite. The colors are used to indicate transitions that failed or succeeded during test execution.
The POSIX byte range locking study
The purpose of the Portable Operating System Interface (POSIX) standard is to define an operating system interface and environment based on the UNIX** operating system. This interface supports application portability at the C language source level.
The POSIX standard and its System Application Program Interface 18 are English-language documents. In this section we show that an aspect of the POSIX standard, the fcntl byte range locking APIs, can be described using a GOTCHA model. The model and its testing directives are constructed specifically to generate a test suite of the interface that exceeds all the standards compliance testing requirements. 19 In 1999, the IBM Poughkeepsie Laboratory conducted a function test case generation study using GOTCHA. Certain parts of a POSIX-compliant subsystem 39 were tested again using GOTCHA; these parts included file I/O testing and stress testing. The resources used by the Poughkeepsie team for this testing pilot amounted to 10 person months, including the GOTCHA learning curve. This time is less than the time used to originally test the subsystem (12 person months). The test effort revealed two defects that led to documentation changes. In addition, postmortem analysis showed that 15 of the 18 defects found by the original function test effort would also have been found by this pilot test effort. 40 The fcntl byte range locking test model described below is an expansion of one of the models used in the Poughkeepsie pilot. We have enlarged the model to ensure that all the POSIX standard compliance testing requirements are met.
Derivation of the byte range locking model. We begin by focusing on the data structures and their relationship to the standard.
When two or more processes are accessing a file, they can interfere with each other. The fcntl byte range locking interface provides control over open files so that interference between processes is regulated.
The standard states that a request for a shared lock should fail if the file was not opened with read access. We model the ways in which this file can be opened using the standard macros and an additional macro for modeling failure in opening a file. /* * O_RDONLY, O_RDWR, O_WRONLY are the * standard macros used when a file is * opened for read, read/write, and write * respectively */ Type open_t: enum { O_RDONLY, O_RDWR, O_WRONLY, BAD_FILE_DESCRIPTOR};
The standard defines a file as a range of bytes. A lock is associated with a subrange of bytes in the file. There are two types of locks, shared locks (F_RDLCK) and exclusive locks (F_WRLCK). We chose to model the file as a two-dimensional array. The array is indexed by the byte offset in the file and the process accessing the file. The process also indexes an array that describes how the file was opened. A further Boolean flag is included in the file data structure to indicate whether or not the file was extended beyond its original size. In our model, we only allow a file to be extended once, although there is no such restriction in the POSIX standard. This restriction was introduced both to reduce the size of the state space and because defects that involve more than one extension of the file are beyond the scope of this model. These entities are the important aspects of the FSM state.
Having defined the data model, we then derive the FSM transitions from the standard. The model's transitions consist of operations on the file and operations on the processes. The file operations are the fcntl( ) byte range locking operations and operations to open and close the file. The operations on the processes are signal, wake, and put to sleep.
The POSIX API standard states:
When a shared lock has been set on a segment of a file, other processes shall be able to set shared locks on that segment or a portion of it. A shared lock prevents any other process from setting an exclusive lock on any portion of the protected area. A request for a shared lock shall fail if the file descriptor was not opened with read access.
The portion of the standard cited above is translated into a GOTCHA rule (or transition) that models the fcntl( ) byte range operation. We assume that a transition is caused by calling the fcntl( ) byte range lock command with parameters 1_type, 1_start, 1_whence, and 1_len. The names of these parameters are taken from the POSIX standard. The 1_type parameter determines if the file was opened for a read operation, a write operation, or both. The 1_start parameter determines the offset of the beginning of the byte range to be locked while the 1_len parameter determines the length of the byte range to be locked. The 1_start offset is calculated relative to the beginning of the file, the current file offset, or the end of the file. This is determined by the 1_whence parameter. In this model, state machine transitions are mapped to POSIX API invocations such as the fcntl( ) API invocation described above. As a result, an abstract test represents a sequence of POSIX APIs invocations. In addition, as each transition rule models the return value of the corresponding API, GOTCHA generates the abstract tests in which the POSIX API invocation's expected result are provided. When an abstract test is run, TCBeans compares the expected result of each POSIX API invocation against the actual result of the API invocation of the system under test. In this particular case, TCTranslator is used to produce an input to an execution framework of the system under test that actually runs the test.
The semantics of a GOTCHA rule is that code describing a transition is executed atomically. This means that the model is much simpler than the actual im-plementation that must deal with the concurrent process execution. We derive the rest of the model in a similar way.
Using coverage models to focus the abstract test suite. Five coverage criteria guide the test generator. Each of the criteria focuses on a different aspect of the standard. The three main criteria use state and transition projection to create sets of coverage tasks that include those required by the standard. Two further criteria ensure the coverage of two additional test requirements.
The first coverage criterion is directed at lock collisions. Two locks have a collision if their byte ranges overlap. The standard specifies when a shared lock or an exclusive lock can overlap. For example, the byte ranges of a shared lock can overlap the byte ranges of another shared lock, but cannot overlap the byte range of an exclusive lock. Our objective is to create tests that exercise all possible collisions. As a result, our coverage criterion requires that a shared lock and an exclusive lock be attempted whether or not there is an overlap with an existing lock. When there is an overlap with an existing lock, the overlap can occur either with a shared lock or with an exclusive lock. This coverage criterion includes the following six coverage tasks:
The coverage criterion is implemented by creating a special return code for each of these situations and specifying a coverage criterion that automatically guarantees that each return code occurs in some test. The GOTCHA code that specifies this coverage criterion is presented below.
CC_State_Projection /* A GOTCHA keyword */ ON result: return_code_t;
GOTCHA generated tests that satisfy this criterion. As a result, 20 requirements of the POSIX test standard were met.
The second coverage criterion deals with waking up processes that wait on a lock. The requirements in the standard that deal with this case are modeled by a transition from pid_state ϭ ASLEEP to pid_state ϭ AWAKE. When such a transition occurs, the standard requires that three different collision types be observed. The result variable of the GOTCHA rule that models the fcntl( ) operation tracks the occurrence of collisions of these types. Thus, we create a transition projection criterion, which projects the target state of the transition onto this variable as follows: CC_Transition_Projection FROM_CONDITION pid_state [1] .state ϭ ASLEEP FROM TRUE; TO_CONDITION pid_state [1] .state ϭ AWAKE TO result: return_code_t;
The interpretation of this criterion is that a process transfers from a sleep (ASLEEP) state to a running AWAKE state while the values of the return_code_t are returned. The different values of the return_code_t represent different collision types.
This criterion resulted in the satisfaction of five additional requirements in the POSIX test standard.
Each of the standard testing requirements
19 is mapped to a coverage criterion, which ensures that the test generator creates a test suite that covers all these requirements. We covered 31 requirements using only five distinct coverage criteria. Our test suite covers additional situations not mentioned in the standard for measuring POSIX conformance. The test suite contained nine test cases, with an average of 15 API calls per test case.
There are five testing requirements in the standard that are not necessarily covered by our test suite. Three of these (D04, 51c, and 52d) are related to deadlock detection and are optional test requirements since they are implementation-dependent. The other two (33a and 50b) are related to lock inheritance when fork( ) is invoked and to the system limit for total number of locks. To avoid state explosion and to improve readability, a different model should be written for the fork( ) operation. It is our practice to avoid writing a complete model to meet one test requirement. As a result, these two test requirements are better covered using a hand-generated test.
The Java exception handling study
Java supports an exception handling facility that makes programs robust and simplifies the task of error handling. Error conditions are caught using the try, catch, and finally constructs. However, the exception handling mechanism complicates control flow analysis and type analysis.
The Java Language Specification 41 describes the operational behavior of the exception handling mechanism and specifies which exception value should be returned in each case. The description includes 17 conditional statements nested up to four levels deep. This permits code with very complex execution flow, making flow analysis extremely complicated. In addition, the scopes of variables across exception boundaries complicate both data flow and type analysis. Efforts were made to formalize the exception handling specification for the purpose of verification. 42 Control flow analysis of a program is useful for codecoverage analysis; for example, structural testing techniques, 43 regression testing (e.g., Reference 14), data flow testing (e.g., References 44, 45), program slicing, type analysis, precise garbage collection, program optimization, and verification. One such type analysis determines if the value of a variable or an operand stack entry has a reference or not.
In this case study, we tested the type map generator component of a type-accurate garbage collector. 46 For each Java method, this component generates the program control flow graph from the byte-code and analyzes the types of all the possible computed values (values of each local variable and each entry in the Java operand stack). For each possible garbage collection point in the code, the component generates a map that specifies the type of each variable and entry in the Java stack. The garbage collector uses the type information in the map to locate all the references on the program stack that point to objects on the heap at each execution point.
The most complicated part of this component is the generation and analysis of the exception handling control flow graph, sometimes referred to as the jsr problem. 20, 21 The map generation algorithm is complex and the effect of a defective map on the program behavior is remote and indirect, thus making it hard to relate to the incorrect map. Some other prototype-based systems that use maps are the Jalapeño virtual machine 47 and Stichnoth et al. 48 Java garbage collector. There are no reports in the literature on the testing of these systems.
To tackle the complexity of the testing, we chose to model the exception handling feature of the Java language using GOTCHA, thus generating stronger test suites. The tests generated from the model are Java programs with complex combinations of the try, catch, and finally constructs. These programs exercise the exception handling mechanism and increase the code coverage of the component compared to the code coverage obtained by the standard JCK1.3 tests and the standard SpecJVM tests. In addition, these tests revealed four new defects in the component under test.
Java language exception handling feature. A Java method can throw two types of exceptions:
1. An unchecked exception is caused by a run-time error (e.g., division by zero) that can occur at any place in the method. 2. A checked exception is generated explicitly by a throw statement at a given point in the method.
A checked exception may be caught by some handler or can propagate to the calling method.
The try {block} catch {handler} finally {handler} statement catches an exception. The code within the try block is executed until either an exception is thrown or the end of the block is reached. If an exception is thrown, the catch clauses (when they exist) are examined to find the first clause that can handle the exception object. If the exception is not caught it will percolate back to the calling method. The rules that define when to propagate the exception object, what needs to be finalized before the propagation, and which environment to pass with the exception object (e.g., values of local variables) are very intricate.
The following code is a simple example of try statement use: The try statement is implemented like a subroutine and is translated to byte code using the jsr (jump subroutine) and ret (return) opcodes. The jsr and ret opcodes provide the return address. Unlike subroutines, the return address points to the end of the try statement rather than the code that follows the place of the exception invocation. In addition, a new frame is not generated on the stack when the exception handler is invoked. These two features complicate control flow analysis and break the Gosling property. 49 The Gosling property is important for type analysis because it ensures that, if some instruction can be reached via multiple paths on which a local variable contains incompatible values (the type of values cannot be unified), then this local variable is unusable. The result of the Gosling property is the ability to obtain locally the type value of each variable and each entry on the operand stack for any code location.
Exception handling model derivation. We developed two GOTCHA models to test the correctness of the type analysis component. Both models were derived from the Java Language Specification. 41 The first model corresponds to an FSM in which the legal transitions are explicitly given at each state and the transition rules follow the operational semantics provided by the language specification. The value of currentStmt determines the model state (see model description below). The currentStmt is used in the precondition of each rule that results in a model that mimics the language specification precisely. We illustrate the tight relation between the model and the language specification by providing parts of the try statement specification and its FSM model below:
• If the execution of a try block completes normally, then the finally block (if it exists) is executed and the choices (which are modeled by the finally state) are:
The finally block completes normally . . . The finally block completes abruptly . . .
• If the execution of a try block completes abruptly because of a throw of a value V, then the choices are:
There is a proper catch statement for V . GOTCHA generates all possible sequences of states and rules (abstract tests), which the TCTranslator translates to the corresponding Java programs (see the subsection "Abstract and concrete test cases," below).
The resulting model differs from the first model in that the body of the transition rule does not contain a control flow. Instead, preconditions are used to restrict the firing of transitions in the model. This model generates far more interesting test cases, but seems more remote from the original standard definition. One of the reasons this model generates better test cases is that its structure enables deeper levels of recursion in the test cases before state explosion is encountered. The state explosion problem is mitigated in this model by the use of seven testing constraints that forbid certain kinds of test cases and, thus, limit the reachable state space. For example, we limited the generation of exceptions in the try clause at the highest level of nesting using the test constraint statement given below. The statement forbids the generation of a system_exception whenever a try statement occurs at nesting level 0 in the Java program generated as a test case. The TCBeans markup language also contains clauses for generating validation code in the concrete test suite, using the abstract test as an oracle for comparison with the output of the application under test. The validation tags were not used in this case study.
Verifying the test results. In this study, we do not use the model for the automated generation of expected test results. Instead we built a system that generates type information at run time and checks the correctness of the corresponding type maps. This check is necessary since faulty type maps may not cause a program failure. Erroneous maps may identify a slot on the stack as a reference when it is not or miss a reference, which may cause the collection of a live object. In the second case the program may not fail if there is another reference to the object or if the garbage collection starts after the last use of the object.
The above system was implemented by instrumenting the JVM (Java virtual machine) interpreter to perform direct verification of the data contained in each type map. The instrumentation generates type information for operands and local variables during run time. To minimize the changes to the original JVM code we stored this information on a "shadow" stack manipulated in parallel to the JVM interpreter stack. Upon entry to a method, the information of the shadow stack is initialized with the types of the method arguments. The type information on the shadow stack is updated following the execution of each bytecode that affects the stack.
Whenever the execution of a method reaches a point for which a type map exists (the maps are generated when the method is first loaded), the map is retrieved from the repository and compared with the type information on the shadow stack. The instrumented code reports an error whenever there is a mismatch between the information on the shadow stack and the type map values.
Experimental results and the strength of the exception handling model. We used the test suite generated by our model as a stress test for the type map generator component of a new type-accurate garbage collector. 46 The map generator package contains four files, written in C, which include 6914 lines of code distributed over 2681 basic blocks.
We used ATAC 50 to measure statement coverage. Each defect was repaired before testing continued. We first tested the map generator component by running the JCK 1.3 (Java Compatibility Kit) compliance and SpecJVM tests. These test suites exposed 16 defects (3 design defects and 13 implementation defects) and reached 78 percent statement coverage. We then ran all test cases generated by our second abstract model. Four new defects (2 design and 2 implementation defects) in the corrected map generation code were found and the statement coverage rose to 83 percent. Our final testing activities involved manually creating specific test cases aimed at a level of abstraction lower than that exposed in the model (bytecode, rather than Java source code). These hand-generated test cases exposed one further design defect.
The defects found using the automatically generated test suite are characterized by the complex nature of the jumps and returns from the blocks of code generated from a try catch finally combination. A representative defect of this type occurred when two blocks of code, A and B, jumped to the same catch block. The local variable x is a reference in A and it occurs in B, but not as a reference. The variable x is not referenced in the catch block, so the catch block could be consistently executed. However, at the exit from the catch block, the type of x had to be retrieved from a map dependent on whether the catch block was entered from A or B. To perform this correctly, the map generator should have generated and stored two distinct maps, but in the defective code only one map was generated and stored.
Conclusion
In this paper we demonstrated that behavioral models can be derived from software specifications and used for the creation of test suites for standard compliance. In the first study, the automatically generated test suite covered the POSIX standard testing requirements. 19 In addition, we demonstrated in each case study that the test suite is of high quality by running it against an implementation of the specification and locating defects that were not found by more traditional test suites. We also demonstrated in the Java exception handling case study that the test suite considerably improves the code coverage attained by more traditionally generated test suites.
In each study the effort involved in creating the test suite was surprisingly low. The human resources required for the first study, including the one-time investment of learning new tools and methodologies, was 17 percent less than the time spent testing the file system by conventional methods. In future use of the techniques, one could reasonably expect additional resource savings. In the second case study, the time spent on modeling and testing was three to four person months, approximately half the time spent on similar systems (see, for example, Somerville's book 51 ).
The skills required for the use of our techniques are not usually found in existing testing organizations. Testers with some programming knowledge can acquire these skills quickly. In the first case study, the testers received an intensive four-day course on the tools and methodology; in the second study, the testers studied the manuals and had a two-day course.
A well-known drawback of FSM modeling is the tendency for models to suffer from a combinatorial ex-plosion. We have two strategies for dealing with this problem. Our modeling language has testing constraints that enable the state exploration algorithm to prune the search tree. We also use on-the-fly test generation to create test cases in the exploration of extremely large state spaces. The drawback of the on-the-fly approach is the loss of a functional coverage guarantee. On-the-fly generation was not necessary in either of the case studies.
A further issue with automatic test generation is the tendency of test suites to grow out of control. We treated this issue by using coverage criteria to shape and limit the size of the test suite. Our projection state and projection transition coverage criteria can be used to create a focused test suite with the appropriate randomization of nonessential variables that increase the likelihood of fault discovery.
A more general conclusion concerns the applicability of our results to the creation and maintenance of software standards. We have shown that a model of some specification of a standard can be efficiently used to both specify the standard and later generate conformance tests of high quality. This leads us to recommend that the standards themselves be written as a set of formal models. This increases the maintainability and accuracy of the specification and enables both formal verification and automatic test generation as well as possibly performance modeling and simulation experiments. This approach is already in use in the telecommunications industry, where there are ITU (International Telecommunications Union) standards for modeling languages (e.g., SDL) and test suites (e.g., TTCN, 
or Testing and Test Control Notation).
A possible objection to this approach is the difficulty of handling a massive standard such as POSIX in a single finite state machine model that captures all of its interesting external behavior. The POSIX standard consists of a series of component-level functionalities, each of which can be modeled separately with limited interactions between the components. The standard's test requirements are also decomposed along these lines. For example, it is possible to separate the process primitives from the file and directory operations. This makes a component-bycomponent modeling approach feasible.
A further conclusion relates to the use of these techniques in general software development processes and not just in the testing of standards conformance. When the software has a well-defined specification document and the quality demands of the product justify a significant testing effort, then these methods have proved their efficiency in the case studies. In both case studies, we found it necessary to augment the automatically generated test suites with a few well-chosen manual tests. The use of modelbased strategy and automatic test generation is not a silver bullet to solve all testing problems; however, the evidence presented here indicates that it is a valuable weapon in the developer's armory and has clear advantages over the more traditional approaches.
