Introduction
Standard visual servoing approaches proposed in the literature mainly constitute position-based visual servoing, image-based visual servoing (IBVS), and 2.5D or hybrid visual servoing (Hashimoto, 1993; Hutchinson et al., 1996; Malis et al., 1999) . For servoing, desired features are extracted from the observed target using eye-in-hand camera following teaching-by-showing approach. Furthermore, it is assumed that camera has image features always in sight. Based upon the extent of known control input parameters, the visual servoing approaches can further be classified as model-based and model-free. In model-based approach, we have prior information about camera and object model (Wilson et al., 1996) . The accurate knowledge of these parameters is vital, absence of which incurs performance deterioration and induces instability. To overcome this problem, one solution is to use model-free approach using IBVS, which requires no prior information of camera or object model (Espiau et al., 1992; Malis and Chaumette, 2002) .
Consequently, it helps to reduce computational delay and unwanted errors due to camera calibration (Espiau, 1993) .
In IBVS, task-error function is based upon 2D image features, whereas manipulator is controlled using independent joint control or Cartesian-based control. Therefore, it is necessary to develop relationship between feature velocity and kinematic screw velocity. The interaction matrix (image Jacobian) captures this relationship. If we look into structure of this matrix, it is revealed that camera focal length, depth information of the object w.r.t camera and image features are required to compute the matrix. Once again, camera parameters as well as 3D pose information involved in the interaction matrix is expected to be known. Thus, model-free scheme is still vulnerable to errors. Recently, Hu proposed homography based visual servo control which recompense for unknown depth and camera parameters adaptively (Hu et al., 2009) . Hao and Sun (2008) utilized adaptive recursive-leastsquare (RLS) algorithm for eye-in-hand case. Unfortunately, all these techniques somehow depend upon knowledge of camera parameters. Therefore, there are still some chances of system being unstable. This motivated many researchers to propose various approaches that are independent to camera and kinematic parameters and object model. These methods are primarily based upon investigating image and robot manipulator Jacobian without taking into account their analytical forms (Hosoda and Asada, 1994; Jagersand et al., 1997) . Image and robot Jacobian are combined and termed as composite Jacobian in this paper. Piepmeier developed a dynamic quasi-Newton method using RLS Jacobian estimation scheme (Piepmeier et al., 2004; Piepmeier and Lipkin, 2003) . Contrary to the previous ones, these methods do not involve any camera and 3D pose information. However, the common problem with these techniques is memory requirement to store previous updated values, and the requirement of strong initial guess for Jacobian. In some cases, these algorithms can go totally wrong because of this initial guess. Su et al. (2008) presented detailed survey for estimating Jacobian, based upon different schemes and investigated their performance individually.
In this paper, we propose a new framework for visual servoing. The main idea comprises exploiting linear matrix inequality (LMI) optimization to determine composite Jacobian without using any prior knowledge of camera and object model or kinematic parameters. In the last decade, some researchers have employed LMI framework to deal with nonlinear systems (Boyd et al., 1994) . Homogenous form and LMI optimization were utilized to estimate the camera displacement of stereo vision systems via minimization of the algebraic error over the essential matrix manifold (Chesi, 2009a, b) . The scheme proposed in this paper is considered as the first step towards employing LMI for Image-based paradigm in an uncalibrated environment. The approach adopted here is based upon transpose Jacobian control, which consequently leads the system to be singularity free. Moreover, the algorithm is also independent to camera calibration and object model. This helps our scheme to be robust in the dynamic environment. Unknown composite Jacobian matrix is determined using LMI. Furthermore, closed-loop global asymptotic stability including full nonlinear robot dynamics is proved by employing the Lyapunov's direct method. We are not actually focusing on recovering the exact unknown parameters of the composite Jacobian; rather, our emphasis lies in attaining such values that ensure system stability and convergence by minimizing the error norm.
Theoretical background
The robotic system considered here is comprised of a robotic manipulator, in which camera is rigidly attached to the endeffector. The mathematical description of robot dynamics, differential kinematics and interaction matrix are detailed below (Lewis et al., 2004) .
Robot dynamics
In the absence of friction or other disturbances, the dynamics of a serial n-link robot can be written as:
where:
n £ n symmetric positive definite manipulator inertia matrix. Vðq; _ qÞ _ q n £ 1 vector of centripetal and coriolis torques. g(q)
n £ 1 vector of gravitational torques. 
Robot differential kinematics
The differential kinematics of a manipulator gives the relationship between joint velocity _ q and corresponding end-effector translational velocity v c and angular velocity v c . They are related via translational J v and rotational component J w of Jacobian:
where J v and J w are 3 £ n matrices. By combining (3) and (4), we have:
v c ¼ ðv c ; v c Þ denotes kinematic screw velocity vector and the matrix J ¼ ðJ v ; J w Þ is called manipulator Jacobian.
The interaction matrix
The objective of vision-based control is to minimize an error j(t), which is typically defined as:
where s ¼ (u, v) represents the coordinate of image point expressed in pixels at current time t, and s d contains desired features. In this paper, target is considered stationary, i.e. s d is constant, and changes in s depend only upon eye-in-hand camera motion. The relationship between feature velocity _ s and screw velocity v c is developed as:
where L s [ R k£ 6 is the interaction matrix. The structure of the interaction matrix can be defined as (Hutchinson et al., 1996) :
In this matrix, Z is the depth of point relative to cameracoordinate frame, and f represents camera focal length. By plugging v c from equation (5) into equation (7), we have:
The interaction matrix and manipulator Jacobian can be combined together to form a single matrix:
where J c [ R k£ n is known as composite Jacobian. Any control scheme that uses interaction matrix of the form defined in equation (8) must have an accurate knowledge of camera intrinsic parameters and 3D pose. Furthermore, kinematic parameters are required to determine the manipulator Jacobian. In our case, it is assumed that we have no prior information of any of these parameters. Therefore, LMI optimization is utilized to determine the optimal solution of J c without any prior information of camera or robot kinematic parameters. Equation (10) then can be rewritten using optimal solution of J c as:
Using equations (6) and (11), we can obtain relationship between _ q and time variation of error _ j:
This equation ensures that _ j ¼ 0 is possible only if we have _ q ¼ 0. The control aim is to ensure that:
We make the following assumptions:
A1 
Simple visual servo controller
In IBVS, feature's position can only be determined through camera; thus, direct knowledge of q d is not available. Usually, q d can be obtained by solving the inverse image and kinematics problem. However, in this paper, direct visual servo control is implemented that computes joint torques; hence, using vision alone to stabilize the mechanism. The control input t which is fed to the manipulator is calculated using proposed control law:
This controller is a from of computed-torque-like control law. € q d is the acceleration of desired joint angle, u is the control input function, and g is the gravitational torque. The gravitational torque is included in the control law as it improves the tracking performance. If we develop relationship between desired joint velocity and desired feature velocity using equation (11), it will be:
From assumption A1, we have _
Subsequently, using equation (13) we obtain:
The control input u chosen here is the Proportional feedback which includes transpose Jacobian, and is desired to stabilize the overall scheme, so that j goes zero:
where K p [ R k£ k is a diagonal positive-definite proportional matrix, which means that each axis is controlled separately. l is a positive gain and has value between 0 and 1. J * c is calculated using the LMI optimization algorithm fulfilling constraints as well as satisfying performance criterion. By plugging control input u from equation (16) into equation (15), the overall robot arm input becomes:
It is worth noticing that the controller directly uses the feature error vector j. This means that the manipulator input is directly computed based upon image feature error. The controller also requires knowledge of the composite Jacobian J *T c and gravitational torque g. Figure 1 shows a closed-loop block diagram of the system. The overall closed-loop system is obtained by substituting the control action t from equation (17) into the robot dynamics equation (1):
The system behavior can be written in terms of the state vector
as (Kelley et al., 2000) :
Notice that the closed-loop system is described by an autonomous nonlinear differential equation. From assumption
Before deriving LMI and performing closed-loop stability analysis, we first review Lyapunov's direct method which will be employed to ensure stability (Khalil, 1996) .
Lyapunov's theorem. Given a positive definite function V ðxÞ . 0 ;x -0 and an autonomous system _ x ¼ f ðxÞ, then the system _ x ¼ f ðxÞ is stable if:
LMI optimization and stability
To derive the LMI and ensure stability, following Lyapunov function candidate is chosen:
The time derivative of V is given by:
which then simplifies to: 
Arm + camera
By employing closed-loop dynamics equation (18), it follows that:
Since, 1=2 _ q T ðV 2 V T Þ _ q ¼ 0 using skew-symmetric property, we have:
Making use of the Property 1, we can cancel out some terms. Also, if we would like to ensure exponential decoupled decrease of error, we use _ j ¼ 2lj:
Writing this in LMI form, we have:
J * c is the on-line update parameter in this case, where K p is the gain matrix chosen by the designer. The decaying factor l has a value 0 , l # 1 also chosen by the designer, and its choice determines the rate of convergence. The controller based upon these unknowns ensures that the system exhibits convergence as well as stability by minimizing the error norm:
The constraint imposed on composite Jacobian is that its norm should remain less than 0.5. The asymptotic stability of the system is ensured if we have:
The optimal solution of J c has its effect on the asymptotic stability of the system. One possible choice is to calculate its optimal value during an off-line step. But, this seems inappropriate where depth of points and camera focal length are varying. This can also cause system to reach local minima. Therefore, to ascertain global asymptotic stability J c must be updated at each iteration of the control scheme.
Since the LMI introduced in equation (27) is such that it always ensures negative definiteness for equation (26) . Hence, _ V is globally negative definite function. Therefore, by invoking the Lyapunov's direct method, it can be concluded that
is a stable equilibrium. The whole process needs no prior information about camera or object model. The LMI established in equation (27) is solved using convex optimization.
Simulation results
In order to validate the approach presented in Section 3, three different cases are simulated using MATLAB 7.5 with Simulink, CVX Toolbox and Video and Image Processing Blockset (Grant and Boyd, 2009) . PUMA560 robotic arm is used for manipulation and its dynamic parameters are adopted from Armstrong et al. (1986) . The camera is affixed to the end of robotic manipulator, and the images are stored in 512 £ 512 resolution. In our case, the target is a planar object with four circles drawn on it. The circles of different radii are drawn in black on a white background. By means of these radii, we can easily correspond feature errors vector between initial and final image. Our point of interest for visual servo control is pixel value of the centroid of these circles. Feature extraction is an important part of visual servoing. The proposed image processing scheme captures gray scale image. To reduce computational effort, the image is downsized to 50 percent. Contrast stretching is applied for adjusting its intensity values, and then this processed image is converted into binary image using auto threshold (Gonzalez and Woods, 2002) . The centroid of the circles can be determined when blob analysis is applied to this binary image (Mikolajczyk and Schmid, 2004) . Then centroid values are restored to their original by multiplying with a scale factor of 2. Now, we will analyze the proposed scheme based upon three different cases. ½128; 320; 256; 320; 256; 192; 128; 192. It is essential to initialize camera from a place, where features are in camera fov. The plot for feature errors and error norm can be shown through Figure 2 . It can be examined easily that the initial error norm is quite large in magnitude. In case of large error norm and translational movement, there are always some chances of instability (Chaumette, 1998) . However, the proposed controller behaves well in this situation. Both the error plots exhibit exponential (asymptotic) stability. It is also notable that in visual servo control it is very difficult to achieve [capsverbar]j[capsverbar] ! 0 absolutely, because of the nonlinearities involved in the system. Instead, it is desired that error stays in a small neighborhood of equilibrium point. If we look at the feature errors in Figure 2(b) , it can be observed that error enters the acceptable range of^6 pixels only after 82 iterations. Therefore, the controller exhibits stability as well as convergence. The trajectories made by features between initial and final points are shown in Figure 3(a) . It can be witnessed that image trajectories achieve geodesic path, which ensures that camera will follow a straight-line trajectory in real-world coordinates, as shown in Figure 3(b) . As joint velocities _ q (Figure 4 ) of the robotic arm come across zero, this will also cause _ j approach zero. The constant gain l ¼ 0.9 is used for the case, where gains used for matrix K p are ð2:5 £ 10 2 ; 0:9 £ 10 2 ; 1 £ 10 2 ; 1 £ 10 1 ; 1 £ 10 1 ; 1 £ 10 23 ; 1 £ 10 23 ; 0:9 £ 10 22 Þ. Figure 5 .
[capsverbar]j[capsverbar] . reaches 0.1315 after 100 iterations. This proves that the visual scheme worked well for the rotation case. The controller manages to converge error approximately to zero, because a more complex case, i.e. translational movement is not involved. The feature errors reach the acceptable range of^2 pixels just after 46 iterations, as can be shown from Figure 5 (b). All feature errors exhibit exponential behavior. The feature points trajectory in 2D image and the camera trajectory in 3D cartesian coordinates is shown in Figure 6 (a) and 6(b) correspondingly. It can be observed that there is no translational movement along any axis. The translation error involved along X,Y,Z-axis is less than 10
. The joint velocities of robotic arm are shown in Figure 7 . As controller designed is based upon independent control, only one joint will move and others will remain at rest. The constant gain l ¼ 1 is considered in this case. The gains used for positive diagonal matrix K p are ð1 £ 10 2 ; 1 £ 10 2 ; 1 £ 10 2 ; 1 £ 10 2 , 1 £ 10 1 , 2.5 £ 10 Case 3: translation 1 rotation case In the third case, generic camera displacement is involved which constitute translational as well as rotational movement. To make it more generic and test its versatility, some displacement is applied at each of robot's joint. Thus, the controller's effectiveness can be ensured. The features extracted at initial position are s(0) ¼ [141, 243, 239, 325, 322, 228, 224, 145] . The feature's error norm and feature errors can be shown through Figure 8 . Once again, both error plots exhibited exponential decrease. Just after 2 For precision task, the requirement can be less than 5, but for positioning case, where we are less specific towards accuracy, the requirement can be a bit relaxed. For such cases, it is desired to position camera within some region of interest. Although initial error is quite large for some features, the visual servoing scheme converges at a very fast rate, and just after 64 iterations, feature errors enters into the acceptable range of^6 pixels. 
Conclusions
In this paper, we have proposed a new approach for visual servoing based upon the use of LMI optimization. To the best of our knowledge, this is the first time that LMI optimization is employed for uncalibrated IBVS. The algorithm neither makes use of camera calibration parameters nor 3D pose information; hence, it is robust in the dynamic environment. In addition, the scheme is independent to robot kinematic model. Therefore, any serial n-link robot arm can be used for manipulation. It also has its benefits when a zooming camera is used for manipulation due to its unresponsive nature to changes in the intrinsic parameters. Global asymptotic stability of the closedloop system is determined using Lyapunov's direct method. The absence of visibility constraint reflects the inadequacy of the method in the presence of some obstacles or noise. Thus, future work can be devoted to incorporate the visibility constraint in our method and its implementation on real objects. 
