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With recent advances in computer vision, researchers have been able to demonstrate impressive
performance at near-human-level capabilities in difficult tasks such as image recognition. For ex-
ample, for images taken under typical conditions, computer vision systems now have the ability
to recognize if a dog, cat, or car appears in an image. These advances are made possible by uti-
lizing the massive volume of image datasets and label annotations, which include category labels
and sometimes bounding boxes around the objects of interest within the image. However, one ma-
jor limitation of the current solutions is that when users apply recognition models to new domains,
users need to manually define the target classes and label the training data in order to prepare labeled
annotations required for the process of training the recognition models. Manually identifying the
target classes and constructing the concept ontology for a new domain are time-consuming tasks, as
they require the users to be familiar with the content of the image collection, and the manual process
of defining target classes is difficult to scale up to generate a large number of classes. In addition,
there has been significant interest in developing knowledge bases to improve content analysis and
information retrieval. Knowledge base is an object model (ontology) with classes, subclasses, at-
tributes, instances, and relations among them. The knowledge base generation problem is to identify
the (sub)classes and their structured relations for a given domain of interest. Similar to ontology
construction, Knowledge base is usually generated by human experts manually, and it is usually
a time-consuming and difficult task. Thus, it is important and necessary to find a way to explore
the semantic concepts and their structural relations that are important for a target data collection
or domain of interest, so that we can construct an ontology or knowledge base for visual data or
multimodal content automatically or semi-automatically.
Visual patterns are the discriminative and representative image content found in objects or local
image regions seen in an image collection. Visual patterns can also be used to summarize the major
visual concepts in an image collection. Therefore, automatic discovery of visual patterns can help
users understand the content and structure of a data collection and in turn help users construct the
ontology and knowledge base mentioned earlier.
In this dissertation, we aim to answer the following question: given a new target domain and
associated data corpora, how do we rapidly discover nameable content patterns that are semantically
coherent, visually consistent, and can be automatically named with semantic concepts related to the
events of interest in the target domains? We will develop pattern discovery methods that focus on
visual content as well as multimodal data including text and visual.
Traditional visual pattern mining methods only focus on analysis of the visual content, and
do not have the ability to automatically name the patterns. To address this, we propose a new
multimodal visual pattern mining and naming method that specifically addresses this shortcoming.
The named visual patterns can be used as discovered semantic concepts relevant to the target data
corpora. By combining information from multiple modalities, we can ensure that the discovered
patterns are not only visually similar, but also have consistent meaning, as well. The capability of
accurately naming the visual patterns is also important for finding relevant classes or attributes in
the knowledge base construction process mentioned earlier.
Our framework contains a visual model and a text model to jointly represent the text and visual
content. We use the joint multimodal representation and the association rule mining technique to
discover semantically coherent and visually consistent visual patterns. To discover better visual
patterns, we further improve the visual model in the multimodal visual pattern mining pipeline,
by developing a convolutional neural network (CNN) architecture that allows for the discovery of
scale-invariant patterns. In this dissertation, we use news as an example domain and image caption
pairs as example multimodal corpora to demonstrate the effectiveness of the proposed methods.
However, the overall proposed framework is general and can be easily extended to other domains.
The problem of concept discovery is made more challenging if the target application domain
involves fine-grained object categories (e.g., highly related dog categories or consumer product
categories). In such cases, the content of different classes could be quite similar, making automatic
separation of classes difficult. In the proposed multimodal pattern mining framework, representation
models for visual and text data play an important role, as they shape the pool of candidates that are
fed to the pattern mining process. General models like the CNN models trained on ImageNet,
though shown to be generalizable to various domains, are unable to capture the small differences in
the fine-grained dataset. To address this problem, we propose a new representation model that uses
an end-to-end artificial neural network architecture to discover visual patterns. This model can be
fine-tuned on a fine-grained dataset so that the convolutional layers can be optimized to capture the
features and patterns from the fine-trained image set. It has the ability to discover visual patterns
from fine-grained image datasets because its convolutional layers of the CNN can be optimized to
capture the features and patterns from the fine-grained images. Finally, to demonstrate the advantage
of the proposed multimodal visual pattern mining and naming framework, we apply the proposed
technique to two applications. In the first application, we use the visual pattern mining technique to
find visual anchors to summarize video news events. In the second application, we use the visual
patterns as important cues to link video news events to social media events.
The contributions of this dissertation can be summarized as follows: (1) We develop a novel
multimodal mining framework for discovering visual patterns and nameable concepts from a col-
lection of multimodal data and automatically naming the discovered patterns, producing a large
pool of semantic concepts specifically relevant to a high-level event. The framework combines vi-
sual representation based on CNN and text representation based on embedding. The named visual
patterns can be required for construct event schema needed in the knowledge base construction
process. (2) We propose a scale-invariant visual pattern mining model to improve the multimodal
visual pattern mining framework. The improved visual model leads to better overall performance in
discovering and naming concepts. To localize the visual patterns discovered in this framework, we
propose a deconvolutional neural network model to localize the visual pattern patterns within the
image. (3) To directly learn from data in the target domain, we propose a novel end-to-end neural
network architecture called PatternNet for finding high-quality visual patterns even for datsets that
consistent of fine-grained classes. (4) We demonstrate novel applications of visual pattern mining
in two applications: video news event summarization and video news event linking.
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
1.1 Background and Motivation
Automatic visual content analysis has been studied for decades. People use automatic techniques
to analyze and understand the visual content in images or videos, and have already made great
progress in applications such as image classification, object detection, and video summarization.
However, it is hard to get high-level semantic information based on visual content analysis alone
without considering other modalities like text. As such, multimodal content analysis, which in-
tegrates the information from both text and visual modalities, has attracted great attention in the
research literature. Works like [Guillaumin et al., 2010] have shown that the image classification
task can be significantly improved by incorporating text information (e.g. tags, labels). Reversely,
improvements have been shown by [Zhang et al., 2015] in the text domain. The event informa-
tion extraction and co-reference task can be improved by incorporating the image content into the
traditional Natural Language Processing (NLP) model.
In content analysis, an ontology is usually needed. For example, ImageNet [Deng et al., 2009] is
the well-known and popular visual ontology with about 80,000 object categories, and ACE [NIST,
2005] is the common text event schema with 33 news events used in the event information extraction
and knowledge base population task. Such ontology or schema is used to define content categories
needed in content annotation and classification, and thus it is essential for content analysis tasks.
When we use a multimodal mechanism to analyze visual and text content jointly, the multimodal
mechanism usually requires a “multimodal event schema” that combines visual ontology and text
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event schema to jointly represent the structure of multimodal content. However, the construction of
a visual ontology or an event schema itself is a very challenging task. Most of the current popular
visual ontologies and event schemas are defined by human experts manually. Human experts are
required to explore the entire data corpus and have the prior knowledge about the scope of data in
order to construct a comprehensive visual ontology or event schema. To the best of our knowledge,
there is presently no multimodal event schema available in the research community. How we can
construct a multimodal content schema by using a large collection of multimodal data corpora is an
urgent research problem.
In computer vision, visual pattern mining is usually used as an unsupervised method to explore
and summarize the structure of an image collection. It has the potential to help build the afore-
mentioned visual ontology automatically. A visual pattern is a discernible regularity in the visual
world. It captures the essential nature of visual objects or scenes. According to psychology studies
[Follmann et al., 2015], humans can recognize a visual pattern and extract the abstract structure to
predict whether a new visual instance belongs to the visual pattern or not. Visual patterns play an
important role in human memory and cognition [Zoccolan, 2015]. Understanding and modeling vi-
sual patterns is a fundamental problem in visual recognition that has wide-ranging applications. For
example, visual patterns have often been used to represent images as mid-level features for image
retrieval and classification [Singh et al., 2012; Li et al., 2015b]. Previous works use visual pat-
tern mining techniques to discover visual knowledge from unstructured image dataset [Chen et al.,
2013]. Visual patterns can also be used to summarize a large set of images or videos [Zhang et al.,
2014b]. The visual patterns need to be representative and discriminative. Typically, two image sets
are given for the visual pattern mining task. The first image set is the target set, which we want to
find the visual patterns from. The second image set is the reference set, which is used to evaluate the
discriminativeness of the visual patterns. A visual pattern is representative if it frequently appears
in the target image set. A visual pattern is discriminative if it appears much more frequently within
images of the target set than within the reference set.
Traditional visual pattern mining methods focus on analyzing the visual content only. Visually
similar patches are grouped into visual patterns using an unsupervised clustering algorithm. Thus,
the visual patterns may be visually similar, but semantically different. Also, there may be many
types of visual patterns discovered by the visual only method, from low-level texture/corner/edge
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patterns, to high-level event specific object/scene patterns [Li et al., 2015b; Singh et al., 2012].
From the knowledge discovery point of view, we prefer the high level visual patterns. However, it is
difficult to find such high-level patterns by the traditional visual pattern mining methods. Another
limitation is that it is challenging to map the visual patterns discovered by visual-only methods to
semantic concepts, especially high-level event-related concepts. This limitation restricts the usage
of visual patterns in real-world applications. Fortunately, image content is usually associated with
text information, e.g. image captions and surrounding text. Multimodal approaches integrate the
text information and visual information together, with the significant potential to overcome the
challenging issues discussed above. It presents an opportunity for us to explore the multimodal
approach for visual pattern mining.
In response to the challenge mentioned above, in this dissertation we attempt to answer the
following question: given a new target domain and associated data corpora, how do we develop
automatic methods to rapidly discover salient multimodal patterns that are semantically coherent,
visually consistent, and can be automatically named with semantic concepts relevant to the high-
level events in the target domains? We focus on the discovery of named multimodal patterns related
to events in a specific domain. Specifically, we use such patterns as candidate concepts to assist
knowledge experts in constructing new event schemas or event knowledge bases. The discovered
visual patterns can be incorporated into the existing knowledge base as visual entities and attributes
to enhance the existing knowledge base. In this dissertation, we use news as an example domain
and news image caption pairs as example multimodal corpora to demonstrate the effectiveness of
the proposed methods. However, it is important to note that the proposed framework is general and
can be easily extended to other domains.
As shown in Fig. 1.1, a pattern consists of a collection of localized instances within images
(referred to as image patches later in this thesis) and their associated text captions. We specifically
focus on patterns that are represented by both text and image modalities. By combining text in-
formation and visual information into a multimodal visual pattern mining pipeline, we can ensure
that the visual patterns are not only visually similar, but also have the same semantic meaning. We
also emphasize the importance of the automatic naming process in order to assign semantic con-
cepts relevant to high-level events (such as “explosion” and “vigil” concepts for “attack” event),
since the names of the visual patterns can be directly used as classes or attributes in the automatic
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Named pattern: “President Barack” Named pattern: “Military”
Named pattern: “bomb attack”Named pattern: “vigil”
Figure 1.1: Examples of the localized image patterns automatically discovered and named by the
proposed multimodal approach. These automatic patterns serve as a rich pool of semantic concepts
that can be used to enrich and expand the event schema (“Attack” in this example).
event schema construction process. Such automatic discovery and naming processes will produce
a pool of high-quality multimodal concepts that are semantically coherent, visually consistent, and
semantically relevant to specific events of interest.
The convolutional neural network model has achieved great success on the image classification
task. The pre-trained CNN model can also be used to represent image content in the visual pattern
mining task proposed above. Our multimodal visual pattern mining framework uses a pre-trained
CNN model to encode image content and a text embedding model to represent image captions.
The visual model and text model are combined to jointly represent the text and visual content, and
we use the joint multimodal representation and association rule mining technique to discover the
semantically coherent and visually consistent visual patterns. To discover better visual patterns,
we improve the visual model in the multimodal visual pattern mining pipeline, by developing a
convolutional neural network architecture that allows for the discovery of scale-invariant patterns.
The improved visual model leads to better overall performance in the multimodal visual pattern
mining process.
A CNN model usually has to be trained on a large-scale image dataset (e.g. ImageNet). Al-
though our multimodel visual pattern mining pipeline is not restricted to any specific CNN model,
the quality of the discovered visual patterns depends on the quality of the pre-trained neural network
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model. As shown empirically in the recent literature, a CNN model trained in one domain typically
can be extended to other domains without significant performance degradation. However, this gen-
eralization capability often fails in cases involving image data sets with small differences between
fine-grained categories. For example, if we want to find visual patterns from fine-grained food im-
ages, it is difficult to use a pre-trained model on ImageNet to achieve that goal since the pre-trained
convolutional layers are not trained to capture the features associated with the small differences
between classes. Instead, the pre-trained convolutional layers are only optimized to maximize the
classification accuracy in distinguishing image classes of coarse categories. To address this prob-
lem, we propose a new model to use an artificial neural network architecture that can be learned
end-to-end using the large data sets in the new domain. This model can be trained or fine-tuned
on a fine-grained dataset so that the convolutional layers can be optimized to capture the unique
characteristics from the fine-trained image set.
1.2 Contributions
The contributions of this dissertation can be summarized as follows:
1. We develop a novel multimodal mining framework for discovering visual patterns from a col-
lection of image-caption pairs and automatically naming the discovered patterns, producing a
large pool of semantic concepts specifically relevant to a high-level event. The named visual
patterns can be used to construct event schema required for the knowledge base construction
process.
2. We propose a scale-invariant visual pattern mining model to improve the multimodal visual
pattern mining framework. The improved visual model leads to better overall performance
in the task of multimodal visual pattern mining. To localize the visual patterns discovered
in this framework, we propose a deconvolutional neural network model to localize the visual
patterns within the image.
3. To address the limitation of identifying distinct patterns in images of fine-grained categories,
we propose a novel end-to-end neural network architecture called PatternNet to find high-
quality visual patterns that are both discriminative and representative. The parameters of the
convolutional layers can be fine-tuned using images in the new domain.
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4. We demonstrate novel applications of the proposed techniques of multimodal pattern mining:
video news event summarization and video news event linking.
1.3 Thesis Overview
The remainder of the dissertation is organized as follows. We review the related literature in Chapter
2. In Chapter 3, we propose a multimodal framework to discover and name visual patterns auto-
matically. In Chapter 4, we further improve the visual model in the pipeline proposed in Chapter
3, which cannot discover visual patterns of different scales. We propose an end-to-end artificial
neural network model, called PatternNet, to discover visual patterns in Chapter 5. We discuss some
applications that use the visual pattern mining technique. In Chapter 6, we apply the proposed mul-
timodal visual pattern mining technique in two applications. First, we use the visual pattern mining
technique to find visual anchors to summarize video news events. We also propose an application to
use the visual patterns as additional cues to link video news events to social media events. Finally,
we provide a +summary of this work and discuss some open issues in Chapter 7.




Visual pattern mining is one of the foundational techniques in computer vision. It helps researchers
to understand and capture the regularity of visual data. Typically, visual pattern mining can be used
in the following scenarios:
1. Use visual patterns to extract mid-level features and represent images in image classification
or retrieval tasks.
2. Use visual patterns to summarize image or video data.
3. Use visual patterns to discover visual knowledge from unstructured visual datasets.
In this chapter, we first present an overview of the recent research related to visual pattern mining.
We also present related research results related to the psychology of visual patterns. Such psychol-
ogy studies may give us some deeper understanding of human perception of visual patterns and
offer new inspiration for us to develop new visual pattern mining algorithms.
2.2 Visual Pattern Mining
In this section, we overview the existing research related to visual pattern mining. The related
works can be organized in multiple ways. First, they can organized based on the methodology used.
The first category of research uses clustering methods to find visual patterns. The second category
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of works optimizes the clustering based pipeline by incorporating the hashing method. The third
category of works discovers visual patterns by the association rule mining approach. Furthermore,
we review the related works based on the intended use scenarios of the discovered patterns. Some
works use visual patterns as mid-level image representation and improve the image classification
accuracy. Another application of the visual pattern mining results is to discover visual knowledge
from unstructured visual datasets.
2.2.1 Visual Pattern Mining by Image Patch Clustering
Clustering is one of the most straightforward methods to discover visual patterns from unstructured
image datasets. To discover object-level visual patterns, images are sampled into patches. Many
image sampling approaches are proposed to yield better pattern mining results, including random
sampling, uniform sampling, and object proposal. Each patch is then represented by a feature vector.
A clustering method, e.g. k-means, is usually used to group the similar image patches into patterns.
Due to the heavy computational cost of the clustering method, a hashing method is also used to
speed up this process.
[Cruz-Roa et al., 2011] applies the visual pattern mining methods to medical imaging. An
algorithm was proposed to discover visual patterns in histology images. In their proposed system,
input images are uniformly sampled into patches, and SIFT features are extracted from patches.
Each image patch is then represented by the bag-of-words model. Visual patterns are discovered by
the k-means clustering algorithm. The discovered visual patterns are then labeled and used to train
classifiers to annotate new images.
Li et al. [Li et al., 2015a] apply the clustering-based visual pattern mining method to a web scale
image database. They propose a new feature called Generalized Nested Feature (GNF) to achieve
better and faster performance in the visual pattern mining task.
In addition to the k-means clustering, [Liu and Yan, 2010] proposed a system to find common
visual patterns shared by two images by a graph model. The proposed method extracts local features
from each image and finds the correspondences between the local features in two images. Each node
of the graph represents potential correspondence, and the edge weight in the graph represents the
spatial consistency between the two correspondence pairs. Then, the visual patterns correspond to
the strongly connected subgraphs. Recently, Zhao et al. [Zhao and Yuan, 2015] used a similar graph
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model to discover visual patterns from videos.
The methods of using clustering algorithms to find visual patterns are intuitive and easy to im-
plement. However, all of these methods obtain image patches from the original image collection
either by random sampling or salient object proposal and utilize image matching or clustering to dis-
cover similar patches to create visual patterns. These methods are computationally intense, because
they have to examine possibly hundreds or thousands of image patches from each image. Thus, it
is difficult to apply those methods on the large-scale image dataset. Also, since some patches are
randomly sampled, some of those patches are outliers or noise. How we should filter those outliers
remains an open issue.
2.2.2 Fast Visual Pattern Mining Methods
As mentioned above, extensive computational complexity remains an challenge for pattern mining
over large-scale data sets. Thus, many researchers have developed new ideas to speed up the visual
pattern mining process. [Zhang et al., 2014b] use local features (SIFT) and a hashing approach to
mine visual patterns from image collections. The interesting part of this paper is that the proposed
method finds visual patterns by clustering the Thread-of-Features over images instead of cluster-
ing image patches directly. The Thread-of-Feature is a compact representation that links consistent
features across images. The Thread-of-Feature is used to reduce noise, discover patterns, and ac-
celerate the mining processing. To speed up the pattern mining process, min-Hash is used to reduce
the cost of clustering. This method does not have to randomly sample input images before the vi-
sual pattern mining process, thus alleviates the complexity issue described in Section 2.2.1 and also
reduces the noise introduced by the randomly sampled patches.
[Yuan and Wu, 2007] also identify the challenge of computational cost for the visual pattern
mining task. They use a spatial random partition to develop a fast image matching approach to
discover visual patterns.
These methods rely heavily on low-level image features, and therefore most of the discovered
visual patterns are visually duplicated or near-duplicated objects or logos. They often do not find
the visual patterns with coherent semantics but sufficiently diverse appearances.
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2.2.3 Visual Pattern Mining by Association Rule Mining
Convolutional neural networks (CNN) have achieved great success in many research areas [Si-
monyan and Zisserman, 2014], [Krizhevsky et al., 2012]. Recently, [Li et al., 2015b] combined
the image representation from a CNN and the association rule mining technique to effectively mine
visual patterns. They first uniformly sampled image patches from the original image and extracted
the fully connected layer response as features for each image patch utilized in an association rule
mining framework. This approach is able to find consistent visual patterns, but cannot guarantee
that the discovered visual patterns are relevant to specific events and can be used in event schema
construction. Most of the existing visual pattern mining works focus on finding visually consistent
patterns.
2.2.4 Use Visual Patterns as Mid-Level Image Representation
Low-level image features such as SIFT [Lowe, 1999] and Bag-of-Words model are usually used
to extract image features. However, these low-level features are insufficient for representing the
semantic meaning of images [Boureau et al., 2010; Duan et al., 2003]. Mid-level image feature
representations are often used to achieve better performance in a variety of computer vision tasks.
Yuan et al. [Yuan et al., 2007] propose a method to discover “visual phrases” from “visual words”.
A visual phrase is a combination of visual words with geometry constraints. A visual phrase is
essentially a visual pattern since it is a common set of visual words shared across multiple images.
Some frameworks [Yuan et al., 2011; Li et al., 2010; Torresani et al., 2010] use visual patterns
as mid-level image feature representations and achieve excellent performance in object recognition
and scene classification.
2.2.5 Discovery of Visual Knowledge by Visual Pattern Mining
Some recent works have aimed to push the visual pattern discovery objective to a higher level.
They are used to help the process of building visual knowledge, which contains important entities,
attributes, and their relations. Cities often have their own unique architecture style. It is interesting
to identify what are the unique visual elements of a city and what makes it appear different from
another city. [Doersch et al., 2012] apply the visual pattern mining method to discover the unique
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visual elements of a certain geo-spatial area. The authors use Paris as an example to explore the
question “what makes Paris look like Paris?”. To address this problem, the data is as important as
the method itself. The Google Street View application provides such useful image data with geo-
location information for this task. The images from Paris are considered as positive images and the
images from all other cities are considered as the negative set. All of the images are sampled to
image patches. The images are sampled at different scales so that the different scales of the visual
patterns can be found, as well.
Their method of discovering unique visual elements begins by generating the clusters for every
extracted patch. A k-nearest neighbors graph is built for all the patches to create clusters. The
clusters are ranked based on how geographically pure each cluster is. Once the clusters are ranked,
an iterative SVM classification method is used to remove the image patches that are not from Paris.
After the algorithm converges, the purest remaining patterns are then used as examples or interesting
architectural attributes of each city.
[Chen et al., 2013] propose a system called NEIL (Never Ending Image Learning) to extract
visual knowledge from web images. This system is related to their project NELL (Never-Ending
Language Learning) [Carlson et al., 2010], which aims to construct a knowledge base from the In-
ternet text data. The NEIL system requires a predefined visual ontology. It discovers new instances
of the given visual categories and common sense relationship of the objects automatically. The re-
lations discovered by the NEIL system include object - object, object - attribute, scene - attribute,
and scene - object. The examples of the relations defined in the NEIL system are “A can be a kind
of B”, “A can have a part B”, “A can be found in B”, “A can be / can have B”, etc. All the rela-
tions are predefined in the NEIL system, as well, it cannot learn new types of relations from data
automatically.
The NELL and NEIL systems are very good examples of using unstructured data to discover
knowledge. However, NELL is focused on knowledge construction using text information only, and
NEIL is limited by the predefined visual ontology and type of relations. In this dissertation, we aim
to use a multimodal pattern mining approach to discover multimodal visual patterns and to use the
discovered patterns to construct a multimodal knowledge base.
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2.3 Visual Object Proposal
The goal of object proposal is to propose possible regions in an image that may contain objects.
The potential object regions can be used to enhance the performance of many other tasks, including
object detection, object segmentation, and image classification. Though it’s different from the task
of visual pattern mining, object proposal can be considered as an analogous task which aims to
discover localized patterns in images that are likely to contain objects.
[Kim and Torralba, 2009] proposed an unsupervised approach to detect common visual regions
(also called regions of interest, ROIs) across a Web image dataset. It considers the ROI detection as
two sub-problems: (1) to find the exemplars of objects and (2) to localize the objects in the images.
In their framework, images are first segmented into patches. The image patches and the combination
of adjacent patches are considered as ROI hypotheses. Then a sparse k-nearest neighbor network
between ROI hypotheses is built. The PageRank [Brin and Page, 2012; Jeh and Widom, 2003]
algorithm is used to select the “Hub set” from the graph. The ROI hypotheses in the Hub set are
considered as exemplars of objects. After that, localized object instances can be more easily detected
from the images.
2.4 Convolutional Neural Network
ImageNet [Deng et al., 2009] has led to breakthroughs in tasks such as object recognition and image
classification due to the availability of a massive amount of well-labeled data. Each of the images
within ImageNet is manually labeled. Thus, it is a very expensive and time-consuming task. Other
similar datasets, including Pascal VOC [Everingham et al., ], SUN [Xiao et al., 2010], MSCOCO
[Lin et al., 2014], UCF101 [Soomro et al., 2012] and Columbia-374 [Yanagawa et al., 2007], are
created for object/scene/concept classification tasks. However, the manually defined ontologies
are limited and often do not extend to real-world data, and therefore can not cover the concepts
needed to support high-level applications such as event detection. This thesis extends beyond the
aforementioned manually defined ontologies, and instead focuses on mining visual patterns auto-
matically from weakly supervised data. We approach this problem from a multi-modal perspective
(using the image and text together), which allows us to discover higher-level image concepts in new
application domains and atomically associate them with semantic names.
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2.5 Multimodal CNN and Visual-Text Embedding Model
Convolutional Neural Networks has been used to demonstrate great success in image classification.
Some efforts have been made to combine text and visual information and extend the CNN from
single modality to multimodal.
[Habibian et al., 2014] propose a framework called “VideoStory” to learn an embedding from
videos and their textual descriptions to represent the videos for application of event recognition
and translation. The VideoStory representation aims to balance descriptiveness and predictability.
Two matrices are learned from the training process, one visual projection matrix W and one textual
projection matrix A. With the carefully designed cost function, the proposed framework is able to
jointly learn the visual projection and textual projection.
[Ma et al., 2015] extends image CNN to multimodal CNN to solve the problem of image and
sentence matching. They propose an end-to-end framework to provide image representation, word
embedding, and the matching between image and text. The matching step is used to establish
correspondence between the words or phrases in the sentence and the image regions. A regular
image CNN is used to encode images into a vector space. The words in the sentences are encoded
to the same vector space, as well. Then, a matching CNN takes the input of image representation
and text representation to provide the joint representation. Finally, a multilayer perceptron takes
the joint representation of image and sentence to estimate the final matching score of image and
sentence. The proposed framework is able to compute the image and sentence similarity scores
at different levels, including the whole image and sentence matching score and also the alignment
between words/phrases in the sentence and the image regions.
2.6 Psychology Studies of Visual Patterns
The question of how humans recognize visual patterns has been an important problem attracting
long-term interest in psychology. Psychologists have studied how people memorize and recognize
visual patterns and how humans build the theories of human memory and cognition [Follmann et
al., 2015; Zoccolan, 2015; Reed, 2013]. Those works may be not directly related to the study
of this dissertation, however, they provide inspirations for us in developing visual pattern mining
methods in the computer vision area. For example, a model that is used to explain how animals
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and humans recognize visual patterns has three parts: (1) A processor that is used to extract local
features from input images. The feature extracter maintains the spatial relationship between the
features. (2) A mechanism that is able to find an abstract description from the output of the processor
in (1). (3) The abstract descriptions from (2) are stored in the model. This work reveals some of
very interesting insights: (1) Size invariance (scale invariance): animals and humans can classify a
pattern regardless of variations in size. (2) Retinal position: if a person has learned to recognize a
visual pattern by using only one part of his retina, he is able to recognize the same visual pattern
using other parts of his retina. (3) Brightness invariance. (4) Equivalence of outline shapes and
filled-in shapes: The information learned with filled-in shapes can be transferred to outline shapes
and vice versa. (5) Non-equivalence of rotated shapes: some experiments suggest that many species
including human beings have difficulty in recognizing rotated visual patterns. For example, it is
challenging to recognize faces presented upside down. However, this does not mean that rotation
equivalence does not exist. Many species show some equivalence between mirror image shapes.
(6) Confusions between shapes: Some visual patterns are easier to be confused than others (7)
Jitter: When the shape is modified with some local distortion, it can still be recognized as the same
shape. For example, if we change one or some of the lines from a square to lines that are not quite
straight, it can still be recognized as square by humans, or at least humans think it looks like a
square. (8) Segmentation: Humans have the ability to segment an input image in different ways.
(9) Recognition of complex scenes: humans have a quite strong capability to categorize a complex
scene within a very short time. (10) Perceptual learning: Humans can learn something about a
general class of objects that can be used to help identify the differences between new members of
the class and previously seen members.
Although the above work studies visual pattern recognition solely from psychology and biol-
ogy points of view, it gives very useful insights on designing computer vision systems. The model
proposed in this paper inspires us to design a basic framework used to explore and recognize vi-
sual patterns by computers. For example, we want our system to be able to discover shift- and
scale-invariant visual patterns. The algorithm or selected features should be able to handle vary-
ing brightness. Handling rotation invariance is also a challenging problem for researchers in this
field. With carefully designed algorithms and recent breakthoughs in machine learning, computers
have demonstrated impressive accuracies comparable to or even better than human capabilities in
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many aspects discussed above. However, for some tasks like (8) segmentation and (9) recognition
of complex scenes, there are still large gaps between machine capabilities and what humans can do.
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Chapter 3
Multimodal Pattern Mining and Naming
3.1 Introduction
With recent advances in computer vision, researchers have been able to demonstrate impressive per-
formance at near-human level capabilities in difficult tasks such as image recognition. For example,
for images taken under typical conditions, computer vision systems now have the ability to recog-
nize if a dog, cat, or car appears in an image. These advances are made possible by utilizing the
massive amount of image datasets and label annotations, which sometimes also include bounding
boxes around the objects of interest within the image. However, one major limit of the current solu-
tions is that when users apply recognition models to new domains, users need to manually define the
target classes and label the training data in order to prepare labeled annotations needed in training
the recognition models. Also, it is unclear how we can know a priori for a particular domain what
are the most important concepts on which to focus and train corresponding detectors. For example,
if an ontology expert is asked to construct a schema to describe high-level events like “attack”, what
visual classes or concepts are most relevant and can be automatically detected? Can we use data
mining to discover such relevant classes directly from data available from the domain and use the
discovered concepts to help the expert to build the new schema? Our intuition tells us that “gun”,
“knife”, or “explosion” could be important items to try to detect from the images. However, without
inspecting the content of the images, our preconceived notions of what is important may only tell
part of the story of a given event. We will show later that other concepts such as “smoke”, “air
strike”, and “police” might actually appear much more frequently in the specific data corpus in the
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domain, but it would be difficult to know that these concepts appear frequently without first inspect-
ing a portion of the images. Situations like this can arise in many application domains (like sports,
security, and open source content). Thus, there are widespread needs for automatically discovering
concepts relevant to events of interest from data corpora in various specific domains.
In many applications like personalized news or social media tracking, it is often necessary to
process information at the high-level event level (such as “Baltimore Riot” or “Syria Bombing”).
Using knowledge bases to improve event-level processing has been a major research topic. A knowl-
edge base is an object model that contains classes, subclasses, instances, and attributes and has clear
structure to store and represent the facts about the world. Facts and structured information provided
by knowledge bases can be used to resolve ambiguity and enrich information extracted from multi-
media content. The entity type and structured relation in a knowledge base are usually generated by
human experts manually, and thus is typically a time-consuming task. Thus, there is strong interest
in the research community to develop techniques that can construct the multimedia knowledge base
automatically or semi-automatically.
As discussed in Chapter 1, in this dissertation we attempt to answer the following question:
given a specific target domain and associated data corpora, how do we develop automatic methods
to rapidly discover salient multimodal patterns that are semantically coherent, visually consistent,
and can be automatically named with semantic concepts relevant to the high-level events in the
target domains?
Visual pattern mining techniques could be used to address this problem. Recently, [Singh et
al., 2012] and [Li et al., 2015b] proposed the discovery of representative and discriminative visual
patterns as mid-level image representation. Visual patterns have also been used by [Zhang et al.,
2014b] and [Rematas et al., 2015] to summarize image collections. Although such visual patterns
capture unique visual characteristics that can be used to separate image classes, they often do not
correspond to clear semantic concepts that are at a level suitable for defining entities included in
high-level events. For example, visual patterns discovered in [Li et al., 2015b] from the MIT scene
dataset are often at the lower level like chairs, windows, or furniture parts that do not meet the needs
of high-level knowledge base construction.
To address this issue, we propose a multimodal visual pattern mining and naming pipeline to
produce a pool of high-quality multimodal concepts that are semantically coherent, visually consis-
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Figure 3.1: We propose a novel system to automatically discover and name visual patterns specific
to each high-level event, which helps experts construct event schema and related knowledge bases.
tent, and semantically relevant to specific events of interest. The proposed architecture is described
in Fig. 3.1. In this chapter, we use news as an example domain and image caption pairs as example
multimodal corpora to demonstrate the effectiveness of the proposed methods. However, the overall
proposed framework is general and can be easily extended to other domains.
Evaluation of pattern mining and naming is challenging due to the novelty of the problem and the
subjectiveness of the task. It is important to note that the goal is not to improve image classification
tasks similar to what has been done in past works [Li et al., 2015b; Fernando et al., 2014]. Instead,
our focus is on semantic naming of the discovered patterns and their relatedness to high-level events
as mentioned earlier. In this chapter, we propose expert evaluation methods to compare the proposed
approaches with several state-of-the-art baselines for visual discovery and naming procedures. The
contributions of this chapter can be summarized as follows:
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• We develop a novel multimodal mining framework for discovering visual patterns from a col-
lection of image-caption pairs and automatically naming the discovered patterns, producing a
large pool of semantic concepts specifically relevant to a high-level event. The named visual
patterns can be used to construct event schema needed in the knowledge base construction
process.
• The proposed system can discover many novel semantic concepts not covered by existing
visual ontologies such as ImageNet. This helps to solve the aforementioned bottleneck in
extending existing visual classifiers to new domains.
• Our system exploits the joint multimodal representations in discovering unique patterns,
which are shown to be more visually coherent and semantically correct, compared with base-
lines using separate processing of individual media modalities.
3.1.1 Related Work
Some of the related works have been reviewed in detail in Chapter 2. For the completeness of this
chapter, we will briefly mention those works in this section but leave the detailed reviews in Chapter
2.
Low-level image features such as the SIFT [Lowe, 2004] and Bag-of-Words methods were
widely used as a representation for image retrieval and classification. However, researchers have
proven that these low-level features are insufficient for representing the semantic meaning of im-
ages. Mid-level image feature representations are often used to achieve better performance in a
variety of computer vision tasks. Some frameworks for using middle-level feature representations,
such as [Li et al., 2010; Torresani et al., 2010], have achieved excellent performance in object
recognition and scene classification. ImageNet [Deng et al., 2009], was introduced and has led to
breakthroughs in tasks such as object recognition and image classification due to the availability
of a massive amount of well-labeled data. Each of the images within ImageNet is manually la-
beled. Thus, compiling such a dataset is a very expensive and time-consuming task. Other similar
datasets, including Pascal VOC [Everingham et al., ], SUN [Xiao et al., 2010], MSCOCO [Lin et
al., 2014], UCF101 [Soomro et al., 2012] and Columbia-374 [Yanagawa et al., 2007], are created
for object/scene/concept classification tasks. However, the manually defined ontologies are quite
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limited and oftentimes do not extend to real-world data, and therefore may not cover the concepts
needed to build an event schema for high-level events. This work looks beyond a manually defined
ontology, and instead focuses on mining multimodal patterns automatically from weakly supervised
data to attempt to unbind researchers from the need for costly supervised datasets. We approach this
problem from a multi-modal perspective (using the image and caption together), which allows us to
name and discover higher-level image concepts.
Visual pattern mining is an important task since it is the foundation of many middle-level feature
representation frameworks. [Han et al., 2000] and [Zhang et al., 2014b] use low-level features and
a hashing approach to mine visual patterns from image collections. [Yuan and Wu, 2007] utilizes
a spatial random partition to develop a fast image matching approach to discover visual patterns.
All of these methods obtain image patches from the original image collection either by random
sampling or salient object proposal and utilize image matching or clustering to discover similar
patches to create visual patterns. These methods are computationally intense, because they have
to examine possibly hundreds or thousands of image patches from each image. In Section 3.3.5,
we will show the comparison of complexity between our proposed system and the conventional
approaches These methods rely heavily on low-level image features, and therefore do not often
produce image patches that exhibit high-level semantic meaning. The generated image patterns are
typically visually duplicated or near-duplicated image patches.
Convolutional neural networks (CNN) have achieved great success in many research areas [Si-
monyan and Zisserman, 2014], [Krizhevsky et al., 2012]. Recently, [Li et al., 2015b] combined
the image representation from a CNN and the association rule mining technique to effectively mine
visual patterns. (Please refer to Section 2.2.3 for the details of this work.)
Other related works focus on visual knowledge mining. [Doersch et al., 2012] propose a visual
instance mining system to find the unique visual elements that are the most distinctive for a certain
geo-spatial area. They attempt to answer the question “What makes Paris looks like Paris?”, which
is answered by the visual patterns discovered by their system. (For the details of this work, please
refer to Section 2.2.5.)
The NEIL system [Chen et al., 2013] is another example of visual knowledge mining work.
NEIL automatically discovers common sense relationships and labels instances of given visual cate-
gories. In NEIL, the discovered knowledge consists of relationships between predefined objects and
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concepts. The NEIL system is also able to find new visual instances of given categories. However,
while NEIL is limited to a predefined ontology, our proposed multimodal pattern mining method
aims to discover and name new objects/concepts from an unstructured set of image-caption pairs.
(For the details of this work, please refer to Section 2.2.5.)
3.2 Multimodal Pattern Mining
In this section, we discuss our multimodal pattern mining (MMPM) framework. In particular, we
will describe how we collect a large-scale dataset, generate feature-based transactions from the
images and captions, and discover and name semantic visual patterns.
3.2.1 Weakly Supervised Event Dataset Collection
We believe that by using weakly supervised image data from target categories that are sufficiently
broad, we can automatically discover meaningful and easily nameable image patch patterns for
structured ontology generation. To accomplish this task, we collect a set of image caption pairs
from a variety of news event categories.
We begin by crawling the complete Twitter feeds of four prominent news agencies, the Associ-
ated Press, Al Jazeera, Reuters, and CNN. Each of these agencies has a prominent Twitter presence,
and tweet links to their articles multiple times a day. We collect the links to the articles and then
download the HTML file from each extracted link. The articles span the time frame from 2007-
2015, and cover a variety of different topics. We then parse the raw HTML files and find the image
and caption pairs from the downloaded news articles. Through this process, we were able to collect
approximately 280k image-caption pairs.
Once we collected the dataset, we want to find image-caption data that are related to different
events covered in news. We utilized the event ontology that was defined for the Knowledge Base
Population (KBP) task in the National Institute for Standards and Technology Text Analysis Con-
ference in 2014. Within this task, there is an event track with the stated goal to “extract information
such that the information would be suitable as input to a knowledge base.” The goal of this track
involves learning patterns that are easily nameable with semantic concepts and hence could be used
in knowledge base population. It makes this ontology a perfect fit for our task.
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The KBP event task utilizes the ACE ontology defined by the Lingustic Data Consortium in
2005 [Walker et al., 2006]. The ACE event ontology contains 33 distinct event types. The events
are broad actions that appear commonly in news documents, such as demonstrate, divorce, and
convict. Provided in the training data with the event ontology is a list of trigger words for each of
the events that are used to detect when an event appears in the text data. An example of some of the
trigger words used for the demonstrate event are: protest, riot, insurrection, and rally. We search
each of the captions for a trigger word from the event category, and if an image caption contains
that trigger word, we assign that image caption pair to the given event category. Numbers of images
for some representative events can be seen in Table 3.1.
Table 3.1: Numbers of images per event category for some of the most popular event categories in
our dataset.
Event # of Images Event # of Image
Attack 52,649 Injure 5,853
Demonstrate 20,933 Transport 51,187
Elect 9,265 Convict 1,473
Die 26,475 Meet 32,787
3.2.2 Multimodal Representation
3.2.2.1 Review of Pattern Mining
In this section, we will review the basic ideas and definitions necessary for pattern mining. Assume
that we are given a set of n possible observations X = {x1, x2, ...xn}. A transaction, T , is a set
of observations such that T ⊆ X . Given a set of transactions S = {T1, T2, ...Tm} containing m
transactions, our goal is to find a particular subset of X , say t∗, which can accurately predict the
presence of some target element y ∈ Ta, given that t∗ ⊂ Ta and y ∩ t∗ = ∅. t∗ is referred to as
a frequent itemset in the pattern mining literature. The relationship from t∗ → y is known as an
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association rule. The support of t∗ reflects how often t∗ appears in S and is defined as,
s(t∗) =
|{Ta|t∗ ⊆ Ta, Ta ∈ S}|
m
(3.1)
Our goal is to find association rules that accurately predict the correct event category for the
image-caption pairs. Therefore, we want to find patterns such that if t∗ appears in a transaction
there is a high likelihood that y, which represents an event category, appears in that transaction as
well. We define the confidence as the likelihood that if t∗ ⊆ T then y ∈ T , or,




3.2.2.2 Transaction Generation from Images
Certain portions of a CNN are only activated by a smaller region of interest (ROI) within the original
image. Throughout this chapter, we will utilize the CNN defined in [Krizhevsky et al., 2012], which
is a common CNN structure that is often used for computer vision tasks. The last layer in which the
neurons in that layer do not correspond to the entire image is the output of the final convolutional and
pooling layer. Based on this observation, for each image we find the maximum magnitude response
from a particular feature map from this layer of the CNN. The last pooling layer of [Krizhevsky et
al., 2012], is commonly known as “pool5”, and this layer consists of 256 filters, and the response
of each of the filters over a 6 × 6 mapping of the image. The corresponding ROI from the original
image in which all the pixels in that region contribute to the response of a particular neuron in the
pool5 layer is a 195× 195 image patch from the 227× 227 resized image. These 195× 195 image
patches come from a zero-padded representation of the image with zero-padding around the image
edges of 64 pixels and a stride of 32. Namely, from a 227 × 227 scaled input image, a total of
6×6 (36) patch areas are covered from all the stride positions, resulting in a 6 × 6 feature map for
each filter in this layer. Using this approach, we are able to leverage the existing architecture to
compute the filter responses for all patches at once without actually changing the network structure.
This idea allows us to extract image patch patterns in a way that is much more efficient than many
current pattern mining methods, which utilize a sampling approach.
We use the pre-trained CNN model from [Krizhevsky et al., 2012], trained on the ImageNet
dataset for extracting the pool5 features for the news event images. For each image, we keep the
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maximum response over the 6× 6 feature map and set other non-maximal values to zero for all 256
filters, which is similar to non-maximum suppression that appears throughout the CNN literature.
This operation finds the patch triggering the highest response in each filter and helps avoid redun-
dant patches in the surrounding neighborhood in the image that may also generate high responses.
The above process results in a 256-dimensional feature vector representation for each image patch.
We then set the nonzero items in this feature vector to 1. This creates a binary representation of
which filters are activated for each image patch. We use these sparse binarized features to build
transactions for each image patch as discussed in Section 3.2.2.1, where the nonzero dimensions
are the items in our transaction.
By utilizing the architecture of the CNN directly, we are able to efficiently extract image fea-
tures that come from specific ROI that are suitable for pattern mining. The current state-of-the-art
pattern mining technique proposed by [Li et al., 2015b] requires a sampling of the image patches
within each image and then operating the entire CNN over this sampled and resized image patch.
This procedure is very costly, because the CNN must be used to extract features from a number
of sampled images that can be orders of magnitude larger than the dataset size. For example, for
the MIT indoor dataset, the authors of [Li et al., 2015b] sample 128 × 128 size image patches
with a stride of 32 from images that have been resized such that their smallest dimension is of size
256. Thus, the number of image samples that are taken for each image is greater than or equal to
(256−12832 + 1)
2 = 25. The full CNN must operate on all of these sampled images. In contrast, our
method works directly on the images themselves without any sampling, but still has the ability to
localize images within the dataset. We are able to extract representations for 36 image patches from
an image while only having the CNN operate on the image once. By leveraging the structure of
the CNN during test or deployment our method is at least 25 times more computationally efficient
than the current state of the art. We will discuss the experimental speed-up results when comparing
our event-specific pattern mining methods to other approaches in the experiment section (Section
3.3.5). Fig. 3.2 shows our visual transaction generation pipeline in detail.
In this chapter, we choose to use the response map of the pooling layer after the last convolu-
tional layer to build the image transactions. This choice is inspired by the research on visualizing
the convolutional neural network [Zeiler and Fergus, 2014] and the recent success of using con-
volutional layers for object semantic segmentation [Long et al., 2015] [Schulz and Behnke, 2012].





































































































Figure 3.2: The visual transaction generation pipeline utilizing the last convolutional layer of a
convolutional neural network. Using this pipeline, we are able to obtain representations of each
image that can localize the presence of a pattern within the image. We use convolutional layers
from AlexNet as an example.
Those works have proved that the filters in the last convolutional layers have strong capability to
capture the semantic objects in the input images. Thus, we use this particular setup in our model.
However, it is important to note that our proposed multimodal framework is very flexible so that
the image transaction generation model or the text transaction generation model can be replaced by
other advanced model to achieve even better results.
3.2.2.3 Transaction Generation from Captions
We have discussed how we generated transactions by binarizing and thresholding the CNN features
that are extracted from the images. Similarly, we require an analogous algorithm for generating
transactions from image captions.
We begin by cleaning each of the image captions by removing stopwords and other ancillary
words that are not relevant (HTML tags or URLs). We then tokenize each of the captions and
find all of the words that appear in at least 10 captions in our dataset. Once we find these words,
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An Egyptian protester throws 
a tear gas canister back at riot 
police, not seen, during 
clashes near Tahrir Square, 
Cairo, Egypt, Sunday, Jan. 27, 
2013. Clashes continued for 
the fourth successive day 
between protesters and police 
near Cairo’s central Tahrir
square, birthplace of the 2011 
uprising. Police used tear gas, 
while the protesters pelted 
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Figure 3.3: The text transaction generation pipeline.
we use the skip-gram model proposed in [Mikolov et al., 2013] that was trained on a corpus of
Google News articles to map each word to a 300-dimensional embedded space. This model works
well in our setting, because the structure of image captions is similar to that of news article text,
which this model was trained on. The skip-gram model works well in our context because words
with similar uses end up being embedded close to each other in the feature space. Words such as
“religious clergy”, “priest”, and “pastor” all end up close in Euclidean distance after embedding and
far away from words that are not similar. We cluster the words using K-means clustering to generate
1,000-word clusters.
To generate transactions for each caption, we map each word back to its corresponding cluster,
then include that cluster index in the transaction set. We remove patterns that contain cluster indices
that are associated with commonly used words by having a high confidence score threshold as de-
fined in Equation 3.2. The cluster indices that frequently appear in captions from a particular event
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category but rarely for other categories are found through our association rule mining framework.
We require our discovered patterns to contain items from both the visual and text transactions.
By requiring words with similar meaning to appear in all captions of a visual pattern, we are able
to discard patterns that may be visually similar but semantically incoherent. The skip-gram-based
algorithm is able to handle differences in word choice and structure between captions to effectively
encode meaning into our multimodal transactions.
3.2.3 Mining the Patterns
We add the event category of each image as an additional item in the generated transaction for each
of the image caption pairs. Inspired by [Li et al., 2015b], we use the popular apriori algorithm
[Agrawal and Srikant, 1994] to find patterns within the transactions that predict which event cate-
gory the image belongs to. We only find the association rules that have a confidence higher than
0.8, and calculate the support threshold that ensures that at least 30 image patches exhibit a found
pattern. Finally, we also remove any rules that only contain items generated from the image or
caption transactions, ensuring that we only retain truly multimodal patterns. Therefore, our pattern
requirements can be described mathematically as,
c(t∗ → y) ≥ cmin
s(t∗) ≥ smin
t∗ ∩ I 6= ∅
t∗ ∩C 6= ∅. (3.3)
where as defined in Equation 3.1 and Equation 3.2, y is the event category of the image-caption
pair, cmin is the minimum confidence threshold, smin is our minimum support threshold, I repre-
sents the items generated from the image transaction pipeline, and C are those generated from the
caption pipeline. At the end, each multimodal pattern t* contains a set of visual items (fired filter
responses in pool5 in CNN model) and a set of text patterns (clusters in the skip-gram embedded
space).
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3.2.4 Naming the Visual Patterns
We name the generated patterns so that they can be used for higher-level information extraction
tasks, such as event schema generation. We leverage the fact that we have captions associated with
each of the images to generate names for each pattern.
We begin the process of name generation by removing the words that are not generally useful
for naming but appear often in captions. The words that are removed include standard English
language stop words (or, I, etc.), the name of each month, day, and directional words such as “left”
and “right”. After cleaning the caption words, we then encode both unigrams and bigrams into a
vector using TF-IDF encoding. We ignore any unigram or bigram that does not appear at least 10
times across our caption dataset.
Once these words are removed we then sum the TF-IDF vector representations of each word
in all of the captions associated with a particular pattern. We then take the argument max over
the summed TF-IDF representations to obtain the name for this pattern. The word embedding
described in Section 3.2.2.3 ensures that words with semantically similar usages and meanings will
be clustered together, and the TF-IDF naming algorithm chooses the most appropriate word from
the associated clusters for a particular pattern. This procedure is explained mathematically in the
following way: Let p be a found multimodal itemset (pattern), and Tk is the multimodal transaction
for the k’th generated transaction in our dataset. We define the set P as all the indices of transactions
that contain p, or P = {i|p ⊆ Ti, ∀i}. In Equation 3.4, V is our vocabulary, Wk is the set of words
from the k’th caption, Ip(w) is an indicator function on whether w corresponds to a word cluster in







Ip(wkj) ∗ tfidf(wkj) (3.4)
Once the names are found, we remove any name that appears in more than 10% of the captions
of a particular event. This is important because for particular events like “injure”, words such as
injure and wounded appear across many captions, and may lead to poor naming. We select 10% as
the threshold in our system, because we found that most of the words that appear in more than 10%
of the captions would be the poor names for the events. We tried different numbers as the thresholds
in our experiment, and found that using 10% as the threshold can lead to the best naming accuracy.
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Figure 3.4: Our full multimodal pattern discovery and naming pipeline
Some examples of discovered patterns and the names that we have assigned to them can be seen in
Figure 3.5. Our full pattern naming algorithm and pipeline can be seen in Figure 3.4.
3.3 Evaluation
3.3.1 Baseline Methods
In this chapter, we propose a complete end-to-end pipeline for discovering and naming visual pat-
terns from large-scale image-text datasets, in particular news event-related content. The discovered
visual patterns with names are used to help linguists build the multimodal event schema. To the best
of our knowledge, there is no existing research that attempts to solve the specific problem that we
have addressed. However, some existing techniques can be modified and then used to address this
problem. We propose 3 different baseline approaches based on some state-of-the-art pattern mining
techniques and then compare our approach with those baselines.
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3.3.1.1 Baseline 1: Object Proposal and Clustering (OPC)
We follow the commonly used pipeline that is widely used in the visual pattern mining literature
[Doersch et al., 2012] [Cruz-Roa et al., 2011] for this baseline approach. We first sample the images
at multiple scales to obtain image patches, and then image features are extracted from each patch.
The patches are then clustered using K-Means clustering to group the image patches into visual
patterns. We use existing state-of-the-art methods in each component to implement this baseline.
Selective Search [Uijlings et al., 2013] is used to propose multi-scale image patches. The response
from second to last fully connected layer of the CNN, VGG19 [Simonyan and Zisserman, 2014], is
used as the feature representation of each image patch. We attempted different cluster numbers for
the K-Means algorithm and report the best performance in the following section. The selection of
parameters is discussed in Section 3.3.4.
To name the discovered visual patterns, we utilize topics discovered by Latent Dirichlet Allo-
cation (LDA) [Blei et al., 2003] to find pattern names from the associated caption text for each
visual pattern. We first collect all the image captions from one visual pattern, and this collection
of captions represents a document in our LDA framework. Then we discover n topics over all the
documents; in this work, n was set to be 1,000. Each document is then assigned to be generated
from some distribution over the topics. We first take the intersection of the set of all the words from
its document and the set of the topic words from the topic. The words in this intersection are then
ranked based on the corresponding topic score for each word. The word ranking score can be seen in
Equation 3.5 where wi is the word being ranked, Wk is the set of words that appear in the captions
of a pattern, Tj is the set of words from the jth topic, and tij is topic score for word wi in relation






We choose the top 3 words based on our above ranking algorithm to name each visual pattern.
3.3.1.2 Baseline 2: Mid-level Deep Pattern Mining (MDPM)
MDPM is proposed by Li et al. in [Li et al., 2015b]. They use the response of a fully connected layer
of a pre-trained CNN to build transactions and apply association rule mining to find visual patterns.
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Their method is the most similar current approach to ours, but they only use visual information in
their approach, while we use both visual and text modalities to build the multimodal transactions.
This method is a state-of-the-art approach for visual pattern mining, and we will demonstrate the
performance gains that can be achieved using multimodal information as opposed to visual only.
We use the code provided by the authors of [Li et al., 2015b] in our experiments. As their method
is designed for finding visual patterns only, we use the same LDA naming algorithm introduced in
Section 3.3.1.1 to name the discovered visual patterns.
3.3.1.3 Baseline 3: Object Detection to Find Concepts from Image Dataset (OD)
With the recent rapid development of artificial neural networks for image classification, researchers
can accurately detect objects and concepts from images. We use a pre-trained convolutional neural
network model [Simonyan and Zisserman, 2014] to detect concepts and objects from our dataset.
We select the top k frequently detected objects/concepts in each event as k visual patterns. We set
k to be 50 in our experiment. Naturally, all the images with the same detected concept are grouped
as a visual pattern, and the name of the synset corresponding to the detected visual pattern is used
as the pattern name.
3.3.2 Subjective Evaluation
We first show some examples of visual patterns discovered by our method and the baseline ap-
proaches in Figure 3.5 and Figure 3.6. Some subjective conclusions can be drawn from the illustra-
tion. These conclusions are representative of the algorithms and the patterns that are generated by
all of the methods.
Image patch sampling-based approaches (OPC and MDPM) have a tendency to find low-level
visual patterns. Examples of this are solid color patches and partial objects (Visual Pattern 2 and 3 in
Figure 3.6). This is due to the fact that these methods sample image patches at the beginning of their
pipeline, which is necessary for discovering visual patterns at different scales. However, the solid
color patches and partial object patches are often produced using these approaches. Unfortunately,
it is very difficult and expensive to avoid generating such patches by either a random/uniform image
patch sampling approach or using object proposals. It is, therefore, not a surprise to find meaning-
less or very low-level conceptual image patterns, such as color similarity or “bars”, as can be seen










Figure 3.5: Some examples of named visual patterns discovered by our MMPM. These examples
are discovered for the “attack” event. Although each pattern may contain more images, we only
show the first six images for each pattern. The different visual patterns may be named with the
same words.




Figure 3.6: Some examples of visual patterns discovered by baseline 1: object proposal and cluster-
ing (OPC) approach. It is important to note that OPC is also capable of finding meaningful concepts.
We selectively show these examples to demonstrate the common problem with OPC. For example,
the partial object in “Visual Pattern 2” and the solid color pattern in “Visual Pattern 3”. These types
of patterns are not useful for multimodal event schema construction.
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in “Visual Pattern 2” in Figure 3.6. In our MMPM method, we use the response map of the last
convolutional layer of a CNN to generate visual transactions and localize the image patches. It has
been shown in [Zeiler and Fergus, 2014] and [Zhou et al., 2014a] that the filters in the last convolu-
tional layer of a CNN are particularly useful in capturing high-level semantic concepts/objects from
local regions in an image. This high-level semantic nature of the filters we use in conjunction with
the text information that we extract from the captions naturally leads to higher-level semantically
meaningful patterns than the baseline approaches.
Another issue with visual-only approaches is that the visual clustering based approach (OPC)
fails to distinguish different semantic concepts if they have the similar visual appearances. For ex-
ample, “Visual Pattern 1” in Figure 3.6 shows a mix of patches that were generated from images
containing “rocket”, “smoke”, and “air strike” concepts. It is an obvious drawback of a visual-only
approach and particularly difficult to overcome since those concepts are indeed visually similar. Our
MMPM approach can overcome this problem by involving the semantically relevant text informa-
tion from image captions to distinguish between visually similar patterns. Examples of “air strike”,
“burns”, “smoke”, and “rockets” and the differences can be seen in Figure 3.5.
3.3.3 Quantitative Evaluation
We evaluate the quality of multimodal visual patterns by evaluating whether the named visual pat-
terns generated by each method can be used to construct an event schema. The names of visual
patterns are usually used as entities or arguments in the multimodal event schema. The images from
the visual pattern are used as visual examples and can be further used to train visual classifiers to
expand the visual example set. For evaluation, we involved a linguist and three computer science
graduate PhD students who have experience in designing structured event schemas and ontologies
1. We give the annotators a set of named visual patterns for each event. Their task is to determine if
the pattern name, which is a unigram or bigram, and the associated images can be used to construct
an event schema based on the following three criteria:
1. Event relatedness: The discovered concepts (pattern names and related images) are relevant
to the event, and would be useful entities or attributes in an event schema for that event.
1We thank Sharone Horowit-Hendler (linguist), Tongtao Zhang, Zheng Shou and Daniel Morozoff-Abezgauz from
Rensselaer Polytechnic Institute and Columbia University for helping us evaluating the results.
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Table 3.2: Average number of relevant concepts discovered by each method (per event), and number
of unique concepts that are only discovered by each method





2. Visual semantic coherence: The visual pattern associated with the name is semantically
consistent. Namely, the images shown under the pattern depict a coherent semantic concept,
and not a mix of many different concepts. If the majority of images in a pattern are consistent,
with few outliers, the pattern is considered to exhibit this property.
3. Text-visual matching: The pattern name correctly describes the semantic concept of the
visual pattern.
In our experiment, three experts examine the event relatedness of approximately 2,500 unique pat-
tern names discovered from the dataset we described in Section 3.2.1 by our method and the base-
lines. We also check the visual semantic coherence and name quality (text-visual matching) of
10,000 visual patterns. Each pattern name is checked by three experts to determine the event relat-
edness independently. To avoid bias, the discovered pattern names from all the methods are mixed
and then presented to the experts without the information of which method discovers the pattern
name. Similarly, the semantic coherence and name quality of each pattern are also checked by
three experts independently without bias. The final results reported in the following sections are
determined using majority vote of all the examiners.
3.3.3.1 Coverage of the Discovered Concepts
We want to measure how many concepts are correctly discovered by each method and how many
unique concepts each method is responsible for. This experiment does not aim to prove which
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Table 3.3: Concepts (visual pattern names) discovered in “attack” event using our multimodal pat-
tern mining method
air strike damage rockets




bomb attack forces tear gas
bomber gun terrorist
burns helicopter troops
car bomb killed victims
clash police war
coalition forces protester weapon
confrontation riot police
method is better, but we make the point that the proposed MMPM can find additional concepts
that cannot be discovered by the baseline visual pattern mining plus a naming algorithm and do not
currently exist in the current concept/object ontologies defined by computer vision researchers, such
as ImageNet[Deng et al., 2009], Places[Zhou et al., 2014b], MIT Indoor[Quattoni and Torralba,
2009], and others. Table 3.2 shows the coverage of discovered concepts for each method. The
metrics shown are averaged across each of the events tested for each method. We show two metrics
for each method: 1. the number of detected concepts by each method relevant to a particular event,
and 2. The number of unique concepts that a method detects relevant to the event and that are not
found by other methods.
The MMPM method finds many more event relevant concepts than other approaches, with at
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least 33% increase. Among the discovered concepts in each event, there are approximately 58
unique concepts that cannot be found by any other baseline methods. Compared with the commonly
used visual ontology ImageNet, over 95% of the concepts discovered by MMPM are not covered
by the ImageNet ontology. We find that there are only around 5 related concepts discovered by the
visual ontology ImageNet for each event. This demonstrates the narrowness of current state-of-the-
art visual ontologies. Those visual concepts do not meet the needs of high-level knowledge base
construction, particularly for events. It is therefore important to adopt a multimodal approach to
concept discovery.
3.3.3.2 Visual Semantic Coherence
A pattern is judged to be semantically coherent if the majority of annotators judge patches asso-
ciated with the patter have consistent semantic concepts. As shown in Table 3.4, all the methods
achieve reasonable results in finding visual patterns that exhibit semantic coherence. We can see
that our method outperforms the competing baselines by a large margin, and exhibits a 52% per-
formance improvement over the current state-of-the-art approach. The ability to leverage the text
information in our algorithm for discovering patterns tends to lead to patterns that exhibit this se-
mantic coherence, because we ensure that not only is the visual content similar in appearance, but
the corresponding text content also has similar meaning. The other approaches that utilize only
visual information can be misled by image patches that are visually similar but share little to no
semantic similarity, as shown in Figure 3.6. The added visual semantic coherence of our patterns
allows them to be leveraged in event schema construction, which demonstrates why we are able to
find more patterns suitable for this task as shown in Figure 3.5.
3.3.3.3 Correctness of Visual Pattern Names
We show the accuracy of attempting to name the visual patterns in Table 3.5. MMPM significantly
outperforms the other methods for visual pattern naming, with approximately 150% improvement
in naming accuracy. This is because MMPM combines information from both visual and textual
modalities to build the image caption representations, and therefore the discovered patterns tend to
be more semantically consistent, and are discovered based on the appearance of semantically similar
words in the captions. MMPM can distinguish different semantic concepts even if they are visually
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Table 3.4: Semantic Coherence of the visual patterns. We show the percent of semantically coherent
visual patterns among all the patterns discovered by each method.





Table 3.5: Evaluation of naming the discovered patterns. The accuracy of each method is shown.





similar, as shown in the naming results. The baseline approaches first find the visual patterns and
then use the LDA naming model to name the visual patterns. In this approach, text is not leveraged
in the pattern discovery process. In such cases, the naming algorithm can not find correct names for
these patterns, because the patterns may be visually similar, but semantically different. We noticed
that the performance of baseline 3, object detection, does not achieve good performance in pattern
semantic coherence and name quality evaluation. The cross-domain issue is the reason why the
baseline using object detectors trained in a different domain could not achieve high performance.
However, the comparison is still appropriate since our method and other baselines also use the same
network architecture and pretrained model without fine-tuning using the target dataset (although we
only use the top five convolutional layers). This demonstrates again the deficiency of existing visual
ontology and object detectors in extracting knowledge in a new target domain, and importantly why
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we require a multimodal approach to find visual patterns for event schema construction, particularly
when naming them is important.
3.3.4 Discussion of Parameters
We discuss some parameters of MMPM and baseline methods in this section. As is natural in
clustering methods, the number of clusters is an important tunable parameter. In baseline 1, OPC,
we tried different numbers of clusters in the experiments. The clusters are formed over each event.
Instead of setting a unique cluster number for all the events, we calculated the number of clusters
as the number of patches in each event divided by the expected number of patches in each cluster.
We tried {20, 30, 50} as the expected number of patches in each cluster. We only report the best
performance in the experiment section. Since we use the apriori algorithm [Agrawal and Srikant,
1994] for association rule mining in our MMPM method and baseline 2 MDPM method, there are
two tunable parameters within the algorithm: support rate and confidence rate; we discussed them in
Section 3.2.3. In general, our performance is not sensitive to those two parameters. However, we do
note that a small support rate may lead to finding many duplicate visual patterns for both methods.
The number of selected concepts in baseline 3 (object detection) is not sensitive to parameters. In
our experiment, the top 50 concepts are able to cover all the potential discovered concepts in the
Image-Net ontology. We examined the top 100 concepts, but we found that there were no “relevant
concepts” discovered after the top 50 concepts for each event.
3.3.5 Complexity and Efficiency
MMPM is not only effective for finding and naming multimodal visual patterns, but it is also quite
efficient when compared with the baseline approaches. Most current state-of-the-art pattern mining
methods work on the image patch level. The complexity of the algorithm can be roughly estimated
by the number of patches. Since the value of the response map of the last convolutional layer is
usually sparse, on average, we only select about 3−5 patches per image after non-max suppression.
(We ignore the transactions that only contain “0” in each dimension of the feature vector.) Compared
with the other baselines, object proposal usually generates hundreds of image patches per image
and MDMP generates approximately one hundred patches per image. Therefore, our method is
faster by more than an order of magnitude than competing approaches, because as discussed in
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Section 3.2.2.2 our method works on an image level, unlike other approaches. It is important
to note that although our method takes the whole image as input, it is still able to localize the
visual patterns, similar to the other image patch based methods. The actual running time of our
experiments demonstrates what we have described here. We run our experiments on the same
workstation with two Intel Xeon E5 CPUs, 64GB memory, and Nvidia TITAN X GPU. The dataset
used in our experiments has about 100,000 images. MMPM takes about 2 hours to finish the entire
pipeline, including feature extraction, transaction generation, pattern mining, and naming. OPC
takes about 18 hours, and MDPM requires about 36 hours. It is necessary to mention that MDPM
is implemented in MATLAB by the original authors of [Li et al., 2015b]. The actual running time
may be improved by using a more efficient implementation.
3.4 Summary
In this chapter, we have presented a novel dataset and framework for mining and naming multimodal
visual patterns from a corpus of image caption pairs related to high level events. Our multimodal
pattern mining method is able to discover patterns that are more informative than the state-of-the-
art vision-only approaches, and has the unique ability to accurately name those patterns. These
patterns are then leveraged to build multimodal event schemas for each particular news event. We
demonstrate that our method discovered patterns that greatly outperform other competing methods
for this task. This represents the first approach for using multimodal pattern mining to discovering
and naming high-level semantically meaningful image patterns for event schema construction. The
combination of our ability to find meaningful patterns and name them allows for many applications
in high-level information extraction tasks, such as knowledge base population using multimodal
documents and automatic event ontology creation. Our work can be leveraged to support integrated
structured information extraction tasks combining tools from the Computer Vision and Natural Lan-
guage Processing communities.
Our multimodal visual pattern mining has a visual transaction generation model and a text trans-
action generation model. The visual transaction generation model proposed in this chapter uses the
response map of the last convolutional layer from a CNN model to discover visual patterns. Al-
though the filter in the last convolutional layer has some tolerance to the scale variation of object,
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it cannot be activated by the visual patterns that have significant scale difference. Thus, we pro-
pose a new visual transaction generation model to improve our multimodal visual pattern mining
framework in the next chapter.
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Chapter 4
Scale- and Shift-Invariant Visual Pattern
Mining
4.1 Introduction
We have shown the significant advantage of the multimodal visual pattern mining technique on con-
cept discovery for the multimodal event schema construction in Chapter 3. A visual model and a
text model generate the visual transactions and text transactions respectively in our multimodal vi-
sual pattern mining pipeline. Each visual transaction generated by the visual pipeline in the MMPM
model corresponds to a sub-region of the input image (e.g. 196× 196 pixels region for the AlexNet
model). If a visual pattern is much larger or smaller compared to the size of this sub-region, the
filter in the convolutional layers may not be able to be activated. Thus, this model cannot capture the
visual patterns with multiple scales. On the other hand, this visual model can find the shift-invariant
visual patterns based on the strategy of generating multiple transactions for each image. One trans-
action is generated for each element in the feature map of the last convolutional layer and represents
the information from one sub-region of the input image. The feature map of the last convolutional
layer usually has multiple elements (e.g. 6×6 in AlexNet). As a result, the computational cost is un-
necessarily increased. In this chapter, we will introduce an improved visual transaction generation
model for scale- and shift-invariant visual pattern mining. The proposed model converts the image
into multiple scales as input and captures the filter response from each scaled image to discover
scale-invariant visual patterns. We also use a global pooling structure in this new visual transaction
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generation model to discover shift-invariant visual patterns without generating multiple transactions
for each image. The new model retains the capability of localizing the visual patterns from the input
images by utilizing a deconvolutional neural network. But it generates only one transaction per
image. Comparing with the previous model, which generates 36 transactions for each image (using
AlexNet), the new model has the significant advantage of efficiency.
The contributions of our work presented in this chapter include:
• We propose a novel visual transaction generation model based on multi-scale convolutional
neural network architecture to generate visual transactions for multimodal visual pattern min-
ing framework. The new visual transaction generation model can be integrated into our mul-
timodal visual pattern mining pipeline to discover scale- and shift-invariant visual patterns.
• The proposed model is efficient. Comparing with the previous model, which generates mul-
tiple transactions for each image, the new model only generates one transaction per image.
• A deconvolutional neural network is used to localize the visual instance of a visual pattern
based on the neural activation of the last convolutional layer. The previous model can localize
the visual patterns from the original image by a rectangular bounding box. The new model
can localize the visual patterns without the limitation of the shape of a bounding box. The
localized region can be any shape that covers the target visual pattern.
4.2 System Architecture
In this section, we will introduce the architecture of the proposed visual pattern mining method. We
first show an example to demonstrate the property of the filters of convolutional layers. This example
explains our motivation of feeding multi-scale input images into convolutional neural networks to
generate visual transactions and further discover visual patterns.
4.2.1 Explore the Property of the Last Convolutional Layer
The convolutional neural networks have achieved amazing performances on the image classification
task. The convolutional layers serve as feature extractors or image encoders in the Convolutional
Neural Network [Zeiler and Fergus, 2014], and the fully connected layers are comparable to the
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classifiers. AlexNet [Krizhevsky et al., 2012] is a popular neural network with five convolutional
layers and three fully connected layers. The fully connected layers contain most of the parameters in
the model. [Szegedy et al., 2015] proposed a more powerful CNN model after AlexNet. [Szegedy
et al., 2015] use more convolutional layers and only one fully connected layer. They consider
this architecture as the “deeper” neural network. With more convolutional layers, this model has
stronger power to extract better features from images. Even though only one fully connected layer
is used in this model, it still achieves much better image classification results. During the training
process, the convolutional layers learn to extract useful information from the training dataset. As
suggested in [Zeiler and Fergus, 2014], the lower convolutional layers tend to extract low-level
features, such as edges and corners. Similarly, the higher convolutional layers tend to extract high-
level features. The high-level features are usually the objects or part of the objects. Thus, the last
convolutional layer is usually trained to capture the important and popular visual concepts from the
training images. Typically, the popular CNN model is trained on the ImageNet dataset [Deng et al.,
2009], which contains millions of images. Due to the large number of images, the last convolutional
layer has been trained to capture the many important visual concepts in the real world. When we
apply the pre-trained CNN model to a new image domain, as long as the images in the new domain
share enough visual concepts with the ImageNet dataset, the pre-trained CNN model can be applied
to the new image domain perfectly. The visual concepts learned by the last convolutional layer
are considered as “latent concepts”. The latent concepts are captured by each filter in the last
convolutional layer. Some of them can be visualized as clear objects, while many of them cannot be
visualized as meaningful objects. However, the combination of those filters may be used to capture
visually similar objects, which can be seen as visual patterns.
We empirically verify two properties of the response map of convolutional layers. The first
property is that each filter (Fi) in the last convolutional layer of a CNN can be activated by a set of
visual patterns with certain scale (P = {(pi, si)}, pi is a pattern with scale si). The second property
is that each visual pattern can activate multiple filters.
To verify the property of the last convolution layer, we use a pre-trained AlexNet model to
demonstrate how the filters in this layer selectively respond to different visual patterns from different
spatial locations. As shown in Figure 4.1, we feed the pictures of two different dogs and birds
into AlexNet and observe the response of the pool5 layer. The pool5 layer has 256 feature maps,
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Figure 4.1: Local response of feature maps in pool5 layer for different images. Response maps are
generated by a pre-trained AlexNet model. Each feature map has 6 by 6 elements.
corresponding to 256 filters in the conv5 layer. The size of each feature map in the pool5 layer
is 6 by 6. We found that the 100th and the 151st filters have the strongest responses to birds and
dogs respectively, as shown in the first and second rows in Figure 4.1. When we place the object
at the center of a 227 by 227 pixel image, we can see that the maximum response is also located at
the center of the feature map. Then we compose a new image, with two birds at the upper-left and
bottom-right corners and two dogs at the other two corners. We feed the composed image into the
same CNN and check the response of the same filters. As we can see in the third row of Figure 4.1,
the 100th filter (for bird) has strong response at the upper-left and bottom-right corners where the
birds are placed, and the 151st filter (for dog) has strong response at the upper-right and bottom-left
corners where the two dogs are placed. This simple experiment reveals two interesting properties
of convolution filters: 1) A filter is normally selective to a certain pattern. For example, the 100th
filter can be activated by the bird pattern, and the 151st filter can be activated by the dog pattern. 2)
A filter is spatially local and its response map can be utilized to localize the image patch that has
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Figure 4.2: The proposed framework to mine scalable visual patterns
the object of interest in the original input image.
Similar exploration of the properties of convolutional layers has been studied by many re-
searchers. [Zeiler and Fergus, 2014] also shows many interesting examples of which visual pattern
can be activated by certain filters in the convolutional layers.
4.2.2 Scale- and Shift-Invariant Visual Pattern Mining
Leveraging the properties of the convolutional layers, we proposed a framework to generate vi-
sual transactions that can be used in visual pattern mining or multimodal visual pattern mining
framework. We aim to find scale- and shift-invariant visual patterns using the proposed frame-
work in Figure 4.2. We first scale the input image into difference resolutions (typically, 256× 256,
384 × 384, 512 × 512 and 768 × 768). Each scaled image is fed into a Convolutional Neural
Network [Krizhevsky et al., 2012] and get the response map from the pooling layer after the last
convolutional layer. Regardless of the size of the input image, each pixel in the response map is
always computed from a fixed-size sub-region in the original image. The size of the response maps
are determined by the size of the input images and can be calculated by Equation 4.1:
Wrm =
Winput + 2× P −K
S
+ 1
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Hrm =
Hinput + 2× P −K
S
+ 1 (4.1)
where W and H are the width and height of the input image or response map, P is the padding
size in the input image, K is the kernel size, and S is the stride. A high value of a pixel in the response
map reflects that there is a certain scale of visual pattern in the corresponding sub-region of the input
image, which can activate the filter. We use a global pooling layer after the convolutional layers to
determine the max value of each response map of the last convolutional layer. There are 256 filters
in the last convolutional layers in AlexNet, thus, we get a 256-dimensional vector from each scaled
image to represent the max response value of each filter. We then do an element-wise max pooling
operation over all the vectors from the scaled images to get only one 256-dimensional vector for
one input image. If the response value is larger than a threshold, it means that the corresponding
filter is activated by a visual pattern in the input image, regardless of the position and scale of the
visual pattern. The motivation of using global pooling and the element-wise max pooling operation
is to derive a vector in which the value of each dimension indicates if the input image contains
a visual pattern, which can activate the corresponding filter in the last convolutional layer. When
we build the transaction, we are only concerned about whether the input image contains a visual
pattern that can activate the filter. We then set the top k magnitude dimensions of the indicated
vector to 1 and the others to 0, creating a binary representation of which filters are activated for
each image. We use these sparse binarized features to build transactions for each image patch
as discussed in Sec. 3.2.2.1, where the non-zero dimensions are the items in our transaction. We
do not encode the location and scale information of the visual pattern into the visual transactions.
Those visual transactions can be used in the multimodal visual pattern mining pipeline described in
Chapter 3 or simply be fed into an association rule mining algorithm to find visual patterns without
text information. We are able to use the current existing architecture to compute the filter responses
for all patches at once without changing the network structure. This idea allows us to extract image
patch patterns in a way that is much more efficient than current state-of-the-art methods. Compared
with the visual model proposed in Chapter 3, the new model has two advantages:
1. The old model generates up to 36 transactions for each image, while the new model only
generates one or zero transaction per image. This speeds up the pattern mining algorithm.
2. The new model can discover the visual pattern even if the pattern has different scale in the
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input images, while the old model cannot handle this case.
Figure 4.3 shows the side-by-side comparison of the two visual pattern mining pipelines.
There is still one unsolved problem in the proposed visual pattern mining pipeline, which is the
localization of visual patterns. As we described before, we do not encode location information of
the visual pattern into the visual transactions. Thus, the visual patterns that are directly discovered
by the transactions are the entire input images. However, the visual patterns are typically a small
portion of the input image. We require certain mechanisms to localize the activated visual patterns
from the input image. In the following section, we propose a method to use a deconvolutional neural
network to localize the visual patterns.
4.3 Localizing Visual Instance by Deconvolutional Neural Network
We described a convolutional neural network architecture to capture the visual patterns with differ-
ent scales in the last section. We use a global pooling after the last convolutional layer to ensure
that the final image representation is not sensitive to the location of the visual pattern in the input
images. However, the global pooling strategy loses the location information of where the neuron
is activated. The remaining issue for this visual transaction generation and visual pattern mining
pipeline is how to localize the visual pattern from the input image. In order to address this problem,
we employ a deconvolutional neural network to localize the visual pattern from the input image.
The deconvolutional neural network can be expressed by Equation 4.2.




where Hdeconvi is the output of a deconvolutional neural network for the i
th filter. It has the
same size as the input image I . And P is a pixel (x, y) in the input image I . Hdeconvi (x, y) is
the deconvolutional results at pixel (x, y). It is the partial derivative of ith feature map w.r.t. the
pixel (x, y) of the input image I . The value of Hdeconvi (x, y) evaluates the impact of input image
pixel (x, y) on the ith feature map. The larger value means that this pixel has greater impact. Thus,
the deconvolutional results can be used to find which region of the input image contributes to the
response map of the given filter.
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Figure 4.3: Side-by-side comparison of two visual pattern mining pipelines. The upper one is
described in Chapter 3 and the lower one is described in this chapter.
CHAPTER 4. SCALE- AND SHIFT-INVARIANT VISUAL PATTERN MINING 50
A deconvolutional neural network has two passes: a convolution pass and a deconvolution pass.
The deconvolution pass shares a similar architecture with the convolution pass, but it performs
inverse-like operations, such as pooling vs. unpooling and convolution vs. deconvolution. Unpool-
ing is fairly simple; this operation uses “switches” from the pooling layer to recover the feature map
prior to the pooling layer. The “switches” recover the max value at the original location within each
pooling kernel and set all the other locations in the feature map to zero. The non-linear operations
(“ReLU”) in the convolution pass are ignored in the deconvolution pass, because the positive values
are passed to the next layer without any change and the negative values are set to zero in ReLU. The
deconvolution operation we use is equivalent to the standard weight update equations during the
backpropagation. Using the chain-rule, the calculation of partial derivative in Eq. 4.2 is relatively
easy. In the convolutional neural network, we calculate the output of the kth convolutional layer
with kernel F by
Hk = Hk−1 ∗ F (4.3)
For each deconvolutional layer, given the feature map Hk from the k-th layer, we use the transpose




= Hk ∗ F T (4.4)
The detailed derivation of Equation 4.4 can be found in [Zeiler and Fergus, 2014]. Based on Equa-
tion 4.4, the calculation of Equation 4.2 is equivalent to the backpropagation of a single filter acti-
vation.
Hdeconvi reflects the impact of each pixel in the input image to the response value of the i
th filter.
Let Ri be the region of non-zero pixels in Hdeconvi . Only the pixels in this region contribute to the





where P is a set of filters that define a visual pattern.
Figure 4.4 demonstrates the output of a deconvolutional neural network. We select one convolu-
tional filter that can be activated by the “dogs” pattern. We use a deconvolutional neural network to
show the influence of each pixel in the input image to the feature map of the selected convolutional
filter. The images with gray background are the output of the deconvolutional neural network. The
larger pixel value in these images means the bigger influence of that pixel to the feature map.
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Figure 4.4: Visualization of the output from deconvolutional neural network. We select one convo-
lutional filter that can be activated by the “dogs” pattern. We use a deconvolutional neural network
to show the influence of each pixel in the input image to the feature map of the selected convolu-
tional filter. The images with gray background are the output of the deconvolutional neural network.
The larger pixel value in these images means the bigger influence of that pixel to the feature map.
A deconvolutional neural network can be created based on the architecture of a convolutional
neural network. A deconvolutional neural network corresponds to one convolutional neural network,
and can be used to capture the information.
4.4 Experiments
We integrate the visual pattern model proposed in this chapter with the multimodal visual pattern
mining pipeline in Chapter 3. We use the new pipeline to discover the multimodal visual patterns
from the same dataset that is introduced in Chapter 3. In this new pipeline, we generate at most
one transaction per image. Eventually, we get about 30,000 transactions for each event category.
The number of transactions is sufficient for us to use the association rule mining method to discover
the multimodal visual patterns. Some examples of the patterns discovered by the new pipeline
can be found in Fig. 4.5. We conduct the same evaluation described in Chapter 3 to evaluate the
multimodal visual pattern mining pipeline with the new proposed visual model. We follow the






Figure 4.5: Example of visual patterns. Those examples clearly demonstrate our advantage of
finding the visual patterns at multiple scales.
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Table 4.1: Average number of relevant concepts discovered by each method (per event), and number
of unique concepts that are only discovered by each method




MMPM in Chapter 3 97
MMPM with Improved Visual Model 115
same metrics proposed in Section 3.3.3 and evaluate the quality of multimodal visual patterns by
evaluating whether the named visual patterns generated by each method can be used to construct an
event schema. The three metrics are
1. Coverage of the Discovered Concepts. We want to measure how many concepts are correctly
discovered by each method and for how many unique concepts each method is responsible.
2. Semantic coherence of the Visual Patterns. We evaluate the visual semantic coherence of the
discovered visual patterns.
3. Accuracy of Visual Pattern Names. We evaluate the accuracy of attempting to name the visual
patterns.
The results can be found in Tables 4.1, 4.2, and 4.3. As shown in Table 4.1, our multimodal
visual pattern mining pipeline with new visual model discovers more concepts than the model de-
scribed in Chapter 3 (the new model discovered 115 concepts per event versus 97 concepts discov-
ered by the model discovered in Chapter 4). The reason is because the old visual model misses
some visual patterns if the visual pattern has instances existent in different scales, whereas the new
proposed model is designed to detect all instances of the same pattern regardless of the scale varia-
tion, and thus able to discover more patterns. The visual patterns discovered by our improved model
are also more semantically coherent. These results demonstrate that the improved visual transac-
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Table 4.2: Semantic coherence of the visual patterns. We show the percent of semantically coherent
visual patterns among all the patterns discovered by each method.




MMPM in Chapter 3 76.32
MMPM with Improved Visual Model 78.45
tion generation model proposed in this chapter has stronger power to analyze and encode images to
visual transactions; therefore, we are able to find more semantically coherent visual patterns. Ta-
ble 4.3 shows the accuracy of pattern naming. We only slightly increased our performance in this
evaluation. This is because although we improved the visual transaction generation model, we still
use the same naming algorithm in our multimodal visual pattern mining framework. To increase the
accuracy of pattern naming, we are proposing a new research work to jointly analyze the image and
text in a unified framework as the future work. We hope to leverage more advanced NLP techniques
including sentence structure analysis, abstract meaning representation, etc, so that we can gain a
deeper understanding about the information from the text domain.
4.5 Summary
In this chapter, we improved the multimodal visual pattern mining framework by introducing a
scale- and shift-invariant visual transaction generation model. The new model scales the input
image into multiple scales and then feeds them into an identical Convolutional Neural Network.
The generated visual transactions are invariant to the different scales of visual patterns. In order to
improve the efficiency of the new model, we ignore the location information of the potential visual
pattern during the transaction generation process and generate only one transaction per image. To
recover the lost location information, we use a deconvolutional neural network to localize the visual
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Table 4.3: Evaluation of naming the discovered patterns. The accuracy of each method is shown.




MMPM in Chapter 3 57.4
MMPM with Improved Visual Model 58.2
patterns in the input image after we discover the visual patterns. Using a deconvolutional neural
network provides additional advantage. It can localize the visual patterns by labeling their real
shape and location in the input image, rather than a rectangular bounding box. We examine the
proposed model by integrating it into the multimodal visual pattern mining pipeline and conducting
the same evaluations as in Chapter 3. The multimodal visual pattern mining pipeline with scale-
and shift-invariant visual transaction generation model leads to better overall performance than the
previous model used in Chapter 3.
In both Chapter 3 and this chapter, we use a pre-trained CNN model to generate visual trans-
actions to discover visual patterns. Although our multimodel visual pattern mining pipeline is not
restricted to any specific CNN model, the CNN model usually has to be trained on a large-scale
image dataset (e.g. ImageNet). Thus, the quality of the discovered visual patterns usually depends
on the quality of the pre-trained neural network model. Due to the powerful convolutional neural
network architecture and large-scale training data, a CNN model trained on one domain can be
useful in other domains and is reasonably generalizable. However, this generalization capability
generally fails in cases where fine-grained image classification or pattern discovery is necessary.
For example, if we want to find visual patterns to describe different dog species, it is difficult to use
a pre-trained model to achieve that goal. To response to the challenge of content analysis on fine-
grained datasets, we propose a new model to use an end-to-end artificial neural network architecture
to discover visual patterns in the next chapter. The proposed model can be trained or fine-tuned on
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a new dataset so that it has the ability to discover visual patterns from fine-grained image datasets.
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Chapter 5
Discovery of Visual Patterns from
Fine-grained Images
5.1 Introduction
Many image content analysis works focus on regular image datasets. For example, the ImageNet
dataset has 80,000 real-world object categories. Our news image-caption dataset introduced in
Chapter 3 has 33 news event categories. Typically, the images from different categories have signif-
icant differences in those datasets, such as the car images versus the flight images, the images from
an attack event versus the images from an election event, etc. With decades of efforts, many theories
and systems have been proposed and have achieved great success on the content analysis task using
those regular image datasets. However, image content analysis on fine-grained data collection is a
still difficult and unsolved problem due to the small differences between image categories. Work-
ing on fine-grained data collection has great value in real-world applications. For example, large
retail corporations may want to analyze their product images of clothes. Restaurants may want to
analyze their food images. The fine-grained data analysis problem brings us new challenges and
opportunities.
The convolutional layers in a Convolutional Neural Network can be seen as a form of feature
extractor or visual pattern mining. CNNs have recently been shown to exhibit extraordinary power
for visual recognition. The breakthrough performance on large-scale image classification challenges
[Krizhevsky et al., 2012; Simonyan and Zisserman, 2014] is just one example. Many researchers
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recently have been interested in understanding why CNNs exhibit such strong performance in classi-
fication tasks and have been analyzing the changes in the structure and underlying theory of CNNs.
One of the the most popular interpretations [Zeiler and Fergus, 2014] is that the trained convolution
layers are able to capture local texture patterns of the image set. [Zeiler and Fergus, 2014] designed
a deconvolutional neural network to visually demonstrate the information captured by each con-
volutional filter in a convolutional neural network [Krizhevsky et al., 2012]. Given any filter, the
deconvolution process traces back via the network and finds which pixels in the original image con-
tribute to the response of this filter. Using the deconvolution neural network, one can show that each
filter is normally sensitive to certain visual appearances or patterns and can demonstrate what type
of patterns each filter is sensitive to. For example, the first one or two convolution layers are able
to capture simple textures like lines or corners, whereas the upper layers are capable of capturing
semantically meaningful patterns with large variances in appearance. A typical CNN, like AlexNet,
has 256 filters in its last convolutional layer (conv5), which is a very small number compared with
all the possible patterns existing in the real world. This implies that a filter may be triggered by
several different patterns that share the same latent structure that is consistent with the filter. We
also find that an image patch can trigger several different filters simultaneously when it exhibits
multiple latent patterns that conform with multiple filters.
Base on above analysis of CNN filters, let us recap the multimodal visual pattern mining method
proposed in Chapter 3 and 4. In the MMPM model, the items in visual transactions are the index
of convolutional filters that are activated by the image patches. The desired visual patterns are a
group of semantic coherence image patches. And to be a visual pattern, we need to ensure they
are representative and discriminative. In MMPM, we use the association rule mining algorithm to
ensure that the visual patterns that are determined by a set of convolutional filters are representa-
tive and discriminative. Essentially, the key of our visual pattern mining algorithm is to find a set
of convolutional filters that can be activated by a group of representative and discriminative image
patches. Thus, our multimodal visual pattern mining pipeline has to take advantage of the filters
from a pre-trained Convolutional Neural Network. The visual patterns that can be captured by our
multimodal visual pattern mining pipeline are determined by the filters in this pre-trained Convo-
lutional Neural Network. Unfortunately, the visual patterns that can be captured by the filters are
restricted by the domain of training data. Even though most of the successful Convolutional Neural
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Network models are trained on the large-scale ImageNet dataset and the pre-trained Convolutional
Neural Network model can capture many visual patterns, those models are still lack of the capa-
bility to capture the patterns from fine-grained image sets. Compared with the image categories in
the ImageNet dataset (e.g. dogs vs. cats, cars vs. flights), the differences between the fine-grained
image categories are very small. Most of the pre-trained convolutional filters are optimized to cap-
ture the visual patterns from the regular image classes; therefore, not enough filters can be used to
capture the visual patterns from fine-grained image collections. Thus, our multimodal visual pattern
mining pipeline cannot be directly used to discover visual patterns from fine-grained image collec-
tions. The same problem exists in the image classification task. To solve the issue of fine-grained
image collections, people usually use the pre-trained parameters to initialize a Convolutional Neural
Network model and use the images from the fine-grained dataset to fine-tune the model. Due to the
restriction of using the association rule mining algorithm, we cannot fine-tune the pre-trained CNN
model in our pipeline. Therefore, we need a new model to handle the visual pattern mining problem
for fine-grained image collections.
In this chapter, we propose a new artificial neural network architecture and use a fully connected
layer to replace the association rule mining algorithm to find the combination of convolutional fil-
ters. We develop with a cost function for the visual pattern mining task so that we can find the
discriminative and representative visual patterns by this neural network. As an end-to-end neural
network architecture, the convolutional layers can be fine-tuned on new image domains, so that it
can be used to solve the issue of discovering visual patterns from fine-grained datasets. We follow
the same formulation of the visual pattern mining problem as we described in Chapter 3 and 4:
given a set of images from a category (images from the target category are referred to as “positive
images”), and a set of images from other categories as reference (these are referred to as “negative
images”), find representative and discriminative visual patterns that can distinguish positive images
from negative images. We name the proposed neural network PatternNet. PatternNet leverages
the capability of the convolution layers in the CNN, where each filter has a consistent response to
certain high-level visual patterns. This property is used to discover the discriminative and repre-
sentative visual patterns using a specially designed fully connected layer and loss function to find a
combination of filters that have strong response to the patterns in the images from the target cate-
gory and weak response to the images from other categories. After we introduce the architecture of
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PatternNet, we will analyze and demonstrate how PatternNet is capable of finding the representative
and discriminative visual patterns from images. It is important to notice that the PatternNet model
proposed in the chapter is still a visual-only pattern mining model. It cannot be used to address the
multimodal visual pattern mining problem directly. But as a powerful end-to-end neural network
model for visual pattern mining, it has potential to be extended to a multimodal neural network
architecture. Due to the different focus of the PatternNet model and the multimodal visual pattern
mining pipeline proposed in Chapter 3, we will not use the same evaluations that we used in Chap-
ters 3 and 4 to evaluate PatternNet. Instead of measuring the patterns discovered from the regular
news images, in this chapter we follow the experimental setup of some related state-of-the-art visual
pattern mining works and evaluate our PatternNet model on fine-grained image classification tasks.
The contribution of this chapter is that we design a special artificial neural network architecture
to discover discriminative and representative visual patterns. The proposed neural network can
be trained or fine-tuned on a specified fine-grained image dataset. The convolutional layers are
optimized to capture the unique features from the given fine-grained image dataset. As such, the
proposed PatternNet can discover better visual patterns from fine-grained image datasets.
5.2 Related Work
In this section, we will review some works that are related to the content of this chapter. Some of
the related works have already been reviewed in Chapter 2; for such works, we only briefly describe
them in this section. Please refer to Chapter 2 for more details.
Visual pattern mining and instance mining are fundamental problems in computer vision. Many
useful and important image understanding research and applications rely on high-quality visual
pattern or visual instance mining results, such as the widely used mid-level feature representations
for image classification and visual summarization. Most previous works [Singh et al., 2012; Juneja
et al., 2013; Li et al., 2013c; Sun and Ponce, 2013] follow the same general procedure. First, image
patches are sampled either randomly from images or by using object proposals, such as selective
search, saliency detection, or visual attention. Then visual similarity and geometry restrictions are
employed for finding and clustering visually similar image patches, which are often referred to as
visual patterns. Subsequently, the discovered visual patterns are used to build a mid-level feature
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representation that can improve the performance of image classification. (Please refer to Sections
2.2.1 and 2.2.4 for more details.)
As well as using visual patterns as middle-level feature representations, visual pattern mining
itself can be used in broader research areas. Zhang et al. [Zhang et al., 2014b] propose a method to
use “thread-of-feature” and “min-Hash” technology to mine visual instances from large-scale image
datasets and apply the proposed method on the applications of multimedia summarization and visual
instance search. (Please refer to Section 2.2.2 for more details.)
Some works, such as [Parizi et al., 2014] and [Krause et al., 2015] use the term “parts” to de-
scribe a similar concept to “visual patterns” in this chapter. They define “part” as a partial object or
scene that makes up a larger whole. In part-based approaches, the objects or scenes are broken into
parts and a binary classifier is trained for each part. The parts are used as an image representation
for image classification. Parts-based image classification works focus on different aspects than our
work. First, those works are supervised approaches. The part detectors are learned from labeled
data, while PatternNet uses unsupervised learning techniques to find the visual patterns from a set
of images. Second, the goal of using parts-based models is to obtain better classification results,
while we focus on finding discriminative and representative visual patterns.
More recently, [Li et al., 2015b] has utilized a Convolution Neural Network for feature represen-
tation and has used association rule mining [Agrawal et al., 1993], a widely used technique in data
mining, to discover visual patterns. The key idea of this approach is to form a transaction for each
image based on its neuron responses in a fully connected layer and find all significant association
rules between items in the database.
In contrast to most existing approaches that normally have a separate stage to extract patches or
construct transactions, followed with a clustering algorithm or an association rule mining algorithm
for finding useful visual patterns, we develop a deep neural network framework to discover visual
patterns in an end-to-end manner, which enables us to optimize the neural network parameters more
effectively for finding the most representative and discriminative patterns.
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Figure 5.1: Visual pattern mining with deep neural network
5.3 Visual Pattern Mining
In this section, we introduce the architecture and analyze the properties of our novel CNN, Pattern-
Net.
5.3.1 PatternNet Architecture
The convolutional layers in CNNs can be seen as feature extractors. An excellent visual exam-
ple demonstrating the capabilities of each CNN as a feature extractor exists in [Zeiler and Fergus,
2014]. They demonstrate that the first few convolutional layers tend to capture lower-level image
features, such as edges and corners, while the last convolutional layer captures higher-level object
information, such as people’s faces, wheels, or other complicated structural patterns. Recently,
the properties of convolutional layers have been leveraged to address the problem of object seg-
mentation and have shown very promising results in [Hariharan et al., 2015]. The activations of
convolutional layers can be applied in object segmentation problems because: 1) a filter is normally
selective to certain patterns, and 2) a filter is spatially local and its response map can be utilized to
localize the image patch that has the object-of-interest in the original input image. We will leverage
both of these tendencies, especially the ability for a convolutional filter to provide local information
within the image in our construction of PatternNet.
As shown in Figure 5.2, we visualize the local response region of the same filter in the last
convolutional layer of a CNN on different images. We can clearly see that the filter can be activated
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Figure 5.2: Visualization of the local response region of filters in the last convolutional layer of the
CNN on different images. The second row images show the local response region of filter α. Filter
α is activated by all the images. The third row images show the local response region of filter β.
Filter β is only activated by the “flight” images.
by different visual patterns. Due to the fact that a filter may be activated by multiple different visual
patterns, we cannot directly use the single filter output to discover these visual patterns. On the
other hand, a visual pattern may activate multiple filters, as well.
Thusly, we can think of the filters in the last convolutional layer as more like selectors for finding
mid-level latent visual patterns rather than high-level semantic visual patterns.
This observation motivates us to develop a neural network architecture to find visual patterns as
a combination of multiple filters from the final convolutional layer. For example, in Figure 5.2, the
visual pattern “flight” can be detected by the filters {α, β}. A typical convolutional neural network
hasNc filters in its last convolutional layer, and each filter produces anMc×Mc dimensional feature
response map. The value of each pixel in a feature map is the response of a filter with respect to a
sub-region of an input image. A high value for a pixel means that the filter is activated by the content
of the sub-region of the input image. If a filter is activated, the Mc ×Mc dimensional feature map
records the magnitude of the response and the location information of where in the input image
the filter is activated. We use a tunable threshold Tr to decide whether the response magnitude is
sufficiently high such that the filter should be considered activated. We set the response as 1 if
the response magnitude is stronger than Tr, or 0 otherwise. To achieve translation-invariance and
more effectively utilize image sub-regions, we intentionally ignore the location information. That
is, as long as there is at least one response value from the Mc ×Mc feature map larger than Tr, we
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consider that the filter is activated by the input image.
In PatternNet, we use a global max pooling layer after the last convolutional layer to discard
the location information, which leads to a faster and more robust pattern mining algorithm as the
feature after global max pooling is more compact and can effectively summarize input patches from
any location. We utilize the deconvolutional neural network to obtain the location information later
in the process when we need to localize the visual patterns. Each feature map produces one max
value after the global pooling layer. This value is then sent to a threshold layer to detect whether the
corresponding filter is activated by the input image. After thresholding, we get Nc of 0/1 indicators
for Nc filters in the last convolution layer. Each indicator represents if a filter is activated by the
input image. We use a fully connected (FC) layer to represent the selection of filters for the visual
patterns. Each neuron in the fully connected layer is a linear combination of the outputs from the




Wi,k · xk (5.1)
where hi is the response of the i-th (i = 1, ..., Nf ) neuron in the FC layer, and xk ∈ {0, 1} is the
activation status of the k-th filter in the last convolutional layer. The selection of filters is reflected
by the values of parameter W in the FC layer. After the fully connected layer, we add a sigmoid
layer to map each response hi ∈ R to pi ∈ [0, 1], indicating the probability that the pattern appears





The cost function is defined in Equation 5.3:









(1− yj)log(1− pi,j) + yj log(pi,j)) (5.3)
where yj ∈ {0, 1}, |B| is the size of a mini-batch B , and pi,j is the response of the i-th neuron
in the fully connected layer w.r.t. the j-th image in the mini batch. Suppose there are Nf neurons
in the fully connected layer. Then we can get Nf linear combinations of filters from PatternNet by
checking the weights of the FC layer. Each linear combination of filters represents a visual pattern
from the given image set.
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The intuition of this loss function is to learn multiple visual patterns and use the visual patterns
to distinguish positive and negative classes. Each neuron in the FC layer selects a few filters to
represent a pattern. If a filter is activated by an image and its corresponding weights in W are
nonzero, it will contribute to the output of the FC layer. The nonzero weights of the parameters of
the FC layer control which filters can contribute to the loss function. The loss function encourages
the network to discover filters that are triggered by positive images but not by negative images.
A collection of filters combined together can effectively represent a unique pattern from positive
images. The discovered pattern is representative because most of the positive images are required
to trigger the selected filters in the training process. Furthermore, the discovered pattern is also
discriminative because most of the negative images cannot trigger those filters.
After we learn the PatternNet, we can discover the visual patterns from the trained network
parameters. For example, the fully connected layer has Nf ∗Nc dimensional weights, where Nc is
the number of filters in the last convolution layer, and Nf is a tunable parameter, which represents
the expected number of discovered patterns. We can get Nf combinations of filters by checking the
weights of the FC layer in PatternNet. Each combination of filters is able to find a visual pattern
from the given image set. To be more specific, we use the following example to explain how to
find the visual patterns by PatternNet. We use the similar structure of the convolutional layers from
AlexNet to design PatternNet. The last convolutional layer has 256 filters. Each filter produces a
13 × 13 feature map. The global max pooling layer has a 13 × 13 kernel and produces a single
value for each feature map. Therefore, it produces a 256-dimensional vector as the input to the fully
connected layer. The fully connected layer has Nf ∗Nc parameters, in this particular example, we
set it to 20 × 256, where 256 is determined by the number of filters in the last convolutional layer,
and 20 is the expected number of visual patterns that can be discovered from the dataset. For each
of the 20 neurons in the FC layer, we check the Nc (which is 256 in AlexNet) parameters, and each
parameter correspond to a filter in the last convolutional layer. Since these parameters are sparse,
we select the top three parameters, which correspond to three convolutional filters. The select three
convolutional filters can be used to detect visual patterns from the image set. We can simple feed an
image into the convolutional layers, and check the response map of these selected filters. If all of the
filters are activated by the image, it means the image contains a visual pattern defined by these three
filters. We can further use the deconvolutional neural network described in Section 4.3 to localize
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Figure 5.3: PatternNet architecture. The proposed system uses PatternNet to discover visual pat-
terns. The visual patterns are represented by a set of filters. Once the visual patterns are discovered,
a deconvolutional neural network is used to localize the location of the visual pattern in the input
image.
the visual pattern from the image.
We use the deconvolutional neural network architecture (see Fig. 5.3) to localize where a vi-
sual pattern appears in the input image. The details of deconvolutional neural network have been
discussed in Section 4.3.
5.3.2 Finding Discriminative Patterns from a Category w.r.t. Different Reference
Images
In contrast to Representative, Discriminative is a relative concept. For example, the visual pattern
“book shelf” is a discriminative pattern in the “library” images w.r.t. to the random background
images1. But it is not a discriminative pattern if we use images from the “bookstore” category as
1e.g. random images downloaded from Flickr, or random images selected from all the other categories























Figure 5.4: Find discriminative patterns by using different negative images.
reference images since there are also many “bookshelf” visual instances in the “bookstore” images.
As shown in Fig. 5.4 (A) and (B), we use random background images as reference images
and find visual patterns from “library” images and “bookstore” images. We find that both “books”
and “book shelf” visual patterns are discriminative patterns for the two categories w.r.t. random
background images. But if we want to find the discriminative patterns from “library” images w.r.t.
“bookstore” images, as shown in Figure 5.4 (C), the unique patterns like “chairs”, “the hall”, and
“reading desks” are discovered, instead of patterns like “bookshelf”, which are shared between the
two categories.
This characteristic demonstrates that PatternNet has the capability to find the “true” discrimina-
tive patterns from a set of images w.r.t. different reference images. This is quite a useful feature.
For example, given a set of images taken in London and another set of images taken in New York,
we can use this algorithm to determine what are the unique visual characteristics in London.
5.4 Experiment
5.4.1 Examples of Discovered Visual Patterns
To demonstrate the performance of PatternNet, we first present in Figure 5.5 some randomly se-
lected visual patterns discovered from a variety of datasets, including VOC2007, MSCOCO, and
CUB-Bird-200. The mask images are generated from a deconvolutional neural network [Zeiler and
CHAPTER 5. DISCOVERY OF VISUAL PATTERNS FROM FINE-GRAINED IMAGES 68
Figure 5.5: Randomly selected visual patterns discovered by PatternNet from a variety of data sets.
The mask images show the localization results of each visual pattern.
Fergus, 2014], which demonstrates the ability of PatternNet to discover and visualize visual patterns
in images. We can clearly see that PatternNet is able to find and localize the intricate visual patterns
from different data sets.
5.4.2 Objective Evaluation
It is not easy to directly evaluate visual pattern mining works due to the lack of well-annotated
datasets for this task. Some previous works use the image classification task as a proxy to evaluate
visual pattern mining results [Li et al., 2015b]. In this chapter, we also conduct experiments for
image classification as a proxy to evaluate our work. We compare the PatternNet model with several
baseline approaches across a wide variety of datasets. We also compare with several state-of-the-
art visual pattern mining or visual instance mining works for scene classification and fine-grained
image classification. It is important to note that we use the classification tasks as a proxy to evaluate
the quality of visual pattern mining methods. We are not aiming to outperform all the state-of-the-
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art image classification methods. Instead, we believe that our visual pattern mining approach could
be used to improve current image classification methods. Thus, in the following experiments, we
only compare our proposed PatternNet with other state-of-the-art visual pattern mining methods on
image classification tasks.
We believe that it is not sufficient to evaluate the quality of visual patterns by solely using image
classification. Ideally, we should use a dataset with all possible patterns labeled by human beings
to measure the precision, recall, and F-score of the discovered visual patterns. However, it is almost
impossible to label a large-scale dataset due to the difficulty and amount of human labor required.
Instead, we notice that the currently available datasets for object detection can be used to evaluate
pattern mining works. This is because the labeled objects for the detection task in those datasets
are indeed “discriminative” and “representative” visual patterns. If the pattern mining algorithm is
robust, those objects should be detected and found by our approach. In this chapter, we follow the
evaluation metric proposed in [Uijlings et al., 2013] to directly evaluate the quality of visual patterns
discovered by our work. [Uijlings et al., 2013] developed a technique to propose a bounding box
for candidate objects from images. In their paper, they use Mean Average Best Overlap (MABO) as








Overlap(gci , lj) (5.4)
Overlap(gci , lj) =
area(gci ) ∩ area(lj)
area(gci ) ∪ area(lj)
(5.5)
where gci ∈ Gc is the ground truth annotation and L is the bounding box of the detected visual
patterns.
5.4.3 Using Image Classification as a Proxy to Evaluate PatternNet
We follow similar settings to those used by most existing pattern mining or instance mining works to
evaluate our approach to image classification. That is, after we discover the visual patterns from the
training images, we use the visual patterns to extract a middle-level feature representation for both
training and test images. Then, the middle-level feature representations are used in the classification
task. As our visual patterns are discovered and represented by a set of filters in the last convolution
layer, it is easy and natural for us to integrate the pattern detection, training, and testing phrases
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Table 5.1: Comparison with the baseline approaches on some popular benchmark datasets. Pattern-
Net uses the same structure of convolutional layers as in VGG19, and uses their pre-trained model
to initialize the convolutional layers
Method MITIndoor CUB-BIRD-200 StanfordDogs
VGG19 fc7 + SVM 67.6 54.6 78.1
VGG19 pool5 + SVM 61.6 40.7 67.1
PatternNet 75.3 70.0 83.1
together in one neural network. To do this, we add a static fully connected layer on top of the
last convolution layer. The parameters of this FC layer are manually initialized using the visual
patterns learned in PatternNet. During the training phase, we freeze this static FC layer by setting
the learning rate to zero. Assume that we have Nf unique visual patterns for a dataset. Then the FC
layer has Nf dimensional outputs. Each dimension collects the response from the filters associated
with one visual pattern. After scaling and normalization, the value of each dimension represents the
detection score of a visual pattern from an input image. On top of this FC layer, a standard FC layer
and softmax layer are used to obtain classification results.
5.4.3.1 Baseline Comparison
We compare PatternNet with several baseline approaches, including: 1) use the response of fc7 layer
of a CNN [Simonyan and Zisserman, 2014] as image feature representation and train a multi-class
SVM model for image classification, 2) use the response of the pool5 layer from a CNN [Simonyan
and Zisserman, 2014] as image feature representation and train a multi-class SVM model for image
classification. We simply use a fully connected layer and a softmax layer on top of the PatternNet
architecture to classify images. The results can be found in Table 5.1. PatternNet outperforms the
baseline approaches that directly use the response from the pool5 and fc7 layers as image features.
The response of each neuron in the last fully connected layer in PatternNet indicates whether the
input image has a certain visual pattern. The results in Table 5.1 prove that the selected visual
patterns are discriminative and can be used as effective image features for classification.
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Table 5.2: Scene classification results for MITIndoor dataset. PatternNet uses the pre-trained
AlexNet to initialize the convolutional layers to achieve a fair comparison.
Method Accuracy (%)
ObjectBank [Li et al., 2010] 37.60
Discriminative Patch [Singh et al., 2012] 38.10
BoP [Juneja et al., 2013] 46.10
HMVC [Li et al., 2013c] 52.30
Discriminative Part [Sun and Ponce, 2013] 51.40
MVED [Doersch et al., 2013] 66.87
MDPM [Li et al., 2015b] 69.69
PatternNet 71.30
5.4.3.2 Scene Classification
We use the MITIndoor dataset for scene classification, which has 67 classes of indoor images. We
follow the split of training and test images as in [Quattoni and Torralba, 2009]: approximately 80
training images and 20 test images per category. About 20 visual patterns are discovered by Pat-
ternNet on training images for each category. For each indoor scene category, we use its 80 images
as positive samples and the images from other categories as negative samples to train the PatternNet
model to discover visual patterns. The convolutional layers are initialized by a pre-trained CNN
model [Krizhevsky et al., 2012], and frozen during the training phase. PatternNet converges within
approximately 100 iterations, which takes about 1-2 mins on a workstation with GTX Titan X GPU.
After this procedure, we find approximately 20-30 unique patterns per scene category. Note that
the number of discovered patterns is controllable by using different dimensions of parameters in the
fully connected layer of PatternNet. From Table 5.2, we can see that PatternNet outperforms the
state-of-the-art works. Compared with MDPM, we directly modify the current CNN architecture
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to perform the scene classification task, while their approach has to sample image patches from
test images and produce the middle-level feature representation for classification. In addition to en-
hanced performance, this allows our approach to provide an order of magnitude speedup compared
with MDPM.
5.4.3.3 Fine-grained Object Classification
Recently, fine-grained image classification has attracted much attention in visual recognition. Com-
pared with traditional image classification problems (dogs vs. cars, buildings vs. people), the fine-
grained image classification (Labrador vs. Golden Retriever, Husky vs. Samoyed) is a much more
challenging problem, since it requires attention to detailed visual features in order to distinguish the
fine-grained categories. Similar to the scene classification task, our insight is that discriminative pat-
terns are able to capture the information from local parts of the image/object. With PatternNet, the
discriminative patterns of each fine-grained class can be effectively discovered. As is the property
of discriminative patterns, the patterns from one category rarely appear in other categories. Hence,
such patterns have a great potential to improve the fine-grained object classification task.
We evaluate our approach on two popular datasets for the fine-grained image classification task:
CUB-bird 200 and Stanford Dogs. The CUB-200 dataset has 200 classes of different birds, and the
Stanford Dogs dataset has 120 categories of different dogs. We follow the suggested training-test
split from the original dataset and compare our results with some state-of-the-art works as listed in
Tables 5.3 and 5.4. The parameters of the convolution layers are imported from a pre-trained CNN
model [Simonyan and Zisserman, 2014] without any fine-tuning. During any of our training phases,
we do not fine-tune any parameters from convolution layers in order to prevent over-fitting. The
only parameters we learned for PatternNet are the fully connected layer as the indicator of linear
combination of convolution filters. The training phase for discovering patterns is stopped after a few
hundreds of iterations when the training loss is stable. We notice that some recent works reported
significantly high performance by leveraging the manually labeled bounding box information, such
as 82.0% reported by PD [Krause et al., 2015] on the CUB-200 dataset. In our approach, we use
neither manually labeled bounding boxes nor parts information. The purpose of this experiment is
to evaluate the quality of the discovered visual patterns. It is important to evaluate our approach on
the whole image instead of clean objects given by the manually labeled bounding box. Thus, we
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Table 5.3: Fine-grained object classification results on Stanford dogs dataset
Method Accuracy (%)
Alignments [Gavves et al., 2014] 36.8
GMTL [Pu et al., 2014] 39.3
Symb [Chai et al., 2013] 45.6
Unsupervised Alignments [Gavves et al., 2013] 50.1
SPV [Chen et al., 2015] 52.0
Google LeNet ft [Szegedy et al., 2015] 75.0
Attention [Sermanet et al., 2014] 76.8
PatternNet 83.1
only compare with the approaches that do not use the manually labeled bounding box information.
We also do not compare with works that use additional images to fine-tune a CNN model, since
those works involve additional training data and thus are not a fair comparison. From tables 5.3 and
5.4, we can see the clear advantage of our approach compared with the state-of-the-art works on the
same experiment setup.
5.4.4 Compare Results with generic Object Proposals
As we have discussed before, visual pattern mining technology can be used for the object proposal
task. The main difference between pattern mining and traditional object proposal methods ([Uijlings
et al., 2013] [Alexe et al., 2012]) is that we do not need manually labeled object bounding boxes
to train the model. Our algorithm directly mines the regularity from the given image set and finds
important (“discriminative” and “representative”) objects in images. Also, instead of proposing
thousands of object bounding box proposals in [Uijlings et al., 2013], we only generate tens of
object bounding boxes with a much higher accuracy. As [Uijlings et al., 2013] is widely used in
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Table 5.4: Fine-grained classification results on CUB-200 dataset
Method Accuracy (%)
GMTL [Pu et al., 2014] 44.2
SPV [Chen et al., 2015] 48.9
Alignments [Gavves et al., 2014] 53.6
POOF [Berg and Belhumeur, 2013] 56.8
R-CNN [Girshick et al., 2014] 58.8
Symb [Chai et al., 2013] 59.4
PB-R-CNN [Zhang et al., 2014a] 65.9
PatternNet 70.0
many research works for pre-processing images, we compare our approach with the state-of-the-art
object proposal works and show the results in Table 5.5. Our advantage is that we propose far fewer
bounding boxes than the traditional object proposal works. We compare the recall rate and MABO
reported in the literature when approximately 100 bounding boxes are proposed by those works.
The results show that the PatternNet outperforms the other works with a substantially lower number
of proposed bounding boxes.
5.5 Summary
In this chapter, we have presented a novel neural network architecture called PatternNet for discov-
ering visual patterns from fine-grained image collections. The multimodal visual pattern mining
approach proposed in Chapter 3 and 4 cannot find desired visual patterns from fine-grained image
datasets due to the limitation of the pre-trained CNN model. The PatternNet framework is proposed
to solve this issue. PatternNet is an end-to-end neural network architecture. It leverages the capa-
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Table 5.5: Comparison of recall rate for a variety of methods on the Pascal VOC 2007 test set. For
PatternNet, we propose approximately 5 bounding boxes per image. For the other methods, we
compare their reported number when about 100 bounding boxes are proposed.
Method Recall # proposed BB
Sliding window search [Harzallah et al., 2009] 0.75 100
Jumping windows [Vedaldi et al., 2009] 0.60 100
Objectness [Alexe et al., 2012] 0.77 100
The boxes around the regions [Carreira and Sminchisescu, 2010] 0.70 100
The boxes around the regions [Endres and Hoiem, 2010] 0.74 100
Selective Search [Uijlings et al., 2013] 0.74 100
PatternNet 0.86 5
Table 5.6: Comparison of Mean Average Best Overlap (MABO) for a variety of methods on the
Pascal VOC 2007 test set. For PatternNet, we propose approximately 5 bounding boxes per image.
For the other methods, we compare their reported number when about 100 bounding boxes are
proposed.
Method MABO # proposed BB
Objectness [Alexe et al., 2012] 0.66 100
The boxes around the regions [Carreira and Sminchisescu, 2010] 0.63 100
The boxes around the regions [Endres and Hoiem, 2010] 0.65 100
Selective Search [Uijlings et al., 2013] 0.63 100
PatternNet 0.77 5
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bility of the convolutional layers in a CNN, where each filter normally has consistent response to
certain high-level visual patterns. This property is used to discover discriminative and representative
visual patterns by using a specially designed fully connected layer and a loss function to find sparse
combinations of filters that have strong responses to the patterns in images from the target category
and weak responses to images from the rest of the categories. We conducted experimental evalua-
tion on the fine-grained object classification task. The evaluation result shows that the discovered
visual patterns by PatternNet are both representative and discriminative. We believe that PatternNet
has shown promising performance in automatically discovering the useful portions of an image and
enables advanced computer vision applications without expensive bounding box based labeling of
datasets. Especially, as an end-to-end neural network architecture, the whole model can be trained
or fine-tuned on a new fine-grained image dataset. This property allows PatternNet to perform much
more accurately on the fine-grained image dataset.
Due to the problem setting of PatternNet being different from the multimodal pattern mining,
we did not directly compare PatternNet with the multimodal pattern mining approach. Instead,
we tested the proposed PatternNet on the fine-grained image classification task. The experimental
results show that PatternNet outperforms the existing start-of-the-art works. To the best of our
knowledge, PatternNet is the first neural network architecture designed for the visual pattern mining
problem. However, the PatternNet is still a visual-only pattern mining approach. How to extend
PatternNet to a multimodal approach is an open issue; we plan to explore this problem in the future.
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Chapter 6
Application: News Video Summarization
and Linking to Social Media
We have discussed visual pattern mining and naming techniques in the previous chapters. In Chapter
3, we used visual pattern mining to discover concepts from the image-caption pairs corpus. In
Chapter 5, we discussed how to use an end-to-end artificial neural network architecture to discover
visual patterns from a fine-grained image collection and improve the performance of the image
classification task on a fine-grained image dataset. In this chapter, we will propose applications
using our multimodal visual pattern mining technique. The first application is to use visual patterns
to summarize the news event. Given a news event with a set of related videos, we want to use
some visual anchors to visually summarize the event. The discriminative and representative visual
patterns are reasonable candidates for the visual anchors. The discovered visual patterns are able
to summarize the major content of video news events. The second application is to use the visual
patterns as visual cues to link the broadcast video news event to the social media news event. News
event linking has been explored by many researchers in recent years. Most of the linking methods
are based on text. Visual patterns serve as the visual cue of event linking. We build a multimodal
event linking system based on the visual pattern mining technique.
To demonstrate the applications of the multimodal visual pattern mining technique, we employ
a platform called NewsRover 1 to collect broadcast news videos from over 100 U.S. broadcast TV
1NewsRover demo could be accessed at: http://rover.cs.columbia.edu
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channels. We also collected approximately 350K hashtags from Twitter with 2.7M tweets linked to
those hashtags. The detailed implementation of NewsRover system can be found in [Li et al., 2013b;
Li et al., 2013a]. Although NewsRover itself is a complete novel multimedia system, we only use it
as a data collection platform and test bed in this dissertation.
In this chapter, we first describe our data collection platform NewsRover and then introduce
the two applications using the multimodal visual pattern mining technique and the collected news
videos and social media data.
6.1 NewsRover: A Platform to Collect and Process News Videos
In this section, we will describe the technical and implementation details of the NewsRover plat-
form. We build a news video recording infrastructure to record broadcast news videos from TV
cable (Section 6.1.1). Then we use a story segmentation program to cut the recorded news videos
into TV news stories (Section 6.1.2). To speed up the video processing system, we build a distri-
bution computing system to process the videos (Section 6.1.3). Once we had acquired the video
stories, we organized them into an event structure. The details of the event linking can be found in
Section 6.1.4.
6.1.1 Video Recording and News Article Crawling
Our recording architecture consists of 12 cable TV tuners equipped with on-chip encoding. The sys-
tem records continuously from a mix of analog and digital channels as transport streams, generating
approximately 700 hours per week and covering about 100 U.S TV channels. We implemented a
scheduling routine that queries an electronic program guide feed every hour for an up-to-date listing
of programs. The system schedules a recording job for the next available TV tuner for each newly
discovered news program. We also include a variety of programs that we ensure that are recorded
every day, which are some of the seminal English language news programs, such as “NBC Nightly
News” and “Good Morning America”.
In addition, we developed a crawler that queries Google News 2 every five minutes for news
2GoogleNews RSS API https://news.google.com/news?cf=all&hl=en&pz=1&ned=us&output=
rss
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topics and downloads all articles indexed under that topic; accordingly, we have a large database of
over 2,000 topics collected from the past three years. The videos and articles that are downloaded
are linked together based on the particular news events to which they correspond.
6.1.2 Story Segmentation
Recorded TV programs consist of a single contiguous video constituted by several stories. Similar
to the method proposed in [Chua et al., 2004], our system automatically cuts each program into
several story segments. In many U.S. programs, closed captions (CC) contain >>> characters to
demarcate the beginning of a new topic. Since a human must type the text, CC typically lags the
video by 12 seconds. The CC transcript is generally quite accurate, but the time-offset presents a
problem if any fine-grained analysis or segmentation needs to be completed. Speech recognition
generally exhibits opposite characteristics; it is accurate in time, but very noisy. It is especially
inaccurate in the news domain, because many of the words used in news broadcasts are locations,
organizations, or first person names, which are rarely well modeled by the language models used
in speech recognition. To tackle this problem, we perform speech recognition on the extracted
audio tracks from the video, and then use a modified Levenshtein Distance based algorithm to align
the audio generated transcript and closed caption transcript. Therefore, we have a more accurate
and temporally exact transcript for each video by using the temporally aligned closed caption text.
Empirically, we found that cutting using time-aligned “ >>>′′ characters after this process still
results in approximately 2 seconds offset from the true boundary.
To further refine the time precision, we performed shot detection and chose shot boundaries to be
likely story boundaries based on proximity with “>>>” symbols and shot lengths. The candidate
boundary closest to the “>>>” position in the time-aligned CC is chosen as the story boundary. In
the case when CC story markers are unavailable, we may apply our prior automatic method using
multimodal story segmentation, which demonstrated satisfactory performance with F-1 score up to
0.76. Table 6.1 contains the amount of content that we are able to collect per week.
6.1.3 Video Processing
To handle the large amount of raw video content that is collected by the NewsRover system, we
have developed a video processing pipeline for extracting information from the video that is heavily
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Table 6.1: Average estimates of data per week
Programs recorded 700 Online articles 72,000
Hours of video 700 Google topics 4,000
Stories segmented 7,000 WikiPedia event 100
parallelized. Our video processing pipeline is separated into 3 distinct sections; within each sec-
tion, information extraction algorithms are executed in parallel, and once all of the algorithms are
completed, we move on to the next stage of the pipeline. A detailed process flow for our video
processing pipeline can be seen in Figure 6.1.
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Figure 6.1: Video processing pipeline
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6.1.4 Event Discovery and Linking
We leverage textual, visual, and content metadata cues from broadcast video news streams, such as
Google News and Wikipedia. News Rover applies several key and novel technologies to discover
news events, link videos and articles to these related events, and extract the entities of interest from
these automatically curated events. The way we organize these heterogeneous sources of data to
discover events and critical entities is an effective method to acquire novel information about the



















Figure 6.2: Entity discovery and linking within NewsRover
Event discovery is the process of identifying the news events that have happened in the real
world from raw video and article news streams and then organizing the related content. News
Rover has two distinct data mining strategies to discover events from this raw data.
1. Wikipedia News Events
The first algorithm leverages the Wikipedia Current Events web portal, which is curated by the
Wikipedia Community. We create event seeds by extracting the text from each Wikipedia event
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description, and then scraping the text from any linked or related Wikipedia pages for this event.
We mine events every five minutes, to ensure that our event discovery is close to real time. These
seeds provide a clear textual description of a real-world event. Many of these event seeds will also
contain images that we can use when linking videos and articles to the the respective seed. The
limitations of this strategy are (1) the number of events are limited (typically 8 - 10 events per day),
because only the most important long-running news events are generally covered on Wikipedia and
(2) there is an obvious delay (typically 10 - 20 hours delay) in the creation of these events, because
they are crowdsourced.
2. Breaking News Events To overcome these limitations, we employ our second strategy: we
detect real-world events from the raw video news stream. This unsupervised method gives us the
opportunity to discover more events with little to no latency. In order to discover the events from the
raw news stream, we analyze the visual content of the news. News agencies often show additional
information on-screen to identify the importance or timeliness of a news story. Examples of this are
terms and visuals such as Breaking News, Happening Now, or Developing Story. Those tags appear
on-screen in the video stream and give us a handle to identify the news events from video. Breaking
News or Happening Now tend to be good event seed candidates. We then use the story titles and
extracted transcripts from each video as textual features to find videos related to the seed event that
are aired in close temporal proximity to the event seed. If we find any videos that are related to the
Breaking News or the Happening Now event video seed, we will combine them together into an
event cluster. To accomplish this, we detect the text on-screen using Optical Character Recognition
(OCR) technology. Traditional OCR technology faces a lot of issues in detecting characters from
video frames: (1) The video frame is noisy, making it difficult to detect the textual area. (2) There
are too many irrelevant characters on the screen, which have little to do with the news story. We
want to find this critical information from the frames, e.g. head titles (like Breaking News, etc.) and
program titles (like JP Morgan: 80 million accounts hacked).
To address those issues, we introduce a concept called “news video frame layout”. We found
that for each channel or news program, there is a unique and relatively stable frame layout that
describes the content of each area on the screen, such as the video footage area, head title area, or
story title area. For each individual area, there is a clear color and text font pattern we can find. Once
we find these patterns, we can apply the OCR technology to the particular target area, and the OCR
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Video Frame Layout
Figure 6.3: Breaking news event discovery from video stream
parameters could be adjusted automatically based on the target area property. We employed two
strategies to find the news video frame layout: one is the fully automatic method that considers the
text region distribution over the entire program, and the other is a semi-automatic method with an
efficient tool that helps us define the news video frame layout manually. The fully automatic method
is described as follows: (1) We sample the video frames from a video program. (2) We apply the
standard OCR technology on those frames to find the text region on the screen and generate a binary
image for each frame with white on the text region and black color on the rest of the frame. (3) We
combine all the binary images generated by step 2 and produce an average grey image. (4) We set
up a threshold to get the high-response region as the potential text region for this particular program.
(5) For each of those candidate regions, we check all the text bounding boxes in the video program
that overlap with the candidate regions. We remove such bounding boxes if the screen content of that
text bounding box is not temporally stable by checking the pixels’ difference between contiguous
frames. Finally, we also remove the bounding boxes that have overlap with another larger bounding
box. By doing this, we get a robust candidate region that likely corresponds to the on-screen area
CHAPTER 6. APPLICATION: NEWS VIDEO SUMMARIZATION AND LINKING TO SOCIAL
MEDIA 84
Figure 6.4: Event linking framework.
showing the news event title. In addition, we get a set of bounding boxes for each video program,
which could be used to feed into the OCR program to yield higher-quality text content.
The fully automatic method used to detect the news video frame layout achieved reasonable
results, but the results are improved using our semi-automatic detection methodology. We developed
a tool to help us check each bounding box detected by the first method, and we can either add the
new bounding box that contains the text title or reject the candidate bounding boxes that were
discovered incorrectly. Also, using this, we can adjust the OCR parameters used to detect the
text from a bounding box, which leads to more accurate optical character recognition. A graphic
depiction of the breaking news event discovery from video stream can be seen in Figure 6.3.
3. Event Linking
Given the events we discovered from the Wikipedia Current Event page and Breaking News
events from the video stream, we want to link the new incoming news articles and videos to these
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Figure 6.5: NewsRover Interface
events. News Rover applies near-duplicate detection in order to visually match related stories to
events and term-frequency and inverse-document-frequency (TF-IDF) weighting to calculate the
textual similarity. Once both scores are derived it, they are combined via linear combination of the
scores to create a final content-event score. We link the news articles and videos to the most relevant
event based on their final content-event score.
For each breaking news event detected from video stream, we extracted key frames from all
the videos linked to it as the visual representation. We also combine all the story titles detected
from the videos linked to the event as the text feature. For each event generated by Wikipedia event
seed, we collected all the images in the articles linked to it as the visual representation and all the
article titles and descriptions of the articles linked to it as the text features. Thus, for each event,
we have a collection of images and text as the event representation that are used in the event linking
framework. A graphical depiction of the event linking can be seen in Figure 6.4. We show a few
examples of video news events in the NewsRover demo interface in Figure 6.5
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6.2 Video News Events Summarization
As we discussed in Chapter 6.1.4, related news videos are linked and organized into events. An-
alyzing and summarizing the content of that video footage can help users to understand news
events more clearly and easily. Video summarization is a very active research topic in the mul-
timedia research community. Researchers have proposed a keyframe selection based approach in
order to use the selected keyframes to represent the entire videos [Zhang et al., 1997; Wolf, 1996;
Zhuang et al., 1998; Girgensohn and Boreczky, 1999; Campisi et al., 1999]. Another category of
video summarization works based on motion and spatial relation analysis [Dirfaux, 2000]. The
object detection-based approach is also used to summarize video contents [Kim and Hwang, 2000;
Ngo et al., 2005]. Beyond pure content-based video summarization, Ma et al. [Ma et al., 2005] pro-
posed a decent framework to integrate a user attention model into video summarization framework.
In this section, we propose an application to use the multimodal visual pattern mining technique
to summarize news video events. Most of the video summarization works focus on analyzing and
representing a single video. Unlike those works, we focus on summarizing a set of videos that
belong to a news event. We use two criteria to select visual elements to represent a news event.
The first criterion is representative. The selected visual elements must commonly appear in the new
event, which implies that they are important in the news event. The second criterion is discrimina-
tive, which means that the selected visual elements should be the unique representation of the news
event, and rarely appear in other news events. The requirement of being discriminative also helps
us to eliminate the unnecessary noisy visual elements, e.g. the television studio, common street
view, etc. The news videos usually contain rich information, including complicated background
and multiple objects. To avoid the interference from background and to identify better and more
reliable objects to represent and summarize the news event, video frames are usually sampled into
patches and apply the clustering and classification algorithms on the local patches. Compared with
uniformly or randomly sampling, the object proposal method has been found to achieve much better
results. Object proposal could be based on salient object detection, or on learning objectness from
the supervised object bounding box information. Usually, the number of proposed object regions
is much more than necessary. On the other hand, the two criteria (representative and discrimina-
tive) are the same requirements of the visual pattern mining task. News videos serve as an effective
multimodal corpus. They usually include rich text information (transcripts) associated with visual
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Event: UP TO 10 INCHES OF SNOW EXPECTED IN DC
Event: MALL SHOOTING IN COLUMBIA, MARYLAND
Event: UKRAINE'S OUSTED PRESIDENT LASHES OUT











Figure 6.6: Examples of Visual Patterns Discovered from Video News Events. Each row indicates
a pattern, which includes multiple visual instances shown in the row and the associated names
discovered automatically by our system.
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content. It is natural to apply the multimodal visual pattern mining technique described in previous
chapters to select visual elements to summarize the video news events.
6.2.1 System Implementation
We use discriminative and representative visual patterns as anchors to summarize and represent
video news events. To find the visual patterns from videos, we first extract key frames from all the
videos linked to an event. We take one key frame from every shot in the news videos. We check
each key frame and eliminate the anchor frames or close shots of interviews by detecting front
faces from the frame. Anchor frame detection is a well studied problem, which has been addressed
by previous work [Yanagawa et al., 2005]. Detecting close shots of interviews can also be easily
detected by face detection. We have the time stamp of each remaining key frame. As we discussed
in Section 6.1.2, video captions are aligned with video content by our video processing pipeline.
Thus, we can use the time stamp of each frame to find the corresponding transcripts from closed
captions. We assign the transcripts within a 10-seconds time window centered at the key frame
to the key frame. In our news videos, the interval between key frames is usually longer than 10
seconds. The transcripts assigned to the adjacent key frames should not have too much overlap.
Then, we have the multimodal data corpus - key frames from news videos and transcripts associated
with each key frame. In news videos, the transcripts are usually the direct description of the real
world events, and the video content is often used to visualize the happening of the actual activities
or event. Such relation gives us the chance to use the multimodal visual pattern mining technique to
discover semantic visual concepts to summarize and represent video events. Figure 6.6 shows some
examples of video event summarization results. Each video event is summarized by a few visual
instances with names.
6.3 Using the Multimodal Visual Patterns Mining Technique to Link
Video Events and Social Media Events
With the recent development of the social media platform, increasingly many news events are shared
and discussed on social media platforms such as Twitter. While we have the structured video news
events from the NewRover platform, it is interesting to link broadcast TV news events to social
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media events. Twitter is one of the most popular social media platforms and attracts attentions from
major news agencies. They generally post breaking news or important news reports on Twitter as a
platform for quick dissemination. Regular users love to discuss and post their opinions about such
news events by posting new tweets or reposting the existing popular tweets. Twitter is one of the
quickest information spreading channels on the Internet. It is even faster than earthquakes [Sakaki
et al., 2010; Doan et al., 2011]. As such, Twitter data attracts many researchers from different
areas. [Jansen et al., 2009; Jiang et al., 2011; Liu et al., 2012; Pak and Paroubek, 2010] apply the
sentiment analysis model on Twitter data to predict and respond to customers’ complaints. Such
model can also be used to improve business intelligence and decision-making. Twitter data is also
used in predicting election results and gathering and spreading of breaking news [Amer-Yahia et
al., 2012; Phuvipadawat and Murata, 2010; Sankaranarayanan et al., 2009; Small, 2011; Tumasjan
et al., 2010]. Twitter is additionally a very important data source for crime prediction [Wang et
al., 2012]. One of the most interesting, fundamental, and also very challenging problems is event
detection and tracking on Twitter. Topic Detection and Tracking (TDT) is a traditional research
topic, which focus on finding events and linking the documents to the related event in the broadcast
news streams [Yang et al., 1998; Yang et al., 1999; Allan et al., 1998]. However, TDT on Twitter
data faces new challenges due to the limited number of characters of Twitter messages and also
the significant extent of noise and meaningless messages on Twitter [Hurlock and Wilson, 2011].
Fortunately, many advanced methods and systems have been developed recently to address the
event detection and tracking problem on Twitter data. For example, [Sankaranarayanan et al., 2009;
Phuvipadawat and Murata, 2010; Petrović et al., 2010; Becker et al., 2011a; Long et al., 2011;
Weng and Lee, 2011; Cordeiro, 2012] propose methods to detect unspecified types of events, while
[Popescu and Pennacchiotti, 2010; Popescu et al., 2011; Benson et al., 2011; Lee and Sumiya, 2010;
Sakaki et al., 2010; Becker et al., 2011b; Massoudi et al., 2011; Metzler et al., 2012; Gu et al., 2011]
were able to discover the pre-defined type of events from Twitter messages. In this application, we
use hashtags [Tsur and Rappoport, 2012; Wang et al., 2011; Chang, 2010; Godin et al., 2013] to
organize tweets as topics and link them to broadcast TV news events.
CHAPTER 6. APPLICATION: NEWS VIDEO SUMMARIZATION AND LINKING TO SOCIAL
MEDIA 90
Table 6.2: Twitter Dataset Statistics
Hashtags 355,403
Tweets 2,778,052
Word Vocabulary Size 327,442
Images 1,000,941
Users 422,947
6.3.1 Data Collection from Twitter
[Ellis et al., 2016] collected tweets from the 02/15/2016-02/24/2016 time frame. To establish our
tweet collection, we have set up an infrastructure for downloading and crawling the freely available
Twitter public stream 3. The Twitter public stream is a random sampling of the full Twitter dataset,
and therefore should be a reasonable representation of all of the information that flows through
Twitter. The information from the public stream is returned in JSON-formatted strings, and each
tweet representation can consist of, but is not limited to, the following categories: images, videos,
text, hashtags, usernames, geotags, timepoints, and retweet status. Any tweets that did not contain
hashtags were not used in our dataset. The collection statistics of the full dataset can be seen in
Table 6.2. This dataset has over 2 million tweets, and more than 1 million images.
6.3.2 System Architecture
We first follow the framework described in Chapter 3 to discover the multimodal visual patterns
from each topic. We collect all the visual patterns discovered by our pipeline and assemble a visual
pattern bank. The visual patterns can be simply detected from any new images by checking whether
the certain filters are activated by that image. After we have this visual pattern bank, we detect
visual patterns from the frames extracted from the videos in each broadcast TV news event. We can
easily determine which visual patterns are discovered from each video news event and then we can
measure the similarity of the video news event and social media hashtag topic by using the Jaccard
3https://dev.twitter.com/streaming/public
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Table 6.3: Mean average precision (mAP) of video and Hashtag linking
Method mAP@1 mAP@2 mAP@3 mAP@5
Text Similarity only 0.82 0.68 0.62 0.51
Full Image Similarity Only 0.20 0.15 0.12 0.10
Pattern Similarity Only 0.49 0.41 0.38 0.32
Text + Full Image 0.60 0.58 0.57 0.55
Text + Pattern 0.73 0.73 0.63 0.58
Text + Full Image + Pattern 0.89 0.82 0.71 0.61
similarity between their pattern sets. In addition to visual patterns, in the collaborative work [Ellis et
al., 2016], the following similarities were also used: (1) the text similarity between tweet message
and video transcript, (2) whole image similarity between Twitter images and video frames, and (3)
face similarity between the faces detected from Twitter images and video frames to compute an
overall multimodal similarity score of social media event and broadcasting news events. Details of
the individual similarities can be found in [Ellis et al., 2016]. The overall similarity score is the
linear combination of each similarity score we mentioned above.
6.3.3 Experiments
Table 6.3 shows the mean average precision (mAP) top 5 linked hashtags. Similar to many other
multimodal approaches, text modality is the strongest cue of linking hashtags to news videos. This
is the expected result. The results demonstrate the advantage of using visual pattern mining as the
visual clue to link a social media event to the broadcast TV news event. Comparing to the visual
similarity score computed based on the entire content of Twitter images and video frames, visual
patterns focus on the individual visual objects in the image. Typically, images on Twitter and video
frames are sometimes not globally similar because they are from different sources. However, they
do share similar important visual elements. Those visual elements are easily discovered by our
visual pattern mining technique, and thus we can significantly improve the linking performance. In
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summary, we have two discoveries in this experiment: 1) The method of using visual patterns to
measure the similarity of images performs better than the whole image matching approach. 2) The
multimodal approach performs better than single-modality approaches.
6.4 Summary
In this chapter, we demonstrated the applications of the visual pattern mining approach. We have
built a platform to continuously collect broadcast news video data for more than three years. We
have collected over 523,000 video news stories from 100 U.S broadcast TV news channels. The total
length of the videos is over 25,000 hours. This data collection platform provides a very effective test
bed for our multimedia research. We proposed two applications using the multimodal visual pattern
mining approach and the video data collected from the NewsRover platform. In the first application,
we use visual patterns to summarize the news events. We demonstrated that the multimodal visual
pattern mining system can find the unique visual anchors from each video news event. Those visual
anchors provide rich information to help the users to briefly understand the content of the news
event without spending too much time on watching the actual videos. In the second application, we
use visual patterns as additional cues to link video news events to social media events.
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Chapter 7
Conclusions and Open Issues
7.1 Conclusions
In this dissertation, we have studied the problem of pattern mining and namable concepts discovery
from multimodal data copora. We have proposed a novel dataset and algorithms for mining and
naming multimodal visual patterns from a corpus of news image-caption pairs. Our multimodal
pattern mining method is able to discover patterns that are more informative than the state-of-the-
art vision-only approaches, and accurately name those patterns. These patterns are then leveraged
to build multimodal event schema for the knowledge base population task. We demonstrate that the
patterns discovered by our method significantly outperform those of other competing methods for
this task. Our work represents the first approach in using multimodal pattern mining to discover
and name high-level semantically meaningful image patterns for event schema construction. The
combination of our ability to find meaningful patterns and name them allows for many applications
in high-level information extraction tasks, such as knowledge base population using multimodal
documents and automatic event ontology creation. Our work can be leveraged as a bridge between
structured information extraction tasks in the Computer Vision and Natural Language Processing
communities. The proposed Multimodal Visual Pattern Mining framework is flexible and can be
further improved by using more advanced visual models and text models to replace the models
described in this work. As an example, we proposed an scale- and shift-invariant visual pattern
mining model to generate visual transactions for the multimodal visual pattern mining pipeline
and significantly improved the performance of our multimodal visual pattern mining pipeline. To
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address the limitation of our MMPM framework on fine-grained image datasets, we proposed an
end-to-end neural network architecture (PatternNet) to discover visual patterns from fine-grained
images. As an end-to-end neural network model, PatternNet is fine-tuned on fine-grained images
and the convolutional layers can be optimized for capturing the visual patterns from fine-grained
image categories. Finally, we apply our multimodal visual pattern technique to two applications to
demonstrate the novel usage of visual patterns.
The contributions of this dissertation can be summarized as follows:
• We develop a novel multimodal mining framework for discovering visual patterns from a col-
lection of image-caption pairs and automatically naming the discovered patterns, producing a
large pool of semantic concepts specifically relevant to a high-level event. The named visual
patterns can be used to construct event schema needed in the knowledge base construction
process.
• We propose a scale-invariant visual pattern mining model to improve the multimodal visual
pattern mining framework. The improved visual model leads to better overall performance by
the multimodal visual pattern mining architecture. To localize the visual patterns discovered
in this framework, we propose a deconvolutional neural network model to localize the visual
pattern on the input image.
• To address the issue of the pre-trained CNN model on fine-grained image datasets, we pro-
pose a novel end-to-end neural network architecture called PatternNet for finding high-quality
visual patterns that are both discriminative and representative. The parameters in the convo-
lutional layers can be fine-tuned on the fine-grained image sets for visual pattern mining.
• We explore applications of visual pattern mining. We demonstrate the usage of visual patterns
through two applications: video news event summarization and video news event linking.
7.2 Open Issues and Future Work
In this dissertation, we have discussed how to use the multimodal visual pattern mining approach to
discover event-related visual patterns and concepts for semi-automatic knowledge base population
CHAPTER 7. CONCLUSIONS AND OPEN ISSUES 95
and generation. However, there are still many open issues remained for the future work. In this
section, we will discuss these open issues, as well as the potential solutions.
1. Integrate sentence structure analysis with the multimodal visual pattern mining pipeline.
Our multimodal visual pattern mining applies a TF-IDF model to select the most important words
in the captions to name a visual pattern. This naming approach works reasonably well. However,
it can be improved by using a more powerful model that takes the sentence structure information
into account. Many NLP techniques provide comprehensive capabilities to analyze the structure of
sentences in the captions. We can use the sentence structure (e.g. dependency tree, etc) to model
the importance of each n-gram in the sentence and create a more effective model to name the visual
patterns.
2. Discover visual relationships between objects. The relation extraction between text entities
is a well-studied problem in NLP. However, the relation extraction between visual entities is still
an open issue. Researchers tried to attack the visual entity relation extraction problem by manually
defining some relations (e.g. next to, is part of, looks similar to, etc), and then, detecting the
relations based on the co-occurrence or the relative positions of the visual objects [Chen et al.,
2013]. Unfortunately, the manually defined relations are quite limited compared to the relations that
exist in the real world. Our multimodal visual pattern mining approach can find the visual patterns
and their names from the image-caption pairs. If we can find the alignment between the visual
patterns and the words in the caption, it is possible to build a multimodal approach to jointly extract
the relations between visual entities and text entities. The relations discovered about text entities
can be transferred to visual entities; and so, we do not have to manually defined the visual relations.
3. Generate the knowledge base automatically. After we discover the event-related visual
patterns and concepts, we currently rely on the experts to construct the event schema and knowledge
base. We have not been able to construct the event schema and knowledge fully-automatically,
because we have not developed an approach to discover the relations between visual patterns and
concepts. Thus, we cannot determine their roles and relations in the event schema and knowledge
base. To fully-automatically construct the event schema and knowledge base, we may use the
techniques, which can be used to address the open issues discussed in 1) and 2), to build a unified
joint multimodal information extraction system that can achieve a deeper integration of the text
information and visual information to discover better visual patterns and concepts, as well as their
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relations.
4. Incorporate PatternNet into a multimodal framework. Multimodal visual pattern mining
is not only a matter of algorithm, but also a comprehensive task including data collection, algorithm,
system design, and hardware support. In Chapter 5, we propose a visual-only neural network model
to discover visual patterns from image collection but have not tried to attack the multimodal visual
pattern mining problem using this new model. This is mainly because of the lack of available train-
ing data. Many novel neural network models have been proposed to analyze text content, and we
have a great potential to integrate such models to our PatternNet model and address the multimodal
visual pattern problem. However, any successful neural network model requires a huge amount
of data for training. The Convolutional Neural Network model AlexNet is trained on 1.2 million
annotated images. In the text domain, the word2vec model is trained on the Google News corpus
consisting of 100 billion words. To build and train a good multimodal neural network model in order
to discover visual patterns, we require in the range of a million well-annotated image-caption pairs
datasets, and faster GPUs with more memory are needed for training the complex model on large-
scale datasets. Fortunately, Amazon Mechanical Turk is becoming a mature platform that is able to
help us collect and annotate large-scale datasets. With the rapid development of GPU hardware and
neural network software development toolkits, we will have increasing levels of computing power
computing power to train the large and complex neural network models in the near future. We are
aiming to integrate the text neural network model into PatternNet and propose a joint multimodal
visual pattern mining model in the future.
5. Incorporate different discovery methods other than the association rule mining method.
One future direction is to adapt the association rule mining method in our MMPM framework to
incorporate other advanced mining methods. The association rule mining method is good at discov-
ering strong rules from a transaction set, which can be used in our system to discover discriminative
and representative visual patterns. It is efficient and flexible to discover multimodal visual patterns.
However, there may be other more efficient algorithms can be used to discover visual patterns. Be-
yond association rule mining method, we hope to find other methods that can be used to discover
multimodal visual patterns in the future works.
6. Find patterns from videos. We have successfully applied our visual pattern mining approach
to discover visual patterns from images. It is natural to extend our work from images to videos. The
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patterns from videos can be the atomic actions (e.g. walking, jumping, opening the door, closing the
door, etc), or the sequence of atomic actions that involve change-of-state (e.g. walking followed by
opening the door, waving hand, person sits and stands, an object gradually becomes larger, etc). To
discover patterns from videos, we may use a 3D-CNN architecture to encode video content. C3D
[Tran et al., 2015] is a 3D convolutional neural network architecture that extends the convolutional
operation from images to videos. C3D has multiple 3D convolutional layers. The 3D convolutional
layers are able to capture the latent motion patterns from videos. Similar to the way that we used in
image pattern mining, the activation of 3D convolutional filters can be used to capture the patterns
from videos. We believe that a 3D convolutional filter can be activated by certain motions in the
videos. We can use the same framework described in Chapter 3 to discover the motion patterns from
videos. The index of activated filters will be used as items to build the transactions that can be used
in our pattern mining pipeline. We also want to seek more suitable pattern discovery methods for
videos other than the association rule mining method.
7. Other Pattern Naming Methods. We select the uni-gram or bi-gram from captions as the
names of the visual patterns. Most of visual patterns can be named with these selected words very
well. However, it is hard to find a single uni-gram or bi-gram from captions for some abstract visual
patterns. For those visual patterns, we may be able to use other methods to name them. For example,
a word cloud [Cui et al., 2010] or a probabilistic distribution of selected words. The idea is to use
a set of uni-grams or bi-grams to represent the semantic meaning of the visual pattern, instead of a
single uni-gram or bi-gram.
8. Use NLP Tools to Improve Multimodal Visual Pattern Mining. In our multimodal visual
pattern mining pipeline, we use skip-gram model to embed each uni-gram or bi-gram into a semantic
vector. And then we use k-means algorithm to generate semantic clusters. The task of generating
semantic clusters has been well studied in Natural Language Processing community. For example,
[Huang et al., 2016] propose a system that uses three level embedding methods to embed the n-
grams into semantic clusters. In their work, they cluster n-grams into semantic clusters, using
the global knowledge (e.g. free-base), surrounding text information from the sentence, and the
semantic embedding of the n-gram itself. By using this advanced model, the authors reported the
superior performance on many NLP tasks, including Event Extraction and Scheme Discovery. We
can integrate these advanced NLP models into our multimodal visual pattern mining pipeline and
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potentially increase the performance of visual pattern mining and naming. The system proposed in
[Huang et al., 2016] can be used to replace the skip-gram model in our system to generate the text
transactions from captions. We plan to explore this research direction as the future work.
9. Study of visual only or text only single-modality patterns. In our current pattern mining
framework, we only focus on patterns that have support from both text and visual modalities. These
patterns tend to show strong correlations between visual patterns and words that may be assigned
as names of the patterns. However, there also exist a substantial number of transactions that exhibit
distinct patterns in visual or text features alone. For example, the visual only patterns may be
those associated with low-level visual structures without related names in news captions. Likewise,
the text only patterns may be those words or phrases not referring to visual content. It will be
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mining in histology image collections using bag of features. Artificial intelligence in medicine,
52(2):91–106, 2011.
[Cui et al., 2010] Weiwei Cui, Yingcai Wu, Shixia Liu, Furu Wei, Michelle X Zhou, and Huamin
Qu. Context preserving dynamic word cloud visualization. In 2010 IEEE Pacific Visualization
Symposium (PacificVis), pages 121–128. IEEE, 2010.
BIBLIOGRAPHY 102
[Deng et al., 2009] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Ima-
genet: A large-scale hierarchical image database. In Computer Vision and Pattern Recognition,
2009. CVPR 2009. IEEE Conference on, pages 248–255. IEEE, 2009.
[Dirfaux, 2000] F Dirfaux. Key frame selection to represent a video. In Image Processing, 2000.
Proceedings. 2000 International Conference on, volume 2, pages 275–278. IEEE, 2000.
[Doan et al., 2011] Son Doan, Bao-Khanh Ho Vo, and Nigel Collier. An analysis of twitter mes-
sages in the 2011 tohoku earthquake. In Electronic Healthcare, pages 58–66. Springer, 2011.
[Doersch et al., 2012] Carl Doersch, Saurabh Singh, Abhinav Gupta, Josef Sivic, and Alexei Efros.
What makes paris look like paris? ACM Transactions on Graphics, 31(4), 2012.
[Doersch et al., 2013] Carl Doersch, Abhinav Gupta, and Alexei A Efros. Mid-level visual ele-
ment discovery as discriminative mode seeking. In Advances in Neural Information Processing
Systems, pages 494–502, 2013.
[Duan et al., 2003] Ling-Yu Duan, Min Xu, Tat-Seng Chua, Qi Tian, and Chang-Sheng Xu. A
mid-level representation framework for semantic sports video analysis. In Proceedings of the
eleventh ACM international conference on Multimedia, pages 33–44. ACM, 2003.
[Ellis et al., 2016] Joseph G Ellis, Svebor Karaman, Hongzhi Li, Hong Bin Shim, and Shih-Fu
Chang. Placing broadcast news videos in their social media context using hashtags. In Proceed-
ings of the 24th ACM international conference on Multimedia. ACM, 2016.
[Endres and Hoiem, 2010] Ian Endres and Derek Hoiem. Category independent object proposals.
In Computer Vision–ECCV 2010, pages 575–588. Springer, 2010.
[Everingham et al., ] M. Everingham, L. Van Gool, C. K. I. Williams, J. Winn, and A. Zisserman.
The PASCAL Visual Object Classes Challenge 2012 (VOC2012) Results. http://www.pascal-
network.org/challenges/VOC/voc2012/workshop/index.html.
[Fernando et al., 2014] Basura Fernando, Elisa Fromont, and Tinne Tuytelaars. Mining mid-level
features for image classification. International Journal of Computer Vision, 108(3):186–203,
2014.
BIBLIOGRAPHY 103
[Follmann et al., 2015] Rosangela Follmann, Elbert EN Macau, Epaminondas Rosa, and Jose RC
Piqueira. Phase oscillatory network and visual pattern recognition. Neural Networks and Learn-
ing Systems, IEEE Transactions on, 26(7):1539–1544, 2015.
[Gavves et al., 2013] Efstratios Gavves, Basura Fernando, Cees GM Snoek, Arnold WM Smeul-
ders, and Tinne Tuytelaars. Fine-grained categorization by alignments. In Proceedings of the
IEEE International Conference on Computer Vision, pages 1713–1720, 2013.
[Gavves et al., 2014] Efstratios Gavves, Basura Fernando, Cees GM Snoek, Arnold WM Smeul-
ders, and Tinne Tuytelaars. Local alignments for fine-grained categorization. International
Journal of Computer Vision, 111(2):191–212, 2014.
[Girgensohn and Boreczky, 1999] Andreas Girgensohn and John Boreczky. Time-constrained
keyframe selection technique. In Multimedia Computing and Systems, 1999. IEEE International
Conference on, volume 1, pages 756–761. IEEE, 1999.
[Girshick et al., 2014] Ross Girshick, Jeff Donahue, Trevor Darrell, and Jagannath Malik. Rich
feature hierarchies for accurate object detection and semantic segmentation. In Computer Vision
and Pattern Recognition (CVPR), 2014 IEEE Conference on, pages 580–587. IEEE, 2014.
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