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Introduction
Numerical simulations in the field of Computational Fluid Dynamics (CFD)
analyze problems that involve fluid flows. The interaction of fluids and gases
with complex surfaces used in engineering is described by simplified models
and sets of equations. Numerical methods are used to compute approximate
solutions to predict the behaviour of intricate scenarios.
Our focus of interest is directed towards the numerical solution of systems of
conservation laws in d space dimensions which read
qt + divF (q) = 0. (0.0.1)
Here q = q(x, t) ∈ Rm denotes the vector of conservative variables which
depends both on space x ∈ Rd and time t ∈ R. F = (F1, . . . , Fd) with
Fi : R
m → Rm ∀i represents a d-component flux function.
For its numerical treatment Finite Volume Methods have become increasingly
popular because of their simple data structure. The approximate discrete
solution of (0.0.1) at time level tn is given in terms of mean values q¯nC of the
conservative quantities on every cell C of the computational grid G
q¯nC =
1
|C|
∫
C
q(x, tn) dx (0.0.2)
High order methods use these cellwise constant data to further reconstruct
a conservative representation q˜nC (x), i.e.
1
|C|
∫
C
q˜nC (x) dx = q¯
n
C (0.0.3)
1
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of better approximation order, e.g. by piecewise polynomials [15], [27], hy-
perbolas [30] or logarithmic functions [4], [5].
Using (0.0.1) and (0.0.2) and applying the divergence theorem an evolution
step from time tn to tn+1 on a grid cell C is described by
q¯n+1C =
1
|C|
∫
C
q(x, tn+1) dx
=
1
|C|
{∫
C
q(x, tn) dx−
∫ tn+1
tn
∫
C
divF (q(x, t)) dx dt
}
=
1
|C|

∫
C
q˜nC (x) dx︸ ︷︷ ︸
=:ICV
−
∫ tn+1
tn
∫
∂C
F (q(x, t)) · n ds dt︸ ︷︷ ︸
=:ICB
 .
(0.0.4)
Here n denotes the outward pointing normal on C's boundary ∂C. The evo-
lution (0.0.4) applies componentwise on qn+1. Depending on the cellwise
representation of q (constant, linear, . . . ), the value of the volume1 integral
ICV in (0.0.4) can be determined exactly. In contrast, the boundary integral
ICB includes the integration of the possibly non-linear flux function F over
boundary faces2 of C and should be approximated by an appropriate quadra-
ture rule in time and space. Moreover, due to the cellwise representation
of the discrete solution, q is in general not continuous at the cell boundary
∂C, hence the evaluation of F is not declared there. In order to determine
ICB Godunov-type Finite Volume schemes solve local Riemann problems at
every interface between adjacent grid cells, for an overview see [24] and refer-
ences therein. This step is often the most expensive part of those numerical
schemes.
Central schemes  as a special class of Finite Volume Methods  circumvent
the solution of local Riemann problems by evolving the discrete solution on
staggered grids.
Definition 0.1 (Staggered grids): A primal grid G and a dual grid G∗ are
called corresponding staggered grids if
i) both, G and G∗, are tesselations of the computational domain Ω
1we generally refer to the interior of a grid cell as its volume (though geometrically it
is rather called length and area for cells in 1D or 2D, resp.)
2we generally refer to the boundary of a polyhedral grid cell as faces (instead of calling
them nodes and edges for cells in 1D or 2D, resp.)
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ii) boundaries of primal grid cells and dual grid cells do not coincide (how-
ever, they will intersect in lower-dimensional sets for grids in 2D and
3D).
The temporal evolution (0.0.4) from primal grid cells C ∈ G onto dual grid
cells C∗ ∈ G∗ now reads slightly different as
q¯n+1C∗ =
1
|C∗|
∫
C∗
q(x, tn+1) dx
=
1
|C∗|
∑
C∈G
C∩C∗ 6=∅
∫
C∩C∗
q˜nC (x) dx︸ ︷︷ ︸
=:ICV
− 1|C∗|
∫ tn+1
tn
∫
∂C∗
F (q(x, t)) · n ds dt︸ ︷︷ ︸
=:IC∗B
.
(0.0.5)
Here, the volume integral has contributions ICV from all primal cells C which
overlap the dual cell C∗. Again, all these integrals can be determined easily.
For the boundary integral IC∗B the use of staggered grids now simplifies the
integration of the flux function F in space. Even though the representation
of the discrete solution q˜nC on the primal grid at time level tn is discontinuous
at cell boundaries ∂C it is continuous in the interior of the primal cells.
Discontinuities in the solution of (0.0.1) propagate with finite speed. Hence
q˜n+1C , the evolved solution at time tn+1 = tn + ∆t is still continuous inside
the primal cell C apart from its boundary (provided that ∆t is choosen small
enough). Since the boundary ∂C∗ of the dual cell C∗ does not coincide with
the boundaries of the primal cells, an appropriate quadrature rule which
directly evaluates the integrand F (q(x, t)) · n only in the interior of primal
cells (without solving a Riemann problem!) can be applied to determine IC∗B
with the desired order of accuracy.
The prototype of all central schemes is the first-order Lax-Friedrichs scheme,
proposed in [23]. Higher order upgrades were first introduced by Nessyahu
and Tadmor [33], and developed further by many authors (see [1, 2, 3, 18,
25, 26, 28] and the references therein). In particular, Arminjon and St-Cyr
([1, 2]) extended the method both onto unstructured tetrahedral and uniform
cartesian grids in 3D.
Numerical simulations, especially in 3D, produce large amounts of data. In
order to minimize memory requirements and computing time without sacri-
ficing high spatial resolution in regions of interest modern numerical schemes
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are usually based on adaptive grids. Because of their simple structure and
the ease of data access, cartesian grids are particularly popular.
In the present work we will combine the advantages of higher order central
schemes with the simplicity of adaptive cartesian meshes.
Chapter 1 briefly reviews staggered grid schemes in one spatial dimension.
The very simple Lax-Friedrichs scheme and its second order extension, the
Nessyahu-Tadmor scheme, already specify all fundamental steps for our nu-
merical method to be implemented in higher spatial dimensions. Even though
the shape of corresponding staggered grids in one space dimension is canoni-
cal we will formalize the dual grid construction in Section 1.3 in preparation
for our applications in 2D and 3D.
In Chapter 2 we present the extension of the staggered grid approach to two
space dimensions. Special attention is payed to additional problems aris-
ing in the definition of corresponding staggered grids. Different construction
techniques are compared in terms of algorithmical complexity and expected
computational costs of the finite volume scheme implemented on these grids.
The conclusion here will motivate the construction technique for staggered
grids in 3D.
Our approch of constructing staggered grids in 3D is described in Part II
in full detail. After having clarified the geometrical issue of staggered grids
in Chapter 3 all aspects concerning the implementation of the finite volume
scheme are discussed in Chapter 4. With regard to real CFD applications
our grids allow the incorporation of complex geometries. The handling of ob-
stacles in the computational domain will be explained in Chapter 5. Lastly
in Chapter 6 several numerical experiments affirm the feasibility of our stag-
gered grid approach. Conclusions, final remarks and topics for further re-
search are given in Chapter 7.
Part I
Staggered Grids in 1D & 2D
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1.1 First Order Lax-Friedrichs Scheme
The prototype of a Finite Volume scheme on staggered grids was introduced
1954 in [23]. On one-dimensional uniform grids the temporal evolution (0.0.5)
7
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Figure 1.1: First order Lax-Friedrichs-Scheme
simply reads
q¯n+1i+1/2 =
1
2
(
q¯ni + q¯
n
i+1
)− ∆t
∆x
(
F (q¯ni+1)− F (q¯ni )
)
(1.1.1)
where ∆x denotes the mesh width of the uniform grid, ∆t = tn+1 − tn the
timestep size, q¯ni and q¯ni+1 the mean value on the adjacent primal grid cells
Ci and Ci+1, resp., at time level tn, and qn+1i+1/2 the update for the mean value
on the dual grid cell C∗i+1/2 covered by Ci and Ci+1 at time level tn+1.
For stability reasons the numerical domain of dependence has to contain the
true domain of dependence of the partial differential equation (0.0.1). For a
time-explicit scheme this requirement is fulfilled by restricting the timestep
size ∆t by an appropriate CFL-condition, cf. [8, 9]. Due to the use of uni-
form staggered grids the distance between boundaries of overlapping cells at
successive time levels is only 1
2
∆x (instead of ∆x on non-staggered grids).
Hence the CFL-condition reads
max
q
∆t
1
2
∆x
|F ′(q)| ≤ 1. (1.1.2)
Note that the timestep constraint (1.1.2) is a necessary but not a sufficient
condition for stability.
Equation (1.1.1) is a classical first order method where the representation
of the discrete solution is piecewise constant and the applied quadrature
formulae to approximate the volume and boundary integrals are only first
order accurate. Due to the averaging term 1
2
(
q¯ni + q¯
n
i+1
)
the Lax-Friedrichs-
scheme suffers from excessive smearing of discontinuities. A higher order
upgrade of this method is described in Section 1.2.
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1.2 Second Order Nessyahu-Tadmor Scheme
In 1990 Nessyahu and Tadmor extended the Lax-Friedrichs scheme to a
higher order method in [33]. The building blocks of their scheme are sketched
in the following
Procedure 1.1 (Nessyahu-Tadmor Scheme): The modifications of the Lax-
Friedrichs scheme (1.1.1) concern the representation of the numerical solution
as well as the accuracy of the performed integration.
i) reconstruct the discrete solution from piecewise constant data q¯ni to a
nonoscillatory piecewise linear representation q˜ni
q˜ni (x) = q¯
n
i + (x− xi)
1
∆x
(qni )
′ (1.2.1)
with the numerical derivative
1
∆x
(qni )
′ =
∂
∂x
q(x = xi, t
n) +O(∆x) (1.2.2)
and determine an approximate numerical derivative of the flux f
1
∆x
(fni )
′ =
∂
∂x
f(q(x = xi, t
n)) +O(∆x) (1.2.3)
ii) extrapolate the qi(tn) to the intermediate time level tn+
1
2 = 1
2
(tn+ tn+1)
by Taylor expansion and using of the conservative formulation (0.0.1)
on page 1
q
n+ 1
2
i = q(xi, t
n) +
∆t
2
∂
∂t
q(xi, t = t
n) +O(∆t2)
= q¯ni −
1
2
∆t
∆x
(fni )
′ +O(∆t2)
(1.2.4)
iii) perform spatial and temporal integration with second order accuracy to
finally describe the cell update on the dual grid as
q¯n+1i+1/2 =
1
2
[
q¯ni + q¯
n
i+1
]
+
1
8
[
(qni )
′ − (qni+1)′
]
− ∆t
∆x
[
f(q
n+ 1
2
i+1 )− f(qn+
1
2
i )
] (1.2.5)
Here the temporal flux integration uses the midpoint rule and evaluates
the flux function f at the extrapolated values determined in (1.2.4).
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Figure 1.2: Second order Nessyahu-Tadmor-Scheme
Staggered grids became very popular after this work. Extensions to this
scheme have been proposed by several authors. Among them, Arminjon and
colaborators adopted the principles of the Nessyahu-Tadmor scheme onto
unstructured triangular grids, cf. [3], as well as onto cartesian grids in 2D,
cf. [18], and even 3D, cf. [2].
In [35] we presented an alternative approach of constructing dual grids on
adaptive cartesian meshes in 2D. The fundamental ideas of this work are
sketched and will be generalized in Chapter 2. The investigations on stag-
gered grids in two spatial dimensions initiated our work on three-dimensional
cartesian meshes, which is discussed in full detail in Part II.
1.3 Staggered Grid Construction in 1D
In preparation of the major issue of the present work  the generation of dual
grids in 3D described in Part II  we formalize the staggered grid construction
in one spatial dimension.
1.3.1 Uniform Grids in 1D
Given a uniformly refined primal grid with mesh size ∆x, the corresponding
dual grid is described simply by shifting the cells of the primal grid by an
extent of 1
2
∆x.
In 1D it is very comfortable, but not necessary, to stick to uniform grids.
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In 2D and especially in 3D huge amounts of data are expected and grid
adaptivity becomes a preferable or even mandatory property of the numerical
scheme.
1.3.2 Adaptive Grids in 1D
The dual grid construction in one space dimension can easily be extended
to non-uniform grids. We briefly sketch the alternative perspective of dual
grid construction which forms the fundamental principle for the local pattern
approach in Section 2.1.4 and Section 3.2.1 below.
In order to meet the requirements of Definition 0.1, cells on the dual grid
are constructed as non-overlapping volumes assembled around nodes of the
corresponding primal grid cells. A primal cell C contributes to a dual cell
C∗ around a node n iff n is a node of C. Obviously, given a primal grid the
choice of the corresponding dual grid is not unique.
Remark 1 (Desirable Dual Grid Properties): With regard to the finite volume
scheme to be run on staggered grids we list some desirable properties of the
dual grid:
i) The difficult part in the evolution step (0.0.5) on page 3 is doubtless the
approximation of the boundary integral IC∗B .
The smaller the distance between quadrature nodes on the cell boundary
∂C∗ from the boundary of underlying cells C ∈ G, C ∩ C∗ 6= ∅ the more
restrictive is the timestep limitation by the CFL-condition (1.1.2) on
page 8 (note that on non-uniform grids the distance between boundaries
of primal and dual cells varies and has to be taken into account). In
order to maximize the (local) timestep size the boundary of the dual
cells should contain nodes as far as possible away from the faces of the
primal cells. These nodes will later serve as quadrature nodes.
ii) Working on adaptive primal grids the dual grid cells should reflect the
variable local resolution of the intersecting primal grid cells. For algo-
rithmical ease dual cells should be constructed using geometrical infor-
mation only from primal cells in their close vicinity.
Considering both geometrical needs expressed in Definition 0.1 on page 2 and
algortihmical demands stated in Remark 1 results in the following subdivi-
sion procedure on primal cells for the construction of dual grids in 1D:
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Procedure 1.2 (Local subdivision in 1D): In order to partition the volume of
a primal grid cell C
1. split the volume of C into halves
2. assign one half to both the left node and the right node of C
3. the dual cell C∗ around a node n of the primal grid consists of all
volume parts assigned to n from the adjacent primal cells to the left
and to the right of n.
If the primal grid is (locally) uniform Procedure 1.2 retains this (local) unifor-
mity. Thus primal and dual grid look similar except for regions of transition
between fine and coarse grid cells, cf. Figure 1.3.
dual grid
primal grid
dual cell
primal cell
Figure 1.3: Splitting procedure for dual grid construction in 1D
In Section 2.1.4 and Section 3.2.1 we will apply a suitably extended subdivi-
sion procedure for the definition of local patterns on primal grid cells in 2D
and 3D, resp., which finally are assembled to dual grid cells.
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The main goal of our work is the extension of the Nessyahu-Tadmor scheme
described in Procedure 1.1 on page 9 onto adaptive cartesian grids in three
spatial dimensions. In this chapter we prepare the crucial part  the dual
grid construction in 3D  by fundamental investigations in two dimensions.
The results of this discussion will motivate our construction technique for
three-dimensional dual grids in Part II.
2.1 Staggered Grid Construction in 2D
In the following we investigate two different approaches for constructing dual
grids in 2D. This discussion is fundamental for our decision how to construct
dual grids in 3D in Chapter 3. Therefore all arguments are already directed
towards the three-dimensional case.
2.1.1 The Primal Grid
Henceforth we restrict our attention on a special class of adaptive cartesian
meshes:
Definition 2.1 (Admissible primal grid in 2D): Amesh G is called an admissible
primal grid if
i) G is cartesian, i.e. the primal grid cells arise by dyadic subdivision of
the unit square. G thus has a quadtree structure.
ii) mesh adaptation is subjected to a 1-level grading constraint respecting
common edges of adjacent primal cells, i.e. the refinement levels of
adjacent primal cells with common edge differ at most by 1.
Figure 2.1 on the facing page shows admissible and inadmissible adaptive
primal grids in the sense of Definition 2.1.
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(a) admissible grid
inadmissible
hanging node
(b) inadmissible: grad-
ing constraint vio-
lated
(c) inadmissible: non-
dyadic refinement
Figure 2.1: Admissible and inadmissible primal grids in 2D
2.1.2 The Dual Grid
2.1.2.1 Diamond grids
We first review the well known diamond grids (cf. [2, 19]). The construction
principle of dual cells reads as follows:
Procedure 2.1 (Diamond Cell Construction): The dual cell construction is
performed locally on every primal grid cell in two steps:
1. Construct edges of dual cells simply by connecting the midpoint of a
primal cell C with all of C's corners (see Figure 2.2(a)). In 2D these
edges subdivide C into four triangular dual cell parts, whereas in 3D
the dual edges span 12 dual faces which bound six pyramidal dual cell
parts.
2. Dual cells result by sticking together adjacent dual cell parts with a
common primal face (see Figure 2.2(b)).
This construction technique is impressively simple, but suffers from excessive
numerical cost:
• Since every primal grid cell is subdivided into four (in 2D) resp. six (in
3D) dual cell parts, and a dual cell is normally composed by two cell
parts the dual grid contains approximately twice resp. thrice as much
cells as the corresponding primal grid.
• Following the algorithm of Nessyahu and Tadmor from [33] two kinds
of integration have to be performed in (0.0.5) on page 3 to determine
the numerical solution on the next time level. The far more expensive
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(a) constructing dual edges (b) resulting dual diamond cells
Figure 2.2: Diamond-type dual cell construction in 2D
part is IC∗B , the integration of flux functions over the boundary of cells.
Since the cellwise representation of the numerical data is in general
discontinuous at the cell boundaries, the fluxes have to be evaluated in
the interior of primal cells (e.g. in the center of gravity of the dual faces
in the case of piecewise linear data. Its evaluation in the nodes of the
dual cells is not possible since they often coincide with the boundary
of primal cells). Since there are four (in 2D) resp. twelve (in 3D)
dual faces per primal cell the number of flux evaluations required for a
timestep onto the dual grid sums up to:
# fluxes(2D) = 4|C(G)|
# fluxes(3D) = 12|C(G)| (2.1.1)
• Due to the finer resolution of the dual grid the diameter of a dual cell
is by factor
√
2 smaller than the diameter of its corresponding primal
cell. This leads to a restriction of the global timestep size in the explicit
time integration procedure.
2.1.2.2 Voronoi Decomposition
Our alternative approach of constructing dual cells is described by a Voronoi
decomposition of the computational domain Ω.
Definition 2.2 (Voronoi Decomposition): Given a set Ω ⊂ Rd and a finite
set of nodes N = {Nk, k = 1, . . . ,m |Nk ∈ Ω}, one decomposes Ω into m
Voronoi regions VNk by the following conditions:
(i)
⋃m
k=1 VNk = Ω
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(ii) V˙Ni ∩ V˙Nj = ∅, i 6= j
(iii) ‖x−Nk‖ ≤ ‖x−Nj‖, x ∈ VNk ,∀j 6= k.
Here V˙Ni denotes the interior of VNi , and ‖ · ‖ an arbitrary norm on Rd.
We propose the following construction principle for dual cells:
Procedure 2.2 (Dual Cell Construction via Voronoi Decomposition): AAAAA
Construct dual cells around primal nodes (i.e. corners of primal cells) by a
Voronoi decomposition of the computational domain Ω respecting all nodes
N (G) of the primal grid G.
This approach promises to be advantageous because:
• Nodes of dual cells now lie in the interior of primal cells. Hence for
the evaluation of the boundary integral IC∗B in (0.0.5) on page 3 we can
apply the trapezoidal rule for integration in space with dual nodes as
quadrature nodes (cf. Remark 1 on page 11). The flux function has
to be evaluated there with respect to every spatial dimension. Since
in a cartesian grid there are approximately as many nodes as cells,
the primal and dual grid are of comparable size. Moreover, since the
structure of the primal grid is transfered onto the dual grid in most
parts, the number of dual nodes is only slightly larger than the number
of primal cells. Thus the number of fluxes to be evaluated amounts to:
# fluxes(2D) = 2|N (Gd)| ≈ 2|C(G)|
# fluxes(3D) = 3|N (Gd)| ≈ 3|C(G)|
(2.1.2)
which is considerably less expensive than the diamond cell approach
discussed in 2.1.2.1.
Remark 2: The shape of the single Voronoi regions resulting by a Voronoi
decomposition of a domain Ω stronly depends on the definition of the distance
between two points x, y ∈ Ω. We will discuss appropriate norms in 2.1.3.1
on the following page.
Remark 3: In general a Voronoi decomposition has a global domain of de-
pendence which might complicate the construction of dual cells. Fortunately
for our choice of admissible primal grids (cf. Definition 2.1 on page 14) the
Voronoi decomposition can still be performed locally as it will be shown
in Lemma 2.1.1 on page 19. Depending on the set of primal nodes on the
boundary of a primal cell C, N+(C) := N (G) ∩ C, we deduce C's decomposi-
tion into local Voronoi regions. All these local regions together form a local
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pattern on C. Local patterns on adjacent cells of the primal grid automati-
cally match. All local Voronoi regions corresponding to a fixed node Np of
the primal grid finally form the dual cell C∗(Np).
2.1.3 Constructing Voronoi Regions
2.1.3.1 Choice of the Norm
We now discuss the choice of an appropriate norm for the Voronoi decom-
position of a primal grid cell. For the sake of visual presentation our ar-
guments are directed towards two-dimensional grids but hold also for the
three-dimensional case.
A Voronoi decomposition of Ω ⊂ R2 refering to only two nodes Ni, Nj ∈ Ω
splits Ω into two Voronoi regions, VNi(Nj) (around Ni) and VNj(Ni) (around
Nj), sharing a common separating polygon Sij. This separating polygon is
the locus of the intersection points of circles with same diameter centered at
Ni and Nj, resp. . The shape of these circles and consequently the separating
polygon depends both on the position of Ni and Nj as well as on the norm
on R2.
In general, a Voronoi region VNi around the node Ni takes the form
VNi =
⋂
Nj∈N
VNi(Nj) (2.1.3)
For the Euclidean norm ‖ · ‖2-norm, any Sij is a straight line, hence Voronoi
regions VNi are always convex. In contrast, for the ‖ · ‖∞-norm, Sij consists
in general of three straight lines, which are aligned with the cartesian axes
(x-axis, y-axis) or the diagonals (of the (x, y)-plane), see Figure 2.3(a). For
special positions of Ni and Nj the separating polygon simplifies to a straight
line (see Figure 2.3(b)), or becomes non-unique in regions away from Ni and
Nj (see Figure 2.3(c)). For the latter case we choose the prolonged straight
line from the unique part as the separating polygon. Moreover, Voronoi
regions VNi might happen to be non-convex.
Despite these seeming complications the ‖ · ‖∞-norm simplifies the construc-
tion of local Voronoi regions on cells of the primal grid. This is due to the
cartesian structure of the primal grid. Compared to the corresponding con-
struction for the Euclidean norm in Figure 2.4(a) boundary faces of Voronoi
regions are now aligned only with the axes or the plane diagonals of the pri-
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mal grid cell (cf. Figure 2.4(b)). Henceforth we will therefore base the dual
cell construction on the easier ‖ · ‖∞-Voronoi decomposition.
(a) three parts (b) one part (c) non-unique
Figure 2.3: Separating polygons and ‖ · ‖∞-Voronoi regions in 2D
(a) ‖ · ‖2-Voronoi regions (b) ‖ · ‖∞-Voronoi regions
Figure 2.4: Comparison of Voronoi regions on a primal cell in 2D
2.1.3.2 Local Voronoi construction
Next, we show that the Voronoi regions VNi defined by (2.1.3) on the preced-
ing page can be constructed locally on each primal cell. This will simplify
the algorithmic implementation considerably.
Definition 2.3 (Local Voronoi region): The part of a Voronoi region VNi
around a node Ni ∈ C inside a primal cell C is called the local Voronoi
region to Ni on C
V CNi := VNi ∩ C (2.1.4)
Lemma 2.1.1 (Local Voronoi decomposition): The shape of a local Voronoi
region V CNi is determined by
V CNi =
⋂
Nj∈N+(C)
VNi(Nj) (2.1.5)
where Nj ∈ N+(C) denotes all nodes on the boundary of C, i.e. the corners
of C and possibly existing hanging nodes on edges (2D) and faces (3D).
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Proof. We call
BCNi := C ∩
⋂
Nj∈N (C)
VNi(Nj) (2.1.6)
the bounding box of a local Voronoi region VNi on a primal grid cell C. N (C)
denotes the set of corners of C. Figure 2.5 illustrates the bounding boxes
resulting by intersection (2.1.6) on a primal cell in 3D. Here, Ni is chosen to
be a corner node (Figure 2.5(a)), a hanging node in the midpoint of an edge
(Figure 2.5(b)) and a hanging node in the midpoint of a face (Figure 2.5(c))
of C, resp.
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(a) corner node
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(b) edge node
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(c) face node
Figure 2.5: Bounding boxes for local Voronoi construction in 3D
Since N (C) is a subset of all grid nodes we get the relation
BCNi ⊇ V CNi . (2.1.7)
Let
(BCNi)+ := C ∩
⋂
Nj∈N+(C)
VNi(Nj) (2.1.8)
denote the restriction of the bounding box BCNi due to the hanging nodes on
cell C. Then we get the equality
V CNi = (BCNi)+ (2.1.9)
Assuming (2.1.9) were false. Then we have
V CNi ( (BCNi)+ (2.1.10)
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i.e.
C ∩
⋂
Nj∈N (G)
VNi(Nj) ( C ∩
⋂
Nj∈N+(C)
VNi(Nj) (2.1.11)
hence ∃Nk ∈ N (G) \ N+(C) such that (BCNi)+ \ VNi(Nk) 6= ∅.
Since (BCNi)+ ⊆ BCNi by (2.1.8), we also have BCNi \ VNi(Nk) 6= ∅, which implies
∃x ∈ BCNi with ‖x−Nk‖∞ < ‖x−Ni‖∞ (2.1.12)
i.e. x should not be assigned to VNi .
Let HNi(C) :=
⋃
y∈BCNi
B‖y−Ni‖∞(y), where B‖y−Ni‖∞(y) is the ‖ · ‖∞-ball
around y with radius ‖y −Ni‖. Now, by (2.1.12) follows
Nk ∈ HNi(C) (2.1.13)
With ∆x = diam(C, ‖ · ‖∞) we define UNi(C) :=
⋃
y∈BCNi
B∆x
2
(y) and
H+Ni(C) =
{
UNi(C) \ Cˆ(Ni) if Ni is corner node of C
UNi(C) else
where Cˆ(Ni) denotes that neighbour of C which shares only the node Ni, i.e.
C ∩ Cˆ(Ni) = Ni.
Suppose that we are in the case of Figure 2.5(a). Let z ∈ Cˆ(Ni) be fixed.
Then we have ‖y − Ni‖∞ < ‖y − z‖∞ for any y ∈ BCNi . Hence there is no
y ∈ BCNi such that z ∈ B‖y−Ni‖(y), thus Cˆ(Ni) ∩ HNi(C) = ∅.
In general, since ‖y − Ni‖∞ ≤ ∆x2 ∀y ∈ BCNi , the relation HNi(C) ⊆ H+Ni(C)
holds for every case of the Figures 2.5(a), 2.5(b) and 2.5(c). Due to the 1-
level grading condition over faces and edges of C the only grid nodes in the
interior of H+Ni(C) are the possibly occuring hanging nodes on C's boundary.
Hence
H+Ni(C) ∩N \ N+(C) = ∅ (2.1.14)
i.e. there is no Nk fulfilling condition (2.1.13). This proves the equality
(2.1.9) and hence Lemma 2.1.1.
Remark 4: The special treatment of the case in Figure 2.5(a), where Ni is
a corner of C, is necessary since the 1-level grading condition over faces and
edges still allows a 2-level transition over nodes. In this case UNi(C) and
N \N+(C) would share a node of Cˆ(Ni), and (2.1.14) would not hold.
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Remark 5: The arguments in the proof do not depend on the spatial dimen-
sion of C. However, for a better understanding the reader might prefer to
draw sketches of the proof in the 2-dimensional setting.
The global Voronoi region VNi in (2.1.3) is finally assembled by all local
Voronoi regions V CkNi on primal cells Ck that share the node Ni
VNi =
⋃
Ck∈G,
Ni∈Ck
V CkNi (2.1.15)
2.1.4 Local Pattern Construction in 2D
Due to Lemma 2.1.1 we can perform the ‖·‖∞-Voronoi decomposition locally
on every primal cell C. The construction process of local Voronoi regions is
described by the right-hand side of (2.1.9).
Definition 2.4 (Local Pattern): A local Voronoi decomposition of a primal
cell C with respect to all nodes Nk ∈ N+(C) is called the local pattern on C.
Depending on the distribution of hanging nodes on the primal cell C, every
local Voronoi region takes one of the six shapes shown in Figure 2.6.
Figure 2.6: Local Voronoi regions on a primal cell in 2D
Obviously, all cuts of the cell C run parallel to the axes or coincide with the
plane diagonals. We could therefore describe the steps for the construction
of local Voronoi regions on C equivalently by the following
Procedure 2.3 (Local subdivision in 2D): Local Voronoi regions on a primal
cell C in 2D are constructed by
1. Subdividing the cell C into 16 congruent squares.
2. Further subdividing the four squares containing the midpoint of C into
two triangles. The cuts follow the face diagonals through C's midpoint.
All together we get 8 triangles. These squares and triangles, depicted
in Figure 2.7(a), will be called atoms of C.
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3. Finally, we assign these 20 atoms of C to the nodes of N+(C) simply
by calculating the ‖ · ‖∞-distance between the nodes and the atom's
center of gravity. All atoms which are assigned to the same node Nk ∈
N+(C) form the local Voronoi region V CNk on C. The set of all local
Voronoi regions on C forms the local pattern. Figure 2.8 shows all six
combinatorially different local patterns in 2D.
(a) atoms of a primal
cell
(b) assigning atoms to
nodes
(c) resulting local pat-
tern on primal cell
Figure 2.7: Creating a local pattern in 2D
Compare Procedure 2.3 with Procedure 1.2 on page 12. The one-dimensional
procedure can now also be interpreted as a local Voronoi decomposition of
one-dimensional grid cells respecting their left and right nodes.
Figure 2.8: All combinatorially different local patterns in 2D
Sticking together scaled and rotated copies of appropriate reference patterns
from Figure 2.8 finally builds the dual grid. An example for a primal and a
corresponding dual grid in 2D is shown in Figure 2.9.
2.2 Staggered Grid Scheme in 2D
The temporal evolution of the discrete numerical solution on staggered grids
is described by (0.0.5) on page 3. Given an adaptive cartesian primal grid
G, an admissible staggered dual grid G∗ has been constructed in Section 2.1
by defining a local pattern on every primal grid cell and finally assembling
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Figure 2.9: Primal grid and corresponding dual grid in 2D
these local patterns to dual grid cells. Although the structure of G and G∗
are similar (at least in regions of uniform refinement) the dual grid is in
general not cartesian. Hence the construction principle for staggered grids
given in Procedure 2.3 on page 22 cannot be applied to the dual grid cells.
Instead we follow
Procedure 2.4 (Temporal Evolution on Staggered Grids): In order to evolve
the discrete numerical solution we
1. Define the discrete numerical solution q¯n at time tn on cells of an adap-
tive cartesian primal grid G.
2. Construct a corresponding staggered dual grid G∗ by Procedure 2.3.
3. Apply (0.0.5) to evaluate the update q¯n+1 on every cell C∗ of the dual
grid G∗ from data q¯n on the primal grid G.
4. Since G and G∗ are staggered grids we can reuse G and apply (0.0.5)
again to evaluate the update q¯n+2 on all cells C ∈ G from data q¯n+1 on
the dual grid G∗.
5. The primal cartesian grid G may be adapted respecting Definition 2.1.
6. Proceed at step 2 until the target time level is reached.
Remark 6: Procedure 2.4 also applies in three spatial dimensions.
Remark 7: In Procedure 2.4 the implementation of step 3 differs from step
4. Primal grid cells are always squares (resp. cubes in 3D). Once the primal
grid is defined, the volume and the boundary faces are a priori known. In
contrast, the dual grid is never known entirely. Its cells are assembled by parts
of local patterns from adjacent primal cells. The assembling is performed
procedurally traversing the primal grid. Moreover, the shape of dual cells and
their boundary faces may vary depending on the local refinement patterns
on the underlying cartesian primal grid cells. We will address the problem
of volume and boundary integration in 3D in Chapter 4 in full detail.
Part II
Staggered Grids in 3D
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The main goal of our work is the description of a Nessyahu-Tadmor like cen-
tral scheme on adaptive cartesian meshes in three spatial dimensions. There-
fore we will first address the geometrical issue of constructing dual grids in 3D
in Chapter 3. Afterwards in Chapter 4 we describe necessary extensions of
the numerical algorithm to accomplish the temporal evolution (0.0.5). With
regard to realistic CFD applications we have incorporated complex geome-
tries into our grids. The embedding of obstacles entails both geometrical and
algortihmical modifications which are addressed in Chapter 5.
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30 CHAPTER 3. STAGGERED GRID CONSTRUCTION IN 3D
3.1 The Primal Grid
Like in 2D in Section 2.1 we restrict our attention to a special class of adaptive
cartesian meshes
Definition 3.1 (Admissible primal grid in 3D): Amesh G is called an admissible
primal grid if
i) G is cartesian, i.e. the primal grid cells arise by dyadic subdivision of
the unit cube. G thus has an octtree structure.
ii) mesh adaptation is subjected to a 1-level grading constraint respecting
common faces and edges of adjacent primal cells, i.e. the refinement
levels of adjacent primal cells with common face or common edge differ
at most by 1.
Figure 3.1: 1-level transition constraint for the primal grid in 3D
For the construction of an admissible primal grid any refinement technique
which observes the rules of Definition 3.1 would be appropriate, as for in-
stance AMR [6], the cartesian refinement based on saturated error indicators
[36], or multi-scale analysis [31].
3.2 The Dual Grid
The requirements for constructing the dual grid to a given admissible primal
grid have already been formulated dimensionless by Definition 0.1 on page 2
and Remark 1. In the following we will apply the local construction technique
for dual grid cells presented in Section 2.1.4 to three-dimensional grids.
3.2. THE DUAL GRID 31
3.2.1 Local Pattern Construction in 3D
Constructing local Voronoi regions in 3D is only slightly more complex than
the corresponding Procedure 2.3 on page 22 in 2D. Thanks to Lemma 2.1.1
the Voronoi decomposition can again be performed locally. The set N+(C)
now contains the eight corner nodes of C, and up to 18 possible hanging
nodes on the midpoints of C's 6 faces and 12 edges. For a general location
of two nodes Ni and Nj in R3 the separating surface (the three-dimensional
analogon to separating polygons from Figure 2.3 on page 19) between the
Voronoi regions VNi(Nj) and VNj(Ni) consists of up to seven planar patches,
whose normals are aligned with the axes (x-, y-, z-axis) or the plane diago-
nals (xy-, yz-, zx-plane). Fortunately, the variety of positioning two nodes
Ni, Nj ∈ N+(C) relatively to each other is limited. Hence we get only six
combinatorially different separating surfaces in 3D, depicted in Figure 3.2.
Note that the cases in Figure 3.2 do not necessarily represent cells of the
primal grid. Finally, on a primal cell only scaled, translated and rotated
versions of these cuts have to be executed to get the local Voronoi regions.
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Figure 3.2: Separating surfaces in 3D
Hence the whole construction can again be described as a subdivision algo-
rithm
Procedure 3.1 (Local subdivision in 3D): Local Voronoi regions on a primal
cell C in 3D are constructed by
1. Subdividing the hexahedral cell C into 64 congruent cubes.
2. Further subdividing all cubes containing a midpoint of C's faces into two
prisms. The cuts follow the face diagonals through the face midpoints.
On C we get 8× 6 = 48 prisms.
3. Again subdividing all cubes containing the central point of C into six
tetrahedra. The corresponding three cuts equal the diagonal cuts on
their adjacent cubes from step 2. This results in 6×8 = 48 tetrahedra.
These cubes, prisms and tetrahedra will again be called atoms of C.
Figure 3.3(a) shows a cell C and some of its atoms.
4. Finally we assign these 64 + 48 − 24 + 48 − 8 = 128 atoms of C to
the nodes of N+(C) by calculating the ‖ · ‖∞-distance between the
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(a) subdivision of a pri-
mal cell
(b) local Voronoi regions (c) non-convex Voronoi
region
Figure 3.3: Construction of local Voronoi regions in 3D
nodes and the atom's center of gravity. All atoms which are assigned
to the same node Nk ∈ N+(C) form the local Voronoi region V CNk on C.
Figure 3.3(b) shows a cell C, the set N+(C)\N (C) (i.e. the corners of C
left out) and a few corresponding local Voronoi regions. The set of all
local Voronoi regions on C form the local pattern. The shape of these
three-dimensional local patterns on the boundary faces of a primal cell
matches the two-dimensional patterns from Figure 2.8 on page 23.
For later use we call a local Voronoi region briefly a cluster. Polygonal planar
faces separating two clusters will be refered to as facelets. Thus the geometric
description of local patterns avoids hanging nodes on facelets.
Adjacent clusters from neighbouring local patterns form a dual cell whose
planar faces are composed of single facelets. The set of all dual cells finally
defines the dual grid (cf. Figure 3.4 on the next page for a first impression).
Remark 8: Note that ‖ · ‖∞-Voronoi regions might happen to be slightly
non-convex (e.g. cluster in the center of Figure 3.3(c)). But this does not
effect the feasibility of our approach, neither the geometrical construction
nor the numerical scheme.
The construction of a local pattern on a primal grid cell is completely de-
scribed by Procedure 3.1 on the preceding page. Local patterns can be gener-
ated at run-time on demand. For the numerical algorithm it is not necessary
to construct all possible local patterns in advance. Nevertheless for code de-
velopement it proves to be very helpfull to know the whole variety of local
patterns. In Section 3.3 we determine the total number of 227 combinatori-
ally different local patterns. A complete list of these patterns is finally given
in the appendix.
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Figure 3.4: View into a dual grid in 3D
3.3 The Variety of Local Patterns in 3D
The distribution of the nodes N+(C) on the boundary of a primal cell C de-
termines the shape of the local pattern. The number of different distributions
and hence the number of different local patterns, is finite. For grids in 2D the
set of six combinatorially different local patterns (that do not arise from each
other by rotation or reflection) can still easily be determined (cf. Figure 2.8
on page 23). This task becomes far more complex on grids in 3D. We use
tools of Pólya's counting theory ([40], [20]) to determine the number of 227
combinatorially different local patterns in 3D.
Instead of intricately speaking of occuring hanging nodes on the midpoint of
an edge or a face of C we call this edge resp. face colored. If a face f of C is
colored, i.e. f is refined, consequently all four edges of f are also refined, i.e.
automatically colored. The converse is in general not true.
All necessary information to determine the number of combinatorially differ-
ent edge- and face-colored cubes is supplied by the group of symmetries D
of the hexahedron. First, we list all 48 elements of D, the self-mappings of
the cube by specifying the 10 representatives gk including the cardinality of
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the classes of conjugated elements c(gk):
g1 =
 +1 0 00 +1 0
0 0 +1
 , c(g1) = 1, g2 =
 +1 0 00 −1 0
0 0 +1
 , c(g2) = 3,
g3 =
 0 0 +10 +1 0
−1 0 0
 , c(g3) = 6, g4 =
 −1 0 00 +1 0
0 0 −1
 , c(g4) = 3,
g5 =
 +1 0 00 0 −1
0 −1 0
 , c(g5) = 6, g6 =
 −1 0 00 −1 0
0 0 −1
 , c(g6) = 1,
g7 =
 −1 0 00 0 +1
0 +1 0
 , c(g7) = 6, g8 =
 0 0 −1−1 0 0
0 +1 0
 , c(g8) = 8,
g9 =
 0 0 −10 −1 0
+1 0 0
 , c(g9) = 6, g10 =
 0 0 +1+1 0 0
0 −1 0
 , c(g10) = 8.
One can read these mappings as the image of the unit vectors n1 = (+1, 0, 0)T ,
n2 = (0,+1, 0)
T and n3 = (0, 0,+1)T after rotation or reflection. As an
example, g3 describes the clockwise rotation of the cube around the y-axes
by an angle of pi/2. Since there are three possible axis of rotation (x-,y- and
z-axis) and the rotation may be performed clockwise and counterclockwise
we have c(g3) = 6 different rotations of the same type g3.
7 8
5 6
1 2
3 4
Figure 3.5: Nodes of a cube
Respecting Figure 3.5 we label the edges of the cube W by indicating their
nodes as
e1 = (1, 2), e2 = (3, 4), e3 = (5, 6), e4 = (7, 8),
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e5 = (1, 3), e6 = (5, 7), e7 = (2, 4), e8 = (6, 8),
e9 = (1, 5), e10 = (2, 6), e11 = (3, 7), e12 = (4, 8).
The cycles of permutations on the set of edges E(W) = {ej, j = 1, . . . , 12}
induced by the mappings gk read as
g
(e)
1 = (1)(2)(3)(4)(5)(6)(7)(8)(9)(10)(11)(12),
g
(e)
2 = (1 2)(3 4)(5)(6)(7)(8)(9 11)(10 12),
g
(e)
3 = (1 9 3 10)(2 11 4 12)(5 6 8 7),
g
(e)
4 = (1 3)(2 4)(5 8)(6 7)(9 10)(11 12),
g
(e)
5 = (1 4)(2)(3)(5 11)(6 9)(7 12)(8 10),
g
(e)
6 = (1 4)(2 3)(5 8)(6 7)(9 12)(10 11),
g
(e)
7 = (1)(2 3)(4)(5 10)(6 12)(7 9)(8 11),
g
(e)
8 = (4 6 11)(10 1 7)(5 12 3)(2 8 9),
g
(e)
9 = (1 12 3 11)(2 10 4 9)(5 7 8 6),
g
(e)
10 = (1 6 10 4 7 11)(2 5 9 3 8 12).
Clearly, in order to get an edge-colored cube mapped onto itself by a mapping
gk, all egdes inside a cycle of g(e)k have to wear the same color. For every
cycle of g(e)k one can choose its color independently. With N(g
(e)
k ) denoting
the number of cycles in g(e)k we get 2[N(g
(e)
k )] different (but not necessarily
combinatorially different!) edge-colorings Cj that are mapped by gk onto
itself, i.e. gk ◦ Cj = Cj. Hence the sum
S =
∑
g∈D
2[N(g
(e))] =
10∑
k=1
c(gk) 2
[N(g
(e)
k )] = 6912
counts all different edge-colorings Cj of the cube, each of them with multi-
plicity mj =
∣∣{g | g ◦ Cj = Cj, g ∈ D}∣∣. On the other hand, if W = {wl, l =
1, . . . , q} denotes the set of the q (still unknown) combinatorially different
edge-colorings of the cube, the set P = {g ◦w, g ∈ D, w ∈ W} consists of all
edge-colorings Cj of the cube. Each Cj is the image of exactly one w ∈ W
and mj self-mappings g ∈ D. Consequently we get∣∣{g | g ∈ D}∣∣ · ∣∣{w |w ∈ W}∣∣ = ∣∣D∣∣ · ∣∣W∣∣ = 48 q = S.
Thus there are q = 144 combinatorially different edge-colored cubes.
To answer the question on the number of combinatorially different cubes
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with exactly 3 colored edges, for example, one has to count the number S3
of possibilities of choosing cycles in the g(e)k where their lengths sum up to 3.
Let nr(g(e)k ) denote the number of cycles of length r in g
(e)
k . Then we have
S3 =
1
48
10∑
k=1
c(gk)
[(
n1(g
(e)
k )
3
)
+
(
n1(g
(e)
k )
1
)(
n2(g
(e)
k )
1
)
+
(
n3(g
(e)
k )
1
)]
= 9.
These 9 colorings are shown in Figure 3.6.
Figure 3.6: Combinatorially different cubes with 3 colored edges
The results derived above in detail are all supplied directly using the tools of
Pólya's theory, for details we refer to [20]. Basing on the cycle representation
of the g(e)k we get the cycle index on the set E(W) as
Z(D, E(W)) = 1
48
(x121 + 3x
4
1x
4
2 + 12x
2
1x
5
2 + 4x
6
2 + 8x
4
3 + 12x
3
4 + 8x
2
6).
Here d · xri denotes r cycles of length i in d different mappings g ∈ D,
e.g. g(e)1 leads to the term x121 , g
(e)
3 and g
(e)
9 both supply x34 with coefficients
c(g3) = c(g9) = 6. Substituting xi by 1 + xi leads to
ZE(W)(D, 1 + x) = 1
48
(
(1 + x)12 + 3(1 + x)4(1 + x2)4 + 12(1 + x)2(1 + x2)5
+ 4(1 + x2)6 + 8(1 + x3)4 + 12(1 + x4)3 + 8(1 + x6)2
)
= 1 + x+ 4x2 + 9x3 + 18x4 + 24x5 + 30x6 + 24x7 + 18x8
+ 9x9 + 4x10 + x11 + x12.
The number of combinatorially different edge-colored cubes with r colored
edges equals the coefficient of the monomial xr in ZE(W)(D, 1 + x). We find
again the number of 9 cubes with 3 colored edges. The whole number of
essentially different edge-colored cubes sums up to ZE(W)(D, 2) = 144.
Applying this counting on the permutations of faces instead of egdes leads
to 10 combinatorially different face-colored cubes Wf. For all these Wf we
consider the appropriate self-mappings gf, i.e. only those elements g ∈ D
which map the colored faces of Wf onto each other. Obviously these self-
mappings {gf} form a subgroup Df of D. The influence of all gf on the edges
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E˜(Wf) which are not automatically colored by the colored faces of Wf is
summarized in the (reduced) cycle index Z(Df, E˜(Wf)). It supplies again the
number of combinatorially different edge-colored cubes basing on the face-
colored cube Wf.
As an example we treat a cube Wf with exactly one colored face. Every
self-mapping of Wf has to map Wf's only colored face onto itself. The set of
self-mappings, again characterized by representatives gfk and the cardinality
of their classes of conjugated permutations c(gfk), reads as
gf1 =
 +1 0 00 +1 0
0 0 +1
 , c(gf1) = 1, gf2 =
 +1 0 00 +1 0
0 0 −1
 , c(gf2) = 2,
gf3 =
 +1 0 00 0 +1
0 +1 0
 , c(gf3) = 2, gf4 =
 +1 0 00 0 +1
0 −1 0
 , c(gf4) = 2,
gf5 =
 +1 0 00 0 −1
0 −1 0
 , c(gf5) = 1.
The (reduced) cycles of the induced permutations on E˜(Wf) are
g
f(e)
1 = (1)(2)(3)(4)(5)(6)(9)(11), g
f(e)
4 = (1 3 4 2)(5 11 6 9),
g
f(e)
2 = (1 3)(2 4)(5 6)(9)(11), g
f(e)
5 = (1 4)(2 3)(5 6)(9 11),
g
f(e)
3 = (1)(2 3)(4)(5 9)(6 11),
and we get
ZE˜(Wf)(Df, 1 + x) =1 + 2x+ 6x2 + 10x3 + 13x4 + 10x5 + 6x6 + 2x7 + x8,
e.g. 10 (the coefficient of x3) combinatorially different colorings with one
colored face and 3 (additional) colored edges, as shown in Figure 3.7.
Figure 3.7: Combinatorially different cubes with 1 colored face and 3 addi-
tional colored edges
The numbers of combinatorially different edge-face-colorings of the cube,
sorted by the numbers of colored faces, are listed in Table 3.1. A complete
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listing of all 227 combinations is given in the appendix on page 93. Each
combination corresponds to a local reference-patterns. At run-time the nu-
merical algorithm uses scaled, reflected and rotated copies of these reference
patterns to assemble the dual grid cells.
colored faces 0 1 2 3 4 5 6
comb. diff. colorings 144 51 20 7 3 1 1
Table 3.1: Combinatorially different cube colorings
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The second order Nessyahu-Tadmor scheme on one-dimensional uniform stag-
gered grids has been introduced in Procedure 1.1 on page 9. On adaptive
grids in 2D and 3D the construction of appropriate staggered grids becomes
an issue. This problem has been addressed in Section 2.1.4 on page 22
and Section 3.2.1 on page 31 respectively. Procedure 2.4 on page 24 describes
a general evolution step on staggered grids without specifying the numerical
scheme in use nor the spatial dimension of the grids.
Our aim is the implementation of the Nessyahu-Tadmor scheme for the ap-
proximate solution of the Euler equations on adaptive staggered grids in 3D.
In the following we discuss particular difficulties in its realization. The single
steps of Procedure 1.1 will serve as a schedule for the subsequent sections.
4.1 Linear Reconstruction
Given a cellwise constant numerical solution q¯ on a grid G we are looking for
a piecewise linear reconstruction q˜ that is nonoscillatory and conserves the
mean.
Usually, the reconstruction q˜C on a grid cell C should be effected only by
the values q¯ on itself and its direct neighbours. Depending on the definition
of neighbourhood (whether including only cells with common faces or even
those with common edges or nodes) the reconstruction stencil may comprise a
lot of cells. Moreover, grid adaptivity complicates the geometric structure of
the stencil, especially on the dual grid. We therefore favour a reconstruction
technique proposed for unstructured grids in [37] and apply it both to the
primal and to the dual grid.
4.1.1 Weighted Least Squares
A common technique to reconstruct data on unstructured grids in Rd is the
least squares method. Given a cell C0, its n neighbours Ci and function data
q¯Ci in the center of gravity1
◦
xi ∈ Rd of cell Ci one looks for a multivariate
1The center of gravity of a primal grid cell is simply its midpoint. On a dual grid cell
it is determined by (4.3.1b) on page 45.
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polynomial p∗ ∈ Πk(Rd) of degree k such that
n∑
i=0
wi (q¯Ci − p∗( ◦xi))2 → min
p∈Πk(Rd)
(4.1.1)
where the wi ∈ R are arbitrary weights that will be determined later. In
order to ensure the conservation of the means we additionally require∫
C0
p∗(x) dx = q¯C0 . (4.1.2)
Since we are interested only in a linear reconstruction, i.e. p∗ ∈ Π1(Rd),
condition (4.1.2) translates into
p∗( ◦x0) = q¯C0 . (4.1.3)
Setting ∆q¯i := q¯Ci − q¯C0 and r∗(x) := p∗(x) − q¯C0 = 〈α, x〉 with α ∈ Rd,
(4.1.1) now reads
n∑
i=1
wi (∆q¯i − 〈α, ◦xi〉)2 → min
α∈Rd
. (4.1.4)
The reduced linear polynomial r∗ has d degrees of freedom, namely the slopes
of the reconstructed plane in all d spatial directions. By defining
∆Q =
∆q¯1...
∆q¯n
 ∈ Rn, ◦X =

◦
xT1...
◦
xTn
 ∈ Rn×d, W = diag(w1, . . . , wn) ∈ Rn×n
the least squares problem (4.1.4) directly leads to the normal equations
◦
XTW
◦
X α =
◦
XTW∆Q. (4.1.5)
This symmetric linear d× d system can be solved by a Cholesky decomposi-
tion. If the function data q¯Ci are not scalar but a vector, one has to determine
the reconstruction α independently for every component of q¯Ci .
Remark 9: In our implementation of the least squares method we prefer to
solve (4.1.4) rather by the normal equations than by a QR-decomposition.
The reason is technical: the dimension of system (4.1.5) is small and does
only depend on the spatial dimension of the grid (and not on the particular
grid cell). On the other hand the over-determined system for a subsequent
QR-decomposition has dimension n× d, i.e. its size varies with the number
n of cell neighbours which can be large (and not even a priori known for
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dual grid cells). Since data from neighbours are gathered only procedurally
during a traverse over the primal grid, the single entries to set up the system
have to be stored along with the cells. Here, a data structure of small fixed
size (just like (4.1.5)) is preferable for efficient data management.
Although the condition number of the normal equations is worse than that of
the QR-system we did not experience instability problems in our applications
so far.
4.1.1.1 Choosing data-dependent weights
The unweighted least squares method (with wi ≡ 1) allows overshoots in the
reconstructed data which is not desirable for the numerical scheme working
with these reconstructed values. In order to incorporate an ENO2 property,
[37] proposes the weighting of single contributions to the least squares prob-
lem. A first run applies simple geometric weighting
wi = ‖xi − x0‖−2 (4.1.6a)
A second run uses the residual R of the first least squares problem to define
data-dependent weights
w′i =
wi
ε+Rl2 (|∆q¯i|/‖xi − x0‖)2
(4.1.6b)
Here, ε := 10−10 prevents division by zero, l is a length scale for the cell C0,
and |∆q¯i|/‖xi − x0‖2 serves as a smoothness indicator.
Evidently, the slopes of the reconstructed data depend on the scale of a cell,
but not on its global position in the grid (i.e. the least squares problem is
translation invariant). Without loss of generality we can therefore assume
x0 = 0. Working in local coordinates ◦xloci =
◦
xi/l on cell C0 rather than global
coordinates ◦xi we rewrite (4.1.6b) as
w′i =
1
l2
1
ε‖ ◦xloci ‖2 +R‖∆q¯i‖2
(4.1.7)
The fix factor 1/l2 appears in every weight w′i. It simply scales the entire
system and can obviously be skipped. We adopt the definition of data-
dependent weights fitted for use on unstructured grids to a cartesian grid
with moderate grading (and the corresponding staggered grid which inherits
much of the cartesian structure). Here the distances between the cell C0
2essentially non-oscillatory, see [15]
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and its neighbours Ci will not differ much and are approximately ‖ ◦xloci ‖ ≈ 1.
In the definition of the weights w′i, the parameter ε does play a role only
if the residual R vanishes, that is the data ∆q¯i fit the linear representation
perfectly. In this case arbitrary weights would yield the proper reconstruction
data. Hence we may also neglect the factor ‖ ◦xloci ‖2.
Setting up the least squares problem for a cell C requires access to all its
neighbours. On dual grid cells neighbour information is not permanently
available but has to be gathered procedurally. That is once a neighbour
cell has been inspected the access is lost and can be gained only in a next
traverse of the primal grid. Hence solving the least squares problem twice
is expensive. Suppose the residual determined in the first step is large, i.e.
RÀ ε. For those data ∆q¯i with also R‖∆q¯i‖2 À ε the corresponding weight
is small and reduces to w′i ≈ (1/R)‖∆q¯i‖−2. Again, the factor 1/R applies
equally to all small weights. Hence setting R = 1 does not change the ratio
of small weights (only the ratio to the default weights 1/ε) and should damp
large values ∆q¯i still sufficiently. For our applications we use the simplified
data-dependent weights
w′′i = 1/
(
ε+ ‖∆q¯i‖2
)
(4.1.8)
and apply them directly in only one single least squares step.
If (0.0.1) on page 1 is not a scalar equation but a systems of m conservation
laws the conservative data q is an m-vector, and the reconstruction technique
has to be applied to every single component qk of q¯Ci to determine
q′ =
(
∂q
∂x1
, · · · , ∂q
∂xd
)
=

∂q1
∂x1
· · · ∂q1
∂xd... . . . ...
∂qm
∂x1
· · · ∂qm
∂xd
 ∈ Rm×d. (4.1.9)
Here xi ∈ R denotes the ith spatial dimension and may not be confused with
◦
xi ∈ Rd used in (4.1.1) on page 41 to refer to Ci's center of gravity.
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4.2 The Predictor Step
With regard to the integration in time the reconstructed numerical solution
q˜nC is extrapolated to the intermediate time level (cf. (1.2.4) on page 9) by
q
n+ 1
2
C (x) = q˜
n
C (x) +
∆t
2
∂
∂t
q˜C(x, t = tn) +O(∆t2)
≈ q˜nC (x)−
∆t
2
d∑
i=1
∂Fi
∂xi
∣∣∣C
(4.2.1)
In order to approximate the partial derivatives ∂Fi/∂xi we use the flux Ja-
cobian of Fi
∂Fi
∂q
=

(∂Fi)1
∂q1
· · · (∂Fi)1
∂qm... . . . ...
(∂Fi)m
∂q1
· · · (∂Fi)m
∂qm
 ∈ Rm×m (4.2.2)
and finally express
∂Fi
∂xi
=
∂Fi
∂q
∂q
∂xi
. (4.2.3)
4.3 Updating the solution
The final update (1.2.5) on page 9 comprises the integration steps from the
fundamental formula (0.0.5) on page 3. Integration along the one-dimensional
time-axis is simple. On the other hand, integrating reconstructed conserved
quantities q˜C over staggered cell volumes and fluxes over assembled cell faces
is challenging and will be explained in the following. Here a timestep from
the cartesian primal grid onto the (only locally known) dual grid is far more
complex than the step back from the dual grid onto the primal grid.
4.3.1 Timestepping from the primal to the dual grid
The adaptive cartesian primal mesh consist only of cubic cells. Although
they may differ in size they all have the same simple shape. Geometric
information (e.g. about volume, center of gravity and boundary faces) which
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are required by the numerical scheme are easily available.
In contrast, dual grid cells have to be constructed procedurally and may
feature various forms (cf. Remark 7 on page 24). They are assembled around
nodes of the primal grid by sticking together local patterns on adjacent primal
cells. Knowledge of the structure of local patterns is the key to constructing
dual cells.
4.3.1.1 Volume Integration on Dual Cells
The volume integral in (0.0.5) over a dual cell C∗ splits up into integrals
ICV over single clusters3 C = C ∩ C∗ on local patterns on adjacent primal
cells C. For the required second order accuracy one determines each ICV
using the midpoint rule which evaluates the integrand, here the reconstructed
numerical solution q˜nC defined on the underlying primal cell C, solely at C's
center of gravity
◦
C and scales this value by the cluster volume |C|. Since C
is assembled by atoms Ai with fixed geometry the required data are easily
available:
|C| =
∑
Ai
|Ai| (4.3.1a)
◦
C =
1
|C|
∑
Ai
◦
Ai|Ai| (4.3.1b)
ICV = |C| q˜nC
( ◦
C
)
. (4.3.1c)
4.3.1.2 Boundary Integration on Dual Cells
Faces of polyhedral grid cells are planar polygons. Whereas faces of primal
grid cells are always squares, dual cells may indeed feature 3-, 4-, 5- and even
6-sided polygons. Figure 4.4 on page 50 shows a dual cell with a five-sided
polygonal face.
The approximation of the boundary integral IC∗B in (0.0.5) requires integra-
tion in space and time. Following the technique proposed by Nessyahu and
Tadmor in [33] the temporal integral is determined using the midpoint rule.
To this end the numerical solution qnC has already been extrapolated in Sec-
tion 4.2 on the facing page.
3the terms cluster and facelet have been introduced in Procedure 3.1 on page 31
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For the integration in space the midpoint rule cannot be applied since the
center of gravity of a cell face F often lies on the boundary of underlying
staggered grid cells. One could think of integrating over single facelets fi of
the cell face F, each of them inside an underlying staggered grid cell and
finally applying the midpoint rule to every facelet fi. But this approach is
inefficient for two reasons
i) On adaptive cartesian meshes, especially in 3D, the predominant number
of grid cells lives on the maximum local refinement level. In all regions
of maximum local refinement the cartesian grid has the local structure
of a uniform grid. The dual grid inherits this local uniform structure by
the simple shape of the corresponding local pattern.
On uniform hexahedral grids the number of cell faces #F is about three
times larger than the number of grid nodes #N , i.e. #F ≈ 3#N . A face
F splits into four facelets fi on underlying staggered grid cells. Applying
the midpoint rule on fi requires one flux evaluation in the component
normal to fi which sums up to 4#F evaluations. On the other hand, in
using the trapezoidal rule on the entire face F it suffices to evaluate all
three components of the flux function at the grid nodes, thus we need
only 3#N ≈ #F ¿ 4#F flux evaluations.
ii) The center of gravity of facelets fi is closer to the boundary of underlying
staggered grid cells than the nodes of the entire face F. Hence involving
flux evaluations in the middle of fi would further restrict the timestep
size, cf. Remark 1 on page 11.
Hence for the spatial integration of IC∗B we will use the trapezoidal rule on
entire polygonal faces F ∫
F
p(x) dx ≈ |F|
∑
vi∈F
wip(vi) (4.3.2)
where quadrature nodes vi are located at the nodes of F. For the exact
integration of a linear function p particular quadrature weights wi have still
to be determined. These weights will of course depend on the shape of F. In
the following we propose a barycentric weight splitting algorithm.
4.3.1.3 Barycentric Weights.
Let K ⊂ Rd be a domain with constant density 1. The geometric center of
gravity of K is defined by
◦K = 1|K|
∫
K
x dx, (4.3.3)
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where |K| denotes the volume of K.
The idea of barycentric weights is to accumulate K's entire mass |K| into
single barycenters xi ∈ Rd with mass fractions mi such that both the mass
and the center of gravity are conserved, that is
|K| =
∑
i
mi (4.3.4a)
◦K =
∑
imixi∑
imi
(4.3.4b)
Simple geometric shapes often supply canonical barycentric weights. For
an one-dimensional line of length L barycenters can be chosen in both end
nodes with mass fractions L/2, cf. Figure 4.1(a), for triangles of area T
and rectangles of area R the choice of barycentric weights is T/3 or R/4
respectively, cf. Figure 4.2(a) on page 49.
For composite one-dimensional edges appropriate barycentric weights can be
determined by the following
Procedure 4.1 (Barycentric weight splitting in 1D): If two edges K1 andK2 are
joined such that they form a longer edge (i.e. K1∪K2 ⊂ R) the common node
accumulates respective mass fractions from bothK1 andK2, cf. Figure 4.1(b).
The mass (L1 + L2)/2 at the interior node is split and assigned to the end
nodes of the assembled edge K1 ∪ K2 respecting the conditions (4.3.4), cf.
Figure 4.1(c).
Remark 10: Since K ∈ R is always a simplex in 1D, the barycentric weight
splitting is unique, and Procedure 4.1 yields the only admissible solution.
w0 =
L
2
w1 =
L
2
L
(a) single edge
w0 =
L1
2
w1 =
L1+L2
2
w2 =
L2
2
L1 L2
(b) sticking together two edges
w0 =
L1
2
+ w1
L2
L1+L2
L1 + L2
w2 =
L2
2
+ w1
L1
L1+L2
(c) final weight splitting
Figure 4.1: Barycentric weight splitting in 1D
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If K ⊂ R2 is a general polygonal face it is more difficult to define barycenters
in K's nodes. Fortunately, the faces we are interested in are boundary faces
of dual cells and thus have a special structure. Since clusters are assembled
of atoms, facelets are composed of atomar faces, i.e. triangles and rectangles
that appear in the subdivision of a primal cell, cf. Procedure 3.1 on page 31
and Figure 3.3(a) on page 32. Hence dual cell faces are also composed of
atomar faces, cf. Figure 4.2 on the facing page.
On a composite dual cell face F we determine barycentric weights wi in the
nodes vi by the following
Procedure 4.2 (Barycentric weight splitting in 2D): A dual cell face F consists
of atomar faces fi with canonical barycentric weights. Assembling F accumu-
lates respective mass fractions from adjacent fi in common nodes. The steps
to distribute the mass to the nodes vi of F respecting the conditions (4.3.4)
are
1. apply Procedure 4.1 to all edges which connect the boundary of F with an
interior node, cf. Figure 4.3(a). After this step all barycenters are located
on the boundary of F, and interior edges can be deleted.
2. apply Procedure 4.1 again to all boundary edges of F with interior nodes,
cf. Figure 4.3(b).
Since both steps use Procedure 4.1 which preserves mass and center of gravity,
so does Procedure 4.2.
Remark 11: Procedure 4.2 does also work if the fi are already composite
faces. Preferably one would first determine barycentric weights for facelets
on local patterns before assembling dual cell faces by single facelets.
Remark 12: If K ⊂ R2 is not a simplex the barycentric weight splitting is
no longer unique. For composite faces F the result of Procedure 4.2, though
admissible in the sense of the conditions (4.3.4), depends on the shape of the
face parts fi. For example, let K be a unit square assembled of two triangles
of area 1
2
. Since a triangle is a simplex, the barycentric weights at the nodes
of the triangles has to be chosen as 1
2
· 1
3
= 1
6
. Thus common nodes in the
assembly (i.e. both nodes on the hypotenuse) accumulate a mass of 1
6
+ 1
6
= 1
3
,
whereas the remaining weights are only 1/6. This weight splitting obviously
differs from the canonical weight splitting on square given in Figure 4.2(a).
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(a) atomar faces
w5 w4
R1
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T1
w3
w1 w2w0
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w7
(b) composite dual cell face
Figure 4.2: Composing dual faces by atomar faces
w5 w4
R1
R3
R2
T1
w3
w1 w2w0
w6
w7
(a) split interior nodes
w5 w4
w3
w1 w2w0
w6
(b) split nodes on boundary edges
Figure 4.3: Barycentric weight splitting in 2D
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v3
v4 v5
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F
f2f1
Figure 4.4: Five-sided polygonal dual face
4.3.2 Timestepping from the dual to the primal grid
The cells of the primal grid are all cubes, and boundary faces are simple
squares of known size. This fact makes geometric information about the
center of gravity and quadrature weights easily available and simplifies both
the data reconstruction and the boundary integration.
4.3.2.1 Volume Integration on Primal Cells
The volume integral in (0.0.5) over a primal cell C splits up into integrals
IC
∗
V over all clusters C = C ∩ C∗ from the single local pattern defined on
C. Similarly to the volume integration on dual cells described in 4.3.1.1 we
evaluate
IC
∗
V = |C| q˜nC∗
( ◦
C
)
. (4.3.5)
Here, in contrast to (4.3.1c), one integrates the reconstructed numerical so-
lution q˜nC∗ defined on cells C∗ of the dual grid G∗.
4.3.2.2 Boundary Integration on Primal Cells
Since all boundary faces of a primal cell C are squares the spatial integration
inside ICB is easy. Canonical quadrature weights for the trapezoidal rule
applied to every cell face are wi = 14 .
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Many interesting CFD-applications face flow problems around solid bodies.
In order to incorporate obstacles into the numerical simulation we will adjust
both the grid construction and the numerical scheme.
First, we describe how to resolve an arbitrary obstacle geometry on the com-
putational grid in Section 5.1. In general, obstacles do not feature a simple
geometrical representation but can often be defined as an assembly of simple
shapes. The fundamental ideas of this technique are reviewed in Section 5.2
on page 56.
Comments on a consistent embedding of the obstacle geometry into both the
cartesian primal grid and the corresponding dual grid are given in Section 5.3
on page 58. Finally, the numerical scheme will treat grid cells with irregular
geometry (i.e. cells cut by the obstacle) in a way described in Section 5.4 on
page 60.
5.1 Marching Cubes
Given a cartesian mesh G ⊂ Rd and a scalar implicit function f : Rd → R a
levelset
S := {x ∈ Rd | f(x) = 0} (5.1.1)
can be extracted approximately using the Marching Cubes algorithm [29].
The basic ideas of that algorithm can be summarized as follows
Procedure 5.1 (Marching Cubes Algorithm): In order to extract the levelset
on a single grid cell C
i) determine the function values f(ni) at every corner node ni of C (cf.
Figure 5.1(a))
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Figure 5.1: Marching Cubes: extracting a levelset
ii) determine cut points ci of the levelset on every edge e = (nj, nk) where
f(nj) and f(nk) have different sign. The approximate position of the
cut point is in general determined by finding the root of f with initial
guesses nj and nk (cf. Figure 5.1(b)).
iii) the levelset is approximated by planar patches connecting the cut points
ci (cf. Figure 5.1(c)).
Remark 13: Procedure 5.1 does also apply if the grid cells are not cubic but
general polyhedra.
Remark 14: In general the levelset surface S on C is an n-sided polygon
which is not necessarily planar. Subdividing S into triangles finally leads
to planar patches. There are several possibilities to dissect a polygon into
triangles1. Therefore we follow a simply and unique rule:
if the number N of cut points ci on C is equal to three the extracted
levelset surface on C is planar and consists of one triangle.
else determine the geometric center of gravity ◦x of all cut points ci on C
and connect ◦x with all ci. S consists of N triangles.
Remark 15: Special attention has to be paid to adaptive grids. An improper
treatment of hanging nodes might cause leaks in the extracted surface. Here
data interpolation from coarser to finer grid cells circumvents this problem.
Remark 16: Let us think of f as the description of an obstacle which has to
be embedded into the computational domain. The extracted levelset surface
S defines the interface between fluid and obstacle. A grid cell C is subdi-
vided by S into parts inside and outside this obstacle. The topology of this
1Dissecting a convex n-sided polygon into triangles by adding non-intersecting diagonals
can be carried out in 1n−1
(
2n−4
n−2
)
ways, [41].
54 CHAPTER 5. COMPLEX GEOMETRIES
−
+
+
−
+
−
+ −
(a) cut points on edges
−
+
+
−
+
−
+ −
(b) levelset surface con-
sists of four parts
−
+
+
−
+
−
+ −
(c) levelset surface con-
sists of three parts
Figure 5.2: Ambiguity in Marching Cubes algorithm
−
−
−
+ −
−
−
+
−
−
−
+
−
+
−
−
−
−
−
+
+
−
−
+
Figure 5.3: Obstacle handling: inadmissible cell cuts
subdivision is unique as long as there are at most two cut points per face
of C. However the algorithm becomes ambiguous if there are more than two
cut points per face (an example is shown in Figure 5.2). Usually one resolves
this ambiguity by predefining subdivision patterns for every possible arrange-
ment of signs at the nodes of C. Once a pattern occurs the corresponding
subdivision is retrieved form a lookup-table.
With respect to the treatment of obstacles in the numerical scheme explained
later in Section 5.4.3 we give the following
Definition 5.1 (Admissible cell cut): We call a cut between the obstacle and
a grid cell C admissible if C is thereby split into exactly one part inside and
one part outside the obstacle.
The cell cuts shown in Figure 5.3 would be inadmissible for our purposes. Ex-
cluding these cases automatically solves the problem of ambiguity mentioned
in Remark 16 above. Inadmissible cell cuts may be avoided by sufficient grid
refinement (clearly depending on the shape of the obstacle to be resolved).
In Section 5.2 we will compound implicit functions to describe the obstacle.
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In order to embedd the obstacle geometry into the cartesian grid we follow
Procedure 5.2 (Resolving an obstacle): Given an obstacle defined by an im-
plicit function we successively generate an adaptive cartesian grid to resolve
the obstacle by
1. Start with a coarse grid G whose cells are already small enough to
roughly detect the obstacle.
2. Run the Marching cubes algorithm on G and mark all grid cells for
refinement where
(a) the planar approximation deviates too much from the levelset sur-
face. (that is curved interfaces should be resolved with smaller cells
than planar interfaces which can be rendered exacly on a coarse grid
cell) or
(b) the resulting cell cut is inadmissible
3. Refine the grid G and proceed at step 2 until there is no more cell
marked for refinement.
Remark 17: On cartesian meshes one would usually set a maximum number
of possible refinement levels before(!) the obstacle is tried to be resolved.
Hence grid refinement might be stopped without having fulfilled the condition
in step 3 of Procedure 5.2, and the obstacle is probably underresolved.
Remark 18: Step 1 in Procedure 5.2 is crucial. Generating a suitably coarse
grid (depending on the particular obstacle) by hand is cumbersome and 
for complex geometries  often impossible. Instead, one might think of a
more general approach, presented in [36], that automatically detects steep
gradients of a function g. (One would apply their method to the function
g = sign(f). A non-zero gradient of g indicates the levelset S of the obstacle
function f .) To that end g has to be evaluated at every virtual grid node
on all refinement levels. The information about necessary cell cuts and cell
refinement are passed bottom up from fine cells to coarse cells.
In 3D this approach becomes very expensive. In our implementation we
therefore limit the depth of seeking cut cell information to a small fixed
number (usually 5).
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Sets operators Function operators
B1 OR B2 min(f1, f2)
B1 AND B2 max(f1, f2)
NOT B1 −f1
Table 5.1: Corresponding operators on sets and functions
5.2 Constructive Solid Geometry
Complex geometries of obstacles can often be assembled of simple bodies
using set operators (AND, OR, NOT, . . . ). Figure 5.4 on the next page
sketches the steps to construct a nozzle from two cylinders and a cone.
In Section 5.1 the extraction of the interface between fluid and body re-
quires an obstacle defined by a single implicit function. Single solids Bi are
described by simple implicit functions
fi : p ∈ Rd → R, fi(p)
{
≤ 0 for p ∈ Bi
> 0 for p /∈ Bi.
(5.2.1)
In [38] the operators on sets Bi used to assemble the final obstacle are trans-
lated into operators on the respective implicit functions fi resulting in a single
implicit function for the definition of the entire obstacle. For our work we
used the most elementary operators listed in Table 5.1.
Describing the nozzle from Figure 5.4 by an implicit function f now simply
reads
f1(x, y, z) =
(x− 1
2
)2
0.252
+
(y − 1
2
)2
0.252
− 1 (5.2.2a)
f2(x, y, z) =
(x− 1
2
)2
0.152
+
(y − 1
2
)2
0.152
− 1 (5.2.2b)
f3(x, y, z) =
(x− 1
2
)2
0.42
+
(y − 1
2
)2
0.42
− (z − 1
2
)2 (5.2.2c)
f(x, y, z) = min
(
max(f1, f3), f2
)
(5.2.2d)
The cylinders are given by (5.2.2a) and (5.2.2b) resp., the cone connecting
the cylinders takes the form (5.2.2c).
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AND =
OR =
(a) set operations on simple bodies
(b) final grid (c) view into final nozzle
Figure 5.4: Constructing a nozzle by solids
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5.3 Cut Cell Handling
Building dual grids is an intricate task, already on adaptive cartesian meshes.
Embedding complex geometries usually results in unstructured grids, at least
in the vicinity of the fluid-body interface. Here our construction technique
for dual grids described in Section 3.2.1 on page 31 would no longer apply.
Moreover, small cells arising from the intersection of regular grid cells with
the geometry reduce the timestep size unnecessarily.
Our aim is to incorporate obstacles into the computational domain neither
sacrificing the cartesian structure of the primal grid nor further restricting
the timestep size (which is already small for time-explicit methods anyway).
In our implementation we follow the algorithm proposed in [39]. In their ap-
proach the body is treated as an interface embedded into a regular cartesian
mesh. A non-staggered finite volume scheme performed on all grid cells is
followed by a corrector step applied to the cells at the interface.
We translate the single steps of that algorithm into our framework of central
schemes and point out additional difficulties arising by the use of staggered
grids.
5.3.1 Marching Cubes on staggered grids
In order to initially resolve the obstacle defined by means of levelset functions
in Section 5.2 on page 56 the Marching Cubes Algorithm described in Sec-
tion 5.1 on page 52 has been applied to the cubic cells of the cartesian primal
grid. Finally, primal grid nodes have been assigned either to the fluid or to
the obstacle, primal cells are detected as cut cells and the levelset surface S
can be extracted locally.
But our numerical scheme needs more: working on staggered grids requires
the extraction of the levelset surface S on both the primal and the cor-
responding dual grid. Additionally, S should be identical one both grids.
(otherwise the cut volume on primal and dual grid would be different and
the numerical scheme, though conservative, could not even maintain constant
states properly).
For extracting the levelset surface on a primal cell C the Marching Cubes
Algorithm does not evaluate the obstacle function inside C but only at C's
nodes. Dual cells are assembled of clusters from local patterns defined on pri-
mal cells. Constructing identical levelset surfaces by interpolation of levelset
data from the primal cell onto the cluster geometry of the corresponding lo-
cal pattern seems complicated (remember that clusters may feature different
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shapes, cf. Figure 3.3 on page 32). Instead we apply
Procedure 5.3 (Level surface extraction on staggered grids): Given an obstacle
defined by an implicit function we seek for an approximation of its boundary
on the computational grid. In order to ensure the extracted levelset surface
S on the primal grid and the corresponding dual grid to be identical we
guarantee this concurrence locally on every primal grid cell C by performing
the following steps
1. Resolve the obstacle geometry on the primal grid G by Procedure 5.2
on page 55.
2. Once the primal grid is generated, a primal cell C exactly knows its
neighbours. Hence the local pattern P on C is uniquely defined by Pro-
cedure 3.1 on page 31.
3. Extract S on all polyhedral clusters of P applying Procedure 5.1 on
page 52.
4. The levelset surface on C is defined as the union of levelset surfaces
extracted on the clusters of C's local pattern.
Remark 19: Special attention has to be paid to the extraction of the lev-
elset surface on concave clusters. An unthoughtful dissection of a non-planar
polygon might generate planar patches that leave the cluster. Following the
dissection rule from Remark 14 on page 53 overcomes this problem (if not
in general, so at least for our clusters that are only slightly concave, cf.
Figure 3.3(c) on page 32).
Remark 20: The geometry of local patterns avoids hanging nodes on facelets
and hence on the whole dual grid. Extracting the levelset surface on clus-
ters of local patterns (i.e. parts of dual grid cells) instead of primal grid
cells automatically solves the problem of hanging nodes on the primal grid
mentioned in Remark 15 on page 53.
Remark 21: As the numerical solution evolves, the primal grid is subjected
to adaptation which can also affect cut cells. Coarsening or refining a cut
cell in regions where the obstacle boundary is not planar is problematic.
Though Procedure 5.3 ensures identical levelset surfaces on two correspond-
ing staggered grids this property is in general lost comparing the primal grid
before and after adaptation. Contrary, in regions where the obstacle bound-
ary is planar it can be exactly resolved even on coarse grid cells, and grid
adaptation does not cause inconsistencies in the levelset extraction. There-
fore we modify Procedure 5.2 on page 55 as follows:
i) in non-planar regions of the obstacle boundary the obstacle should be
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(a) inadmissible primal cell cut: two cut
points ◦ on one edge
(b) admissible primal cell cut after local
mesh refinement
Figure 5.5: Levelset extraction on clusters of local patterns: primal cells
(solid line), dual cells (dashed line) and obstacle boundary (chain line)
resolved with the smallest cells possible. Hence in step 2 a cut cell should
be marked for refinement whenever the planar approximation deviates
from the levelset surface (i.e. the condition deviates too much is simply
replaced by deviates by any value). This refinement strategy does not
have to be imposed in planar regions of the fluid-body interface.
ii) after having initially resolved the obstacle all current cut cells on the
primal grid are marked as never being coarsened again during subsequent
grid adaptations.
Remark 22: Procedure 5.3 on the preceding page resolves the obstacle
boundary on clusters of local patterns and should supply admissible cell cuts
(in the sense of Definition 5.1 on page 54) respecting these clusters. However,
with regard to the numerical treatment of cut cells described in Section 5.4.3
on page 68 admissible cell cuts are required on entire cells of the particu-
lar primal and dual grid. The latter property is more restrictive and not
automatically met by Procedure 5.3 (cf. Figure 5.5 for a counter-example).
5.4 Timestepping on Cut Cells
Embedding complex geometries into the computational grid results in cut
cells that have possibly very small diameters. Directly performing a finite
volume scheme on cut cells would reduce the timestep size unnecessarily.
Following the cut cell algorithm in [39] we are able to incorporate obstacles
while maintaining the timestep size restricted only by the diameter of the
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smallest full grid cell (and not cut cell). For the description of the algorithm
we make use of the following
Definition 5.2 (Fluid Cell, Cut Cell, Obstacle Cell): Assuming Procedure 5.3
on page 59 yields only admissible cell cuts in the sense of Remark 22 on
the preceding page. Depending on the location of a grid cell related to the
obstacle we classify grid cells into fluid cells, cut cells and obstacle cells.
We refer to a primal grid cell C as a cut cell if at least one cluster on C's local
pattern is cut by the levelset surface. Similarly, we call a dual grid cell C∗ a
cut cell if at least one cluster among all clusters from adjacent local patterns
that are assembled to C∗ is cut by the levelset surface.
If the grid cell is not a cut cell and all nodes are located either inside or outside
the obstacle we denote this cell as an obstacle cell or fluid cell, respectively.
The fundamental steps of the algorithm in [39] are summarized in the fol-
lowing
Procedure 5.4 (Timestepping on Irregular Grids): In order to compute a tem-
poral update qn+1C of the numerical solution on a grid cell C
i) compute a reference state qn+1,refC in all fluid and cut cells ignoring the
presence of irregular geometry as described in Section 4.3 on page 44.
The timestep size chosen for this computation is only restricted by the
smallest grid cells but not by the actual diameter of truncated cut cell
volumes.
ii) on cut cells compute the correct and conservative update qn+1C now con-
sidering the actual reduced cut cell volume, but again with the timestep
size determined for step i). Since the CFL-condition is in general vio-
lated this computation is potentially unstable.
iii) on cut cells use both qn+1,refC and qn+1C to compute a preliminary stable
but non-conservative update qn+1,preC .
iv) reestablish conservation by redistributing the amount by which conser-
vation has been violated in step iii) to the neighbouring fluid and cut
cells in the computational domain.
In order to compute a reference state on cut cells in step i) all geometrical
and numerical information of the grids have to be supplied also beyond the
obstacle boundary where these data are actually not available. For that rea-
son one defines extended states on a selection of obstacle cells. The procedure
is described in Section 5.4.2 on page 64.
The cut cell treatment in steps ii)- iv) will be described in detail in Sec-
tion 5.4.3 on page 68.
62 CHAPTER 5. COMPLEX GEOMETRIES
Remark 23: On cut cells the data and flux reconstruction is switched off.
Thus the numerical scheme is reduced to first order accuracy along the fluid-
body interface.
Remark 24: On fluid cells step i) of Procedure 5.4 already computes a cor-
rect, conservative and stable update. Hence steps ii) and iii) have not to be
applied. However the redistribution in step iv) might affect the final update
on fluid cells that are direct neighbours of cut cells.
5.4.1 Geometric Quantities on Cut Cells
Resolving an obstacle by Procedure 5.3 on page 59 results in primal and
dual grids that incorporate cut cells. All cell cuts are admissible in the sense
of Definition 5.1 on page 54. The numerical scheme, and in particular the
integration step Section 4.3, requires face areas and cell volumes. Thanks to
the restricted cut structure these values are easily available also on cut cells.
5.4.1.1 Areas and Volumes
On a polyhedral grid cell C an admissible cell cut in the sense of Definition 5.1
ensures
i) at most one cut point per edge of C
ii) at most two cut points per face of C
iii) exactly one (not necessarily planar) interface in the interior of C (possibly
assembled of single interfaces on clusters). This interface splits C into a
fluid part and an obstacle part.
To determine the fraction of face area and cell volume inside the obstacle we
can apply the divergence theorem∫
C
∇ · F dC =
∫
∂C
F · n dS (5.4.1)
to F (x) = x to get
dim(C) |C| =
∫
∂C
〈x, n〉 dS. (5.4.2)
On every cell face of a cell C we know by construction
• the area |fi| and normal ni of the face fi
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(a) Cut face on cluster
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(b) Cut volume on cluster
Figure 5.6: Cutting a cluster
• the length |eki | and the normal nki of fi's edges eki
• at least one point xki on the edge eki
and, if C is a cut cell, additionally
• the position x˘1i , x˘2i of both cut points on a cut face fi
• lengths |e˘ki | of cut edges (e.g. if an edge eki lies completly inside the obstacle
the length of the cut edge e˘ki is zero)
• the face cut e˘0i = (x˘1i , x˘2i ) including its normal n0i
• the area |pj| and normal nj of all triangular patches pj of the fluid-body
interface inside C (cf. Remark 14 on page 53)
and we look for
◦ the area fraction αi of all cut faces f˘i on C
◦ the volume fraction ΛC on C.
Since grid cells are polyhedra and cell cuts are approximated linearly on cell
faces and planar patches inside the cell the integral in (5.4.2) simplifies to
|fi| = 1
2
∑
k
〈xki , nki 〉 |eki | (5.4.3a)
|f˘i| = 1
2
∑
k
〈xki , nki 〉 |e˘ki | (5.4.3b)
αi = |f˘i|
/|fi| (5.4.3c)
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|C| = 1
3
∑
i
〈xi, ni〉 |fi| (5.4.4a)
|C˘| = 1
3
∑
i
〈xi, ni〉 |f˘i|+ 1
3
∑
j
〈xj, nj〉 |pj| (5.4.4b)
ΛC = |C˘|
/|C| (5.4.4c)
Clearly, a face or a cell that lies completely inside the fluid has an area
fraction resp. volume fraction of 1. If it lies entirely inside the obstacle, the
corresponding fraction equals zero.
5.4.1.2 Center of Gravity
The reconstruction step described in Section 4.1 on page 40 is performed
on fluid cells only. On cut cells and obstacle cells where extended states
have been defined in Section 5.4.2 the numerical solution is represented as
piecewise constant. Thus the numerical scheme reduces to be only first order
accurate along the boundary of the embedded obstacle geometry. For the
evaluation of the volume integral in (4.3.1c) on page 45 and (4.3.5) on page 50
the knowledge of the center of gravity of cut clusters (which is in general not
easy to determine) is no longer necessary.
5.4.2 Defining Extended States
In order to compute the update (0.0.5) on page 3 on a grid cell C, one has to
supply the geometrical description of the underlying staggered grid cells as
well as the values of the numerical solution at the preceeding time level. If
C is a cut cell, its volume is partially covered by the obstacle where primal
and dual grid, if at all defined, do neither store nor update the numerical
solution. Hence one has to
i) define obstacle cells by extending the primal grid (and with it the dual
grid) beyond the obstacle boundary
ii) prescribe reasonable numerical data on obstacle cells.
Step i) is a simple task since the obstacle boundary has been resolved on
the entire primal grid anyway. Although refinement indicators will not be
evaluated on primal obstacle cells they can be refined or coasened in suc-
cession of grid refinement of adjacent primal cut cells. The primal grid is
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thus guaranteed to be admissible also inside the obstacle, and the dual grid
construction presented in Section 3.2.1 on page 31 is applicable as usual.
Step ii) is a bit more fiddly. First we have to determine the subset of obstacle
cells where numerical data have necessarily to be prescribed. Afterwards we
compute appropriate values by data on neighbour cells.
5.4.2.1 Extended States on the Primal Grid
Assume to be given a primal grid G with cellwise mean values on primal fluid
and cut cells. On every primal cell there is defined a local pattern according
to the refinement level of adjacent primal cells only (i.e. the local pattern
does not depend on the actual type (fluid, cut, obstacle) of the primal cells).
Dual grid cells are assembled of adjacent clusters from neighbouring local
patterns.
A timestep from the primal grid onto the corresponding dual grid has to
compute an update of the numerical solution on every dual grid cell. A dual
cell is a cut cell if at least one cluster in its assembly is a cut cluster (cf.
Definition 5.2). To support the update in step i) of Procedure 5.4 on page 61
on a dual cut cell C∗ numerical data have to be given on every primal cell Ci
which overlaps C∗, i.e. whose local pattern contains a cluster that contributes
to (the uncut) C∗. Since dual cells are assembled around nodes of the primal
grid, potential contributers to a dual cell are neighbours of the primal cut
cell where the cut cluster has been found. Here, neighbourhood refers to
common faces, edges and nodes of primal cells. For the union of all dual cut
cells we proceed as follows
Procedure 5.5 (Primal Extended States): An extended state has to be pre-
scribed on every primal obstacle cell that is direct neighbour of any primal
cut cell, cf. Figures 5.7(a) and 5.7(b) on page 67 for an example. The ex-
tended state on a primal obstacle cell C is computed as a volume-weighted
average of numerical data from the primal neighbours Ci
qextC =
∑
Ci ΛCi|Ci| q¯Ci∑
Ci ΛCi|Ci|
(5.4.5)
5.4.2.2 Extended States on the Dual Grid
Timestepping from the dual grid onto the primal grid (which is still known
from the preceeding timestep) computes an update of the numerical solution
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on every primal grid cell. A primal cell is a cut cell if at least one cluster on
its local pattern is a cut cluster. For the evaluation of the reference state in
step i) of Procedure 5.4 on page 61 on a primal cut cell C numerical data are
required from every dual cell C∗i that overlaps C, i.e. C∗i contains a cluster
from the local pattern on C. Since all clusters can be addressed by the nodes
N+(C) on the boundary of C extended states on the dual grid are set by the
following
Procedure 5.6 (Dual Extended States): An extended state has to be pre-
scribed on every dual obstacle cell that is assembled around a node on the
boundary of a primal cut cell. Although hanging nodes on a primal cell C are
corner nodes of adjacent primal cells, it does not(!) suffice to define extended
states solely on dual obstacle cells around corner nodes of primal cut cells.
There can exist dual obstacle cells (i.e. they do not contain any cut cluster)
where at least one contributing cluster belongs to a local pattern on a primal
cut cell, cf. Figure 5.8(b) on the next page.
The extended state on an dual obstacle cell C∗ is computed analogously
to (5.4.5) on the preceding page as a volume-weighted average of numerical
data from the dual fluid and cut cells in the weak neighbourhood of C∗. We
call two dual cells weak neighbours if they contain clusters from a common
local pattern. The usual definition of strong neighbours (i.e. cells that
share a common face, edge or node, like it is used for data reconstruction
in Section 4.1 on page 40) does not suffice to prescribe dual extended states.
Figure 5.8(b) on the facing page shows a dual obstacle cell (in black) around
a node of a primal cut cell which does not have any dual fluid or cut cell as
strong neighbour.
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(a) primal fluid cells (white), cut cells
(light grey), obstacle cells (grey)
(b) primal extended states (dark grey)
Figure 5.7: Extended states on the primal grid
(a) dual fluid cells (white), cut cells (light
grey), obstacle cells (grey)
(b) dual extended states (dark grey), dual
extended state cell without strong
fluid or cut cell neighbour (black),
dual extended state cell around a pri-
mal node • that is not a corner node
of a primal cut cell
Figure 5.8: Extended states on the dual grid
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5.4.3 Cut Cell Update
We now use the computed area fractions (5.4.3c) and the volume fraction
(5.4.4c) on a cut cell C to describe the update hereon. With the notation
V fullC volume of the entire (uncut) cell C
V cutC volume of C inside the computational domain. Obviously
we have V cutC = ΛCV fullC .
qfullC conservative mean value on the entire (uncut) cell C
qcutC conservative mean value on the fluid part of the cut cell C
QfullC integrated values of conservative quantities on the entire
cell C, i.e. QfullC = qfullC V fullC
QcutC integrated values of conservative quantities on the fluid
part of C, i.e. QcutC = qcutC V cutC
the algorithm for the cut cell update reads
Procedure 5.7 (Cut cell update): The temporal evolution (0.0.5) on a cut
cell C is performed in the following steps:
1. evaluate the non-conservative but stable full cell update QfullC as de-
scribed in Section 4.3 on page 44. For this purpose ignore cut faces
on the boundary of C as well as the interior interface between fluid
and body, instead determine mass contributions and fluxes over entire
cell volumes resp. faces. At this point we make use of the extended
states defined in Section 5.4.2 on the corresponding staggered grid. The
update QfullC is stable since it does not violate the CFL-condition.
2. evaluate the correct and conservative but potentially non-stable cut cell
update QcutC where we treat cut volumes and faces as they appear in
the real grid:
• volume contributions are scaled by the respective volume fractions
(5.4.4c)
• face fluxes are scaled by the respective area fraction (5.4.3c)
• on the interior interface between fluid and body we impose re-
flecting boundary conditions, i.e. components of velocity normal
to the boundary are set to zero. In the case of solving the Eu-
ler equations (cf. (6.2.1) on page 76) the normal flux over single
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patches pj with outward pointing normal nj is determined by
F (q) · nj = p
 0nj
0
 (5.4.6)
The update QcutC is conservative, but may violate the CFL-condition
due to the possibly very small volume fraction ΛC of the cut cell C.
3. use QfullC and QcutC to compute the difference
δQC = V
cut
C (q
cut
C − qfullC ) = QcutC −ΛC QfullC (5.4.7)
4. use QfullC and δQC to define a preliminary stable but nonconservative
update QpreC by
qpreC = q
full
C +
δQC
V fullC
=
1
V fullC
(QfullC +δQC)
QpreC = q
pre
C V
cut
C = ΛC(Q
full
C +δQC) (5.4.8)
5. reestablish the conservation by redistributing
RC = Q
pre
C −QcutC = (ΛC − 1)δQC (5.4.9)
from the cut cell C onto the adjacent fluid and cut cells in a mass-
weighted fashion. Collect first the accumulated mass from cells Cˆ in
the neighbourhood of C by
mC =
∑
Cˆ∈nb(C)
%preCˆ V
cut
Cˆ =
∑
Cˆ∈ nb(C)
%QpreCˆ (5.4.10)
If we solve a system of conservation laws, QpreCˆ is a vector, and
%QpreCˆ
denotes its mass component. If Cˆ happens to be a full cell replace QpreCˆ
by QfullCˆ . Afterwards distribute Q
pre
Cˆ RC/mC from C onto Cˆ.
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We have applied our staggered grid scheme to several standard test cases. As
an example for a scalar linear conservation law we present a simple advection
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problem  the rotating cone  in Section 6.1. Applications from the field of gas
dynamics base on the nonlinear system of Euler equations (6.2.1). Examples
for flow problems (also around obstacles) will be shown in Section 6.2 on
page 76.
6.1 Linear Advection
As a simple testcase for our space-adaptive staggered grid solver we per-
formed a scalar linear advection
qt + div (a(x)q) = 0 (6.1.1)
where q ∈ R denotes the density and a(x) ∈ R3 the space-dependent velocity
field.
As initial data for the rotating cone problem we resolve a smooth function f
with compact support over an octant of the surface ∂B of a ball B = B(c, R).
The ball B is centered at c = (cx, cy, cz) = (0.6, 0.3, 0.2) and has a radius
R = 1/4. The function f is defined as follows:
r2 = (x− cx)2 + (y − cy)2 + (z − cz)2
q = 4|1− r2|
f(q) =

1− 2q2 for 0 ≤ q < 1
2
, x, y, z ≥ 0
2(q − 1)2 for 1
2
≤ q ≤ 1, x, y, z ≥ 0
0 else
This cone is now rotated around c in the plane spanned by v = (1, 0, 0)T and
w = (0, 1, 0.5)T . The advection performs up to time t = pi/4 at constant
angle velocity 1. The initial data along with the exact solution is depicted
in Figure 6.1 on the facing page.
Figure 6.2 on page 74 shows a temporal evolution of the numerical solution
computed with the first order scheme (i.e. data reconstuction is switched
off). Figure 6.3 on page 75 presents the numerical results received from the
second order scheme (where the data reconstuction is switched on). In both
calculations the gradient of the numerical solution was used as a local in-
dicator for mesh refinement. Finally, Table 6.1 on the next page compares
first and second order scheme by listing the number of primal grid cells for
the particular maximum refinement levels, the measured L1-errors between
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(a) Initial data at time 0 (b) Exact solution at time pi/4
Figure 6.1: Linear Advection: Rotating cone
exact and numerical solution and the corresponding experimental orders of
convergence.
Note that, though computational costs per grid cell are higher, the second
order scheme did not only produce far better solutions but was even faster
than the first order version. The reason is the excessive dissipation of the
first order method which drives the adaptivity to generate considerably more
grid cells.
(a) first order scheme
level #cells L1-error EOC
4 1331 5.28e-03 -
5 5482 4.27e-03 0.31
6 22912 3.18e-03 0.43
7 104427 2.14e-03 0.69
8 527318 1.35e-03 0.66
(b) second order scheme
level #cells L1-error EOC
4 1233 4.67e-03 -
5 4152 2.78e-03 0.75
6 13784 1.22e-03 1.18
7 54391 4.03e-04 1.60
8 269466 1.30e-04 1.63
Table 6.1: Rotating Cone: convergence rates
74 CHAPTER 6. APPLICATIONS
(a) t = 0 (b) t = pi/12
(c) t = pi/6 (d) t = pi/4
Figure 6.2: Rotating cone with first order scheme
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(a) t = 0 (b) t = pi/12
(c) t = pi/6 (d) t = pi/4
Figure 6.3: Rotating cone with second order scheme
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6.2 Gas Dynamics
The Euler equations
In the field of Computational fluid dynamics (CFD) the Euler equations
are of special interest. They govern the motion of a compressible, inviscid
fluid. Written in conservation form they represent the conservation of mass,
momentum and energy. Let q = (ρ, ρu, ρv, ρw,E)T denote the vector of
conservative variables, the Euler equations read
∂
∂t
q +
∂
∂x

ρu
ρu2 + p
ρuv
ρuw
u(E + p)
+ ∂∂y

ρv
ρuv
ρv2 + p
ρvw
v(E + p)
+ ∂∂z

ρw
ρuw
ρvw
ρw2 + p
w(E + p)
 = 0. (6.2.1)
6.2.1 Forward facing step
As a standard test case the forward facing step problem simulates a super-
sonic gas flow through a wind tunnel with an obstacle. The flow is accom-
panied by systems of shock waves. The incident wave is reflected from the
lateral part of the body and branches out some distance away from the body
surface so that shock waves and a tangential discontinuity are issued from
the branching point. The configuration is called 'Mach reflection'.
The initial values at time t = 0 are set to
q = (1.4, 3, 0, 0, 8.8)T (6.2.2)
everywhere in the computational domain
Ω =
{[
0, 1
]
×
[
0,
2
3
]
×
[
0,
1
3
]}
\
{[
1
5
, 1
]
×
[
0,
2
5
]
×
[
0,
1
15
]}
. (6.2.3)
Inflow boundary conditions are imposed at x = 0, outflow boundary condi-
tions at x = 1. Reflecting boundaries are supposed elsewhere.
Figure 6.4 on pages 7883 allows an insight into the flow field at several time
levels. The pictures at the top show the density distribution at the boundary
in color together with the density levelset surface for ρ = 2. At the bottom
streamlines in the velocity field give a slight impression of the flow around
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the obstacle. Additionally, the color-shading of the boundary represents the
values of the local refinement indicator used to control the grid adaptation.
Note that Figure 6.4 displays numerical results achieved by calculations on
a maximum refinement level of merely 7, i.e. the vertical resolution of the
computational grid is only 35 cells. The total number of grid cells, however,
does already amount to approximately 250000 at t = 1. Refering to the
literature, the mach stem fully developes only at computational time t = 4
on still finer resolved grids. These computations are, at the moment, still
beyond the resources of our non-parallelised code.
6.2.2 Flow through a nozzle
The forward facing step problem described in Section 6.2.1 contains an ob-
stacle of simple brick shape. Its geometry  though not implemented that
way  could be adequately resolved using regular cartesian grid cells only. In
order to demonstrate the feasibility of the cut cell approach on more complex
geometries presented in Chapter 5 on page 51 we simulate a supersonic flow
through a nozzle.
The geometry of the nozzle has already been described in (5.2.2) on page 56.
Initial data at time t = 0 are set to
q = (1.4, 1.5, 0, 0, 8.8)T (6.2.4)
everywhere in the computational domain. Inflow boundary conditions are
imposed at x = 0, outflow boundary conditions at x = 1. Reflecting bound-
aries are supposed elsewhere.
Figure 6.5 on pages 8486 presents the temporal evolution of the flow up to
time t = 0.3 on computational grids with maximum refinement level 8. The
single pictures contain some streamlines of the velocity field colored by the
particle speed as well as a clip plane through the rotation axis of the nozzle.
Hereon density data are depicted as an elevated color-shaded surface.
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(a) t = 0.1
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(b) t = 0.2
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(c) t = 0.3
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(d) t = 0.4
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(e) t = 0.7
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(f) t = 1.0
Figure 6.4: Forward facing step
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(a) t = 0.05, 477753 cells
(b) t = 0.1, 570335 cells
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(c) t = 0.15, 744957 cells
(d) t = 0.2, 882073 cells
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(e) t = 0.25, 1030186 cells
(f) t = 0.3, 978190 cells
Figure 6.5: Flow through a nozzle
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This final chapter summarizes the main results of the presented work. Ad-
vantages and restrictions of the theoretical approach, the implementation
and the numerical scheme are discussed.
7.1 Previous Work
In 1990 Nessyahu and Tadmor [33] proposed an impressively simple Riemann-
solver free Finite Volume staggered grid scheme for the approximate solution
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of systems of conservation laws in one spatial dimension. The scheme itself
is a natural extension of the first order Lax-Friedrichs scheme [23] to second
order accuracy. The better approximation order is achieved by two additional
ingredients: a) data reconstruction to represent the numerical solution as a
cellwise linear function instead of cellwise constant and b) approximating
integrals by appropriate second order accurate quadrature.
Inspired by this fundamental work, many authors contributed to the exten-
sion of the Nessyahu-Tadmor scheme on two and even three spatial dimen-
sions, [1, 2, 3, 18, 25, 26, 28]. Whereas in one spatial dimension the structure
of the computational grid is simple and has only minor impact on the for-
mulation of the finite volume scheme, the geometrical description of the grid
becomes more important in higher spatial dimensions, especially when grid
cells may differ in size and shape.
In [35] we addressed the problem of constructing staggered grids on adaptive
cartesian meshes in 2D. Taking advantage of the cartesian grid structure one
defines a (small) set of local geometrical patterns which pieced together de-
scribe the geometry of the staggered grid.
7.2 New Results
In the present work we generalized and extended our 2D pattern approach
to three-dimensional adaptive cartesian grids. Local patterns are defined by
a ‖ · ‖∞-Voronoi decomposition of cartesian grid cells respecting their di-
rect neighbours. On adaptive meshes local grid refinement and thus level
transition between adjacent grid cells results in a variety of local patterns.
Applying Pólya's theory of counting, the number of combinatorially different
patterns could be determined to equal only 227. Though not mandatory,
the a priori knowledge of all possible patterns proved to be extremly help-
ful for the implementation of the numerical solver. Here, we adopted the
Nessyahu-Tadmor scheme to three-dimensional staggered grids. The stag-
gered grid constructed by piecing together local patterns in general lacks the
cartesian structure. Therefore the data reconstruction applies a least squares
technique primiraly proposed for unstructured grids in [37]. Quadrature rules
for second order accurate integration have been adjusted to cope with gen-
eral polyhedral cell shapes. With regard to real CFD-applications the grid
geometry and the staggered grid scheme have been modified to incorporate
complex obstacles. The resulting finite volume scheme has been applied to
advection problems (scalar conservation law) and problems in fluid dynamics
stated in terms of the Euler equations as a system of conservation laws.
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7.3 Discussion and Perspectives
In the following we briefly discuss all essential ingredients of the implementa-
tion, emphasize their restrictions and outline possible extensions for further
work.
7.3.1 Procedural dual grid construction & efficiency
The construction of staggered grids is fundamental in developing a central
finite volume scheme. Given a primal adaptive cartesian grid we build cells of
the staggered dual grid around all nodes (including possible hanging nodes)
of the primal grid. Our approach localizes the dual grid construction onto
single primal grid cells. To this end we perform a Voronoi decomposition of
the primal cell respecting all primal grid nodes on the cell boundary. Defining
Voronoi regions with respect to the maximum-norm ‖ · ‖∞ instead of the
Euclidean norm ‖ · ‖2 surprisingly simplifies the geometrical description and
composition of dual cells. This fact strongly depends on the cartesian dyadic
structure of the smoothly graded primal grid, and the advantage might be
lost if mulitple level transitions or unisotropic grid refinement is permitted. A
Voronoi decomposition of a primal cell is called a local pattern. The staggered
dual grid is composed procedurally by piecing together local patterns on
adjacent primal grid cells. Although there are 227 combinatorially different
patterns, they do not need to be prepared in advance. Instead, they are
constructed and stored only when they are required for the first time. In
our applications we experienced the adaptive cartesian meshes to behave
almost like uniform grids, i.e. the predominant part of grid cells (À 90%)
has neighbours on the same refinement level and therefore calls for the same,
most simple pattern. Of course, in regions of level transition additional
patterns might occur, but overall the number of different patterns in use
rarely exceeded 40. By construction, the local uniform structure of the primal
grid is inherited onto the dual grid. And it is evidently the uniform regions of
the grid where the staggered finite volume scheme is computationally least
expensive. In our experience the computational costs for the procedural
dual grid construction are still noticeable on coarse grids but negligible in
applications where grids contain at least 8 refinement levels (which is not yet
much but may entail already more than one million grid cells in 3D).
The larger the computational grid the more time-consuming is the data man-
agement. At the moment, where our code is still serial, the run time increases
dramatically for applications switching from refinement level 7 to level 8.
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This emphasizes the necessity of parallelisation and memory distribution in
order to tackle real 3-dimensional CFD applications. Afterwards the solver
should be compared with other finite volume schemes in terms of efficiency
and accuracy.
7.3.2 Higher order schemes on staggered grids
In our implementation the staggered grid construction is deliberately har-
monised with the finite volume scheme in that the local patterns provide all
geometrical information required for a second order accurate integration in
space. In this regard it suffices to know the center of gravity of faces and
volumes. The benefit of the upgrade from a first order to a second order
scheme has been demonstrated in Section 6.1 on page 72.
For a still higher order scheme the quadrature rules for both the temporal
and the spatial integration have to be generalized. This might be particu-
larly challenging on irregular grid cells. Data reconstruction also has to be
adjusted to the same order of accuracy, but this step is already described in
[37].
7.3.3 Handling Obstacles
We described complex obstacles in the computational domain by set oper-
ations on simple solid bodies. The obstacle geometry is resolved by planar
cuts on single grid cells. The approximation order is thus adjusted to the
second order finite volume scheme. For the numerical treatment of cut cells
we followed [39]. The algorithm described therein is tempting in that it does
not require the construction of artificial grid cells. On the other hand it re-
duces the approximation order of the numerical scheme to 1 in all grid cells
along the fluid-body interface.
Alternative approaches for the boundary treatment with better approxima-
tion properties have been proposed in [14, 16, 17, 7] for non-staggered carte-
sian meshes. Since all these algorithms strongly exploit the structure of the
cartesian grid they seem still more difficult to adopt to adaptive staggered
grids than the approach from [39] realised here.
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7.3.4 General systems of conservation laws
As test cases for our code we presented scalar linear advection problems (like
the Rotating Cone) as well as applications for the Euler equations, a non-
linear system of conservation laws (e.g. the forward facing step). Since the
central finite volume scheme consists merely of integration of solution data
and given flux functions and does neither require Riemann solvers nor the
knowledge of the problems eigenstructure, it can  in principle  be applied
to any system of conservation laws, e.g. shallow water or MHD. But special
problems need special care. Although conservation is ensured, the numerical
scheme could miss additional physical properties such as a divergence-free
magnetic field in Magnetohydrodynamics. This issue has been discussed by
many authors. The solutions from [32, 10, 11] may be applied to any finite
volume scheme, while the approach from [43] has been developed in particular
for central finite volume schemes.
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APPENDIX
Combinatorially different colorings of the cube
Here we list the complete set of 227 combinatorially different face- and edge-
colorings of the cube in 3D. Respecting the node labeling in Figure 3.5 on
page 34 we denote the faces of a cube by indicating their nodes
A = (1, 5, 7, 3), B = (2, 4, 8, 6), C = (1, 2, 6, 5),
D = (3, 7, 8, 4), E = (1, 3, 4, 2), F = (5, 6, 8, 7).
In Table 1 on the following page we use a compact notation
xf_ye_[eList, fList] where
x 0 ≤ x ≤ 6 indicates the number of colored faces (i.e. hanging nodes
on midpoints of faces).
y 0 ≤ y ≤ 12 indicates the number of colored edges (i.e. hanging
nodes on midpoints of edges)
eList is a sorted list of the y indices of colored edges
fList is a sorted list of the x labels of colored faces.
For example, the cube colorings from Figure 3.6 on page 36 with only three
colored edges are listed as 0f_3e_[eList], all colorings from Figure 3.7 on
page 37 with one colored face and three additional colored edges (i.e. all
together we have seven colored edges) are coded as 1f_7e_[eList, C].
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Table 1: Combinatorially different face- and edge-
colorings of the cube
1 0f_0e_[]
2 0f_1e_[1]
3 0f_2e_[1,2]
4 0f_2e_[1,4]
5 0f_2e_[1,5]
6 0f_2e_[1,6]
7 0f_3e_[1,2,3]
8 0f_3e_[1,2,5]
9 0f_3e_[1,2,6]
10 0f_3e_[1,2,9]
11 0f_3e_[1,4,5]
12 0f_3e_[1,5,10]
13 0f_3e_[1,5,12]
14 0f_3e_[1,5,9]
15 0f_3e_[1,6,12]
16 0f_4e_[1,2,3,4]
17 0f_4e_[1,2,3,5]
18 0f_4e_[1,2,3,6]
19 0f_4e_[1,2,5,10]
20 0f_4e_[1,2,5,6]
21 0f_4e_[1,2,5,7]
22 0f_4e_[1,2,5,8]
23 0f_4e_[1,2,5,9]
24 0f_4e_[1,2,6,10]
25 0f_4e_[1,2,6,8]
26 0f_4e_[1,2,6,9]
27 0f_4e_[1,2,9,11]
28 0f_4e_[1,2,9,12]
29 0f_4e_[1,4,5,10]
30 0f_4e_[1,4,5,11]
31 0f_4e_[1,4,5,12]
32 0f_4e_[1,4,5,8]
33 0f_4e_[1,4,5,9]
34 0f_5e_[1,2,3,4,5]
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35 0f_5e_[1,2,3,5,10]
36 0f_5e_[1,2,3,5,11]
37 0f_5e_[1,2,3,5,12]
38 0f_5e_[1,2,3,5,6]
39 0f_5e_[1,2,3,5,7]
40 0f_5e_[1,2,3,5,8]
41 0f_5e_[1,2,3,5,9]
42 0f_5e_[1,2,3,6,11]
43 0f_5e_[1,2,3,6,12]
44 0f_5e_[1,2,3,6,8]
45 0f_5e_[1,2,5,10,12]
46 0f_5e_[1,2,5,6,10]
47 0f_5e_[1,2,5,6,9]
48 0f_5e_[1,2,5,7,9]
49 0f_5e_[1,2,5,8,10]
50 0f_5e_[1,2,5,8,9]
51 0f_5e_[1,2,5,9,11]
52 0f_5e_[1,2,5,9,12]
53 0f_5e_[1,2,6,10,12]
54 0f_5e_[1,2,6,8,9]
55 0f_5e_[1,2,6,9,12]
56 0f_5e_[1,4,5,8,10]
57 0f_5e_[1,4,5,8,9]
58 0f_6e_[1,2,3,4,5,10]
59 0f_6e_[1,2,3,4,5,6]
60 0f_6e_[1,2,3,4,5,7]
61 0f_6e_[1,2,3,4,5,8]
62 0f_6e_[1,2,3,4,5,9]
63 0f_6e_[1,2,3,5,11,12]
64 0f_6e_[1,2,3,5,6,10]
65 0f_6e_[1,2,3,5,6,11]
66 0f_6e_[1,2,3,5,6,12]
67 0f_6e_[1,2,3,5,6,7]
68 0f_6e_[1,2,3,5,6,8]
69 0f_6e_[1,2,3,5,6,9]
70 0f_6e_[1,2,3,5,7,11]
71 0f_6e_[1,2,3,5,7,9]
72 0f_6e_[1,2,3,5,8,10]
73 0f_6e_[1,2,3,5,8,11]
74 0f_6e_[1,2,3,5,8,12]
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75 0f_6e_[1,2,3,5,8,9]
76 0f_6e_[1,2,3,6,8,11]
77 0f_6e_[1,2,5,6,10,12]
78 0f_6e_[1,2,5,6,9,10]
79 0f_6e_[1,2,5,6,9,11]
80 0f_6e_[1,2,5,6,9,12]
81 0f_6e_[1,2,5,7,9,12]
82 0f_6e_[1,2,5,8,10,12]
83 0f_6e_[1,2,5,8,9,11]
84 0f_6e_[1,2,5,8,9,12]
85 0f_6e_[1,2,6,8,9,12]
86 0f_6e_[1,4,5,8,10,11]
87 0f_6e_[1,4,5,8,9,12]
88 0f_7e_[2,3,6,7,10,11,12]
89 0f_7e_[2,3,6,7,9,11,12]
90 0f_7e_[3,4,5,7,10,11,12]
91 0f_7e_[3,4,5,7,8,10,11]
92 0f_7e_[3,4,5,7,8,9,11]
93 0f_7e_[3,4,6,7,10,11,12]
94 0f_7e_[3,4,6,7,8,10,11]
95 0f_7e_[3,4,6,7,8,10,12]
96 0f_7e_[3,4,6,7,8,9,11]
97 0f_7e_[3,4,6,7,9,11,12]
98 0f_7e_[3,4,6,8,10,11,12]
99 0f_7e_[3,4,7,8,10,11,12]
100 0f_7e_[3,4,7,8,9,11,12]
101 0f_7e_[4,5,7,8,9,10,11]
102 0f_7e_[4,5,7,8,9,10,12]
103 0f_7e_[4,5,7,9,10,11,12]
104 0f_7e_[4,6,7,8,10,11,12]
105 0f_7e_[4,6,7,8,9,10,11]
106 0f_7e_[4,6,7,8,9,10,12]
107 0f_7e_[4,6,7,8,9,11,12]
108 0f_7e_[4,6,7,9,10,11,12]
109 0f_7e_[4,6,8,9,10,11,12]
110 0f_7e_[4,7,8,9,10,11,12]
111 0f_7e_[6,7,8,9,10,11,12]
112 0f_8e_[2,3,6,7,8,10,11,12]
113 0f_8e_[2,3,6,7,8,9,10,11]
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114 0f_8e_[2,3,6,7,8,9,10,12]
115 0f_8e_[2,3,6,7,8,9,11,12]
116 0f_8e_[2,3,6,7,9,10,11,12]
117 0f_8e_[3,4,5,6,7,8,10,11]
118 0f_8e_[3,4,5,6,7,8,10,12]
119 0f_8e_[3,4,5,7,8,10,11,12]
120 0f_8e_[3,4,5,7,8,9,11,12]
121 0f_8e_[3,4,5,7,9,10,11,12]
122 0f_8e_[3,4,6,7,8,10,11,12]
123 0f_8e_[3,4,6,7,8,9,11,12]
124 0f_8e_[3,4,6,7,9,10,11,12]
125 0f_8e_[3,4,6,8,9,10,11,12]
126 0f_8e_[3,4,7,8,9,10,11,12]
127 0f_8e_[4,5,7,8,9,10,11,12]
128 0f_8e_[4,6,7,8,9,10,11,12]
129 0f_8e_[5,6,7,8,9,10,11,12]
130 0f_9e_[2,3,4,5,7,8,9,10,11]
131 0f_9e_[2,3,4,6,7,8,10,11,12]
132 0f_9e_[2,3,4,6,7,8,9,10,11]
133 0f_9e_[2,3,4,6,7,8,9,11,12]
134 0f_9e_[2,3,6,7,8,9,10,11,12]
135 0f_9e_[3,4,5,6,7,8,10,11,12]
136 0f_9e_[3,4,5,7,8,9,10,11,12]
137 0f_9e_[3,4,6,7,8,9,10,11,12]
138 0f_9e_[4,5,6,7,8,9,10,11,12]
139 0f_10e_[2,3,4,5,7,8,9,10,11,12]
140 0f_10e_[2,3,4,6,7,8,9,10,11,12]
141 0f_10e_[2,3,5,6,7,8,9,10,11,12]
142 0f_10e_[3,4,5,6,7,8,9,10,11,12]
143 0f_11e_[2,3,4,5,6,7,8,9,10,11,12]
144 0f_12e_[1,2,3,4,5,6,7,8,9,10,11,12]
145 1f_4e_[1,3,9,10,C]
146 1f_5e_[1,2,3,9,10,C]
147 1f_5e_[1,3,5,9,10,C]
148 1f_6e_[1,2,3,4,9,10,C]
149 1f_6e_[1,2,3,5,9,10,C]
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150 1f_6e_[1,2,3,9,10,11,C]
151 1f_6e_[1,3,5,7,9,10,C]
152 1f_6e_[1,3,5,8,9,10,C]
153 1f_6e_[1,3,5,9,10,12,C]
154 1f_7e_[1,2,3,4,5,9,10,C]
155 1f_7e_[1,2,3,5,7,9,10,C]
156 1f_7e_[1,2,3,5,8,9,10,C]
157 1f_7e_[1,2,3,5,9,10,11,C]
158 1f_7e_[1,2,3,5,9,10,12,C]
159 1f_7e_[1,2,3,9,10,11,12,C]
160 1f_7e_[1,3,4,5,7,9,10,C]
161 1f_7e_[1,3,4,5,9,10,12,C]
162 1f_7e_[1,3,5,6,7,9,10,C]
163 1f_7e_[1,3,5,7,9,10,11,C]
164 1f_8e_[1,2,3,4,5,7,9,10,C]
165 1f_8e_[1,2,3,4,5,8,9,10,C]
166 1f_8e_[1,2,3,4,5,9,10,12,C]
167 1f_8e_[1,2,3,4,9,10,11,12,C]
168 1f_8e_[1,2,3,5,6,7,9,10,C]
169 1f_8e_[1,2,3,5,7,9,10,11,C]
170 1f_8e_[1,2,3,5,8,9,10,11,C]
171 1f_8e_[1,2,3,5,8,9,10,12,C]
172 1f_8e_[1,2,3,5,9,10,11,12,C]
173 1f_8e_[1,3,4,5,7,9,10,11,C]
174 1f_8e_[1,3,5,6,7,8,9,10,C]
175 1f_8e_[1,3,5,6,7,9,10,12,C]
176 1f_8e_[1,3,5,7,9,10,11,12,C]
177 1f_9e_[1,2,3,4,6,8,9,10,12,C]
178 1f_9e_[1,2,3,4,8,9,10,11,12,C]
179 1f_9e_[1,2,3,6,7,8,9,10,11,C]
180 1f_9e_[1,2,3,6,8,9,10,11,12,C]
181 1f_9e_[1,3,4,5,6,7,8,9,10,C]
182 1f_9e_[1,3,4,6,7,8,9,10,11,C]
183 1f_9e_[1,3,4,6,7,8,9,10,12,C]
184 1f_9e_[1,3,4,6,7,9,10,11,12,C]
185 1f_9e_[1,3,4,6,8,9,10,11,12,C]
186 1f_9e_[1,3,6,7,8,9,10,11,12,C]
187 1f_10e_[1,2,3,4,6,7,8,9,10,11,C]
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188 1f_10e_[1,2,3,4,6,7,9,10,11,12,C]
189 1f_10e_[1,2,3,4,6,8,9,10,11,12,C]
190 1f_10e_[1,3,4,5,6,7,8,9,10,12,C]
191 1f_10e_[1,3,4,6,7,8,9,10,11,12,C]
192 1f_10e_[1,3,5,6,7,8,9,10,11,12,C]
193 1f_11e_[1,2,3,4,6,7,8,9,10,11,12,C]
194 1f_11e_[1,3,4,5,6,7,8,9,10,11,12,C]
195 1f_12e_[1,2,3,4,5,6,7,8,9,10,11,12,C]
196 2f_7e_[1,3,7,8,9,10,12,B,C]
197 2f_8e_[1,2,3,4,9,10,11,12,C,D]
198 2f_8e_[1,3,5,7,8,9,10,12,B,C]
199 2f_8e_[1,3,7,8,9,10,11,12,B,C]
200 2f_9e_[1,2,3,4,5,9,10,11,12,C,D]
201 2f_9e_[1,2,3,5,7,8,9,10,12,B,C]
202 2f_9e_[1,3,4,5,7,8,9,10,12,B,C]
203 2f_9e_[1,3,5,6,7,8,9,10,12,B,C]
204 2f_9e_[1,3,5,7,8,9,10,11,12,B,C]
205 2f_10e_[1,2,3,4,5,7,9,10,11,12,C,D]
206 2f_10e_[1,2,3,4,5,8,9,10,11,12,C,D]
207 2f_10e_[1,2,3,5,6,7,8,9,10,12,B,C]
208 2f_10e_[1,2,3,5,7,8,9,10,11,12,B,C]
209 2f_10e_[1,3,4,5,7,8,9,10,11,12,B,C]
210 2f_10e_[1,3,5,6,7,8,9,10,11,12,B,C]
211 2f_11e_[1,2,3,4,5,6,7,8,9,10,12,B,C]
212 2f_11e_[1,2,3,4,5,7,8,9,10,11,12,C,D]
213 2f_11e_[1,2,3,5,6,7,8,9,10,11,12,B,C]
214 2f_12e_[1,2,3,4,5,6,7,8,9,10,11,12,C,D]
215 2f_12e_[1,2,3,4,5,6,7,8,9,10,11,12,B,C]
216 3f_9e_[1,3,4,6,7,8,9,10,12,B,C,F]
217 3f_10e_[1,2,3,4,7,8,9,10,11,12,B,C,D]
218 3f_10e_[1,3,4,5,6,7,8,9,10,12,B,C,F]
219 3f_11e_[1,2,3,4,5,6,7,8,9,10,12,B,C,F]
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220 3f_11e_[1,2,3,4,5,7,8,9,10,11,12,B,C,D]
221 3f_12e_[1,2,3,4,5,6,7,8,9,10,11,12,B,C,D]
222 3f_12e_[1,2,3,4,5,6,7,8,9,10,11,12,B,C,F]
223 4f_11e_[1,2,3,4,6,7,8,9,10,11,12,B,C,D,F]
224 4f_12e_[1,2,3,4,5,6,7,8,9,10,11,12,B,C,D,F]
225 4f_12e_[1,2,3,4,5,6,7,8,9,10,11,12,C,D,E,F]
226 5f_12e_[1,2,3,4,5,6,7,8,9,10,11,12,A,B,C,D,E]
227 6f_12e_[1,2,3,4,5,6,7,8,9,10,11,12,A,B,C,D,E,F]
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