Multi-domain multi-objective optimization of mechanisms: a general method with two case studies by Sullivan, Thomas Adam
MULTI-DOMAIN MULTI-OBJECTIVE
OPTIMIZATION OF MECHANISMS: A GENERAL
METHOD WITH TWO CASE STUDIES
A THESIS
SUBMITTED TO THE FACULTY OF THE GRADUATE SCHOOL
OF THE UNIVERSITY OF MINNESOTA
BY
Thomas Sullivan
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
Master of Science
Dr. James D. Van de Ven
October, 2013
© Thomas Sullivan 2013
ALL RIGHTS RESERVED
Abstract
While the design of mechanisms is a well-studied field, current optimization tech-
niques generally focus on the kinematics and dynamics and relegate other aspects of the
analysis to separate stages of the overall design process, resulting in a loss of optimality
when the entire multi-domain system is considered. This thesis presents a general method
by which a mechanism optimization problem may be efficiently formulated and solved,
considering multiple competing design objectives across multiple analysis domains. Two
case studies illustrate the practical application of this general method. The first is the
kinematic-structural optimization of a hydraulic rescue spreader (“jaws of life”). The sec-
ond is the kinematic-dynamic-thermodynamic optimization of a novel six-bar linkage for
an internal combustion engine.
A variety of powerful general-purpose multi-objective algorithms are available from the
literature. In particular, genetic algorithms are well-suited to multi-objective problems, and
the NSGA-II algorithm from this category is employed here. Three strategies are presented
to formulate multi-domain mechanism optimizations in a way that can be solved efficiently
by a multi-objective genetic algorithm and is free of explicit constraint functions even for
complex problems. First, it is shown that the use of non-traditional design variables, such
as angles and adaptive interpolations, can result in smaller design spaces to be searched
and can guarantee that all optima lie within the selected range of a given design variable.
It is also shown that traditional precision-position synthesis techniques can in some cases
be employed in a preliminary analysis to reduce the dimension of the design space. Fi-
nally, a nested optimization structure is proposed in which kinematic design variables and
objectives are optimized in an outer loop, with the non-kinematic problem being optimized
in an inner loop at every outer loop iteration, improving the efficiency and stability of the
optimization process.
These techniques were applied to the hydraulic rescue spreader problem in order to de-
sign a six-bar mechanism that could exert a 10,000 pound force through a pair of jaws over
a 24 inch spreading distance while maintaining performance-critical kinematic behavior
and remaining light and compact enough to be a handheld tool. The structural stresses in
each part of the linkage were modeled, using a combination of analytical methods and fi-
nite element analysis. The final optimization result was superior to a similar commercially
available model with respect to all four kinematic and structural objectives.
Having successfully optimized a low-speed mechanism with a structural motivation, the
method was also applied to a high-speed mechanism with a thermodynamic motivation.
A Stephenson-III six-bar linkage was developed in order to optimize the motion of the
piston in an internal combustion engine and achieve a cylinder volume as a function of
time most conducive to efficient combustion. A number of mechanical objectives relating
to balancing and mechanism size were used in order to find a solution capable of practical
implementation. A slight increase in thermal efficiency over a purely sinusoidal piston
motion was obtained, along with satisfactory values of the mechanical objectives.
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Chapter 1:
Introduction
1.1 Background
The ever-increasing performance of the modern computer has opened vast new realms of
possibility to engineering science. The ordinary and partial differential equations govern-
ing the physics that are relevant to most engineering problems have been well understood
for several centuries in some cases, but it is only in the past few decades that advances
in computing power and software design have made the numerical solution of almost any
well-posed problem in engineering analysis virtually routine. Even complicated problems
over convoluted three-dimensional domains, or with multiple types of co-dependent phys-
ical phenomena, are for the most part only a few mouse-clicks from solution with today’s
powerful commercial software. Perhaps even more significant than the effects of the com-
puter revolution on engineering analysis, profound as they have been, are its effects on
engineering optimization. Computerized analysis allows determination of the effects of a
given design; computerized optimization, for which analysis is but one of several neces-
sary conditions, allows the determination of the best possible design. Optimizing all but
the most simplistic cases would be unthinkable without the aid of fast modern computers
and effective modern algorithms. The full power of computer-assisted optimization is yet
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to be felt, but it has the potential to revolutionize the practice of engineering.
This thesis aims to take a step toward that goal by proposing a general approach to
multi-domain, multi-objective problems involving mechanisms. Erdman et. al. [1] define
a mechanism as a collection of idealized rigid bodies, or links, connected by various types
of joints in such a way as to permit relative motion between them. The purpose of a mech-
anism is to create a desired pattern of motion, and/or to transmit force and therefore energy
from an input to an output. Traditionally, the study of mechanisms has been restricted to
kinematics and dynamics. Kinematics is the study of relative motion without regard to the
forces that cause it. When only the motion of a mechanism is of interest, and when the
links and joints are idealized, a strictly kinematic analysis is possible where pure mathe-
matics is all that is required and physics is no longer involved, perhaps the only branch
of mechanical engineering of which this can be said. When the forces associated with the
motion in accordance with Newton’s second law are of interest, the branch of physics that
deals with forces and motion, known as dynamics, becomes necessary. Usually even in a
dynamic analysis the links and joints remain idealized.
The theory of the kinematics and dynamics of mechanisms is well developed. Pencil-
and-paper mathematics are usually sufficient for the analysis of mechanisms, and for rel-
atively simple synthesis problems powerful and elegant direct techniques are available.
More recently, there has been significant effort devoted to bringing the emerging tools of
numerical optimization to bear on more complex problems in mechanism design, with sub-
stantial success. However, the manner in which the tools of kinematics and dynamics can
be used as part of a larger multi-domain optimization has received relatively little atten-
tion. The need to expand the conceptualization of the problem beyond the usual methods
can arise in one of two ways. First, if the idealization of the links and joints is not a valid
simplification for a particular application, traditional techniques lose much of their power.
For example, both kinematics and dynamics are silent on the optimal design of link shapes
to withstand the stresses induced by external loads and inertial forces. Second, it must be
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recognized that the transmission of force, motion, and energy by a mechanism is not done
in a vacuum and that there will be complex devices manifesting a variety of physics cou-
pled to the mechanism at the inputs and outputs. In many cases a truly optimal design can
only be reached by considering all parts of the system as an integrated whole.
Determining the optimal solution to a complex multi-domain problem is an ambitious
goal. It is further complicated by the fact that in the real world it is rare that the quality of a
design solution can be measured with a single metric, so that the very definition of optimal-
ity becomes uncertain. The field of multi-objective optimization is a relatively young one,
but has provided both a re-conceptualization of optimality in the multi-objective case and
an ever-expanding collection of algorithmic tools to acheive it. This thesis explores how
the integration of traditional mechanism design, multi-domain analysis, and multi-objective
optimization can result in a powerful and flexible approach to the solution of a variety of
real-world design problems, in large part through two case studies.
The first case study in question is the design of a Watt-II six-bar linkage for a hydraulic
rescue spreader. Hydraulic rescue spreaders, also known by the brand name “jaws of life”,
are hydraulically actuated mechanisms used in emergency situations to remove victims
trapped inside wreckage, often as a result of automobile accidents. They are composed
of a linkage that converts the motion of a hydraulic cylinder to the spreading action of
a pair of jaws. A typical rescue spreader and motion schematic is shown in Figure 1.1.
Generally the jaws must exert a large amount of force to deform various metal structures,
resulting in large loads throughout the linkage. As the rescue spreader is an emergency tool
that must be used with relative speed and ease by a single operator, care must be taken to
design the mechanism efficiently to minimize the mass. This is in fact one of the multi-
objective optimization goals for this case. The others involve kinematic characteristics of
the mechanism: the jaw tips must achieve a large enough spreading distance to be effective
without requiring too much rotation of the jaws, which can make it difficult for the tips to
grip material effectively. This requirement tends to favor long jaws that can achieve large
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spreads with small rotations; however, this trend is structurally less sound and the structural
analysis for the mass minimization will drive the design in the opposite direction, as will a
third objective, namely minimization of the physical size of the mechanism for ease of use
purposes. Finally, variation in the spreading force as the mechanism moves is minimized,
as current models often suffer from low spreading force in the closed position compared to
the open position.
Figure 1.1: A typical rescue spreader and motion schematic [2]
The second case study is a Stephenson-III six-bar linkage to convert the combustion
of fuel in an internal combustion (IC) engine into shaft power, as illustrated in Figure 1.2.
A number of mechanical objectives are set: minimization of shaking force and moment,
side-loading of the piston, and overall mass and footprint of the linkage. As is usually the
case in multi-objective optimizations, the objectives tend to drive the design in conflicting
directions. For example, there exists an analytic procedure for exactly eliminating the shak-
ing force, which is however not employed as it results in increasing the shaking moment,
and simultaneous minimization is instead used. Another example of objective conflict in
this problem arises from the fact that mass-radius product terms become important in the
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balancing analysis used to minimize shaking force and moment. This leads to an inherent
conflict between choosing a low mass and large radius or a high mass and small radius, fa-
voring the mass and footprint minimization objectives respectively. The final objective, and
the most novel in the context of the study of mechanisms for IC engines, is improving the
efficiency of the combustion process by altering the timing of the cyclical piston motion,
which can be quite complex due to the use of a six-bar linkage instead of the usual simple
crank-slider. This is a particularly good example of the interdependence of pure kinematics
and a complex multi-physics phenomenon in a ubiquitous real-world device.
Figure 1.2: Stephenson-III linkage for an internal combustion engine
1.2 Literature Review
This section reviews the state of the literature relevant to this thesis. Broadly speaking,
there are three potentially relevant areas, relating to the general optimization approach pre-
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sented and to the two specific case studies. The review is therefore divided into three parts.
The first part examines what techniques are currently available for the multi-objective,
multi-domain optimization of systems in which the kinematics of a mechanism play at
least some part. There are two further subdivisions, corresponding to the fact that there
are two natural but opposite directions to approach the problem from. One can either at-
tempt to extend specialized kinematic analysis, synthesis, and optimization techniques to
more general systems, or take general-purpose multi-objective optimization techniques and
attempt to provide refinements to make them for efficient for partially kinematics-specific
problems.
The second part deals with some techniques for the optimization of elastic structures
needed for the rescue spreader problem. Specifically, different mathematical approaches
to the parameterization of free-form shape outlines are examined, as well as the alterna-
tives that exist for efficient analysis of complex structural problems. Finally, the third part
summarizes existing studies of six-bar linkages in internal combustion engine applications.
1.2.1 General Multi-Objective Optimization
The literature on general multi-objective optimization is first examined. It should be
noted that this thesis does not attempt to contribute to this field, but rather applies existing
knowledge in this field to a specific class of problems. Therefore emphasis on this section is
on potential usefullness for the optimization of mechanisms. To keep this section concise, a
number of concepts are referenced without explanation, so it may prove helpful for a reader
who is unfamiliar with optimization in general or multi-objective optimization and Pareto
optimality in particular to read Section 2.1, which gives an introduction to these concepts.
The basic challenge involved in solving a multi-objective problem is how to decide what
to do when the different objectives drive the design in different directions. This generally
entails specifying so-called “preference information”, in which the decision maker makes
choices about which objectives to prioritize that are not present in the problem formulation
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per se. Given this information, various algorithms can be employed to search for the best
solution to the problem subject to the imposed preferences.
There are four possible approaches to the specification of preference information. The
first is the use of so-called “no-preference” algorithms. Another option is a priori speci-
fication, in which the preference information is given before beginning the optimization.
The opposite approach is a posteriori specification, in which the optimization is conducted
without preference information and a decision maker selects from a number of Pareto-
optimal results at the end. A middle ground is progressive specification, in which prefer-
ence information is given during the course of the optimization.
No Preference Specification
This is a bit of a misnomer, as it is impossible to truly avoid preference specification
by the very nature of a multi-objective problem. Members of this category instead use
very generic and non-arbitrary preference strategies to minimize the loss of generality of
solution entailed by the specification of preference information. A common way to do this
is by choosing a special value for a parameter in a less generic method. For example, the
Min-Max method attempts to minimize the value of the maximum objective value, that
is, completely prioritizes the objective that has the worst value at any given time. This is
equivalent to the limit of the expression
min
[[ k∑
j=1
(fj(x)− f ∗j
f ∗j
)p]1/p]
(1.1)
as p goes to infinity, where fj is the jth objective function, x is the vector of design vari-
ables, f ∗j is the best possible value of fj , and p is a weighting parameter [3]. For infinite
p, the largest (normalized) objective value dominates completely. Choosing finite p corre-
sponds to stronger specification of preference information, in that it determines how much
the larger values will dominate the expression.
Another example is the Nash or objective product method, which minimizes
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min
[ k∏
j=1
[
fj(x)
]wj] (1.2)
for all wj = 1 [4]. Again, a more arbitrary choice of the parameter would constitute a
stronger preference articulation.
These sorts of methods are not suitable for this application since they are too general
to give much flexibility to the designer, and only produce a single solution instead of a
Pareto-optimal set to choose from.
A Priori Preference Specification
Perhaps the most natural way to approach a multi-objective optimization is to specify
the preference information before beginning. There is almost always a certain degree of
arbitrariness to this specification; after all, if there were a single non-arbitrary way to com-
bine the different objectives into a single overall metric, one would not be faced with the
multi-objective problem in the first place. The specification generally takes the form of
choosing values for parameters in a combination equation.
The most basic approach is the weighted sum [4], formulated as
min
[ k∑
j=1
λjfj(x)
]
,
∑
j
λj = 1 (1.3)
This approach simply adds the different objective values together with different weights
λj . Choice of the weights constitutes the preference information. Other approaches that
use the same basic idea of a parameterized combination of objectives include equations 1.1
and 1.2 for arbitrary parameter values [4]. It is also possible to take approaches that rank
the objectives in order of importance (such as the lexographic approach [5]), which is more
general than specifying exact numerical parameter values but of course strongly favors the
objectives at the front of the list.
In general, this type of pre-specification approach has the advantages of simplicity and
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efficiency but has the major drawback that it will only find a single point on the Pareto
front, determined by the choice of parameter values. A common strategy is to repeat the
optimization for a range of parameter values, so as to find a variety of points on the Pareto
front and approximate it as a whole. However, this technique can become computationally
expensive for large numbers of objectives (which requires a high number of parameters in
the combination equation) since the number of parameter combinations required to cover
all possibile preferences adequately grows rapidly. Additionally, less sophisticated a priori
methods such as the weighted sum tend to cluster at certain points on the front and ignore
others, and/or are unable to find concave portions of the front. Still, the a priori approach
remains a viable alternative to some of the more sophisticated methods discussed below.
Progressive Preference Specification
Also known as interactive methods, these algorithms entail the active participation of the
decision maker in the optimization process. The STEM or STEP method, introduced by
Benayoun et. al. [6] in 1971, narrows down the solution space in successive decision steps.
The problem is formulated as
min
[ k∑
j=1
(
whj
(
fj(x)− f ∗j
))p]1/p
, whj > 0,
∑
j
whj = 1 (1.4)
as in equation 1.1, but with the addition of weightswhj , with h being the iteration counter. At
each iteration, the decision maker evaluates the single solution this formulation produces,
and then reformulates the weights and problem constraints to adjust the solution. The other
parameter, p, is taken to be something generic such as 1 or infinity and is not crucial to
success as the decision maker has direct control over the weights. A more sophisticated but
similar approach is taken by Steur and Choo [7].
These strategies can be quickly dismissed for the present application, as they have the
important disadvantage of requiring continuous user input. An optimization algorithm that
can be programmed, set going, and ignored until it completes is desired for practical utility.
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A Posteriori Preference Specification
The basic idea of a posteriori specification is to find the Pareto set (or, in practice, some
approximation thereof) in the solution space, and then allow decision maker to make a fi-
nal selection from it. The main advantage of this approach is that it is usually easier for
the decision maker to decide on a high-quality preference specification given a number of
concrete design options than to do so beforehand in the abstract. There is no arbitrariness
introduced into the solution process until the decision maker makes the final selection. The
main disadvantage is that a posteriori methods are generally more expensive computation-
ally and complex algorithmically than the a priori alternatives.
The simplest way to generate the Pareto front is to use an a priori optimizer a number
of times, changing the preference parameters each time so as to (approximately) cover all
possibilities. One advantage of this approach is that it only requires repeated solution of
single-objective optimizations with different parameters each time, so that multi-objective
capability is obtained without the need to formulate a dedicated multi-objective algorithm.
This is particularly convenient if one wishes to use traditional techniques such as nonlinear
programming that generally can only handle a single objective. However, use of nonlinear
programming is usually only suitable for relatively simple problems, as any calculus-based
technique by definition deals with derivative information, and is very likely to be sensi-
tive to starting point and to be in danger of convergence to local minima. These qualities
mean that some understanding of not only the objective function but the objective space
is required, in order to choose starting points, assess local vs. global minimization, define
nonlinear constraints, etc., which is not feasible for very complex problems.
This is not to say that nonlinear programming is the only option for repeated use of an
a priori optimizer to approximate the Pareto front, since a wide variety of single-objective
approaches are available. However, the Pareto front can be found directly by operation
on a large population of candidate solutions with a single run of a genetic algorithm (GA).
Since GAs are relatively simple algorithmically, require no derivative information, and have
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global optimization capability, they have received a large amount of research attention in
the field of multi-objective optimization in recent years, and are an attractive choice for use
in the present application.
A number of different multi-objective genetic algorithms (MOGAs) have been pro-
posed. One of the earliest is a non-Pareto-based approach known as the Vector Evaluating
Genetic Algorithm or VEGA [8]. This essentially applies the methodology of a single-
objective genetic algorithm by splitting the population into a number of sub-populations,
one for each objective. These are then evaluated on a single-objective basis, and the results
of each sub-population evaluation are combined to produce the next overall generation.
Fourman [9] uses an essentially similar approach where solutions are compared two at a
time in a “tournament” style, with a randomly selected single objective being used to de-
cide each tournament. While these types of approaches are easy to implement, they suffer
from crowding at the extremes of the solution space and poor coverage of the Pareto front
[3].
The non-dominated sorting approach to multi-objective ranking of a population was
first introduced by Goldberg [10]. This method divides the population into successive
Pareto fronts and provides a preference-independent partial ordering, an important capa-
bility that is made possible by the operation on an entire population simultaneously that
is characteristic of a GA. Srinivas and Deb built on this concept with the Non-Dominated
Sorting Genetic Algorithm (NSGA), which uses sharing techniques on individuals of the
same non-domination ranking [11]. They later published an improvement to the algo-
rithm known as the NSGA-II [12]. Foseca and Fleming take a slightly different approach
with their algorithm, which takes the general name of the multi-objective genetic algo-
rithm (MOGA) [13]. Each individual is ranked according to how many other individuals it
dominates, with the most dominant individuals being preferred.
The Niched Pareto Genetic Algorithm, developed by Horn et. al. [14], applies Pareto-
optimality methods to the tournament approach. Successive pairs of individuals are com-
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pared to a subset of the population. If only one is non-dominated in that subset, it wins
the tournament. Otherwise, diversity considerations are used as a tiebreaker. Ziztler and
Thiele’s Strength Pareto Evolutionary Algorithm (SPEA) uses distinct sub-populations for
the first non-domination class and for the rest of the population, and uses domination counts
combined with the binary tournament system to perform selection [15].
Algorithm Selection
With the overview of the different approaches to a multi-objective optimization com-
plete, a selection is made for use as the primary optimization algorithm in this thesis. An
a posteriori method is desired, in order to execute autonomously (unlike the progressive
approaches) and without the need for arbitrary prescription of preference information or
parameter values (unlike the a priori approaches). The basic challenge faced by a posteri-
ori methods is to compare different candidate solutions and rank them without preference
information, an intrinsically difficult task due to the inevitability of tradeoffs between ob-
jective values. The wide range of genetic algorithms available have been shown to be effec-
tive solutions to this problem as well as powerful general-purpose optimization tools with
the global optimization capability and gradientless nature needed to tackle highly nonlinear
and incompletely understood situations.
NSGA-II, MOGA, NPGA, and SPEA can be considered the leading modern multi-
objective genetic methods. The NSGA-II algorithm was selected as the primary optimiza-
tion algorithm used in this thesis. It has a simple yet powerful approach that can be applied
successfully to a wide variety of problems, making it extremely popular in many areas
of optimization (as witnessed by the almost 10,000 citations the original article has re-
ceived as of this writing), and has been considered to represent the state-of-the-art in multi-
objective genetic methods [16], or at least to share that distinction with SPEA [17]. It uses
non-domination sorting with a parameterless diversity-based secondary method, both of
which require no arbitrary parameters to be specified, but does not sacrifice effectiveness
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to acheive this generality.
1.2.2 Mechanism-Specific Optimization
As was previously stated, an investigation of multi-objective optimization involving
kinematic and non-kinematic objectives can be approached based on either the general
multi-objective literature or the kinematic optimization literature. The former approach
has yielded a choice of general optimization algorithm. How it is employed will be in-
formed by knowledge of existing techniques specific to the optimization of mechanisms,
which are discussed in this section.
Synthesis Techniques
There is an old and well-developed body of research into techniques for the design of
mechanisms to achieve purely kinematic goals. Some of the oldest work deals with exact
synthesis of mechanisms to achieve desired motion characteristics at a number of preci-
sion positions. If satisfaction of the motion condition at each position is interpreted as an
objective, these techniques can be viewed as a special case of general optimization, where
the objectives are so simple and well-defined that exact satisfaction of all objectives using
direct analytical solution is possible. The limitations of these methods are that only kine-
matic objectives are possible, and only a small number of positions can be prescribed, with
the motion being uncontrolled at other points. The original work on the classic synthesis
techniques can be found in Sandor [18], Erdman [19], Kaufmann [20], and Loerch et. al.
[21].
Adaptations of the precision point approach that allow higher numbers of points to be
specified in exchange for relaxing the precision of the synthesis also exist. Kramer and
Sandor presented the Selective Precision Synthesis technique [22], where the synthesized
path need only pass within a specified distance of each prescribed point instead of hitting
it exactly. A variation is described by Mirth [23], who uses a combination of solving
13
three exact point prescriptions using Burmester theory with a number of additional quasi-
precision points that serve to narrow down an optimized final selection from the infinite
number of Burmester solutions. A number of authors have described least-squares type
approaches that perform an approximate fit to a prescribed function [24] [25], which is
the same sort of strategy but with the prescription information distributed over the entire
function rather than concentrated at a few precision or quasi-precision positions.
While these techniques have succesfully addressed the solution of the path, motion, and
function generation problems found in kinematic design, they are unable to solve multi-
objective, multi-domain optimization problems. Only a single objective, meeting the pre-
scribed kinematic behavior, is possible, and the integration of other disciplines is not part
of these methods. The method set out in this thesis leaves room for integrating these kine-
matic techniques in the preliminary analysis phase (see Section 2.4.2), but something else
is needed for solution of the overall problem.
Multi-Objective Kinematic Optimization
Early attempts at multi-objective optimization inevitably suffered from lack of mod-
ern computing resources and the undeveloped stage of genetic algorithms and other meta-
heuristics with similar capabilities. For example, Conte et. al [26] optimized a number of
dynamic characteristics of the pin-jointed four-bar linkage, making the same observation
as is made in Section 2.4.2 that the outcome of a traditional synthesis procedure is often a
design space of dimension greater than zero (that is, more than one linkage will work), and
that a secondary optimization conducted in this reduced space will automatically satisfy
the synthesis requirements while doing better at non-kinematic criteria than an arbitrary
choice of synthesis solution. However, the optimization technique presented in this paper
is unsophisticated, relying on ad hoc sequential application of single-objective nonlinear
programming to in essence manually conduct an objective trade-off. A somewhat more
sophisticated approach is taken by Kakatsios and Tricamo [27], who conduct an integrated
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kinematic-structural optimization considering the dynamically imposed stresses in a high
speed mechanism. They use a one-dimensional beam element FEA formulation for their
links, and employ what is essentially an a priori weighted sum type approach to prefer-
ence specification by lumping together kinematic path error and elastic deflection of the
precision point. However, the use of nonlinear programming means that extension of this
technique to problems more complex than the pin-jointed four-bar would be difficult, and
their preference specification approach is non-generalizable as it is specific to the com-
bination of path approximation and elastic deflection calculations. Rao and Kaplan [28]
and Krishnamurty and Turcic [29] take fundamentally similar approaches, using nonlinear
programming and a priori preference specification.
These types of early attempts achieved limited success at optimization of specific prob-
lems and certainly represented a big improvement over the usual practice of kinematic syn-
thesis without simultaneous consideration of dynamic consequences. However, the emer-
gence of powerful metaheuristics that operate on entire populations with global conver-
gence capability signified a fundamental change in the way mechanisms can be optimized.
The use of genetic algorithms with Pareto-based a posteriori preference specification has
been recognized as being superior in many ways to the fundamentally limited traditional
approach of using single-objective or a priori nonlinear programming techniques.
This being said, the majority of applications of GAs to date in the kinematics literature
have been concerned with single-objective optimization of a kinematic objective only. That
is, while better tools are available, the same limited problem is being solved. For example,
Kunjur and Krishnamurty [30], Cabrera et. al. [31], Laribi et. al. [32], and Kanarachos
et. al [33] all use single-objective GAs to synthesize a linkage to approximate a prescribed
precision point motion. Fang [34] and Zhou and Cheung [35] perform similar tasks, but
with the addition of novel features such as simultaneous type synthesis and an adjustable
linkage respectively.
Treatments of multi-objective optimization of mechanisms do exist as well. Cabrera
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et. al. [36] use a Pareto-based GA to simultaneously optimize the kinematics and grasping
ability of a robotic manipulator. Nariman-Zadeh et. al. [37] modify the NSGA-II algorithm
to solve a two-objective problem which synthesizes a four-bar for the usual path tracking
objective but also minimizes deviation of transmission angles from 90 degrees. Khorshidi
et. al. [38] similarly optimize for path tracking, transmission angle deviation, and also
worst-case mechanical advantage, but introduce an integrated local search refinement that
compensates for the tendency of GAs to miss the exact locations of optima with their lim-
ited number of objective function calls. El-Kribi et. al. [39] use NSGA-II to minimize
required input torque and input velocity fluctuation, and take the innovative approach of
using selection from a list of actual motors as a discrete design variable.
These cases of multi-objective optimization of mechanisms differ from the present work
in two key respects. First, they are fundamentally single-disciplinary; that is, they restrict
themselves to optimization of kinematic and dynamic properties of mechanisms, the realm
of traditional kinematics. Second, they are all single-level, and do not make use of a nested
optimization approach. This approach is rare in the literature, perhaps due to the fact that
its additional computational expense is not justified unless a multi-domain problem must
be solved. It is not completely novel, and is used for example in the work of Fathy et.
al. [40] who conduct a plant/controller optimization problem and point out that non-nested
approaches fail to guarantee system-level optimality. However, the author is unaware of
any existing literature having all elements of the present work, that is, that use Pareto-
based genetic algorithms to solve a nested multi-domain optimization problem relating to
mechanism design.
1.2.3 Optimization of Elastic Structures
As previously stated, a sizeable body of research exists with respect to the optimization
of elastic structures, a topic of great importance to the rescue spreader problem. This re-
view’s findings are organized according to Figure 1.3, which is based on the comprehensive
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and well-organized survey by Saitou et. al. [41].
Figure 1.3: Hierarchical organization of the literature on optimization of elastic structures
The structure of a mathematical optimization consists of the choice of objective func-
tion, optimization algorithm, and design variables. In the case of elastic structures, the
options for the objective function essentially consist of using a full finite element analysis
(FEA), which can in most cases provide an arbitrarily close approximation to the exact
solution, or one of a number of less accurate approximate techniques if the computation
required for finite element analysis is too expensive. Any of the wide variety of general-
purpose mathematical optimization algorithms are suitable for use with elastic structures,
and as this is in itself a whole field of research that this thesis does not go into in any depth it
suffices to distinguish between nonlinear programming algorithms using a serial, gradient-
descent approach, and meta-heuristic algorithms such as genetic or particle swarm that use
parallel processes inspired by natural phenomena. Finally, the choice of design variables
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amounts to the method by which one chooses to parameterize the shape and topology of
the elastic structure. Again, as topological optimization does not play a role in this thesis
exploration of this sub-field is restricted to distinguishing between the two basic options,
the continuum and discrete element methods. Shape optimization, on the other hand, is
of great importance to the first case study and the literature in this sub-category receives a
special focus.
Objective Function
The preferred method of evaluating a complex structure is a full finite element analysis.
Surveying the full FEA literature would be a massive undertaking well outside the scope
of this review. The FEA used in this thesis is of a very basic nature, using techniques that
have been mature for several decades and that can be found in any standard elementary text
on the subject. This is due to the fact that structural analysis of a linear elastic continuum
is just about the simplest application that FEA can be applied to.
The one aspect of the FEA approach that is nontrivial in this application, and is thus
worth addressing here, is that of mesh regeneration. This is shown in a dashed box in
Figure 1.3 to indicate that it is an integral part of the FEA process that is singled out as
worthy of attention in this review. Depending on the exact circumstances, mesh generation
can be one of the most time-consuming aspects of an FEA procedure. An optimization
algorithm that uses an FEA-based objective function will need to generate a large number
of meshes, which will likely take an impractical amount of time if the naive approach of
simply reusing the procudure for generating the mesh from scratch each time is taken.
One can exploit the fact that if the optimization only perturbs the candidate solution by a
relatively small amount each time, the geometry will be sufficiently similar that the mesh
can be incrementally changed instead of regenerated completely. This is often the case if
a gradient-descent approach is used, but not if a metaheuristic method such as a genetic
algorithm is used.
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One can distinguish between two basic categories of mesh regeneration techniques:
structured and unstructured.There is an inherent trade-off between generality and efficiency
in meshing. At one end of the spectrum are the powerful generalized meshing algorithms
used by commercial software that must be able to deal with almost any conceivable ge-
ometry that the user supplies. At the other end is a fixed shape in a custom code that the
designer meshes by hand, and that the code need only look up and reapply each time. A
structured approach is generally more efficient, and makes use of some assumptions about
the shape and topology of the domain to reduce the generality of the meshing task. As this
may not be possible for geometries that undergo large changes during the optimization, it
is sometimes necessary to use a more expensive unstructured approach, which does not
benefit from knowledge of the general nature of the domain and has to “go in blind”.
Most structured techniques are based on transfinite interpolation, or TFI [42]. TFI
allows the construction of a new function over a planar domain in a way that is guaranteed
to match a specified function at the boundary of that domain [43]. Consider the shape
perturbation in Figure 1.4. A mesh exists for the original domain A, and the goal is to
adapt the mesh for the perturbed domain B without remeshing from scratch. The mesh is
fully specified by two sets of data: geometric data that locates the position of each node
in the space, and topological data that determines which nodes are connnected to form
element edges. Part of the value of using a structured approach for relatively small changes
in domain geometry is that the topology of the mesh can be left untouched. It then only
remains to determine a function that maps the original position of each node in A to the
new position in B. This is accomplished using TFI, which solves the most difficult aspect
of the construction of such a function, namely matching the arbitrarily shaped boundaries.
TFI has less control over what happens in the interior of the domain, but one does not
necessarily care about the details of the mapping as long as excessive element distortion
does not occur. Examples of TFI-based techniques can be found in Gaitonde and Fiddes
[44], who use exponential blending functions (the blending functions are used to determine
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the transformation in the domain interior from the boundary transformation), and in Soni
[45], who uses arc length blending functions.
Figure 1.4: Example of structured mesh transformation without topological change
Unstructured techniques face greater challenges for the reasons discussed. Botkin [46]
adopts the naive approach of complete regeneration, with an important caveat. He uses a
gradient descent optimization algorithm where the gradient is approximated by finite differ-
ence calculations at each step. This finite difference calculation requires a small localized
change to be made to the geometry for each dimension of the design space. Botkin is
thus able to keep the bulk of the mesh unchanged and only remesh a small portion in the
vicinity of the perturbed geometry. However, this technique does not necessarily address
the need to remesh after an optimization step finally occurs after the gradient is computed,
when the entire geometry is changed. Other authors attempt to imitate natural phenom-
ena to automatically deform their meshes in a generalizable way. Batina [47] models his
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mesh as a network of springs, with each edge representing a spring of stiffness inversely
propotional to the distance between the nodes it connects. The idea is that a natural equi-
librium should form where the increased stiffness of shorter edges prevents element aspect
ratios and relative sizes from degenerating. Every time the domain boundary is changed, a
new equilibrium calculation is used to reposition the interior nodes. However, this requires
multiple iterations and essentially amounts to solving a number of simple FEA problems
before the solution of the actual FEA problem each time, which reduces the computational
cost savings. Chiandussi et. al. [48] take this idea a bit further and essentially solve two
FEA problems per cycle. The first is a structural problem where the domain is treated as an
elastic body subject to a displacement boundary condition that deforms the body into the
desired updated shape. The displacement field in the interior that results from the solution
of this problem is used to relocate the mesh nodes, and the updated mesh is then used in the
actual FEA problem. This is an imaginative technique that is highly generalizable, but also
suffers from a relatively high computational cost as an additional FEA problem must be
solved. If the solution of the second problem takes much longer, which is quite possible as
many FEA problems are much more complex than the simple linear elastic model needed
to solve the first problem, than the relative cost may be low enough that this method is a
good choice. On the other hand, if the actual FEA problem is of the same order of com-
plexity as the shape deformation problem, the computational cost will roughly double and
this may not be the best method to use.
The most effective way to mitigate the computational cost of FEA is to find a replace-
ment technique that obviates the need to do it at all. The most common approaches are
surrogate modeling, reduced-order modeling, and reanalysis modeling.
Surrogate modeling can be thought of as a “black box” method, where a relatively
simple mathematical function is used instead of the full objective function to assign an
output value to a particular set of design variable values. This replacement function is not
derived from any consideration of the underlying physics of the process but is rather an
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empirical fit to a set of input and output data considered abstractly. This technique is of
course dependent on having an existing set of input and output data, perhaps from pre-
computation of a number of objective function calls, and can be thought of as applying a
curve fit to a data set. An example of the application of surrogate modeling can be found
in Forsberg and Nilsson [49], who use polynomial regression to avoid high-cost calls to
a crash simulation objective function. While this method can be very effective under the
right circumstances, its main limitation is the need for some type of data set to already exist
to base the surrogate model on, which is not the case in this thesis.
Reduced-order modeling, in contrast, does use a physically grounded mathematical
formulation, but at a lower complexity level than a full FEA analysis. This method can be
thought of as applying an analytical first-approximation to a problem whose full complexity
does not admit analytical solution. For example, Lyu et. al. [50] model an automotive
torsion-beam suspension by breaking the assembly into a number of discrete components,
each of which is modeled as a nonlinear bending or torsion spring. The stiffnesses of
each component are determined by pre-computation of a number of representative cases
using the full FEA approach, which is however less expensive for an isolated component
than for the entire assembly. Surrogate modeling is employed to extrapolate from the test
cases to a continuous model, and the stiffnesses thus obtained are used in the spring-system
analytical model for the entire assembly. While this was an excellent approach given the
nature of the system to be modeled, it would be difficult to apply in the rescue spreader case
as each link is essentially a monolithic entity and cannot be sensibly reduced to structural
subcomponents.
Reanalysis modeling uses the results of a single full-complexity analysis to estimate the
results of small changes to the design. It is analagous to linearization of a nonlinear function
in a small neighborhood about a particular point. This technique is best used for fine-
scale optimization based on an approximate optimum generated by a different technique,
or for design sensitvity analysis. Examples of both topological [51] and geometrical [52]
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reanalysis are performed by Kirsch and Papalambros. It would be difficult to use this
technique in instances, such as the rescue spreader problem, where the solution has not
been narrowed down to a particular neighborhood. An attempt by the author to use this
type of method for optimizing a novel rescue spreader design is presented in [53], which
did not achieve sufficient accuracy due to too large a departure from the fully analyzed
reference design.
While the approximation techniques presented here are quite powerful given the right
conditions, none of them are useful in the present case as they are generally limited by the
need to have existing solution information to work with, which is unfortunately not the case
here.
Design Variables
Having dealt with the literature surrounding objective function options, and omitting an
exploration of the literature on optimization algorithms for the reasons stated previously,
it now remains to examine the means by which the geometry of the elastic body can be
parameterized so as to formulate a set of design variables. It proved both desirable, in
order to reduce the size of the design space and the complexity of the FEA calculations,
and possible, given that a planar linkage is being examined, to treat all elastic bodies as 2D
parts of constant thickness in this work. The following discussion will be made with this in
mind, but can be extended to three dimensions without difficulty.
Consider Figure 1.5a, which shows an I-beam cross-section. This is a 2D part of (large)
constant thickness, the geometry of which can be parameterized easily by specifying the
relevant dimensions. Now consider Figure 1.5b, which shows a general 2D body. Since the
boundary is represented by an arbitrary function which in general cannot be put in terms of
the usual arsenal of mathematical functions such as polynomials, lines, arcs, etc., it is not
clear how to represent the shape of the boundary with a finite set of numerical values, i.e.
design variables.
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Figure 1.5: Modeling explicit vs. arbitrary geometry
In addition to the need to represent the shape of the boundaries, the topology of the
part must also be parameterized in some way, unless a fixed topology is acceptable. The
difference between shape and topological change is illustrated in Figure 1.6. Since this
thesis deals with fairly simple parts the necessary topology can be manually selected, and
topology parameterization is not needed. The interested reader is referred to the survey of
topological methods by Papalambros and Shea [54].
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Figure 1.6: Shape change vs. topological change
Turning to shape parameterization, there are two possibile approaches: direct and indi-
rect geometry manipulation. In the direct approach, the design variables directly represent
the boundary shape in some way, for example as points on the boundary to be interpolated
between, or as control points for a spline representation. In the indirect approach, the de-
sign variables indirectly influence the boundary shape, for example constituting fictitious
loads which act to deform the boundary.
Dealing first with the indirect approach, a good example is to be found in Belegundu
and Rajan [55], who optimize a fictitious load on the part boundary to deform the part so as
to best support a fixed real load. This method is very similar to, and easily integrated with,
the previously mentioned unstructured mesh regeneration technique used by Chiandussi et.
al. [48]. A similar but more mathematically sophisticated method is given by Azegami et.
al. [56]. Again, as the cost of the solution of the fictitious problem is of roughly the same
magnitude as solution of the actual problem when the latter is also a linear elastic analysis,
this is not a suitable method to use in the rescue spreader case.
A more detailed look is warranted at the direct approach, as this is the approach selected
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for use in this thesis. This section is partly based on the excellent survey of the relevant
literature by Samareh [42], and is subcategorized as shown in Figure 1.7.
Figure 1.7: Direct geometry manipulation methods
The most obvious approach, known as the discrete approach, is to simply treat the
locations of the finite element mesh nodes on the part boundary as the design variables.
This approach suffers from two major drawbacks, however. The first is that unless the
mesh is extremely coarse, there will be a very large number of design variables, which
will result in very long run times for the optimization algorithm. The second is that the
optimization is blind to the need for the smooth part boundaries that are necessary for a
realistic design. It has been well known for decades that this type of naive approach will
produce jagged and unusable results. For example, Figure 1.8 is taken from Haftka and
Grandhi [57]. Figure 1.8a shows the initial state of a design for a square plate with a square
hole in the middle under outwards loading, with Figure 1.8b showing the result after an
attempted optimization. Figure 1.8c shows the results of an attempt to relax the constant
thickness requirement for a 2D part and allow the thickness of each element to vary, again
producing a nonsensical result.
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Figure 1.8: Typical poor results from an unconstrained discrete approach
There have been a number of attempts to improve the discrete approach. A couple of
recent examples are the work of Scherer and Steinmann [58], as well as that of Arnout et.
al. [59]. Scherer and Steinmann use a fictitious deformation energy constraint to limit the
amount of permissible deformation, which prevents the formation of a jagged boundary.
However, the problem of the large set of design variables leading to slow convergence
persists. Arnout et. al. apply what is essentially an exponentially weighted average of
the element stresses (the Kreisselmeier-Steinhauser function) in an attempt to eliminate the
high local stress sensitivity and achieve a similar result, again with some success. Generally
speaking, it seems unlikely that adopting the discrete method in the interests of simplicity
is a wise choice, as the trouble one must go to to impose an effective constraint will likely
be greater than that required to simply parameterize the geometry in a different way.
The basis vector approach can also directly operate on nodal coordinates, but instead
of individually varying each one a set of predetermined vectors of design variable values
are chosen, forming the basis of a vector space of substantially smaller dimension than that
formed by considering each design variable independently. In the approach used by Pickett
et. al. [60], R¯ is a full set of design variables, i.e. a completely specified shape, given by
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R¯ = r¯ +
∑
n
ν¯n U¯n (1.5)
where r¯ is the baseline shape, U¯n are the basis vectors of the reduced space, and ν¯n are
the quantities to be optimized specifying the point in the vector space, i.e. the particular
linear combination of predetermined sets of design variable values used. This method
strikes a good balance of compactness and flexibility, although it suffers from the need
to define the basis vectors carefully in order to maximize the possibility that the optimal
design lies in the subspace of the original design space that is spanned by the reduced basis.
In other words, if the predetermined sets of design variables are poorly chosen, it might be
the case that there is no way to combine them to yield the optimal solution, which will
remain undetected.
The analytical method is quite similar to the basis vector method, but uses linear combi-
nations of predetermined shape functions instead of predetermined design variable vectors.
The classic example of this approach is the 1976 paper by Kristensen and Madsen on the
optimal shape of fillets in a 2D plate [61]. The outline of the fillet is given by a univariate
function in polar coordinates r(θ), defined as
r(θ) = r0(θ) +
I∑
i=1
ti fi(θ), 0 ≤ θ ≤ θ0 (1.6)
where fi are the predetermined shape functions, r0 is the baseline shape function, and
ti are the set of I design variables. Similar curves are placed at radial intervals running
roughly parallel to the fillet edge, and the mesh nodes are placed at the intersections of the
set of curves thus formed and radial lines at angular intervals. The relevant illustration from
the paper is reproduced here as Figure 1.9.
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Figure 1.9: Geometry and mesh construction in Kristensen and Madsen [61]
This method shares the same basic strengths and weaknesses as the basis vector method.
In the case of a fillet in a plate it works well as the choice of shape functions is straightfor-
ward for such a simple geometry. For more complex geometries the limited, arbitrary basis
for the solution space will likely be a liability.
The domain element approach allows parameterization of the mesh using a reduced
set of nodal coordinates, with geometry parameterization occuring as a consequence of
changing the location of the mesh boundary. The mesh is divided into a set of macroele-
ments, each of which contains multiple mesh elements. When the macroelements are
deformed, their component elements deform as well, maintaining a constant parametric
location within the macroelement, as shown in Figure 1.10.
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Figure 1.10: Illustration of domain element approach [42]
This technique is very simple and efficient and behaves like discrete parameterization of
a coarse mesh, while achieving the resolution of a fine mesh. It may suffer from the jagged
boundary problems of a discrete method, albeit at reduced severity due to the reduced
spatial density of the mobile nodes, and large deformations of the macroelements will result
in poor aspect ratio of the component elements.
Bloor and Wilson [62] propose the imaginative approach of treating domain boundary
shapes as the solutions to elliptical partial differential equations, with the design variables
being parameters in the PDEs that alter the shape of the solution surfaces when varied.
This method can represent complex surfaces using only a few variables, but being tailored
toward representation of complex surface geometries in three dimensions is not well suited
to the task at hand.
The free-form deformation approach uses techniques originally developed for computer
graphics to apply global tranformations to a 3D body. Thus specifying a small number of
transformation types and parameters can generate a variety of global changes to a baseline
geometry. Examples can be found in Barr [63] and Sederberg and Parry [64]. The imple-
mentation of this method is complex, and the global 3D transformations it relies on are not
appropriate for the simpler 2D modeling with local shape refinement required in this thesis.
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CAD and FEA software packages have become fundamental to structural design, and
the ease of interface between, for example, SolidWorks and ANSYS has gone a long way
towards streamlining commercial workflows and putting powerful capabilities in the hands
of nonspecialists in structural analysis. It is only natural then that adding optimization
capability to this package is a goal that has received a significant amount of attention.
Chen and Tortorelli [65], for instance, optimize a 3D connecting rod using a CAD-based
approach. However, they restrict themselves to variation in the sizes of predefined features,
and this approach generally seems to be more attractive from a commercial convenience
standpoint than on its fundamental merits. In any event it is not usable in the case of this
thesis as the computer implementation is done entirely in Matlab, in order to eliminate
the computational overhead of generating a cross-program call for every FEA analysis
and to take advantage of the powerful general-purpose programming environment Matlab
provides.
Polynomial functions are natural choices for fitting to arbitrary data points given their
flexibility and capacity to fit any number of points if a sufficiently high order is selected.
This approach was tried early on in the development of numerical shape optimization, no-
tably by Bhavikatti and Ramakrishnan [66], who built off the work of Kristensen and Mad-
sen and optimized flat and round fillets using a polynomial representation. This approach
worked well for the simple shape of a fillet, which only required a low-order representation,
but more complex arbitrary geometry creates serious difficulties. High-order polynomials
tend to be numerically unstable, and evaluating the interpolating function becomes quite
expensive computationally. Furthermore, convergence of the optimization algorithm suf-
fers as local changes to a data point result in global adjustment of the function, so that
partial derivatives of the objective function value with respect to individual design vari-
ables become very difficult to establish.
In response to these difficulties, a number of spline approaches were proposed. The
use of B-splines, introduced by Braibant and Fleury in 1984 [67], is the method adopted in
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this thesis. The B-spline method will be explained in detail later on, but for now it suffices
to qualitatively describe some important properties. A spline of any order may be used,
with by far the most popular being cubic, which acheives a good balance of flexibility and
simplicity. The spline is defined by a set of control points, with only a subset of these
points (four in the cubic case) influencing the curve at any given interval of the spline. This
results in the local control property, wherein changes to a design variable (i.e. a control
point) have only local effects, in contrast to the troublesome global perturbation to a simple
polynomial. Additionally, as the spline is of low order, function evaluations are much
cheaper than in the polynomial case. A complex shape can be represented by a few control
points without significant loss of accuracy, as illustrated in Figure 1.11, taken from [42].
Finally, the spline always lies within the convex hull of the control points; in fact, a stronger
version of this property holds wherein a given curve segment lies within the convex hull of
the subset of control points that define it. This is very convenient for easily and efficiently
applying constraints, e.g. ensuring that the curve does not enter a certain region as the
control points are moved.
Figure 1.11: Airfoil represented directly and by a closed B-spline [42]
The only real drawback to the B-spline method is the inability to represent conic sec-
tions exactly. This is not an issue in some cases, as in this thesis where such shapes need
not be specified, but if this capability is desired a slightly more complex spline formulation
32
known as NURBS (non-uniform rational B-splines) is available. See Schramm et. al. [68]
for a case where a particular application (optimization of thin-walled beam cross-sections)
requires this capability.
1.2.4 Six-Bar Linkages in Engine Design
Turning now to the second case study, that of the six-bar linkage for piston profile control
in an IC engine, a brief discussion is given of previous related applications. The use of a six-
bar linkage to achieve a variable compression ratio (VCR) capability is a fairly well-studied
problem, although it is distinct from the optimization of a fixed piston profile. An SAE
paper published by Pouliot et. al. [69] describes the design and mechanical implementation
of such a linkage, with extensive experimental validation. At the other end of the spectrum
is a type synthesis study by Freudenstein and Maki [70] that exhaustively examines suitable
linkage topologies. More recent work by Ozcan and Yamin [71] and Yamin and Dado [72]
approaches the problem from a numerical combustion modeling standpoint, proving the
utility of VCR mechanisms in terms of performance and efficiency.
As none of this work is on the present problem per se, it is not directly relevant, but two
important points can be made. First, the use of complex linkages in IC engines is a practical
and well-studied proposition, so that a theoretically promising but complex linkage should
not be rejected out of hand based on worries about practicality. Second, the need for a
multi-domain synthesis of different areas of expertise is particularly evident in examining
this area of the literature. For example, Freudenstein and Maki’s topological study is very
impressive from a kinematic standpoint, but does not go beyond the area of type synthesis
into determining the actual dimensions that would optimize the combustion objectives,
which is, after all, the whole point. Conversely, the authors of [71] and [72] exhibit great
expertise in their detailed simulation of the thermodynamic behavior associated with the
mechanism, but are unable to relate this to the kinematic aspect. In fact, Yamin and Dado
are reduced to measuring the link dimensions from a figure generated by Freudenstein and
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Maki in a patent resulting from their type synthesis in order to have something to plug
into their simulation to generate the piston trajectories. As will be seen in Chapter 4, the
method described in this thesis is able to capture the entire scope of the problem in a unified
optimization.
While the adjustable VCR linkage has received much attention, the optimization of a
fixed piston trajectory has been attempted as well. In his Master’s thesis [73], T.A. Good
tackles exactly the problem discussed in Chapter 4 of this thesis, that of optimizing the
non-adjustable Stephenson-III linkage for maximum combustion efficiency. Furthermore,
this work represents a rare multi-domain mechanism optimization, in that it includes both
combustion simulation and kinematic analysis. However, the exact means by which Good
attempts to solve this challenging problem differs significantly from the strategy adopted
here. The basic procedure he uses is
1. Run a preliminary optimization using a combustion simulator as the objective func-
tion to determine the most efficient piston trajectory. The design variables are purely
mathematical parameters of the trajectory shape such as the height of the peaks, and
no thought is given to the mechanical implementation that will generate this curve.
2. Find a mathematical function that has these characteristics, namely by use of a fourth-
order finite trigonometric series representation.
3. Run a kinematic optimization using an overall-error minimization objective func-
tion (similar to the least-squares type family of synthesis techniques) to find linkage
dimensions that will generate the desired trajectory as closely as possible.
4. Once a solution is obtained, run a counterweighting optimization to balance the
mechanism (similar to the inner loop optimization in this thesis).
Traditional nonlinear programming or gradient-descent optimization techniques are
used throughout. It will also be noted that each optimization in this sequence is single-
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objective. By the author’s own admission, avoidance of local minima using nonlinear pro-
gramming is very challenging given the complexity of the problem, and, given the absence
of control over overall size and mass as well as the complete lack of transmission angle
control, the solutions obtained “may not make practical, or even possible, mechanisms”.
Additionally, while both combustion and mechanical objectives are considered, the me-
chanical objectives are only optimized for the single solution to the combustion optimiza-
tion. This in effect completely prioritizes the combustion objective over the mechanical
one. If for example there were a solution that were 1% worse with respect to efficiency and
1000% better with respect to balancing, this approach would never find it.
Since exactly the same problem is being solved, it is useful to contrast the method pre-
sented in this thesis with that described above. The global optimization capability of the
genetic algorithm used overcomes the difficulties presented to gradient descent techniques
by the nonlinearity of the objective function. Use of the problem formulation strategies
described in Chapter 2 guarantees constructable mechanisms with acceptable transmission
angles, without even the need to specify constraints. The Pareto-based, a posteriori multi-
objective basis of the optimization allows simultaneous consideration of all combustion
and mechanical objectives. Finally, the use of the linkage dimensions as the design vari-
ables means that the piston trajectory is parameterized directly by the linkage, avoiding
the awkward process of mathematically parameterizing the trajectory, approximating by a
trigonometric series, and conducting an error-minimization synthesis, each step of which
requires an arbitrary parameterization and introduces approximation error.
In Good’s defense, his work dates from 1995, at which point the approach taken in
this thesis would have been completely infeasible computationally on all but a powerful
supercomputer. Even after two decades of Moore’s Law increases in processing power, a
typical problem still takes several days to solve using the present approach. Additionally, a
significant portion of the theory and algorithm development in the field of multi-objective
genetic algorithms has taken place fairly recently; for example, the paper describing the
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NSGA-II algorithm used in this thesis was only published in 2002.
1.3 Overview
This thesis presents a generalized approach by which the multi-domain, multi-objective
optimization of a mechanism may be efficiently formulated, and applies this approach to
two case studies. Chapter 1 has introduced the growing importance of computational op-
timization techniques and the current dearth of research into integrated optimization of
mechanisms. A general approach to this task is presented in Chapter 2, wherein indirect
design variable formulation, design space reduction, and a nested structure are used when
formulating the optimization. Chapter 3 discusses the first case study, that of the rescue
spreader, the main feature of which is integration of finite element modeling into the inner
level optimization to achieve efficient structural design. Chapter 4 then covers the second
case study, that of the IC engine, which combines thermodynamic analysis of the combus-
tion process with mechanical analysis of the linkage. Concluding remarks are then given
in Chapter 5.
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Chapter 2:
General Method
This chapter lays out a generalized approach by which the multi-domain, multi-objective
optimization of a mechanism may be efficiently formulated. As there is an endless variety
to the types of design situations that may be encountered, it is impossible to reach a high
level of specificity without losing generality, and the application of the method to a specific
problem must be left up to the designer. However, there is still much to be gained by
the elucidation of the overall technique, which consists of three main strategies: indirect
design variable specification, dimensional reduction of the design space using preliminary
kinematic analysis, and the use of a nested optimization structure.
2.1 Optimization Theory
As the remainder of this thesis is concerned with the solution of optimization problems,
it makes sense to begin with a brief introduction to optimization theory, with an emphasis
on the multi-objective case.
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2.1.1 Conceptual Introduction
In any engineering task, there are many different ways to construct a device to accom-
plish the designer’s goals. A given design can be described (in simplified form) by specifi-
cation of a set of numerical values representing selected quantitative aspects of the design.
For example, there are many ways to make a rectangular table, but the design can be com-
pletely specified, within a certain level of abstraction, by listing the length, width, height,
and number of legs that the table will have. The quantities that specify the choice of design
will be referred to in this thesis as design variables, although they are also often referred
to as the parameters of an optimization. Similarly, the quality of a particular design choice
can be expressed quantitatively by defining one or more objectives. Returning to the table
example, the quality of a particular design might be evaluated by the weight that it can
support without collapsing. It is usually the case that the design variables can be directly
specified a priori, but the objective values can only be calculated in an a posteriori fashion.
That is, one can build a table given the length, width, height, and number of legs that the
table will have, but one cannot build a table given only the weight that it will be able to
support.
It is, however, possible to determine how much weight a particular table will be able
to support once one specifies the length, width, height, and number of legs. This process,
the evaluation of a particular fixed design, is known to engineers as analysis. The process
of analysis parallels the structure of the mathematical entity known as a function; inputs
are accepted, calculations made, and outputs returned. Analysis is a one-way function,
however; one can calculate the objectives given the design variables, but not vice versa.
Analysis can only evaluate a candidate design solution, and cannot by itself determine the
best design solution.
Optimization is the process of determining the set of design variable choices that will
produce the best objective value. Unless stated otherwise, in this thesis the convention
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of assuming that objective values are being minimized is followed, that is, “the best” is
taken to mean “the smallest”. It is in principle possible to find the optimum analytically
by finding zeroes of the derivative of the functions, but this is rarely possible in practice as
the functions that arise in real engineering problems are far too complex. Thus numerical
optimization algorithms must employed, in which successive guesses at the proper choice
of design variables are made and various strategies are employed to improve each guess
based on the result of evaluating the previous guess. In general, there are four components
to an optimization:
• The design variables, which specify what design choices are being made for a partic-
ular candidate design
• The objectives, which represent the quality of a particular candidate design
• The objective function, which incorporates the analysis process by which objective
values are computed given design variable values
• The optimization algorithm, which determines how to improve the next guess at the
best design variable values each time the objective function is used to evaluate a
given set of design variables
2.1.2 Pareto Optimality
In order to determine which design produces the best set of objective values, it must be
possible to compare two sets of objective values and determine which is better. Following
the minimization convention, this is done by following the rule that “for each objective,
a smaller value is better than a larger value”. For the single-objective case, this suffices
to distinguish between sets of objectives, simply because each set has only one member.
For example, if one is choosing a hotel based on cost, one can always make a selection
successfully by following the rule “cheaper hotels are better than more expensive hotels”.
This is illustrated in Figure 2.1.
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Figure 2.1: The single-objective case
The multi-objective case, however, is indeterminate without more information. If one is
choosing a hotel based on price and distance from the airport, there are two selection rules:
“cheaper hotels are better than more expensive hotels” and “hotels closer to the airport are
better than hotels farther from the airport”. Consider two possible comparison scenarios:
1. Hotel A costs $100/night and is 1 mile from the airport; Hotel B costs $150/night
and is 2 miles from the airport
2. Hotel A costs $100/night and is 1 mile from the airport; Hotel C costs $75/night and
is 2.5 miles from the airport
In scenario 1, the two selection rules can be simultaneously followed by choosing A
over B, and it is said that B is dominated by A since A is better with respect to all ob-
jectives. However, in scenario 2, no best choice can be made that satisfies both selection
rules; neither A nor C dominates the other. The objective values in the example are shown
in Figure 2.2, with the rectangular regions associated with each solution representing the
portion of the objective space in which there must exist at least one other solution in order
to dominate that solution.
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Figure 2.2: Hotel example
If one has a whole list of hotels to choose from, the best one can do using the two
selection rules is to narrow down the list to the set of hotels that are non-dominated; the
final selection must be made using some other criteria. Non-dominated solutions are also
referred to as Pareto-optimal, and the set of Pareto-optimal solutions is known as the Pareto
front.
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Figure 2.3: The multi-objective case; the unfilled circles are Pareto-optimal
2.1.3 The NSGA-II Algorithm
Computing the location of the Pareto front in practice, given a particular multi-objective
optimization problem, is a non-trivial task for which a number of different algorithms have
been proposed. One of the most popular, and the one selected for use in the work dis-
cussed in this thesis, is the Non-Dominated Sorting Genetic Algorithm (Second Version)
or NSGA-II.
Before explaining this algorithm, it is necessary to give some background on how a
generic single-objective genetic algorithm works. This approach to optimization is inspired
by the effectiveness of biological natural selection at solving the formidable problem of
optimizing an organism’s physical characteristics for survival in a complex environment.
In a genetic algorithm (GA), each candidate solution (i.e. set of design variable values) is
treated as an individual “organism”. The individual has a genotype and a phenotype; the
genotype represents the “genetic” information and is generally implemented as a binary
string, which can be uniquely converted into the individual’s “phenotype”, or actual design
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variable values. This process is analagous to the way that DNA contains instructions for
building an organism.
The GA considers a population of some number of individuals (around a hundred is a
typical number to have). The phenotypes are constructed from the genotypes from each
individual in the population, and the objective function is then used to evaluate the quality
of each phenotype. Each individual is then assigned a fitness value reflecting how well
its phenotype did at accomplishing the objective. Finally, a number of individuals are
selected for “breeding”, in which pairs of individuals are taken and a new “child” individual
is generated by combining genetic information from the two “parents”. The individuals
with higher fitness values have a better chance of being selected for breeding, so that the
new generation will hopefully be fitter than the current one. Additionally, “mutation” is
implemented in which some portion of the children have random changes introduced into
their genotypes, promoting diversification of the solution pool. This process is repeated
using the child population, and a number of successive generations are evaluated until a
prescribed limit is reached. The best individual from the last optimization then represents
the approximate solution to the optimization problem.
NSGA-II builds off this basic strategy in order to address the more complex task of
multi-objective optimization. Evaluation of a generation begins in the usual way with con-
struction of the phenotypes from the genotypes and evaluation of each individual with the
objective function. Since the problem has multiple objectives, each individual will have not
just a single objective value but a set of values, one for each objective in the problem. Much
of the merit of the NSGA-II algorithm lies in its approach to selecting the next generation
for the multi-objective case.
First, every individual is selected for breeding, and a child population of the same size
as the parent population is produced. The two are then concatenated to form a double
population. The double population is then sorted using the idea of the non-domination
front, which is a simple extension of the idea of the Pareto front. The first non-domination
43
front F1 is the Pareto front, the second non-domination front F2 is the Pareto front of the
set of solutions with F1 removed, etc. Figure 2.4 shows an example of a small population
in a two-objective problem where each dot represents the objective values of an individual.
The example population has three non-domination fronts.
Figure 2.4: Non-domination fronts
Once the non-domination sort is complete, the double population is reduced to a single
population using the following procedure. The non-domination fronts are added to the
single population in order of quality (i.e. starting at F1) until the population is “full”, that
is, until the sum of the number of individuals in the fronts added so far is equal to the
required number of individuals in the population. Figure 2.5 shows a schematic of this
process.
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Figure 2.5: Selection of next generation
A complication is that since in general each front has a different (and unpredictable)
number of members it is very unlikely that for any n, taking F1 through Fn will give
exactly the required number of individuals, so a “tiebreaker” must be used to add only
part of the last front Fn. This is done through the use of a secondary criterion known as
“crowding”, in which solutions that are further away from their fellows in either the design
or objective space are preferred to solutions that are close to another solution, in order to
maintain diversity in the gene pool.
A brief qualitative overview of the process has been given here; for more information
the reader should consult the original paper that this algorithm was presented in [12], which
is remarkable not only for the utility of the algorithm it presents but for the clarity of
its explanation. The NSGA-II algorithm can be applied to problems from any scientific
discipline, and its application to the optimization of mechanisms is of little theoretical
import in and of itself. The next section looks at the structure of a strictly mechanism-
based optimization problem, in order to investigate more specific techniques.
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2.2 Categorization of Design Variables and Objectives
In considering the optimization of mechanisms, it is necessary to define a distinction
between kinematic and non-kinematic design variables and objectives. Kinematic design
variables are defined to be those whose values will have an impact on the kinematics of the
mechanism, whereas non-kinematic design variables are only relevant to other aspects of
the multi-domain problem and do not affect the kinematics. Similarly, a kinematic objec-
tive is one whose value can be found during an objective function evaluation by reference
solely to the mechanism kinematics, i.e. is completely determined by specification of the
kinematic design variables only, whereas computing a non-kinematic objective requires
specification of at least one non-kinematic design variable (and may or may not involve
the kinematic design variables). The non-kinematic aspect of the problem can involve
structural mechanics, heat transfer, electromagnetics, fluid dynamics, or virtually any other
subset of engineering science.
Two simple examples, involving kinematic-structural and kinematic-fluid-mechanical
problems respectively, are now given to illustrate the distinction. Imagine in case 1 that
a four-bar linkage is being designed to move the coupler link along some path at high
velocity, and that it is also important to minimize the coupler mass, so a dynamic finite
element procedure is used to determine the stresses from inertial loading and help design a
structurally efficient coupler geometry. In this case the kinematic design variables are the
link lengths of the linkage, and the non-kinematic design variables are those that determine
the shape of the coupler structure, since as long as the joints are in the same place this has no
effect on the motion of the mechanism. The kinematic objectives might be a least squares
fit to the desired coupler curve and maximization of velocity over a certain portion of the
motion, while the non-kinematic objective is minimization of the coupler mass (without
structural failure). A simple representation of the mechanism is shown in Figure 2.6, with
non-kinematic design variables circled.
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Figure 2.6: Case 1
In case 2, a simple crank-slider mechanism is used as a hydraulic pump, and it is desired
to minimize the footprint of the mechanism for packaging reasons while simultaneously
maximizing the efficiency of the pumping action. The kinematic design variables are the
crank and connecting rod lengths, while the non-kinematic design variables could be the
bore to stroke ratio of the piston and the clearance of the seal between the piston and the
cylinder wall. If joint size is neglected, the mechanism footprint is determined by the link
lengths and is a kinematic objective, whereas the pumping efficiency is a non-kinematic
objective. A simple representation of the mechanism is shown in Figure 2.7, with non-
kinematic design variables circled.
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Figure 2.7: Case 2
2.3 Naive Approach
In order to demonstrate the value of using the three strategies for formulating the opti-
mization, it is helpful to begin by looking at what a naive formulation of the optimization
would entail and pointing out the problems created. The obvious means of proceeding
would be to define one’s design variables, with the kinematic ones most likely being the
link lengths and maybe an angle or two, and simply plug in the problem to one’s preferred
multi-objective optimization algorithm, making no algorithmic distinction between kine-
matic and non-kinematic design variables and objectives. While in some cases this may
be enough to solve the problem, there are a number of serious potential drawbacks to the
naive approach.
2.3.1 Unworkable Mechanisms
It is well known that for most mechanisms it is possible to specify dimensions that are
physically impossible to construct. For example, if in a four-bar linkage one of the links
is longer than the sum of the other three the linkage is invalid. Mathematically, this will
manifest itself during computation of the objective function as a physically meaningless
quantity such a complex-valued angle. A less drastic version of this problem can occur
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when a linkage can be constructed but fails to meet certain criteria for proper operation, the
two most notable examples of which are the Grashof criterion and minimum transmission
angle constraints. Certainly in the case of complete failure, and potentially in the case of
Grashof or transmission angle failure depending on the specifics of the optimization, the
objective function cannot compute any meaningful values and the only recourse is to abort
the objective function evaluation and return “no solution” instead of a set of objective val-
ues to the optimization algorithm. For carelessly written code, this can result in a terminal
error, or worse in a non-terminal error that gives false results. Even for code with proper
inclusion of exception handling, this creates two problems, the first being simply that what-
ever computation time was needed to get to the point that caused the error has now been
wasted. The second problem comes from the impact on the progress of the optimization
of a failed objective function call. If the optimization algorithm is carelessly constructed,
this may derail it entirely, although usually it is possible to make most algorithms robust
enough to handle this type of return fairly easily. However, even in the best case where
both the objective function and optimization algorithm are properly prepared, the objective
function call has still failed to yield any useful information. Even a bad solution is valuable
for steering the optimization in a different direction, but no solution contributes nothing. If
the proportion of calls that fail in this way is high enough, it may be difficult or impossible
for the optimization to converge correctly. Blindly trying different combinations of link
lengths over a large range is very likely to lead to this difficulty.
The use of constraints between the design variables to define a feasible region is one
way to address this issue. While this is preferable to blind combination, it is still unsat-
isfactory for two reasons. First, depending on the complexity of the mechanism and the
choice of design variables it may prove difficult or impossible to formulate constraints that
exclude all unworkable candidate mechanisms while still including all valid candidates.
Second, even if this is done successfully, some objective function calls will still land out-
side the feasible region. The consequences will be alleviated by the use of constraints, but
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it is still the case that an optimization that has trouble staying inside the feasible region will
likely have more difficulty converging quickly than one that does not. The use of indirect
design variable specification to address this issue will be discussed shortly.
2.3.2 Choosing Design Space Bounds
In general, it is desirable to set bounds on the allowable value of each design variable
that are as restrictive as possible in order to minimize the required scope of an optimiza-
tion. However, in practice this is often difficult to do without running the risk of accidently
excluding the unknown locations of optimal designs. The quality of an optimization for-
mulation can be greatly improved if the design variables are chosen such that they have
natural bounds, where they cannot meaningfully take on values outside of a certain finite
(and hopefully small) range. This simultaneously guarantees inclusion of all solutions in
the design space and limitation of the size of that space. If natural bounds cannot be found,
it is up to the designer to choose either one or both of the upper and lower bounds on the
basis of incomplete information or often pure intuition, which to avoid the danger of ex-
clusion of optima must generally be done very conservatively, resulting in an overly large
design space.
To look at a specific instance, link lengths are a common choice of kinematic design
variable, and have the advantage of having a natural lower bound of zero as lengths cannot
be negative. However, there is generally no way to find a natural upper bound, and the
designer’s intuition of at what point the length becomes unreasonable is the only substitute.
The aforementioned need for conservative choice of bounds in poorly understood situa-
tions, combined with the gradual transition from reasonable to unreasonable length, can
result in large design spaces for link length design variables.
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2.3.3 Computational Inefficiency and Instability
Other types of difficulties can arise from the failure to distinguish between kinematic
and non-kinematic quantities. Consider the case where two sets of design variables are
evaluated where all the kinematic design variables are the same and differences are only
present in the non-kinematic design variables. Whatever kinematic calculations are per-
formed by the objective function will be duplicated exactly since non-kinematic design
variables by definition have no effect on the kinematics of the mechanism. For many prob-
lems, the kinematic analysis performed by the objective function will consist of evaluation
of link positions, and possibly velocities and/or accelerations as well, at a number of dis-
crete positions in order to approximate the continuous values of these quantities over the
motion of the mechanism. When one considers that the evaluation at each position usually
requires use of several computationally expensive trigonometric and inverse trigonometric
functions, and that a large number of positions may be needed to achieve acceptable accu-
racy of approximation, it is evident that a large amount of computation time is being wasted
by repeating these calculations. Storing the results of the first instance of each kinematic
computation for later lookup may be a solution, but is likely to be very memory-intensive
if there are a large number of different candidate linkages (which is usually the case), and
if a large number of positions are evaluated, resulting in significant memory demands for
each linkage. There will also of course still be some processing time penalty associated
with indexing and read/write operations on large amounts of data.
A related but more subtle problem is potential instability in the relationship of the non-
kinematic objectives to different combinations of kinematic and non-kinematic variable
sets. To take a simple example, in case 2 (see Figure 2.7) there are contributions to pump
inefficiency both from leakage flow past the piston seal doing lost pressure-volume work,
and from sliding friction in the seal itself. Clearly changing the seal clearance will improve
one of these at the other’s expense, and for each particular mechanism an optimum seal
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clearance can be expected that minimizes the combined losses. However, one would ex-
pect this to be dependent on the velocity of the piston, as higher velocity would increase
the relative importance of sliding friction. Since velocity is of course dependent on the
kinematics of the linkage, it can be seen that even in this simple problem there is an in-
herent cross-coupling between the current value of the kinematic design variables and the
optimal value of the non-kinematic design variables for each candidate mechanism. That
is, a favorable seal clearance value for one candidate linkage could be very unfavorable
for another with significant kinematic differences, so that the optimization algorithm be-
comes “confused” about what seal clearance value it should converge on as the current best
case fluctuates unpredictably as new candidate linkages are generated. It may be difficult
for the algorithm to converge quickly and accurately in complex instances of this type of
interdependence.
2.3.4 Unavailablity of Discipline-Specific Optimization Techniques
In many cases the designer will have access to techniques for dealing with part of the
problem in a much more efficient way than a general-purpose multi-objective optimization.
This could be a specific technique available in the literature, a commercial or difficult to
adapt software, or just the knowledge of a different optimization algorithm that would be
effective for a subset of the design variables pertaining to a particular discipline but that
cannot be applied to the full set. Examples might include a traditional analytical synthesis
method on the kinematics side that fails to take into account non-kinematic objectives, or
perhaps a structural optimization technique that cannot be applied due to the type of cross-
coupling discussed in the previous paragraph. Blanket application of a general-purpose
optimization to the entire problem eliminates the option of applying these sorts of specific
techniques, whereas as will be seen partitioning the optimization into multiple nested levels
allows their application in many cases.
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2.4 Reformulated Approach
Having discussed the difficulties that can result from the naive approach to the optimiza-
tion problem, three methods of reformulating the problem in order to overcome them are
now suggested.
2.4.1 Indirect Design Variable Formulation
Section 2.3.1 discussed the problems that can arise from choosing design variables that
result in impossible or unacceptable linkages, and the limited effectiveness of constraint
application as a remedy. Additionally, in section 2.3.2, the desirability of choosing design
variables with natural bounds, as well as the difficulty of doing this for link lengths, was
pointed out. In certain cases these two problems can be solved at a single stroke by the
use of an adaptive interpolation to define one or more design variables, which kinematic
design variables are particularly well-suited for. Consider for example the choice of design
variables for a four-bar that must be a Grashof crank-rocker. In the naive approach, the
four link lengths and the ground link angle are blindly co-specified, and a check is then
performed that an acceptable linkage can be constructed. This approach is illustrated in
Figure 2.8.
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Figure 2.8: Naive design variable selection outcomes for Grashof crank-rocker
A better approach is as follows. First, normalize the linkage by r2, that is, set r2 to
length 1 and specify that all additional lengths will be given in ratio to r2 rather than as
absolute quantities. Next, specify normalized values for r3 and r4 greater than 1. At this
point upper and lower bounds on r1 can be determined by a simple application of the law
of cosines. Since it is important to consider the transmission angles in the mechanism in
order to achieve acceptable quality of motion [74], a minimum acceptable transmission
angle θmin is defined.
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r1,min =
√
r23 + r
2
4 − 2r3r4 cos(θmin) + r2
r1,max =
√
r23 + r
2
4 − 2r3r4 cos(pi − θmin)− r2
(2.1)
This calculation is also illustrated in Figure 2.9. Note that this determination is only valid
for this particular candidate linkage.
Figure 2.9: Determination of candidate-specific bounds on r1
Instead of an explicit value of r1, which may or may not have fallen inside this range
of validity, the objective function was supplied with an index of interpolation t1 ∈ [0, 1] for
the link 1 design variable. Now that the bounds on r1 have been determined, r1 is recovered
from t1 by a simple linear interpolation:
r1 = (1− t1) r1,min + (t1) r1,max (2.2)
When using this technique, it is important to be aware of the fact that for θmin > 0 there
exist r3 and r4 values that will result in r1,min > r1,max, meaning that the interpolation will
produce non-Grashof linkages. Figure 2.10 shows the contours at which r1,min = r1,max
for different values of θmin, meaning that points below these contours will produce non-
Grashof linkages and must be avoided. This can be done simply by having the lower bounds
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on r3 and r4 be greater than r2.
Figure 2.10: Guaranteed-Grashof contours for θmin = {0, 15◦, 30◦, 45◦, 60◦}
Finally, the linkage must be unnormalized in order to obtain real lengths rather than
ratios to r2. There are two possible ways to do this. The preferred method is to compare
the linkage to some fixed length scale. If for example the chord of the arc traversed by the
~R3− ~R4 joint is required to be a specific length by the problem description, there is only one
scaling of the normalized linkage that will match correctly, and there is no need to introduce
another design variable. If no length scale comparison is available, a final design variable
must be introduced that scales the linkage by some factor. Note that a design variable was
eliminated by normalization in the first place, so in the first case the net effect is a reduction
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by one of the dimension of the optimization and in the second case the normalization and
final scaling offset each other in this respect.
What has been gained by this more complicated procedure? If a length scale com-
parison was available, the dimensionality of the optimization was reduced by one, which
usually results in a substantial decrease in the difficulty of the optimization. Even if this
was not the case, the reformulation of the design variables has resulted in the feasible re-
gion becoming the entire design space; that is, any possible combination of design variable
values in the specified ranges will result in a valid linkage, without even the need to apply
constraints. There is no longer any need to even check for the failure modes of Figure 2.8.
Furthermore, the use of r1, which had only a lower bound, was replaced with the use of t1,
which has both an upper and lower bound, achieving the goal of a naturally closed interval
for this variable.
The substitution of t1 for r1 is known as as an adaptive interpolation, and as was demon-
strated, can be used to guarantee that the value of the design variable is always valid, even
if no constraint can be found for the general case, by computation of candidate-specific
bounds during every objective function call and interpolation between them. In addition to
guaranteeing the validity of the design variable value, no constraints need be added to the
optimization, and the index of interpolation is naturally bounded on the interval [0, 1]. This
technique can be applied in a variety of situations but requires the designer’s judgment to
determine when it is appropriate. The Grashof crank-rocker case is used in the IC engine
case study, and a different application of adaptive interpolation is used on angular design
variables in the rescue spreader case study.
2.4.2 Reduction of Design Space by Kinematic Analysis
As was discussed in the literature review, powerful direct synthesis techniques exist for
path, motion, and function generation problems to match a desired kinematic behavior. If
the mechanism is subject to prescriptions of its motion (in constrast to optimizing some
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aspect of the motion) that fit into one of these categories, it may be possible to reduce the
dimension of the optimization by one or more by applying the kinematic synthesis tech-
nique and choosing the design variables accordingly before beginning the optimization per
se. For example, suppose one is conducting a multi-domain optimization of a four-bar
mechanism where the coupler point is required to pass through four precision positions. In
this case the optimization design space reduces from the full six dimensions needed to de-
scribe an unconstrained four-bar to the two dimensions corresponding to a choice of points
on the Burmester curves for each dyad, which are generated by solving the corresponding
synthesis problem [75]. In traditional applications of Burmester theory, having one or more
infinities of solutions is almost an inconvenience rather than an asset, and the choice be-
tween multiple solutions that satisfy the synthesis requirements is generally made by vague
intuitive methods such as convenient location of ground pivots. When used as the design
space for an optimization involving non-kinematic criteria this flexibility becomes much
more useful.
While it rare to have an optimization that is subject to four prescribed positions, similar
if less drastic dimensional reductions apply to more likely cases involving fewer prescribed
positions for path, motion, and function generation problems. The design variables will
have to be properly chosen so as to parameterize the reduced space, which may not be
as straightforward as simply taking physical linkage dimensions as the design variables,
but the reduction in dimension should be well worth the added trouble. For example, the
rescue spreader optimization achieves an important dimensional reduction by restricting
the design space to solutions to a two-position motion generation problem.
2.4.3 Nested Optimization Structure
In the naive approach, once the design variables and objectives were chosen the en-
tire problem was plugged into a general-purpose multi-objective optimization algorithm.
Such general-purpose algorithms are often quite powerful and their generality makes them
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convenient to use in an “off-the-shelf” sense, and for many relatively simple optimization
problems this may be all that is required. However, many multi-diciplinary optimization
problems can be very computationally expensive, and the designer may be in need of a
more efficient method. On general principles one would expect that more powerful tech-
niques become possible as the problem becomes more specific, since they can be tailored
to take advantage of specific knowledge of the nature of the problem.
According to this reasoning, it would be wise to take advantage of the guarantee of a
kinematic aspect existing, which allows formulation of a more specific method than in the
completely general case. This can be accomplished by the partitioning of the optimization
into two nested levels. The primary or outer level is purely kinematic; the outer objective
function takes only the kinematic design variables as inputs, and thus only the kinematic
objectives can be immediately computed. The non-kinematic aspect of the problem comes
into play through the use of a secondary or inner optimization. Evaluation of each primary
objective function call entails solution of the secondary optimization for that specific candi-
date mechanism. The details of how the solution to the secondary optimization affects the
primary optimization depend on whether the secondary is a single or multi-objective prob-
lem; that is, whether there is one or more than one non-kinematic objectives. It is easiest to
use the simpler case of a single-objective inner optimization for purposes of explanation.
To make use of a concrete example, consider again the simple case 2 optimization, shown
again for ease of reference in Figure 2.11. The design variables and objectives are given in
Table 2.1.
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Figure 2.11: Case 2 example problem
Table 2.1: Design variables and objectives for case 2 example problem
Design Variables Objectives
Kinematic rcrank, rconrod Minimize footprint
Non-kinematic Bore-to-stroke ratio, seal clearance Maximize pumping efficiency
A qualitative description of the nested optimization procedure for this problem is as
follows. The outer optimization algorithm generates a call to the outer objective function,
passing in the appropriate kinematic design variable values, i.e. the lengths of the crank
and connecting rod for the current candidate design. The outer objective function imme-
diately computes the kinematics of the mechanism, which will be the same regardless of
what values of bore-to-stroke ratio and seal clearance are chosen, and without further ado
determines the value of the kinematic objective, i.e. the footprint area. Now the inner opti-
mization is solved. A number of calls are made to the inner objective function, specifying
a different value for the bore-to-stroke ratio and seal clearance each time. Eventually the
inner optimization algorithm is able to converge on an answer, and determine what values
of these non-kinematic design variables correspond to the highest efficiency for this partic-
ular candidate mechanism, as well as what that efficiency is. The outer objective function
now has access to the value of all kinematic and non-kinematic objectives, and returns.
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The outer level optimization considers this information and either generates another ob-
jective function call with improved design variable values or terminates if the optimality
or maximum search time conditions are satisfied. This procedure is also shown in Figure
2.12.
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Figure 2.12: Case 2 nested optimization
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An important aspect of the nested structure is that it effectively makes the non-kinematic
objectives a function of only the kinematic design variables at the outer level. In this ex-
ample, for each candidate mechanism (that is, choice of crank and connecting rod lengths),
the inner optimization finds the best value that the non-kinematic objective can assume, by
determing what choice of bore-to-stroke ration and seal clearance is best for the current
candidate mechanism. In other words, when the outer level optimization algorithm asks
the outer objective function “what if we try these crank and connecting rod lengths?”, the
objective function answers “then the footprint will be this, and the efficiency will be this
assuming the best design is chosen subject to those parameters”. This means that the design
space now effectively consists of only the kinematic design variables.
Of course, the dimension of the problem has not really been reduced, only partitioned,
so one might wonder whether this approach is indeed an improvement. If there are N kine-
matic design variables and M non-kinematic ones, the question then is whether it is better to
solve an M-dimensional optimization at every objective function call of an N-dimensional
optimization, or an N+M dimensional optimization once? One might be tempted to say
the latter seems more efficient. Consider, however, that there are a number of qualitative
factors in favor of the nested approach.
Perhaps the most readily apparent advantage is that the inefficient recomputation of the
same kinematics during different objective function calls discussed in Section 2.3.3 is no
longer an issue. Kinematic computations are done only once at the beginning of each outer
level objective function call, and the entire inner optimization process uses the data from
this one-time computation. The other problem discussed in that section was that attempt-
ing to optimize the entire multi-domain system at once could easily lead to instability and
convergence difficulties due to complex interdependence of the objectives on different kine-
matic and non-kinematic design variable combinations. The simple example of this effect
present in the hydraulic pump problem is that the optimal seal clearance to balance flow
leakage and sliding friction losses is dependent on the piston velocity and hence mechanism
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kinematics. The nested approach provides a divide-and-conquer capability with respect to
the multi-domain nature of the problem that eliminates this issue. For any given inner op-
timization, the kinematic design variables have a single fixed value, so all that is left is
a straightforward single-disciplinary optimization. At the outer level, only the kinematic
design variables are present, each combination of which is assigned a single fixed value of
the non-kinematic objectives by solution of the inner optimization.
Another advantage of the nested approach is its increased modularity and adaptability.
Since the partition of the design variables between the inner and outer levels is done on a
kinematic vs. non-kinematic basis, the difficulty of applying preferred discipline-specific
optimization techniques to the full multi-domain problem, as discussed in Section 2.3.4,
is largely overcome. In particular, if the non-kinematic portion of the problem is particu-
larly involved, it may be of great help to apply a known optimization technique from the
relevant literature. All the inner optimization has to do to interface with the rest of the
procedure is accept any relevant data from the kinematic analysis done at the beginning
of the outer objective function call and return the optimal non-kinematic objective values.
This makes the procedure as a whole quite modular, as almost any optimization technique
can be plugged in as the inner level with a minimum of modification. Even if a known
technique does not exist for the particular problem, it may still be advantageous to use
a different general-purpose algorithm at the inner and outer levels. For example, in the
rescue spreader problem, the NSGA-II algorithm is used at the outer level, but the inner
optimization is solved by Matlab’s fmincon gradient-descent approach.
2.4.4 Nested Generalization of the NSGA-II Algorithm
One complication that can arise from the use of the nested approach occurs when there
are multiple objectives at each level. The NSGA-II algorithm explained above requires
each objective function evaluation of a candidate solution (or an individual using genetic
terminology) to be single-valued with respect to each objective. That is, each individual
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must correspond to a point in the objective space (Figure 2.13), in order to determine the
Pareto front and other non-domination fronts and execute the algorithm as described earlier
in this chapter.
Figure 2.13: Standard case: individuals are single-valued with respect to each objective
However, if NSGA-II is used at the inner level, each individual at the outer level will
correspond not to a point but to an entire Pareto set returned by the inner level optimiza-
tion, as shown in Figure 2.14. Here the different shapes each correspond to a different
candidate at the outer level. For example, if a kinematic-structural optimization were be-
ing conducted, the squares would represent a single set of linkage dimensions, with each
square being a different structural implementation.
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Figure 2.14: Nested case: individuals are not single-valued with respect to each objective
This situation complicates the task of deciding which outer-level individuals to select
for the next generation. The whole point of proceeding on a Pareto-oriented basis in a
multi-objective optimization is to avoid ruling out solutions based on arbitrary or imperfect
weighting of the relative importance of the various objectives. On the other hand, one must
choose something to discard in order to proceed to the next generation.
Examination of the literature did not yield any guidance on the conduct of a nested
multi-objective optimization, so a generalization of the NSGA-II algorithm to deal with
this situation was developed. The sub-solutions are sorted into non-domination fronts as
usual, as shown in Figure 2.15.
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Figure 2.15: Non-domination sort in nested case
Once this is accomplished, all outer level candidates (or “shapes” in this example) with
at least one representative in F1 are selected for retention in the next generation. This is
then repeated for F2, F3, etc. until enough outer level candidates have been selected to
complete the generation.
The need for a good tiebreaker is much greater than in the standard algorithm; since it
is harder for solutions to dominate each other than in the single-valued case, one expects
to have to resolve larger sets of tied solution in the last non-domination front to (partially)
make it into the next generation. In the example shown in Figure 2.15, the double popu-
lation has four members, so only two can be kept for the next generation. Looking first
at F1, squares, triangles, and stars are all represented. Since the required number of can-
didates is already more than met just from F1, F2 and F3 are not examined, and thus the
circle solution is rejected. There is now a tiebreaker requirement; only two of the three in
F1 can be selected. This is done by preferring solutions with representatives in the current
non-domination front with better uninterrupted coverage of the objective space in order to
maintain diversity. Thus the star solution is rejected by the tiebreaker, as it only covers the
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ends of the space and has a big gap in the middle.
This strategy allows the use of the standard NSGA-II algorithm (or any other Pareto-
based algorithm) at the inner level, while capturing the essence of its behavior at the outer
level as well.
Implementation Details
As this nested generalization was developed by the author, a more precise description
of the novel aspects is needed. Due to the complexity of the required data management,
an object-oriented approach was used. Each outer-level objective function call on an indi-
vidual returned a “super-solution” class object as defined by the kinematic design variable
set. Each super-solution object contained a number of “sub-solution” objects correspond-
ing to different non-kinematic design variable sets. In terms of the symbols of Figure 2.14,
each shape type is a super-solution and each instance of that shape is a sub-solution. Each
sub-solution contained the following information:
• Kinematic design variable values (same for all sub-solutions in a given super-solution)
• Non-kinematic design variable values (different for each sub-solution)
• “Parent Number” keeping track of which super-solution it belonged to
• Objective values for both kinematic and non-kinematic objectives
Using this object-oriented framework, the nested NSGA-II executed as follows during each
generation:
1. A primary objective function call was generated for each individual at the outer level.
2. During each of these calls, a super-solution object was created and assigned the ap-
propriate kinematic design variable values.
3. The kinematic objectives were evaluated and recorded.
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4. The inner level optimization was executed for each individual using the standard
NSGA-II, resulting in a Pareto-optimal set.
5. Each member of this set generated a sub-solution object, which was assigned the ap-
propriate non-kinematic design variable and objective values, the appropriate parent
number, and attached to its parent super-solution object.
6. Once all the primary objective function calls were complete, all sub-solutions from
all super-solutions were concatenated into a large sub-solution population.
7. The usual non-domination sort was performed on this sub-solution population (as
illustrated in Figure 2.15). After each non-domination front was identified, the parent
numbers of the member sub-solutions were queried and a list of the super-solutions
represented in the front was assembled. This continued for successive fronts until
the required number of super-solutions (i.e. half of them) was obtained, usually
necessitating a tiebreaker when the last front had too many members.
8. The super-solutions that won the tiebreaker, as well as those from superior non-
domination classes, then constituted the next generation.
The tiebreaker procedure was as follows.
NOBJ = number of objectives in the problem
find maximum and minimum value of each objective in the last non-domination class
for each super-solution i in the last non-domination class:
NSUB = number of sub-solutions associated with this super-solution
solnMat = NSUB x NOBJ matrix of sub-solution objective values
maxGapSum = 0
for each objective j
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ordObj = column j of solnMat sorted in ascending order
add min and max value of objective j to ends of ordObj
differences = vector of differences between consecutive elements of or-
dObj
maxGap = max(differences)/max value of objective j
maxGapSum = maxGapSum + maxGap
end for
record maxGapSum for this super-solution
end for
the super-solutions with the smallest values of maxGapSum win the tiebreaker
This procedure is illustrated graphically in Figure 2.16. The tied non-domination front
from Figure 2.15 is shown, along with its projections onto the Obj 1 and Obj 2 axes. The
Obj 1 and Obj 2maxGap values for (in ascending order of size) squares, triangles, and stars
are shown. It can be seen that stars have the biggest maxGap value for both objectives, and
therefore the biggest value of maxGapSum. Thus squares and triangles win the tiebreaker
and stars are rejected, since there are only two spots available in the next generation. The
idea was to prefer solutions that had the most comprehensive coverage of the objective
space to discourage clustering and maintain diversity.
70
Figure 2.16: Tie-breaker strategy in nested version of NSGA-II
2.5 Summary
In this chapter, a number of potential pitfalls associated with an unsophisticated approach
to a multi-domain optimization of a system involving a mechanism were discussed, and a
three-part strategy for a better approach was proposed. The naive approach is susceptible
to failed objective function calls from invalid mechanisms, unbounded design variables,
computational inefficiency and poor convergence, and lack of opportunity to apply existing
optimization techniques for parts of the system. These problems were addressed by indirect
design variable formulation using normalization and adaptive interpolation, reduction of
design space by preliminary kinematic analysis, and the use of a nested optimization struc-
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ture. The nested structure required a generalization of the NSGA-II algorithm to handle the
case where both levels are multi-objective. With the nature, advantages, and motivation for
the general approach understood, each of the next two chapters details a case study where
this approach is applied to a specific problem.
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Chapter 3:
First Case Study: Hydraulic Rescue
Spreader
The first case study involves the optimization of a hydraulic rescue spreader. Hydraulic
rescue spreaders, also known by the brand name “jaws of life”, are hydraulically actuated
mechanisms used in emergency situations to remove victims trapped inside wreckage, often
as a result of automobile accidents. The most common design comprises a Watt-II six-bar
linkage that converts the motion of a hydraulic actuator to the spreading action of a pair of
jaws. A schematic of a typical rescue spreader is shown in Figure 3.1.
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Figure 3.1: A typical rescue spreader and motion schematic [2]
Generally the jaws must exert a large amount of force to deform various metal struc-
tures, resulting in large loads throughout the linkage. As the rescue spreader is an emer-
gency tool that must be used with relative speed and ease by a single operator, care must
be taken to design the mechanism efficiently to minimize weight, which as can be seen in
Table 3.1 and Figure 3.2 can be up to 60 lbs depending on the required spreading force and
spreading distance.
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Table 3.1: Spreading force, spreading distance, and mechanism mass data for selected
commercially available rescue spreaders [76] [77] [78] [79]
Model Force (lbf) Distance (in) Weight (lbm)
Hurst
SP-300 7419 24 37.7
SP-310 8767 28 44.3
SP-510 12274 31.5 55.1
SP-512 17310 24 58.2
ML-28 8317 28.3 49
KL-32 6969 32.4 50.5
Holmatro
4240 8476 27.375 44.5
4242 8800 27.25 42
4260 13085 32.75 58
Genesis
S 35 7785 24 35
S 49 XL 11250 28 45
S 55 XL 9743 32.3 45.6
S 60 XL 14175 31.9 54.9
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Figure 3.2: The data of Table 3.1 in graphical form
3.1 Design Considerations and Objectives
In addition to the need to minimize weight, there are a number of important mechanism
design considerations. Note that the inner pivots on the jaws can only translate in a direc-
tion parallel to the symmetry line of the mechanism, meaning that the spreading distance
acheived by the tips is solely due to rotation of the jaws. Clearly a jaw that is long and has
high rotation between the open and closed positions will have a greater spreading distance
than one that is short and has low rotation. However, having long jaws, in addition to creat-
ing a greater bending moment due to the load at the tips, can produce mechanisms that are a
meter long or more and are too difficult to handle. Large amounts of jaw rotation mean the
faces of the jaw tips become too far from perpendicular to the direction of spread, risking
loss of grip on the target material. Thus a delicate balance exists between jaw rotation, jaw
length, and available spreading distance. Finally, many existing designs suffer from poor
spreading force in the closed position, due to high variation in mechanical advantage from
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sub-optimal kinematic design. An ideal spreader would have perfectly uniform spreading
force at all points in its motion.
It can be seen, then, that the design of such a device is not a trivial task. It is in fact a
perfect candidate for a multi-domain optimization, using both kinematics and structural
mechanics. To begin the formulation of the optimization, the following objectives are
defined:
Kinematic Objectives
• Minimize mechanism length
• Minimize jaw rotation
• Minimize variation in spreading force
Non-kinematic Objectives
• Minimize mechanism mass
Additionally, the mechanism is required to achieve a spreading distance of 24 inches,
and to have a spreading force in the closed position of 10,000 lbf, both of which are based
on the performance of existing spreaders. Finally, transmission angles are required to be
greater than 30 degrees to ensure correct function of the mechanism.
While there are potentially many different linkage topologies that might be suitable
given these criteria, it was decided to restrict the optimization to the usual Watt-II six-bar
design. A detailed topological analysis of possible rescue spreader configurations is pre-
sented in earlier work by the author [53], which shows that for a symmetrical mechanism
the six-bar is the simplest possible solution. As the general method presented in this thesis
assumes that topology selection has been completed by other methods prior to its applica-
tion, no attempt has been made to incorporate this stage of the design process.
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3.2 Preliminary Kinematic Analysis
With the objectives and required performance defined and an assumed topology given,
in accordance with the strategy outlined in Chapter 2 a preliminary kinematic analysis is
now performed. The most obvious aspect of the kinematics is the half-symmetry of the
mechanism, which means that only the four-bar half-linkage shown in Figure 3.3 need be
considered.
Figure 3.3: Half-linkage
Note that ~R1 is defined to be horizontal, and ~R2 is defined to be vertical and is of
variable length. Also note that in the detail of Figure 3.3 ~R5 is only partially shown, and
terminates at the jaw tip out of the frame.
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At first glance, there appear to be eight kinematic design variables: {g, r1, r2,i, r2,f , r3, r4, r5, θ35},
where the subscripts i and f correspond to “initial” and “final”. However, by restricting
allowable linkages to the solutions to a two-position motion generation problem, this is
reduced to five.
3.2.1 Formulation of Motion Generation Problem
The linkage geometry is shown in Figure 3.4 in its initial and final positions. Note that
the revolute joint connecting the jaw to the hydraulic piston, which is confined to vertical
motion, has been conceptually replaced by a slider on a vertical axis of slide.
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Figure 3.4: Motion Generation
As this is a complicated diagram, a verbal description may prove helpful. The four-bar
linkage is shown in the initial (solid) and final (dashed) positions and is defined by the
vectors ~R1, ~R2, ~R3, and ~R4, with ~R5 defining the location of the coupler point (jaw tip).
The jaw is shaded for clarity. ~R1 is fixed and horizontal, ~R2 is vertical but increases in
length from the initial to final positions to represent the extension of the hydraulic actuator.
θ35 defines the fixed angle between ~R3 and ~R5. α is the interior angle from ~R2 to ~R3, and
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γ is the interior angle from ~R3 to ~R4. Additionally, define the x direction as parallel to ~R1
and the y direction as parallel to ~R2, with the origin at their intersection. Finally, ~G is the
horizontal vector describing the distance from the axis of slide to the axis of symmetry of
the mechanism.
There are two requirements for the motion shown in Figure 3.4. It was mentioned
previously that the spreading distance is required to be a prescribed value (24 inches). This
means that the x-displacement of the tip of ~R5 from the initial to final positions must be
half that (12 inches). Additionally, the amount of jaw rotation is prescribed. While the
reader will recall that minimizing jaw rotation was set as one of the objectives, it proved
most convenient to also make it a design variable, where arbitrary minimization is of course
precluded by the deleterious effect this would have on the other objectives. Based on jaw
tip gripping considerations, a possible range of 30-60 degrees was chosen for jaw rotation.
The situation can be recognized as being essentially a motion generation problem,
where a line on the coupler link must undergo a prescribed rotation and the point on the
end of the coupler must travel a prescribed distance in the x direction, although the fact
that only the x distance is prescribed is a departure from the usual practice. Note that the
prescribed half-spread distance is defined with the jaw tip starting on the axis of symmetry,
so that the two tips are in contact in the closed position of the mechanism.
There are twelve variables involved: {g, r1, r2,i, r2,f , r3, r4, r5, θ35, αi, αf , γi, γf}. The
vector loop closure equation on ~R1, ~R2, ~R3, and ~R4 in the initial and final positions yields
four scalar equations. The requirements that the jaw tip start on centerline and end a pre-
scribed distance away in the x direction each yield another scalar equation. Finally, there
is the prescribed jaw rotation, for a total of seven equations, bringing the number of in-
dependent variables down to five. Note that this is three fewer than the eight that initially
appeared necessary in the previous section. The choice of which of the twelve variables to
take as the independent (design) variables must be considered carefully, as it will have a
significant impact on the difficulty of the optimization.
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It is important to recall at this point the reasoning of Section 2.3.2, in which the de-
sirability of having bounded design variables was discussed. Given the minimum trans-
mission angle requirement of 30 degrees, or pi
6
, γi, and γf must be in the range [pi6 ,
5pi
6
].
As will be seen shortly, solution rectification considerations restrict αi and αf to the same
range. It therefore makes sense to take these angles, which are naturally fully bounded, as
design variables. Due to the constraint θrot = αi − αf (where θrot is the prescribed jaw
rotation) exists, both αi and αf cannot be taken as design variables, but taking only αi, γi,
and γf still leaves just two more choices. The lengths g and r1 are chosen, since as will be
seen later their sum determines the size of the hydraulic actuator, so a fairly strong natural
constraint exists on their maximum sizes. Thus the five design variables are chosen to be
{g, r1, αi, γi, γf}.
3.2.2 Solution Rectification
To verify the wisdom of using the interior angles α and γ as design variables, the impli-
cations of this choice for solution rectification must be investigated.
Constructability of Linkage
As was just stated, it proves necessary to impose the restriction
pi
6
< α <
5pi
6
(3.1)
on the interior angle between R2 and R3 and
pi
6
< γ <
5pi
6
(3.2)
on the interior angle between R3 and R4. Also, the condition θrot = αi−αf in conjunction
with inequality 3.1 implies
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pi6
+ θrot < αi <
5pi
6
(3.3)
and
pi
6
< αf <
5pi
6
− θrot (3.4)
These conditions are simply describing the range of values that the two interior angles
can assume. It must now be determined if, given these possible ranges, it can ever be the
case that the specified values of these interior angles will result in unsolvable linkages. This
could happen in one of two ways. The first failure mode can be envisioned by imagining
that α is very large, resulting in R3 pointing upwards at a relatively steep angle. If γ is
also large, it is then possible that R4 will be pointing above the horizontal, meaning that no
matter what length it has it will never be able to reach the ground pivot below it. This case
is shown at the top of Figure 3.5.
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Figure 3.5: Unsolvable angle combinations
Conversely, if α is very small, R3 will point down at a steep angle, and if γ is also
very small R − 4 will point above the horizontal in the other direction, creating the same
problem. This is shown at the bottom of Figure 3.5. In both these cases, the inability of
R4 to reach the ground pivot means that the vector loop closure equation for the four-bar
cannot be solved given the specified values of α and γ, and no linkage can be constructed.
To see if these failure modes can occur given the restrictions on the values of the two
angles, the first step is to realize that these modes are precluded by satisfaction of
αi + γi >
pi
2
(3.5)
which ensures that the sum of the angles is too big for the bottom case to occur, and
αf + γf <
3pi
2
(3.6)
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which ensures that the sum of the angles is too small for the top case to occur. Inequality 3.5
is evaluated first. Employing proof by contradiction, it is initially assumed that a violation
has occured, resulting in the condition
αi + γi ≤ pi
2
(3.7)
Substituting in the relations pi
6
+θrot < αi from inequality 3.3 and pi6 < γ from inequality
3.2,
pi
6
+ θrot +
pi
6
<
pi
2
(3.8)
which since θrot ≥ pi6 results in the contradiction 3pi6 < pi2 , and it is seen that this
pathological case cannot occur. It should be noted that any reduction in the lower bound
on θrot will invalidate this result, as the pathological case has been escaped by only an
infinitesmal amount.
Following the same procedure for inequality 3.6, a violation is again initially assumed,
resulting in the condition
αf + γf ≥ 3pi
2
(3.9)
Substituting in the relations αf < 5pi6 − θrot from inequality 3.4 and γ < 5pi6 from
inequality 3.2,
5pi
6
− θrot + 5pi
6
>
3pi
2
(3.10)
which since θrot ≥ pi6 results in the contradiction 9pi6 > 3pi2 , and so this pathological case
cannot occur either, although again with an infinitesmal safety margin. The fact that in
both cases the failure modes are avoided by an infinitesmal margin justifies the imposition
of inequality 3.1, which was until now stated arbitrarily and not justified. If this range were
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expanded at all, one or both failure modes would become possible.
Correct Direction of Slider Travel
Although this issue was resolved successfully, another consideration remains. Reference
to Figure 3.4 indicates that in order for the direction of slider motion to be upwards and the
coupler to rotate CW as desired, it must be the case that
γf > γi (3.11)
in order to lengthen rather than shorten the hypotenuse of the right triangle formed by
~R1 and ~R2. If the only constraint on γ is inequality 3.2, then the only constraints on γi and
γf will be
pi
6
< γi <
5pi
6
(3.12)
and
pi
6
< γf <
5pi
6
(3.13)
and satisfaction of inequality 3.11 is not guaranteed. In other words, the only restriction
on γi and γf is that they be in the same range, which does nothing to ensure that γf > γi as
required for the motion to be correct. The range of possible values of γi and γf using this
method is shown in Figure 3.6.
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Figure 3.6: Determination of γ by direct specification
This difficulty can be solved by first choosing γi in the full range of inequality 3.12 and
then requiring
γi < γf <
5pi
6
(3.14)
In other words, the initial value is picked anywhere in the allowable range, and the final
value is then picked in the portion of the range higher than the choice of the initial value.
This is a perfect situation in which to apply the technique of adaptive interpolation dis-
cussed in Section 2.4.1. Instead of directly specifying the free variable γf , an interpolating
parameter Γf ∈ (0, 1) is supplied that is then used to find γf by linear interpolation as in
equation 3.15.
γf = (1− Γf )γi + (Γf )5pi
6
(3.15)
This process is diagrammed in Figure 3.7.
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Figure 3.7: Determination of γ by adaptive interpolation
Note that it is now the case that, as recommended by Chapter 2, any design variable
combination will result in a constructable linkage. As will be seen, it is unfortunately
the case that a few pathological cases are possible where the linkage is constructable but
invalid, but since these are few in number they can be handled adequately by post hoc
exception handling in the optimization.
3.2.3 Solution of Motion Generation Problem
With the motion generation problem formulated, the free variables chosen, and solution
rectification addressed, the next step is to explain the procedure by which the remaining
seven dependent variables that describe the linkage can be solved for upon specification of
the five design variables during an objective function call. The linkage geometry is shown
again in Figure 3.8 for the reader’s reference. Note that all angles have been specified
except for θ35 (and technically αf is not specified per se but rather determined by αi based
on the prescribed jaw rotation), but all lengths except for those of ~R1 and ~Ω are unknown.
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Figure 3.8: Linkage Geometry
Although use of interior angles as the design variables has proven convenient in achiev-
ing the goal of guaranteeing a solution for all possible permutations of the design variables
in the specified range, for purposes of solution it makes more sense to convert back to the
more commonly used form where angles are defined relative to the +x axis. This is done
using the following transformations
θ3,i = αi − pi
2
(3.16)
θ3,f = αf − pi
2
(3.17)
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θ4,i = αi + γi − pi
2
(3.18)
θ4,f = αf + γf − pi
2
(3.19)
which together with considering lengths instead of complex vectors results in Figure
3.9
Figure 3.9: Linkage geometry after transformation of angles
There are seven lengths and six angles after this variable conversion. The six quantities
{g, r1, θ3,i, θ3,f , θ4,i, θ4,f} are known. The seven unknowns {r2,i, r2,f , r3, r4, r5, θ5,i, θ5,f},
must be solved for. They need not all be solved for simultaneously, as the system decouples
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into two parts. The four link lengths {r2,i, r2,f , r3, r4} can be found first by solving the
system of four equations that results from forming complex vector loops in the initial and
final positions. The vector loop equations are
r2,ie
j pi
2 + r3e
jθ3,i − r4ejθ4,i − r1ej0 = 0 (3.20)
and
r2,fe
j pi
2 + r3e
jθ3,f − r4ejθ4,f − r1ej0 = 0 (3.21)
where j is the imaginary unit to avoid confusion with i for initial.
Separating into real and imaginary parts (and dividing out the imaginary unit in the
latter),
r3cos(θ3,i)− r4cos(θ4,i)− r1 = 0 (3.22)
r2,i + r3sin(θ3,i)− r4sin(θ4,i) = 0 (3.23)
r3cos(θ3,f )− r4cos(θ4,f )− r1 = 0 (3.24)
r2,f + r3sin(θ3,f )− r4sin(θ4,f ) = 0 (3.25)
Note that as all angles are known, all the sine and cosine terms reduce to simple numer-
ical values, resulting in a linear system of four equations in four unknowns, which is trivial
to solve for {r2i, r2f , r3, r4}.
With these four lengths solved for, it only remains to determine the coupler (jaw) geom-
etry, comprising the remaining unknowns {r5, θ5,i, θ5,f}. The coupler problem is as shown
in Figure 3.10. The coupler geometry is defined by ~R5. The base of ~R5 translates by ~∆ and
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the tip of ~R5 translates by ~J from the initial to the final position. Additionally, the rotation
of ~R5 is equal to the specified jaw rotation θrot.
Figure 3.10: Coupler geometry problem
The problem amounts to solving the following four equations, which correspond re-
spectively to the following conditions: real vector loop, imaginary vector loop, coupler tip
on symmetry line in initial position, and specified rotation. As usual, lower case letters
represent the lengths of vectors represented by the same uppercase letter. The formulation
of the complex vector loop is omitted and the real and imaginary equations are immediately
given.
r5cos(θ5,i) + Jx − r5cos(θ5,f ) = 0 (3.26)
r5sin(θ5,i) + Jy − r5sin(θ5,f )− δ = 0 (3.27)
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g = r5cos(θ5,i) (3.28)
θ5,f = θ5,i − θrot (3.29)
These four equations in the four unknowns {r5, θ5,i, θ5,f , Jy} can be algebraically re-
duced to two equations in the two unknowns {θ5,i, Jy}:
g
(
1− cos(θ5,i − θrot)
cos(θ5,i)
)
+ Jx = 0 (3.30)
g
(
tan(θ5,i)− sin(θ5,i − θrot)
sin(θ5,i)
)
+ Jy = 0 (3.31)
which are however nonlinear and nonreducible and must be solved numerically. After
this is accomplished, the unique coupler geometry that will both touch the axis of symmetry
in the initial position of the four-bar and provide the required x-translation when rotated by
θrot is determined, and the linkage dimensions are now completely determined.
3.2.4 Validity of Solutions
For a solution to be considered valid, all links must lie in the first quadrant and corre-
spond to a single branch of the linkage, and both transmission angles must be acceptable
throughout the motion. The method of specifying the design variables deals with branch
and transmission angle difficulties. There is nothing in the system of equations that requires
the solution to lie above the x-axis, however, and in the first stage of solution, for the four-
bar links without the coupler, the solution is occasionally outside the first quadrant. Often
the solution can be reflected over the x-axis to recover a valid solution, as in the example
shown in Figure 3.11 (note that the initial and final positions must switch identities when
this happens).
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Figure 3.11: Reflection of solution over the x-axis
However, a more troublesome case can occur where one position is below the x-axis
and one is above, as in Figure 3.12. The reflection trick will not work, of course, as this will
merely switch which position is above and below. Uniform rotation of the solution about
the ground pivot at (r1, 0) will result in altering the axis of slide, thus changing the solution.
Uniform vertical translation will move the ground pivot off the x-axis. Therefore it must
be concluded that no transformation will result in a valid solution, and the only recourse
is to throw out the solution and try again. However, the majority of randomly generated
solutions will be either initially valid or valid after reflection over the x-axis, so use of this
formulation of the design variables is still beneficial.
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Figure 3.12: Invalid solution
3.2.5 Summary of Preliminary Kinematic Analysis
The preliminary kinematic analysis is now complete. The five kinematic design variables
{g, r1, αi, γi,Γf} have been identified, and a procedure for fully determining a candidate
linkage geometry corresponding to a given combination of design variable values, based
on solving the spreader motion generation problem, has been given. The next section looks
at the remaining work that must be done before evaluating the kinematic objectives and
proceeding to the secondary structural optimization problem.
3.3 Primary Objective Function
Even after completing determination of the required linkage dimensions, it is still the
case that only one of the three kinematic objectives can be immediately evaluated, namely
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the jaw rotation, which since it is also a design variable is simply passed from input to
output. The other two, mechanism length and spreading force variation, require some
additional analysis.
3.3.1 Determination of Actuator, Joint, and Spreading forces
Specification of the linkage dimensions determines the kinematics and thus how much
the spreading force varies as the mechanism moves from the jaws closed to jaws open po-
sition. The requirement that the spreading force be 10,000 lbf in the closed position scales
this relative variation and allows determination of an absolute variation. As in many kine-
matics problems, quantities that are continuous over the motion were calculated at a finite
number of discrete points. Five positions were evaluated for this problem, as determined by
evenly spaced piston extensions between the closed and open positions. The force balance
was solved at each of these five positions for a unit force applied by the hydraulic actuator.
The resulting force at the jaw tips was then compared to the desired value of 10,000 lbf
in order to determine a scale factor by which the results were multiplied to determine the
actual values.
The first step is to assume that in any position the linkage is in force and moment
equilibrium, which as the motion is very slow is an excellent approximation. The goal is
to calculate the reaction force at the tips needed to maintain this equilibrium, as well as
the joint forces involved in transmitting the force between the actuator and the tips. Note
that when considering the half-linkage there is no requirement that the x-components of the
forces on the piston and cylinder/frame balance, as there will be equal and opposite forces
acting from the other side of the symmetry line. The forces acting on the half-linkage are
shown in Figure 3.13, where Fab is defined as the force exerted by a on b. The subscript
definitions are:
• j = jaw
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• p = piston
• 4 = connecting link ( ~R4)
• g = ground (cylinder + frame)
• L = Load (at jaw tip)
Figure 3.13: Semi-exploded view of mechanism showing free-body diagrams on links
A matrix formulation is often given for this type of problem, but as it is possible to solve
the equations sequentially rather than simultaneously this approach is taken for reasons of
computational efficiency.
One can begin with the pressure forces in the hydraulic actuator and work upwards
through the linkage in a sequential manner, until the force at the jaw tip is determined. As
the forces scale linearly, all that is needed is to multiply the results for the unit actuator
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force by the correct factor to make−FLjx = 10,000 lbf in the closed position. Once scaling
is accomplished, pin diameters can be found by sizing them for a double shear failure mode
with an appropriate safety factor, where in each case the diameter D is given by
D =
√
2
√
3(SF )F
piσy
(3.32)
where (SF ) is the safety factor, F is the maximum joint force over the five positions eval-
uated, and σy is the yield stress of the material. The factor of
√
3 reflects the fact that shear
failure occurs at
√
3 times lower stress than axial failure, and the factor of 2 reflects the
double shear assumption.
The minimization of force variation objective is implemented as minimizing the amount
by which the spreading force in the open position is greater than that in the closed position,
with the caveat that zero is the lowest allowed difference to prevent the optimization from
driving the force in the open position below the 10,000 lbf target. While it would be easy
to add three additional objectives for the forces at the intermediate positions, it is always
best to use as few objectives as will get the job done so as to simplify the optimization,
and these are not really necessary. In order to address the last kinematic objective, total
mechanism length, it is first necessary to digress into a discussion of how structural aspects
of the problem will be modeled.
3.3.2 Link Model Categorization
Since the force balance of the previous section has already determined the forces acting
on the individual links, it would be foolish to try to come up with a unified structural model
for the entire mechanism, when the opportunity for a divide and conquer approach that
looks at each link independently exists. With half symmetry, there are four links that must
be modeled: the jaw, the connecting link, the piston, and the cylinder/frame. As always, a
decision must be taken as to what type of model will give acceptable accuracy while being
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as simple as possible. The essential choice is between a simple lumped analytical model
in which the optimal design can be found by inspection (e.g. for a rod in uniaxial tension,
the optimal design is just enough cross-section to carry the load), or if the situation is too
complex, a finite element model with parameters that must be optimized in the inner loop.
The hydraulic actuator falls into the first category. It consists of a cylinder, two end-
caps, tie rods, a piston hub and a piston rod. Due to the modularity of the construction,
the uniformity of the applied pressure load, and the simplicity of the geometry, this lends
itself well to a lumped analytical model. The connecting links are also quite simple, and
can be modeled to good approximation by a uniaxial loading of a rod if buckling is taken
into account. As no optimization is required, these structures are determined only by the
lengths and forces that arise from the kinematic analysis, and are thus somewhat counterin-
tuitively part of the kinematic outer loop rather than the structural inner loop. In constrast,
the crossbar at the end of the piston that supports the two revolute joints, as well as the
jaws, have complex geometry and loading and are thus treated with a finite element-based
optimization.
Finally, a simplifying assumption is introduced regarding the flange mounted to the top
of the cylinder that supports the connecting link ground pivots (see Figure 3.1). In general,
there is a great deal of design freedom as to the location of these ground pivots, which need
not be above the top of the cylinder, and can in fact be in any of three quadrants relative to
the top corner, as shown in the right half of Figure 3.14. The necessary support geometry
would difficult to parameterize in a way that allows continuous variation between the three
regions, so the support location is arbitrarily fixed at the edge of the top endcap as shown in
the left half of Figure 3.14. It is likely that the optimization would drive towards a similar
case as this minimizes the size of the required support structure.
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Figure 3.14: Possible locations of ground pivots
As only enough material is required to surround the pins, these supports are not modeled
apart from assuming a fixed mass requirement of 1 lb of material. The surrounding radius
of material is conservatively assumed to have a thickness equal to the pin diameter, that is,
the pin center is 1.5 pin diameters above the surface of the endcap.
3.3.3 Hydraulic Actuator
This requirement serves to fix the relative vertical locations of the hydraulic actuator and
the linkage, as the ground pivot just described is the same as that at the tip of ~R1. The
automatic design of the actuator can now proceed. The required actuator force is known
from the force balance, and the minimum required outer diameter (OD) of the cylinder
is known from the requirement that the ground pivot be above the endcap. Note that the
distance from the line of symmetry to the ground pivot is equal to |g|+ |r1|, both of which
are design variables and have been specified by this point, that is, the positions of the
ground pivots are fixed. There are five different components that must be designed: the
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cylinder, the piston hub, the piston rod, the endcaps, and the tie rods.
Cylinder
The constraints on the cylinder design are a minimum OD, a required pressure force,
and a maximum allowable pressure of 10,000 psi. The design equations are as follows. To
ensure that the area, pressure and force are consistent,
ID =
√
4F
piP
(3.33)
where ID is the internal diameter, F is the actuator force, and P is the pressure. To ensure
that the cylinder can withstand the stress of pressurization (using the thin-wall assumption),
t =
(SF ) P ID
2σy
(3.34)
where t is the wall thickness, (SF ) is the safety factor, and σy is the yield stress. Finally,
for dimensional consistency,
OD = ID + 2t (3.35)
In general, for a given actuator force requirement a narrow, high-pressure cylinder will
be lighter than a wide, low-pressure one. Thus the first attempted cylinder design strategy
is:
1. Solve equation 3.33 for ID assuming the maximum pressure of 10,000 psi
2. Solve equation 3.34 for t
3. Solve equation 3.35 for OD
This may however result in an OD that is too small to reach the position of the ground
pivots, as required by the support assumption. It is then necessary to expand the diameter
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and reduce the pressure. Setting the OD to the value needed to reach the ground pivots and
also still prescribing the actuator force F to match that demanded by the kinematic analysis
results in the need for a simultaneous solution of equations 3.33, 3.34, and 3.35, leading to
the condition
t =
OD
4
−
√(OD
4
)2
− (SF )F
piσy
(3.36)
which allows subsequent solution of equation 3.35 for ID and of equation 3.33 for the
required pressure, which will be less than 10,000 psi. However, if too great a force is
demanded for the size of the cylinder, equation 3.36 may fail to have a real solution, in
which case the third case must be resorted to, where the smallest value of OD that will
yield a real solution is taken, that is,
OD = 4
√
(SF )F
(piσy)
(3.37)
and thus
t = OD/4 (3.38)
This last case clearly violates the thin-wall assumption, but this is not a concern as there
is essentially no chance that any solution of this character will be selected. This is due to
the fact that mechanisms with large cylinder diameters quickly become extremely massive,
primarily because the piston hub mass is proportional to the third power of diameter, so all
the optimization needs is a somewhat realistic model to tell it to avoid these solutions.
In any case, one way or another the annular cross-section of the cylinder is now deter-
mined, and once the required length is known after some additional piston calculations the
mass is easily evaluated.
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Piston Hub
The piston hub is an easy case as it is assumed to not be in danger of structural failure, and
is sized only on the basis of making sure enough material is present to install the requisite
sealing and/or bearing hardware. The height of the piston is simply set to half the diameter
as a conservative assumption, and the design task is complete. The required cylinder length
can now be found, as the piston stroke (determined by solution of the kinematics) added
to the piston hub height, with an extra half inch to allow for some clearance at the ends of
travel.
Piston Rod
Due to its generally short length to diameter ratio as well as the support condition where
it passes throught the top endcap, the piston rod is assumed to not be in danger of buckling
failure, so the design reduces to a simple axial stress calculation. The mass m is given by
m = ρ
(SF )F
σy
L (3.39)
where the length L is determined by adding the piston stroke to the extra distance the rod
reaches above the top endcap when fully retracted, which is taken to be enough to be level
with the centers of the ground pivots.
Endcaps
A simple model for the endcaps is used where they are of flat, of constant thickness, and
are assumed to fail in shear at the ID of the cylinder. Since a material will fail in shear
under a force
√
3 times less than that required for it to fail in tension, the magnitude of the
shear stress at failure τy is
τs =
σy√
3
=
(SF )F√
3piDt
(3.40)
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where F is the actuator force, D is the diameter of the cap and t is the endcap thickness.
Solving for t,
t =
√
3 (SF ) F
piD σy
(3.41)
Thus the mass of a single endcap is found to be
m =
√
3 (SF ) ρ F
4 σy
D (3.42)
and the total mass is twice this minus the volume of the top endcap removed to allow
the piston to pass through.
Tie Rods
As the load is assumed to be evenly distributed, there is no reason to prevent determi-
nation of the total tie rod cross-sectional area needed as a unified quanitity, that is, the set
of tie rods is treated as a single larger rod for analysis purposes. Note that this means the
number of tie rods need not be specified. The load supported is the same as for the piston
rod case, the load in question being the actuator force, so the result is the same as equation
3.39 with the replacement of the piston rod length with the cylinder length.
3.3.4 Connecting Link Design
With the design of the hydraulic actuator complete, the only remaining lumped analysis
to perform is that concerning the connecting links (represented by the ~R4 vector kinemati-
cally). The requisite geometry is approximated by the model shown in Figure 3.15.
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Figure 3.15: Model of Connecting Link Geometry
The pin diameterD is known from equation 3.32. The required value ofRp is estimated
by simply setting it equal to D. The required radius of the middle portion is based on the
buckling analysis described below. Once all geometric parameters are known, determining
the mass of the link is a matter of a simple volume calculation and multiplication by the
material density.
Column Buckling for Two-Force Members
When a two-force member is loaded in tension, a simple tensile stress calculation suffices
to determine the required radius (and hence cross-sectional area). However, when the load
is reversed as the linkage moves in the opposite direction, it is possible that a compressive
load will induce buckling even if the axial stress is below the yield point. Thus a buckling
analysis is necessary.
The maximum load that a column can withstand without buckling is known as the
critical load, here denoted by Fcr. Two different buckling models are used in this analysis:
the classic Euler model is used for long columns, which transitions to the Johnson model
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for short columns (the exact definitions of “long” and “short” will be seen shortly). Fcr is
given by Euler as
Fcr =
pi2EI
L2e
(3.43)
where E is the modulus of elasticity, I is the smallest second moment of area of the
cross section about the buckling axis, and Le is the equivalent length of the column. The
Johnson model is
Fcr = σyA− (LeσyA)
2
4pi2EI
(3.44)
where σy is the yield stress of the material, and A is the cross sectional area of the
column. Both models are as given in Juvinall and Marshek [80] with some slight algebraic
rearrangement. The quantity Le is the actual length of the column with a modifying factor
to account for the effect of different end conditions. When both ends are pin joints, as
is the case here, this factor is 1, so Le = L. Equations 3.43 and 3.44 can be put in a
form that allows calculation of the required radius from the column length by making two
substitutions valid for a circular cross section,
I =
pir4
4
(3.45)
and
A = pir2 (3.46)
Additionally, we set Le = L, and since we want the minimum safe radius, Fcr =
(SF ) F , where (SF ) is the desired safety factor and F is the actual force acting on the
member. All this results in
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r =
(4(SF )FL2
pi3E
)1/4
(3.47)
for Euler and
r =
√
(SF )F
σypi
+
σyL2
pi2E
(3.48)
for Johnson. The minimum safe radius from a simple compressive stress consideration
is given by
r =
√
(SF )F
σypi
(3.49)
Equations 3.47, 3.48, and 3.49 are plotted in Figure 3.16 for the case of a high-strength
steel link with σy = 1.7×105 psi and E = 3×107 psi under a compressive load of 105 lbf.
The minimum safe radius (with (SF ) = 1) as a function of the length of the link between
pin centers according to Euler, Johnson, and compression considerations is shown by the
solid curve, dashed curve, and dotted horizontal line respectively. Both quantities are in
units of inches. It will be noted that the two buckling curves are in general tangent at the
point
L =
√
2pi2EI
σyA
, r =
√
2(SF )F
σypi
(3.50)
which defines the cutoff point between “long” columns of larger L where Euler is valid
and “short” columns of smaller L where Johnson is valid.
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Figure 3.16: Typical Buckling Case for Two-Force Member
Therefore the buckling radius Rb was determined by comparing the length of the link
to the tangency point, choosing the appropriate model, and evaluating r using that model
given the values of the relevant parameters. As can be seen in Figure 3.16, the radius
needed according to buckling considerations is always more conservative than that needed
by simple axial loading considerations.
3.3.5 Summary of Primary Objective Function
The primary objective function call is complete after going through the calculations cor-
responding to the analysis in this section. With the knowledge of the length of the hydraulic
actuator added to knowledge of the dimensions of the linkage, the total length of the mech-
anism can be determined, which along with the jaw rotation and force variation completes
evaluation of the kinematic objectives. Additionally, the masses of the links modeled by
lumped analyses are known at this point. However, evaluation of the non-kinematic objec-
tive (total mass of the mechanism) cannot be completed without determining the masses of
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the jaws and the piston crossbar, which require more complex structural analysis. Referring
to the nested optimization flowchart in Figure 2.12 if necessary, it is now recognized that
the time has come to move on to the inner optimization.
The problem at hand is how to find the lowest possible mass that the jaws and crossbar
can have, given the current values of the kinematic design variables. In other words, what
is the most efficient possible structural design for these links given the candidate linkage
dimensions? There are two main challenges associated with answering this question: how
to parameterize the geometry in a general yet efficient way, and how to evaluate the stresses
in the part for any given geometry. The literature relevant to these questions was surveyed
in Section 1.2.3. Based on the information therein, it was decided to use a B-spline shape
parameterization and a finite element-based inner objective function. Before proceeding to
the details of the implementation used for this problem, a quick overview of B-splines and
FEA is in order.
3.4 B-Splines
First, the properties of B-splines that are relevant to the current situation are discussed.
For a much more detailed conceptual introduction, see Appendix A. If an in-depth mathe-
matical understanding of B-splines is desired, the reader is referred to [81], or for the more
mathematically inclined [82] might be more suitable.
3.4.1 What is a B-Spline?
A B-spline is a planar curve consisting of a number of smoothly connected polynomial
sections, whose shape and position are determined by a separate entity known as the curve’s
control polygon. The control polygon consists of a number of individual points, known as
control points or CPs, which are connected in a specific order to form the polygon. The
control points influence the nearby portions of the B-spline, and can be moved around to
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re-shape the curve as needed. Figure 3.17 shows an example of a B-spline, with the control
points shown and connected by dashed lines to form the control polygon. Note that the last
side of the polygon, connecting the first and last points in the ordered set of CPs, is not
shown.
Figure 3.17: More complex B-spline example
B-splines are an excellent choice for representing link geometries in the inner optimiza-
tion problem for a number of reasons. Taking the locations of the control points (CPs) as
the design variables allows the representation of quite complex curves using relatively few
variables, allowing a very general yet efficient formulation. Since changing the location
of a CP will only affect the nearby portion of the curve, B-splines have the so-called local
control property. This means that changes to a design variable (i.e. a control point) have
only local effects, in contrast to the troublesome global perturbation to a simple high-order
polynomial. Local control is illustrated in Figure 3.19, where the effect of moving the sec-
ond to last CP defining the initial curve (seen again in Figure 3.18) is shown. Comparison
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of the two figures will show how the majority of the curve is unaffected by the change.
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Figure 3.18: Initial curve
Figure 3.19: Locally modified curve
The local control property can greatly improve the ability of an optimization to isolate
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objective dependence on an individual design variable and converge quickly. Additionally,
as the spline consists of polynomial segments of only cubic order, computing the location
of a point on the spline is much cheaper than in the high-order polynomial case. Finally, the
spline always lies within the convex hull of the control points; in fact, a stronger version of
this property holds wherein a given curve segment lies within the convex hull of the subset
of control points that define it. This is very convenient for easily and efficiently applying
constraints. For example, to ensure that the curve does not cross a certain line as the control
points are moved, it suffices to check that the control points do not cross the line, which is
far superior from a computational standpoint to evaluating and checking a large number of
points approximating the curve itself.
3.4.2 Key Points
While the reader should consult the references if a true mathematical understanding of
B-splines is desired, the qualitative points relevant to their use in the current problem are
as follows:
• B-splines are a type of polynomial spline curve
• They can represent arbitrary planar curves accurately and efficiently
• The shape of a B-spline is determined by its control points
• Moving a control point re-shapes the curve locally
• B-splines can be evaluated and constrained with high computational efficiency
3.5 Overview of Finite Element Method
During the course of an inner objective function call, the shape of the part will be de-
fined by the specification of control point locations as the design variable values and the
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construction of a B-spline from them. The loads acting on the part are known from solution
of the force balance in the outer objective function. To determine the stresses in the part as
result of this geometry and loading, a finite element model is constructed and solved. The
finite element method transforms a problem requiring the continuous solution of a partial
differential equation over some domain into one that yields an approximate result by solu-
tion of a system of merely algebraic equations on a discretized domain. The construct that
specifies the exact subdivision of the original domain is known as the mesh, and consists
of two types of entities, elements and nodes. An element contains a small portion of the
full solution domain, and usually takes the form of a Euclidean shape such as a triangle or
quadrilateral. Each element has a number of nodes at predefined local positions such as
vertices or centroids, each of which also has a global location at a coordinate point in the
solution domain.
There are a large number of different element types available for different situations.
For this case perhaps the simplest 2D element, the Constant Strain Triangle (CST), was
selected. The CST consists of a triangle with straight sides and a node at each vertex,
as shown in Figure 3.20. The name comes from the triangular shape of the element and
the fact that the strain is approximated by a single constant value everywhere inside the
element, in contrast to more sophisticated element types where the strain can take on a
linear or higher-order distribution. The CST was chosen as it is easy to implement and
computationally inexpensive, although it has less accuracy than higher-order elements. For
the purposes of optimization this loss of accuracy is perhaps less troublesome than in a
simple analysis problem, since as long as the optimization correctly identifies the trends
in the relationship of objectives to design variables accuracy in an absolute sense is not as
important. Once the optimal set of design variables is located a full-complexity manual
design can be undertaken using commercial analysis software.
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Figure 3.20: Constant Strain Triangle finite element
A qualitative examination of the steps needed to formulate and solve an FEA problem
in practice is now presented. The implementations of these steps will be described in detail
separately for the jaw and piston crossbar. A detailed development of the mathematics
behind the finite element method for planar elasticity problems using the CST element is
given in Appendix B.
Geometry
The first step in setting up an FEA problem is specification of the solution domain, which
in the case of a structural problem means defining the part geometry. In the rescue spreader
problem the geometry is restricted to a 2D shape with constant thickness to simplify the
analysis, which is a natural extension of the fact that the optimization as a whole concerns
a planar mechanism. The 2D outline of the part is specified by B-splines.
115
Meshing
The next step, once the solution domain has been specified, is the discretization of that
domain, i.e. the creation of a mesh. Broadly speaking, there are two different tasks that are
required to create a mesh: the specification of the global node locations, and the assign-
ment of those nodes to elements as local nodes. Graphically, these correspond respectively
to placing points throughout the domain and connecting those points with edges. The au-
tomatic creation of high-quality meshes without any user input beyond specification of the
gometry is an entire field of research in its own right, particularly for 3D domains. The
main concerns in creating a high quality mesh are maintaining good aspect ratios of the el-
ement shapes, in order to minimize numerical error, and putting smaller elements in regions
where high field gradients are expected (e.g. stress concentrations) in order to increase the
resolution of the approximate solution in that area. Any implementation of a finite element
mesh must also take care to use an efficient data structure to remember which global nodes
correspond to which elements as this data must be accessed many times during the FEA
procedure.
Assembly
Once the mesh is defined, it is necessary to assemble the elemental stiffness matrices k
into the global stiffness matrixK. Qualitatively, this step involves integrating the indiviual
pieces of the discretized domain into a single entity in such a way that the behavior of the
original, un-discretized domain is approximated; the reader should consult the Appendix
for the details of the process as well as the definition of the notation used. Since any real
problem will have almost all zero-valued entries inK, in practice it is usually the case that
a sparse array is used instead of a dense array, meaning that a 1D list of nonzero entries
and their locations in the array is stored instead of the full 2D array of mostly zeros. For
the spreader problem the meshes were small enough (about 1000 nodes) that the overhead
involved in using the sparse array methods in Matlab made it more efficient to stick with
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the dense representation (experimentation indicated that the break-even point was about
2000 nodes).
Boundary Conditions
At this point it is time to apply the boundary conditions for the problem, which consist
of either a force or a displacement being prescribed for each node in the mesh. The details
depend on the specifics of the problem as will be discussed later.
Solution
With the boundary conditions defined and the global stiffness matrix assembled, solution
of the FEA problem is now possible. This solution entails solving the equation
F = K D (3.51)
where F is a column vector of nodal forces, D is a column vector of nodal displace-
ments, and K is the square global stiffness matrix. In this type of problem F and K are
known at this point andD must be solved for. The naive approach is to findK−1 and then
left-multiply both sides of equation 3.51 by the result, giving
K−1F = D (3.52)
It turns out that this is just about the least efficient possible way to solve the problem,
and a number of much more efficient and sophisticated techniques are available [83] that
do not explicitly solve for K−1 but use various methods to find D directly. However, for
kinematics problems where it is necessary to solve a problem on a mesh that is identical
up to a rigid-body displacement (corresponding to the motion of a link from one position
to another) multiple times, the best strategy is to solve the problem in a local coordinate
system that is stationary with respect to the mesh and transform forces and displacements
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to and from the global coordinate system as needed. This means that K−1 can be found
just once, and then right-multiplied by different F vectors at each position that must be an-
alyzed to find the various values ofD. In other words, the FEA solution can be “recycled”
without the need to remesh, reassemble, or re-solve the system, instead only performing
the simple operations of coordinate transformation and matrix multiplication, which are
many orders of magnitude faster. Direct solution forK−1 takes 2-2.5 times longer than the
preferred linear system solver in Matlab, but as in the rescue spreader problem 5 positions
are evaluated and the time needed to “recycle” the known value of K−1 is negligible, the
overall cost decreases by over 2 times.
Post-Processing
After D has been determined, by whatever means, the post-processing phase is entered
in which this displacement information is converted into whatever else might be of interest
in the problem. In the present case the elemental stresses are found from the nodal displace-
ments contained inD. The FEA has now done its job and it is up to the inner optimization
algorithm to make intelligent use of the information thus obtained.
3.6 Inner Optimization Implementation - Jaw
The necessary digression into the mathematical techniques underlying the method of
analysis used is now concluded. The reader is reminded that before beginning this digres-
sion the description of the overall optimization had reached the point where the primary
objective function evaluation was concluded, and the problem at hand was how to find the
lowest possible mass of the jaws and crossbar given the current values of the kinematic
design variables. Having outlined the underlying theory behind B-splines and FEA, the
specific implementation of these concepts used to contruct the actual computer algorithms
for execution of the inner optimization is now discussed. A detailed account is given of
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the conversion of the inner level design variables to explicit geometry, as well as the FEA
procedure used, for both the jaw and piston crossbar.
As the jaw is a somewhat easier case than the crossbar due to simpler topology and
boundary conditions, it is treated first. The section begins with a high-level discussion of
the modeling decisions made, after which the conversion of the inner level design variables
to explicit geometry is explained. The finite element procedure is then laid out in the same
order in which it is treated algorithmically.
3.6.1 Modeling Assumptions
The basic geometry that must be modeled is shown in Figure 3.21. The jaw consists
of a single piece with two pins at the base and a serrated triangular tip at the top. The
entire jaw is assumed to be of a constant thickness, in order avoid the need for a much
more expensive 3D FEA solution. The topology of the part was chosen to exclude any
internal cutouts beyond those needed for the pin holes. An internal cutout would roughly
double the number of design variables needed to parameterize the geometry, as well as
introduce greater opportunity for topological degeneration of the model as the boundaries
shift during optimization, and it was felt the increase in modeling accuracy thus obtained
did not warrant these sacrifices. The 2D assumption and simple topology together will
actually produce a conservative (high) estimate of the required mass, as the actual jaw
geometry will almost certainly have a webbed cross-section, which virtually all existing
jaw designs do as well.
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Figure 3.21: Jaw Geometry
The geometry of the tip is taken to be an isoceles triangle. The length is a balance
between ensuring enough gripping area on the face and keeping it small relative to the
body of the jaw. The angle spanned by the tip should be narrow enough to be inserted into
small gaps but wide enough for strength. Based on examination of existing tip designs a 6
inch side length and a 30 degree span angle were chosen. For example, these characteristics
are true of replacement tips for the Hurst SP-310 spreader obtained by the author (Figure
3.22). Since the boundary condition on the gripping faces of the tip will experience a wide
local variation depending on the exact way that the tool is being used, the stress field in the
tip itself is not modeled.
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Figure 3.22: Jaw Tip Geometry
Similarly, it was decided to ignore the stress field in the neighborhood of the pin holes
as well. In the author’s experience with both the commercial FEA software ANSYS and the
custom FEA procedure used for this problem, the stress field in the vicinity of pin bearing
surfaces is artificially high due to simplified implementation of the boundary condition. A
locally accurate model would need to include a nonlinear contact problem which would
greatly increase the overall computational expense. Instead, the region around the pins is
still meshed and solved in order to maintain proper behavior of the overall solution domain,
but the stresses near the pins are simply ignored. It is expected that in practice this region
will not be in danger of failure; if need be, a local thickening around the pins with minimal
mass impact can be added. The boundary of the ignored region is given by a roughly
horizontal line across the part, the location of which is determined by an iterative algorithm
that will be explained shortly.
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In reality, the boundary conditions on the jaw during operation will consist of bearing
loads applied by the two pins as well as a force applied somewhere on the tip by the resis-
tance of the target structure to deformation. In Section 3.3.1, the rigid-body force balance
on the linkage was solved by assuming a point load applied at the geometric tip of the jaw
tip itself, yielding among other things the required forces at the two pins. These pin forces
are applied in the finite element model, but the tip force is replaced by the assumption that
the jaw tip is a rigid, fixed body that produces a statically equivalent reaction force along
the boundary between the jaw tip and the jaw body. This change will have some slight
effects in the immediate vicinity of the boundary but will not significantly impact the part
as a whole. This change is necessitated by the fact that at least one displacement boundary
condition must be specified in order to preclude rigid body motion and obtain a solution us-
ing the finite element procedure. The high-level description of the jaw model is illustrated
in Figure 3.23
Figure 3.23: Jaw Model
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3.6.2 Geometry Construction
The geometry corresponding to this model is specified by two types of quantities. The
first are the design variables, i.e. the locations of B-spline control points, which are changed
to optimize the part mass by the inner optimization algorithm. The second are fixed param-
eters, which as the name suggests do not change at the inner optimization level but are
different for each candidate linkage (i.e. change at the outer level). These are the diameters
of the pin holes, which are calculated from the assumption that the pins will fail in double
shear, and the position of the base of the jaw tip relative to the locations of the pin holes.
This last is determined from the coupler geometry calculated during the kinematic analysis,
combined with the requirement that the inner face of the jaw tip be vertical in the closed
position so as to produce surface contact with its counterpart on the other jaw.
An algorithm for creating an explicit geometry from these values must now be specified.
The first step is to read in the values of ~R3, the vector from the left pin center to the right
pin center, and of ~R5, the vector from the left pin center to the point of the jaw tip. The
reader may refer to Figure 3.3 if a review of the vector formulation of the linkage is desired.
These vectors are shown as solid lines in Figure 3.24. To simplify the mathematics, the jaw
geometry is constructed in a local coordinate system in which the origin is the center of the
left pin and both pin centers lie on the x-axis.
The jaw tip is contructed next. The tip of the triangle is coincident with the end of
~R5 by definition, and the angular position of the triangle about that point is defined by the
requirement to have the inner face of the triangle vertical when the jaw is in the closed
position. The position of the tip is needed only to specify the position of the base of the
triangle, which is the fixed support surface in the jaw model.
At this point the inner level design variables exert their influence. A hypothetical line
segment is contructed from the left pin center to the left end of the tip base, and similarly
from the right pin center to the right end of the tip base. These are the long dashed lines in
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Figure 3.24. Six B-spline control points, represented by black dots, are then placed at the
ends of outward-oriented perpendiculars to the baselines thus constructed.
Figure 3.24: Construction of jaw geometry
A pause for a brief discussion of the way the control points (CPs) are located is in order
at this point. The obvious way to do it would be to simply let the x and y coordinates
of each point be the design variables. The drawback to this approach is that perturbation
of the CP locations during optimization will result in just as much motion parallel to the
part boundary as perpendicular to it. Motion of the CPs parallel to the boundary have little
impact on its shape, and can in fact become a liability if all the CPs bunch up at one end of
the curve, making control of the other end unstable. In essence, only one of the two degrees
of freedom each CP has in the plane is actually relevant to the optimization, and varying
both would waste computing power on attempting to optimize with respect to inert design
variables. Therefore it is far more efficient to restrict the CPs to 1 DOF each, in a direction
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perpendicular to the part boundary. Strictly speaking it would be necessary to compute the
normal vector to the curve at the desired point in order to achieve this, but as the shape of
the curve itself depends on the locations of the CPs this would have to be recalculated for
every change. The method used here of allowing the CPs to move only perpendicular to
the dashed baselines has essentially the same result but is much easier to implement and
cheaper to calculate.
Thus there is only one design variable per CP, which specifies the perpendicular dis-
tance from the baseline to the CP location as a fraction of the baseline length. This has
the 1 DOF advantage discussed in the previous paragraph, and also allows the design vari-
ables to be dimensionless quantities describing the curvature of the part boundary without
reference to the absolute size of the part. Thus the CP locations are essentially specified
in another local coordinate system nested inside the local coordinate system in which the
jaw geometry is constructed, in which one dimension is given parallel to the baseline and
the other perpendicular to it. The perpendicular coordinate is the design variable, as was
just said. The CPs are given a uniform fixed spacing in the parallel direction, i.e. one, two,
and three quarters of the way along the baseline. Mathematically, the location is easily
calculated with basic vector geometry as follows. First, the appropriate length along the
baseline is defined as R||
R|| = αR5 (3.53)
where α ∈ {1
4
, 2
4
, 3
4
}. Next, R⊥ is defined by a CCW rotation of pi/2 and a scaling by
k, where k is the actual design variable corresponding to each CP and specifies the ratio of
the length of the perpendicular to that of the baseline.
R⊥ = k(Im(R||)− j Re(R||)) (3.54)
Finally, the location of the CP RCP is simply the sum of these two vectors. This calcu-
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lation is shown in Figure 3.25.
RCP = R|| +R⊥ (3.55)
Figure 3.25: Location of control points
Using this procedure for the left side and a similar one for the right side, all six edge
CPs are located from their design variable values, k1 through k6. An additional fixed CP
is placed at either end of the jaw tip base. This of course requires no additional design
variables as no DOFs are involved.
Thus the top and sides of the jaw are defined. The bottom portion is done as follows.
First, two radii are specified, corresponding to the dashed circles in Figure 3.26. These
radii are fixed at 3 times the radii of the corresponding pins. This is meant as a conser-
vative estimate of the necessary radius of material to prevent pin tearout. As discussed,
simple FEA is unreliable in the vicinity of the pins, and an attempt at analytical calculation
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produced unrealistic results. This is a good example of a general principle of this type of
complex modeling, which is that if a minor detail can be estimated to reasonable accuracy
(say 90%), it’s not worth potentially derailing the entire optimization by coming up with
an unreliable model of greater complexity in an attempt to get to 95%.
Five additional fixed CPs are then placed at equal angular spacing along a portion of
each circle (four are shown for graphical clarity). The start point of this arc is the point of
tangency with a line from the circle edge to the fixed CP at the edge of the tip base. The
end point is the bottom of the circle. A final fixed CP is placed at the midpoint of a line
segment connecting the innermost CPs on each of the two circles.
Figure 3.26: Construction of jaw geometry
With all control points placed, a single B-spline is constructed that begins at the left
edge of the jaw base, proceeds CCW around the perimeter of the shape, and ends at the
right edge of the jaw base. Placement of the fixed CPs at the base edges and at the bottom
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of the shape do not contribute to the optimization, but greatly simplify construction of the
geometry by allowing the entire boundary (with the exception of the line segment repre-
senting the base of the tip) to be represented by a single curve. An example of the B-spline
thus generated is given in Figure 3.27.
Figure 3.27: Example jaw boundary B-spline
Another example with the control points hidden but the tip shown is given in Figure
3.28. Also note that the pin holes are shown instead of the larger CP circles.
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Figure 3.28: Example of full jaw boundary
As a final note on the geometry, the part is initially assumed to be of unit thickness, and
a scaling to determine the true thickness is performed during post-processing of the FEA
solution information.
3.6.3 Mesh Generation
With the geometry defined, the next step is to create a mesh of finite elements. As the
mesh generation algorithm can be customized to suit the specific geometry, there is no
need to use the sophisticated and expensive generalized methods used by commercial FEA
software that must be able to handle any geometry the user chooses to input.
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Location of Dividing Line
The algorithm starts by finding the cutoff point between the main body of the jaw and the
bottom region around the pins where the stresses will be ignored. This cutoff point also
allows much more efficient mesh generation once found, as will be seen shortly. Before
describing the means by which this cutoff point is located, it is necessary to explain a minor
obstacle to working with B-spline boundaries. A B-spline is defined parametrically; since it
is one-dimensional a single parameter is used to define different locations along the curve.
If this parameter is called u, one can input a u value and then evaluate the corresponding x,y
point on the curve, but the algorithm cannot reverse the process and determine the u value
that corresponds to a particular point on the curve. Therefore iterative “guess and check”
type techniques must be used to accomplish this task. Due to the extremely low cost of u to
x,y evaluations this is not much of an issue from the standpoint of computational expense,
but does complicate algorithm design slightly.
The goal is to determine two u-values uL and uR that correspond to points on the curve
that, when connected by a line, create the desired division. This is accomplished by sweep-
ing a line down the shape until it hits one of the radii surrounding the pin holes (correspond-
ing to the dashed circles in Figure 3.26). This condition is shown in Figure 3.29, where the
line has happened to hit the left circle first.
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Figure 3.29: Desired position of dividing line
The convergence history of one example is shown in Figure 3.30, where the bottom line
is the final position and the other lines are the positions calculated by the “sweep” algorithm
during the solution process. The first few iterations are numbered to help illustrate the
convergence trend.
131
Figure 3.30: Convergence of dividing line
Upper Region Mesh
With the dividing line in place, it will be noted that the majority of the jaw area is now
contained in the upper region. This region is now bounded by four curves: the top and
bottom bounds are line segments, and the left and right bounds are B-spline segments. If
the region is considered as a distorted rectangle, it is evident that a high-quality mesh can
be produced extremely efficiently by mapping a rectangular grid onto it, as illustrated in
Figure 3.31.
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Figure 3.31: Main jaw region meshed by distortion of rectangular grid
This is accomplished by the following procedure. Two parametric coordinates are de-
fined, u and t, where u corresponds to travel along the B-spline boundary and t corresponds
to travel roughly parallel to the dividing line. In order to determine the optimal grid spac-
ing, it is necessary to find the average size of the domain in the u and t directions. This
is done by evaluating a number of discrete points along the sides of the domain between
the known positions of the tip base and the dividing line, summing the chord lengths to
determine the u-length, and averaging the t-distances at each evaluation to determine the
t-length. See Figure 3.32 for a graphical representation of this process.
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Figure 3.32: Determination of approximate u-t size of domain
Once the approximate u-t size of domain is known, the correct mesh grid spacing in
both directions is determined based on a desired approximate number of elements using
Du = round
(√LuNe
2Lt
)
Dt = round
(√LtNe
2Lu
) (3.56)
where D is the calculated number of divisions, L is the u or t length of the domain, and Ne
is the desired number of elements.
With this calculation complete, a similar 2D sweep method is used to iterate through
both dimensions using the computed grid spacings and place a node at each iteration form-
ing a rectangular grid in the curvilinear u-t coordinate space, forming elements so as to
make the corresponding quadrilateral elements. As triangular elements are used, the final
step is to divide each quadrilateral element into two triangular elements across the short
diagonal, so as to produce the best aspect ratios of the resulting triangles. This is shown in
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Figure 3.33.
Figure 3.33: Division of quadrilaterals into triangles
The upper region mesh in now complete.
Lower Region Mesh
It still remains to mesh the lower region, which will be more difficult as the topological
complexity introduced by the two pin holes prevents using the same strategy as for the
upper region. The pin hole boundaries are represented by regular polygons with the nodes
at the vertices; as the entire mesh ultimately must consist of nothing more than nodes
connected by line segments this is the closest approximation to a circle that can be obtained.
A number of nodes are placed along the bottom portion of the B-spline part boundary, and
more are placed in the interior of the bottom region. The problem is then how to connect all
these nodes so as to produce the highest quality triangular elements. This is accomplished
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by means of a Delaunay triangulation, a well-known algorithm that solves exactly this
problem [84]. This is a much more general method than the rectangular grid method, and
is popular in many meshing applications. However, it is more computationally expensive
than the rectangular grid method, so is limited to the relatively small lower region where
it is needed to deal with topological complexity. By including the lowest row of nodes in
the rectangular grid (i.e. those on the dividing line between the upper and lower regions) in
the list of nodes to be triangulated on, it is ensured that the two mesh halves will match up
properly. Additionally, there is the problem that the Delaunay triangulation only works on
convex sets; that is, it will connect the pin bearing nodes to each other, thereby meshing the
pin circles. Since the algorithm has no way of knowing which connections are undesirable,
it must assume that all connections are valid. Exclusion regions corresponding to concave
portions of the mesh must be externally specified, in this case by an IF statement skipping
the formation of any elements that contain all three nodes on the bearing surface. The
resulting lower region mesh is shown in Figure 3.34.
Figure 3.34: Lower region meshed by Delaunay triangulation
The entire mesh is shown in Figure 3.35
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Figure 3.35: Completed jaw mesh
3.6.4 Application of Boundary Conditions
After meshing is completed, the next step in the FEA process is to specify the boundary
conditions for the problem. For reasons discussed earlier, all the nodes on the top row of the
upper region rectangular mesh are considered to be a fixed support, that is, are constrained
to zero displacement in both the x and y degrees of freedom. The other boundary conditions
are of course the bearing loads at the pins. The magnitude and direction of the applied
forces are known from the rigid body force balance performed earlier in the evaluation of
the current candidate linkage. However, only forces corresponding to x and y components
on particular nodes can be specified in the FEA formulation, so the total bearing load must
be split up into smaller loads on the nodes that form the bearing polygon. This is done
using three assumptions:
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1. The sum of the nodal forces must equal the total force on the bearing
2. Only the half of the bearing surface closest to the direction of the application of the
load carries the load. That is, the back of the bearing sees zero applied load.
3. The distribution of nodal forces should approximate a cosine distribution as closely
as possible.
This last condition is meant to approximate the true stress distribution in the bearing,
as it satisfies the conditions of symmetry about the force vector and a smooth transition
to zero value at angles of ±pi/2 relative to the force vector (see Figure 3.36). The cosine
distribution is simply an intuitively developed second-approximation (where constant stress
would be a first-approximation), since as stresses in the immediate region around the pins
are ignored, exact accuracy is not important. The bearing model is shown in Figure 3.37.
Figure 3.36: Force distribution over bearing surface
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Figure 3.37: Model of the boundary condition at the pin bearing surface
3.6.5 Solution and Post-Processing
With the boundary conditions specified, equation 3.51 is now solved for the system.
As previously discussed, the method with the best overall efficiency for a multi-position
kinematic FEA problem is direct inversion of the global stiffness matrix and storage of the
inverse for re-use at each position. Right-multiplication of the inverse by the nodal force
vector solves for the nodal displacements. The stress value in each CST element is then
computed from these displacements. For graphical output purposes, the continuous color
scaling of Figure 3.38 is used to indicate relative stress magnitudes.
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Figure 3.38: Continuous color scale for stress plots
A plot of von Mises equivalent stress for a typical case is shown in Figure 3.39. Note
that as the spreading force is applied horizontally at the tip (insofar as the equivalent support
boundary condition reproduces the effect correctly) the jaw is essentially a cantilever beam
in bending, so the minimum stress at the neutral axis and maximum at the extreme fibers is
exactly as one would expect. Also note that the bottom portion of the mesh is left blank as
the stresses are ignored in that region, and the jaw tip itself is not modeled.
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Figure 3.39: Typical von Mises stress distribution for jaw
It should be recalled that the solution corresponds to a part of unit thickness. The
maximum stress in the part is found and compared to the material yield stress and safety
factor, and the thickness scaled accordingly to satisfy
σmax = σy/(SF ) (3.57)
The mass of the part can then be evaluated given the material density, since the thickness
is known from the scaling just performed and the planar area is easily found by summing
the areas of the mesh elements. With the determination of the part mass, the inner objective
function call can now return.
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3.6.6 Inner Optimization Algorithm
Now having the ability to evaluate the mass of the part corresponding to a given set of
B-spline control point locations, it still remains to specify the method by which the opti-
mal locations are determined. The choice of inner optimization algorithm takes advantage
of two aspects of the nested optimization approach. First, any suitable algorithm can be
chosen regardless of what is used at the outer level. Second, as only the structural design
variables are being optimized, the nonlinearity of the problem is drastically reduced, and a
traditional gradient descent method can be used instead of a more powerful but expensive
metaheuristic algorithm with global optimization capability. Specifically, Matlab’s built-in
fmincon function was used, with the interior-point method selected. The design variables
were the k1 − k6 specifying the lengths of the outward perpendiculars to the control points
as discussed in Section 3.6.2.
Convexity Constraint
A nonlinear constraint function was also specified in order to impose convexity on the
set of control points. As was discussed in the literature review, a common problem that has
receieved much study in finite element-based shape optimization is the degeneration of the
part boundary into jagged or otherwise unrealistic shapes. For example, given the initial
geometry in Figure 3.40, an unconstrained optimization converged to the final geometry
shown in Figure 3.41, which is clearly unsuitable (note that unlike Figure 3.39 the stresses
are shown as discrete contours rather than a continuous variation).
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Figure 3.40: Initial jaw geometry
Figure 3.41: Unconstrained solution
The convexity constraint was introduced in order to prevent this type of shape degen-
eration. A convex set (in Euclidean space) is one in which a line segment connecting any
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two points in the set remains entirely within the set. For example, this is true of a circle,
but not of a crescent (Figure 3.42).
Figure 3.42: Convex and non-convex set examples
The constraint applied to the control points required that the control polygon formed
by connecting the ordered set of control points with line segments be convex. This was
implemented by computing the signed area of each set of three consecutive control points.
A CCW orientation of the three-point set produces a positive signed area, whereas a CW
orientation produces a negative one. Given the orientation of the B-spline as a whole, CCW
orientation of each subset of three CPs is equivalent to convexity of the control polgyon.
This fact is demonstrated in Figure 3.43.
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Figure 3.43: Equivalence of convex control polgyon and CCW-oriented CP subsets
Note that only the six “mobile” CPs corresponding to the six design variables are ca-
pable of violating this contraint; the fixed CPs on the circles are located on the boundary
of a convex shape and thus are guaranteed to produce a convex polygon. Additionally, a
dummy CP was added to the jaw tip, which was not used in B-spline construction but was
included in the convexity determination so as to keep the entire jaw shape within the angle
spanned by the sides of the jaw tip.
The constraint function functioned by summing the absolute values of the areas of the
violating triangles while ignoring the complying ones, and the constraint was defined as
requiring this sum to be less than or equal to zero, that is, the constraint would be satisfied
only if no violating triangles existed. After inclusion of this constraint, the initial geometry
of Figure 3.40 converged instead to the solution shown in Figure 3.44.
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Figure 3.44: Constrained solution
With the use of the constrained gradient-descent inner optimization, the inner optimiza-
tion was able to reliably determine optimal part designs and return the corresponding jaw
masses to the outer objective function.
3.6.7 Validation of Jaw Model
The accuracy of the jaw model was examined by choosing a candidate design and per-
forming a manual design iteration using commercial CAD and FEA software for those
values of the kinematic design variables. As shown in Figure 3.45 the jaw masses were
quite similar. The full 3D design freedom given by the use of commercial software allowed
for a more efficient design, the mass savings of which were largely offset by the fact that
the rather coarse CST mesh in the optimization tends to underpredict the peak stresses at
the edge of the part as the CST element effectively averages the stress field over its area.
However, it seems reasonable to be confident in the results of the optimization to within a
few pounds.
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Figure 3.45: Jaw mass comparison
3.7 Inner Optimization Implementation - Piston Crossbar
A similar optimization was required for the last remaining part of the mechanism, the
piston crossbar. The crossbar is defined as the top portion of the piston rod that is not a
simple cylinder and serves to support the pins joining the piston to the jaws.
3.7.1 Modeling Assumptions
While in reality the crossbar cannot be of strictly constant thickness in order to produce
a smooth transition to the cylindrical piston rod geometry, a fair approximation may be
obtained by the use of a 2D analysis, treating the piston rod as a horizontal 2D line support
at the base of the crossbar. Additionally, as the part is symmetric only the right half is
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modeled, with a symmetry condition imposed on the left side of the geometry. The basic
geometry is shown in figure 3.46.
Figure 3.46: Geometry of piston crossbar
Note that unlike the jaw case, the topology of the part has been chosen to include an
internal cutout. This is due to the fact that using an open contour that must terminate at both
ends on the symmetry line uses significantly fewer design variables than a closed contour
that is free to “float” in the interior of the part.
3.7.2 Geometry Construction
The parameters that define the basic shape of the geometry are shown in Figure 3.47.
Two separate B-splines are now necessary due to the more complex part topology. The
outer B-spline begins on the horizontal fixed support at location X , which is a fixed param-
eter as this must correspond to the piston radius for a smooth transition. The outer B-spline
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ends on the vertical symmetry line at location Y , which is a design variable as there is no
required location. The inner spline is defined using a local polar coordinate system as will
be seen shortly, with the local origin a distance Y ′ above the overall origin, this distance
also being a design variable. The pin hole center is located by the fixed vector ~Rp which
is fully determined by specification of the kinematic design variables at the outer level. A
circle of radius r is also defined, concentric with the pin circle but of twice the radius. r is
also a design variable and the optimization is allowed to vary the initial value of twice the
pin radius. It should be realized that although the B-splines are shown in Figure 3.47, this
is only to orient the reader, since as the control point locations have not yet been defined
the B-splines have not yet been constructed.
Figure 3.47: Geometric definition of piston crossbar
Placement of the control points proceeds as follows. There are five CPs on the inner
spline, defined in a polar coordinate system relative to the cutout origin. The five CPs are
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at equal angular intervals from −pi/2 to pi/2, with the radii being the design variables (the
origin of the cutout can also slide up and down the symmetry line).
Placement of the outer CPs is considerably more complicated. As in the case of the
jaw, a number of fixed CPs are placed on the dashed circle surrounding the pin hole. This
reflects the fact that any rational design will minimize material usage by having the outer
curve take a path that “rounds the corner” around the pin location as tightly as possible on
its way from the fixed support to the symmetry line, leaving just enough thickness to retain
the pin. Thus the CPs in that location are not granted computationally expensive individual
freedom, but all move in or out based on a single design variable, r. 12 CPs are placed on
the circle, but fewer are shown in Figure 3.48 for graphical clarity. These CPs are placed at
equal angular spacing, with the angular limits defined by the design variables θ1 and θ2.
Figure 3.48: Placement of inner CPs and fixed outer CPs
At this point a difficulty arises from the fact that just as in the case of the jaw, some
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constraint must be applied to the part boundary to keep it well-behaved, but unlike the jaw
the crossbar may need to use a non-convex outer boundary, so the same constraint strategy
cannot be used. For example, if the start point of the outer B-spline on the fixed support
is at a smaller x-coordinate than the pin center, the curve will inevitably need to contain at
least one inflection point (thus ruling out convexity) in order to both leave the fixed support
at right angles (to maintain continuity with the piston rod) and make it around the pin. A
similar condition obtains on the other half of the outer curve near the symmetry support.
The solution adopted is to only use a single CP between the fixed CP on the end of
the support and the fixed CPs on the dashed circle surrounding the pin hole. Furthermore,
this CP is placed using the same orthogonal vector method that was used in the case of the
jaw. This strategy permits only one inflection point in the curve at each end, and reduces
the number of design variables needed. The exact placement computation is as follows. A
baseline is constructed from the support end fixed CP to the nearest circle fixed CP. A per-
pendicular is then placed halfway along the baseline, with length determined by the single
design variable, and the CP is placed at the end of the perpendicular. This is illustrated in
Figure 3.49.
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Figure 3.49: Placement of remaining outer CPs
With all the CPs placed, the B-splines can be constructed, as shown in Figure 3.50.
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Figure 3.50: Completion of B-spline construction
3.7.3 Mesh Generation
Geometry construction is now complete, and the part next needs to be meshed. A similar
strategy as in the jaw case is employed, applying a rectangular grid in a curvilinear coordi-
nate system. Note that the vertical line segment between the origin and the bottom of the
cutout was treated as part of the inner B-spline for meshing purposes, in order to maintain a
rectangular boundary topology (two opposite B-splines, two opposite line segments). The
fact that the pin hole is in the center of the part makes partitioning the domain more difficult
than in the jaw case. The first step is to determine the u, t coordinates of the pin center.
As previously discussed, B-spline evaluation can only go from parametric space to real
space so iterative methods must be used to determine the location of a point in real space
in parametric space. A custom algorithm was not needed for this iterative solution, unlike
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the case of the jaw dividing line, so the built-in 1D system solver fminbnd in Matlab was
employed to determine uc value such that evaluating each B-spline at uc and connecting the
resulting points would produce a line that passed through the pin center (to within a finite
error tolerance), as shown in Figure 3.51. The t location of the pin center was then found
by analytical means, using the derivative of the Cartesian distance metric to determine the
closest point of approach of the line thus created to the center.
Figure 3.51: Location of pin center in u, t space
With the location of the center known, a similar line sweep method using fminbnd was
used to search in either direction to determine the u bounds on the circle. The t bounds
could be found directly using the radius of the circle. A rectangle in u, t space bounding
the pin circle was now known, as illustrated in Figure 3.52
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Figure 3.52: Bounds on pin circle in u, t space
Using this information, it was now possible to mesh the majority of the domain us-
ing a rectangular grid, bypassing the formation of any elements that would fall within the
bounding rectangle on the pin. Due to the greater curvature of the B-splines that the mesh
gridlines are mapped onto, element quality is a bit more variable than in the case of the jaw,
but is still acceptable. A typical main section mesh is shown in Figure 3.53.
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Figure 3.53: Rectangular grid mesh of crossbar
The area between the pin circle and the bounding rectangle was then meshed. In order
to ensure that the two mesh regions matched properly, the nodes on the rectangle had to
be consistent with the main rectangular grid mesh. The polygon approximating the pin
circle was then chosen to have the same number of nodes, so that a 1-1 correspondence
between the nodes on the circle and on the rectangle could be formed. A line segment was
then computed joining each of these node pairs, and additional nodes placed along it as
necessary based on aspect ratio considerations. The final result is shown in Figure 3.54.
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Figure 3.54: Mesh in pin region of crossbar
The entire part has now been meshed, as shown in Figure 3.55.
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Figure 3.55: Full crossbar mesh
3.7.4 Application of Boundary Conditions
The boundary conditions for the crossbar are fairly straightforward. The bottom surface
is a fixed support, meaning that both the x and y displacements of the nodes on that surface
are set to zero. The left surface is a symmetry condition, which means that x displacements
of those nodes are set to zero, as any nonzero displacement would violate symmetry. The
y displacements are unconstrained however. Finally, exactly the same bearing load appli-
cation method as in the case of the jaw was used to apply the pin force to the appropriate
nodes on the pin polygon.
3.7.5 Solution and Post-Processing
With the boundary conditions specified, equation 3.51 is now solved for the system. The
same comments on choice of solution method apply as in the case of the jaw. Again, the
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elemental stresses are computed from the nodal displacements during post-processing.
3.7.6 Inner Optimization Algorithm
The inner optimization for the crossbar is the same as that for the jaw, with some im-
portant differences in the constraint function. As was already discussed, the convexity
constraint is not used for the crossbar. However, given the more complex topology of the
part due to the presence of the cutout, there is a lot more that can go wrong and must be
guarded against. If the perturbation of the CP locations during the optimization process
results in either
1. The two B-spline boundaries intersect each other, or
2. One of the B-splines crosses through the pin circle
the topology of the solution domain will be altered. This will invariably result in at best
failure of the FEA-based objective function and at worst execution of the objective function
call that will produce nonsensical results. Figure 3.56 shows the effect on the mesh and
stress solution of a typical case of topological degeneration.
159
Figure 3.56: Failure due to topological degeneration
Inner/Outer Boundary Intersection Check
An efficient approximate check for the first condition can be performed by connecting
each set of CPs in order with line segments, and seeing if these two line segment chains
intersect. Checking for any intersection of two line segment chains can be done by checking
for intersection of each possible combination of members of the two chains, which since
there are only 4 segments in the inner chain and 15 in the outer chain is a quick calculation.
The base operation of this algorithm, checking for the intersection of two line segments in
the plane, can be done as follows.
If the first line segment is defined by a vector ~R whose base is located relative to the
origin by ~P , and if similarly the second line segment ~S is located by ~Q (see Figure 3.57),
the cross-product c of ~R and ~S is calculated as
c = rxsy − rysx (3.58)
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If c = 0, the two line segments are either parallel or collinear. These cases can be
distinguished by computation of another cross product, ( ~Q− ~P )× ~R. If this is also, zero,
they are collinear, otherwise parallel.
Figure 3.57: Line segment intersection check
If, as is very likely, c 6= 0, there must be some point in the plane where the infinite
extensions of the line segments intersect. Letting u and t parameterize ~R and ~S in the usual
way so as to be zero at the base and one at the tip of the line segment vector, the parametric
coordinates of the intersection can be found as
t =
(qx − px)sy − (qy − py)sx
c
;
u =
(qx − px)ry − (qy − py)rx
c
;
(3.59)
If both u and t are between zero and one, the line segments intersect, otherwise not.
Thus the constraint is formulated by “folding” the real number line about the point 0.5 to
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make the parameter value more negative as the point of intersection becomes further from
the line segment. New variables are thus defined:
tprox =
 t, t < 0.51− t, t ≥ 0.5
uprox =
 u, u < 0.51− u, u ≥ 0.5
(3.60)
The value of the constraint for these two line segments is then set to be the smaller of
these two values, and the overall value for the entire comparison of the two segment chains
is the maximum of the individual values. A constraint violation occurring if this overall
value is greater than zero, meaning that at least one pair of line segments intersected. The
constraint is formulated in a continuously-valued way rather than a simple Boolean check
in order to establish a gradient and drive the constraint towards the feasible region.
It must be noted that ensuring that the CP chains do not intersect is not quite a strong
enough condition to guarantee that the B-splines do not intersect, although for well-behaved
curve shapes it is a very good approximate check. A few pathological cases may occur
where the check fails to detect a curve intersection or detects one where none exists. In
the former case, the consequences of topological degeneration are catastrophic enough that
they are easily detected after the fact, and the objective function evaluation can be aborted
(as long as this is done sparingly it is not a problem). In the latter case, no real harm is done
by constraining the curves to be a little farther apart than is absolutely necessary.
Pin Intersection Check
The other possible problem is if one of the B-splines intersects the pin circle. Since a
B-spline segment always lies within the convex hull of the four CPs that define it, ensuring
that the pin circle does not intersect the convex hull of any four consecutive CPs is sufficient
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to ensure that the B-spline does not intersect the pin circle. Considering the quadrilateral
formed by the convex hull of four points, there are four distinct modes of intersection, as
shown in Figure 3.58.
Figure 3.58: Circle/Quadrilateral intersection check
To ensure that none of these modes are present, the following three sub-checks must be
made for each quadrilateral:
1. Ensure that the length of perpendicular line joining the circle center and the infinite
extension of each of the four line segments defining the quadrilateral is greater than
the radius of the circle, OR that the intersection of the perpendicular and the infinite
line does not occur on the original segment (see Figure 3.59). Truth of this condition
ensures falsity of mode B above.
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2. Check that the distance from each vertex point to the circle center is greater than the
circle radius. This precludes mode C. Note that sub-check 1 does not necessarily
cover this as the case shown in Figure 3.60 is possible in which the perpendiculars
fall outside the line segments but the circle contains the vertex point. This check also
precludes mode D.
3. Finally, to check for mode A, it suffices to show that the circle center is not contained
in the quadrilateral, which can be done with one’s choice of well known point-in-
polygon techniques [85].
Figure 3.59: Sub-check 1; Either case shown passes
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Figure 3.60: Sub-check 2; Case that fails 2 but passes 1 is shown
The constraint value is set to the minimum value out of the center-vertex distances and
parametric coordinates (as defined in the B-spline intersection check) generated by any
failed sub-checks, so as to create a gradient rather than a simple Boolean condition. The
constraint is satisfied if the value is zero or less, which it will be if none of the sub-checks
are failed.
3.7.7 Validation of Crossbar Model
As in the case of the jaw, commercial CAD and FEA software was used for comparitive
validation. In this case the emphasis was on the accuracy of the FEA solution. In a test
case of a slightly earlier crossbar model, the FEA solution for the stress field was almost
exactly replicated by solution of the same problem in ANSYS. The problem setup is shown
in Figure 3.61, and the stress field comparison is shown in Figure 3.62. Note that the stress
contours are set to identical values in Figure 3.62.
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Figure 3.61: Test problem setup
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Figure 3.62: Test problem solution
3.8 Optimization Execution and Results
With both sub-optimization components complete, all the link masses can be found and
the last objective, the total mass of the mechanism, evaluated. The design of the entire
optimization is now complete, and all that remains is to select values of the necessary
parameters and begin the computation.
3.8.1 Optimization Parameters
The outer-level optimization algorithm used was an implementation of the NSGA-II
algorithm [12] written by the author in Matlab. 50 generations were computed with a
population size of 90 individuals, having a 20-digit binary chromosome representation.
There were four objectives, as has been previously discussed:
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• Minimize mechanism mass
• Minimize mechanism length
• Minimize jaw rotation
• Minimize spreading force variation
The six design variables at the outer level, as defined in Section 3.2.1, were:
{αi, γi,Γf , r1, g, θrot}
where the first three are naturally bounded, and the next two were each given bounds of
0-6 inches, which as intended proved to be much greater than necessary to ensure inclu-
sion of all optima. The final design variable (also an objective), jaw rotation, was bounded
between 30 and 60 degrees.
The spreading force and spreading distance were required to be 10,000 lbf and 24
inches, respectively. These values were chosen in order to facilitate direct comparison
to the new SP-300 spreader from market leading manufacturer Hurst. All components of
the spreader were assigned one of two sets of material properties based on qualitative judg-
ment as to suitability. Components are listed in Table 3.8.1 based on material, with the
safety factor used also specified in each case. A base safety factor of 1.5 was used based
on the testing specifications in the NFPA Standard on Powered Rescue Tools [86], and in-
creased for components of the actuator as higher safety factors are advisable for pressurized
systems.
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Table 3.2: Material selections, material properties [87] and safety factors
Part Material Yield Stress (psi) Density (lbm/in3) Safety Factor
Jaw Tips 4140 Steel Alloy 140,000 0.28 n/a
Piston Crossbar 4140 Steel Alloy 140,000 0.28 2
Piston Rod 4140 Steel Alloy 140,000 0.28 2
Cylinder 4140 Steel Alloy 140,000 0.28 3
Tie Rods 4140 Steel Alloy 140,000 0.28 2.5
Connecting Links 4140 Steel Alloy 140,000 0.28 1.5
Pins 4140 Steel Alloy 140,000 0.28 1.5
Jaws 7075-T6 Aluminum Alloy 63,000 0.10 1.5
Piston Hub 7075-T6 Aluminum Alloy 63,000 0.10 n/a
Endcaps 7075-T6 Aluminum Alloy 63,000 0.10 3
3.8.2 Visualization of Results
Before proceeding to presentation of the results, a minor digression into visualization
methodology is needed. A major challenge when working with more than three objectives
is visualization of the objective space, which greatly aids the decision maker in making a
final selection from the Pareto optimal set returned by the optimization. A wide variety of
methods have been proposed for dealing with this problem, and an adaption of a method
proposed in [88] (illustrated in Figure 10 of this reference) is used here. The basic idea is
to plot solutions in a regular 2D polygon where the number of vertices is the same as the
number of objectives, and each dimension of the objective space is mapped to a line from
the center of the polygon to one of the vertices. For example, if there are six objectives,
one would take the six orthogonal axes of the (hypothetical, of course) six-dimensional plot
of the objective space and put them between the center and vertices of a regular hexagon.
Since the axes are no longer orthogonal, information is lost, as is inevitable when repre-
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senting high-dimensional data in a 2D plot, but the result can still be illuminating.
The above description is only an approximate qualitative description of the process
to aid intuitive understanding of the actual process, which is now described. First, the
maximum and minimum value of each objective out of all the solutions returned by the
optimization is identified, and all objective values are mapped onto [0,1] intervals where
0 is the minimum value and 1 is the maximum. This normalization process ensures that
arbitrary differences between objective magnitude scales do not obscure the visualization
result. These normalized objective values are then used as the barycentric coordinates of
the solution in the polygonal space, and are plotted via convex combination of the vertex
coordinates in the plane. A convex combination is a means of calculating the location of a
point based on the weighted average of the locations of a number of other points, with the
requirement that the sum of the weights equal one:
P =
N∑
i=1
WiVi,
∑
i
Wi = 1 (3.61)
where P is the output point, Vi are the positions of the N reference points, and Wi are
the weights. If all weights are nonnegative, P will always land inside the convex hull of
the reference points. Convex combination can be thought of as a generalization of linear
interpolation between two points, which it in fact reduces to if N = 2.
In this case, the reference points are the vertices of a regular polygon, and the weights
are obtained by dividing each normalized objective value by the sum of all normalized
objective values for the given solution, to ensure that
∑
iWi = 1 is satisfied. Nonnegativity
is guaranteed by all the normalized objective values having been mapped to the interval
[0,1] to begin with. After this process is completed, the location of each solution in the
polygon will reflect the relative quality of its objective values. Thus, a solution that falls into
the 37th percentile (for instance) in every objective, compared to the rest of the solution set,
will end up in the exact middle of the polygon, whereas a solution that is best in objective
2 but worst in all the others will end up on top of the second vertex of the polygon. More
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generally, the worse a solution does at objective j, the more it is “pulled” towards vertex j.
A problem with this is that the overall quality is obscured; a solution that is worst
at all objectives and one that is best at all objectives will both end up in the middle of
the polygon. Thus a color scaling is introduced, where “bluer” solutions have a smaller
(i.e. better) sum of normalized objective values and “redder” solutions have a larger sum.
Pure blue is a sum of zero (best at all objectives) and pure red is a sum of N (worst at all
objectives). Note that this scaling does not preserve Pareto optimality, as it effectively maps
solutions onto an additional dimension by collapsing all objectives to a single value using
an unweighted sum. While imperfect, the combination of plotting by convex combination
and color scaling is a reasonable approach to visualization.
3.8.3 Results
The optimization took about 96 hours on a desktop computer with an Intel i5 processor.
Each generation took about 2 hours, each primary objective function call (evalutation of
an individual candidate mechanism) slightly over a minute, and each secondary objective
function call (FEA analysis on one of the parts in 5 positions) slightly over a second on
average. FEA calculations were responsible for the bulk of the required solution time.
A polygon plot of the type just described is given in Figure 3.63 (the color scale is
that of Figure 3.38) for the set of 90 solutions after the final generation of the algorithm
completed. Final selection of a single solution was made by use of a supplementary code
that returned subsets of the frontier that satisfied specified maxima of all four objectives. A
simple manual iteration process of tightening the requirements and inspecting the resulting
lists was employed using this tool.
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Figure 3.63: Polygon plot of spreader solutions
Also useful was another code to generate graphical depictions of a candidate linkage
given the design variable values, by a combination of simple geometric objects for the
lumped components and renderings of the stressed FEA meshes subjected to appropriate
rotations and translations. Such a rendering of the final result is shown in Figure 3.64. All
colors use the color mapping of Figure 3.38, and the renderings are to scale with the axes
in units of inches.
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Figure 3.64: Optimized mechanism
The optimized values of the design variables as well as the bounds on the search space
are listed below. The fact that all the values found are well in the interior of the search
space supports the conclusion that the optimum does not lie outside of it.
Table 3.3: Bounds and optimized values of design variables
Variable Min Max Optimal
αi (degrees) 60 150 128.85
γi (degrees) 30 150 59.75
Γf (unitless) 0 1 0.57
r1 (inches) 0 6 1.48
g (inches) 0 6 1.23
θrot (degrees) 30 60 36.25
This design compares favorably to the Hurst SP-300 that was selected as the competitor
for the optimization parameter specification, as detailed in Table 3.1. LSF and HSF stand
for “Lowest Spreading Force” and “Highest Spreading Force” respectively, and occur in the
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closed and open positions respectively. These forces are measured in a manner regulated by
the relevant NFPA standard [86] and are among the primary figures of merit in evaluating
spreader performance.
Table 3.4: Comparison of objectives values between result and Hurst SP-300 model [89]
Optimized Hurst
Mass - lbs 31.08 37.70
Length - inches 29.96 29.53
Jaw Rotation - deg 36.25 54.00
LSF - lbf 10,000 7,419
HSF - lbf 10,704 8,992
A side-by-side graphical comparison is shown in Figure 3.65.
Figure 3.65: Graphical comparison of result to Hurst SP-300 model [89]
It should be noted that the mass estimate is likely over-optimistic, with the true mass of
the design probably being about equal to that of the SP-300, due to some of the simplifying
assumptions that were made. However, the force and jaw rotation objectives are exactly
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correct as only vector geometry is involved, and the length objective is almost certainly
very reliable as well.
There is a significant degree of qualitative resemblance between the optimized and
Hurst spreaders, which is quite remarkable as the former is the product of a sophisticated
numerical optimization written on general principles without significant prior experience in
rescue spreader design, and the latter is the product of 40 years of manual design iteration
by the industry-leading company. Note for example the fact that the “blind” process of
application of a gradient-descent inner optimization to B-spline control points came up with
almost exactly the same shape for the crossbar as Hurst’s designers. This is a very strong
indication that the optimization techniques presented in this thesis have merit. Furthermore,
while the optimization more or less broke even with Hurst with respect to mechanism size
and mass, the kinematic objective values are clearly superior. The optimized spreader
accomplishes the same task with significantly less jaw rotation and increased spreading
force magnitude and consistency.
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Chapter 4:
Second Case Study: Internal
Combustion Engine
One of the oldest problems in mechanical engineering is the conversion of linear to ro-
tary motion in engines. This problem is of course long since solved in the modern internal
combustion (IC) engine by the use of the simple slider-crank four-bar linkage. A funda-
mental limitation of this solution is that the relationship between crank angle and piston
position is quite constrained, with piston position being restricted to an approximately si-
nusoidal function of crank angle. The progress of the combustion reaction depends in part
on the cylinder volume as a function of time, and there is no reason to believe that a si-
nusoidal variation is optimal in terms of maximizing efficiency and minimizing emissions.
Thus a need exists for an IC engine linkage design that will allow greater design freedom
in specification of the piston position as a function of crank angle.
A suitable choice is found in the Stephenson-III six-bar linkage. The base four-bar is
required to be a Grashof crank-rocker, with the crankshaft of the engine located at the crank
ground pivot. The dyad is converted to a connecting rod and slider, with the slider being
the piston. The linkage is illustrated in Figure 4.1. It should be noted that, as was the case
in the rescue spreader problem, topological synthesis is not included in the optimization
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process. This is again due to the fact that the problem is being approached as a case study
of the method of Chapter 2, which does not deal with topological synthesis and assumes
that this task was completed separately beforehand.
Figure 4.1: Stephenson-III linkage for an internal combustion engine
4.1 Design Considerations and Objectives
With the general goal and a suitable linkage topology identified, the task of determining
the linkage dimensions and link designs is undertaken using a multi-domain optimization
according to the general methodology of Chapter 2. Varying the linkage dimensions will
result in different piston position functions, which can be converted to efficiency and emis-
sions objective values by the use of a combustion simulation subroutine. In addition to the
original goal of improving performance in these respects, it is also necessary to ensure that
the engine design is workable from a mechanical point of view. The overall size and mass
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of the engine must be within acceptable limits for inclusion in a vehicle, and the shaking
force and moment must be kept reasonable. Finally, the side-loading on the piston must
not be too great. In light of these considerations, the following objectives are defined:
Kinematic Objectives
• Maximize efficiency
• Minimize side-loading of piston
Non-kinematic Objectives
• Minimize RMS shaking force
• Minimize RMS shaking moment
• Minimize total mass
• Minimize planar footprint
4.2 Preliminary Kinematic Analysis
In keeping with the general procedure, a preliminary kinematic analysis is performed
with two goals in mind:
1. Determine the best way to formulate design variables so as to reduce their number,
or at least determine non-arbitrary bounds on as many as possible
2. Rectification of solutions: try to guarantee that any combination of design variables
will result in a valid linkage
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4.2.1 Naive Formulation
A naive formulation of the design variables would probably be:
{r1, r2, r3, r4, r5, r6, θ1, θ35, X}, where X is the distance from the origin (R2 ground pivot)
to the vertical axis of slide, and the remaining quantities are as shown in Figure 4.2.
Figure 4.2: Linkage Diagram
Of these 9 variables, the 6 ri have natural lower bounds of zero, but no upper bounds.
The two angles are naturally bounded above and below due to the periodicity of the defini-
tion of an angle. X is completely unbounded. Any solution formulated this way will have
to be checked for three things:
1. Make sure that the base four-bar is a Grashof crank-rocker (rather improbable for
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random link lengths)
2. Make sure that the R3/R4 transmission angle is acceptable
3. Make sure the connecting rod R6 can reach the axis of slide at an acceptable angle
from all points on the coupler curve
4.2.2 Better Formulation
A better formulation of the design variables is:
{t1, n3, n4, n5,m6, θ1, θ35, ts}, where in general, t is an index of interpolation, m is a scal-
ing, and n is a normalized length. The best way to explain the meaning of these variables
is by explaining how the actual linkage dimensions in the naive formulation are recovered.
The first thing to notice is that the strategy of normalizing all lengths by r2 has been
adopted, resulting in the elimination of r2 from the list of design variables and the re-
placement of ri by ni = ri/r2. Next the base four-bar is examined, starting with the
determination of the minimum and maximum values of n1 that will result in a Grashof
crank-slider with acceptable transmission angles of at least θmin. As illustrated in Figure
4.3, the conditions are
n1,min =
√
n23 + n
2
4 − 2n3n4 cos(θmin) + n2
n1,max =
√
n23 + n
2
4 − 2n3n4 cos(pi − θmin)− n2
(4.1)
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Figure 4.3: Min/Max R1
In this way, given a specified θmin, selected values of n3 and n4 greater than 1, and
n2 = 1 by definition, bounds on n1 are obtained. The interpolating index t1 ∈ [0, 1] is then
used to select a specific value for n1 from this range, using
n1 = (1− t1)n1,min + (t1)n1,max (4.2)
The coupler dimensions n5 and θ35 are then chosen directly.
Next, the four-bar motion is analyzed at a number of discrete positions and the po-
sitions, velocities, and accelerations of each joint are computed. Additionally, the posi-
tion data provides an approximation of the coupler curve, and the min and max x-position
reached by the coupler point are determined. It is now time to look at the connecting rod
and slider, which so far have been ignored. There exists an implicit lower bound on the
possible length of the connecting rod; with the coupler curve having a known, finite width
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in the x direction, it is evident that for a small enough connecting rod length there will not
exist any possible axis of slide that can be reached from all points on the coupler curve. If
some minimum angle θs is required between the connecting rod and horizontal for trans-
mission purposes, this constraint becomes even more stringent.
As shown in Figure 4.4, putting the axis of slide halfway between the x-extremes of the
coupler motion enables the smallest possible value of connecting rod length, which will be
given by
n6,min =
X2 −X1
2 cos θs
(4.3)
where the variables are as represented in Figure 4.4.
Figure 4.4: Determination of minimum connecting rod length
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The actual value of n6 is then chosen based on the value of the design variable m6 ≥ 1,
using
n6 = m6(n6,min) (4.4)
or in other words the value of n6 is found by multiplying the minimum allowable value by
1 or more.
If m6 > 1, the axis of slide has some finite range of possible locations, and can be
moved left or right from the center position as long as the connecting rod can still reach
from the side of the coupler curve that the axis of slide has been moved away from, as
illustrated in Figure 4.5. Specifically, if X0 is the central position of the axis of slide as
shown in Figure 4.4, the left and right limits Xmin and Xmax are given by
Xmin = X0 − (n6 − n6,min)( cos θs) (4.5)
Xmax = X0 + (n6 − n6,min)( cos θs) (4.6)
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Figure 4.5: Allowable axis of slide locations
Once the limits are known, the interpolation index ts ∈ [0, 1] is applied to locate the
axis of slide somewhere between them, using
X = (1− ts)Xmin + (ts)Xmax (4.7)
Next, a position, velocity, and acceleration analysis is done on the connecting rod and
slider, using the previously computed four-bar data to avoid repeating the four-bar calcu-
lations. The position analysis includes the limits of motion reached by the slider along the
axis of slide. This distance is then compared to the desired distance, and the linkage scaled
accordingly. Recovery of the explicit design variables {r1, r2, r3, r4, r5, r6, θ1, θ35, X} is
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now complete. What has been gained? One dimension of the space has been eliminated by
normalizing the linkage at the beginning, and instead of the unbounded variables r1 and X
the fully bounded interpolation indices t1 and ts are used. Furthermore, the three solution
rectification conditions
1. Grashof crank-rocker
2. R3/R4 transmission angle
3. Connecting rod reaches axis of slide at acceptable angle
are all automatically satisfied for any combination of design variables. Thus it should
never be necessary to discard a candidate linkage as physically unworkable, greatly im-
proving optimization stability and convergence. Also note that only a few trivial algebraic
computations are added, as the computation of the coupler curve and axis of slide limits are
piggy-backed on the position/velocity/acceleration analysis, which had to be done anyway.
4.3 Primary Objective Function
A primary objective function call begins with the recovery of the actual linkage dimen-
sions from the design variables in the manner just described. The next step is a dynamic
analysis. There are two major simplifying assumptions used. The first is that the rotational
inertia of the mechanism is large enough that the crank can be assumed to have constant
angular velocity, even given a variable applied gas force. This allows a kinetostatic analysis
rather than a full time response treatment. Second, the dynamic forces are assumed to be
neglible compared to the structural forces due to the gas loading, which allows direct so-
lution of the structural properties of the linkage rather than an expensive iterative solution.
The validity of this assumption is discussed in Section 4.5.2.
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4.3.1 Position, Velocity, and Acceleration Analysis
The analysis begins by solving for the linkage positions as a function of the crank angle
θ2. The linkage can be characterized by three vector loop equations, of which two are
linearly independent.
r2e
iθ2 + r3e
iθ3 − r4eiθ4 − r1eiθ1 = 0
r2e
iθ2 + r5e
iθ5 + r6e
iθ6 −Rsx − iRsy = 0
r2e
iθ2 + r5e
iθ5 −Rpx − iRpy = 0
(4.8)
where Rs is the position of the slider and Rp is the position of the coupler point, i.e.
the coupler/connecting rod joint, relative to the origin. This notation was shown in Figure
4.2; additionally, the tip of Rp traces the coupler curve in Figures 4.4 and 4.5. The position
analysis is performed using the well-known Freudenstein equations [90] for the base four-
bar, with the slider then solved using
θ6 = cos
−1
(Rsx − r2cos(θ2)− r5cos(θ5)
r6
)
; (4.9)
followed by application of the second vector loop equation to find Rsy.
With the position analysis complete, the three loop equations are differentiated with
respect to time in order to allow a velocity analysis, yielding
iθ˙2r2e
iθ2 + iθ˙3r3e
iθ3 − iθ˙4r4eiθ4 = 0
iθ˙2r2e
iθ2 + iθ˙5r5e
iθ5 + iθ˙6r6e
iθ6 − iR˙sy = 0
iθ˙2r2e
iθ2 + iθ˙5r5e
iθ5 − ˙Rpx − iR˙py = 0
(4.10)
Splitting into real and complex parts gives six scalar equations; these are then solved for
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the six unknowns: {θ˙2, θ˙4, θ˙6, ˙Rsxy, ˙Rspx, R˙py} using the results from the position analysis.
Similarly, once this is completed the loop equations are again differentiated for an ac-
celeration analysis.
−θ˙22r2eiθ2 + iθ¨3r3eiθ3 − θ˙32r3eiθ3 − iθ¨4r4eiθ4 + θ˙4r4eiθ4 = 0
−θ˙22r2eiθ2 + iθ¨3r5eiθ35+θ5 − θ˙32r5eiθ35+θ5 + iθ¨6r6eiθ6 − θ˙62r6eiθ6 − iR¨sy = 0
−θ˙22r2eiθ2 + iθ¨3r5eiθ35+θ5 − θ˙32r5eiθ35+θ5 − R¨px − iR¨py = 0
(4.11)
which are split into scalar equations and solved using the results from the velocity
analysis. In this way the positions, velocities, and accelerations of each link are solved; the
analysis is repeated at 20 discrete positions at evenly spaced crank angles.
The linkage is then scaled to recover the actual dimensions from the normalized di-
mensions. Lengths as well as linear velocities and accelerations are multiplied by a scale
factor; angular quantities are the same for all scalings. The scale factor is determined by
comparing the normalized piston stroke to the prescribed actual piston stroke.
The position, velocity, and acceleration of each joint in the linkage over a complete
cycle is now fully determined, and simulation of the combustion process is now possible.
Under the kinetostatic assumption, it is as though an infinitely large flywheel were attached
to the crankshaft and spun at a constant angular velocity, driving the piston through a cor-
responding motion. Thus the true interdependence of the piston motion and combustion
process is replaced by a simplification in which there is a one-way dependence of the com-
bustion on the motion, in order to simplify the analysis.
4.3.2 Combustion Simulation
The combustion simulation subroutine uses a simple zero-dimensional or lumped model
with respect to spatial treatment of the cylinder volume, but does include the time dimen-
sion via parameterization by crank angle. The subroutine was not written by the author
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but was provided by a group working on the combustion-related aspects of the problem. A
qualitative description of the model is now given.
The combustion model accepts four inputs from the primary objective function: the
cylinder bore diameter, the length of the piston stroke, the spark timing, and a vector of
20 piston positions above BDC at equally spaced crank angles (and hence equally spaced
times given constant crank rotation speed). Additionally, the following fixed parameters
are specified:
• Fuel: Iso-octane
• Equivalence Ratio: 1
• Initial Temperature: 298 K
• Initial Pressure: 101 kPa
• Compression Ratio: 9
• RPM: 2000
• Coolant Temperature: 358 K
The bore and stroke were both fixed at 3.5 inches.
This information is used to simulate the compression and power strokes. A closed
system thermodynamic analysis determines the pressure and temperature at every crank
angle given a volume profile (determined by the position profile, bore, and stroke), and
given the initial temperature and pressure. The amount of air initially present in the cylinder
is found from the ideal gas law, and the amount of fuel then follows from the equivalence
ratio. With the initial conditions determined, the simulation then steps forward in time at a
rate such that the crank moves one degree between time steps. Since this entails analysis
of 360 positions, but only 20 kinematic positions are solved for, a PCHIP (Piecewise Cubic
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Hermite Interpolating Polynomial) spline is fit to the 20 supplied positions and used to find
the piston positions by interpolation.
At each time step, the temperature is found from the first law of thermodynamics, taking
into account heat lost and expansion/compression work done. This allows the pressure to
be determined using the ideal gas law. The heat added from combustion is found using
the Wiebe function, and the heat lost using the Woschni correlation. After the simulation
is complete and the pressure and volume histories are known, the work done and hence
the thermal efficiency can be post-processed (mechanical friction is neglected). As the
cylinder bore is known, the pressure history can be converted to a gas force at each of
the 20 kinematic positions. This gas force profile as well as the thermal efficiency are the
outputs from the subroutine. Figure 4.6 shows a plot of piston position and gas force for a
test mechanism with near-sinusoidal piston motion used to help verify correct functioning
of the model, resulting in curves familiar from traditional slider-crank engines. Note that
as a result of the low resolution of the kinematics relative to the combustion simulation, the
peak gas force is “clipped” and ignition occurs between kinematic positions.
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Figure 4.6: Sample piston position and gas force plot
The optimal spark timing will be different for each candidate mechanism, so a mini-
optimization is performed at each call to the combustion subroutine. The combustion sim-
ulation is run assuming ignition at TDC, and then a simple gradient-descent approach is
used to move the ignition timing to a nearby local (and usually global) optimum.
This process is relatively expensive, taking on the order of a full second to run. How-
ever, since it only depends on the mechanism kinematics it can be run at the outer level only,
and thus does not significantly add to the run time of the optimization as a whole. This is a
major benefit of the nested optimization structure; the combustion results can be reused at
every inner level objective function call associated with the outer-level candidate solution.
If a single-level optimization were used, the combustion would have to be simulated for
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each candidate, greatly reducing overall computational feasibility.
4.3.3 Applied Force Balance
With the combustion simulation complete and the gas force profile as well as the linkage
dimensions known, it is possible to perform a rigid-body force balance at each position
to determine the load supported by each link. The force balance is shown graphically in
Figure 4.7.
Figure 4.7: Force balance on linkage
The forces can be solved for sequentially, which is more efficient than a simultaneous
matrix solution. This is done as follows (steps consisting of finding forces from known
equal and opposite forces are omitted due to triviality). It is known that the only external
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applied force (excepting the reaction forces at the ground pivots) is the vertical gas force
on the piston FLp. Starting with the piston force balance, it is evident that F6py = −FLp.
Since the connecting rod is a two-force member, the x component can then be found from
the angle of the link, F6px = R6xR6yF6py. The maximum absolute value assumed by F6px
constitutes the value of the piston side-loading objective. Knowing F6p gives F6c trivially.
It is now necessary to solve the force and moment balance on the coupler. All link vectors
Ri are known from the position analysis, as well as F6c from the above, with F2c and F4c
unknown.
The two unknown forces each have two components, making four unknowns. These
are found by solution of the following system of four equations:
F6cx + F4cx + F2cx = 0 x-force balance (4.12)
F6cy + F4cy + F2cy = 0 y-force balance (4.13)
F4cyR4x − F4cxR4y = 0 axial force in rocker (4.14)
F6cy(R2x +R5x)− F6cx(R2y +R5y) = 0 moment balance (4.15)
The system is solved sequentially by
F4cy =
F6cxR5y − F6cyR5x
R2x −R2y R4xR4y
(4.16)
F4cx = F4cy
R4x
R4y
(4.17)
F2cx = −F4cx − F6cx (4.18)
F2cy = −F4cy − F6cy (4.19)
which completes the force balance solution up to a few equal and opposites.
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4.3.4 Structural Model
The results of the force balance are used to determine the link masses needed for purely
structural purposes. The modeling strategy chosen for this problem is quite different from
that employed for the rescue spreader problem. In that case, the computational expense of
using finite element analysis was justified by several factors:
• Mass reduction was the primary purpose of the design study.
• A large portion of the mass was due to the jaws, which were characterized by com-
plex loading and geometry and thus could not be accurately modeled by an analytical
approximation.
• Mass minimization was the sole non-kinematic objective, allowing the bulk of the
feasible computation time to be expended on it.
In constrast, for the present case, reducing engine mass would not constitute a major
contribution to engine design. The primary purpose of the design study is therefore opti-
mization of the combustion process, not mass minimization, and the relative importance
of the accuracy of the structural model declines accordingly. Additionally, the structural
components in this case are not as complex as the spreader jaws, and can be modeled
analytically with greater accuracy. Finally, there a number of non-kinematic objectives,
meaning that the computational expense of an FEA-based approach would be added to that
required by the other objectives, resulting in an unacceptably large total.
In light of these considerations, a very simple model is employed in which the two-
force members (i.e. the rocker and connecting rod) are treated as cylinders, with length
equal to the distance between pin centers and area equal to the maximum force divided by
the maximum allowable stress. The coupler is treated as three of these simple cylindrical
links which happen to form a structure rather than a mobile part of a linkage. The crank
is treated as a cantilever beam in bending, with length equal to the distance between pin
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centers and a width to depth ratio of two, as shown in Figure 4.8. Thus determining the
width of the beam suffices to completely specify it, using
W =
((2)6FL
σ
)1/3
(4.20)
where W is the width, F is the force, L is the length, σ is the maximum allowable stress,
and the factor of 2 reflects the fixed aspect ratio. The force is the perpendicular component
of Fc2.
Figure 4.8: Structural Model of Crank
Specification of a material allows easy calculation of the mass of these simple links
from the geometric parameters. Also, all are symmetrical shapes so that the center of mass
is always located on the axis of the link halfway between the pins.
This concludes the primary objective function, with the major exception of calling the
secondary optimization. The kinematic objectives, which are the piston side-load and the
combustion objectives, have been determined, and all quantities necessary for the sec-
ondary optimization are known. At a conceptual level, the kinematics of the candidate
design are now known, and the secondary optimization will now determine the best coun-
terweighting of the links to optimize the non-kinematic objectives.
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4.4 Secondary Objective Function
There are twelve secondary design variables: a length, angle, and mass each for the
crank, coupler, rocker, and connecting rod. These define the size and position of a coun-
terweighting point mass that is attached to each link to modify the existing center of mass
(COM) properties resulting from the structural analysis. The objective function then com-
putes the non-kinematic objectives based on the new COM properties as well as the kine-
matic information passed in from the primary level.
4.4.1 Link Center-of-Mass Properties
The two-point-mass determination of the COM properties for each link is illustrated in
Figure 4.9. The mass, length, and angle set for the three COMs are defined in Figure
4.9, where the angles are defined relative to the line of centers of the link (i.e. in a local
co-rotating coordinate system).
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Figure 4.9: Two-point-mass model of link
The structural COM {m, c, 0} is passed in from the primary level. The counterweight
COM {m′, c′, φ′} is based on the values of the secondary design variables. The value of m′
for each link is expressed as a fraction of the total structural mass of the linkage, and the
value of c′ is similarly expressed as a fraction of the longest link length, where the fractions
are the actual design variables. The resulting overall COM {M,C, φ} is then determined
by
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M = m+m′
C =
||mc+m′c′eiφ′||
M
φ =
arg(mc+m′c′eiφ
′
)
M
(4.21)
4.4.2 Polygonal Link Model
The point mass model provides a convenient way to define the design variables and in-
tegrate the structural and counterweighting aspects of link design. However, the shaking
moment calculation requires a radius of gyration for each link, and the footprint calcula-
tion requires a geometric shape for each link. The point mass model is not suitable for
estimating realistic values of these quantities. Instead, each link is assumed to be a poly-
gon of order one higher than the link order (e.g. a ternary link is a quadrilateral), with a
vertex at each pin center and the last vertex located so as to co-locate the centroid of the
polygon with the center of mass of the link. This is admittedly a fairly crude modeling
approach, and is not strictly consistent with the structural modeling of the links, but should
be sufficient for capturing the correct trends for an approximate optimization. It also has
the virtues of allowing analytical determination of the polygon centroids, rather than the
expensive numerical approach required by an arbitrary shape, and greatly simplifies the
footprint calculation as will be seen later on.
A separate subroutine was written for binary links and ternary links to determine the
radius of gyration of the polygonal link K about its center of mass as well as the location
of the last vertex so as to co-locate the centroid of the polygon with the center of mass of
the link.
Binary Link
The binary case is quite simple, and is shown in Figure 4.10.
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Figure 4.10: Polygonal model of binary link
The problem is solved in the local coordinate system where one pin as at the origin and
the other is on the +x axis. These positions and the position of the COM (xc, yc) are known.
Since the centroid of a triangle has x and y coordinates given by
xc =
x1 + x2 + x3
3
yc =
y1 + y2 + y3
3
(4.22)
it is evident that when points 1,2, and c are known point 3 must be at
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x3 = 3xc − x2 − x1
y3 = 3yc − y2 − y1
(4.23)
which are expressed in polar form using angle µ and length t for output. The radius of
gyration for the triangle about its COM is given by
K =
√
x22 − x2x3 + x23 + y23
18
; (4.24)
Ternary Link
The ternary case is more complicated. As the algebraic expression for the centroid of
a quadrilateral is much more complicated and cannot be easily inverted as in the triangle
case, it is necessary to treat the quadrilateral as the union of two triangles sharing a side.
The starting situation is as shown in Figure 4.11. Note that ~P is the location of the centroid
of the first triangle and ~C is the desired location of the quadrilateral centroid. The global
linkage coordinate system is used as the joint locations are known in that system.
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Figure 4.11: Polygonal model of ternary link (starting situation)
Next, a second triangle is added that shares a side with the first triangle. The shared
side and location of the third point of the second triangle (i.e. the fourth and last point of
the overall quadrilateral), denoted ~Q, must be chosen so that the centroid of the resulting
quadrilateral ends up in the desired location, which is equivalent to meeting the following
two conditions:
• The centroid of the second triangle must be collinear with the centroid of the first
triangle and the desired location of the quadrilateral centroid.
• The vector describing the location of the quadrilateral centroid is equal to the sum of
the vector locations of the triangle centroids weighted by the areas of the triangles
(consider computing the center of mass of a body consisting of two point masses).
These can be written mathematically as
~Q− ~P = γ(~C − ~P ) (4.25)
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where γ is some scalar quantity, and
(A1 + A2)~C = A1 ~P + A2 ~Q (4.26)
where Ai are the areas of the triangles. Note that A2 depends on the choice of the
location of the added fourth point.
The shared side is taken to be the side of the first triangle that is pierced by the semi-
infinite ray starting ~P and passing through ~C. It then remains to find the coordinates (x4, y4)
of the fourth point such that ~R is correctly located to satisfy the two conditions. This is done
using an iterative numerical algorithm.
Before describing this algorithm, it is necessary to discuss a lower bound on allowable
γ, which is derived from the two conditions above:
(A1 + A2)~C = A1 ~P + A2 ~Q Start with equation 4.26
(A1 + A2)~C = (A1 + A2)~P + A2( ~Q− ~P )
(A1 + A2)(~C − ~P ) = A2( ~Q− ~P )
(A1 + A2)(~C − ~P ) = A2γ(~C − ~P ) Substitute in equation 4.25
∴ A1 + A2
A2
= γ
(4.27)
This proves that γ > 1. This is equivalent to the intuitively apparent stipulation that the
COM be located between the centroids of the triangles.
Proceeding to the method of solution, the basic idea is as follows (note that ~P and ~C
are known):
1. Guess a value γ′, where the ’ denotes a guess value
2. Evaluate ~Q′ in equation 4.25
3. Compute the location of the fourth point using ~Q′ (as in equation 4.23)
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4. With all vertices of the second triangle known, compute A′2
5. Compute ~C ′ using equation 4.26
6. Evaluate (~C ′ − ~P )− (~C − ~P )
7. Formulate a better guess for γ, repeat
An attempt at an analytical solution resulted in a nonlinear system of five equations
which resisted attempts at direct solution. The difficulty arises from the fact that moving
the location of the fourth point changes both the location of the second triangle’s centroid
and the area of the triangle, i.e. the “weight” of the centroid.
The specific method of solution chosen is a binary search to within a finite error toler-
ance (chosen to be 5× 10−3) on a continuum. This makes use of the fact that the objective
value (~C ′ − ~P ) − (~C − ~P ) will be positive if γ is too big, negative if γ is too small, and
zero if γ is exactly right. The binary search can look for the point of sign change without
needing to use gradients. Additionally, if bounding values of γ that are known to contain
the correct value of γ are known, the algorithm is guaranteed to converge (with the stip-
ulation that there is only one point of sign change), and moreover will do so quickly in a
manner independent of the exact nature of the function, since only the sign of the function
value matters.
An objective function is defined as follows:
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error = objFxn(γ’)
Compute candidate location ~Q of second centroid:
Q′x = Px + γ
′(Cx − Px)
Q′y = Py + γ
′(Cy − Py)
Find corresponding candidate location of fourth point:
x′4 = 3Q
′
x − αx − βx
y′4 = 3Q
′
y − αy − βy
Find corresponding candidate area A2:
A′2 = ||(1/2)((βxy′4 − x′4βy) + (x′4αy − αxy′4) + (αxβy − βxαy))||
Find corresponding candidate value of ~C
Cx =
A1Px+A′2Qx
(A1+A′2)
Cy =
A1Py+A′2Qy
(A1+A′2)
Find error based on inconsistency between ~C ′ and ~C
error = |~C ′ − ~P | − |~C − ~P |
return error
Here α and β are two of the three points of the first triangle, chosen on a case-by-case
basis to define the shared side correctly.
The lower bound is γ = 1, based on the proof that γ > 1. The upper bound is found by
a preliminary subroutine. The main function goes as follows:
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γ = FindGamma()
Find upper limit on γ
γ2 = 1, error = −1
while error < 0
γ1 = γ2
γ2 = 2 γ1
error = objFxn(γ2)
end while
Bounds established; binary search to within tolerance
while |error| > tolerance
γ′ = (1/2)(γ1 + γ2)
error = objFxn(γ′)
if error < 0
γ1 = γ
′
else
γ2 = γ
′
end if
end while
return γ′
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The value of γ calculated using this algorithm is correct within the tolerance and can be
used to find the correct location of ~Q, resulting in the successfully constructed quadrilateral
shown in Figure 4.12.
Figure 4.12: Polygonal model of ternary link (solution complete)
It should be noted that the technique used for the ternary link can be generalized almost
without modification to a link of any order, adding a triangle to a polygon of the appropriate
order.
The final step is to compute the polar moment of inertia of each triangle about its own
centroid, convert to the polar moments of inertia about the quadrilateral centroid using the
parallel axis theorem, and then convert to a radius of gyration using
K =
√
I1 + I2
A1 + A2
(4.28)
where Ii are the polar moments of inertia about the quadrilateral centroid.
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4.4.3 Shaking Force and Moment
The shaking force associated with a mechanism at any given instant is equivalent to the
time rate of change of the linear momentum of the mechanism’s center of mass (COM),
since by Newton’s second law
F =
d
dt
(MV ) (4.29)
Therefore ifM is the mechanism mass and V is the linear velocity of the COM, F is the
shaking force, i.e. the force the linkage exerts on the ground structure in order to change
the momentum of its COM. Similarly, the shaking moment associated with a mechanism at
any given instant is equivalent to the time rate of change of the angular momentum of the
mechanism with respect to a given point in the plane. The rotational analogue of equation
4.29 is
H =
dL
dt
(4.30)
where H is the shaking moment and L is the angular momentum of the mechanism.
In order to determine the shaking force and moment, then, it is necessary to compute
the linear and angular momentum of each link, sum them to find the overall momenta, and
then differentiate with respect to time. The linear momentum of link j can be found simply
by multiplying its mass mj by the linear velocity of its COM, vj . Letting Rsj be the vector
from the origin to the COM of link j, the linear momentum of the link Pj is
Pj = mj
dRsj
dt
(4.31)
and the total linear momentum of the linkage is
P =
∑
j
Pj (4.32)
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In practice, it is necessary to find the x and y components of the linear momentum
separately in order to enable a scalarized calculation suitable for a computer program. This
means that equation 4.31 splits into
Pj,x = mjx˙j (4.33)
Pj,y = mj y˙j (4.34)
where (xj, yj) are the coordinates of the link COM with respect to the origin and (x˙j, y˙j)
is the linear velocity of the COM.
Each link contributes angular momentum in two ways: through the revolution of the
link COM about the origin, and through the rotation of the link about its own COM. The
angular momentum of revolution of link j is given by crossing the position of the link COM
with its linear momentum:
Lrev = Rsj × (mjvj) (4.35)
which can be written as
Lrev = mj(xj y˙j − yjx˙j) (4.36)
The angular momentum of rotation of link j is given by
Lrot = mjk
2
j θ˙j (4.37)
where kj is the radius of gyration of the link about its COM and θ˙j is the time rate of
change of the angle of the link in the plane, which is the same as the angular velocity of the
link about its COM. Therefore the total angular momentum of link j is
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Lj = mj(xj y˙j − yjx˙j + k2j θ˙j) (4.38)
and the total angular momentum of the linkage is
L =
∑
j
Lj (4.39)
The calculation of the link momenta uses the notation shown in Figure 4.13. In general,
for link j, θj is the angle of the link with respect to the +x axis, ~Rj is the link vector, ~Cj
is the vector from the base of the link vector to the position of the link’s COM, and φj
is the angle from ~Rj to ~Cj . The masses, COM locations, and radii of gyration used in
these calculations are the ones determined previously using point-mass counterweighting
and polygonal modeling.
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Figure 4.13: Linkage Geometry
Link 2 - Crank
Link COM coordinates and their time derivatives:
x2 = c2cos(θ2 + φ2) (4.40a)
y2 = c2sin(θ2 + φ2) (4.40b)
x˙2 = −θ˙2c2sin(θ2 + φ2) (4.40c)
y˙2 = θ˙2c2cos(θ2 + φ2) (4.40d)
The linear momentum is found from equations 4.33 and 4.34,
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P2,x = −m2[θ˙2c2sin(θ2 + φ2)]
P2,y = m2[θ˙2c2cos(θ2 + φ2)]
(4.41)
and the angular momentum is found from equation 4.38,
L2 = m2(c
2
2cos
2(θ2 + φ2)θ˙2 + c
2
2sin
2(θ2 + φ2)θ˙2 + k
2
2 θ˙2)
= m2[θ˙2(c
2
2 + k
2
2)]
(4.42)
Link 3 Coupler
Link COM coordinates and their time derivatives:
x3 = r2cos(θ2) + c3cos(θ3 + φ3) (4.43a)
y3 = r2sin(θ2) + c3sin(θ3 + φ3) (4.43b)
x˙3 = −θ˙2r2sin(θ2)− θ˙3c3sin(θ3 + φ3) (4.43c)
y˙3 = θ˙2r2cos(θ2) + θ˙3c3cos(θ3 + φ3) (4.43d)
The linear momentum is found from equations 4.33 and 4.34,
P3,x = −m3[θ˙2r2sin(θ2) + θ˙3c3sin(θ3 + φ3)]
P3,y = m3[θ˙2r2cos(θ2) + θ˙3c3cos(θ3 + φ3)]
(4.44)
and the angular momentum is found from equation 4.38,
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L3 = m3[θ˙2r
2
2 + θ˙3(c
2
3 + k
2
3) + (θ˙2 + θ˙3)(r2c3cos(θ3 + φ3 − θ2))] (4.45)
Link 4 - Rocker
Link COM coordinates and their time derivatives:
x4 = r1cos(θ1) + c4cos(θ4 + φ4) (4.46a)
y4 = r1sin(θ1) + c4sin(θ4 + φ4) (4.46b)
x˙4 = −θ˙4c4sin(θ4 + φ4) (4.46c)
y˙4 = θ˙4c4cos(θ4 + φ4) (4.46d)
(4.46e)
The linear momentum is found from equations 4.33 and 4.34,
P4,x = −m4[θ˙4c4sin(θ4 + φ4)]
P4,y = m4[θ˙4c4cos(θ4 + φ4)]
(4.47)
and the angular momentum is found from equation 4.38,
L4 = m4[θ˙4(c
2
4 + k
2
4 + r1c4cos(θ4 + φ4 − θ1))] (4.48)
Link 6 - Connecting Rod
Link COM coordinates and their time derivatives:
211
x6 = r2cos(θ2) + r5cos(θ3 + θ35) + c6cos(θ6 + φ6) (4.49a)
y6 = r2sin(θ2) + r5sin(θ3 + θ35) + c6sin(θ6 + φ6) (4.49b)
x˙6 = −θ˙2r2sin(θ2)− θ˙3r5sin(θ3 + θ35)− θ˙6c6sin(θ6 + φ6) (4.49c)
y˙6 = θ˙2r2cos(θ2) + θ˙3r5cos(θ3 + θ35) + θ˙6c6cos(θ6 + φ6) (4.49d)
The linear momentum is found from equations 4.33 and 4.34,
P6,x = −m6[θ˙2r2sin(θ2) + θ˙3r5sin(θ3 + θ35) + θ˙6c6sin(θ6 + φ6)]
P6,y = m6[θ˙2r2cos(θ2) + θ˙3r5cos(θ3 + θ35) + θ˙6c6cos(θ6 + φ6)]
(4.50)
and the angular momentum is found from equation 4.38,
L6 = m6[θ˙2r
2
2 + θ˙3r
2
5 + θ˙6(c
2
6 + k
2
6)
+ cos(θ3 + θ35 − θ2)(r2r5(θ˙2 + θ˙3))
+ cos(θ6 + φ6 − θ2)(r2c6(θ˙2 + θ˙6))
+ cos(θ3 + θ35 − θ6 − φ6)(r5c6(θ˙3 + θ˙6))]
(4.51)
Piston
Link COM coordinates and their time derivatives:
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xP = r2cos(θ2) + r5cos(θ3 + θ35) + r6cos(θ6) + cP cos(φP ) (4.52a)
yP = r2cos(θ2) + r5cos(θ3 + θ35) + r6cos(θ6) + cP sin(φP ) (4.52b)
x˙P = −θ˙2r2sin(θ2)− θ˙3r5sin(θ3 + θ35)− θ˙6r6sin(θ6) (4.52c)
y˙P = θ˙2r2cos(θ2) + θ˙3r5cos(θ3 + θ35) + θ˙6r6cos(θ6)) (4.52d)
The linear momentum is found from equations 4.33 and 4.34,
PP,x = −mP [θ˙2r2sin(θ2) + θ˙3r5sin(θ3 + θ35) + θ˙6r6sin(θ6)]
PP,y = mP [θ˙2r2cos(θ2) + θ˙3r5cos(θ3 + θ35) + θ˙6r6cos(θ6)]
(4.53)
and the angular momentum is found from equation 4.38,
LP = mP [θ˙2r
2
2 + θ˙3r
2
5 + θ˙6(r
2
6 + r6cP cos(θ6 − φP ))
+ cos(θ3 + θ35 − θ2)(r2r5(θ˙2 + θ˙3))
+ cos(θ6 + φ6 − θ2)(r2c6(θ˙2 + θ˙6))
+ cos(φ2 − φP )(θ˙2r2cP ) + cos(θ3 + θ35 − φb)(θ˙3r5cP )]
(4.54)
Summation and Differentiation of Results
With all links complete, the results are added to form the total momenta:
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Px = −m2[θ˙2c2sin(θ2 + φ2)]
−m3[θ˙2r2sin(θ2) + θ˙3c3sin(θ3 + φ3)]
−m4[θ˙4c4sin(θ4 + φ4)]
−m6[θ˙2r2sin(θ2) + θ˙3r5sin(θ3 + θ35) + θ˙6c6sin(θ6 + φ6)]
−mP [θ˙2r2sin(θ2) + θ˙3r5sin(θ3 + θ35) + θ˙6r6sin(θ6)]
(4.55)
Py = m2[θ˙2c2cos(θ2 + φ2)]
+m3[θ˙2r2cos(θ2) + θ˙3c3cos(θ3 + φ3)]
+m4[θ˙4c4cos(θ4 + φ4)]
+m6[θ˙2r2cos(θ2) + θ˙3r5cos(θ3 + θ35) + θ˙6c6cos(θ6 + φ6)]
+mP [θ˙2r2cos(θ2) + θ˙3r5cos(θ3 + θ35) + θ˙6r6cos(θ6)]
(4.56)
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L = m2θ˙2(c
2
2 + k
2
2)
+m3[θ˙2r
2
2 + θ˙3(c
2
3 + k
2
3) + (θ˙2 + θ˙3)(r2c3cos(θ3 + φ3 − θ2))]
+m4[θ˙4(c
2
4 + k
2
4 + r1c4cos(θ4 + φ4 − θ1))]
+m6[θ˙2r
2
2 + θ˙3r
2
5 + θ˙6(c
2
6 + k
2
6)
+ cos(θ3 + θ35 − θ2)(r2r5(θ˙2 + θ˙3))
+ cos(θ6 + φ6 − θ2)(r2c6(θ˙2 + θ˙6))
+ cos(θ3 + θ35 − θ6 − φ6)(r5c6(θ˙3 + θ˙6))]
+mP [θ˙2r
2
2 + θ˙3r
2
5 + θ˙6(r
2
6 + r6cP cos(θ6 − φP ))
+ cos(θ3 + θ35 − θ2)(r2r5(θ˙2 + θ˙3))
+ cos(θ6 + φ6 − θ2)(r2c6(θ˙2 + θ˙6))
+ cos(θ2 − φP )(θ˙2r2cP ) + cos(θ3 + θ35 − φP )(θ˙3r5cP )]
(4.57)
The final step is to take the time derivatives of equations 4.55, 4.56, and 4.57 to find the
shaking force in the x and y directions and the shaking moment, respectively.
The x shaking force is:
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Fx = −m2[θ¨2c2sin(θ2 + φ2) + θ˙22c2cos(θ2 + φ2)]
−m3[θ¨2r2sin(θ2) + θ˙22r2cos(θ2) + θ¨3c3sin(θ3 + φ3) + θ˙32c3cos(θ3 + φ3)]
−m4[θ¨4c4sin(θ4 + φ4) + θ˙42c4cos(θ4 + φ4)]
−m6[θ¨2r2sin(θ2) + θ˙22r2cos(θ2) + θ¨3r5sin(θ3 + θ35)
+ θ˙3
2
r5cos(θ3 + θ35) + θ¨6c6sin(θ6 + φ6) + θ˙6
2
c6cos(θ6 + φ6)]
−mP [θ¨2r2sin(θ2) + θ˙22r2cos(θ2) + θ¨3r5sin(θ3 + θ35)
+ θ˙3
2
r5cos(θ3 + θ35) + θ¨6r6sin(θ6) + θ˙6
2
r6cos(θ6)]
(4.58)
The y shaking force is:
Fy = m2[θ¨2c2cos(θ2 + φ2)− θ˙22c2sin(θ2 + φ2)]
+m3[θ¨2r2cos(θ2)− θ˙22r2sin(θ2) + θ¨3c3cos(θ3 + φ3)− θ˙32c3sin(θ3 + φ3)]
+m4[θ¨4c4cos(θ4 + φ4)− θ˙42c4sin(θ4 + φ4)]
+m6[θ¨2r2cos(θ2)− θ˙22r2sin(θ2) + θ¨3r5cos(θ3 + θ35)
− θ˙32r5sin(θ3 + θ35) + θ¨6c6cos(θ6 + φ6)− θ˙62c6sin(θ6 + φ6)]
+mP [θ¨2r2cos(θ2)− θ˙22r2sin(θ2) + θ¨3r5cos(θ3 + θ35)
− θ˙32r5sin(θ3 + θ35) + θ¨6r6cos(θ6)− θ˙62r6sin(θ6)]
(4.59)
The shaking moment is:
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H = m2θ¨2(c
2
2 + k
2
2)
+m3[θ¨2r
2
2 + θ¨3(c
2
3 + k
2
3) + (θ¨2 + θ¨3)(r2c3cos(θ3 + φ3 − θ2))
− (θ˙32 − θ˙22)(r2c3sin(θ3 + φ3 − θ2))]
+m4[θ¨4(c
2
4 + k
2
4 + r1c4cos(θ4 + φ4 − θ1))− θ˙4
2
r1c4sin(θ4 + φ4 − θ1)]
+m6[θ¨2r
2
2 + θ¨3r
2
5 + θ¨6(c
2
6 + k
2
6)
+ (θ¨2 + θ¨3)(r2r5cos(θ3 + θ35 − θ2))− (θ˙32 − θ˙22)(r2r5sin(θ3 + θ35 − θ2))
+ (θ¨2 + θ¨6)(r2c6cos(θ6 + φ6 − θ2))− (θ˙62 − θ˙22)(r2c6sin(θ6 + φ6 − θ2))
+ (θ¨6 + θ¨3)(r5c6cos(θ3 + θ35 − θ6 − φ6))− (θ˙32 − θ˙62)(r5c6sin(θ3 + θ35 − θ6 − φ6))]
+mP [θ¨2r
2
2 + θ¨3r
2
5 + θ¨6(r
2
6 + r6cP cos(θ6 − φP ))− θ˙6
2
r6cP sin(θ6 − φP )
+ (θ¨2 + θ¨3)(r2r5cos(θ3 + θ35 − θ2))− (θ˙32 − θ˙22)(r2r5sin(θ3 + θ35 − θ2))
+ (θ¨2 + θ¨6)(r2c6cos(θ6 + φ6 − θ2))− (θ˙62 − θ˙22)(r2c6sin(θ6 + φ6 − θ2))
+ θ¨2r2cP cos(θ2 − φP )− θ˙22r2cP sin(θ2 − φP )
+ θ¨3r5cP cos(θ3 + θ35 − φP )− θ˙32r5cP sin(θ3 + θ35 − φP )]
(4.60)
4.4.4 Planar Footprint
Estimation of the size of the linkage’s planar footprint is done as follows. Rather than
taking a circumscribing rectangular box, the footprint is defined as the area of the convex
hull of the set of points in the plane that any part of the linkage passes through during a
full revolution. Thus determination of the footprint is broken into two phases: assembly of
the set of points passed through, followed by reduction to the convex hull of that set and
computation of the area.
The set of points in the plane occupied for at least one instant of time by the linkage
during a revolution can be thought of as the union of the infinite set of all sets of points
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occupied by the linkage at each position it assumes during the course of its motion. Of
course, for computational purposes only a finite number of positions are evaluated, so the
footprint is correspondingly approximated by the union of a finite number of sets of points
corresponding to the evaluated positions. Thus the problem reduces to finding the set of
points occupied at a given instantaneous position of the linkage, which in turn reduces to
finding the set of points occupied by each link for that position. Here the virtues of the
polygonal model become apparent. The convex hull of a polygon is equal to the convex
hull of its vertices, so an expensive high-resolution outline approximation need not be used
as simply keeping track of the vertices suffices. Thus in practice to find the convex hull
of the space swept by the linkage one simply computes the locations of the link polygon
vertices at a number of positions, concatenates the results, and finds the convex hull of the
resulting set. In the notation of set theory, this process can be expressed as
conv(Li,j) = conv({Vk}i,j)
Pi =
l⋃
j=1
Li,j
A =
p⋃
i=1
Pi
∴ conv(A) = conv
( p⋃
i=1
( l⋃
j=1
{Vk}i,j
))
(4.61)
where Li,j is the set of all points in polygonal link j at linkage position i, {Vk}i,j is the
set of the k vertex locations of polygonal link j at linkage position i, Pi is the set of all the
vertex locations of the linkage at position i, and A is the set of all vertex locations at all
positions. Once set A is assembled, the actual computation of the convex hull and the area
thereof is done using the built-in Matlab function “convhull”. An example is illustrated in
Figure 4.14. On the left, a linkage is shown in one position, with the kinematic vectors
outlined in black and the polygonal link shapes filled in. On the right, twenty positions of
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the same linkage are shown, with the convex hull of the linkage positions computed and
shown in gray in the background.
Figure 4.14: Linkage footprint example
With the shaking force and moment computed and the footprint determined, the only
remaining objective is the total mass, which is obtained simply by adding the known link
masses. The secondary objective function evaluation can now return.
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4.5 Optimization Execution and Results
The specification of the entire optimization procedure is now complete, and it is possible
to proceed to the specific parameters used as well as the results obtained.
4.5.1 Optimization Parameters
The optimization algorithm used was NSGA-II at the inner level and the modified ver-
sion described in Section 2.4.4 at the outer level. Both were implemented by the author in
Matlab. Two separate optimizations were run in parallel on two computers, with the only
difference being whether the open or crossed configuration was taken for the base four-bar.
The solutions were combined into a single pool for examination after algorithm termina-
tion. In both cases, 300 generations of 150 individuals were used at the outer level and
150 generations of 150 individuals at the inner level, with each individual’s chromosome
having a 20-digit binary representation at both levels. There were six objectives:
• Maximize combustion efficiency
• Minimize peak side-loading of piston
• Minimize RMS shaking force
• Minimize RMS shaking moment
• Minimize total mass of linkage
• Minimize planar footprint of linkage
In practice maximization of the efficiency was accomplished by minimizing its negative.
There were eight design variables at the outer level, namely {t1, n3, n4, n5,m6, θ1, θ35, ts},
which are indirectly specified as described in Section 4.2.2. There were twelve design
variables at the inner level, which specified the position and size of the counterweighting
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point masses added to four links as described in Section 4.4. The bounds on the design
variables can be found in Tables 4.2 and 4.3, along with the values of the selected solution.
4.5.2 Results
The optimization process took about 100 hours on a pair of desktop computers with
Intel i5 processors. Each of the two parallel optimizations involved 300 x 150 or 45,000
primary objective function calls, each of which solved an inner level optimization with 150
x 150 or 22,500 secondary objective function calls. Thus the secondary objective function
was called over a billion times in the course of the optimization,which averages out to
about 2,800 secondary objective function calls per second. This is a good illustration of
the fact that for a nested optimization with both levels having a multi-objective genetic
algorithm, objective function cost must be extremely low (sub-millisecond in this case) to
ensure computational feasibility.
A polygon plot of the Pareto-optimal solutions returned is given in Figure 4.15, using
the system described in Section 3.8.2. As a reminder, proximity to a vertex indicates doing
relatively badly at that objective, and bluer solutions have a better unweighted average of
normalized objective values. There are far more solutions plotted than in the previous study,
25,884 instead of 90, as each solution at the outer level has many corresponding inner-level
solutions since both levels were multi-objective in this optimization.
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Figure 4.15: Polygon plot of solutions to ICE problem
This plot must be interpreted carefully. At first glance, the crowding of all but a few
high-average-value solutions near Vertex 2 looks dramatic, but it is important to note that
Objective 2 is the only one that does not vary over several orders of magnitude, and in
fact only has a very slight variation in the values that the Pareto-optimal set assumes. The
solution that was selected has a very low average value but is very close to Vertex 2. This is
equivalent to the fact that a percentage point or two of efficiency was sacrificed to achieve
order of magnitude improvements with respect to the mechanical objectives. The objective
values of the selected solution are given below in Table 4.1, followed by the design variable
values and the bounds that were set on the design space in Tables 4.2 and 4.3.
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Table 4.1: Objective values for selected solution
Objective Value
Piston Side-Load, lbf 168
% Thermal Efficiency (-) -39.7
RMS Shaking Force, lbf 178
RMS Shaking Moment, in-lbf 130
Total Linkage Mass, lbm 5.3
Planar Footprint, in2 273.4
Table 4.2: Outer level design variable values
Variable Min Max Optimal Variable Min Max Optimal
t2 0 1 0.7162 n3 1.42 10 7.9302
n4 1.42 10 3.1735 n5 0 10 3.2628
m6 1.1 10 4.4146 ts 0 1 0.4933
θ1 0 2 pi 6.2109 θ35 0 2 pi 1.219
Table 4.3: Inner level design variable values
Variable Min Max Optimal Variable Min Max Optimal
m′2 0 5 0.6230 c
′
2 0 5 0.0097
φ′2 0 2pi 3.1509 m
′
3 0 5 0.0178
c′3 0 5 0.0649 φ
′
3 0 2pi 2.9264
m′4 0 5 0.0510 c
′
4 0 5 0.4308
φ′4 0 2pi 3.2625 m
′
6 0 5 0.0385
c′6 0 5 0.3266 φ
′
6 0 2pi 2.3148
The optimal values in Table 4.2 are safely in the interior of the design space, with the
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exception of θ1, which is of course periodic so this is not troublesome. Some m and c
values in Table 4.3, corresponding to counterweight mass and radius respectively, are near
the lower bound of zero. Since zero is a natural lower bound for both these variable types,
this is also not a problem. For example, having an optimal counterweight mass of near
zero simply suggests that the solution is very efficient, not that the lower bound needs to
be extended (which is impossible anyway, as it would require negative mass). Thus the
design space bounds appear sufficiently generous in all respects, which is in part due to the
efficient formulation of the design variables in keeping with the general method of Chapter
2.
As these lists of numbers likely convey little understanding of qualitative aspects of
the solution, some graphical representations are now presented, to scale and with axes in
inches. Figures 4.16 and 4.17 show the linkage skeleton at BDC and TDC respectively.
The gray area represents the footprint, calculated by the sweep of the link polygons (not
shown for clarity). The axis of slide is the vertical dotted line near the top. The crank
ground pivot is near the bottom left and the rocker’s is near the bottom right. Link COM
symbols are shown, drawn with areas proportional to the link masses. The largest one is the
overall COM, drawn to the same scale. The black circles are centered on the link COMs
and represent the radius of gyration of each link.
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Figure 4.16: Linkage skeleton and mass properties at BDC
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Figure 4.17: Linkage skeleton and mass properties at TDC
Figure 4.18 shows the skeleton and COM trajectories at all 20 positions analyzed. Note
that the crank, rocker, and overall COMs exhibit very little motion.
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Figure 4.18: Linkage motion and COM trajectories
The linkage exhibits nearly sinusoidal piston motion. A plot of piston position above
BDC in inches (blue) and gas force on the piston in thousands of lbf (red) is shown in Figure
4.19. The peak gas force is truncated due to the low resolution of the position analysis.
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Figure 4.19: Piston trajectory and gas force profile
The dynamic forces on the linkage were post-processed in order to evaluate their neglect
relative to applied forces. The dynamic analysis of the linkage is given in Appendix C,
resulting in the dynamic loads on the joints shown in Figure 4.20. The axes represent x and
y force components in lbf, with each line being a different position of the linkage.
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Figure 4.20: Polar plots of dynamic loading of joints
It can be seen that dynamic loads are on the order of a thousand lbf or less, while the
peak gas force shown in Figure 4.19 is on the order of ten thousand lbf. Broadly speaking,
then dynamic forces are of a lower order of magnitude then the applied force and their
neglect is valid as a first approximation in determining link masses.
4.5.3 Combustion Model Limitations
These results must be interpreted in light of the original motivation for the use of a six-
bar linkage for the IC engine: it was hoped that a non-sinusoidal piston trajectory would
improve combustion efficiency. As a control case, an exact sinusoid was fed into the com-
bustion simulator and resulted in a thermal efficiency of 39.5%. As the solution presented
above has a substantially sinusoidal trajectory and an efficiency of 39.7%, clearly this goal
was not met. Even if the efficiency objective were completely prioritized in the results set,
only 42.4% is possible at the expense of severe degradation of the mechanical objectives.
There are only two logically possible reasons for this outcome: a better solution does
not exist, or it does exist and the optimization failed to find it. In order to determine if
there existed any possible piston trajectory that would result in a higher efficiency, a sim-
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ple single-objective optimization using a basic genetic algorithm was undertaken. This
optimization acted directly on the piston profile without reference to how it would be ac-
complished kinematically, by using the 20 points fed into the combustion subroutine as the
design variables. Failure of this optimization to improve on the results of the main opti-
mization would show that no possible piston trajectory would further improve efficiency
and thus that the general method was not failing to find part of the Pareto-optimal set.
It proved necessary to make a slight change to the combustion model when conducting
this direct optimization. A correlation had been used between mean piston velocity during
the compression stroke and burn duration, reflecting the fact that increased turbulent mixing
during compression would accelerate combustion. This was
D = 95− .07S (4.62)
whereD is the burn duration in crank angle degrees (CAD) and S is the mean piston veloc-
ity in cm/sec between BDC and TDC during the compression stroke. Clearly this correla-
tion cannot be valid for all S; in fact it will result in negative burn durations for S > 1357.
This correlation is valid for the simple trajectories of traditional slider-cranks, but breaks
down for some cases of the Stephenson-III that exhibit particularly fast compression. The
mechanical objectives kept the piston trajectories well-behaved in the main optimization,
but the totally unconstrained direct optimization would result in many cases with negative
burn durations. Thus this correlation was removed and the burn duration D was fixed at
the value for the sinusoidal control case, which was D = 48.62 CAD, corresponding to
S = 662.6 cm/sec.
With this modification made, the direct optimization was executed. Convergence to a
final value of 41.51% is shown in Figure 4.21, with the optimal trajectory (inches above
BDC, blue) and corresponding gas force (lbf x1000, red) shown in Figure 4.22.
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Figure 4.21: Convergence history
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Figure 4.22: Piston trajectory and gas force profile
Up to about position 13 is just noise, since the model is frictionless and isentropic it
makes no difference what the piston does before ignition. Peak force and efficiency are
marginally higher than the control case.
Just to confirm that the noise was irrelevant, ignition was fixed at position 10 (since
there are no kinematics, the phase location of ignition was not important), and the first 9
points were set to zero. Convergence to a final value of -41.1776% is shown in Figure
4.23, with the optimal trajectory (inches above BDC, blue) and corresponding gas force
(lbf x1000, red) shown in Figure 4.24.
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Figure 4.23: Convergence history
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Figure 4.24: Piston trajectory and gas force profile
The two results are clearly essentially the same except for the noise and ignition point.
Also of note is the fact that the final efficiency is essentially the same in the convergence
plots, and that there is indeed a short dwell after ignition, as was anticipated.
As a supplementary measure, 32,000 random linkages were generated using a uniform
distribution on the bounds of Table 4.2 and their efficiencies evaluated. A histogram of the
results is shown in Figure 4.25.
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Figure 4.25: Histogram of efficiencies of randomly generated linkages
The result looks roughly like a normal distribution centered around the control case
efficiency of 39.5%, which is quite reasonable. The best efficiency in the entire sample was
41.0%, which is entirely consistent with the best efficiencies in the genetic optimizations
above. Therefore it can be concluded that the best possible efficiency given the combustion
model used (without the turbulence correlation) is slightly over 41%. In cases where the
correlation is valid, a slight improvement is possible, explaining the slightly higher value of
42.4% from the main optimization, but improvement of more than a few percentage points
over the control case is not possible regardless of what kinematics are used.
Nonetheless, the optimization still produced a very high quality solution to the problem
given this limitation. A light, compact linkage was found, with efficiency near the model’s
maximum possible value, with shaking force and moment an order of magnitude below
what engine mounts are designed to accomodate, and a maximum piston side-load of only
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168 lbf that is well within the capabilities of piston rings to handle. The moderate to
favorable outcomes in all six objectives for a generalized formulation of a very complex
multi-domain problem should not be ignored, even if the combustion model limitations
excluded attainment of the desired goal of higher thermal efficiency.
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Chapter 5:
Conclusion
After a review of the work presented in this thesis, the implications of this work are
discussed and recommendations for further development are given.
5.1 Review
Chapter 1 began with a discussion of the impact of modern computing capabilities on
the practice of engineering design, particularly on the shift from analysis to optimization
that is made possible. The literature relating to a number of fields relevant to this thesis was
then reviewed. These fields were general multi-objective optimization, mechanism-specific
optimization, the optimization of elastic structures, and the use of six-bar linkages in engine
design. The latter two are specific to the two case studies treated here, so emphasis should
be given to the former two fields. From these, it was concluded that recent developments
in multi-objective genetic algorithms have the potential to revolutionize mechanism design
and optimization techniques, and that while a number of authors have begun to exploit
the new capabilities, the approach taken in this thesis is novel to the best of the author’s
knowledge.
Chapter 2 then presented this general approach, beginning with an introduction to the
237
underlying concepts of optimization, Pareto-optimality, and the workings of the NSGA-II
algorithm. The drawbacks to the naive approach to mechanism optimization were stud-
ied, and a three-part strategy to avoid these drawbacks was given, consisting of indirect
design variable specification, reduction of the design space by preliminary application of
traditional kinematic techniques, and the use of a nested optimization structure. This nested
structure necessitated the introduction of a modification to the standard NSGA-II algorithm,
which was also summarized.
With the general method presented, two case studies were explored in detail to illus-
trate its potential. Chapter 3 concerned the optimization of a hydraulic rescue spreader. The
objectives were to minimize overall mass and length of the mechanism, as well as to mini-
mize the required jaw rotation and variation in spreading force. This optimization used the
standard NSGA-II at the outer level and a nonlinear programming algorithm operating on
a finite-element-based structural analysis at the inner level. Favorable solutions were ob-
tained, with the final manual selection from the Pareto-optimal set equaling or exceeding
the industry standard in all objectives.
The second case study was then given in Chapter 4, relating to the use of a Stephenson-
III six-bar linkage to replace the traditional slider-crank in an IC engine, in hopes of achiev-
ing a better piston trajectory. The objectives were maximization of the thermal efficiency
of the combustion process, as well as minimization of piston side-loading, minimization of
shaking force and moment, and minimization of overall mass and footprint. In constast to
the first case study, a multi-objective approach at both levels was used, requiring employ-
ment of the modified NSGA-II algorithm. While a mechanically satisfactory solution that
matches the thermal efficiency of the traditional design was found, the desired improve-
ment in thermal efficiency was not attained, due to limitations imposed by the simplicity of
the combustion model.
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5.2 Conclusions
As was discussed in the literature review, while a number of authors have begun to apply
the relatively new capabilities of multi-objective genetic algorithms to the optimization of
mechanisms from a kinematic standpoint, there is a surprising dearth of attempts to use
these new capabilities to move beyond the traditional kinematic and dynamic consider-
ations to a broader multi-domain approach. Solution of a multi-objective, multi-domain
problem is often a complex and computationally expensive undertaking, so efficient and
robust formulation of the optimization is critical. It was shown that in many cases, the di-
mension of the design space can be reduced by preliminary application of more traditional
kinematic analysis, and through normalization considering fixed length scales in the prob-
lem. Furthermore, transformation of design variables can in many cases result in switching
from arbitrary or intuitive bounds on the design space to non-arbitrary or natural bounds,
reducing the size of the search space and precluding the accidental exclusion of optima.
Finally, a nested optimization structure was proposed in which design variables and objec-
tives are partitioned into kinematic and non-kinematic categories, allowing optimization of
objectives from all the disciplines involved in terms of the kinematic design variables at the
outer level and promoting the stability and robustness of the optimization.
Application of this methodology to the optimization of a hydraulic rescue spreader,
such as that shown in Figure 5.1, resulted in a solution equal or superior to the new SP-310
model from market-leading manufacturer Hurst in all objectives.
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Figure 5.1: A typical rescue spreader and motion schematic [2]
Application of shape optimization techniques from the literature in conjunction with
integrated finite element analysis resulted in a lower estimated overall mass while retain-
ing structural integrity. Simultaneously, reduction of the dimension of the optimization
problem using traditional motion generation analysis combined with design variable trans-
formation and numerical optimization allowed significant increase in spreading force, de-
crease in force variation at the start and end positions, and reduced jaw rotation for better
grip, without increasing overall mechanism length. Tabular and graphical comparison of
the optimized mechanism to the SP-310 is found in Table 5.2 and Figure 5.2. The achieve-
ment of both structural and kinematic improvements demonstrates the power of the multi-
domain approach developed in this thesis.
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Table 5.1: Comparison of objectives values between result and Hurst SP-300 model [89]
Optimized Hurst
Mass - lbs 31.08 37.70
Length - inches 29.96 29.53
Jaw Rotation - deg 36.25 54.00
LSF - lbf 10,000 7,419
HSF - lbf 10,704 8,992
A side-by-side graphical comparison is shown in Figure 5.2.
Figure 5.2: Graphical comparison of result to Hurst SP-300 model [89]
This methodology is flexible as well as powerful. The optimization of a slow-moving
handheld tool considering the interdependence of kinematic and structural effects is sum-
marized above; also successful was the optimization of a high-speed linkage for an internal
combustion engine. Using the Stephenson-III six-bar linkage shown in Figure 5.3 in place
of the traditional slider-crank, thermodynamic, kinematic, and dynamic objectives were
optimized simultaneously.
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Figure 5.3: Stephenson-III linkage for an internal combustion engine
Despite the specification of no less than six mutually conflicting objectives, a solution
satisfactory in all respects was obtained. Table 5.2 lists the objectives and their optimized
values. Figure 5.4 shows the optimized linkage in the Top Dead Center position with the
link centers of mass and radii of gyration as well as the overall center of mass of the
linkage displayed graphically. The areas of the center of mass symbols are proportional to
the masses they represent, and the figure is to scale with the axes in inches. The linkage
motion and center of mass trajectories are illustrated in Figure 5.5. The crank and rocker
centers of mass are essentially stationary, with the connecting rod and coupler trajectories
optimized to minimize motion of the overall center of mass.
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Table 5.2: Objective values for selected solution
Objective Value
Piston Side-Load, lbf 168
% Thermal Efficiency (-) -39.7
RMS Shaking Force, lbf 178
RMS Shaking Moment, in-lbf 130
Total Linkage Mass, lbm 5.3
Planar Footprint, in2 273.4
Figure 5.4: Linkage skeleton and mass properties at TDC
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Figure 5.5: Linkage motion and COM trajectories
A relatively light, compact linkage was found, with shaking force and moment an order
of magnitude below what engine mounts are designed to accomodate, and a maximum
piston side-load of only 168 lbf that is well within the capabilities of piston rings to handle.
The thermal efficiency was within a few percentage points of the maximum value attainable
given the combustion model used, as discussed in Chapter 4.
5.3 Future Work
Notwithstanding the favorable results obtained in both cases, there is still a great deal of
room for future improvements. The second case study would benefit from re-optimization
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using an improved combustion model that could address the difficulties dicussed at the end
of Chapter 4 relating to turbulent mixing and handling of non-traditional kinematics, in
order to further improve the thermal efficiency of the solution. It would also be possible to
include iterative structural analysis considering the dynamic as well as applied loading of
the links, possibly in the form of a shape optimization using dynamic FEA.
Considering the work presented here more broadly, the general method would greatly
benefit from systematic investigation of optimal formulation of design variables. It would
make sense to start with the most commonly used inversions and transformations of the
four-bar linkage and the two six-bar isomers, so that if one were optimizing (for instance) a
pin-jointed Watt-II six-bar the choice of design variables that provided the best robustness
and natural bounding of the design space could be simply looked up in a table. A major
benefit of this tabulation of formulations would be realized if it were used in conjunction
with the addition of type synthesis to the optimization method. The ability of genetic algo-
rithms to operate on a mixture of discrete and continuous variables makes them a perfect
choice for a combined type-dimensional optimization; for instance see the work of Fang
[34]. If a lookup table of best-practice design variable formulations were available to the
optimizer, a variety of linkage topologies could be explored in an integrated fashion without
the need for the designer to pre-define formulations each time for all possible topological
options. These best-practice formulations would also aim to have as many design vari-
ables as possible naturally bounded above and below, so that arbitrary bounds need not be
selected and arbitrary problem-specific formulation choices would be kept to a minimum.
Inclusion of type synthesis would increase the already considerable computational ex-
pense. Another merit of genetic algorithms is that the evaluation of the individuals in each
generation can be done in parallel, so that large reductions in computation time can be
achieved by parallelization. This could also be done in a highly standardized way since
the structure of objective function calls on each individual in a generation does not change
between different optimizations.
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A better means of conducting a nested optimization that is multi-objective at both levels
is also needed. The modified NSGA-II algorithm used here is able to produce a reasonable
result, but was essentially an ad hoc or stopgap measure to produce the required capability
quickly and it is very likely that significantly better ways of accomplishing this task can
be found. Since it is the fact that the outer level must deal with objective function calls
that produce Pareto fronts rather than single-valued objective vectors that precludes the
use of standard techniques, it may be the case that this problem can be solved by some
combination of a priori and a posteriori methods at the two levels.
Finally, the development of standardized multi-domain analysis modules designed to
interface with the standardized kinematic formulations would create a very powerful ca-
pability. For example, if one were optimizing a hydraulic pump, one would designate one
of the links as the piston (or potentially set link selection as a discrete variable to be opti-
mized), and the pumping module would accept piston trajectory data from the standardized
kinematic position analysis and return data relating to force, efficiency, or whatever else
might be required. Modules could be combined flexibly; the pump linkage might also
apply a structural FEA module to the crank, for example.
Even without these envisioned improvements, the method developed in this thesis has
proven effective at solving two challenging and substantially different problems in multi-
domain, multi-objective mechanism optimization. It is expected that application of the
formulation strategies of Chapter 2 will help designers solve a wide variety of other op-
timization problems, taking much of the guesswork and intuition out of complex multi-
domain mechanism design tasks and presenting explicit trade-off options between compet-
ing objectives through the examination of the Pareto-optimal sets returned by the optimizer.
In summary, the integration of traditional mechanism design, multi-domain analysis, and
multi-objective optimization has resulted in a powerful and flexible approach to the solution
of a variety of real-world design problems.
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Appendix A:
B-Splines
This appendix serves as an introduction to the mathematics of the B-spline curves used to
parameterize the part boundaries in the inner optimization of the rescue spreader problem.
References are included to direct the reader to more detailed expositions if desired.
A.1 Preliminaries
Two basic mathematical concepts underlie B-splines, namely parametric functions and
linear interpolation. Parametric functions take one or more variables, known as the param-
eters (hence parametric), as inputs and return the same number of outputs, which is also
equal to the dimension of the resulting manifold. For example, a one parameter function
gives a curve, a two parameter function gives a surface, etc. As the Euclidean plane is of
interest for this problem, parametric functions will in this thesis be taken to be restricted to
a single parameter.
A parametric function s of a single parameter u can be written
s(u) = {x(u), y(u)} (A.1)
The distinguishing feature of a parametric function is that each dimension of the result-
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ing curve is given by an independent function, in this case x(u) and y(u). To take a familiar
example, the unit circle can be generated parametrically by the function
s(u) = {cos(u), sin(u)} (A.2)
as illustrated in Figure A.1
Figure A.1: Parametric definition of unit circle
The concept of a parametric function can be used to help explain the concept of linear
interpolation. Let a and b be any two distinct vectors specifying points in space. The
infinite line that passes through those two points can be thought of as a one-dimensional
parametric curve s, parameterized by t as in equation A.3
s(t) = (1− t)a+ (t)b (A.3)
where −∞ < t < ∞. If t is instead restricted to the closed interval [0, 1], only the
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line segment connecting a and b is included. It is said that s(t) is a linear interpolation
of a and b. If En is restricted to E2, s(t) is a curve in two-dimensional space, composed
of an x function and a y function as in equation A.1. These two functions are also linear
interpolations, but in a single dimension:
x(t) = (1− t)ax + (t)bx (A.4)
and
y(t) = (1− t)ay + (t)by (A.5)
where the subscripts x and y denote those components of the vectors a and b. Linear
interpolation in the plane on the closed interval [0, 1] is illustrated in Figure A.2
Figure A.2: Planar linear interpolation
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A.2 Polynomial Curves by Recursive Linear Interpolation
With linear interpolation between two points established, it is now shown that polyno-
mial curves can be generated using recursive linear interpolation. Although not explicity
stated thus far, the set of two points {a, b} that are interpolated between must in fact be an
ordered set (a, b) so that the direction that the interpolation is constructed in is unambigu-
ous (e.g. if t = 1/4, is the resulting point 1/4 of the way from a to b or from b to a?).
A third point c can be added to the set, resulting in (a, b, c). If this set is subdivided into
all possible two-element sets of consecutive elements, the original set (a, b) is recovered,
along with a new set (b, c). A linear interpolation can then be constructed on each of the
two sets, just as in the previous case, resulting in
s1(t1) = (1− t1)a+ (t1)b (A.6)
and
s2(t2) = (1− t2)b+ (t2)c (A.7)
With the additional stipulation that the same parameter is used for both interpolations,
that is, t1 = t2 = t, the result is as shown in Figure A.3
261
Figure A.3: Double linear interpolation
Now a recursive aspect is introduced. If s1 and s2 are themselves used as the endpoints
of an interpolative interval, a third function q(t) can be defined recursively based on the
original interpolations as
q(t) = (1− t)s1 + (t)s2 (A.8)
which combined with equations A.6 and A.7 can also be expressed explicitly as
q(t) = (1− t) [(1− t)a+ (t)b]+ (t) [(1− t)b+ (t)c] (A.9)
It will be noted that the result is now a quadratic in t. Simple linear interpolation gener-
ates a polynomial of degree 1 (a linear function), and a single level of recursion generates a
polynomial of degree 2 (a quadratic function), as illustrated in Figure A.4. One can imagine
s1, s2, and q as beads sliding along wires pegged to a table at a, b, and c, with the progress
of each bead from the first to the second peg on the wire being controlled simultaneously
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by moving the “control bead” t. As t is slid from 0 to 1, q(t) will sweep out a quadratic
curve.
Figure A.4: Quadratic curve from recursive linear interpolation
As one might imagine, there is no reason that this type of recursion is limited to a
single level. If a fourth point is added to the set, it becomes (a, b, c, d), and the set of all
possible two-element sets of consecutive elements becomes {(a, b), (b, c), (c, d)}. Linear
interpolations are then constructed on each of these three sets, with two quadratic recursive
interpolations now being possible. The first is as in the previous example, from (a, b)
and (b, c), and the second is naturally from (b, c) and (c, d). A cubic curve c(t) can then be
constructed by linear interpolation between the two quadratic functions, as shown in Figure
A.5.
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Figure A.5: Cubic curve from recursive linear interpolation
This recursive procedure can be continued indefinitely to produce a polynomial of any
order, given enough points in the set. A polynomial constructed in this manner is known
as a Bezier curve. B-splines are closely related to Bezier curves, and as B-splines of cubic
order (by far the most common order) are used in this thesis, no further recursion need be
applied beyond that shown in Figure A.5.
A.3 B-splines as Piecewise Bezier curves
So far the parameter t that is used generate the parametric interpolations has been re-
stricted to the interval [0, 1]. As will be seen shortly it proves convenient to generalize this
interval to any two nonnegative real numbers. Suppose it is desired to use the two numbers
{u0, u1} as the endpoints of the interval that the interpolating parameter, which will now
be called u instead of t, can occupy. That is, u0 ≤ u ≤ u1. It becomes necessary to map
the parameter u to an intermediate parameter α in order to maintain the 0 to 1 behavior that
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allows the definition of linear interpolation given in equation A.3 to work. That is, define
α =
u− u0
u1 − u0 (A.10)
This results in α assuming a value between 0 and 1, and reproducing the behavior of the
parameter t in the simpler case, for any value of u between u0 and u1. Using this definition,
exactly the same Bezier curve in the x-y Cartesian plane as is shown in Figure A.5 is
produced in Figure A.6, with the only difference being that the parameter is u0 ≤ u ≤ u1
rather than 0 ≤ t ≤ 1.
Figure A.6: Cubic Bezier curve on generalized parametric interval
Moving on from the details of the construction process in order to focus on a simple
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input/ouput relationship, the Bezier polynomial curve is completely specified by the order
of the recursion (cubic in this case) and the positions of the points (a, b, c, d), assuming
that the parameter u “sweeps” through the full allowable range u0 ≤ u ≤ u1 to generate
the entire curve. The points (a, b, c, d) are known as control points, which form a control
polygon. The edges of the polygon connect consecutive points in the set, with the final edge
connecting the first and last points in the set to form a closed shape, although this edge is
not used for the interpolative construction of the curve. The control polygon and Bezier
curve from the example used thus far are shown in Figure A.7
Figure A.7: Bezier curve and control polygon
Note that as the entire recursive interpolation collapses onto the first control point a
when u = u0 and the last control point d when u = u1, the Bezier curve always starts and
finishes coincident with the first and last control points.
With the change of parameter established and the behavior of Bezier curves understood,
the construction of B-splines as piecewise Bezier curves can now be discussed. Let a
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fifth point e be added to the set of control points, but without increasing the degree of the
recursion to generate a quartic polynomial. Since only four points are needed for a cubic
Bezier curve, the ordered set (a, b, c, d, e) is split into all possible subsets of four elements
with the same order, i.e. (a, b, c, d) and (b, c, d, e). A corresponding change is made to the
parameter range: the single interval [u0, u1] is bifurcated into the double interval [u0, u1] ∪
[u1, u2]. The curve generation begins with the parameter u at its starting value of u0. As
it sweeps through the first interval [u0, u1], the first subset of control points (a, b, c, d) is
active, and the first portion of the Bezier curve is generated exactly as in the previous case.
This is illustrated in Figure A.8
Figure A.8: First interval
As soon as the value of u passes u1, however, it enters the second interval and the
second subset of control points (b, c, d, e) activates. The remainder of the Bezier curve is
then generated using this second subset as illustrated in Figure A.9
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Figure A.9: Second interval
The entire curve thus generated is shown in Figure A.10 along with the control polygon.
This curve is known as a B-spline.
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Figure A.10: B-spline and control polygon
A.4 Knots and Knot Sequences
The ordered set (u0, u1, u2) is known as the knot sequence, and each element of the set is
a knot. It is important to avoid confusion between the knots and control points. The knots
have no direct meaning in the Cartesian plane in which the B-spline exists, and only exist
in the separate one-dimensional space of the parameter u to specify the u values at which
the next set of control points should activate during construction of the spline. The control
points, on the other hand, exist in the Cartesian plane and give a specific shape to the 2D
curve which is being parametrically swept out. Thus Figure A.10, which is a picture of the
portion of the Cartesian plane which contains the B-spline, shows only the control points
and not the knots. Indeed there is no meaningful way to depict the knots as existing in the
plane.
During solution of the rescue spreader problem it becomes necessary to generate a B-
269
spline curve from a prescribed set of control point locations. This entails coming up with
a knot sequence. The easiest method is to use a uniform B-spline, where the knots are all
evenly spaced, that is, (u1 − u0) = (u2 − u1) = (u3 − u2) = .... However, this can result
in reduced spline quality at tightly clustered control points where the curve changes shape
dramatically. Non-uniform B-splines, where the knots are not necessarily evenly spaced,
will produce higher quality results, but are more mathematically complex. Another conse-
quence of using non-uniform B-splines is the need to find a way of determining what the
non-uniform knot interval lengths will be. A popular method is the chord length method,
where the ratio of knot interval lengths is proportional to the ratio of Cartesian distances
between control points,
ui+1 − ui
ui+2 − ui+1 =
‖di+1 − di‖
‖di+2 − di+1‖ (A.11)
where ui are knots and di are vectors specifying control point locations [91]. This is
the method used in this thesis. Note that as only the ratio of consecutive interval lengths
matters, the absolute length of the intervals and thus of the entire knot sequence can be
chosen arbitrarily. Here u = 0 is taken as the start of the curve and u = 1 as the end.
A.5 Parametric Nature of B-Splines
The B-spline example shown in Figure A.10 is the most basic that does not reduce to a
simple Bezier curve, i.e. it is only a two-interval B-spline. Arbitrarily high numbers of
control points and u-intervals may be used to generate much more complex B-splines. An
example with seven control points and four knot intervals is shown in Figure A.11. Note
that while one can count the control points in the graphical representation, the knot intervals
only serve to subtly reshape the curve and have no directly observable manifestation.
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Figure A.11: More complex B-spline example
As of yet the parametric nature of the B-spline formulation has not been apparent, so
a pause to clarify this point is in order. Just as in Figure A.2 a linear interpolation in the
plane is produced parametrically from two one-dimensional linear interpolations, and sim-
ilarly as in Figure A.1 the unit circle is produced parametrically from two one-dimensional
sinusoidal functions, a B-spline in the plane is produced parametrically from an x function
and a y function. The graphical development used here was chosen for intuitive clarity, but
corresponds more closely to a vector-based approach that treats both x and y together than
to the parametric approach actually used in the computer implementation. Without getting
sidetracked into the detailed mathematics, suffice it to say that when one wishes to evaluate
a point on a B-spline, one uses what is known as the recursive de Boor algorithm [91].
This can only handle one dimension at a time, so the actual procedure is to generate two
polynomials x(u) and y(u), considering first the x-coordinates and then the y-coordinates
of the control polygon, which when parametrically combined produce the planar curves
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s(u) = {x(u), y(u)} that are shown in the figures. For a mathematically rigorous yet ad-
mirably clear approach to the mathematics of B-splines, the reader is referred to [81], or
for the more mathematically inclined reader [82] might be more suitable.
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Appendix B:
Basics of FEA for Planar Elasticity
This appendix presents the mathematics behind the Constant Strain Triangle (CST) finite
element used for the rescue spreader problem, as well as some additional material on how
a collection of such elements can be assembled into a unified mathematical structure and
used to solve a problem in planar elasticity.
B.1 Displacement, Strain, and Stress in the CST
A diagram of the CST is shown in Figure B.1. The CST is a simple element consisting of
a triangle with straight sides and a node at each vertex. The local node numbering proceeds
CCW so as to produce a positive signed area. The nodal coordinates are given in the global
coordinate system.
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Figure B.1: Constant Strain Triangle finite element
The way that a finite element approximates a continuously variable quantity (such as
the displacement field in a deforming solid) is by computing the value of the field at the
nodal locations and extrapolating from that information to estimate the value over the rest
of the element. The method of extrapolation depends on the element type. As the CST by
definition takes the simple approach of assuming a constant strain in the interior, it must
be the case that the displacement field varies in a linear fashion throughout the element
in order to produce a constant function when differentiated. Given only the information
that the displacement field is linear and two-dimensional over the triangular element, the
displacement functions u and v (in the x and y directions respectively) are given by
u = c1 + c2x+ c3y
v = c4 + c5x+ c6y
(B.1)
following the derivation given in [92], although virtually every basic FEA text will have
an equivalent derivation. As will be seen, the only other information available comes in the
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form of nodal displacements resulting from solution of the FEA system, which allows solu-
tion for the constants c1−c6 so as to come up with explicit expressions for the displacement
functions u and v. These known nodal displacements are displayed in Figure B.2
Figure B.2: Nodal displacements for CST
With this information, the next step is to solve for the six unknown constants using the
six known nodal displacement components. The solution comes out to

c1
c2
c3
 = 12A

α1 α2 α3
β1 β2 β3
γ1 γ2 γ3


u1
u2
u3
 (B.2)
and

c4
c5
c6
 = 12A

α1 α2 α3
β1 β2 β3
γ1 γ2 γ3


v1
v2
v3
 (B.3)
where
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α1 = x2y3 − y2x3 α2 = y1x3 − x1y3 α3 = x1y2 − y1x2
β1 = y2 − y3 β2 = y3 − y1 β3 = y1 − y2
γ1 = x3 − x2 γ2 = x1 − x3 γ3 = x2 − x1
(B.4)
and
2A = x1(y2 − y3) + x2(y3 − y1) + x3(y1 − y2) (B.5)
with A also corresponding to the area of the triangle. This result can be re-written at an
increased level of abstraction as
u(x, y)
v(x, y)
 =
N1 0 N2 0 N3 0
0 N1 0 N2 0 N3


u1
v1
u2
v2
u3
v3

(B.6)
where the Ni are known as the shape functions, a concept of great importance in finite
element theory, and are the means by which nodal quantities are extrapolated into con-
tinuous intra-element quantities. From equations B.2 and B.3 it can be deduced that the
definitions of the shape functions (for the CST) are:
N1 =
1
2A
(α1 + β1x+ γ1y)u1
N2 =
1
2A
(α2 + β2x+ γ2y)u2
N3 =
1
2A
(α3 + β3x+ γ3y)u3
(B.7)
Writing equation B.6 in even more compact form,
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ψ = N d (B.8)
where ψ is the 2x1 matrix of the displacement field components u and v,N is the 2x6
matrix of displacement functions, and d is the 6x1 matrix of nodal displacement compo-
nents.
The next step is to determine the strain field in the element from the displacement field.
The three components of strain in the planar case are the x strain x, the y strain y, and the
shear strain γxy. These can be found from the displacement field components using

x
y
γxy
 =

du/dx
dv/dy
du/dy + dv/dx
 (B.9)
If one applies the definitions of u and v in terms of shape functions and cranks through
the algebra, the result is

x
y
γxy
 = 12A

β1 0 β2 0 β3 0
0 γ1 0 γ2 0 γ3
γ1 β1 γ2 β2 γ3 β3


u1
v1
u2
v2
u3
v3

(B.10)
or in compact form,
 = B d (B.11)
where  is the 3x1 matrix of strain components and B is the 3x6 matrix of terms de-
pending on the nodal coordinates. So it is seen, unsurprisingly, that the strain is determined
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by the nodal coordinates and the nodal displacements. Additionally, as all the entries in B
and d are constant, the constant strain condition is indeed fulfilled.
It is a short step to go from strains to stresses for this linear elastic case. The matrix of
stress components σ for the planar case can be found from the strains using
σ = D  (B.12)
where the matrix D reflects the constitutive law describing the relevant physics. For
a one-dimensional situation, the matrix reduces to a 1x1 or scalar value, which is none
other than the spring constant of Hooke’s Law. For a general 3D problem one must apply
the full 6x6 D matrix that describes the general linear elastic constitutive law. For a 2D
problem, one of two simplifying assumptions is applied to obtain a 3x3 D matrix. Plane
strain is applied when the part is of a very large uniform thickness, and specifies that the
strain in the out-of-plane direction is negligible, since the thickness is so large that any
displacement does not create significant strain. Conversely, the plane stress approximation
is used for parts of a very small uniform thickness, where since the out-of-plane stress must
go to zero on the front and back faces it is hypothesized that there is not enough room in the
middle for it to grow to a significant values. Each of these assumptions produces a different
D matrix. For this problem, plane stress is adopted, which corresponds to [92]
D =
E
1− ν2

1 ν 0
ν 1 0
0 0 1−ν
2
 (B.13)
so that the expanded form of equation B.12 is

σx
σy
τxy
 = E1− ν2

1 ν 0
ν 1 0
0 0 1−ν
2


x
y
γxy
 (B.14)
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where E is Young’s Modulus and ν is Poisson’s Ratio. Since the strain is constant over the
entire element, it is of course the case that the stress is as well.
B.2 Global Stiffness for an FEA Mesh
By the manipulations in the preceding section, it is shown how the stress in a CST el-
ement can be determined from the nodal displacements. However, the method by which
the nodal displacements are calculated in the first place has not yet been discussed. This
is done by application of what is perhaps the most fundamental equation in finite element
theory,
F = K D (B.15)
For a finite element mesh with n nodes possessing δ degrees of freedom each, there are nδ
degrees of freedom needed to completely describe the state of the system. F is a 1 × nδ
vector of nodal force components,D is a 1×nδ vector of nodal displacement components,
and K is a nδ × nδ square matrix of stiffnesses. For this 2D problem, δ = 2 as each node
has an x and y degree of freedom. Thus the expanded form of equation B.15 for this case
is

f1
f2
f3
f4
...
f2n

=

k11 k12 k13 k14 ... k1 2n
k22 k23 k24 ... k2 2n
k33 k34 ... k3 2n
k44 ... k4 2n
...
sym k2n 2n


d1
d2
d3
d4
...
d2n

(B.16)
To understand the significance of equation B.16, it must first be realized that each node
in the mesh has a global node number from 1 to 2n that serves as a unique identifier or
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“name” for that node. These global node numbers also identify which degrees of freedom
in equation B.16 correspond to which node. Thus to look at global node #1, for example,
f1 is the force acting on node 1 in the x direction and f2 is the nodal force in the y direction.
Similarly, d1 and d2 are the x and y nodal displacements of global node 1. Thus the entries
in K determine the degree to which a given member of the force vector affects a given
member of the displacement vector, that is, kij is the stiffness of displacement j with respect
to force i.
For most problems, including the present case of structural elasticity, it only makes
sense for neighboring nodes (that is, nodes that share at least one element) to have nonzero
influence on each other. Applying a force to a node will tend to deform elements that it is
a member of, thus inducing displacements in all the other nodes in those elements, but this
force will have no direct impact on a node all the way on the other side of the mesh, or even
on one two elements away. Thus for all but the tiniest meshes the global stiffness matrix
K will consist almost entirely of 0 entries.
It can now be seen how solution of equation B.16 for D will determine the nodal dis-
placements necessary to calculate the stresses in each element of the mesh. Before this can
happen, there are two additional steps needed. The boundary conditions of the problem
are applied by filling in known values in the F and/or D vectors. For example, if a load
is applied along one side of the mesh, known f values are placed in the positions corre-
sponding to the appropriate degrees of freedom in F . Similarly, support conditions can be
implemented by requiring that certain nodes have zero displacement in one or both degrees
of freedom. More complex boundary conditions are also possible, for example adding an
explicit constraint equation on f and d for a particular degree of freedom, corresponding to
an elastic support. It is important to note that only one constraint can be made on any given
degree of freedom, that is, only f or d (or a single constraint equation) can be prescribed
without overconstraining the solution. The “default” boundary condition for a degree of
freedom is f = 0, which is applied to a typical node in the interior, saying that the node
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should displace as needed when the system is solved in order to go to a new equilibrium.
Besides application of boundary conditions, the other necessary step is to fill in the
entries of the global stifffness matrixK. This is done by calculating the elemental stiffness
matrices for each element in the mesh and assembling them into the global matrix. This
approach is possible since only nodes that share an element affect each other, so simply
combining all nodal interdependences from each element will produce the full behavior of
the entire system. Care must be taken to keep track of the correct correspondence between
local node numbers in each element and the unique global node numbering, as each node
has a dual identity as a member of the mesh and a member of particular elements. This is
illustrated in Figure B.3, on an example mesh of 50 nodes and 43 elements. In the example,
the fact that the three local nodes of Element #31 also correspond to global nodes 26,33,
and 27 respectively is highlighted.
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Figure B.3: Local and global node numbering
By making use of this correspondence, stiffnesses calculated for each element can be
inserted into the correct degree of freedom location inK during assembly.
B.3 Elemental Stiffness for the CST
The elemental stiffness calculation depends on the element type and the relative locations
of the local nodes. Here the elemental stiffness matrix for the CST element is found. In
general, the elemental stiffness k of any finite element can be found by integrating over the
elemental volume [92]
k =
∫∫∫
V
BTD B dV (B.17)
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whereB reflects the nodal coordinates and is as defined in equations B.10 and B.11, and
D reflects material properties and physics assumptions and is as defined in equation B.13.
Unlike higher-order elements, as a constant strain element the CST is simple enough that
this integration is performed analytically (higher-order elements use numerical integration
at each evaluation, adding some computational expense). Since bothB andD do not vary
over the element volume, equation B.17 evaluates simply to
k = t ABTD B (B.18)
where t is the (uniform) element thickness and A is the area. To put k for the CST
in concrete form, if the definitions of B and D are plugged in one can obtain the 6x6
elemental stiffness matrix in terms of 2x2 components:
k =

[
k11
] [
k12
] [
k13
]
[
k22
] [
k23
]
sym
[
k33
]
 (B.19)
where [
kij
]
= t ABTi D Bj (B.20)
ifBi is the ith 3x2 portion of the 3x6B matrix in equation B.10, that is,
Bi =

βi 0
0 γi
γi βi
 (B.21)
The elemental stiffness matrix k is now known directly in terms of nodal locations and
material properties, and the entries of k can be assembled into the correct locations in the
global stiffness matrixK by looking up the global node numbers of each of the local nodes
in the element.
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Appendix C:
Dynamic Analysis of Stephenson-III
Linkage
The dynamic forces in the Stephenson-III linkage are analyzed in order to validate the
assumption that they could be neglected relative to the structural loading. For this analy-
sis, it is necessary to know the mass and linear acceleration of the COM of each link for
the linear portion of the analysis, as well as the mass moment of inertia about the COM
and angular acceleration for the rotational portion. The mass properties are known from
the dual-point-mass and polygon model, and the angular accelerations were determined
during the initial kinematic analysis. All that remains before beginning the dynamic anal-
ysis proper is determination of the linear accelerations of the link COMs from the linkage
geometry and angular accelerations.
C.1 Linear Accelerations of COMs
The notation used is shown in Figure C.1. In general, for link j, θj is the angle of the link
with respect to the +x axis, ~Rj is the link vector, ~Cj is the vector from the base of the link
vector to the position of the link’s COM, and φj is the angle from ~Rj to ~Cj . The masses,
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COM locations, and radii of gyration used in these calculations are the ones determined
using point-mass counterweighting and polygonal modeling.
Figure C.1: Linkage geometry
The linear acceleration of each link’s COM is found by writing the position vector S of
the COM and taking two time derivatives.
Link 2 - Crank
The position vector of the crank’s COM with respect to the origin is
S2 = c2e
i(θ2+φ2) (C.1)
Taking one time derivative, the linear velocity is then
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V2 = iθ˙2c2e
i(θ2+φ2) (C.2)
and taking a second time derivative, the linear acceleration is
A2 = iθ¨2c2e
i(θ2+φ2) − θ˙22c2ei(θ2+φ2) (C.3)
Link 3 - Coupler
The position vector of the coupler’s COM with respect to the origin is
S3 = r2e
iθ2 + c3e
i(θ3+φ3) (C.4)
Taking one time derivative, the linear velocity is then
V3 = iθ˙2r2e
iθ2 + iθ˙3c3e
i(θ3+φ3) (C.5)
and taking a second time derivative, the linear acceleration is
A3 = iθ¨2r2e
iθ2 − θ˙22r2eiθ2 + iθ¨3c3ei(θ3+φ3) − θ˙32c3ei(θ3+φ3) (C.6)
Link 4 - Rocker
The position vector of the rocker’s COM with respect to the origin is
S4 = r1e
iθ1c4e
i(θ4+φ4) (C.7)
Taking one time derivative, the linear velocity is then
V4 = iθ˙4c4e
i(θ4+φ4) (C.8)
and taking a second time derivative, the linear acceleration is
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A4 = iθ¨4c4e
i(θ4+φ4) − θ˙42c4ei(θ4+φ4) (C.9)
Link 6 - Connecting Rod
The position vector of the connecting rod’s COM with respect to the origin is
S6 = r2e
iθ2 + r3e
i(θ3+θ35) + c6e
i(θ6+φ6) (C.10)
Taking one time derivative, the linear velocity is then
V6 = iθ˙2r2e
iθ2 + iθ˙3r3e
i(θ3+θ35) + iθ˙6c6e
i(θ6+φ6) (C.11)
and taking a second time derivative, the linear acceleration is
A6 = iθ¨2r2e
iθ2− θ˙22r2eiθ2 + iθ¨3r3ei(θ3+θ35)− θ˙32r3ei(θ3+θ35) + iθ¨6c6ei(θ6+φ6)− θ˙62c6ei(θ6+φ6)
(C.12)
Piston
The position vector of the piston’s COM with respect to the origin is
SP = r2e
iθ2 + r3e
i(θ3+θ35) + r6e
iθ6 + cP e
iθP (C.13)
Note that θP does not vary with time as the piston does not rotate. Taking one time deriva-
tive, the linear velocity is then
VP = iθ˙2r2e
iθ2 + iθ˙3r3e
i(θ3+θ35) + iθ˙6r6e
iθ6 (C.14)
and taking a second time derivative, the linear acceleration is
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AP = iθ¨2r2e
iθ2− θ˙22r2eiθ2 + iθ¨3r3ei(θ3+θ35)− θ˙32r3ei(θ3+θ35) + iθ¨6r6eiθ6− θ˙62r6eiθ6 (C.15)
The calculation of linear accelerations is now complete. Next, a new system of coordinates
is defined that is more amenable to calculation of dynamic forces.
C.2 Coordinate Transformation
The linkage with triangular binary links and a quadrilateral ternary (coupler) link is
shown in Figure C.2. The problem setup is similar to that used for the applied force analy-
sis, but it is important to understand that while some of the nomenclature is the same, the
forces involved here are due only to dynamic effects and the applied force on the piston is
not considered. The forces that the links exert on each other are labeled Fab where link a is
exerting a force on link b. The subscripts used are:
g: Ground (link 1)
2: Crank
c: Coupler
4: Rocker
6: Connecting Rod
P : Piston
A local non-rotating coordinate system is defined centered on each link’s COM. A vector
is defined from the origin of this system to each joint of the link, and is labeled ~Rab, where
the vector is part of link b’s coordinate system and points to the joint with link a. Note that
the subscripting of the forces and vectors agrees so that ~Rab is the moment arm that Fab
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acts through on link b’s COM. This local coordinate system is illustrated using link 2 as an
example in Figure C.2.
Figure C.2: Linkage diagram and local coordinate system definition
It will be noted that this coordinate system differs from that used for the motion anal-
ysis thus far (Figure C.1). Therefore the following transformations are needed, where the
vectors in the system just described are on the left side and are put in terms of the system
of Figure C.1.
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Crank
~Rg2 = −~C2
~Rc2 = ~R2 − ~C2
Coupler
~R2c = −~C3
~R4c = ~R3 − ~C3
~R6c = ~R5 − ~C3
Rocker
~Rg4 = −~C4
~Rc4 = ~R4 − ~C4
Connecting Rod
~Rc6 = −~C6
~RP6 = ~R6 − ~C6
Piston
~R6P = −~CP
(C.16)
Having defined this new coordinate system, the dynamic forces in the linkage can now be
solved for.
C.3 Dynamic Force Solution
The solution for the dynamic forces amounts to simultaneous solution of a set of equa-
tions, with each link contributing three equations to the system. For link j, these equations
are
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∑
i
Fij,x = mjAj,x
∑
i
Fij,y = mjAj,y
∑
i
Tij = IjAj
(C.17)
stating that the sum of the forces exerted by the other links i on link j must be equal to
the mass of the link multiplied by its linear acceleration, and that similarly the sum of the
torques exerted by the other links must be equal to the mass moment of inertia of the link
multiplied by its angular acceleration. The right sides of all these equations are known by
this point.
There linkage is assembled by means of six revolute joints, which can transmit forces
but not torques. Therefore there are six unknown forces or twelve unknown force compo-
nents. There is also an unknown output torque at the crankshaft (R2 ground pivot). There
are twelve known mass acceleration products, three each from the four links, and the thir-
teenth known comes from the single y-direction product for the piston on its vertical axis
of slide. The problem can be written as a standard linear system solution A~x = ~B. It is
important to note that ~B must be divided by the gravitational constant (386 in/sec2 in the
IPS system used here) before solution of the system, as it is has units of lbm, which is a
unit of weight and not mass. ~x is the vector of unknown forces:
[
Fg2x Fg2y Fc2x Fc2y F4cx F4cy Fg4x Fg4y Fc6x Fc6y FP6x FP6y T12
]T
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~B is the vector of known mass acceleration products:
[
m2a2x m2a2y I2α2 m3a3x m3a3y I3α3 m4a4x m4a4y I4α4 m6a6x m6a6y I6α6 mPaPy
]T
and A is the coefficient matrix:

1 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 0 0 0
−Rg2y Rg2x −Rc2y Rc2x 0 0 0 0 0 0 0 0 1
0 0 −1 0 1 0 0 0 −1 0 0 0 0
0 0 0 −1 0 1 0 0 0 −1 0 0 0
0 0 R2cy −R2cx −R4cy R4cx 0 0 R6cy −R6cx 0 0 0
0 0 0 0 −1 0 1 0 0 0 0 0 0
0 0 0 0 0 −1 0 1 0 0 0 0 0
0 0 0 0 Rc4y −Rc4x −Rg4y Rg4x 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 −Rc6y Rc6x −RP6y RP6x 0
0 0 0 0 0 0 0 0 0 0 0 −1 0

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