where y is an n 3 1 vector of outcome observations, X is an n 3 ( p 1 1) matrix of predictor variable values (including a column of ones for the regression constant), and ε is an n 3 1 vector of errors, where n is the sample size and p is the number of predictor variables. The p partial regression coefficients in β provide information about each predictor variable's unique or partial relationship with the outcome variable. Researchers are often interested in testing the null hypothesis that a specific element in β is zero or constructing a confidence interval for that element using a sample-derived estimate combined with an estimate of the sampling variance of the estimate. The validity of the hypothesis tests and confidence intervals as implemented in most statistical computing packages depends on the extent to which the model's assumptions are met. The assumptions of the OLS regression model include that (1) the Y i s are generated according to the model specified in Equation 1, (2) the X values are fixed (rather than random), (3) the errors are uncorrelated random variables with (4) zero means, and (5) constant variance, the latter assumption known as homoskedasticity. Assumptions (1) and (4) require book-length treatment but in effect state simply that the model is correctly specified (see, e.g., Berry, 1993; White, 1980) . When the predictors are random variables rather than fixed, assumption (2) can be relaxed without causing major problems by interpreting the partial regression coefficients as "conditional" on values of X, provided that the conditional expectation of ε given the values of X is zero. Unfortunately, this conditional expectation may well be nonzero, such as when predictors contain measurement error. Measurement error in predictors can bias OLS regression estimates, a topic that is beyond the scope of the present article. A nice introduction can be found in Berry (1993) .
The focus of our attention in this article is on the homoskedasticity assumption, an assumption that cannot be treated lightly. We briefly overview the effects of heteroskedasticity on hypothesis tests and confidence intervals based on OLS regression coefficient estimates, some of the methods for detecting violations of this assumption, and suggested remedies. We then describe a family of heteroskedasticity-consistent standard error estimators
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that, if used, could alleviate the anxiety an investigator might feel about the validity and power of hypothesis tests based on OLS regression coefficients in the presence of heteroskedasticity. We end with a description and example use of some SPSS and SAS macros we developed that allow investigators using these popular programs to employ a heteroskedasticity-consistent estimator of the regression coefficient standard errors in their regression analyses.
What Is Heteroskedasticity and What Are Its Effects on Inference?
The assumption of homoskedasticity states that the variance of the regression errors is constant. Imagine having available the population regression model linking outcome variable Y to a set of p predictor variables (X j , j 5 1 to p) using the population regression coefficients. Now, imagine obtaining a subset of all members of the population with the same values on the predictor variables and applying the population regression model to those members of the population. This would allow you to generate a set of regression errors conditioned on those values of X. Define the variance of the errors as σ 2 . The homoskedasticity assumption states that the variance of the regression errors is σ 2 regardless of which set of values of the p predictor variables is used to generate those errors. When this assumption is violated, we say that the errors are heteroskedastic, a condition known as heteroskedasticity. The homoskedasticity assumption implies that the variance of the errors is unrelated to any predictor or any linear combination of the predictor variables. However, homoskedasticity could be violated, even if the magnitude of the error variances is not a function of the predictors in the regression model, a situation referred to as heteroskedasticity of unknown form (White, 1980) . Heteroskedasticity can take a number of different forms and result from a variety of different processes. For example, the variability in the errors may increase or decrease linearly as a function of one or more of the predictors, or variability might be larger for moderate values of one or more of the predictors. Such patterns of errors can occur if a model is misspecified as a result of, for example, a failure to include necessary interactions between predictors. Heteroskedasticity can also be the result of modeling bounded or limited outcome variables using OLS regression, or if the reliability of measurement of the outcome is related in some fashion to one or more of the predictor variables (Berry, 1993; Downs & Rocke, 1979; Perry, 1986) .
When the homoskedasticity assumption is violated, the usual OLS regression estimator of the partial regression coefficients is unbiased and strongly consistent under heteroskedasticity (White, 1980) . However, it is less efficient (i.e., it has a larger sampling variance) than some alternative estimators. Nevertheless, violations of this assumption can invalidate statistical inferences. Such inferences are usually made using a hypothesis test, deriving the p value for the ratio of the sample estimate of the regression coefficient of interest to an estimate of the standard error of the estimate, or by using the estimated standard error to derive a confidence interval. The standard error estimator for regression coefficient j implemented in most statistical packages-the estimator that assumes homoskedasticity (OLSE)-is
where s j is the sample standard deviation of X j , R j is the multiple correlation estimating X j from the other ( p 2 1) X variables in the model, and MS residual is the mean squared residual. The extent of the problem produced by heteroskedasticity depends on both the form and the severity of heteroskedasticity. When the errors are heteroskedastic, OLSE is both biased and inconsistent. The net result is Type I error inflation or reduced statistical power for tests of hypotheses involving the regression coefficients, and inaccuracy in the estimation of the upper and lower bounds on confidence intervals. Increasing the sample size does not eliminate the bias; indeed, it can actually exacerbate the problems produced by heteroskedasticity when using OLSE (Hayes, 1996; Long & Ervin, 2000) . Although it is largely impossible to construct generalizable rules about the extent to which inferences from OLS regression are going to be affected by heteroskedasticity, the existing literature provides some guidance (e.g., Duncan & Layard, 1973; Edgell & Noon, 1984; Hayes, 1996; Kowalski, 1973; Long & Ervin, 2000; Rasmussen, 1989) . First, relatively mild heteroskedasticity is not going to produce profound problems and is unlikely to swing the outcome of an analysis drastically one way or the other. Of course, there is no way of defining "mild" without relying on rules of thumb of uncertain value. Furthermore, even mild heteroskedasticity can have notable effects on inference in large samples. Second, if the errors are less variable around the extremes of one of the predictors in the model, OLSE tends to overestimate the standard error and therefore its use produces confidence intervals that are too wide, p values that are too large, and hypothesis tests that are lower in power than they are when the homoskedasticity assumption is met. Third, if the errors are more variable at either relatively high or relatively low values of a predictor variable (or both), OLSE tends to underestimate the standard error, resulting in confidence intervals that are too narrow, p values that are too small, and invalid hypothesis tests.
Heteroskedasticity can also affect tests of significance on the multiple correlation coefficient, R. The null hypothesis that population R equals zero is usually tested by converting R to an F statistic
which is then evaluated in reference to the F( p, n 2 p 2 1) distribution. But use of F as the null reference distribution for generating the p value assumes homoskedasticity of the errors. Violations of this assumption can produce a hypothesis test that is either liberal or conservative, depending on the form and severity of the heteroskedasticity.
Given that heteroskedasticity can affect the validity or power of statistical tests when using OLS regression, it behooves researchers to test the tenability of this assumption. Although the assumption of homoskedasticity applies to the unknowable errors, the assumption is often tested by reliance on the sample residuals, e, which are the observed discrepancies between Y and Ŷ using samplederived estimates of the vector of regression parameters (β) and applying Equation 5 to a sample from the population of interest. That is, e i 5 Y i 2 Ŷ i , where
In matrix form, ŷ 5Xβ, and thus e 5 y 2 Xβ, where e is a vector of sample residuals. The simplest test of the homoskedasticity assumption is the "eyeball" test, in which the residuals from the regression model are plotted against Ŷ (or, alternatively, against one or more of the predictor variables X ) in a scatterplot. The homoskedasticity assumption is deemed to be satisfied if the dispersion of the residuals appears to be the same across all values of Ŷ or X. A discernible pattern in the variability of the residuals suggests a violation of the homoskedasticity assumption. But as Darlington (1990) and Weisberg (1980) discuss, a visual examination of residuals can be a useful means of detecting only blatant heteroskedasticity.
A more rigorous method is to use an empirical test of the homoskedasticity assumption. One approach is to use either the absolute values of the residuals (raw, standardized, or Studentized) or their squares as the outcome variable in a new regression estimating their size from Ŷ or from the original predictors (see, e.g., Darlington, 1990, pp. 360-362) . The homoskedasticity assumption is deemed satisfied if no systematic relationships can be found. Alternatively, one of the existing formal tests of homoskedasticity, such as those introduced by Breusch and Pagan (1979) , Cook and Weisberg (1983) , Goldfeld and Quandt (1965), or White (1980) , could be used; but, unfortunately, these tests are designed to detect only certain forms of heteroskedasticity, such as when the variance increases as a function of one or more of the predictors. In the case of White's test, rejection of the null hypothesis is ambiguous because this implies either heteroskedasticity, correlation between the residuals and one or more of the predictors, or both.
In the event that heteroskedasticity exists, various statistical alternatives have been recommended for making sound inferences in its presence. Perhaps the easiest and most widely recommended method is the use of some kind of variance stabilizing transformation of Y. Commonly recommended transformations include Y 1/2 , log(Y ), or Y ]1 , or the Box-Cox transformation (Box & Cox, 1964 ), but many others are possible (see, e.g., Carroll & Ruppert, 1988; Cook & Weisberg, 1999) . But, typically, it is difficult to know which transformation is optimal without some kind of a priori belief about the functional form of the heteroskedasticity, which may not be well approximated by any transformation.
An alternative approach is weighted least squares (WLS), discussed in a variety of regression books (e.g., Cook & Weisberg, 1983; Draper & Smith, 1981) . WLS regression allows the investigator to weight each case differently in the derivation of the sum of squared residuals. When the variance of errors is related to one or more of the predictors by a constant multiplier, weights can be chosen that produce parameter estimates that are more efficient if the researcher has an accurate model of the process generating heteroskedasticity. The gain in efficiency in the estimation of standard errors through WLS regression is a function of how well the weights match the actual (as opposed to the assumed) form of heteroskedasticity. If the weights do not correspond closely to the form of heteroskedasticity, the WLS standard error estimates may still be inaccurate as a result of heteroskedasticity that is not accounted for by the weights chosen.
WLS is a special case of generalized least squares (GLS) (see, e.g., Mardia, Kent, & Bibby, 1979) . GLS estimation is widely used in fields such as econometrics, where strong theories usually exist about the functional form of heteroskedasticity. If the investigator has knowledge about the underlying mechanism that generates heteroskedasticity, GLS estimators can be applied and consistency of the standard error estimator regained; but GLS, like WLS, assumes some knowledge of the functional form of the heteroskedasticity. When the form of heteroskedasticity is not known, estimated generalized least squares (EGLS, also called feasible generalized least squares) can be used. EGLS refers to a two-stage process where the structure of heteroskedasticity is formally modeled in the first step to generate the weights to be used in a subsequent WLS stage, but this method has the same shortcoming as WLS, in that the model for heteroskedasticity may be incorrect. And even after using WLS, heteroskedasticity may remain, leaving the investigator back on square one, with concerns about the effects of heteroskedasticity on statistical inference.
Heteroskedasticity-Robust Inference Using a Heteroskedasticity-Consistent
Standard Error Estimator An alternative and highly appealing method of reducing the effects of heteroskedasticity on inference is to employ a heteroskedasticity-consistent standard error (HCSE) estimator of OLS parameter estimates (Hinkley, 1977; Long & Ervin, 2000; MacKinnon & White, 1985; White, 1980) . With this approach, the regression model is estimated using OLSs, but an alternative method of estimating the standard errors is employed that does not assume homoskedasticity. The appeal of this method lies in the fact that, unlike such methods as WLS, it requires neither knowledge about nor a model of the functional form of the heteroskedasticity. It does not require the use of an arbitrary transformation ofY, and no intensive computer simulation is necessary (such as is required when bootstrapping, an approach others have recommended; e.g., Cribari-Neto, 2004; Godfrey, 2006; Godfrey & Orne, 2004; Wilcox, 2005) .
From what we can gather, HCSE estimators are largely unknown outside of statistics and econometrics. Few of the major statistical-method books used by scientists outside of these fields discuss them, and a citation analysis of some of the seminal works in HCSE estimators reveals that HCSE estimators are rarely cited outside of statistics and economics. So it is safe to assume that most researchers, even those who follow the methodology literature closely, probably know little about HCSE estimators. We believe this is unfortunate, because the literature suggests that they can be quite useful in alleviating the worries that a researcher might have about the effects of heteroskedasticity on inferential tests in OLS regression. Indeed, some econometricians have even gone so far as to claim that with the advent of HCSE estimators, researchers can now "report new statistics that work, regardless of the kind of heteroskedasticity present in the population" ( Wooldridge, 2000, p. 249) . They are, therefore, worth knowing about and, as we argue below, worth being used routinely, at least as a means of checking whether statistical inferences from a regression analysis are being affected by heteroskedasticity.
Before progressing, we should acknowledge the position that heteroskedasticity can be thought of as a sign that a model is misspecified. However, as MacCallum (2003) points out, all models are wrong to some extent. About the best that we will ever be able to do with a mathematical model of an outcome variable is to approximate the process generating our observations. If we insist that models be correctly specified before we attempt to draw inferences from them, we may as well stop testing hypotheses using models, because we will never achieve perfect specification. When inferential tests using OLS regression assuming homoskedasticity are performed, the assumption is that the errors follow a particular model (i.e., that the elements in ε have constant variance); or when WLS, GLS, or EGLS is used, the model of heteroskedasticity is assumed to be correct. By advocating the use of an HCSE estimator in OLS regression, we are not arguing that other methods are not useful; they are, to be sure. We are simply acknowledging an alternative way of approaching the problem of inference in OLS regression, one that does not impose a constraint (either assumed or modeled) on the structure of the errors. That is, we ask the reader to consider why one should make an assumption about the structure of the errors when methods exist that allow for valid inference with fewer (and arguably more realistic) assumptions.
We now introduce the details of several of the HCSE estimators that have been proposed. (This section of the paper is necessarily technical and readers not interested in the fine details can skip to the next section.) HCSE estimators are derived from an estimate of the variancecovariance matrix of the regression coefficients, Σ β , that does not assume homoskedasticity of the errors. Going back to Equation 2, the error vector ε is the starting point of HCSE estimators. The assumption of homoskedasticity combined with the assumption of uncorrelated errors is a formal statement that the variance-covariance matrix of the errors, Φ, is equal to σ 2 I. By simple covariance algebra, Σ β 5 (X′X) ]1 X′ΦX(X′X) ]1 , but when Φ 5 σ 2 I, this expression reduces to Σ β 5 σ 2 (X′X) ]1 , estimated in a sample as Σ β 5 MS residual (X′X) ]1 . This is the usual variancecovariance matrix estimator that assumes homoskedasticity. The squares of the estimated standard errors for the regression coefficients reside in the main diagonal of Σ β , and thus the estimated standard errors of the coefficients are simply the square root of the diagonal elements and the same as the values yielded by Equation 3. But when the errors are heteroskedastic, Φ  σ 2 I, and the OLS estimator of the variance-covariance matrix of the regression coefficients becomes biased, resulting in hypothesis tests that are either liberal or conservative, depending on the form of heteroskedasticity.
Over the last 25 years or so, several heteroskedasticityconsistent estimators of Σ β have been proposed. Building upon the earlier work of Eicker (1963 Eicker ( , 1967 and Huber (1967) , White (1980) argued to place the ith squared error into the ith row of the diagonal of the Φ matrix, using the OLS residuals as estimators of the errors. So Φ 5 diag[e 2 i ], which is a diagonal matrix with the squared OLS residuals on the main diagonal and all off diagonal entries zero. The HC0 estimator of Σ β is defined as
and the entries on the main diagonal of HC0 are the estimated squared standard errors of the regression coefficients. Dividing the regression coefficients by these standard errors produces a ratio used to derive p values for hypothesis testing. For small sample sizes, the standard errors from HC0 are quite biased, usually downward, and this results in overly liberal inferences in regression models (see, e.g., Bera, Suprayitno, & Premaratne, 2002; Chesher & Jewitt, 1987; Cribari-Neto, Ferrari, & Cordeiro, 2000; CribariNeto & Zarkos, 2001; Furno, 1996) . But HC0 is a consistent estimator when the errors are heteroskedastic; that is, the bias shrinks with increasing sample size. Three alternative estimators, HC1, HC2, and HC3, are all asymptotically equivalent to HC0 but have far superior small sample properties relative to HC0 (Long & Ervin, 2000; MacKinnon & White, 1985) . A newer estimator, HC4, is preferred when there are cases with high leverage.
These alternative HC estimators seek some form of adjustment to the squared OLS residuals before constructing the Φ matrix: HC1, an estimator derived by Hinkley (1977) , is a simple degree-of-freedom adjustment to HC0. For HC1, every squared OLS residual is multiplied by a factor of n/(n 2 p 2 1). Therefore, the HC1 estimator of Σ β is HC diag 1 1
HC2 is similar to HC1 in logic, but instead of a degreeof-freedom correction, the ith squared OLS residual is weighted by the reciprocal of (1 2 h ii ), where h ii 5 x i (X′X) ]1 x i ′. The h ii s are also known as leverage values and are the diagonal elements in the "hat" matrix H 5 X(X′X) ]1 X′. The use of leverage adjusted residuals is based on an extensive literature on the finite-sample bias of HC0 (e.g., Chesher & Jewitt, 1987; Cribari-Neto, 2004; Kauermann & Carroll, 2001 ). The bias is primarily due to the existence of points of high leverage in the X matrix. So the HC2 estimator of Σ β is defined as
Notice that HC2 is equal to HC0 with e 2 i weighted by 1/(1 2 h ii ), and HC2 and HC1 are equivalent when the X matrix reflects a balanced experimental design.
As a historical note, the variants of the HC methods are intimately related to a technique known as the jackknife. As MacKinnon and White (1985) noted, Hinkley (1977) derived HC1 using a weighted jackknife argument and they used a similar apparatus to obtain what they called HC3. However, the estimator that has come to be widely known as HC3 is actually an approximation proposed by Davidson and MacKinnon (1993) but simpler to compute than the earlier one presented in MacKinnon and White (1985) . The HC3 estimator of Σ β is defined as
Notice that HC3 weights each squared OLS residual by a factor of 1/(1 2 h ii ) 2 rather than 1/(1 2 h ii ). Using simulations, Long and Ervin (2000) evaluated the empirical power functions of the t tests of the regression coefficients, using both the ordinary OLS estimator and the four HC methods discussed thus far; they recommended that HC3 always be used because it can keep the test size at the nominal level regardless of the presence or absence of heteroskedasticity (and there is only a slight loss of power associated with HC3 when the errors are indeed homoskedastic). CribariNeto, Ferrari, and Oliveira's (2005) simulation results also suggest the superiority of HC3 over its predecessors. The performance of HC3 does depend to some extent on the presence or absence of points of high leverage in X (e.g., Chesher & Jewitt, 1987; Kauermann & Carroll, 2001; Wilcox, 2001 ). Furthermore, research has shown (e.g., Long & Ervin, 2000; Sudmant & Kennedy, 1990) that HC3 can have a liberal bias in very small samples. In addition, Wilcox (2001) pointed out that when the predictor variables are from heavy-tailed distributions and the errors are from light-tailed distributions, HC3 may fail for certain forms of heteroskedasticity.
The most recent proposal, HC4, was derived by CribariNeto (2004) The exponent δ i controls the level of "discounting" for the ith observation, and with the truncation point at 4, the maximum amount of weighting is twice as much as HC3. Cribari-Neto's (2004) simulations show that HC4 can outperform HC3 in terms of test size control when there are high leverage points and nonnormal errors. It is important to acknowledge that the HCSE estimators described above are not necessarily a panacea for the inferential problems that heteroskedasticity can produce. These estimators have their own limitations (see, e.g., Kauermann & Carroll, 2001; Wilcox, 2001) . In particular, the sampling variability of the HCSE estimators described below is often larger than model-based estimators such as those arising from the use of WLS, GLS, or EGLS, if the functional form of heteroskedasticity is correctly specified. Indeed, the use of an HCSE estimator, together with OLS parameter estimates, can be viewed as a special case of the method of generalized estimating equations (GEE, see, e.g., Kauermann & Carroll, 2001) , where the working model for the error covariance structure is the same as what is assumed in OLS, but GEE also allows one to specify more elaborate models for the error covariance structure. The advantage of the GEE approach over the HCSE approach is that when the working model of heteroskedasticity is more accurate than the simple error covariance structure model assumed by OLS, one can obtain consistent standard errors but also regain some efficiency in the parameter estimates. The only constraint in GEE is that the size of the error variance has to be a function of one or more of the X variables in order to set up the working model. However, when White (1980) popularized his HC estimator, what he had in mind was heteroskedasticity of an unknown form, including the case in which the size of the error variance is not a function of the predictors. Furthermore, it is apparent that the advantages of explicitly modeling heteroskedasticity using GEE (or EGLS, or WLS) presume some confidence that the model for heteroskedasticity is correct. In almost all areas of statistical inference, including the theory of linear models, the efficiency of estimators and the validity of one's inferences are dependent in part upon the number of assumptions that one is willing to make. HCSE estimators are derived under a minimal set of assumptions about the errors. By using HCSE estimators, the data analyst is to some extent trading efficiency for consistency. As Kauermann and Carroll (2001) succinctly pointed out, this is a price that one has to pay.
Using an HCSE Estimator: An Example
To illustrate the application of an HC estimator, we analyze a data set using OLS regression, first estimating the standard errors of the regression coefficients using OLSE, and then using HC3 and HC4. The data come from a study relating seventh-grade students' grade point average (GPA) to IQ, gender (1 5 female, 2 5 male), and self-concept, as measured on the Piers-Harris children's self-concept scale. The data are described in the data appendix of Moore and McCabe's (2003) popular introductory statistics text, and can be downloaded as file name "concept.dat" from www.stat.purdue.edu/people/ mccabe/. We focus here on only three of the subscales of the self-concept scale: behavior, popularity, and anxiety. Table 1 displays the OLS regression estimates as well as the estimated standard errors and p values for each regression coefficient (with the p value derived from the ratio of the regression coefficient to its standard error and using the t distribution with n 2 p 2 1 degrees of freedom). As can be seen, GPA is significantly related to both IQ and students' self-concepts, with students' perceptions of their popularity and aspects of their behavior significantly predicting GPA, even after controlling for IQ and gender. But for popularity self-concept, the p value just barely leads to a rejection of the null hypothesis. It is in such a situation that a researcher needs to be especially concerned about the effects of assumption violations, because assumption violations can move standard errors and p values in unpredictable ways. 2 Importantly, there is compelling evidence of violation of the homoskedasticity assumption. A residual scatterplot reveals less variability in the standardized residuals for higher predicted GPA values. The Breusch-Pagan test of homoskedasticity confirms this eyeball test [χ 2 (5) 5 16.51, p , .001], as does an analysis of the correlation between the absolute value of the standardized residuals and the estimated GPA from the model (r 5 ]0.39, p , .001). Thus, there is reason to be suspicious of the accuracy of the standard errors and, therefore, of the p values. Square root and natural log transformations of GPA were tried, but the heteroskedasticity remained. Furthermore, a couple of the cases have large leverage values-in excess of 3 times the average-and thus are noteworthy in terms of their potential influence on inference (Furno, 1996) . This inferential ambiguity can be navigated by doing hypothesis tests on the basis of a standard error estimator that does not assume homoskedasticity. Table 1 shows the results using the HC3 and HC4 estimators. Note that the standard errors are quite similar for some predictors but noticeably different for others. We can be pretty confident that there is a relationship between IQ and GPA because the regression estimate is statistically different from zero, regardless of how the standard error is estimated; but conclusions about self-concept differ. When heteroskedasticity is managed using the HC3 estimator, the partial relationship between popularity self-concept and GPA is not statistically significant. HC4 confirms the results from the use of HC3.
This example illustrates that heteroskedasticity can affect hypothesis tests and confidence intervals when the homoskedasticity assumption is violated, a fact well established in the literature. At the same time, it illustrates that heteroskedasticity need not incite panic. Not every test in the analysis reported here was influenced by heteroskedasticity. Of course, it is nearly impossible to know how much of an effect heteroskedasticity will have on each of the inferential tests in a standard OLS regression. We believe that HCSE estimators, HC3 and HC4 in particular, can function as a sedative of sorts for the data analyst anxious about the possible effects of heteroskedasticity on the validity of inferences and power of hypothesis tests in OLS regression. Thus, we echo Long and Ervin's (2000) recommendation that investigators should employ a heteroskedasticity-consistent estimator such as HC3-if not as a matter of routine, at least as a means of doublechecking one's inferences to see if they might be influenced by heteroskedasticity. In the event that a few cases exhibit high leverage, HC4 can be used instead.
But is this recommendation realistic, given that most statistical programs used by researchers do not allow the investigator to implement this recommendation? In a survey of statistical packages at the time, Long and Ervin (2000) noted that only STATA and TSP offer the newer HC methods (HC2 and HC3) as an option for estimating standard errors, and that a package exists for the freely available R software that implements all 4 of these HC methods. But the two most popular statistical packages in wide use throughout the sciences, SPSS and SAS, offer virtually no opportunity for the data analyst interested in using an HC estimator. SAS offers only the HC0 estimator, and SPSS currently has no built-in procedures for estimating standard errors using any of the HC methods. To remedy this situation, two macros are provided in the Appendix that bring HCSE estimators to users of SPSS and SAS. An example output from the SPSS macro applied to the self-concept data set using HC3 can be found in Figure 1 . As can be seen, the macro produces the OLS regression weights along with the HC standard error estimates and the corresponding t and p values. The standard errors can be used to generate confidence intervals that can be interpreted in the usual manner. The estimated covariance matrix of the regression coefficients is also provided in the output as well as R 2 and F. Although R 2 is not affected by the use of an HC estimator, the F ratio will be different when using one of the HC estimators, as discussed next.
Testing a Hypothesis Requiring More Than a Single Parameter Estimate
Not all hypotheses of interest to researchers can be tested in reference to a single parameter estimate. Researchers are often interested in testing the null hypothesis that each variable in a set of predictors are all unrelated to the outcome variable, controlling for one or more additional variables. For example, in a regression model of the form Ŷ 5 β 0 1 β 1 X 1 1 β 2 X 2 1 β 3 X 3 1 β 4 X 4 1 e, the researcher might want to know whether β 3 and β 4 are both zero, which tests whether X 3 and X 4 improve the fit of the model or significantly reduce the error in estimation. In that case, the standard practice is to estimate two nested regression models, one with (model 2: the full model above) and one without the predictors of interest (model 1: Ŷ 5 β 0 1 β 1 X 1 1 β 2 X 2 1 e), and then test the significance of the increase in R 2 resulting from the addition of the predictors in model 2. This increase is converted to an F ratio and the p value computed using the F(q, df res2 ) distribution, where q is the number of variables added to model 1 to generate model 2, and df res2 is the residual degrees of freedom from model 2. For this test, F is defined as 
This F statistic can be expressed more generally in matrix form as
where L is a ( p 1 1) 3 q nonrandom matrix specifying the constraints on the parameters under the null hypothesis, β is a ( p 1 1) 3 1 vector of regression coefficient estimates, and Σ β is the estimated variance-covariance matrix of the regression coefficients (see, e.g., Mardia et al., 1979) . For example, if the consecutive rows in β correspond to sample estimates of β 0 and β 1 through β 4 respectively, the contrast matrix for the example above would be a 5 3 2 matrix containing all zeros except for ones in entries (4,1) and (5,2). Equations 11 and 12 are equivalent when Σ β is set to MS residual (X′X) ]1 under homoskedasticity. But using an HC estimator of Σ β yields a test that does not assume homoskedasticity. The p value can still be derived using the F(q, df res2 ) distribution. Equation 12 can also be used to derive the F ratio for the test that all p population regression coefficients are zero, which corresponds to the null hypothesis that population R 2 equals zero (Darlington, 1990) . In that case, q 5 p and the L matrix is defined as a p 3 p identity matrix vertically concatenated below a 1 3 p vector of zeros. Godfrey (2006) also considered this F statistic but used a double bootstrap to derive its p value. The macros listed in the Appendix have an optional subcommand that tests sets of predictors. This option allows the researcher to test the null hypothesis that the regression coefficients for the last q variables in the predictor variable list are all 0, using one of the heteroskedasticityconsistent estimators of the variance-covariance matrix of the regression coefficients described earlier. Using the SPSS macro, the null hypothesis that all the regression coefficients for self-concept are equal to zero was tested using the HC3 estimator, and the output is displayed at the bottom of Figure 1 . As can be seen, this null hypothesis can be rejected [F(2,72) 5 2.858, p 5 .043].
Conclusion
The purpose of this article was to provide an overview of heteroskedasticity-consistent standard error estimators for the least squares linear regression model, and to provide a set of macros to implement them in SPSS and SAS. We argue that the use of an HCSE estimator, rather than assuming homoskedasticity when conducting inferential tests in OLS regression, can give the researcher greater comfort in the validity and power of those tests. For this reason, we argue that an HC estimator, preferably HC3 or HC4, should be routinely used in linear regression models, if it is not used as the default method of standard error estimation, researchers would be well advised to at least double-check the results from the use of the OLSE estimator against the results obtained with an HC estimator, to make sure that conclusions are not compromised by heteroskedasticity. Excitingly, research continues to further improve upon the estimators discussed here (e.g., Cai & Hayes, in press) , and other promising methods, such as bootstrapping-sometimes combined with HCSE estimators (Cribari-Neto, 2004; Godfrey, 2006; Godfrey & Orne, 2004; Wilcox, 2005) -have been investigated. The bootstrap provides more refined approximations to the distributions of test statistics than do classical large-sample approximations, but it does so at the cost of a dramatic increase of the amount of computational time required to obtain a p value. Efficient algorithms and software implementation of these newer methods are in order. 3 Perhaps in time, HCSE estimators and future improvements upon them will become the default implemented in popular software, eliminating the need for researchers to worry about heteroskedasticity when using OLS regression.
We conclude with a reminder. In this article, we have treated heteroskedasticity as if it were nothing but an impediment to valid inference. However, we remind the reader that heteroskedasticity is more than a nuisance; it may itself have substantively important interpretations (Berry, 1993; Carroll, 2003; Downs & Rocke, 1979; Olejnik, 1988; Weisberg, 1980) . Although we do believe that there is value in the use of HC3 or HC4 when testing hypotheses and forming confidence intervals in linear regression models, we do not mean to suggest that researchers should not bother looking for evidence of heteroskedasticity. There is little point is deciding whether or not to use HC methods based on a test of heteroskedasticity (cf. Long & Ervin, 2000) , but such a test is still worth doing, because the existence of heteroskedasticity suggests that the data are not being adequately explained by the statistical model of conditional means being estimated. Unless heteroskedasticity is thought to be the result only of measurement error related to the predictor variable(s), it should be a warning to the researcher about the adequacy of the model estimated. Thus, a test for heteroskedasticity can be used not only as a test of model adequacy, but also as a test of model assumptions. The discovery of heteroskedasticity can also function as an impetus for future research to understand the process producing heteroskedasticity, such as latent interactions (Perry, 1986) , or to motivate a quest for an alternative model that better fits the data. When substantive conclusions that investigators reach about the relationships of interest. We would argue that for such an outcome, the use of an HCSE method is particularly important if OLS regression is used, as the homoskedasticity assumption would be more likely to be violated when there are constraints on the upper and/or lower bounds of the outcome.
3. Wilcox (2005) describes some S-plus and R functions that implement some of the bootstrap methods that have been recently proposed. and often, though not always, better approximated by the t distribution. In the macros we describe later, we use the t (n 2 p) distribution for generating the p value for hypothesis tests.
2. It could be argued that GPA is not suitable as an outcome in OLS regression given that it is limited. Of course, limited outcome variables are routinely used as outcomes in OLS regression models, with unknown (and probably small in many circumstances) effect on the veracity of the APPENdIX SPSS and SAS Macros for Heteroskedasticity-Robust Regression Using the HC Methods SPSS and SAS have powerful matrix algebra-based sets of commands similar in their features to such programming languages as GAUSS, R, and MATLAB. These command sets, combined with the ability to generate new command syntax through the macro definition procedures, allow the user to add tremendous functionality to SPSS and SAS. Here we provide a set of macros that implement the HC methods described in this article in SPSS and SAS.
Each time a new SPSS session is started, the macro must first be activated by running the program. Once the program is run, a new command, HCREG, will be added to the SPSS syntax command set. Once the macro is activated, HCREG will remain a part of the syntax command set until the SPSS session is terminated by quitting SPSS. However, the macro must be reactivated each time SPSS is executed. The syntax of the HCREG command is HCREG dv = yvar/iv = ivlist/const = c/method = m/covmat = cv/test = q, where c is 1 for regression with a constant and 0 for regression without the constant, m is an integer between 0 and 5 corresponding to the HC method described in this article or 5 for ordinary standard errors that assume homoskedasticity, cv is 1 to print the variance-covariance matrix of the parameter estimates or 0 to disable its printing, yvar is the name of the criterion variable in the active SPSS data file, and ivlist is a list of one or more predictor variables in the SPSS file. The parts of the command underlined above are optional. When those parts are omitted, c defaults to 1, m defaults to 3, and cv defaults to 0. The "/test 5 q" subcommand is also optional and can be omitted. If it is included, the output will include a test that the regression coefficients for the last q variables in ivlist are all equal to zero. The value of q must be between 1 and one less than the number of variables in ivlist. There is no limit to the number of predictor variables that can be listed in ivlist. For example, the command set HCREG dv 5 depress iv 5 gender age anxiety ptsd/test 5 2 produces an OLS regression estimating depress from a constant, gender, age, anxiety, and ptsd and prints standard error estimates and significance tests using the HC3 estimator. It also produces a test of the null hypothesis that the regression coefficients for both anxiety and ptsd are equal to zero.
The macro has no error-handling procedures, so it is important that the data first be screened for such problems as singularities in the predictors and missing data. The presence of a singularity can be easily identified by seeing whether the SPSS OLS regression procedure rejects one or more of the predictors. The macro can handle system missing data represented with the period character (".") through listwise deletion, but it does not recognize user missing values, so user-defined missing data should be deleted manually prior to the execution of the macro command. Problems during computation will show up with a string of largely unintelligible errors. If any errors appear, do not interpret the output. With large sample sizes, SPSS may produce an "out of memory" error. If this occurs, try increasing the workspace or memory allocated to SPSS (see the SPSS command reference documentation for details on the set command to accomplish this).
The SAS version of the macro functions identically, although the syntax is slightly different. After the macro is activated, the new command is %HCREG(data 5 filename, dv 5 yvar, iv 5 xvarlist, const 5 c, method 5 m, covmat 5 cv, test 5 q), where filename is the name of an SAS data file and the other parameters are defined as described above. The test parameter is optional, and c, m, and cv default to 1, 3, and 0, respectively. The SAS version of the macro also has no error handling and assumes that missing data are entered as "."
Potential users can request an electronic copy of the macros by sending an e-mail to hayes.338@osu.edu. Alternatively, the macros can be downloaded from www.comm.ohio-state.edu/ahayes/.
SPSS Version
DEFINE hcreg (dv =!charend ('/')/iv =!charend ('/') /test = !charend('/') !default (0) /const = !charend('/') !default(1) /method = !charend ('/') !default (3) /covmat = !charend('/') !default(0)). PRESERVE. set length = none. SET MXLOOP = 100000000. MATRIX. GET x/file = */variables = !dv !iv/names = dv/missing = omit. compute y=x(:,1). compute x=x(:,2:ncol(x)). compute iv5 = x. compute pr = ncol(x). compute n = nrow(x). compute L = ident(pr). compute tss=cssq(y)-(((csum(y)&**2)/n)*(!const <> 0)). do if (!const = 0). compute iv = t(dv(1,2:ncol(dv))). compute df2 = n-pr. else.
compute iv = t({"Constant", dv(1,2:ncol(dv))}). compute con = make(n,1,1). compute x={con,x}. compute df2 = n-pr-1. compute L1 = make(1,pr,0). compute L = {L1;L}. end if. compute dv=dv(1,1). compute b = inv(t(x)*x)*t(x)*y). compute k = nrow(b). compute invXtX = inv(t(x)*x). compute h = x(:,1). loop i=1 to n.
compute h(i,1)= x(i,:)*invXtX*t(x(i,:)). end loop. compute resid = (y-(x*b)). compute mse = csum(resid&**2)/(n-ncol(x)). compute pred = x*b. compute ess= cssq(resid). compute mn = make(n,2,4). compute pr3 = n-df2. compute mn(:,2) = (n*h)/pr3. compute ex=rmin(mn). loop i=1 to k. compute x(:,i) = (resid&/(1-h)&**(ex/2))&*x(:,i). end loop. end if. compute hc = invXtX*t(x)*x*invXtX. do if (!method = 1).
compute hc = (n/(n-k))&*hc. end if. compute F = (t(t(L)*b)*inv(t(L)*hc*L)*((t(L)*b)))/pr). compute pf = 1-fcdf(f,pr,df2). compute r2 = (tss-ess)/tss. compute pf = {r2,f,pr,df2,pf}. do if (!method <> 5). do; hc=(n/(n-k))*hc; end; F=((L`*b)`*inv(L`*hc*L)*(L`*b))/pr; pf=1-probf(f,pr,df2); r2=(tss-ess)/tss; pf=r2||f||pr||df2||pf; cn={"Coeff" "SE" "t" "P>|t|"}; if (&method < 5) then; do;print "HC Method" &method; cn={"Coeff" "SE(HC)" "t" "P>|t|"};end;
