Previous studies show that the moist Eliassen-Palm (EP) flux captures a greater eddy momentum exchange through form drag than the dry EP flux in the midlatitude climate. This suggests that the eddy moisture flux acts to decrease the baroclinicity of the zonal jet. This study investigates such a mechanism in moist baroclinic life cycles, which are simulated in an idealized general circulation model with large-scale condensation as the only moist process. The runs are analyzed using a linear diagnostic based on the Kuo-Eliassen equation to decompose the jet change into parts driven by individual forcing terms. It is shown that the wave-induced latent heating drives an indirect Eulerian-mean cell on the equatorward flank of the jet, which acts to reduce the baroclinicity in that region. The eddy sensible heat fluxes act to reduce the baroclinicity near the center of the jet. The moist baroclinic forcing strengthens as the amount of initially available moisture increases.
Introduction
Baroclinic eddies play an important role in shaping the midlatitude climate through their large transports of sensible heat, momentum, and water vapor. While the eddies arise from instabilities in the mean flow, the mean flow itself is strongly influenced by the eddies. This is, in essence, the wave-mean-flow interaction problem. A classic example is the maintenance of the midlatitude surface westerlies against friction, which is achieved by the upgradient flux of momentum into the zonal jet from outward-propagating Rossby waves (e.g., Vallis 2006, chapter 12; Dritschel and McIntyre 2008) .
The common framework used to study wave-meanflow interactions in climate is the transformed Eulerianmean (TEM) equations (Andrews and McIntyre 1976) . In the TEM equations, the total eddy forcing is expressed through the divergence of the Eliassen-Palm (EP) flux.
The EP flux includes the effect of both the eddy momentum and eddy sensible heat fluxes, which act in combination to force the zonal jet through the EP flux divergence. Horizontally, the EP flux describes the upgradient momentum transfer by Rossby waves. Vertically, the EP flux is related to the eddy heat flux and describes the downward transfer of momentum needed to sustain the surface westerlies. The eddy heat flux term can be physically interpreted as a form drag that acts between dry isentropic layers (e.g., Andrews 1983; Andrews et al. 1987) .
One shortcoming of the TEM approach is that it does not explicitly account for the eddy moisture flux. Stone and Salustri (1984) and Yamada and Pauluis (2016, hereafter YP16) have shown that, in the large-scale climate, the vertical component of the EP flux doubles in strength when the eddy moisture flux is included. YP16 attribute this doubling to an additional momentum exchange associated with a flow of moist air that is advected poleward by the eddies. Pauluis et al. (2008 Pauluis et al. ( , 2010 show that this moist branch of the circulation is not properly accounted for in the dry isentropic circulation, which is closely related to the TEM residual circulation.
The larger moist EP flux suggests that the eddy moisture fluxes lead to a greater reduction in the baroclinicity of the jet. In this paper, we analyze a series of moist baroclinic life cycles to investigate this mechanism by which eddy-driven latent heating affects the baroclinic structure of the jet. We study how the nature of this interaction changes with the amount of moisture available in the model. We also consider the TEM dynamics to see how the EP flux relates to the baroclinic forcing of the jet and how it resembles the EP flux observed in the global climate by Stone and Salustri (1984) and YP16.
The simplicity of life cycles makes them useful for grasping the complicated nature of a nonlinearly evolving system, but it is important to keep in mind that life cycles oversimplify reality. They are initialized as a single-mode perturbation on a zonally symmetric background state, while real atmospheric eddies develop in the constant presence of interacting waves and eddies of different spatial and temporal scales. But despite their idealized setup, Edmon et al. (1980) show that the climatology of the dry EP flux is similar to that averaged over a baroclinic life cycle. This is a compelling indication that the dynamics of life cycles reveal meaningful insight into the actual nature of baroclinic eddies. While past moist baroclinic life cycle studies have largely focused on the effect of condensational heating on the development of the instability itself (e.g., Whitaker and Davis 1994; Laliberté 2011; Booth et al. 2013) , our focus here is on the wave-mean-flow interaction problem.
We run the life cycle simulations using an idealized moist general circulation model (GCM) similar to that in Frierson et al. (2006) . To isolate the effect of latent heating on the dynamics, large-scale condensation is the only moist process that is used. This eliminates the additional variability that arises with choosing convective parameterizations. The runs differ by the amount of initially available moisture, which is varied from effectively dry (i.e., no precipitation) to near saturation by controlling the value of the initial relative humidity (RH) . Details of the model and simulations are discussed in section 2.
It is shown in section 3 that, as RH is increased, the baroclinicity in the center and equatorward flank of the jet is reduced. To explain this result, we utilize the KuoEliassen equation, which allows one to linearly decompose the change in the jet into the individual changes driven by the eddy momentum, heat, and moisture fluxes. This methodology is discussed in section 4 and applied to the model data in section 5. It is shown that, over the course of the life cycle, the eddy moisture fluxes reduce the baroclinicity of the jet on its equatorward flank, while the eddy sensible heat fluxes reduce the jet's baroclinicity near its center. From the Eulerian-mean perspective, the eddy moisture flux gives rise to intense precipitation and latent heating near the core of the jet. This drives an anomalous indirect cell on the equatorward flank of the jet which reduces the jet's baroclinicity in that region.
In section 6, we consider the TEM and isentropic dynamics of the simulations. It is shown that the circulation and EP flux is around 4 times as strong and has a greater equatorward extent when computed on moist isentropes than on dry isentropes. This result is analogous to what was found by Stone and Salustri (1984) and YP16 for the midlatitude climate. The equatorward enhancement of the moist EP flux occurs in the same region in which the latent heating was observed to affect the baroclinicity. The moist EP flux is therefore able to capture a moisture-driven eddy forcing of the mean flow that is not seen in the dry diagnostic. Conclusions are given in section 7.
Life cycle simulations a. Model
Our simulations were run using the GFDL spectral dynamical core in an idealized moist setup. Specifically, we used the Model of an Idealized Moist Atmosphere (MiMA; Jucker and Gerber 2017, manuscript submitted to J. Climate), which is based on the model used in Frierson et al. (2006) . Since our objective is to understand the fundamental effect of eddy-driven latent heating on the dynamics, we utilize a simplified modeling framework. This includes no convective parameterizations, so large-scale condensation is the only moist process. There is also no radiation and there are no surface fluxes, including drag, so latent heating is the only diabatic process. The moisture in the model is lost once it condenses, since there is no reevaporation nor evaporation from the aquaplanet surface.
The spectral model integrates the primitive equations on the sphere with triangular truncation. The model was run at T170 resolution with 120 vertical levels, equally spaced in sigma coordinates. The hyperviscosity uses third-order damping with a damping time scale of 4 h on the smallest wave. The simulations were run for 25 days, though this study will focus primarily on the first 15 days, with a time step of 60 s. Model output was saved every hour.
b. Initialization
Our life cycles are initialized using the analytical formula provided in Polvani and Esler (2007) . The initial jet profile approximates the structure of a baroclinically unstable midlatitude jet in the Northern Hemisphere:
where z 5 H log(p 0 /p) is the log-pressure height and
The jet is centered at 458 and has a maximum value of U 0 , which occurs at the height z T . While baroclinic life cycles are typically initialized with a wintertime jet (U 0 ' 45 m s
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), here we choose to use a weaker jet to match summertime conditions (U 0 ' 20 m s 21 ), in which the temperature gradient is weaker and moisture is more prevalent.
The temperature profile can be derived from thermal wind balance, but since our runs include moisture, the balance equation is given in terms of the virtual temperature T y . One can then recover the temperature T using a nonlinear iterative solver [details are provided in the appendix; also see Laliberté (2011) ]. The initial zonal jet (black contours) and zonal-mean potential temperature (red dashed contours) profiles are shown in Fig. 1 Polvani and Esler (2007) , but here the wind maximum and temperature gradient are weaker.
To jumpstart the development of the instability, we add an initial perturbation to the temperature field as done in Polvani and Esler (2007) . The temperature perturbation is given by
where we let m 5 6 to initiate a wavenumber-6 instability. We take advantage of symmetry by having the model compute the solution on a 608 sector rather than the whole sphere. The factor m is used to add small tilts to the initial perturbation. The simulations differ based on their initial value of RH. The initial value of RH is set to be uniform throughout the entire atmosphere, but most of the moisture is concentrated toward the equator and in the lower troposphere because of the exponential variation of the saturation vapor pressure with temperature that follows from the Clausius-Clapeyron relationship. We use the following initial values of RH in the experiments: 0. 35, 0.45, 0.55, 0.65, 0.75, 0.80, 0.85, and 0.90 . These simulations will be referred to as RH35, RH45, . . . , etc. RH75 will serve as a canonical case and will often be referred to when examining a particular run.
In the analysis that follows, we will consider the mean state of the atmosphere at a fixed time, day 15, after the initial instability and the bulk of the precipitation has occurred. Because the nonlinear development is turbulent in nature, small differences in the initial profile can lead to noticeable changes in the mean state by day 15. We found that these differences do not affect the qualitative agreement of the runs, but, nonetheless, to smooth out these internal variations we run an ensemble of five simulations for each initial value of RH. The ensemble members are generated by adding a small tilt to the initial temperature perturbation. This method allows one to deterministically generate ensemble members without changing the key parameters of the simulation, such as the jet strength or static stability. The five different initial conditions are generated by letting m equal 0, 60.05, and 60.1. In the case of m 5 0.1, for example, the perturbation tilts only 18 longitudinally for a 108 change in latitude.
c. Notation and parameters
Constants and model parameters are given in Table 1 . The notation used here is standard. The coordinates longitude, latitude, and pressure are denoted by l, f, and p. Their respective velocities are u, y and v. The temperature, potential temperature, specific humidity, density, and geopotential are denoted by T, u, q, r, and F, respectively. The zonal average is denoted by a bar, (Á), and the corresponding eddy quantity is denoted by a prime, (Á Þ 0 .
Analysis of the simulations
To get a broad picture of the set of simulations, we first consider the eddy moist static energy (MSE) flux, ; while the interval for the potential temperature is 10 K, starting from 290 K.
the eddy kinetic energy (EKE), and the precipitation. The eddy MSE flux and EKE allow us to gauge the development of the instability. While most life cycle studies focus on the EKE, here we also include the eddy MSE flux, as it is directly related to the poleward fluxes of heat and moisture that are driven by the instability. The eddy MSE flux is given by the sum of the eddy fluxes of sensible heat c p y 0 T 0 , latent heat (LH) Ly 0 q 0 , and to a much smaller extent the geopotential energy y 0 F 0 . Figure 2a shows the ensemble mean of the eddy MSE flux plotted against time and the initial value of RH, and similarly for the EKE in Fig. 2b . The eddy MSE flux and EKE are integrated between 308 and 608-a region centered on the jet-and over all longitudes and pressures. The eddy MSE flux reveals an initial instability with a maximum poleward flux of energy between days 8 and 11 for all values of RH. The timing of the instability does not vary much as moisture is varied. In all cases, the initial mixing event has subsided by day 15, from which point starts the beginning of a second and stronger mixing event. An interesting feature of the eddy MSE flux is that, from around RH55, the poleward flux tends to decrease in magnitude as RH is increased, until around RH85. This happens because, as RH increases, the dry static energy component of the MSE flux falls more rapidly than is compensated for by the increase in LH flux (not shown). At values of RH greater than 0.85, there is a dramatic increase in the LH flux. Such sharp transitions at very high values of RH also appear in the EKE and precipitation. We discuss this feature more below.
The EKE shows a similar initial growth before reaching a local maximum or plateau at around day 12, which is a few days after the first maximum seen in the poleward eddy MSE flux. For the first 9 days, the growth rate of the EKE does not vary much with RH, except at very high values of RH (RH . 0.85). However, from day 10 onward, the moister runs (RH . 0.65) continue to grow until eventually reaching a local maximum. The EKE then subsides some before growing again, which corresponds to the timing of the secondary mixing event seen in the eddy MSE flux. The drier runs (RH # 0.65) do not form a clear peak around day 12, but rather a plateau, as can be seen by the wide yellow-orange band, representing values of around 10
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. Before the EKE can subside to form a clear peak, it begins to grow again in the lead up to the secondary event. Figure 2c shows the ensemble mean of the precipitation plotted against time and the initial value of RH. The amount of precipitation increases monotonically with RH. The driest simulation, RH35, does not have any precipitation and is effectively a dry run. Most of the precipitation in this set of simulations is associated with the initial mixing event and occurs between days 7 and 13. By day 15, the bulk of the precipitation has occurred for all values of RH. Since our focus is on the dynamical consequences of the eddy moisture flux, throughout the remainder of this paper we choose day 15 as the reference time to consider the changes in the zonal jet that have resulted from the initial mixing event and have been driven in part by the latent heat released from condensation. Our results did not change qualitatively when we used other days, such as 12, 18, or 21, instead for our analysis.
Snapshots of the RH35 (left) and RH75 (right) runs with m 5 0 are shown in Fig. 3 to illustrate some of the similarities and differences between the dry and moist developments. The snapshots are centered around the first mixing event, but snapshots for the first and last days of the simulations are also shown. The quantity shown is the potential vorticity (PV) on the 320-K potential temperature surface, which illustrates the upper-level development. By day 9, we see a clear indication of a cyclonic wrapping event in both the dry and moist cases. The dry and moist life cycles have a similar large-scale structure. The moist life cycle mainly differs in its small-scale features. In particular, there are small patches of low-PV air, which indicate cross-isentropic ascent driven by condensational heating. By day 12, some large-scale structural differences between the dry and moist life cycles emerge. The troughs of high-PV air in the moist case bend outward in a V-like shape, whereas in the dry case the troughs continue to roll cyclonically inward. The low-PV air that is being mixed with the high-PV air is noticeably lower in value in the moist case as a result of prevalent condensation.
By day 15, distinct cyclone centers have emerged along 608N in both the dry and moist cases. Over the next 10 days, the PV within the cyclones further homogenizes through subsequent mixing, but the sharp PV gradient defining the edge of the cyclones remains. The cyclones have formed a persistent structure that is reminiscent of cyclonic life cycles (LC2), rather than the anticyclonic wrapping that is observed in LC1 (Thorncroft et al. 1993 ). This is interesting, given that our initial setup is similar to the LC1 setup of Polvani and Esler (2007) . LC2 differs from LC1 in its initialization by adding a barotropic jet shear, whereas here the initialization differs from LC1 by weakening the vertical jet shear to create summertime conditions.
In the RH90 case (not shown), the very high levels of RH cause the life cycle to be significantly affected by condensational heating in its early development, such that by day 8 the initial wavenumber-6 instability has developed a wavenumber-12 structure that lasts for another five days before returning to a dominant wavenumber-6 pattern. This may explain the dramatic increase in the eddy MSE flux and EKE observed in Fig. 2 . The wavenumber-6 instability is maintained throughout the 25-day period in all the other runs. For this reason, we treat the RH90 case as an anomaly and leave it out of the analysis in the rest of the paper.
The change in the zonal jet after 15 days (i.e., the jet at the end of day 15 minus the jet at time zero, denoted by DU) is shown in Fig. 4 , which is plotted against latitude and the initial value of RH. The values shown are computed from the ensemble average. Figure 4a shows the change in the low-level jet DU L , which can be decomposed into the sum of a barotropic part DU bt ( Fig. 4b ) and a baroclinic part DU bc (Fig. 4c) . The low-level jet and its barotropic and baroclinic parts are computed as follows:
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u dp 2 ð 500 0 u dp , where DU L 5 DU bt 1 DU bc , Dp 5 1000 hPa, and the pressure levels are given in hectopascals. The low-level jet is computed by vertically averaging the jet in the lower half of the atmosphere. The barotropic part is the vertically averaged jet, while the baroclinic part is one-half the vertically averaged jet in the lower half of the atmosphere minus one-half the vertically averaged jet in the upper half of the atmosphere. Changes in the barotropic component are driven by eddy momentum fluxes and describe a horizontal redistribution of momentum. Meanwhile, changes in the baroclinic component are driven by eddy heat fluxes, the mean meridional circulation, and also the eddy momentum fluxes and describe a vertical redistribution of momentum (e.g., Vallis 2006, chapter 12) .
The change in the low-level jet in Fig. 4a exhibits the typical easterly-westerly-easterly surface wind response 
pattern that is generated by eddy momentum flux convergence into the jet region and divergence outside the jet core, associated with outward-propagating Rossby waves. This pattern is nearly constant for lower values of RH, whereas beyond about 0.6 there is a transition to stronger and equatorward-shifted westerlies. The same is true for the easterlies on the poleward flank of the jet, while the opposite holds for the easterlies on the equatorward flank. The westerlies strengthen by around 60% (from 5.9 to 9.6 m s
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) and shift 68 equatorward (from 538 to 478) between the RH35 and RH85 runs.
The barotropic component DU bt captures most of the easterly-westerly-easterly pattern observed in DU L , with the exception that the westerlies and the poleward easterlies in DU bt are weaker, while the equatorward easterlies are stronger. The difference between DU L and DU bt is given by the baroclinic component DU is marked by two distinct limbs. At values of RH greater than around 0.65, the first limb is centered near the core of the jet (;458) and the second occurs equatorward of the jet core (;358). These limbs explain why the low-level westerlies (equatorward easterlies) are stronger (weaker) than what would be explained by just the barotropic component and the horizontal redistribution of momentum by the eddies. The baroclinic forcing acts to reduce the baroclinicity of the jet in this region. Similarly, the negative part of DU bc corresponds to stronger poleward easterlies in DU L than in DU bt . In this region, the baroclinic forcing increases the baroclinicity of the jet.
It is important to note that the magnitude of DU bc increases with RH. An increase in RH is tied to an increase in the eddy moisture flux, since the initial meridional moisture gradient is greater in magnitude for higher values of RH. Hence, the strength of the baroclinic forcing increases with a stronger eddy moisture flux. This indicates that eddy moisture fluxes play an important role in the vertical redistribution of momentum. We now analyze the moisture budget to show that the eddy moisture fluxes are indeed driving the bulk of the precipitation in the simulations.
The moisture budget in the zonal mean is given as follows (e.g., Peixoto and Oort 1992, chapter 12):
The dominant terms in Eq. (3) in the simulations are the rate of condensation C, the local rate of change in specific humidity q t , and the eddy moisture convergence terms, so Figure 5 shows the terms in Eq. (4) averaged over the first 15 days in the RH75 ensemble mean. The condensation (Fig. 5a ) occurs mostly on the poleward flank of the jet and through most of the depth of the troposphere. The average of q t over the 15-day period (Fig. 5b) shows that there is a large decrease in the water vapor content on the equatorward flank of the jet between the start of the simulation and the end of day 15. This decrease is largely due to the divergence of eddy moisture fluxes (Fig. 5c) , rather than precipitation. The eddies transport water vapor from low levels on the equatorward flank of the jet to higher levels on the poleward flank of the jet. The precipitation in the simulations is thus largely driven by the eddy moisture flux that occurs during the developing life cycle.
Moist quasigeostrophic elliptic equation for mean circulation
In this section, our goal is to understand the dynamical connection between the eddy moisture flux and the baroclinic forcing of the mean flow. We ask two questions: (i) How does the eddy moisture flux physically drive a baroclinic forcing of the mean flow? (ii) How does the eddy moisture flux's relative contribution to the baroclinic forcing change as the initially available moisture is increased?
We now lay out a mathematical framework for separating the change in the jet into the individual changes driven by the eddy momentum, sensible heat, and moisture fluxes. This diagnostic approach involves solving a moist formulation of a classic elliptic equation for the Eulerian streamfunction, which we then use to compute the change in the jet. The advantage of solving the elliptic equation, as opposed to directly computing the streamfunction from the meridional velocity, is that its linearity allows for the solution for the total forcing to be given by the superposition of the solutions from individual forcing terms. This then allows for the desired separation of the baroclinic forcing into its contribution from the different eddy flux quantities of interest.
The diagnostic equation is derived from the primitive equations in spherical pressure coordinates. The zonal momentum and thermodynamic equations in the zonal mean are given by u t 5 f y 2 (a cos 2 f) 21 (u 0 y 0 cos 2 f) f and (5)
where Q is the diabatic heating per unit mass and small terms under quasigeostrophic scaling and friction are ignored, since there is no surface drag in our model. By using thermal wind balance, one can combine Eqs. (5) and (6) to eliminate the time-derivative terms. The result is the following elliptic equation for the Eulerian streamfunction C:
where s [ u p is the static stability that is assumed to be weakly varying with latitude (i.e., s f ' 0). The derivation of this elliptic equation, referred to as the KuoEliassen equation, can be found in the literature (e.g., Eliassen 1952; Kuo 1956; Peixoto and Oort 1992) . The Eulerian streamfunction is computed by integrating the mass flux on isobaric surfaces and is related to the mean meridional and vertical velocities by the following relationships:
Equation (7) only explicitly includes eddy momentum and heat fluxes. However, the eddy moisture flux can be expressed in Eq. (7) through the diabatic heating term.
In our model, the diabatic heating arises solely from the latent heat of condensation, so
From the moisture Eq. (3),
where the term a 21 yq f is ignored under quasigeostrophic scaling. Note that we keep the term (v 0 q 0 ) p since there is a significant contribution to the vertical moisture flux associated with small-scale motions. Using these last two equations, the diabatic term in Eq. (7) can be rewritten to get an explicit representation of the eddy moisture flux:
Because of the linearity of Eq. (10), the total solution for C is given by the sum of the solutions for the individual forcing terms on the RHS. In practice, we solve Eq. (10) numerically by discretizing the LHS using second-order central finite differences. The forcing terms on the RHS are computed directly from the model output. This gives rise to a linear system of equations of the form DC 5 f, which can then be solved for C, where D represents the discretized differential operator and f is the forcing. We assume Dirichlet boundary conditions with C 5 0 on all the boundaries. We found that using the values of the actual streamfunction on the boundaries instead of zero had no significant effect on our results. We compute s by taking the area-weighted average of u p between 408 and 608.
The effect of the eddy fluxes on the change in the zonal jet can be diagnosed through the zonal momentum Eq. (5). The mean meridional velocity y can be recovered from C through Eq. (8). This allows us to decompose the change in the jet in terms of the various forcings on the RHS of Eq. (10) and the additional momentum flux term in Eq. (5). While mathematically the mean flow can be determined using a linear superposition of the forcing terms, physically these forcings may not be independent if the mean flow feeds back on the eddies. Here, it is reasonable to interpret the eddy forcing terms as independent since we only consider the initial instability (first 15 days) in which the eddy fluxes result from the prescribed initial flow.
Dynamical decomposition of results in
Eulerian-mean framework
We now apply the mathematical decomposition in the previous section to the model data to answer the two questions posed in the beginning of section 4. We first consider reconstructions of the Eulerian streamfunction and jet change to validate our approach using Eq. (10). Figure 6 shows, in the left column, the Eulerian streamfunction time averaged over the first 15 days and, in the right column, the change in the jet after the first 15 days for the RH35 (Figs. 6a-d) and RH75 (Figs. 6e-h ) ensemble averages. The first and third rows show the actual streamfunction and jet change (i.e., C and DU, respectively), while the second and fourth rows show the reconstructions using Eqs. (10) and (5), which we will call C tot and DU tot . In both cases, RH35 and RH75, the streamfunction reconstructions qualitatively capture the essential features of the actual streamfunctions, which are mostly characterized by an indirect cell centered near 458 in RH35 and 428 in RH75. There are weaker direct cells to the north and south of the indirect cell. Quantitatively, the indirect cells in the reconstructions are weaker in magnitude. This can be explained in part because of the zero Dirichlet-boundary condition imposed along the lower boundary. The actual streamfunction is nonzero at the surface, which is largely because of a net mass flux in the first few days of the simulation. Although the magnitude of C tot is too small, this error does not have much effect on DU tot because ›C/›p, rather than C, is the important quantity for reconstructing DU, and the derivative has less error than in C itself.
The change in the jet after 15 days is described by an easterly-westerly-easterly pattern, as was seen for the low-level jet in Fig. 4 . The reconstructions overestimate the strength of the westerlies by around 2 m s 21 , but, overall, the reconstructions indicate that solving the elliptic Eq. (10) is a sufficiently accurate means of decomposition, especially since our primary purpose here is to understand the qualitative aspect of the dynamics. We now separate the reconstructions for the change in the jet (DU tot ) and the streamfunction (C tot ) into parts driven by dry and moist processes. That is, we will make the following decompositions: DU tot 5 DU dry 1 DU moist and C tot 5 C dry 1 C moist . The dry component C dry is forced by the eddy sensible heat and momentum flux terms in Eq. (10). The moist component C moist is forced by all the terms containing q in Eq. (10), which amounts to the effect of latent heating from condensation. As for the change in the jet, DU dry is forced by C dry through the Coriolis force and the additional momentum flux term that appears in Eq. (5). On the other hand, DU moist is entirely driven by the changes in C moist .
We now revisit Fig. 4 with the dry-moist decomposition. In particular, we look at the baroclinic component of the jet change DU bc , since the eddy heat and moisture fluxes only affect the baroclinic component of the forcing through the change in the mean meridional circulation. The barotropic change DU bt , is entirely driven by the momentum flux term in Eq. (5). We will call the reconstruction of the baroclinic component of the jet change DU bc tot . Likewise, the reconstruction will be separated into its dry and moist components: DU bc , respectively. As in Fig. 4 , the change after the first 15 days is plotted versus latitude and RH, and the values are taken from the ensemble mean. The total baroclinic change (Fig. 7a) closely matches the actual baroclinic change in Fig. 4c , which can also be seen in the difference plot (Fig. 7d) . The dry component (Fig. 7b) dominates the baroclinic change for RH & 0.55, beyond which moist processes (Fig. 7c ) begin to have a noticeable impact.
The decomposition reveals a significant difference in the types of processes that drive the two positive limbs in DU bc that were discussed in section 3. Recall that the positive (negative) limb corresponds to a region in which the baroclinic forcing acts to reduce (increase) the baroclinicity of the jet and strengthen the surface westerlies (easterlies). Dry processes drive most of the positive limb on the poleward flank of the jet, between 458 and 608, across all values of RH. On the other hand, moist processes drive most of the positive limb on the equatorward flank of the jet between 308 and 458. The strength and width of this second limb generally increases with RH. The negative limb in DU bc poleward of the jet is predominantly driven by dry processes for RH & 0.7, beyond which it is mostly driven by moist processes. The overall shape of DU bc moist is characterized by a dipolar response at fixed values of RH, which indicates that eddy-driven latent heating drives an equatorward shift of the surface westerlies that develop from the instability.
To physically understand why the eddy moisture flux alters the baroclinicity of the jet, we now look at the changes in the meridional circulation and the jet with the Figure 8 shows the reconstructions of the dry and moist components of the Eulerian circulation (C dry and C moist ; left) and for the change in the zonal jet (DU dry and DU moist ; right) after 15 days for the RH35 (Figs. 8a-d) and RH75 (Figs. 8e-h ) cases. Figure 6 showed the total change in the streamfunction and jet. The dry component of the streamfunction (Figs. 8a,e) is characterized The moist component of the streamfunction (Fig. 8g ) has a dipolar structure in the RH75 case [the moist component is zero in the RH35 case (Fig. 8c) , since there is no latent heating]. The most prominent feature is the indirect cell with a peak just north of 408 and located equatorward of the indirect cell in C dry . There is a weaker direct cell centered at 608. This dipolar pattern results from the strong precipitation that occurs in the region between 408 and 508 (Fig. 5a ). The latent heat from condensation in this region drives an updraft, which diverts horizontally equatorward and poleward near the tropopause. The asymmetry in the strengths of the indirect and direct cells is reflected in the condensation (Fig. 5a) , in which the indirect cell lies on the equatorward flank of the main precipitation region near 458, while the direct cell on its poleward flank is partially obfuscated by the multiple precipitation regions that lie to the north of 458. Figure 8h shows the effect of latent heating on the jet change, which has a clear baroclinic and quadrupole structure. The quadrupole is dominated by a vertical dipole that is centered at the same latitude as the indirect cell. This dipole describes a zonal acceleration of the winds below and deceleration above. At 608 there is a weaker vertical dipole, which corresponds to the direct cell and has an opposite-signed zonal wind acceleration. In this way, the anomalous Eulerian circulation driven by eddy-induced latent heating acts to decrease (increase) the baroclinicity of the jet on its equatorward (poleward) flanks and thereby shift the surface westerlies equatorward.
Transformed Eulerian-mean and isentropic dynamics
The Eulerian-mean momentum equation [Eq. (5) is sufficient for computing the change in the jet; however, it only contains higher-order terms. The Eulerianmean circulation describes the ageostrophic circulation and consequently does not reflect the mass, energy, and momentum transfers associated with geostrophic eddies, which dominate the midlatitude circulation. The TEM and isentropic formulations are closely related, and both uncover the leading-order dynamical quantities: namely, the residual/isentropic circulation and the EP flux. In this section, we investigate how the change in RH affects the leading-order dynamics and consider the differences between the dry and moist diagnostics.
We present the leading-order dynamics using the TEM framework for simplicity, as it is formulated in terms of standard Eulerian-mean quantities. However, one drawback of using the moist TEM approach is that the moist static stability must be everywhere positive for the equations to be well defined. This is oftentimes not the case, since moisture is concentrated near the surface. The TEM streamfunction also does not close at the surface (Held and Schneider 1999; Tanaka et al. 2004) . So, in practice, we compute the leading-order quantities using the analogous isentropic framework, which alleviates these concerns (the details and derivation of the isentropic framework can be found in YP16). Stone and Salustri (1984) derive a set of moist TEM equations. The transformation is similar to that in the typical dry TEM framework under quasigeostrophic scaling (Edmon et al. 1980) , but the moist TEM equations explicitly account for latent heating by separating it from the diabatic heating term. By combining the equations for the potential temperature [Eq. (6)] and moisture [Eq. (9)], while ignoring the vertical eddy moisture flux term, 1 the thermodynamic equation can be written in terms of a linearized equivalent potential temperature:
where the moist static stability is given by
The residual-mean velocities are defined by
and can be related to the residual-mean streamfunction.
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The zonal momentum [Eq. (5)] and thermodynamic [Eq. (11)] equations can then be rewritten in terms of the residual velocities:
where F is the EP flux vector given by
1 Although the vertical eddy moisture flux term involving v 0 q 0 is ignored, it is generally not small. We did find, however, that, on a qualitative level, ignoring it does not change the moisture response of the jet that was observed in the previous section. Moreover, its neglect here is mainly to simplify the conceptual interpretation of the equations, in which Eq. (13) is left free of any moist diabatic forcings. Stone and Salustri (1984) deal with this term by ignoring its large-scale contribution under the quasigeostrophic approximation, but they keep its remainder as part of the diabatic forcing.
2 One could derive an elliptic equation for the residual streamfunction as before using Eqs. (12) and (13), but such decomposition is not needed for the discussion here.
The moist TEM framework recasts the role of both the eddy sensible heat and moisture fluxes to bring out the leading-order dynamics through the residual circulation and EP flux. There are no longer any explicit eddy flux terms in the thermodynamic equation, as they have become accounted for by the residual velocity. Consequently, the residual circulation reflects the mean meridional circulation driven by diabatic heating minus the effect of latent heating.
The TEM framework also clarifies the effect of eddies on the mean circulation. The total explicit eddy forcing appears through the EP flux divergence in the zonal momentum equation [Eq. (12) ]. The horizontal part of the EP flux divergence describes the eddy momentum flux convergence as before. The vertical part of the EP flux divergence describes the effect of the eddy sensible heat and moisture fluxes, which can be shown to be related to form drag. This physical connection to form drag is made especially clear in the isentropic framework, in which the form drag describes the momentum exchange between isentropic layers from the zonal pressure forces acting between them (Andrews 1983; YP16) . Figure 9 shows the dry (left) and moist (right) isentropic circulation (contours), EP flux (arrows), and EP flux divergence (shading) averaged over the first 15 days. These quantities are shown for the RH35 (top row), RH55 (middle row), and RH75 (bottom row) ensembles. There are many parallels between the isentropic circulation and EP flux averaged over the baroclinic life cycles shown here and that observed in the midlatitude climate in YP16. First, as compared to the indirect Eulerian-mean cell in Fig. 6 , the isentropic circulations are thermally direct. Second, the EP flux arrows point upward and then horizontally outward in the upper troposphere with EP flux convergence aloft and divergence below. This typical dipole pattern is indicative of an eddy momentum transfer from the poleward branch of the circulation to the equatorward branch through form drag. In the midlatitude climate, it explains the downward transfer of momentum that is needed to sustain the surface westerlies against bottom friction. Across the midlatitudes, the EP flux divergence dipole generally coincides with the region in which there is a reduction in baroclinicity seen in Fig. 7a . There are also similar differences between the dry and moist diagnostics seen in the climate and in the life cycles. Pauluis et al. (2008 Pauluis et al. ( , 2010 ) noted a doubling of the moist isentropic circulation as compared to the dry circulation, and YP16 observed a corresponding twofold increase in the EP flux. Here, we observe a similar increase between the dry and moist circulations and EP flux, but the increase is around 4 times as strong in the RH75 case (note that the contour interval in Fig. 9 for the moist isentropic streamfunction is twice that of the dry). This increase is likely to be more pronounced in the life cycle simulations because the initialization of the instability creates more regions of strong poleward moisture fluxes along a latitude circle than is typically observed in the midlatitudes. YP16 attribute the enhancement of the moist EP flux to the momentum exchange associated with low-level moist air flows induced by eddies in the climate. Here we observe a similar enhancement arise from the moisture flux induced by a moist baroclinic life cycle.
While the streamfunctions both here and in YP16 diagnose a larger poleward eddy mass transport on moist isentropes than on dry isentropes, the vertical branches of the isentropic streamfunctions have different interpretations. Since YP16 look at the climatology, the vertical branches of the streamfunction indicate diabatic heating and cooling. Here, since we are dealing with a moist adiabatic and transient situation, the vertical branches of the isentropic streamfunction indicate mass convergence into or divergence from an isentropic layer. Namely, streamlines that pass upward (downward) through a fixed-u e level u e0 in the diagram, indicate a convergence of mass into the isentropic layer with u e , u e0 (u e . u e0 ). Thus, it is clear from the streamfunction's downward tilt with latitude that there is mass convergence of low-u e air at low latitudes and of high-u e air at high latitudes, which is expected for a transient eddy that moves heat and moisture poleward. There is no net poleward mass transport over the 15 days, since the streamfunction vanishes at the boundaries. Since latent heating affects the value of u, the vertical branches of the dry isentropic streamfunction are affected by both mass convergence and diabatic heating.
YP16 also observed that the moist EP flux extends farther equatorward than the dry EP flux. This can be seen in the life cycles as well, especially through the EP flux convergence. While the blue-shaded contours in the dry panels extend to only around 408, the moist convergence is seen to extend as far as 308 in the panels on the right. For the moist RH55 and RH75 cases (Figs. 9d  and 9f) , there is also a second local maximum in the convergence near 408, in addition to the primary maximum located broadly around 508 that is seen in all the dry and moist runs. This second equatorward peak in the moist EP flux convergence is closely aligned with the positive peak in DU bc moist from the previous section. This indicates that the moist EP flux is able to capture the baroclinic forcing driven by both dry and moist processes, whereas the absence of the second maximum in the dry EP flux convergence shows that the dry EP flux does not reveal the full extent of the eddy forcing. Figure 10 shows again the reconstructions of the baroclinic change in the jet (same panels from Fig. 7 , but showing only latitudes between 258 and 658). The latitudes of the maxima in the dry (black line) and moist (magenta lines) EP flux convergences are overlaid on top of the shading for the different values of RH. A second magenta line tracks the second moist maximum, which is clearly formed from RH55 onward. The doublemaxima structure in the moist case can be clearly seen in Fig. 10d , which shows the maximum value at each latitude of the EP flux convergence over the interval 290-320 K for the dry EP flux and over the interval 310-340 K for the moist EP flux. The dry and moist EP flux convergence maxima are plotted for runs RH35, RH55, RH75, and RH80 and differentiated by color: dry (pinkred lines) and moist (purple-blue lines).
The close alignment of the magenta lines with the positive limbs in Figs. 10b and 10c shows that the moist EP flux convergence is able to capture both the dry and moist components of the baroclinic forcing, with the northern maximum aligning with the dry forcing and the southern maximum aligning with the moist forcing. On the other hand, the dry maximum generally lies in between the moist maxima. At higher values of RH, the location of the dry maximum is not well defined, as it lies within a broad plateau between 408 and 608, as can be seen in Fig. 10d , which may explain the sudden jump in the black line between RH75 and RH80.
The moist maxima also generally coincide with regions of overall baroclinic reduction (DU bc tot . 0 in Fig. 10a) , with the exception of the region around 558 for RH . 0.65. In this region the dry and moist components of the baroclinic forcing act in opposition, so the northern moist maximum does not correspond to a region of strong baroclinic reduction. Keep in mind that Fig. 7 in the background, but zoomed in over the region between 258 and 658. The black and magenta contours overlaid show the latitude of the dry and moist EP flux convergence maxima, respectively, for the different values of RH. The maxima are computed between 290 and 320 K and between 310 and 340 K for the dry and moist EP flux convergences, respectively. There are two magenta contours from RH55 onward because the moist EP flux convergence has a double maxima, which is computed as the maxima south and north of 458. (d) The dry and moist EP flux convergence maxima (over the temperature range mentioned above) as a function of latitude for the RH35, RH55, RH75, and RH80 runs. The dry and moist EP flux convergence maxima can be differentiated by their color: pink-red and purple-blue shades, respectively. The lines in (d) have been smoothed using a five-point moving average. the sign of the EP flux divergence need not match the sign of the jet acceleration, since the latter is given by the small residual between the EP flux divergence and the Coriolis force. The EP flux divergence reveals the locations where the eddy forcing is active, which generally corresponds to a reduction in baroclinicity. Dwyer and O'Gorman (2016) had similarly found a closer relationship between the position of the peak surface westerlies and peak upward moist EP flux than with the peak upward dry EP flux over seasonal variability in both reanalysis and comprehensive GCM data.
There is relatively little change in the latitudinal extent of the moist EP flux convergence with RH (Figs. 9, 10d) , although the second maximum becomes more pronounced in the moister cases (in contrast, the dry EP flux and circulation weaken with RH). Even in the case of RH35, where there is moisture but no latent heating, the moist EP flux still exhibits a fairly strong convergence equatorward of 408, whereas the dry EP flux does not. In this case, the moist EP flux indicates the presence of an eddy momentum transfer associated with the eddy moisture flux, but it is balanced by the Coriolis force acting on the residual circulation such that the net effect on the jet is small. At higher values of RH, at which latent heating results from condensation, the indirect cell that is generated acts to weaken the residual circulation and leads to a net momentum transfer by the eddies and a noticeable baroclinic change in the jet.
The moist and dry EP flux arrows exhibit a significant qualitative change with RH. At lower values of RH, the arrows veer out primarily equatorward, which indicates upper-level momentum fluxes and equatorward wave breaking. In contrast, with higher values of RH there is more poleward wave breaking. For example, this can be seen in the poleward EP flux arrows north of 508 in the RH75 case; whereas in the RH35 and RH55 cases, the arrows at this latitude propagate equatorward. The changes in EP flux indicate an equatorward shift in the momentum flux convergence. This is dynamically consistent with the equatorward drift in the midlatitude westerlies that was observed with increasing RH (Fig. 4a) . Dwyer and O'Gorman (2016) found a similar change in the EP flux with more poleward wave propagation in warmer climates in an idealized aquaplanet GCM.
Conclusions
To ultimately improve our understanding of real world eddies and their effect on the large-scale climate, it is important to first grasp the fundamental dynamics at play in the interaction between eddies and the mean flow. With this task in mind, this work has focused on studying the dynamical effect of moisture on wavemean-flow interactions. To isolate the effect of moisture, two key elements were beneficial: (i) an idealized modeling approach and (ii) a linear diagnostic based on the Kuo-Eliassen equation and the moist EP flux diagnostic.
Our modeling approach was based on studying baroclinic life cycles in an idealized moist GCM. The life cycle has the advantage of studying the wave-mean-flow dynamics in a simple and transparent context involving the development of a single idealized eddy. Meanwhile, the idealized GCM allowed us to isolate the effect of latent heating by using large-scale condensation as the only moist process. To interpret the results of our simulations, we utilized a Kuo-Eliassen equation for computing the Eulerian streamfunction. The linearity of the equation allowed us to separate the effects of the different eddy fluxes.
The simulations differed by changing the value of RH, which controlled the amount of initially available moisture. It was found that, as RH increases, the baroclinicity of the jet after 15 days decreased near its center and on its equatorward flank. By using the linear diagnostic, it was deduced that the change in baroclinicity near the center of the jet was largely driven by eddy sensible heat fluxes, while that on the equatorward flank of the jet was driven mostly by the eddy moisture fluxes. The eddy moisture flux was shown to give rise to precipitation and latent heating, which drives an anomalous indirect cell on the jet's equatorward flank. The indirect cell reduces the baroclinicity of the jet through the action of the Coriolis force on its upper and lower branches.
The dynamics of the life cycles were also studied from the TEM and isentropic perspectives. These frameworks have the advantage of capturing the leading-order dynamics through the residual or isentropic circulation and the EP flux, where the latter expresses the total eddy forcing on the jet. The circulation and EP flux were shown to be 4 times as strong and have a greater equatorward extent on moist isentropes than on dry isentropes. These results are analogous to what is observed in the midlatitude climate (Stone and Salustri 1984; YP16) and suggest that the life cycle analysis provides meaningful insight into the wave-mean-flow dynamics of the real climate.
It was shown that the moist EP flux is able to capture both the dry and moist components of the eddy forcing (previously the two were separated using the KuoEliassen decomposition), whereas the dry EP flux fails to capture the moist component of the eddy forcing. In particular, the moist EP flux extends farther equatorward than the dry EP flux, which corresponds to the region in which the baroclinicity of the jet was reduced by latent heating. At low values of RH, in which moisture is present but no condensation occurs, the moist EP flux still captures the moist component of the eddy forcing; however, in this case the moisture forcing does not lead to a baroclinic change in the jet because of the lack of latent heating. This goes back to a point mentioned earlier that the EP flux divergence does not necessarily imply a jet acceleration of the same sign, since the latter depends on the imbalance between the Coriolis force and EP flux divergence.
Our idealized model is based on the nearly inviscid, adiabatic framework commonly used in life cycle studies (e.g., Thorncroft et al. 1993; Polvani and Esler 2007) , but with the addition of condensational heating, which was the only diabatic process and focus of this work. Our model did not include surface fluxes, including drag, convective parameterizations, and radiative processes. Radiative processes are typically ignored in life cycle studies, given the short time integration of the model, but such processes have been shown to affect the PV structure within midlatitude cyclones (e.g., Chagnon et al. 2013) . These diabatic processes along with the effects of convective parameterizations and cloud-radiative effects warrant further investigation. Adamson et al. (2006) showed that the main effect of surface drag on the development of a baroclinic life cycle was to slow its growth rate and weaken its maximum intensity, which may suggest that the jet response observed here would become weaker with drag.
With global warming, the amount of available water vapor is expected to dramatically rise, since, from the Clausius-Clapeyron relationship, the saturation vapor pressure increases exponentially with temperature. Although a warmer world would most likely become a moister world, the results in this study should be cautiously interpreted in a warming scenario. This study's main focus was on understanding the dynamical effect of moisture, so the parameter RH was chosen to vary in the simulations from an effectively dry run with no precipitation (RH35) to a very moist run near saturation (RH85), while the temperature profile was kept the same across all runs. In a warmer world, the climatological value of RH is not expected to change by much (e.g., Soden and Held 2006) , whereas the temperature structure is likely to have significant changes, which in turn would alter the structure of the jet. A natural follow-up study would be to focus on the effect of warming by fixing RH and varying the temperature profile. This would provide an interesting comparison of how warming would affect the wave-mean-flow dynamics of the life cycle analysis presented here. This study has also focused primarily on how eddies affect the mean flow. The effect of changing the initial jet structure on the eddy development, similar to the work of Thorncroft et al. (1993) but with moisture, is a topic to be investigated further.
the temperature is uniform. The sharpness of the transition is controlled by a. The parameter values are given in Table 1 .
To compute T yr from T r , we insert T r into the following two equations, which relate T y and q to the temperature:
T y 5 T[1 1 (« 21 2 1)q] and (A2) q 5 «H e* p 2 (1 2 «)H e* ,
where « 5 R d /R y , H is the relative humidity, and e* is the saturation vapor pressure, which is only a function of temperature. Last, we use Eqs. (A2) and (A3) again and a nonlinear iterative solver to recover T(f, p) from T y (f, p) computed in Eq. (A1). Once we have T(f, p), q(f, p) follows immediately from Eq. (A3).
