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In this paper, by using methods from complex analysis and
quaternionic analysis, we investigate an initial–boundary value
problem for the Maxwell equations and obtain the general solutions
and solvable conditions of the problem respectively in different
cases. In addition, by using a similar method, we also discuss an
initial–boundary value problem for a hyperbolic complex system of
ﬁrst order equations in R3.
Crown Copyright © 2010 Published by Elsevier Inc.
All rights reserved.
1. Introduction
In [13] we introduced a quasi-quaternion space and discussed the initial–boundary value problems
for some hyperbolic equations in the spaces R4 and R3. In this paper, by using similar methods, we
investigate an initial–boundary problem for the Maxwell equations. Moreover, we also discuss an
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e1e2 = −e2e1 = −ie3,
e2e3 = −e3e2 = −ie1,
e3e1 = −e1e3 = −ie2.
The so-called quasi-quaternion space is a real linear space generated by e0, e1, e2, e3, where e0 is
also written directly as 1, and is denoted by Q = {q = t + x1e1 + x2e2 + x3e3 | t, x1, x2, x3 ∈ R}. For
any q = t + x1e1 + x2e2 + x3e3 ∈ Q , the model of q is deﬁned by |q| = (|t|2 + |x1|2 + |x2|2 + |x3|2) 12 .
q = t0 − x1e1 − x2e2 − x3e3 is called conjugate of q. Suppose that for p = t1 + x1e1 + x2e2 + x3e3,
q = t2 + y1e1 + y2e2 + y3e3, the inner product of p and q is deﬁned to be
〈p,q〉 = p · q = t1t2 − x1 y1 − x2 y2 − x3 y3.
Then Q is a ﬂat Minkowski space.
It is easy to see that the set {x + iye1 | x, y ∈ R} is isomorphic to the complex ﬁeld C. Then we
will regard x+ iye1 as a complex number and write Re(x+ iye1) = x.
























where ∇ = ∂
∂x1
e1 + ∂∂x2 e2 + ∂∂x3 e3, that is, the three-dimensional gradient operator. For operator D , we
have
















The functions f (t, x) deﬁned in R4 with values in Q are considered, where x = (x1, x2, x3), and f (t, x)
will be written as f (t, x) = f0 + f1e1 + f2e2 + f3e3 = f0 +w . w =∑3n=1 fnen will be called the vector
function.
In [13], we considered the initial–boundary value problems for the solutions of the following equa-
tion
Df = D( f0 + w) = g0e0 + Φ1 + iΦ2. (1)





f0 + ∇ · w = g0,
∇ f0 + ∂
∂t
w = Φ1,
∇ × w = −Φ2.
(2)
The system (2) has some important application in physics. See, for instance, [2,3].
P.W. Yang et al. / J. Differential Equations 249 (2010) 3003–3023 3005The quasi-quaternion space Q is different from Hamilton’s quaternion space Q H = {g = t + ix1 +
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It is well known that there exist a richness of the theory of functions over Q H or the quaternion

















( f0 + w) = 0, (3)





f0 − ∇ · w = 0,
∂
∂t
w + ∇ f0 + ∇ × w = 0.
It is an analogues of Cauchy–Riemann equations. The solutions of Eq. (3) are called (left) regular
functions, which possess many properties analogous to the analytic functions of a complex variable,
such as the harmonicity, Cauchy’s theorem, Cauchy’s integral formula, Laurent expansion and so on.
But for the solutions of the equation Df = 0, these properties are not valid, since the operator D is
not a Cauchy–Riemann type.
Moreover, in [14,15], we introduced a commutative quaternion space Q ′ = {x = x1+ ix2+ jx3+kx4 |























By using the space, we discussed the Riemann–Hilbert boundary value problems and the characteristic
















u1(z1, z2) + ku2(z1, z2)
)= 0.
By the method of introducing a quaternion space, we can reduce some ﬁrst and second order
equations’ systems of hyperbolic or elliptic type to forms of one equation, thereby investigating these
equations as well as their boundary value problems by the methods of function and integral equation
theory.
2. Distribution solution of equation ∇Ψ = h and the Riemann–Hilbert boundary value problem for
equation ∇Ψ = 0
Let G be a bounded domain in R3 with piecewise smooth boundary. h(x) = h0 + iΦ(x), h0(x) and
Φ(x) are respectively a real valued function and a vector function deﬁned in G . Φ(x) satisﬁes the
condition ∇ ·Φ = 0.
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h(ζ )dV ζ , (4)
where r(ζ, x) = |ζ −x| = |(ζ1−x1)2+(ζ2−x2)2+(ζ3−x3)2| 12 . In [13], by using the divergence theorem,
we derived the following result.
Lemma 1. Suppose h(x) ∈ L1(G), then T3h is a weak solution of the following equation
∇Ψ = ∇(ψ1e1 +ψ2e2 +ψ3e3) = h(x) = h0 + iΦ(x)
that is, in distributional sense,
∇(T3h) = h. (5)
If h ∈ Lp(G), p > 3, then
|T3h| M1(p,G)‖h‖Lp(G), ∀x ∈ R3,
∣∣T3h(x′)− T3h(x′′)∣∣ M2(p,G)‖h‖Lp(G)∣∣x′ − x′′∣∣α, α = p − 3p , ∀x′, x′′ ∈ R3 (6)
where M1(p,G), M2(p) are positive real constants respectively depending only on p,G and p.
In [13], we discussed the Riemann–Hilbert boundary value problem for the equation ∇Ψ = 0 in
the unit ball B3.
Problem RH. Find a solution Ψ = ψ1e1 + ψ2e2 + ψ3e3 of the equation ∇Ψ = 0 in B3, which is con-
tinuous in B3 and satisfying the boundary conditions








)+ iψ3(0, x′2, x′3)e1]= r(x′2, x′3),(
x′2, x′3
) ∈ Γ = {(x2, x3)|x22 + x23 = 1},
where τ (x) and r(x′2, x′3) are real valued functions respectively deﬁned on ∂B3 and Γ . τ (x) ∈ C(∂B3),
r(x′2, x′3) ∈ Cα(Γ ), 0<α < 1, κ is an integer.
We proved the following result in [13].
Lemma 2.
(1) If κ  0, Problem RH has the general solution
Ψ (x) = ψ1e1 + (ψ2 + iψ3e1)e2,
where





|η − x|3 τ (η)dS, (7)






















(x2 − ix3e1)2κ+1( ∂∂x1 ψ1(0, x′2 + ix′3))
1− (x′2 + ix′3e1)(x2 − ix3e1)
dV





r(x′2 − ix′3)(x′2 + ix′3e1 + x2 − ix3e1)


























ψ1(0, ζ )) 0





cm are arbitrary complex constants satisfying conditions c2κ−m + cm = 0, m = 0, . . . , κ .





































dV = 0, m = 1, . . . ,−κ − 1.
(9)
If the conditions hold, its solution
Ψ (x) = ψ1e1 + (ψ2 + iψ3e1)e2,
where ψ1(x) is expressed as (7),






















(x′2 − ix′3e1)−2κ−1( ∂∂x1 ψ1(0, x′2 + ix′3))
1− (x′2 + ix′3e1)(x2 − ix3e1)
dV2





(x′2 + ix′3e1)−κ [(x′2 + ix′3e1)− (x2 − ix3e1)]
dζ. (10)
3. Some relative results of complex analysis
In this section, we give out some results about the Riemann–Hilbert boundary value problem on
the unit disc B2 in the complex plane C for equation
∂
∂z
w(z) = f (z). (11)
These results will be used in this paper.
The Riemann–Hilbert boundary problem for Eq. (11) may be formulated as follows.




]= r(t), t ∈ Γ = ∂B2
where r(t) ∈ Cα(Γ ),0<α < 1. The integer κ is called the index of problem.
In [5], with regard to Eq. (11), there is a result as follows.
In a boundary domain D , if f (z) ∈ Lp(D), p  1, then the general solution of Eq. (11) can be
expressed as
w(z) = Φ(z)+ T f ,





ζ − z dσζ ,
where Φ(z) is an analytic function in D .
Lemma 3.
(1) If κ  0, the Riemann–Hilbert boundary value problem on B2 for the solution of equation ∂∂zΦ(z) = 0,















where cm (m = 0,1, . . . ,2κ) are arbitrary constants satisfying the conditions
c2κ−m + cm = 0, m = 0,1, . . . , κ.





dt = 0, m = 1, . . . ,−κ. (13)
If the conditions hold, its solution can be expressed as





t−κ (t − z) dt. (14)




]= r(t), t ∈ Γ
is evident from the fact that ∂
∂zΦ = 0 and Re[tκΦ(t)] = r(t), t ∈ Γ . Whence by the result of the
Riemann–Hilbert boundary value problem for analytic function on B2, the arguments of the lemma
follow. 
Theorem 1. Suppose f (z) ∈ Lp(B2), p > 2.
(1) If index κ  0, the Riemann–Hilbert boundary value problem for Eq. (11) has solution
w = P f +Φ (15)
where










z2κ+1 f (ζ )
1− ζ z dσζ , (16)
Φ(z) is expressed as (12).
P f satisﬁes the equation (P f )z = f and the homogeneous boundary condition
Re
[
tκ (P f )
]= 0, t ∈ Γ, (17)
Cα[P f , B2] M1,‖ f ‖Lp(B2), α =
p − 2
p
, M1 = M1(p). (18)













ζ κ−1 f (ζ )dσζ
]












ζ k−m−1 f (ζ )+ ζ k+m−1 f (ζ )]dσζ = 0 (m = 1, . . . ,k − 1). (19)
If conditions hold, its solution can be expressed as
w = P f + Φ(z) (20)
where










ζ 2k−1 f (ζ )






tk(t − z) dt
and P f satisﬁes the equation (P f )z = f and the homogeneous boundary condition Re[tκ (P f )] = 0,
t ∈ Γ . Besides, P f satisﬁes also the estimate (18).
Proof. We only prove the solvable conditions (19) and the expression of solution (20) in (2). Apply-
ing a similar method of investigating the Riemann–Hilbert boundary value problem for generalized
analytic functions in [5,7,8], the remainder of the arguments can be proved.














)= zk f (z), Re tkw(t) = r(t), t ∈ Γ.
From (16),




ζ k f (ζ )





zζ k f (ζ )










where c0 is a real constant.
Using the following identities
ζ k
ζ − z = ζ
k−1 + zζ k−2 + · · · + zk−1 + z
k
ζ − z ,
zζ k
1− ζ z = zζ
k + z2ζ k+1 + · · · + zk−1ζ 2k−2 + z
kζ 2k−1
1− ζ z ,
t + z














































ζ k−2 f (ζ )+ ζ k f (ζ ))dσζ
]
z + · · ·2






























ζ − z −






As w(z) is continuous at z = 0, it is not diﬃcult to see that the conditions (19) hold.
























t dt is a real number.
Let c0 = Im 1π
∫
B2















ζ − z −






Henceforth the problem is solvable and the solution w(z) possesses the representation (20). 
4. An initial–boundary value problem for the equation ( ∂∂t e0 + ∇)(Ψ + iΦ) = 0
In this section, we discuss an initial–boundary value problem for the equation






(Ψ + iΦ) = 0 (22)
where Ψ (t, x), Φ(t, x) are vector functions in R4 = {(t, x)} = {(t, x1, x2, x3)}, Ψ = ∑3i=1ψiei ,
Φ =∑3i=1 ϕiei .
Eq. (1) is equivalent to the following system
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∇ ·Ψ = 0,
∇ ·Φ = 0,
∂
∂t
Ψ + ∇ × Φ = 0,
∂
∂t
Φ − ∇ × Ψ = 0.
(23)
Let Ω = {(t, x) | |x| < 1− t,0< t < 1}. Namely, Ω is the cone whose vertex is (1,0,0,0) and base
is the unit ball B3 on the hyperplane t = 0 in R4.
The initial–boundary value problem for Eq. (1) is formulated as follows:
Problem C. Find a solution Ψ + iΦ of Eq. (22) in Ω satisfying Ψ,Φ ∈ C(Ω),
(ϕ2 + iϕ3e1)(0, x) = f2(x) + i f3(x)e1,
∂
(ϕ2 + iϕ3e1)(0, x) = g2(x) + ig3(x)e1, (24)∂t
3012 P.W. Yang et al. / J. Differential Equations 249 (2010) 3003–3023ϕ1(0,0, x2, x3) = f1(x2, x3), ∂
∂t
ϕ1(0,0, x2, x3) = g1(x2, x3), (25)





ψ2(0,0, x2, x3) + iψ3(0,0, x2, x3)e1
]}= r(x2, x3),
(x2, x3) ∈ Γ =
{
x22 + x23 = 1
}
, (27)
where f i, gi , i = 1,2,3, τ (x), r(x2, x3) are given real valued functions. f2, f3 ∈ C4(B3), g2, g3 ∈ C3(B3),
f1 ∈ C3(B2), g1 ∈ C2(B2), τ ∈ C(∂B3), r(x2, x3) ∈ Cα(Γ ), 0 < α < 1. κ is an integer, which is called
the index of Problem C.
Lemma 4. Find a vector function Φ(t, x) = ∑3i=1 ϕiei in Ω which is the solution of wave equation ( ∂2∂t2 −







)Φ = 0 and satisfy ∇ · Φ = ∂
∂x1
ϕ1 + ∂∂x2 ϕ2 + ∂∂x3 ϕ3 = 0 and initial condi-




















, i = 2,3, (29)










dx1 + C(t, x2, x3), (30)



























ξ2 − η2 dV
]
(
η2 = (x′2 − x2)2 + (x′3 − x3)2). (31)




− 3)ϕi = 0, i = 2,3, with the initial condition (24). The function C(t, x2, x3) deﬁned






















C(0, x2, x3) = f1(x2, x3), ∂ C(0, x2, x3) = g1(x2, x3). (32)
∂t
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to prove ( ∂
2
∂t2




































































































































































Eq. (22) may be written in the following equivalent form, namely the system of equations with





Ψ = −∇ ×Φ,
∇Ψ = −i
(






Lemma 5. The system (33) with respect to the vector function Ψ (t, x) in Ω is solvable if and only if the vector
function Φ(t, x) satisﬁes the conditions





Φ = 0. (34)
If the above conditions hold, the general solution of the system (33) can be expressed as
3014 P.W. Yang et al. / J. Differential Equations 249 (2010) 3003–3023Ψ (t, x) = −
t∫
0



























ω(x) is any vector function satisfying the equation ∇ω = 0 in Ω .
Proof. (Necessity) The condition ∇ · Φ = 0 follows immediately from the second formula of the
system (23). Applying the operation ( ∂










(Suﬃciency) If the consistent condition ∇(∇ ×Φ) = ∂
∂t [i(∇ ·Φ + ∂∂tΦ)] holds, then the system (33)
with respect to Ψ is solvable. From ∇ ·Φ = 0, we may deduce
∂2
∂x21




























































































































Consequently if Φ(t, x) satisﬁes the condition (34), then the system (33) is solvable.
We proceed to prove that Ψ (t, x) deﬁned by (35) is the solution of the system (33).






































Consequently Ψ (t, x) also satisﬁes the second equation of the system (33). Thus Ψ (t, x) is the solution
of the system (33). 
The component function of a vector function will be denoted by [ ]i , i = 1,2,3. Namely, if the
vector function Ψ =∑3i=1ψiei , then [Ψ ]i = ψi , i = 1,2,3.
From (35), Ψ (t, x) satisfying conditions (26) and (27) implies ω(x) =∑3i=1ωi(x)ei satisfying con-
ditions









= τ ′(x), x ∈ ∂B, (36)
Re(x2 + ix3e1)κ
[
ω2(0, x2, x3) + iw3(0, x2, x3)e1
]






















= r′(x2, x3), x ∈ Γ. (37)
By means of Lemma 2, we deduce the following theorem.
Theorem 2.
(1) If κ  0, Problem C has the solutionΨ + iΦ . HereΦ(t, x) is expressed in (28). Ψ (t, x) is expressed in (35),






|η − x|3 τ
′(η)dS, (38)






















(x2 − ix3e1)2κ+1( ∂∂x1ω1(0, x′2 + ix′3))
1− (x′2 + ix′3e1)(x2 − ix3e1)
dV





r′(x′2 − ix′3)(x′2 + ix′3e1 + x2 − ix3e1)


























ω1(0, ζ )) 0





cm are arbitrary complex constants satisfying conditions c2κ−m + cm = 0,m = 0, . . . , κ .





































dV = 0, m = 1, . . . ,−κ − 1.
(40)
When the conditions hold, the solution Ψ + iΦ may be still expressed in (28) and (35), but in ω(x) =
ω1 + (ω2 + iω3e1)e2 of (35), ω1(x) is expressed in (38), and






















(x′2 − ix′3e1)−2κ−1( ∂∂x1ω1(0, x′2 + ix′3))







(x′2 + ix′3e1)−κ [(x′2 + ix′3e1) − (x2 − ix3e1)]
dζ.
5. The initial–boundary problem for the Maxwell equations
Let G be a domain in R4. We consider the equation with respect to (Ψ + iΦ)






(Ψ + iΦ) = i(ρ − J ), (41)
P.W. Yang et al. / J. Differential Equations 249 (2010) 3003–3023 3017where ρ(t, x) and J =∑3i=1 jiei are respectively a scalar function and a vector function given on G .
Eq. (41) is equivalent to the following system of equations:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∇ ·Ψ = 0,
∂
∂t
Ψ + ∇ × Φ = 0,
∇ ·Φ = ρ,
∂
∂t
Φ + J = ∇ × Ψ.
(42)
The system (42) is namely the Maxwell equations assuming that the speed of light in vacuo is 1.
Applying the operator ( ∂













Consequently may deduce the consistent condition of (41) as well as (42)
∂
∂t
ρ + ∇ · J = 0. (43)
Eq. (43) describes the law of conservation of charge in electrodynamics. In the following, we suppose










































, i = 2,3, (46)










dx1 + C(t, x2, x3), (47)






















ϕ2 + ∂2∂x′1∂x′3ϕ3 +
∂
∂t j1)(t − ξ, x′2, x′3)√
ξ2 − η2 dV
]
(
η2 = (x′2 − x2)2 + (x′2 − x3)2). (48)










ji, i = 2,3, (49)






















(t,0, x1, x3) (50)
and initial conditions: C(0, x1, x2) = f1(x2, x3), ∂∂t C(0, x1, x2) = g1(x2, x3). Consequently ϕ1(t, x) satis-
ﬁes the initial condition (25). It is easy to show ∇ ·Φ = ∂
∂x1
ϕ1 + ∂∂x2 ϕ2 + ∂∂x3 ϕ3 = ρ . If ϕ1 is a solution











it follows that Φ(t, x) satisﬁes the equation ( ∂
2
∂t2
− 3)Φ = −∇ρ − ∂∂t J . Therefore it only remains to
prove that ϕ1 is a solution of (51).
In fact, from (47) and (49),
∂2
∂x21
ϕ1 = − ∂
2
∂x1∂x2
ϕ2(t, x) − ∂
2
∂x1∂x3

































































ϕ2(t, x) − ∂
2
∂x1∂x2
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∂tρ + ∇ · J = 0, it is seen that ∂
2
∂x2∂t

















































ϕ2(t,0, x2, x3)+ ∂
2
∂x1∂x3





j1(t, x) + ∂
∂t














ρ(t, x) − ∂
∂t
j1(t, x).
This proves that ϕ1 is a solution of (51). 





Ψ = −∇ × Φ,
∇Ψ = −i
(






namely the system with respect to the vector function Ψ (t, x).
Similarly to Lemma 2, we have




− 3)Φ = −∇ρ − ∂∂t J . When conditions hold, the general solution of the system (31) can be expressed
in the form
Ψ (t, x) = −
t∫
0






(0, ζ ) +ω(x), (53)
where ω(x) is any vector function satisfying the equation ∇ω = 0 in Ω .
Similarly to Theorem 2, Ψ (t, x) satisfying conditions (26) and (27) implies ω(x) = ∑3i=1ωi(x)ei
in (43) satisfying the following conditions











= τ ′′(x), x ∈ ∂B,
3020 P.W. Yang et al. / J. Differential Equations 249 (2010) 3003–3023Re(x2 + ix3e1)κ
[
ω2(0,0, x2, x3) + iω3(0,0, x2, x3)e1
]
























= r′′(x2, x3), (x2, x3) ∈ Γ.
Theorem 3.
(1) If κ  0, Problem C for Eq. (41) in Ω has the solution Ψ + iΦ . Here Φ(t, x) is expressed as (45). And
Ψ (t, x) is expressed as (53), where ω(x) is obtained by respectively replacing r′(x2, x3) in (38) and τ ′(x)
in (39) by r′′(x2, x3) and τ ′′(x).
(2) If κ < 0, Problem C is solvable if and only if r′′(x2, x3) satisﬁes the conditions (40). If the conditions hold,
the solutionΨ + iΦ may be still expressed in (45) and (53).ω(x) inΨ (t, x) can be obtained by respectively
replacing r′(x2, x3) and τ ′(x) by r′′(x2, x3) and τ ′′(x), similarly to (2) in Theorem 2.
6. The initial–boundary value problem for ﬁrst order complex equation of hyperbolic inR3

















Then e21 = e0, e22 = e23 = −e0, e1e2 = −e2e1 = ie3, e2e3 = −e3e2 = −ie1, e3e1 = −e1e3 = ie2. Where e0














































(iψ0 + ψ1e1 + ψ2e2 +ψ3e3)
= Φ = ϕ0 + i(ϕ1e1 + ϕ2e2 + ϕ3e3) (54)
where all component functions are real valued functions and Φ ∈ C1.
Let Ω = {(t, z) | |z| < 1 − t, 0 < t < 1}. Namely Ω is the circular cone whose vertex is (1,0,0)
and base is the unit disk on the plane t = 0 in R3. We consider the following initial–boundary value
problem for Eq. (54).
P.W. Yang et al. / J. Differential Equations 249 (2010) 3003–3023 3021Problem D. Find a solution Ψ (t, z) of Eq. (54) in Ω , satisfying Ψ ∈ C(Ω),
(iψ0 + ψ1e1)(0, z) = τ1(z) = iτ ′1(z) + τ ′′1 (z)e1,
∂
∂t





ψ2(0, x, y) − iψ3(0, x, y)e1
]}= r(x, y), (x, y) ∈ Γ = ∂B2, (56)
where τ1(z) ∈ C3(B2), τ2(z) ∈ C2(B2), r(x, y) ∈ Cα(Γ ), 0<α < 1, k is an integer.




















(ψ2 − iψ3e1) = ∂
∂t
(ψ1 − iψ0e1) − ϕ0 + iϕ1e1 = h2.
(57)

















































If ψ1 − iψ0e1 satisﬁes (59), Eq. (57) has the general solution
ψ2 − iψ3e1 =
t∫
0
h1(ξ, z)dξ + 1
2
Th2(0, ζ ) +ω(z) (60)
where





(x′ − x) + i(y′ − y)e1 dV ,









Moreover, iψ0 +ψ1e1 satisﬁes the condition (55) if and only if
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∂
∂t
(ψ1 − iψ0e1)(0, z) = τ2(z)e1. (61)
The Cauchy problem for (59) with the initial condition (61) in Ω has a unique solution



















g(t − ξ, ζ )√
ξ2 − |ζ − z|2 dV
]
. (62)
Using the similar method in [13], we may deduce
Theorem 4.
(1) If κ  0, Problem D has the solution Ψ (t, z) = iψ0 + ψ1e1 + ψ2e2 + ψ3e3 = (ψ1 − iψ0e1)e1 +
(ψ2 − iψ3e1)e2 , where ψ1 − iψ0e1 is expressed in (62). ψ2 − iψ3e1 is expressed in (60), where




(x+ iye1)2κ+1h2(0, x′, y′)









) (x′ + x) + i(y′ + y)e1





cm are arbitrary complex constants satisfying conditions
c2κ−m + cm = 0, m = 0, . . . , κ.



























ζ−κ−m−1h(ζ )+ ζ−κ+m−1h(ζ )]dV = 0, m = 1, . . . ,−κ − 1. (63)
If the conditions hold, the solution Ψ (t, z) = (ψ1 − iψ0e1)e1 + (ψ2 − iψ3e1)e2, where ψ1 − iψ0e1
is expressed in (62) and ψ2 − iψ3e1 is expressed in (60), where




(x′ − iy′e1)−2κ−1h2(0, x′, y′)






(x′ + iy′e1)−κ [(x′ − x) + (y′ − y)e1] dξ. (64)
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