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3 Asymptotic behaviour of watermelons
Florent Gillet∗
Abstract
A watermelon is a set of p Bernoulli paths starting and ending at
the same ordinate, that do not intersect. In this paper, we show the
convergence in distribution of two sorts of watermelons (with or without
wall condition) to processes which generalize the Brownian bridge and the
Brownian excursion in Rp. These limit processes are defined by stochastic
differential equations. The distributions involved are those of eigenvalues
of some Hermitian random matrices. We give also some properties of these
limit processes.
1 Introduction
We call (p, n)-watermelon a set of p Bernoulli paths of length n that meet two
conditions. The first condition concerns the starting points and the endpoints:
the i-th path starts at level 2i − 2 and ends at level k + 2i − 2. The integer k
is called the deviation of the watermelon. The second condition is that the p
paths do not touch each other. An additional condition, called wall condition,
can be imposed: the paths should not cross the x axis. Watermelons constitute
a particular configuration of vicious walkers describing the situation in which
two or more walkers arriving in the same lattice site annihilate one another.
This model was introduced by Fisher [8], who also gave a number of physical
applications for watermelons.
We shall consider two sorts of (p, 2n)-watermelons without deviation: wa-
termelons with wall condition and watermelons without wall condition. They
generalize the notion of Dyck path (or excursion) and Grand Dyck path (or
bridge). These processes have many applications, for instance to random matri-
ces and Young tableaux [1, 9, 15], to the study of graphs via bijections [3] and
of course to physics [6, 8].
This paper contains three sections: the first section deals with watermelons
with wall condition. We show that a (p, 2n)-watermelon with wall condition,
suitably rescaled in space (by 1/
√
2n) and in time (by 1/(2n)), converges in
distribution to a stochastic process, that can be seen as the analog of a Brownian
excursion for Dyson’s version of the p-dimensional Brownian motion [5]. This
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Figure 1: (10, 300)-Watermelons with (a), and without (b) wall condition,
without deviation.
limit process is defined by a stochastic differential equation. It inherits the
properties of watermelons with wall condition, namely its branches are positive
(but at 0 and 1), and do not touch each other. For this reason we call the
limit process continuous p-watermelon with wall condition. We also show, in
agreement with [9], that the norm of such continuous p-watermelons is a Bessel
bridge with dimension p(2p+ 1).
In Section 2.2, we state similar results for watermelons without wall condi-
tion. The limit stochastic process is the p-dimensional analog of a Brownian
bridge: the intrinsic Brownian bridge of the Weyl chamber {x ∈ R, x1 < · · · <
xp} (c.f. [4]). The norm of a continuous p-watermelon without wall condition is
also a Bessel bridge, but, as expected, with dimension p2. The proofs are given
in Sections 3 and 4. They make essential use of a variant of Karlin Mac Gregor’
formulas ([11, 12, 14]) for the enumeration of non colliding paths: stars with
fixed end points.
In the last Section, we give the expectation of the elementary symmetric
polynomials of the positions of the continuous p-watermelon at time t, with or
without wall condition. When p = 2, we give the exact value of the moments of
the two branches at time t.
In [13], Katori and Tanemura have shown that the vicious walkers with and
without wall condition converge to the non-colliding Brownian motion (Dyson’s
Brownian motion [5]) and the non-colliding Brownian meander. In these cases,
the one-dimensional distribution of the limit processes are the eigenvalues of
random matrices from a Gaussian Unitary Ensemble (GUE) and from a Gaus-
sian Orthogonal Ensemble (GOE) ([15]). The watermelons that we study in
this paper can be seen as vicious walkers constrained to return to 0 at the end.
Once rescaled, our one-dimensional distribusions are those of the eigenvalues of
a Gaussian antisymmetric Hermitian matrices and a matrices from a GUE.
2
2 Main results
2.1 Watermelons with wall condition
Throughout the paper, W
(n)
i (t) denotes the position at time t ∈ [0, 2n] of the
i-th branch of a (p, 2n)-watermelon with wall condition, and
X
(n)
i (t) =
1√
2n
W
(n)
i ([2nt]).
We set
W (n)(t) = (W
(n)
i (t))1≤i≤p.
Thus
W (n) = (W (n)(t)), t ∈ [0, 2n])
denotes a (p, 2n)-watermelon with wall condition that starts and ends at 0. We
see it as a process in Rp, more precisely in the Weyl chamber {x ∈ Rp, 0 <
x1 < · · · < xp}. Similarly X(n) and X(n)(t) are related to a renormalized
(p, n)-watermelon with wall condition.
We give a theorem about a stochastic differential equation (SDE) which
allows us to define properly the limit process of (p, 2n)-watermelons and we
state a convergence theorem for watermelons. A few properties of this limit will
be given in the sequel. These results are proved in section 3.
Let H be a (2p+ 1) × (2p + 1) Gaussian antisymmetric Hermitian matrix,
and
Λ = (λ1, . . . , λp)
the p positive eigenvalues of H sorted by increasing order. We know (cf. [15])
that the random variable Λ has the density f defined by
f(x) = cp
∏
1≤i<j≤p
(xj
2 − xi2)2
p∏
i=1
x2i e
−‖x‖21l0≤x1≤···≤xp ,
with
cp =
23p/2p!
(2p)!pip/2
∏
1≤i<j≤p
(j − i)(j + i− 1)
.
We have
Theorem 2.1. The stochastic differential equation (SDE)
dXi(t) =
(−Xi(t)
1− t +
1
Xi(t)
+ 2Xi(t)
p∑
j=1
j 6=i
1
Xi(t)2 −Xj(t)2
)
ds+ dBi(t)
Xi(0) = 0, ∀t ∈ ]0; 1[ , X(t) ∼ 2
√
t(1 − t) Λ
(Ew)
has a unique strong solution
(
(Xi(t))i=1...p, t ∈ [0, 1]
)
.
3
Theorem 2.2. The process X(n) converges in distribution to the unique solution
X of the SDE (Ew).
This theorem will be proved in the section 3.3.
Remark 2.3. The three terms of the drift coefficient in (Ew) reflect the different
properties of the watermelons:
– the first term −Xi(t)/(1− t) pushes the i-th path of X to 0 when t is close
to 1.
– the second term 1/Xi(t) keeps the i-th path away from the x-axis.
– the third term 2Xi(t)/(X
2
i (t) − X2j (t)) keeps the paths away from each
other.
The first two terms are also present in the SDE for the normalized Brownian
excursion,
de(t) =
(−e(t)
1 − t +
1
e(t)
)
ds+ dB(t),
while the third is specific to watermelons.
Remark 2.4. We shall see in section 3.1 (Proposition 3.1) that the Euclidean
norm of the solution of (Ew) is a Bessel bridge ([16]) with dimension p(2p+1).
Remark 2.5. A solution of (Ew) has the same properties as a watermelon with
wall condition: their paths do not touch each other, stay positive on ]0, 1[ (cf.
Proposition 3.2) also they start and end at 0. This is the reason why we call a
solution of (Ew) continuous p-watermelon with wall condition.
2.2 Watermelons without wall condition
In this section, we consider (p, 2n)-watermelon without wall condition. The
results, and the proofs, given in section 4, are similar. Throughout the paper,
we denote by
Ŵ (n) =
(
(Ŵ
(n)
i (t))1≤i≤p, 0 ≤ t ≤ 2n
)
a (p, 2n)-watermelon without wall condition starting and ending at 0 and(
X̂(n)(t), t ∈ [0; 1]) = ( 1√
2n
Ŵ (n)([2nt])), t ∈ [0; 1])
a renormalized (p, 2n)-watermelon without wall condition.
Let Ĥ be a matrix from a Gaussian Unitary Ensemble, we denote by
Λ̂ = (λ̂1, . . . , λ̂p)
the p eigenvalues of Ĥ sorted in increasing order. We know (cf. [15]) that the
random variable Λ̂ has the density f̂ defined by
f̂(x) =
2−p/2
pip/2
∏p−1
i=1 i!
∏
1≤i<j≤p
(xj − xi)2 e−‖x‖
2
1lx1≤···≤xp .
We have
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Theorem 2.6. The stochastic differential equation
dX̂i(t) =
(−X̂i(t)
1− t +
p∑
j=1
j 6=i
1
X̂i(t)− X̂j(t)
)
ds+ dBi(t)
X̂(0) = 0, ∀t ∈]0; 1[, X̂(t) ∼
√
2t(1− t) Λ˜
(Ew/o)
has a unique strong solution X̂ =
(
(X̂i(t))i=1...p, t ∈ [0, 1]
)
.
Theorem 2.7. The process X̂(n) converges in distribution to the unique solution
X̂ of (Ew/o).
Remark 2.8. We shall see in section 4.1 (Proposition 4.1) that the Euclidean
norm of the solution of (Ew/o) is a Bessel bridge with dimension p
2.
Remark 2.9. A solution of (Ew/o) has the same properties as a watermelon
without wall condition: their paths do not touch each other (cf. Proposition
4.2), start and end at 0. This is the reason why we call a solution of (Ew/o)
continuous p-watermelon without wall condition.
Remark 2.10. In [4], Bougerol and Jeulin consider the Brownian bridge of
length T on a symmetric space of the non-compact type. They prove that this
rescaled process converges when T tends to infinity, to a limit process. The
generalized radial part of this limit process is the bridge associated with the
intrinsic Brownian motion in a Weyl chamber. For a suitable choice of the
Weyl chamber, a watermelon without wall condition is the intrinsic Brownian
bridge in this chamber. We thus have a geometric explanation of the dimension
of the Bessel bridge corresponding to the Euclidean norm of the continuous
p-watermelon.
3 Watermelons with wall condition: proofs
The existence of solutions of (Ew) is a consequence of the tightness of sequence
X(n), and follows from the proof of Theorem 2.2. We focus first on uniqueness
and properties of solutions of (Ew).
3.1 Properties
Proposition 3.1. Let X = (X1, . . . , Xp) be a solution to the SDE (Ew). The
Euclidean norm of X is a Bessel bridge with dimension p(2p+ 1).
5
Proof. Set V = ‖X‖. Applying Itoˆ’s formula [16] to V , we obtain
dV =
p∑
i=1
2XidXi +
p∑
i=1
d < Xi, Xi >
=
p∑
i=1
(−2Xi2
1− t + 2 +
p∑
j=1,j 6=i
4Xi
2
Xi
2 −Xj2
)
dt+
p∑
i=1
2XidBi + pdt
=
(
− 2V
1− t + 3p+
p∑
i,j=1,j 6=i
4Xi
2
Xi
2 −Xj2
)
dt+
p∑
i=1
2XidBi.
Now, we remark that
p∑
i,j=1,j 6=i
4Xi
2
Xi
2 −Xj2
= 2p2 − 2p
and that
p∑
i=1
2XidBi = 2
√
V dβ
where β is a Brownian motion. We deduce from these equalities that V is a
solution of {
dV =
(
− 2V1−t + p(2p+ 1)
)
dt+ 2
√
V dβ,
V0 = 0,
while we know that the squared Bessel bridge with dimension p(2p+1) is another
solution [16, Ch. XI].
Proposition 3.2. If X = (X1, . . . , Xp) is a solution of (Ew), then
P (∀t ∈ ]0; 1[ , 0 < X1(t) < · · · < Xp(t) < +∞) = 1.
In other words, the paths of a solution of the equation (Ew) do not touch
each other and stay positive on ]0; 1[.
Proof. For every ε ∈ ]0; 1/2[, we prove the three relations:
P (∀t ∈ ]ε; 1− ε[ , Xp(t) < +∞) = 1, (1)
P (∀t ∈ ]ε; 1− ε[ , X1(t) < · · · < Xp(t)) = 1, (2)
P (∀t ∈ ]ε; 1− ε[ , X1(t) > 0) = 1. (3)
Relation (1) follows from Proposition 3.1: a Bessel bridge with dimension
p(2p+ 1) is almost surely finite.
Proof of relation (2). Let (Z(t))ε≤t≤1−ε be defined by
Z(t) = exp
{
p∑
i=1
∫ t
ε
Xi(s)
1− s dBi(s)−
1
2
∫ t
ε
p∑
i=1
(
Xi(s)
1− s
)2
ds
}
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and define the probability measure Q by Q|Ft = Z(t)P|Ft , i.e.
∀Λ ∈ Ft, Q(Λ) = E [Z(t)1lΛ] .
According to the Girsanov Theorem [16], under Q, X is a solution of an homo-
geneous SDE:
dXi(t) =
( 1
Xi(t)
+
p∑
j=1
j 6=i
2Xi
Xi
2 −Xj2
)
dt+ dB˜(t),
in which B˜ is a Q-Brownian motion. Set
F (x1, . . . , xp) =
∑
1≤i<j≤p
ln
(
xj
2 − xi2
)
,
and, for t ∈]ε, 1− ε[,
U(t) = F (X(t)).
Equivalently, relation (2) can be written
P (∀t ∈ ]ε; 1− ε[ , U(t) > −∞) = 1.
Itoˆ’s formula yields that:
dU =
p∑
k=1
( 1
Xk(t)
∂F
∂xk
+
( ∂F
∂xk
)2
+
1
2
∂2F
∂xk
2
)
ds+
p∑
k=1
∂F
∂xk
dBk, (4)
in which
∂F
∂xk
=
p∑
j=1
j 6=k
2xk
xk2 − xj2 ,
and
∂2F
∂xk
2 =
p∑
j=1
j 6=k
( 2
xk2 − xj2 −
4xk
2
(xk2 − xj2)2
)
.
By symmetry,
p∑
k=1
p∑
j=1
j 6=k
1
xk2 − xj2 = 0
and
p∑
k=1
p∑
i,j=1
i6=j 6=k
xk
2
(xk2 − xj2)(xk2 − xi2) = 0,
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where i 6= j 6= k means i 6= j, j 6= k and i 6= k. This leads to write (4) under
the following form
dU = Sdt+Mdβ
in which β is a Q Brownian motion,
S = 2
p∑
k,j=1
k 6=j
Xk
2(
Xk
2 −Xj2
)2 ,
and
M =
√√√√ p∑
k=1
( ∂F
∂xk
)2
=
√
2S.
Let τ be the stopping time defined by
τ = inf {ε ≤ t ≤ 1− ε, ∃ i ∈ [1, p], Xi(t) = Xi+1(t)} (5)
= inf {ε ≤ t ≤ 1− ε, U(t) = −∞}
with the convention τ = 1 − ε if the infimum is not reach. We assume that
Q(τ < 1 − ε) > 0. As S is positive, by standard comparison theorems (see for
instance [10, p. 293]), there exists a solution U˜ on [ε; 1− ε] of the SDE{
dU˜ = Mdβ
U˜(ε) = U(ε).
(6)
such that
∀t ∈ ]ε, τ [ , U˜(t) ≤ U(t) Q− a.s.
The previous inequality yields
lim sup
t→τ
U˜(t) ≤ lim
t→τ
U(t) = −∞ Q-a.s.
so that limt→τ U˜(t) = −∞. By Dambis Dubins–Schwarz theorem [16, p.182],
up to an enlargement of the filtered probability space, there exists a Brownian
motion β˜ such that for t ∈ [ε; τ [,
U˜(t) = U˜(ε) + β˜∫ t
ε
M(s)ds.
Since U˜(t) has a limit when t tends to τ , it should be the same for the time-
changed Brownian motion i.e.
0 < Q
(
τ < 1− ε) ≤ Q( lim
t→τ∧1−ε
U(t) = −∞) = Q( lim
t→τ∧1−ε
β˜∫ t
ε
M(s) =∞
)
.
This is absurd thus τ > 1−ε Q-a.s. Now {τ > 1−ε} is F1−ε-measurable, hence
Q({τ > 1− ε}) = E [Z1−ε1lτ>1−ε] = 1.
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Since E [Z1−ε] = 1, we have
P ({τ ≥ 1− ε}) = 1.
This evaluation proves the equality (2).
Proof of relation (3). Set
V = ln(
p∏
i=1
Xi)
and
A =
p∑
i=1
1
Xi
2 .
By Itoˆ’s formula, we obtain
dV =
[ −p
1− t +
A
2
]
dt+
√
AdB˜,
where B˜ is a standard linear Brownian motion. Set
V˜ (t) = V (t)− V (ε) +
∫ t
ε
(
p
1− s −
A
2
)
ds, (7)
and
σ = inf
{
t ≥ ε, X1(t) = 0
}
. (8)
Relation (7) has two consequences: V˜ is a time-changed Brownian motion,
V˜ (t) = B˜
( ∫ t
ε
√
A ds
)
,
and, if σ ≤ 1− ε,
lim
t→σ
V˜ (t) = −∞.
Finally, this last event has null probability, by standard properties of Brownian
paths, entailing P (σ ≤ 1− ε) = 0. Relation (3) follows.
Proof of Theorem 2.1. We shall see in Section 3.3 that the existence of a solution
of the SDE (Ew) is a consequence of the proof of Theorem 3.6. For ε ∈ ]0; 1/2[,
we consider the SDE (Eε) defined for t ∈ [ε; 1− ε] by
dXi(t) =
(−Xi(t)
1− t +
1
Xi(t)
+ 2Xi(t)
p∑
j=1
j 6=i
1
Xi(t)2 −Xj(t)2
)
ds+ dBit
Xi(ε) ∼ f(ε, x).
(Eε)
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It is clear that every solution of (Ew) is a solution of (Eε). The coefficients
of the SDE (Eε) are locally Lipschitz in {0 < x1 < · · · < xp} thus the strong
uniqueness holds for the equation (Eε) [10, p. 287] up to the explosion time
of the solution i.e. on [ε, τ ∧ σ] where τ and σ are defined by (5) and (8). By
Proposition 3.2, τ ∧ σ is larger than 1− ε, thus the strong uniqueness holds for
the equation (Eε) on [ε, 1− ε].
Let X and Y be two solutions of (Ew). For every ε positive, X and Y are
solutions of (Eε). Using the uniqueness of (Eε), we have
∀ε > 0, (X(t), ε ≤ t ≤ 1− ε) d= (Y (t), ε ≤ t ≤ 1− ε).
Hence
(X(t), 0 < t < 1)
d
= (Y (t), 0 < t < 1).
Finally, as X(0) = Y (0) = X(1) = Y (1) = 0, the two processes X and Y have
the same distribution.
3.2 One-dimensional distribution
Now, we give a few results useful for the proof of Theorem 2.2. First, we prove
that for a given t, the sequence
(
X(n)(t)
)
n≥1 converges in distribution to X(t).
Proposition 3.3. Let X(n) be a renormalized (p, 2n)-watermelon with wall con-
dition and let t be in [0; 1]. X(n)(t) converges in distribution to 2
√
t(1− t) Λ.
Proof. We denote by f(t;x) the density function of 2
√
t(1− t) Λ i.e.
f(t;x) =
cp(
t(1− t))p2+p/2
∏
1≤i<j≤p
(xj
2 − xi2)2
p∏
i=1
x2i e
− ‖x‖2
2t(1−t) 1l0≤x1≤···≤xp ,
and
cp =
23p/2p!
(2p)!pip/2
∏
1≤i<j≤p
(j − i)(j + i− 1)
.
For two vectors u and v in Rp, u ≺ v means
∀i ∈ [[1; p], ui < vi.
Also, set
[u; v] = {x ∈ Rp, ∀i ∈ [[1; p], ui < xi < vi}
where [[x; y]] is the set of integers in [x; y]. Let u and v be two vectors in Rp such
that 0 ≺ u ≺ v and let t be in [0; 1]. It suffices to prove that
P
(
X(n)(t) ∈ [u; v]
)
−→
n→∞
∫
[u;v]
f(t;x)dx.
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We have
P
(
X(n)(t) ∈ [u; v]
)
=
∑
u≤x≤v
x
√
2n∈N
P
(
W (n)([2nt]) = x
√
2n
)
.
Following [14], we call star a set of p random walks, each of length 2n,
that satisfy the non-crossing condition and start at 0, 2, . . . , 2p− 2, respectively.
The only difference between a star and a watermelon is that, in a star, the
y-coordinates of the endpoints are unconstrained.
If we denote by N(m, e) the number of stars of length m with wall condition
which end at (e1, . . . , e2), we have (Theorem 6. of [14])
N(m, e) = 2−p
2+p
p∏
i=1
(ei + 1)
∏
1≤i<j≤p
(ej − ei)(ej + ei + 2)
p∏
i=1
D(m,
ei√
2n
, p).
(9)
with
D(m,xi, p) =
(m+ 2i− 2)!
( 1
2
(m+ xi
√
2n) + p)!( 1
2
(m− xi
√
2n) + p− 1)! ·
Set m = [2nt]. A (p, 2n)-watermelon which goes through e at time t, can be cut
in two stars: one of length m and the other of length 2n−m, both ending at e.
The number of (p, 2n)-watermelons is the number of stars of length 2n which
end at (0, 2, . . . , 2p− 2). Regarding this, we have for x such that x√2n ∈ Np
P
(
W (n)([2nt]) = x
√
2n
)
=
N(m,x
√
2n)N(2n−m,x√2n)
N(2n, (2i− 2)i)
= cp,n
p∏
i=1
D(m,xi, p)D(2n−m,xi, p)
D(2n, 2i−2√
2n
,+p)
where
cp,n =
2−p
2+p
[ ∏
1≤i<j≤p
(xj − xi)(xi + xj + 2√
2n
)2n
]2[ p∏
i=1
(xi +
1√
2n
)
√
2n
]2
∏
1≤i<j≤p
4(j − i)(j + i− 1)
p∏
i=1
(2i− 1)
.
First we have the following estimate
cp,n =
2−p
2+3p p! np
2
(2p)!
∏
1≤i<j≤p
(j − i)(j + i− 1)
∏
1≤i<j≤p
(ej
2 − ei2)2
p∏
i=1
ei
2
{
1 +O
( 1√
n
)}
.
The lemma below gives an estimate of D(m, ei, p).
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Lemma 3.4. Set n, a, c, d ∈ N, b ∈ 1√
2n
N and t ∈ ]0; 1]. For k = nt{1+O( 1n )},
we have
(2k + a)!
(k + b
√
2n+ c)!(k − b√2n+ d)! =
22k+a√
pi
(nt)a−c−d−
1
2 e−2b
2/t
{
1 +O
( 1√
n
)}
Furthermore, if a, b, c, d and t are in a compact set, then the O is uniform in
all these variables.
Proof. Using Stirling Formula and an asymptotic expansion of the logarithm,
we obtain
(k + b
√
2n+ c)! =
√
2pik kk+b
√
2n+c e−k+
2b2
t
{
1 +O
( 1√
n
)}
.
We have in the same way
(k − b
√
2n+ d)! =
√
2pik kk−b
√
2n+d e−k+
2b2
t
{
1 +O
( 1√
n
)}
and
(2k + a)! =
√
4pik (2k)2k+a e−2k
{
1 +O
( 1√
n
)}
,
leading to the result, after simplification.
This lemma yields the following estimate of D(m,xi, p):
D(m,xi, p) =
1√
pi
(nt)2i−2p−
3
2 2m+2i−2 e−xi
2/(2t)
{
1 +O
( 1√
n
)}
and so
D(m,xi, p)D(2n−m,xi, p)
D(2n, 2i−2√
2n
, p)
=
1√
pi
(
nt(1− t))2i−2p− 32 22i−2 e−xi2/(2t(1−t)){1 +O( 1√
n
)}
.
We deduce that
P
(
W (n)([2nt]) =x
√
2n
)
= cp,n
p∏
i=1
D(m,xi, p)D(2n−m,xi, p)
D(2n, 0, i− 1 + p)
= cp
∏
1≤i<j≤p(xj
2 − xi2)2
∏p
i=1 xi
2
(2n)p/2
(
t(1 − t))p2+p/2 e− ‖x‖
2
2t(1−t)
{
1 +O
( 1√
n
)}
=
( 2
n
)p/2
f(t;x)
{
1 +O
( 1√
n
)}
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and finally
P
(
X(n)(t) ∈ [u, v]
)
=
( 2
n
)p/2 ∑
u≤x≤v
e
√
2n∈N
f(t;x)
{
1 +O
( 1√
n
)}
.
In the equality above, the O is uniform in x and can be factorized. Then,
this expression becomes a Riemann sum which tends to
∫
[u;v]
f(t;x)dx. Indeed,
since the xi
√
2n have the same parity, the number of terms of a volume unit is
(
√
2n
2 )
p = (n2 )
p/2.
3.3 Proof of Theorem 2.2
The following lemma explains that the probability that the branches of a (p, 2n)-
watermelon with and wall condition do not near 0 or are relatively far from each
other, tends to 1 as n tends to infinity. In the proof of Theorem 2.2, this lemma
allows the restriction to such watermelons.
For ε ∈ ]0, 1[ and α ∈ ]0, 1/4[, we define the sets
Λ1n(α) =
{
∃k ∈ [[2εn, ((1− ε) ∧ τrn)2n]], ∃i ∈ [[1, p]] s.t. W (n)i (k) ≤ nα
}
=
{
∃k ∈ [[2εn, ((1− ε) ∧ τrn)2n]], s.t. W (n)1 (k) ≤ nα
}
and
Λ2n(α) = {∃k ∈ [[2εn, ((1− ε) ∧ τrn)2n]], ∃i, j ∈ [[1, p]] s.t. i < j and
W
(n)
j (k)
2 −W (n)i (k)2 ≤ nα
}
where r > 0 and τrn = inf{t > ε, X(n)p (t) ≤ r} . We have
Lemma 3.5. For i ∈ {1, 2},
lim
n→∞
P
(
Λin(α)
)
= 0.
Proof. We have shown in Proposition 3.3 that
P
(
X(n)(t) ∈ [u; v]
)
=
1
(2n)p/2
∑
u
√
2n≤x√2n≤v√2n
x
√
2n∈N
f(t;x)
{
1 +O
( 1√
n
)}
.
Thus for t ∈ [ε, (1− ε)], we have
P
(
W
(n)
1 ([2nt]) ∈ [0, nα], t ≤ τrn
)
≤ P
(
X(n)(t) ∈
[
0, nα−1/2
]
× [0, r]p−1
)
=
1
(2n)p/2
∑
0≤x1≤nα−1/2
x1
√
2n∈N
∑
0≤xi≤r
xi
√
2n∈N
i=2...p
f(t;x)
{
1 +O
( 1√
n
)}
.
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Since t ∈ [ε, (1− ε)] and x1 ≤ nα−1/2,
f(t;x) ≤ cp
∏
1≤i<j≤p(xj
2 − xi2)2
∏p
i=1 xi
2(
ε(1− ε))p2+p/2 e−2(x22+···+xp2)
≤
4p−2∑
k=2
x1
kfk(x2, . . . , xp) ≤
4p−2∑
k=2
x1
2fk(x2, . . . , xp)
≤ n2α−1
4p−2∑
k=2
fk
where fk is the product of a polynomial with positive coefficients and of an
exponential term exp(−2(x22+ · · ·+ xp2)), in particular fk is integrable. Using
the previous majoration, we obtain
P
(
W
(n)
1 ([2nt]) ∈ [0, nα] , t ≤ τrn
)
≤ 1√
2n
∑
0≤x1≤nα−1/2
x1
√
2n∈N
1
(2n)(p−1)/2
∑
0≤xi≤r
xi
√
2n∈N
i=2...p
n2α−1
4p−2∑
k=2
fk
{
1 +O
( 1√
n
)}
.
The sum over the xi for i ∈ {2, . . . , p} is a Riemann sum, thus
1
(2n)(p−1)/2
∑
0≤xi≤r
xi
√
2n∈N
i=2...p
4p−2∑
k=2
fk =
∫ r
0
4p−2∑
k=2
fk(x)dx
{
1 +O
(
1
n
)}
≤ c
where c is a positive constant, leading to:
P
(
W
(n)
1 ([2nt]) ∈ [0, nα] , t ≤ τrn
)
≤ cn3(α−1/2).
Finally, for α ≤ 1/4,
P
(
Λ1n(α)
) ≤ P(∃k ≤ 2((1− ε) ∧ τrn − ε)n1−α, W (n)1 (2εn+ knα) ≤ 2nα)
≤
(1−2ε)2n1−α∑
k=0
P
(
W
(n)
1 (2εn+ kn
α) ≤ 2nα, ε+ kn
α
2n
≤ τrn
)
≤ 2cn3(α−1/2)(1− 2ε)n1−α
≤ 2cn2α−1/2.
entailing the first point.
For i = 2, we proceed as above. Set
Λ2n(α) =
p−1⋃
j=1
Λ2,jn ,
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in which
Λ2,jn =
{
∃k ∈ [[2εn, ((1− ε) ∧ τrn)2n]], s.t. W (n)j+1(k)2 −W (n)j (k)2 ≤ nα
}
.
Let us fix j ∈ [1, p− 1]. For t ∈ [ε, (1− ε)], Proposition 3.3 yields
P
(
Wj+1([2nt])
2 −Wj([2nt])2 ∈ [0, nα], t ≤ τrn
)
=
1
(2n)p/2
∑
0≤xi≤r, xi
√
2n∈N
xj+1
2−xj2≤nα−1/2
f(t;x)
{
1 +O
( 1√
n
)}
.
replacing xj+1
2 with (xj+1
2−xj2)+xj2 in f(t;x), we bound this function when
t ∈ [ε, 1− ε] and xj+12 − xj2 ≤ nα−1/2:
f(t;x) ≤ cp
∏
1≤i<j≤p(xj
2 − xi2)2
∏p
i=1 xi
2(
ε(1− ε))p2+p/2 e−2(x12+···+xp2)
≤
4p−2∑
k=2
(
xj+1
2 − xj2
)k
fk(x1, . . . , xj , xj+2, . . . , xp) ≤ n2α−1
4p−2∑
k=2
fk
where the fk are products of an exponential term exp
( − 2(x12 + · · · + xj2 +
xj+2
2 + · · ·+ xp2)
)
with polynomials. Set y = xj+1
2 − xj2, we have
P
(
W
(n)
1 ([2nt]) ∈ [0, nα] , t ≤ τrn
)
≤ 1√
2n
∑
0≤xj≤r
xj
√
2n∈N
∑
0≤y≤nα−1
2ny∈N
1
(2n)(p−1)/2
∑
0≤xi≤r
xi
√
2n∈N
i6=j,j+1
n2α−1
4p−2∑
k=2
fk
{
1 +O
( 1√
n
)}
≤ n3(α−1/2) 1
(2n)(p−1)/2
∑
0≤xi≤r
xi
√
2n∈N
i6=j+1
4p−2∑
k=2
fk
{
1 +O
( 1√
n
)}
.
Now the O are uniform and the sum over the xi is a Riemann sum thus
1
(2n)(p−1)/2
∑
0≤xi≤r
xi
√
2n∈N
i6=j+1
4p−2∑
k=2
fk =
∫
[0;r]p
4p−2∑
k=2
fk(x)dx
{
1 +O
(
1
n
)}
≤ c
where c is a positive constant. This provides the following upper bound
P
(
W
(n)
j+1([2nt])
2 −W (n)j ([2nt])2 ∈ [0, nα] , t ≤ τrn
)
≤ cn3(α−1/2).
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To complete this proof, notice that we have
P
(
Λ2,in (α)
)
≤ P
(
∃k ≤ 2((1− ε) ∧ τrn − ε)n1−α, W (n)j+1(tk)2 −W (n)j (tk)2 ≤ 3nα)
≤
(1−2ε)n1−α∑
k=0
P
(
W
(n)
j+1(tk)
2 −W (n)j (tk)2 ≤ 3nα, tk ≤ τrn
)
≤ c′n3(α−1/2)(1− 2ε)n1−α ≤ c′′n2α−1/2
where tk = 2εn+ kn
α, c′ and c′′ are constants and that α is less than 1/4.
Proof of Theorem 2.2. Let
X˜(n) = (X˜(n)(t), t ∈ [0; 1])
be the piecewise constant process in Rp such that for every k ∈ [[0, 2n]] and every
i ∈ [[1, p]],
X˜
(n)
i (
k
2n
) =
1√
2n
(W
(n)
i (k) + 1).
We consider here sample paths that belong to the space D of cad-lag (right
continuous left limit) functions endowed with the Skorokhod topology (cf. [2,
ch 2]). To prove this theorem, it suffices to show that the process (X˜(n)(t))t
converges in distribution to the process X . The convergence in distribution of
the process will be a consequence of Theorem 3.6 below. (X˜(n)(t), t ∈ [ε, 1− ε])
to the process (X(t), t ∈ [ε, 1− ε]) for every ε ∈]0; 1/2[. First, let us show that
this convergence entails Theorem 2.2. Then we shall state and prove Theorem
3.6. Finally we shall apply this theorem to our case.
If we prove that X˜(n) converges to X on [ε; 1− ε] for every ε ∈]0; 1/2[, then
the uniqueness of the solution of (Ew) implies that (X˜
(n)(t), t ∈]0; 1[) converges
to (X(t), t ∈]0; 1[). Since X tends to 0 when t tends to 0 and 1, we have the
convergence on [0; 1].
Theorem 3.6 is similar to Theorem 4.1 in [7].
Theorem 3.6. We assume the strong uniqueness of the solution of the SDE
dX(t) = b(X(t), t)dt+ σ(X(t), t)dB(t). (10)
which satisfies a property P. Let X(n) and B(n) be two processes with cad-lag
sample paths on [0, 1] and let A(n) = (A
(n)
i,j ) be a symmetric d× d matrix-valued
process such that A
(n)
i,j has cad-lag sample paths on [0, 1] and A
(n)(t) − A(n)(s)
is nonnegative definite for t > s ≥ 0. Set
τrn = inf{t > 0 such that |X(n)(t)| ≥ r or |X(n)(t−)| ≥ r}
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and Fnt = σ(X(n)(s), B(n)(s), A(n)(s), s ≤ t).
We assume that the following assumptions hold for every r > 0, T > 0 and
i, j = 1, . . . , d:
M
(n)
i = X
(n)
i −B(n)i is a Fnt -local martingale (H1)
M
(n)
i M
(n)
j −A(n)ij is a Fnt -local martingale (H2)
lim
n→∞
E
[
sup
t≤T∧τrn
∣∣X(n)(t)−X(n)(t−)∣∣2] = 0 (H3)
lim
n→∞
E
[
sup
t≤T∧τrn
∣∣B(n)(t)−B(n)(t−)∣∣2] = 0 (H4)
lim
n→∞
E
[
sup
t≤T∧τrn
∣∣A(n)ij (t)−A(n)ij (t−)∣∣2] = 0 (H5)
sup
t≤T∧τrn
∣∣∣∣B(n)i (t)− ∫ t
0
bi(X
(n)(s), s)ds
∣∣∣∣ P−→ 0 (H6)
sup
t≤T∧τrn
∣∣∣∣A(n)ij (t)− ∫ t
0
aij(X
(n)(s), s)ds
∣∣∣∣ P−→ 0 (H7)
where (aij) = σσ
∗. Moreover, we assume that every accumulation point of X(n)
satisfies the property P and that X(n)(0) converges in distribution to X(0).
Then the process (X(n))n converges in distribution to the process X.
Proof. We shall prove this theorem in two steps whether the coefficients are
homogeneous in time or not.
– Let us assume that the coefficients σ and b are homogeneous in time.
Using the same arguments as in the proof of Theorem 4.1 in [7], the sequence(
X(n)(.∧τrn)
)
is relatively compact and a limit Xr0 of a subsequence of
(
X(n)(.∧
τr0n )
)
is a solution of (10).
As Xr0 is an accumulation point of the sequence X(n), the property P holds
for Xr0, thus, by uniqueness, Xr0 has the same distribution as X . Therefore
X(n)(.∧ τrn) converges in distribution to X(.∧ τr) for every r > 0. But τr tends
to infinity along with r. Thus X(n) converges in distribution to X .
– When the coefficients σ and b are not homogeneous.
We consider the time-space process X¯(n)(t) =
(
X(n)(t), t
)
. It is easy to show
that if every hypothesis is satisfied for X(n), B(n), A(n), b and σ, then they hold
for X¯n, the processes B¯ and A¯
(n) and the functions b¯ et σ¯ defined by
B¯(n) =
(
B(n)
t
)
, b¯
(
x
t
)
=
(
b(x, t)
t
)
, σ¯
(
x
t
)
=
(
σ(x, t)
0
)
,
A¯
(n)
ij =
 A
(n)
ij if i, j ∈ [[1, d]]
0 if i or j = d+ 1
t/n if i = j = d+ 1
.
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Hence X¯(n) converges in distribution to (X, t), therefore X(n) converges in dis-
tribution to X .
Remark 3.7. Theorem 3.6 does not only give the convergence of X(n) to X ,
but also, by the relatively compactness of X(n), the existence of a solution of
the SDE (Ew).
To prove Theorem 2.2, it suffices to exhibit some processes A, B and M and
verify the assumptions of Theorem 3.6 with the property P = {the 1-dimensional
distribution of X at time t has the density f(t;x)}. In point of fact, we want
to prove the convergence of X˜(n) only on [ε, 1 − ε]. Hence, it suffices to verify
the assumptions for t ≥ ε and the assumption (H6’) and (H7’) instead of (H6)
and (H7).
sup
ε≤t≤T∧τrn
∣∣∣∣B(n)i (t)−B(n)i (ε)− ∫ t
ε
bi(X˜
(n)(s), s)ds
∣∣∣∣ P−→ 0 (H6’)
sup
ε≤t≤T∧τrn
∣∣∣∣A(n)ij (t)−A(n)ij (ε)− ∫ t
ε
aij(X˜
(n)(s), s)ds
∣∣∣∣ P−→ 0 (H7’)
To proof this, we apply Theorem 3.6 with X˜(n)(ε+ t), B
(n)
i (ε+ t)−B(n)i (ε) and
A
(n)
i,j (t)−A(n)i,j (ε).
First, let us give the definitions of the processes A, B and M , the stopping
times T and τ and the functions b, σ and a: for t ∈ [0; 1],
B(n)(t) = (B
(n)
i (t))i =
( [2nt]−1∑
l=0
E
[
X˜
(n)
i (
l + 1
2n
)− X˜(n)i (
l
2n
)
∣∣∣Fl] )
i
,
M (n) = X˜(n) −B(n),
A
(n)
i,j (t) =
[2nt]−1∑
l=0
E
[
M
(n)
i (
l + 1
2n
)M
(n)
j (
l + 1
2n
)−M (n)i (
l
2n
)M
(n)
j (
l
2n
)
∣∣∣Fl] ,
Fl = σ
(
X˜(n)(
j
2n
), j = 0, . . . , l
)
for r > 0 and ε > 0, τrn = inf
t≥ε
{X˜(n)p (t) ≥ r}, T = 1− ε,
b(t, x) = (bi(t, x))1≤i≤p =
( −xi
1− t +
1
xi
+
p∑
j=1
2xi
x2i − x2j
)
1≤i≤p
and σ(x, y, t) = a(x, y, t) = Id2.
Some assumptions of Theorem 3.6 are easily verified. First, it is clear, by def-
inition, that M (n) and M
(n)
i M
(n)
j −A(n)i,j are both martingales ((H1) and (H2)).
After, the assumptions (H3), (H4) and (H5) are easy to state. Indeed, the paths
of processes X˜
(n)
i are piecewise continuous functions with jumps of amplitude
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1/
√
2n. It is the same for the paths of B
(n)
i , and, for the processes A
(n)
i,j , it is
easy to show that on [0, τrn], we have |A(n)i,j ((k+1)/2n)−A(n)i,j (k/2n)| ≤ 3r/
√
2n.
Hence the three supremums of these assumptions are bounded above by a
O(1/√2n). Finally, Proposition 3.3 prove that X˜(n)(ε) tends in distribution
to X(ε) and that every accumulation point of X˜(n) verifies the property P .
We just need to verify the assumptions (H6’) and (H7’). Let us consider the
new following assumptions: ∀η > 0,
P
({
sup
ε≤t≤T∧τrn
∣∣∣B(n)i (t)−B(n)i (ε)− ∫ t
ε
bi(X˜
(n)(s))ds
∣∣∣ ≥ η} ∩ Λn(α)) −→
n→∞ 0
(H6”)
P
({
sup
ε≤t≤T∧τrn
∣∣∣A(n)ij (t)−A(n)ij (ε)−∫ t
ε
aij(X˜
(n)(s))ds
∣∣∣ ≥ η} ∩ Λn(α)) −→
n→∞ 0,
(H7”)
where
Λn(α) =
(
Λ1n(α) ∪ Λ2n(α)
)c
.
It is clear by Lemma 3.5 that the assumptions (H6”) and (H7”) yield the as-
sumptions (H6) and (H7).
“Verification” of assumption (H6”)
First, we change the supremum over real numbers into supremum over in-
tegers. Cutting the integral over b and using the fact that on [ε, (1− ε) ∧ τrn],
X˜
(n)
i (t) and X˜
(n)
i (t)− X˜(n)j (t) are lower than r and greater than 1√2n , we obtain
∣∣∣ ∫ t
ε
bi(X˜
(n)(s), s)ds− 1
2n
[2nt]−1∑
k=[2nε]
bi(X˜
(n)(
k
2n
),
k
2n
)
∣∣∣
≤ 1
2n
∣∣∣ [2nt]−1∑
k=[2nε]
−X˜(n)i (
k
2n
)
∫ k+1
k
1
1− s2n
ds− X˜(n)i (t)
∫ 2nt
[2nt]
1
1− s2n
ds
−
[2nt]−1∑
k=[2nε]
−X˜(n)i ( k2n )
1− k2n
∣∣∣+ (2p+ 1)r√2n
2n
≤ r
∣∣∣ ∫ 2nt
2nε
1
1− s2n
ds− 1
2n
[2nt]−1∑
k=[2nε]
1
1− k2n
∣∣∣+ O(1)
≤ r
∣∣∣ ∫ t
ε
1
1− sds−
1
2n
[2nt]−1∑
k=[2nε]
1
1− k2n
∣∣∣+ O(1)
≤ O(1)
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where the “O(1)” is uniform in t. As B(n)i ([t]) = B
(n)
i (t) + O( 1√2n ), it suffices
to verify assumption (H6”) to prove that for every η > 0,
P
({
sup
ε≤k/2n≤(1−ε)∧τrn
∣∣B(n)i ( k2n )−B(n)i (ε)− 12n
k∑
j=[2nε]
bi(X˜
(n)(
j
2n
),
j
2n
)
∣∣ ≥ η}
∩ Λn(α)
)
−→
n→∞ 0.
For every function h, we denote by ∆kh the increment of h between the instants
k
2n and
k+1
2n , i.e.
∆kh = h(
k + 1
2n
)− h( k
2n
).
With this notation, we have
∆kB
(n)
i = E
[
∆k−1X˜
(n)
i
∣∣X˜(n)(k − 1
2n
)
]
=
∑
ε∈{−1,1}p
εi√
2n
P
(
∆k−1X˜
(n)
i =
ε√
2n
∣∣X˜(n)(k − 1
2n
)
)
and
P
((
∆kX˜
(n)
i
)
i
=
( εi√
2n
)
i
∣∣(X˜(n)i ( k2n ))i = (xi)i)
= P
((
W
(n)
i (k + 1)−W (n)i (k)
)
i
=
(
εi
)
i
∣∣(X(n)i ( k2n ))i = (xi√2n+ 1)i
)
=
N(k, (xi
√
2n− 1)i).N(2n− k − 1, (xi
√
2n− 1 + εi)i)
N(k, (xi
√
2n− 1)i).N(2n− k, (xi
√
2n− 1)i)
=
N(2n− k − 1, (xi
√
2n− 1 + εi)i)
N(2n− k, (xi
√
2n− 1)i)
,
where N(m, e) denote the number of stars of lengthm with wall condition which
end at (e1, . . . , ep). Using (9),
P
((
∆kX˜
(n)
i
)
i
=
( εi√
2n
)
i
∣∣(X˜(n)i ( k2n))i = (xi)i)
=
1
2p
p∏
i=1
(
1− εixi√
2n(1− t) +
2p− 1
2n(1− t)
)(
1 +
εi
xi
√
2n+ 1
)
(11)
×
∏
1≤i<j≤p
(
1 +
εj − εi
(xj − xi)
√
2n− 2
)(
1 +
εj + εi
(xj + xi)
√
2n+ 4
)
.
We expand this product and we row these terms according to the number of 1,
which appear in the product.
– Choosing 1 in every factor, we obtain of course 1.
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– Choosing only one factor different from 1, we obtain
p∑
i=1
( −εixi√
2n(1− t) +
εi
xi
√
2n
)
+
∑
1≤i<j≤p
( εj − εi
(xj − xi)
√
2n
+
εj + εi
(xj + xi)
√
2n
)
.
– Choosing two factors different from 1, we obtain the sum of two terms,
one without epsilon and the other with the product of two different epsilons:
g(x1, . . . , xp) +
∑
i6=j
εiεjhi,j(x1, . . . , xp)
where g and the hi,j are O
(
1
n2α
)
.
– Choosing more than three factors different from 1, we obtain some terms
which are O( 1n3α ).
The expansion of the product (11) give
P
((
∆kX˜
(n)
i
)
i
=
( εi√
2n
)
i
∣∣(X˜(n)i ( k2n))i = (xi)i)
=
1
2p
[
1 +
p∑
i=1
( −εixi√
2n(1− t) +
εi
xi
√
2n
)
+
∑
1≤i<j≤p
( εj − εi
(xj − xi)
√
2n
+
εj + εi
(xj + xi)
√
2n
)
(12)
+ g(x1, . . . , xp) +
∑
i6=j
εiεjhi,j(x1, . . . , xp)
]
+O
( 1
n3α
)
.
Multiplying the previous equality by εi/
√
2n and summing over every ε ∈
{−1, 1}p, all terms containing an odd number of epsilon give 0. Thus the incre-
ment of B is
∆kB
(n)
i =
1
2n
bi
(
X˜(n)(
k
2n
),
k
2n
)
+O
( 1
n3α+1/2
)
(13)
Assumption (H6”) is satisfied since
P
({
sup
ε≤k/2n≤(1−ε)∧τrn
∣∣B(n)i ( k2n )−B(n)i ([2nε])
− 1
2n
k∑
j=[2nε]
bi(X˜
(n)(
j
2n
),
j
2n
)
∣∣ ≥ η} ∩ Λn(α))
= P
({
sup
ε≤k/2n≤(1−ε)∧τrn
∣∣ k∑
j=[2nε]
∆jB
(n)
i −
1
2n
bi(X˜
(n)(
j
2n
),
j
2n
)
∣∣ ≥ η} ∩ Λn(α))
≤ P
({ 2n((1−ε)∧τrn)∑
j=[2nε]
∣∣∆jB(n)i − 12nbi(X˜(n)( j2n), j2n )∣∣ ≥ η} ∩ Λn(α))
≤ P
(
O( 1
n3α−1/2
) ≥ η
}
∩ Λn(α)
)
≤ P
(
O( 1
n3α−1/2
) ≥ η
)
−→
n→∞
0
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and α > 1/6.
“Verification” of assumption (H7”)
First, we have
M
(n)
i (
k + 1
2n
)M
(n)
j (
k + 1
2n
)
=M
(n)
i (
k
2n
)M
(n)
j (
k
2n
) +
(
X˜
(n)
i (
k
2n
)−B(n)i (
k
2n
)
)(
∆kB
(n)
j −∆kX˜(n)j
)
+
(
X˜
(n)
j (
k
2n
)−B(n)j (
k
2n
)
)(
∆kB
(n)
i −∆kX˜(n)i
)
+
(
∆kB
(n)
i −∆kX˜(n)i
)(
∆kB
(n)
j −∆kX˜(n)j
)
and by definition of B,
E
[
∆kB
(n) −∆kX˜(n)
∣∣Fk] = 0,
hence
E
[
∆kM
(n)
i M
(n)
j
∣∣Fk] = E [∆kX˜(n)i ∆kX˜(n)j ∣∣Fk]−∆kB(n)i ∆kB(n)j .
On Λn(α) and for t ∈ [ε, ((1− ε)∧ τrn)], X(n)i (t) is lower than r and greater than
nα−1/2 thus
bi(X˜
(n)(
k
2n
),
k
2n
) = O(n1/5).
Using (13),
k−1∑
l=[2nε]
∆lB
(n)
i ∆lB
(n)
j = O(
1
n1−2α
).
This estimate yields
A
(n)
i,j (
k
2n
)−A(n)i,j (ε) =
k−1∑
l=[2nε]
E
[
∆lM
(n)
i M
(n)
j
∣∣Fl]
=
k−1∑
l=[2nε]
E
[
∆lX
(n)
i ∆lX
(n)
j
∣∣Fl]+O( 1
n1−2α
)
.
We consider two cases whether i equals to j or not.
If i = j then, since (∆lX
(n)
i )
2 = 1/2n, we have
A
(n)
i,j (
k
2n
)−A(n)i,j (ε) =
k − [2nε]
2n
+O
( 1
n1−2α
)
=
∫ k/2n
ε
ai,i(t)dt+O
( 1
n1−2α
)
.
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If i < j then
E
[
∆lX
(n)
i ∆lX
(n)
j
∣∣Fl] = O( 1
n2
)
.
Indeed, if we denote by
pk(εi, εj, x) = P
(
∆lX
(n)
i = εi,∆lX
(n)
j = εj
∣∣Xn( l
2n
) = x
)
,
for εi and εj in {−1, 1} and for x = (xi) a vector of Rp, then
E
[
∆lX
(n)
i ∆lX
(n)
j
∣∣Xn( l
2n
) = x
]
=
∑
εi,εj∈{− 1√
2n
, 1√
2n
}
εiεjpl(εi, εj, x).
Now, using (12) and the order of magnitude of the functions g and h, we have
the following estimate
pl(εi, εj , x) =
∑
k∈{1,...,p},k 6=i,j
εk∈{− 1√2n ,
1√
2n
}
P
(
∆lX
(n) = ε
∣∣Xn( k
2n
) = x
)
=
1
2p
∑
k∈{1,...,p},k 6=i,j
εk∈{− 1√2n ,
1√
2n
}
[
1 +
p∑
h=1
( −εhxh√
2n(1− t) +
εh
xh
√
2n
)
+
∑
1≤r<s≤p
( εr − εs
(xr − xs)
√
2n
+
εr + εs
(xr + xs)
√
2n
)]
+O
( 1
n2α
)
=
1
4
+
1
4
√
2n
[ −εixi
1− l/n +
εi
xi
+
−εjxj
1− l/n +
εj
xj
+
εi − εj
xi − xj +
εi + εj
xi + xj
+
∑
s∈{1,...,p}
s6=i,j
( εi
xi − xs +
εi
xi + xs
+
εj
xj − xs +
εj
xj + xs
)]
+O
( 1
n2α
)
.
A simple computation leads to
E
[
∆lX
(n)
i ∆lX
(n)
j
∣∣X˜(n)( l
2n
)
]
=
∑
εi,εj∈{− 1√
2n
, 1√
2n
}
εiεjpl(εi, εj , x) = O
( 1
n1+2α
)
.
Thanks to this estimate, we can write, for i 6= j,
A
(n)
i,j (
k
2n
)−A(n)i,j (ε) = O
( 1
n2α
)
+O
( 1
n1−2α
)
=
∫ k/2n
ε
ai,j(t)dt+O
( 1
n2α
)
.
In both cases, we have shown
A
(n)
i,j (
k
2n
)−A(n)i,j (ε)−
∫ k/2n
ε
ai,j(t)dt = O
( 1
n2α
)
.
This equality completes the checking of Assumption (H7”) and the proof of
Theorem 2.2 as well.
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4 Watermelons without wall condition: proofs
4.1 Properties
Proposition 4.1. Let X̂ = (X̂1, . . . , X̂p) be a solution to the SDE (Ew/o). The
Euclidean norm of X̂ is a Bessel bridge with dimension p2.
Proof. Using the Itoˆ’s formula, we prove that U = ‖X̂‖2 satisfies the following
equation:
dU =
(−2U
1− t + p
2
)
dt+
√
UdB.
This equation is the SDE from a square Bessel bridge with dimension p2.
Proposition 4.2. If X̂ = (X̂1, . . . , X̂p) is a solution of the SDE (Ew/o), then
we have
P
(
∀t ∈ ]0; 1[ , −∞ < X̂1(t) < · · · < X̂p(t) < +∞
)
= 1.
Proof. Let X̂ be a solution of SDE (Ew/o). By Proposition 4.1, the norm of X̂
is a Bessel bridge with dimension p2, since X̂ is finite on [0, 1]. It remains to
show that the branches of X̂ do not touch each other. For this we use the same
method as in the previous section. Set ε > 0, F (x1, . . . , xp) = ln
(∏
i<j(xj−xi)
)
and U(t) = F (X̂(t)) for t ∈ [ε, (1 − ε)]. The partial derivatives of F are given
by
∂iF (x) =
∑
j 6=i
1
xi − xj and ∂
2
i F (x) =
∑
j 6=i
−1
(xi − xj)2 .
By Girsanov Theorem, it exists a probability measure Q under which U satisfies
dU =
p∑
i=1
(
(∂iF (X̂))
2 +
1
2
∂2i F (X̂)
)
ds+
p∑
i=1
∂iF (X̂)dBi.
Now
p∑
i=1
(∂iF (x))
2 +
1
2
∂2i F (x) =
1
2
∑
i6=j
1
(xj − xi)2 +
∑
i6=j 6=k
1
(xi − xj)(xi − xk) = 0
thus U is a time-changed Brownian motion, Q-almost surely finite on [ε, (1−ε)]
and thus P-almost surely for every ε > 0. This completes the proof of proposition
4.2.
Proof of Theorem 2.6. We use the same method as in the proof of Theorem
2.1. Since the coefficients of the SDE (Ew/o) are locally Lipschitz, we have the
uniqueness of the solution up to its explosion time. Proposition 4.2 implies that
this explosion time equals to 1. Thus we have the uniqueness of (Ew/o) over
[ε, 1− ε] for every ε > 0 and we proceed the same way to obtain the uniqueness
over [0, 1].
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The existence of a solution of (Ew/o) results from the fact that the renor-
malized sequence of the (p, 2n)-watermelons has a subsequence which converges
to a solution of (Ew/o). This point will be proved during the proof of Theorem
2.7.
4.2 1-dimensional distribution
Proposition 4.3. Let X̂(n) be a renormalized (p, 2n)-watermelon without wall
condition an let t be in [0; 1]. X̂(n)(t) converges in distribution to
√
2t(1− t) Λ̂.
Proof. We denote by f̂(t;x) the density function of
√
2t(1− t) Λ̂ i.e.
f̂(t;x) =
2−p/2
pip/2
(
t(1− t))p2/2∏p−1i=1 i!
∏
1≤i<j≤p
(xj − xi)2 e−
‖x‖2
2t(1−t) 1lx1≤···≤xp .
Let u and v be two vectors in Rp such that u < v and let t be in [0; 1]. To prove
Proposition 4.3, it suffices to show that
P
(
X̂(n)(t) ∈ [u, v]
)
−→
n→∞
∫
[u;v]
f̂(t;x)dx.
We denote by N̂(m, e) the number of star without wall condition of length m
with p branches ending at (e1, . . . , ep). By Theorem 1. in [14], we know that
N̂(m, e) = 2(
p
2)
p∏
i=1
(m− i+ p)!(
1
2
(m+ ei)
)
!
(
1
2
(m− ei) + p− 1
)
!
∏
1≤i<j≤p
(ej − ei). (14)
Let u, v ∈ Rp and m = [2nt] where t ∈ [0; 1], we have
P
(
X̂(n)(t) ∈ [u, v]
)
=
∑
u≤x≤v
x
√
2n∈Z
P
(
Ŵ (n)([2nt]) = x
√
2n
)
.
Cutting the watermelons in two stars in the same way as in the proof of Propo-
sition 4.3, we can write that
P
(
W (n)([2nt]) = x
√
2n
)
=
N̂(m,x
√
2n)N̂(2n−m,x√2n)
N̂(2n, 2i− 2)
= ĉp,n
p∏
i=1
D̂(m,xi, p)D̂(2n−m,xi, p)
D̂(2n, 2i−2√
2n
, p)
where
ĉp,n =
2−(
p
2)
[∏
1≤i<j≤p(xj − xi)
√
2n
]2
∏
1≤i<j≤p 2(j − i)
=
n(
p
2)
[∏
1≤i<j≤p(xj − xi)
]2
2(
p
2)
∏p−1
i=1 i!
25
and
D̂(m,xi, p) =
(m− i+ p)!
( 1
2
(m+ xi
√
2n))!( 1
2
(m− xi
√
2n) + p− 1)! ·
Lemma 3.4 Yields the following estimate
D̂(m,xi, p) =
1√
pi
(nt)−i+
1
2 2m+p−i e−xi
2/(2t)
{
1 +O
( 1√
n
)}
and thus
D̂(m,xi, p)D̂(2n−m,xi, p)
D̂(2n, 2i−1√
2n
, i− 1 + p)
=
2p−i√
pi
(
nt(1− t)) 12−i e −xi22t(1−t){1 +O( 1√
n
)}
and
P
(
Ŵ (n)([2nt]) = x
√
2n
)
=
( 2
n
)p/2 2−p/2
pip/2
∏p−1
i=1 i!
∏
1≤i<j≤p(xj − xi)2(
t(1− t))p2/2 e− ‖x‖
2
2t(1−t)
{
1 +O
( 1√
n
)}
.
Finally, we obtain
P
(
X̂(n)(t) ∈ [u, v]
)
=
( 2
n
)p/2 ∑
u≤x≤v
x
√
2n∈N
2−p/2
pip/2
∏p−1
i=1 i!
∏
1≤i<j≤p(xj − xi)2(
t(1− t))p2/2 e− ‖x‖
2
2t(1−t)
{
1 +O
( 1√
n
)}
.
As the O are uniform in x, the previous sum is a Riemann sum which converges
to
∫
[u;v] f̂(t;x)dx.
4.3 Proof of Theorem 2.7
Let
(
X˜(n)(t)
)
t∈[0;2n] be the piecewise continuous function such that for every
k ∈ [[0; 2n]] and every i ∈ [[1; p]],
X˜
(n)
i (k) = X̂
(n)
i (k) +
1√
2n
As in the proof of Theorem 2.2, it is enough to prove the convergence of the
process X˜(n) to the process X̂, solution of the SDE (Ew/o) over [ε, 1 − ε] for
every ε ∈]0, 1/2[. For this, we shall use Theorem 3.6.
Let the processesA, B andM , the stopping times T and τrn and the functions
σ and a de defined as in the proof of Theorem 2.2. We just replace f by f̂ in
the definition of property P and defined the function b by
b(t;x) = (bi(t, x))1≤i≤p =
( −xi
1− t +
p∑
j=1
1
xi − xj
)
1≤i≤p
.
26
Almost all assumptions of Theorem 3.6 are easily verified. Indeed, it is enough
to check the assumption (H6”) and (H7”). First, let us give a lemma similar to
Lemma 3.5.
For ε ∈]0; 1[ and α ∈]0; 1/4[, we define the set
Λn(α) =
{
∃t ∈ [ε, ((1− ε) ∧ τrn)], ∃i < j ∈ [[1, p]]
such that Ŵ
(n)
j ([2nt])− Ŵ (n)i ([2nt]) ≤ nα
}
.
We have
Lemma 4.4.
P (Λn(α)) −→
n→∞
0.
Proof. Proposition 4.3 yields the following equality
P
(
X˜(n)(t) ∈ [u, v]
)
=
1
(2n)p/2
∑
u≤x≤v
x
√
2n∈Z
f̂(t;x)
{
1 +O
( 1√
n
)}
.
Setting an upper bound to f̂(t;x), we obtain
P
(
Ŵ
(n)
j ([2nt])− Ŵ (n)i ([2nt]) ∈ [0, nα]
)
= O(n3(α−1/2))
and so
P (Λn(α)) = O
(
n2α−1/2
)
.
This estimate completes the proof since α < 1/4.
“Verification” of assumption (H6”)
First, we change the supremum over real numbers into a supremum over
integers. The assumption (H6”) becomes
P
({
sup
ε≤k/2n≤(1−ε)∧τrn
∣∣B(n)i ( k2n )−B(n)i (ε)− 12n
k∑
j=1
bi(X˜
(n)(
j
2n
),
j
2n
)
∣∣ ≥ η}
∩ Λn(α)c
)
−→
n→∞ 0.
Let us recall that for a function h, ∆kh = h(
k+1
2n ) − h( k2n ). By definition of B,
we can write
∆kB
(n)
i =
∑
ε∈{−1,1}
εi√
2n
P
(
∆k−1X˜
(n)
i =
εi√
2n
∣∣X˜(n)(k − 1
2n
)
)
and for ε ∈ {−1, 1}p and x ∈ {x1 < · · · < xp ∈ R}
P
(
∆k−1X˜(n) =
ε√
2n
∣∣X˜(n)(k − 1
2n
) = x
)
=
N̂(2n− k − 1, (xi
√
2n− 1 + εi)i)
N̂(2n− k, (xi
√
2n− 1)i)
.
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where N̂ denotes the number of stars without wall condition. Using (14) and
the fact that on Λn(α), x > n
α−1/2 and that k ∈ [[2nε, 2n((1 − ε) ∧ τrn)]], we
obtain the following estimate
P
((
∆kX˜
(n)
i
)
i
=
( εi√
2n
)
i
∣∣(X˜(n)i ( k2n ))i = (xi)i)
=
1
2p
p∏
i=1
(
1− εixi√
2n(1− t) +
2p(1 + εi)− 1
2n(1− t)
) ∏
1≤i<j≤p
(
1 +
εj − εi
(xj − xi)
√
2n− 2
)
=
1
2p
[
1 +
p∑
i=1
−εixi√
2n(1− t) +
∑
1≤i<j≤p
εj − εi
(xj − xi)
√
2n
+ g(x) +
∑
i6=j
εiεjhi,j(x)
]
+O
( 1
n3α
)
where g and the hi,j are O
(
n−2α
)
. Hence, we have
∆kB
(n)
i =
1
2n
bi
(
X˜(n)(
k
2n
),
k
2n
)
+O
( 1
n3α+1/2
)
(15)
and so
P
({
sup
k/2n≤(1−ε)∧τrn
∣∣B(n)i ( k2n )−B(n)i (ε)− 12n
k∑
j=[2nε]
bi(X˜
(n)(
j
2n
),
j
2n
)
∣∣ ≥ ε}
∩ Λn(α)c
)
≤ P
(
O( 1
n3α+1/2
) ≥ η) −→
n→∞ 0
since α is greater than 1/6.
“Verification” of assumption (H7”)
The definitions being the same as in Theorem 2.2, we still have
E
[
∆kM
(n)
i M
(n)
j
∣∣Fk] = E [∆kX˜(n)i ∆kX˜(n)j ∣∣Fk]−∆kB(n)i ∆kB(n)j .
Recall that on Λn(α) and for k ∈ [[2nε, ((1− ε) ∧ τrn)2n]], we have
bi(X˜(
k
2n
),
k
2n
) = O(n1/5)
and therefore, by (15),
k−1∑
l=[2nε]
∆lB
(n)
i ∆lB
(n)
j = O(
1
n1−2α
).
Hence, we have
A
(n)
i,j (k) =
k−1∑
l=[2nε]
E
[
∆lX˜
(n)
i ∆lX˜
(n)
j
∣∣Fl]+O( 1
n1−2α
)
.
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If i = j, then, since (∆lX˜
(n)
i )
2 = 1/2n, we have
A
(n)
i,j (
k
2n
) =
k − [2nε]
n
+O
( 1
n1−2α
)
=
∫ k/2n
ε
ai,i(t)dt+O
( 1
n1−2α
)
.
If i < j, then the equality
E
[
∆lX˜
(n)
i ∆lX˜
(n)
j
∣∣Fl] = O( 1
n1+2α
)
yields
A
(n)
i,j (k)−A(n)i,j (ε) =
∫ k/2n
ε
ai,j(t)dt+O
( 1
n2α
)
.
In both cases, we have
A
(n)
i,j (
k
2n
)−A(n)i,j (ε)−
∫ k/2n
ε
ai,j(t)dt = O
( 1
n2α
)
.
This complete the verification of the assumption (H7”) and the proof of Theorem
2.7 too.
5 Some moments of asymptotic watermelons
In this section, we give in both first propositions the moments at time t of
the continuous 2-watermelons with and without wall condition. We give in
the sequel for a continuous p-watermelon X the moments of the elementary
symmetric polynomials of X1, . . . , Xp.
Proposition 5.1. Let (X1, X2) be a continuous 2-watermelon with wall condi-
tion. We have for every integer k ∈ N∗
3piE
[
X2(t)
2k
](
t(1− t))k = 2(3− k)(k + 1)! + (k
2 + k + 3)(2k + 2)!
(k + 1)!2k+1
[
pi − 2
k+1∑
j=1
2j
j
(
j
2j
)],
3piE
[
X1(t)
2k
](
t(1− t))k = −2(3− k)(k + 1)! + (k
2 + k + 3)(2k + 2)!
(k + 1)!2k+1
[
pi + 2
k+1∑
j=1
2j
j
(
j
2j
)],
3
√
piE
[
X1(t)
2k−1](
t(1− t))(2k−1)/2 = (2k + 2)!(14− 4k)22k+3(k + 1)! + (4k2 + 11)2k−1k!(
√
2−
k∑
j=0
(
j
2j
)
23j
)
,
3
√
piE
[
X2(t)
2k−1](
t(1− t))(2k−1)/2 = − (2k + 2)!(14− 4k)22k+3(k + 1)! + (4k2 + 11)2k−1k!
k∑
j=0
(
j
2j
)
23j
.
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Proposition 5.2. Let (X̂1, X̂2) be a continuous 2-watermelon without wall con-
dition. We have for every integer k ∈ N
E
[
X̂2(t)
2k
]
= E
[
X̂1(t)
2k
]
=
(2k)!(k + 1)
2kk!
(
t(1− t))k,
E
[
X̂2(t)
2k+1
]
= −E
[
X̂1(t)
2k+1
]
=
[ (2k + 2)!
22k+1(k + 1)!
+ (2k + 3)2kk!
k∑
j=0
(
j
2j
)
23j
](t(1− t))(2k+1)/2
2
√
pi
.
Remark : The following table give the values of the first moments of continuous
2-watermelons:
2-watermelon
without wall condition
2-watermelon
with wall condition
k
2piE[X̂1(t)k]
(t(1−t))k/2
2piE[X̂2(t)k]
(t(1−t))k/2
3piE[X1(t)k]
(t(1−t))k/2
3piE[X2(t)k]
(t(1−t))k/2
1 −4√pi 4√pi (15√2−15)√pi 15√pi
2 4pi 4pi 15pi−32 15pi+32
3 −14√pi 14√pi (108√2− 2792 )
√
pi 2792
√
pi
4 18pi 18pi 135pi−384 135pi+384
5 −79√pi 79√pi (1128√2− 62134 )
√
pi 62134
√
pi
6 120pi 120pi 1575pi−4800 1575pi+4800
Proposition 5.3. Let (Xi)1≤i≤p be a continuous p-watermelon with wall con-
dition and Σk,p be the k-th elementary symmetric polynomial of (Xi
2)1≤i≤p,
i.e.
Σk,p =
∑
1≤i1<···<ik≤p
Xi1
2 . . . Xik
2.
We have
E [Σ2k,p] =
(2p+ 1)!
(2p+ 1− 2k)!2kk!
(
t(1− t))k.
Proposition 5.4. Let (X̂i)1≤i≤p be a continuous p-watermelon without wall
condition and Σ̂k,p be the k-th elementary symmetric polynomial of (X̂i)1≤i≤p,
i.e.
Σ̂k,p =
∑
1≤i1<···<ik≤p
X̂i1 . . . X̂ik .
We have
E
[
Σ̂2k,p
]
= (−1)k p!
(p− 2k)!2kk!
(
t(1 − t))k and E [Σ̂2k+1,p] = 0.
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Proof of Proposition 5.1. By Proposition 3.3, we know that the density of a
p-watermelon with wall condition at time t is f(t;x), thus
E
[
X1(t)
k
]
=
∫
x1
kf(t;x)dx and E
[
X2(t)
k
]
=
∫
x2
kf(t;x)dx.
By carrying out the change of variables ui = xi/
√
t(1− t), we obtain
E
[
Xi(t)
k
]
=
(
t(1− t))k/2
3pi
∫
0≤u1≤u2
ui
k(u1
2 − u22)2u12u22
× exp
(
− u1
2 + u2
2
2
)
du1du2.
Now, it suffices to compute this integral which we denote by Iik. Expanding the
integrated function and using integrations by parts, we have
I1k = −2αk+5 + (16− k)αk+3 + (k2 + 2k + 12)
∫
0≤x≤y
xk+2 e−
x2+y2
2 dxdy
where
αn =
∫ ∞
0
xn e−x
2/2dx =

k!/2 si n = 2k + 1
(2k)!
2kk!
√
pi
2
si n = 2k.
We compute this integral by new integrations by parts and we obtain
I12k−1 = −2αk+5 + (16− k)αk+3
+ (k2 + 2k + 12)2kk!
( ∫ ∞
0
e−y
2/2dy −
k∑
j=0
2−j
1
j!
α2j
)
and
I12k = −2α2k+5 + (16− 2k)α2k+3
+ 4(k2 + k + 3)
∫
0≤x≤y
x2(k+1) e−(x
2+y2)/2dxdy
=− 2α2k+5 + (16− 2k)α2k+3
+ 4(k2 + k + 3)
(2k + 2)!
2k+1(k + 1)!
(pi
4
−
k∑
j=0
α2j+1
(j + 1)!2j+1
(2j + 1)!
)
.
If we replace the ak by their values, we obtain the expected equality.
The computation of I22k−1 is make by the same way.
Proof of Proposition 5.2. As in the previous proof, we use the density f̂ of a
2-watermelon without wall condition.
E
[
X̂i(t)
k
]
=
∫
x1≤x2
xi
kf̂(t;x)dx1dx2.
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Using the changes of variables ui = xi/
√
t(1− t), we obtain
E
[
X̂i(t)
k
]
=
1
2pi
(
t(1− t))k/2 ∫
u1≤u2
ui
k(u1 − u2)2 exp(−u1
2 + u2
2
2
)du1du2.
We denote by Iik the above integral.
When k is even, this integral is easily computable since, by symmetry,
I12k = I
2
2k =
1
2
∫
R2
x1
2k(x1 − x2)2 exp(−x1
2 + x2
2
2
)dx1dx2.
By integrations by parts, we obtain
I12k = I
2
2k = pi
(2k)!(k − 1)
2k+1k!
.
When k in odd, we have
I1k = −I2k
and by integrations by parts
I12k = −2
∫ +∞
−∞
y2k+2 e−y
2
dy + (2k + 3)
∫
x≤y
x2k+1 e−(x
2+y2)/2dxdy
= −2 (2k + 2)!
22k+2(k + 1)!
√
pi −
k∑
j=0
k!2j
j!
∫ +∞
−∞
x2j e−x
2
dx
where the last integral is easy to compute.
Proof of Proposition 5.4. Let Σ̂0,p = 1, Σ̂−1,p = 0 and mk,p(t) = E
[
Σ̂k,p
]
. The
Itoˆ’s formula applied to Σ̂k,p yields
dΣ̂k,p =
p∑
i=1
( ∑
1≤i1<···<ik−1≤p
∀l∈{1,...,k−1}, il 6=i
X̂i1 . . . X̂ik−1
)
dX̂i
=
(−kΣ̂k,p
1− t + Sk,p
)
dt+ Σ̂k,pdB,
where
Sk,p =
p∑
i=1
( ∑
1≤i1<···<ik−1≤p
∀l∈{1,...,k−1}, il 6=i
X̂i1 . . . X̂ik−1
∑
1≤j≤p
j 6=i
1
X̂i − X̂j
)
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and Σ̂2k,p is a polynomial of (X̂i). We remark that, in Sk,p, the terms, where all
il are not equal to j, cancel out.
Sk,p =
∑
1≤i6=j≤p
( ∑
1≤i1<···<ik−1≤p
∀l∈{1,...,k−2}, il 6=i,j
X̂jX̂i1 . . . X̂ik−2
X̂i − X̂j
)
=
1
2
∑
1≤i6=j≤p
( ∑
1≤i1<···<ik−1≤p
∀l∈{1,...,k−2}, il 6=i,j
X̂i1 . . . X̂ik−2
( X̂j
X̂i − X̂j
+
X̂i
X̂j − X̂i
))
= −1
2
∑
1≤i6=j≤p
( ∑
1≤i1<···<ik−1≤p
∀l∈{1,...,k−2}, il 6=i,j
X̂i1 . . . X̂ik−2
)
= −
(
p− (k − 2))(p− (k − 1))
2
Σ̂k−2,p.
Hence, Σ̂k,p satisfies the SDE
dΣ̂k,p =
(
− kΣ̂k,p
1− t −
(
p− (k − 2))(p− (k − 1))
2
Σ̂k−2,p
)
dt+ Σ̂k,pdB.
When we take the expectation in the both side of this SDE, we obtain
m′k,p(t) =
kmk,p(t)
1− t −
(
p− (k − 2))(p− (k − 1))
2
mk−2,p(t).
We know moreover that
mk,p(t) =
∫
Σ̂k,p(x1, . . . , xp)f̂(t;x1, . . . , xp)dx1 · · · dxp.
The change of variable
√
t(1− t)ui = xi yields
mk,p(t) = ck,p
(
t(1 − t))k/2,
where ck,p is a constant. It is clear that c2k+1,p is not equal to zero. When
m2k,p is replaced by c2k,p
(
t(1− t))k in the SDE, we show that c2k,p satisfies the
following recurrence relation
c2k,p = −
(
p− (2k − 2))(p− (2k − 1))
2k
c2k−2,p.
Since c0,p = 1, it comes
c2k,p = (−1)k p!
(p− 2k)!2kk! ,
this complete the proof of Proposition 5.4.
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Proof of Proposition 5.3. Let Σ0,p = 1. Using the Itoˆ’s formula, we show that
Σk,p satisfies the SDE
dΣk,p =
(−2kΣk,p
1− t + (p− (k − 1))(2(p− k) + 3)Σk−1,p
)
dt+Σk,pdB,
where Σk,p
2 is a polynomial of (Xi). Taking the expectation in the above SDE,
we obtain a partial differential equation satisfy by mk,p:
m′k,p(t) =
−2kmk,p(t)
1− t + (p− (k − 1))(2(p− k) + 3)mk−1,p(t).
Since f(t; .) is the density if the random variable X(t), we show that mk,p(t) =
ck,p
(
t(1 − t))k. The previous partial differential equation give us the following
recurrence relation satisfied by ck,p:
ck,p =
(p− (k − 1))(2(p− k) + 3)
k
ck−1,p.
Hence, we have finally
ck,p =
(2p+ 1)!
(2p+ 1− 2k)!2kk! .
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