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Introduction
All graphs G = (V, E) occurring in this paper are finite, undirected, connected, without loops or multiple edges. We use n and |V | interchangeably to denote the number of vertices and m and |E| to denote the number of edges in G. The length of a path from a vertex v to a vertex u is the number of edges in the path. The distance d G (u, v) between vertices u and v is the length of a shortest path connecting u and v in G. The eccentricity of a vertex v, denoted by ecc G (v), is the largest distance from v to any other vertex, i.e., ecc G (v) = max u∈V d G (v, u) . The radius rad(G) of a graph G is the minimum eccentricity of a vertex in G, i.e., rad(G) = min v∈V ecc G (v). The diameter diam(G) of a graph G is the maximum eccentricity of a vertex in G, i.e., diam(G) = max v∈V ecc G (v). The center C(G) = {c ∈ V : ecc G (c) = rad(G)} of a graph G is the set of vertices with minimum eccentricity.
The diameter diam(G) and the radius rad(G) of a graph G = (V, E) are two fundamental metric parameters that have many important practical applications in real world networks. The problem of finding the center C(G) of a graph G is often studied as a facility location problem for networks where one needs to select a single vertex to place a facility so that the maximum distance from any demand vertex in the network is minimized. In the analysis of social networks (e.g., citation networks or recommendation networks), biological systems (e.g., protein interaction networks), computer networks (e.g., the Internet or peerto-peer networks), transportation networks (e.g., public transportation or road networks), etc., the eccentricity ecc(v) of a vertex v is used to measure the importance of v in the network: the (eccentricity) centrality index of v [68] is defined as 1 ecc (v) . Being able to compute efficiently the diameter, center, radius, and vertex centralities of a given graph has become an increasingly important problem in the analysis of large networks. The algorithmic complexity of the diameter and radius problems is very well-studied. For some special classes of graphs there are efficient algorithms [9, 18, 25, 29, 33, 38, 43, 53, 56, 62, 77] . However, for general graphs, the only known algorithms computing the diameter and the radius exactly compute the distance between every pair of vertices in the graph, thus solving the all-pairs shortest paths problem (APSP) and hence computing all eccentricities. In view of recent negative results [9, 21, 80] , this seems to be the best what one can do since even for graphs with m = O(n) (where m is the number of edges and n is the number of vertices) the existence of a subquadratic time (that is, O(n 2− ) time for some > 0) algorithm for the diameter or the radius problem will refute the well known Strong Exponential Time Hypothesis (SETH). Furthermore, recent work [8] shows that if the radius of a possibly dense graph (m = O(n 2 )) can be computed in subcubic time (O(n 3− ) for some > 0), then APSP also admits a subcubic algorithm. Such an algorithm for APSP has long eluded researchers, and it is often conjectured that it does not exist (see, e.g., [81, 92] ).
Motivated by these negative results, researches started devoting more attention to development of fast approximation algorithms. In the analysis of large-scale networks, for fast estimations of diameter, center, radius, and centrality indices, linear or almost linear time algorithms are desirable. One hopes also for the all-pairs shortest paths problem to have o(nm) time small-constantfactor approximation algorithms. In general graphs, both diameter and radius can be 2-approximated by a simple linear time algorithm which picks any node and reports its eccentricity. A 3/2-approximation algorithm for the diameter and the radius which runs inÕ(mn 2/3 ) 1 time was recently obtained in [32] (see also [12] for an earlierÕ(n 2 + m √ n) time algorithm and [80] for a randomized O(m √ n) time algorithm). For the sparse graphs, this is an o(n 2 ) time approximation algorithm. Furthermore, under plausible assumptions, no O(n 2− ) time algorithm can exist that (3/2 − )-approximates (for , > 0) the diameter [80] and the radius [9] in sparse graphs. Similar results are known also for all eccentricities: a 5/3-approximation to the eccentricities of all vertices can be computed inÕ(m 3/2 ) time [32] and, under plausible assumptions, no O(n 2− ) time algorithm can exist that (5/3 − )-approximates (for , > 0) the eccentricities of all vertices in sparse graphs [9] . Better approximation algorithms are known for some special classes of graphs [26, 34, 35, 43, 44, 50, 52, 54, 89] . A number of heuristics for approximating diameters, radii and eccentricities in real-world graphs were proposed and investigated in [10, 21, 22, 23, 68, 30, 48] .
Approximability of APSP is also extensively investigated. An additive 2-approximation for APSP in unweighted undirected graphs (the graphs we consider in this paper) was presented in [46] . It runs inÕ(min{n 3/2 m 1/2 , n 7/3 }) time and hence improves the runtime of an earlier algorithm from [12] . In [19] , anÕ(n 2 ) time algorithm was designed which computes an approximation of all distances with a multiplicative error of 2 and an additive error of 1. Furthermore, [19] gives an O(n 2.24+o(1) −3 log(n/ )) time algorithm that computes an approximation of all distances with a multiplicative error of (1 + ) and an additive error of 2. The latter improves an earlier algorithm from [58] . Better algorithms are known for some special classes of graphs (see [25, 35, 51, 86] and papers cited therein).
The need for fast approximation algorithms for estimating diameters, radii, centrality indices, or all pairs shortest paths in large-scale complex networks dictates to look for geometric and topological properties of those networks and utilize them algorithmically. The classical relationships between the diameter, radius, and center of trees and folklore linear time algorithms for their computation is one of the departing points of this research. A result from 1869 by C. Jordan [66] asserts that the radius of a tree T is roughly equal to half of its diameter and the center is either the middle vertex or the middle edge of any diametral path. The diameter and a diametral pair of T can be computed (in linear time) by a simple but elegant procedure: pick any vertex x, find any vertex y furthest from x, and find once more a vertex z furthest from y; then return {y, z} as a diametral pair. One computation of a furthest vertex is called an FP scan; hence the diameter of a tree can be computed via two FP scans. This two FP scans procedure can be extended to exact or approximate computation of the diameter and radius in many classes of tree-like graphs. For example, this approach was used to compute the radius and a central vertex of a chordal graph in linear time [33] . In this case, the center of G is still close to the middle of all (y, z)-shortest paths and d G (y, z) is not the diameter but is still its good approximation:
Even better, the diameter of any chordal graph can be approximated in linear time with an additive error 1 [54] . But it turns out that the exact computation of diameters of chordal graphs is as difficult as the general diameter problem: it is even difficult to decide if the diameter of a split graph is 2 or 3.
The experience with chordal graphs shows that one have to abandon the hope of having fast exact algorithms, even for very simple (from metric point of view) graph-classes, and to search for fast algorithms approximating diam(G), rad(G), C(G), ecc G (v) with a small additive constant depending only of the coarse geometry of the graph. Gromov hyperbolicity or the negative curvature of a graph (and, more generally, of a metric space) is one such constant. [14, 59, 27, 60] if for any four vertices w, v, x, y of G, the two largest of the three distance sums
The hyperbolicity can be viewed as a local measure of how close a graph is metrically to a tree: the smaller the hyperbolicity is, the closer its metric is to a tree-metric (trees are 0-hyperbolic and chordal graphs are 1-hyperbolic).
Recent empirical studies showed that many real-world graphs (including Internet application networks, web networks, collaboration networks, social net-works, biological networks, and others) are tree-like from a metric point of view [10, 11, 20] or have small hyperbolicity [67, 76, 82] . It has been suggested in [76] , and recently formally proved in [39] , that the property, observed in real-world networks, in which traffic between nodes tends to go through a relatively small core of the network, as if the shortest paths between them are curved inwards, is due to the hyperbolicity of the network. Bending property of the eccentricity function in hyperbolic graphs were used in [16, 15] to identify core-periphery structures in biological networks. Small hyperbolicity in real-world graphs provides also many algorithmic advantages. Efficient approximate solutions are attainable for a number of optimization problems [35, 36, 39, 40, 45, 57, 87] .
In [35] we initiated the investigation of diameter, center, and radius problems for δ-hyperbolic graphs and we showed that the existing approach for trees can be extended to this general framework. Namely, it is shown in [35] that if G is a δ-hyperbolic graph and {y, z} is the pair returned after two FP scans, then
and C(G) is contained in a small ball centered at a middle vertex of any shortest (y, z)-path. Consequently, we obtained linear time algorithms for the diameter and radius problems with additive errors linearly depending on the input graph's hyperbolicity.
In this paper, we advance this line of research and provide a linear time algorithm for approximate computation of the eccentricities (and thus of centrality indices) of all vertices of a δ-hyperbolic graph G, i.e., we compute the approximate values of all eccentricities within the same time bounds as one computes the approximation of the largest or the smallest eccentricity (diam(G) or rad(G)). Namely, the algorithm outputs for every vertex
where c > 0 is a small constant. In fact, we demonstrate that G has a shortest path tree, constructible in linear time, such that for every vertex v of G, ecc G (v) ≤ ecc T (v) ≤ ecc G (v) + cδ (a so-called eccentricity cδ-approximating spanning tree). This is our first main result of this paper and the main ingredient in proving it is the following interesting dependency between the eccentricities of vertices of G and their distances to the center C(G): up to an additive error linearly depending on δ, ecc G (v) is equal to d G (v, C(G)) plus rad(G). To establish this new result, we have to revisit the results of [35] about diameters, radii, and centers, by simplifying their proofs and extending them to all eccentricities.
Eccentricity k-approximating spanning trees were introduced by Prisner in [79] . A spanning tree T of a graph G is called an eccentricity k-approximating spanning tree if for every vertex v of G ecc T (v) ≤ ecc G (v) + k holds [79] . Prisner observed that any graph admitting an additive tree k-spanner (that is, a spanning tree T such that d T (v, u) ≤ d G (v, u) + k for every pair u, v) admits also an eccentricity k-approximating spanning tree. Therefore, eccentricity kapproximating spanning trees exist in interval graphs for k = 2 [69, 73, 78] , in asteroidal-triple-free graph [69] , strongly chordal graphs [24] and dually chordal graphs [24] for k = 3. On the other hand, although for every k there is a chordal graph without an additive tree k-spanner [69, 78] , yet as Prisner demonstrated in [79] , every chordal graph has an eccentricity 2-approximating spanning tree.
Later this result was extended in [52] to a larger family of graphs which includes all chordal graphs and all plane triangulations with inner vertices of degree at least 7. Both those classes belong to the class of 1-hyperbolic graphs. Thus, our result extends the result of [79] to all δ-hyperbolic graphs.
As our second main result, we show that in every δ-hyperbolic graph G all distances with an additive one-sided error of at most c δ can be found in O(|V | 2 log 2 |V |) time, where c < c is a small constant. With a recent result in [31] , this demonstrates an equivalence between approximating the hyperbolicity and approximating the distances in graphs. Note that every δ-hyperbolic graph G admits a distance approximating tree T [35, 36] , that is, a tree T (which is not necessarily a spanning tree) such that
for every pair u, v. Such a tree can be used to compute all distances in G with an additive one-sided error of at most O(δ log n) in O(|V | 2 ) time. Our new result removes the dependency of the additive error from log n and has a much smaller constant in front of δ. Note also that the tree T may use edges not present in G (not a spanning tree of G) and thus cannot serve as an eccentricity O(δ log n)-approximating spanning tree. Furthermore, as chordal graphs are 1-hyperbolic, for every k there is a 1-hyperbolic graph without an additive tree k-spanner [69, 78] .
At the conclusion of this paper, we analyze the performance of our algorithms for approximating eccentricities and distances on a number of real-world networks. Our experimental results show that the estimates on eccentricities and distances obtained are even better than the theoretical bounds proved.
Preliminaries

Additional notions and notations
In what follows, we will need few more notions and notations. Let G = (V, E) be a graph. By [x, y] we denote a shortest path connecting vertices x and y in G; we call [x, y] a geodesic between x and y. A ball B(s, r) of G centered at vertex s ∈ V and with radius r is the set of all vertices with distance no more than r from s (i.e., B(s, r) :
Gromov hyperbolicity and thin geodesic triangles
Let (X, d) be a metric space. The Gromov product of y, z ∈ X with respect to w is defined to be
for all w, x, y, z ∈ X. Equivalently, (X, d) is δ-hyperbolic if for any four points u, v, x, y of X, the two largest of the three distance sums [47] and each treelength λ graph has hyperbolicity at most λ [35] . Recall that a graph is k-chordal if its induced cycles are of length at most k, and it is of tree-length λ if it has a Robertson-Seymour tree-decomposition into bags of diameter at most λ [47] .
For geodesic metric spaces and graphs there exist several equivalent definitions of δ-hyperbolicity involving different but comparable values of δ [14, 27, 59, 60] . In this paper, we will use the definition via thin geodesic triangles. Let (X, d) be a metric space. A geodesic joining two points x and y from X is a ( 
whose all geodesic triangles ∆(u, v, w), u, v, w ∈ V , are δ-thin is called a graph with δ-thin triangles, and δ is called the thinness parameter of G.
The following result shows that hyperbolicity of a geodesic space or a graph is equivalent to having thin geodesic triangles. 
Fast approximation of eccentricities
In this section, we give linear and almost linear time algorithms for sharp estimation of the diameters, the radii, the centers and the eccentricities of all vertices in graphs with δ-thin triangles. Before presenting those algorithms, we establish some conditional lower bounds on complexities of computing the diameters and the radii in those graphs.
Conditional lower bounds on complexities
Recent work has revealed convincing evidence that solving the diameter problem in subquadratic time might not be possible, even in very special classes of graphs. Roditty and Vassilevska W. [80] showed that an algorithm that can distinguish between diameter 2 and 3 in a sparse graph in subquadratic time refutes the following widely believed conjecture.
The Orthogonal Vectors Conjecture:
There is no > 0 such that for all c ≥ 1, there is an algorithm that given two lists of n binary vectors A, B ⊆ {0, 1}
Williams [90] showed that the Orthogonal Vectors (OV) Conjecture is implied by the well-known Strong Exponential Time Hypothesis (SETH) of Impagliazzo, Paturi, and Zane [64, 63] . Nowadays many papers base the hardness of problems on SETH and the OV conjecture (see, e.g., [9, 21, 91] and papers cited therein).
Since all geodesic triangles of a graph constructed in the reduction in [80] are 2-thin, we can rephrase the result from [80] as follows.
Statement 1 If for some > 0, there is an algorithm that can determine if a given graph with 2-thin triangles, n vertices and m = O(n) edges has diameter 2 or 3 in O(n 2− ) time, then the Orthogonal Vector Conjecture is false.
To prove a similar lower bound result for the radius problem, recently Abboud et al. [9] suggested to use the following natural and plausible variant of the OV conjecture.
The Hitting Set Conjecture: There is no > 0 such that for all c ≥ 1, there is an algorithm that given two lists A, B of n subsets of a universe U of size c log n, can decide in O(n 2−e ) time if there is a set in the first list that intersects every set in the second list, i.e. a hitting set.
Abboud et al. [9] showed that an algorithm that can distinguish between radius 2 and 3 in a sparse graph in subquadratic time refutes the Hitting Set Conjecture. Since all geodesic triangles of a graph constructed in the reduction in [9] are 2-thin, rephrasing that result from [9] , we have. 
Fast additive approximations
In this subsection, we show that in a graph G with δ-thin triangles the eccentricities of all vertices can be computed in total linear time with an additive error depending on δ. We establish that the eccentricity of a vertex is determined (up-to a small error) by how far the vertex is from the center C(G) of G. Finally, we show how to construct a spanning tree T of G in which the eccentricity of any vertex is its eccentricity in G up to an additive error depending only on δ. For these purposes, we revisit and extend several results from our previous paper [35] concerning the linear time approximation of diameter, radius, and centers of δ-hyperbolic graphs. For these particular cases, we provide simplified proofs, leading to better additive errors due to the use of thinness of triangles instead of the four point condition and to the computation in O(δ|E|) time of a pair of mutually distant vertices. Define the eccentricity layers of a graph G as follows:
With this notation, the center of a graph is
In what follows, it will be convenient to define also the eccentricity of the middle point m of any edge xy of G; set ecc
We start with a proposition showing that, in a graph G with δ-thin triangles, a middle vertex c of any geodesic between two mutually distant vertices has the eccentricity close to rad(G) (ecc G (c) ≤ rad(G) + δ) and is not too far from the center C(G) of G (all central vertices of G are within distance at most 2δ + 1 from c). See Fig. 2 for an illustration. Furthermore, the distance between any mutually distant vertices u and v (and, hence, the diameter of G) is at least 2rad(G) − 2δ − 1. 
be a geodesic triangle, where [v, x] , [x, u] are arbitrary geodesics connecting x with v and u. Let m x be a point on [u, v] which is at distance Fig. 3 ). Since u and v are mutually distant, we can assume, without loss of generality, that c * is located on [u, v] 
Additionally to the proof of (a), one needs only to consider the case when d G (u, v) is odd. We know that the middle point c * sees all vertices of G within distance at most
Hence, both ends of the edge of (u, v)-geodesic, containing the point c * in the middle, have eccentricities at most
(c) Since a middle vertex c of any (u, v)-geodesic sees all vertices of G within distance at most
which is impossible. (d) In the proof of (a), instead of an arbitrary vertex x, consider any vertex x from C k (G). By the triangle inequality and since
As an easy consequence of Proposition 2(d), we get that the eccentricity ecc G (x) of any vertex x is equal, up to an additive one-sided error of at most 4δ + 2, to d G (x, C(G)) plus rad(G).
Corollary 1 For every vertex x of a graph G with δ-thin triangles,
Proof: Consider an arbitrary vertex x in G and assume that ecc
Combining both inequalities, we get
Note also that, by the triangle inequality,
the right-hand inequality holds for all graphs). 2
It is interesting to note that the equality ecc
holds for every vertex of a graph G if and only if the eccentricity function ecc G (·) on G is unimodal (that is, every local minimum is a global minimum) [49] . In particular, for every tree T and every its vertex x, ecc T (x) = d T (x, C(T )) + rad(T ) holds. A slightly weaker condition holds for all chordal graphs [52] : for every vertex x of a chordal graph
As we show later, Proposition 2 can be used to compute in O(δ|E|) time sharp approximations of radius, diameter and all eccentricities in a graph G with δ-thin triangles. To get pure linear-time sharp approximations, we will need the following proposition. It states that the eccentricity of a vertex v which is most distant from an arbitrary vertex u is at least diam(G) − 2δ. Furthermore, if t is a vertex most distant from v, then a vertex c of any (v, t)-geodesic that is at distance
from t has the eccentricity at most rad(G) + 3δ and contains the center C(G) of G in B(c, 3δ + 1) (i.e., C(G) ⊆ B(c, 3δ + 1)).
Proposition 3 Let G be a graph with δ-thin triangles and u, v be a pair of vertices of
be a geodesic triangle, where [v, x] , [x, u] are arbitrary geodesics connecting x with v and u. Let m x be a point on [u, v] which is at distance (x|u v) ) from u. We distinguish between two cases: w is between u and m x or w is between v and m x in [u, v] . In the first case, by the triangle inequality and
In the second case, by the triangle inequality and since Let m x be a point on [u, v] which is at distance (x|u
Without loss of generality, assume that m x is on [u, v] between v and m y (see Fig. 5 ).
Since
By the triangle inequality, we get 
and Proposition 2(c),
and let c * be the middle point of it, w be a vertex of [v, t] at distance rad(G) from t, and c be a vertex of [v, t] at distance
Let now x be an arbitrary vertex from
are arbitrary geodesics connecting x with v and t. Let m x be a point on [t, v] which is at distance (x|t
Since, in what follows, we will use only the fact that d G (v, t) ≥ 2rad(G)−4δ −1, we can assume, without loss of generality, that c
By the triangle inequality and since d G (v, t) ≥ 2rad(G) − 4δ − 1 and both
) are pairwise at distance at most 2k + 2δ + 1 in G. Hence, the diameter of the center C(G) of G is at most 2δ + 1. z) ) from x. Without loss of generality, we can assume that m is located on [x, y] between y and m z .
Proposition 4 For every graph G with
On the other hand, by the triangle inequality, we get 
All eccentricities.
In what follows, we will show that all vertex eccentricities of a graph with δ-thin triangles can be also additively approximated in (almost) linear time. It will be convenient, for the middle point m of an edge e of G, to define a BF S(m)-tree of G; it is nothing else than a BF S(e)-tree of G rooted at edge e.
Proposition 5 Let G be a graph with δ-thin triangles.
(a) If v is a most distant vertex from an arbitrary vertex u, t is a most distant vertex from v, c is a vertex of a (v, t)-geodesic at distance
Proof: (a) Let x be an arbitrary vertex of G and assume that ecc
As T is a spanning tree of G, evidently, also ecc G (x) ≤ ecc T (x) holds.
(b) Consider an arbitrary vertex x of G and a geodesic triangle ∆(x, u, v) : , v) ) from u. Without loss of generality, we can assume that c * is located on [u, v] between v and m x . We have (see Fig. 3 ),
and
2
A spanning tree T of a graph G is called an eccentricity k-approximating spanning tree if for every vertex v of G ecc T (v) ≤ ecc G (v) + k holds [52, 79] . Thus, by Proposition 5, we get.
Theorem 1 Every graph G = (V, E) with δ-thin triangles admits an eccentricity (2δ)-approximating spanning tree constructible in O(δ|E|) time and an eccentricity (6δ + 1)-approximating spanning tree constructible in O(|E|) time.
Theorem 1 generalizes recent results from [52, 79] that chordal graphs and some of their generalizations admit eccentricity 2-approximating spanning trees.
Note that the eccentricities of all vertices in any tree T = (V, U ) can be computed in O(|V |) total time. As we noticed already, it is a folklore by now that for trees the following facts are true:
(1) The center C(T ) of any tree T consists of one vertex or two adjacent vertices.
(2) The center C(T ) and the radius rad(T ) of any tree T can be found in linear time.
Hence, using BF S(C(T )) on T one can compute d T (v, C(T )) for all v ∈ V in total O(|V |) time. Adding now rad(T ) to d T (v, C(T )), one gets ecc T (v)
for all v ∈ V . Consequently, by Theorem 1, we get the following additive approximations for the vertex eccentricities in graphs with δ-thin triangles.
Theorem 2 Let G = (V, E) be a graph with δ-thin triangles. (1) There is an algorithm which in total linear (O(|E|)) time outputs for every vertex v ∈ V an estimateê(v) of its eccentricity ecc
G (v) such that ecc G (v) ≤ê(v) ≤ ecc G (v) + 6δ + 1.
(2) There is an algorithm which in total almost linear (O(δ|E|)) time outputs for every vertex v ∈ V an estimateê(v) of its eccentricity ecc
G (v) such that ecc G (v) ≤ê(v) ≤ ecc G (v) + 2δ.
Fast Additive Approximation of All Distances
Here, we will show that if the δth power G δ of a graph G with δ-thin triangles is known in advance, then the distances in G can be additively approximated (with an additive one-sided error of at most δ + 1) in O(|V | 2 ) time. If G δ is not known, then the distances can be additively approximated (with an additive one-sided error of at most 2δ + 2) in almost quadratic time.
Our method is a generalization of an unified approach used in [51] to estimate (or compute exactly) all pairs shortest paths in such special graph families as kchordal graphs, chordal graphs, AT-free graphs and many others. For example: all distances in k-chordal graphs with an additive one-sided error of at most k − 1 can be found in O(|V | 2 ) time; all distances in chordal graphs with an additive one-sided error of at most 1 can be found in O(|V | 2 ) time and the all pairs shortest path problem on a chordal graph G can be solved in O(|V | 2 ) time if G 2 is known. Note that in chordal graph all geodesic triangles are 2-thin.
Let G = (V, E) be a graph with δ-thin triangles. Pick an arbitrary start vertex s ∈ V and construct a BF S(s)-tree T of G rooted at s. Denote by p T (x) the parent and by
Since we will deal only with one tree T , we will often omit the subscript T . Let P T (x, s) := (x q , x q−1 , . . . , x 1 , s) and P T (y, s) := (y p , y p−1 , . . . , y 1 , s) be the paths of T connecting vertices x and y with the root s. By sl T (x, y; λ) we denote the largest index k such that d G (x k , y k ) ≤ λ (the λ separation level). Our method is based on the following simple fact.
Proposition 6 For every vertices x and y of a graph G with δ-thin triangles and any BF S-tree T of G,
where k = sl T (x, y; δ).
Proof: By the triangle inequality
Note that we may regard BF S(s) as having produced a numbering from n to 1 in decreasing order of the vertices in V where vertex s is numbered n. As a vertex is placed in the queue by BF S(s), it is given the next available number. The last vertex visited is given the number 1.
. . , v n = s] be a BF S(s)-ordering of the vertices of G and T be a BF S(s)-tree of G produced by a BF S(s). Let σ(x) be the number assigned to a vertex x in this BF S(s)-ordering. For two vertices x and y, we write x < y whenever σ(x) < σ(y).
First, we will show that if G δ is known in advance (i.e., its adjacency matrix is given) for a graph G with δ-thin triangles, then the distances in G can be additively approximated (with an additive one-sided error of at most δ + 1) in O(|V | 2 ) time. We consider the vertices of G in the order σ from 1 to n.
For each current vertex x we show that the values d(x, y) := h T (x) + h T (y) − 2sl T (x, y; δ) + δ for all vertices y with y > x can be computed in O(|V |) total time. By Proposition 6,
The values d(x, y) for all y with y > x can be computed using the following simple procedure. We will omit the subscripts G and T if no ambiguities arise. Let also L i = {v ∈ V : d G (v, s) = i}. In the procedure, S u represents vertices of a subtree of T rooted at u.
define a set S u := {u} for each vertex u ∈ L q , u > x, and denote this family of sets by F (03)
/* update F for the next iteration */ (12) if k > 0 then (13) for each vertex u ∈ L k−1 (14) combine all sets S u1 , . . . , S u from F ( ≥ 0), such that
Thus, we have the following result.
Theorem 3 Let G = (V, E) be a graph with δ-thin triangles. Given G δ , all distances in G with an additive one-sided error of at most
To avoid the requirement that G δ is given in advance, we can use any known fast constant-factor approximation algorithm that in total T (|V |)-time computes for every pair of vertices
We can show that, using such an algorithm as a preprocessing step, the distances in a graph G with δ-thin triangles can be additively approximated with an additive one-sided error of at most αδ
Although one can use any known fast constant-factor approximation algorithm in the preprocessing step, in what follows, we will demonstrate our idea using a fast approximation algorithm from [19] . It computes in O(|V | 2 log 2 |V |)
total time for every pair x, y a value d(x, y) such that
Assume that the values d(x, y), x, y ∈ V , are precomputed. By sl T (x, y; λ) we denote now the largest index k such that d G (x k , y k ) ≤ λ. We have
Proposition 7 For every vertices x and y of a graph G with δ-thin triangles, any integer ρ ≥ δ, and any BF S-tree T of G,
where k = sl T (x, y; 2ρ + 1).
Proof:
The proof is identical to the proof of Proposition 7. One needs only to notice the following. In a geodesic triangle ∆(x, y, s) :
Let ρ be any integer greater than or equal to δ. By replacing in our earlier procedure lines (06) and (08) 
Thus, we have the following result: The second part of Theorem 4 says that if an approximation of the thinness parameter of a graph G is given then all distances in G can be additively approximated in O(|V | 2 log 2 |V |) time. Recently, it was shown in [31] that the following converse is true. From an estimate of all distances in G with an additive one-sided error of at most k, it is possible to compute in O(|V | 2 ) time an estimation ρ * of the thinness of G such that δ ≤ ρ * ≤ 8δ + 12k + 4, proving aÕ(|V | 2 )-equivalence between approximating the thinness and approximating the distances in graphs.
Theorem 4 Let G = (V, E) be a graph with δ-thin triangles. (a) If the value of δ is known, then all distances in G with an additive onesided error of at most 2δ + 2 can be found in O(|V |
2
Experimentation on Some Real-World Networks
In this section, we analyze the performance of our algorithms for approximating eccentricities and distances on a number of real-world networks. Our experimental results show that the estimates on eccentricities and distances obtained are even better than the theoretical bounds described in Corollary 2 and Theorems 2,4. We apply our algorithms to six social networks, four email communication networks, four biological networks, six internet graphs, four peer-to-peer networks, three web networks, two product-co-purchasing networks, and four infrastructure networks. Most of the networks listed are part of the Stanford . Characteristics of these networks, such as the number of vertices and edges, the average degree, the radius and the diameter, are given in Table 1 . The numbers listed in Table 1 are based on the largest connected component of each network, when the entire network is disconnected. We ignore the directions of the edges and remove all self-loops from each network. Additionally, in Table 1 , for each network we report the size (as the number of vertices) of its center C(G). We also analyze the diameter and the connectivity of the center of each network. The diameter of the center diam G (C(G)) is defined as the maximum distance between any two central vertices in the graph. In the last column of Table 1 , we report the Gromov hyperbolicity δ of majority of networks 2 . Computing the hyperbolicity of a graph is computationally expensive; therefore, we provide the exact δ values for the smaller networks (those with |V | ≤ 30K) in our dataset (in some cases, the algorithm proposed in [42] was used). For some larger networks, the approximated δ-hyperbolicity values listed in Table 1 are as reported in [67] 3 . Most networks that we included in our dataset are hyperbolic. However, for comparison reasons, we included also a few infrastructure networks that are known to lack the hyperbolicity property.
Estimation of Eccentricities
Following Proposition 2, for each graph in our dataset, we found a pair u, v of mutually distant vertices. In column two of Table 2 , we report on how many BF S sweeps of a graph were needed to locate u and v. Interestingly, for almost all graphs (28 out 33) only two sweeps were sufficient. For four other graphs (including road-pa network whose hyperbolicity is large) three sweeps were needed, and only for one graph (power-grid network) we needed four sweeps. Here, by a BF S sweep of a graph G starting at a vertex s, we mean a traversal of G which visits all vertices of G in a breadth-first-search order starting from s.
In column four of Table 2 , we report for each graph G the difference between 2rad(G) and d G (u, v) . Proposition 2(c) says that the difference must be at most 2δ + 1, where δ is the thinness of geodesic triangles in G. Actually, for large number (27 out of 33) of graphs in our dataset, the difference is at most two. Five other graphs have the difference equal to 3, and only road-pa network has the difference equal to 10. We have d G (u, v) = diam(G) for 27 graphs in our dataset, including road-pa network whose geodesic triangles thinness is at least 196. For remaining six graphs
We also analyzed the quality of a middle vertex c of a randomly picked shortest path between mutually distant vertices u and v. Proposition 2 states It is also clear from Table 2 that c is not too far from any vertex in C(G) (look at the radius i of the ball B(c, i) required to include C(G)). In all graphs, i is much smaller than 2δ + 1 (indicated in Proposition 2(d)). Following Theorem 1, for each graph G = (V, E) in our dataset, we constructed an arbitrary BF S(c)-tree T 1 = (V, E ), rooted at vertex c, and analyzed how well T 1 preserves or approximates the eccentricities of vertices in G.
In our experiments, for each graph G and the constructed for it BF S(c)-tree
For most graphs (see Table 2 ), the value of k max is small: k max = 0 for one graph, k max = 2 for eight graphs, k max = 3 for nine graphs, k max = 4 for four graphs, k max = 5 for two graphs, and k max > 5 for nine graphs. Also, the average distortion k avg is much smaller than k max for all graphs. In fact, k avg < 3 in all but five graphs (gnutella-30, gnutella-31, amazon-2, power-grid, and roadpa). In graphs with high k max , close inspection reveals that only small percent of vertices achieve this maximum. Table 8 (see Appendix) .
Similar experiments were performed following Proposition 3. For each graph G in our dataset, we picked a random vertex u ∈ V and a random vertex v ∈ F (u). Then, we identified in a randomly picked (u, v)-geodesic a vertex w at distance rad(G) from v. We did not consider a vertex c defined in Proposition 3(d) since, for majority of graphs in our dataset, c will be a middle vertex of a geodesic between two mutually distant vertices, and working with c we will duplicate previous experiments. Recall that for majority of our graphs (as found in our experiments) two BFS sweeps already identify a pair of mutually distant vertices. We know from Proposition 3 that ecc
Our experimental results are better than these theoretical bounds. In Table 3 , we list eccentricities of v and w for each graph. In almost all graphs, the eccentricity of v is equal to the diameter diam(G). Only four graphs have ecc G (v) = diam(G) − 1 and one graph (road-pa) has ecc G (v) > diam(G) − 1. Vertex w is central for 21 graphs, has eccentricity equal to rad(G) + 1 for 10 graphs, has eccentricity equal to rad(G) + 2 for one graph, and only for one remaining graph (road-pa network, which has large hyperbolicity) its eccentricity is equal to rad(G) + 15. It turns out also (see columns five and six of Table 2 ) that vertex w either belongs to the center C(G) or is very close to the center. The only exception is again road-pa network where 2rad(G) − ecc G (w) = 32 and d G (w, C(G)) = 21.
For every graph G = (V, E) in our dataset, we constructed also an arbitrary BF S(w)-tree T 2 = (V, E ), rooted at vertex w, and analyzed how well T 2 pre- Table 9 (see Appendix) . Table 4 : Comparison of three BFS-trees T 1 , T 2 and T 3 . T 3 is a BF S(c * )-tree rooted at a randomly picked central vertex c * ∈ C(G).
In Table 4 , we compare these two eccentricity approximating spanning trees T 1 and T 2 with each other and with a third BF S(c * )-tree T 3 which we have constructed starting from a randomly chosen central vertex c * ∈ C(G). avg ) are listed. We observe that the smallest k max (out of three) is achieved by tree T 3 in 28 graphs, by tree T 2 in 20 graphs and by tree T 1 in 20 graphs (in 14 graphs, the smallest k max is achieved by all three trees). The difference between the largest and the smallest k max of a graph is at most one for 26 graphs in the dataset. The largest difference is observed for road-pa network: the largest k max (98) is given by tree T 1 , the smallest k max (46) is given by tree T 3 . Two other graphs have the difference larger than three: for sc-ppi network, the largest k max (7) is given by tree T 2 , the smallest k max (3) is given by tree T 1 ; for power-grid network, the largest k max (13) is given by tree T 1 , the smallest k max (4) is shared by remaining trees T 2 , T 3 . Overall, we conclude that k max values for trees T 1 and T 2 are comparable and generally can be slightly worse than those for tree T 3 . Similar observations hold also for the average distortion k avg . Note, however, that for construction of trees T 2 and T 3 one needs to know rad(G) or a central vertex of G, which are unlikely to be computable in subquadratic time (see Statement 2).
We also compared the performance of our base algorithm with a popular heuristic k-SumSweep (see [22, 23] ) for estimating radii and diameters of largescale graphs. In our algorithm, for a given graph G, we find with a few BF S sweeps a mutually distant pair of vertices u and v and a middle vertex c of an arbitrary shortest path connecting u and v, and report d G (u, v) as an estimate for the diameter of G and ecc G (c) as an estimate for the radius of G. k-SumSweep heuristic starts with an arbitrary vertex s and sets F := {s}. It runs for k iterations (k ∈ N is a parameter of the heuristic). At each iteration a new vertex s that maximizes v∈F d G (s, v) is identified and put into F . After k iterations, max{ecc G (s) : s ∈ F } is reported as an estimate for the diameter of G and ecc G (c), where c is a vertex minimizing v∈F d G (c, v), is reported as an estimate for the radius of G.
In Table 5 , we show our experimental results for large graphs (up-to 1.2M vertices). For these graphs, the experiments were performed on a PC with Intel Core i7 processor @ 3GHz and 8GB memory. Since our algorithm needed from two to four BF S sweeps to find a mutually distant pair of vertices (see Table  2 ), we run k-SumSweep heuristic for three iterations only (to properly compare the running times and the quality of outputs). We can see that already three iterations of k-SumSweep heuristic require slightly more time to terminate than our algorithm requires. Both algorithms succeed in finding the exact diameter of most of those graphs (except that for email-virgili the output of our algorithm is one unit short from the diameter and for road-pa the output of 3-SumSweep heuristic is a few units short from the diameter). However, in given amounts of time, our algorithm often finds better estimates for radii than 3-SumSweep heuristic does. We get same estimates for 12 graphs, our algorithm gives better estimates for 14 graphs, and 3-SumSweep heuristic gives slightly better estimates for 7 graphs. The exact radius is found by our algorithm in 22 graphs and by 3-SumSweep heuristic in 16 graphs.
To see the performance of both methods on very large graphs, we run them on two networks obtained from the Koblenz Network Collection (konect) [3] . The first network LiveJournal has 5.2M nodes and 49M edges and its diameter is 23. The second network Orkut has 3M nodes and 117M edges and its diameter is 10. For these very large graphs, the experiments were performed on a cluster computer with larger main memory; we used Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz with 20480 KB cache and 94GB main memory. For both graphs, our algorithm found a mutually distant pair of vertices using only three BF S sweeps. So, we run k-SumSweep heuristic on them first for k = 3 and then for k = 4 for comparison. Our algorithm was again faster (see Table 6 ). It succeeded to find the exact diameter and the exact radius for LiveJournal in about 5.23 minutes. Both, 3-SumSweep and 4-SumSweep, heuristics computed the exact diameter for LiveJournal but were one unit off from the exact radius and required more time. For Orkut, 3-SumSweep and 4-SumSweep, both were one unit off from the exact radius and one unit off from the exact diameter. Our algorithm was faster and found the exact radius of Orkut but was also one unit off from the exact diameter. Note that the exact radii for those two graphs were previously unknown to us but since for any graph G, diam(G) ≤ 2rad(G), the radii of those graphs cannot be smaller than 12 and 5, respectively. Table 6 : Performance of our algorithm and k-SumSweep heuristic on two very large graphs. The k-SumSweep heuristic is run for k = 3 and k = 4. Values rad and diam are the estimates for the radius and the diameter output by corresponding methods. Running times are given in seconds.
Estimation of Distances
Following Theorem 3, we experimented also on how well our approach approximates the distances in graphs from our dataset. To analyze the quality of approximation provided by our method for a given graph G = (V, E), for every δ := 0, 1, 2, . . . , we computed an estimate d δ (x, y) on d G (x, y) and the error ∆ xy (δ) = d δ (x, y) − d G (x, y) for all x, y ∈ V . In Table 7 , we report ∆ max (δ) = max x,y∈V ∆ xy (δ) and ∆ avg (δ) = 1 n 2
x,y∈V ∆ xy (δ) for the smallest δ such that ∆ max (δ) ≤ δ + 1. We omitted some very large graphs in this experiment. For some other large graphs, we did only sampling; we calculated ∆ max (δ) and ∆ avg (δ) based only on a set of sampled vertices. We sampled vertices that are most distant from the root. The number of sampled vertices ranged from 10 to 100 in each network. For all networks investigated, the average error ∆ avg (δ) was very small, less that 1 even for infrastructure networks. That is, the maximum error ∆ max (δ) was realized on a very small number of vertex pairs. The maximum error ∆ max (δ) was 2 for three networks, was 3 for five networks, was 4 for ten networks (including infrastructure network openflight), and was at most 6 for all except one social network dutch-elite 
