ABSTRACT. Two remarks related with the mixed joint universality for a polynomial Euler product ϕ(s) and a periodic Hurwitz zeta-function ζ (s, α; B), when α is a transcendental parameter, are given. One is the mixed joint functional independence, and the other is a generalized universality, which includes several periodic Hurwitz zeta-functions.
INTRODUCTION
In our former paper [5] , we have shown a certain mixed joint universality theorem, which is valid for an Euler product of rather general form, and a periodic Hurwitz zetafunction.
In the present note, we give two remarks related with the result in [5] . The first remark is on the mixed joint functional independence result. It is well known that functional independence properties can be deduced from universality results. We will show that such a functional independence is also valid in our present mixed joint situation.
The second remark is on a generalization of the result in [5] . It is an important problem to study how general the mixed joint universality property holds. We will prove a generalized limit theorem and a generalized universality theorem, which involve several periodic Hurwitz zeta-functions, under a certain matrix condition.
FUNCTIONAL INDEPENDENCE
The history of the problem on the functional independence of Dirichlet series goes back to the famous lecture of D. Hilbert [2] in 1900. He mentioned that the Riemann zeta-function ζ (s) does not satisfy any non-trivial algebraic differential equation.
Recall the definition of ζ (s). Let P be the set of all prime numbers, and C the set of all complex numbers. For s = σ + it ∈ C, ζ (s) is given by for σ > 1, and can be analytically continued to the whole complex plane C except for a simple pole at the point s = 1 with residue 1.
In 1973, S.M. Voronin proved [16] the following functional independence result on ζ (s). Let N and N 0 be the set of positive integers, and non-negative integers, respectively. Theorem A ( [16] ). Let N ∈ N and n ∈ N 0 . The function ζ (s) does not satisfy any differential equation
for continuous functions F j , j = 0, . . . , n, not all identically zero.
Later this result was generalized to other zeta-and L-functions. For the survey, see the monographs by A. Laurinčikas [6] and J. Steuding [15] .
Nowadays in analytic number theory, the investigation of statistical properties (and also the functional independence) for a collection of various zeta-functions, some of them have the Euler product expansion and others do not have, is a very interesting problem since an important role is played by parameters included in the definition of those functions.
The first result in this direction is due to H. Mishou. In 2007, he proved [12, Theorem 4] that the pair of zeta-functions consisting of the Riemann zeta-function ζ (s) and the Hurwitz zeta-function ζ (s, α) is functionally independent.
We recall that the Hurwitz zeta-function ζ (s, α) with a fixed parameter α, 0 < α ≤ 1, is defined by the Dirichlet series
for σ > 1, and can be continued to the whole complex plane, except, for a simple pole at the point s = 1 with residue 1. In general, the function ζ (s, α) has no Euler product over primes, except for the cases α = 1 and α = 1 2 , when ζ (s, α) is essentially reduced to ζ (s). Then Mishou's result is the following statement.
Theorem B ([12]
). Suppose that α is transcendental. Let N ∈ N, n ∈ N 0 , and F j : C 2N → C be a continuous function for each j = 0, . . . , n. Suppose
This is the first "mixed joint" functional independence theorem. Later this result was generalized to the collection of a periodic zeta-function and a periodic Hurwitz zetafunction by the first-named author and A. Laurinčikas in [4] .
In this paper, we will prove rather general result on the mixed joint functional independence for a class of zeta-functions, consisting of the so-called Matsumoto zeta-functions and periodic Hurwitz zeta-functions.
Let B = {b m : m ∈ N 0 } be a periodic sequence of complex numbers (not all zero) with minimal period k ∈ N, and 0 < α ≤ 1. In 2006, A. Javtokas and A. Laurinčikas [3] introduced the periodic Hurwitz zeta-function ζ (s, α; B). For σ > 1, it is given by the series
Therefore the function ζ (s, α; B) can be analytically continued to the whole complex plane, except for a possible simple pole at the point s = 1 with residue
If b = 0, the corresponding periodic Hurwitz zeta-function is an entire function. The functional independence of periodic Hurwitz zeta-functions was proved by A. Laurinčikas in [7, Theorem 1] . Now we recall the definition of the polynomial Euler products ϕ(s), or, so-called Matsumoto zeta-functions.
Let, for m ∈ N, g(m) ∈ N, and, for j ∈ N and 1
Denote by p m the mth prime number, and a ( j) m ∈ C. The zeta-function ϕ was introduced by the second-named author in [11] , and it is defined by the polynomial Euler product
Suppose that
with a positive constant C 1 and non-negative constants α and β . In view of (2), the function ϕ(s) converges absolutely for σ > α + β + 1 (see Appendix), and hence in this region it can be expressed as the Dirichlet series
with coefficients c k . For brevity, denote the shifted version of the function ϕ(s) by
with c k = k −α−β c k . Then, for σ > 1, the series on the right-hand side of (4) converges absolutely. The aim of this paper is to obtain a mixed joint functional independence of the collection of zeta-functions consisting of the Matsumoto zeta-function ϕ(s) belonging to the Steuding subclass S, defined below, and periodic Hurwitz zeta-functions ζ (s, α; B).
We say that the function ϕ(s) belongs to the class S if following conditions are satisfied:
(i) there exists a Dirichlet series expansion
with a(m) = O(m ε ) for every ε > 0; (ii) there exists σ ϕ < 1 such that ϕ(s) can be meromorphically continued to the halfplane σ > σ ϕ ; (iii) there exists a constant c ≥ 0 such that
for every fixed σ > σ ϕ and ε > 0; (iv) there exists the Euler product expansion over prime numbers, i.e.,
where π(x) denotes the number of primes p, p ≤ x.
This class was introduced by J. Steuding in [15] , and is a subclass of the class of Matsumoto zeta-functions. For ϕ ∈ S, let σ * be the infimum of all σ 1 for which
holds for any σ ≥ σ 1 . Then it is known that 1 2 ≤ σ * < 1 (see [15, Theorem 2.4] ). We state the first main result of this paper in the following theorem.
Theorem 1.
Suppose that α is a transcendental number, and the function ϕ(s) belongs to the class S. Let N ∈ N, n ∈ N 0 , and the function F j : C 2N → C be continuous for
is identically zero, then F j ≡ 0 for j = 0, 1, . . ., n.
PROOF OF THEOREM 1
To the proof of the mixed joint functional independence for the functions ϕ(s) and ζ (s, α; B), we need two further propositions: the mixed joint universality theorem and the so-called denseness lemma. ζ (s, α; B) . The proof of Theorem 1 is based on the mixed joint universality theorem in the Voronin sense for the functions ϕ(s) and ζ (s, α; B). It was obtained by the authors in [5, Theorem 2.2]. We will give the statement of this universality theorem as a lemma. Let R be the set of real numbers, and D(a, b) = {s ∈ C : a < σ < b} for any a < b. For any compact subset K ⊂ C, denote by H c (K) the set of all C-valued continuous functions defined on K, holomorphic in the interior of K. By H c 0 (K) we mean the subset of H c (K) consisting of all elements which are non-vanishing on K. 
Mixed joint universality of the functions ϕ(s) and

Lemma 2 ([5]
where µ{A} denotes the Lebesgue measure of the measurable set A ⊂ R.
Note that for the proof of Lemma 2 we use the joint mixed limit theorem in the sense of weakly convergent probability measures for the Matsumoto zeta-functions ϕ(s) and the periodic Hurwitz zeta-function ζ (s, α; B). It was proved by the authors in [5, Theorem 2.1].
3.2.
A denseness lemma. For the proof of Theorem 1, we need a denseness lemma.
Define the map u : R → C 2N by the formula
Lemma 3. Suppose that α is transcendental. Then the image of R by u is dense in
Proof. We will give a sketch, since the proof follows in the same way as Lemma 13 from [4] (see, also, [12, Theorem 3] ). We can find a sequence {τ m : τ m ∈ R}, lim m→∞ τ m = ∞, such that the inequalities
Then, for j = 0, . . . , N − 1 and l = 1, 2, we have
Now, in view of Lemma 2 and repeating analogous arguments as in the proof of Lemma 13 from [4] , we can prove the existence of the above sequence {τ m } and obtain that the image of R by the map u is dense in C 2N .
3.3. Proof of Theorem 1. Now we are ready to complete the proof of Theorem 1. The essential idea is due to Voronin (see, for example, [17] ). We first prove that F n ≡ 0. Suppose that F n ≡ 0. It follows that there exists a point a = (s 10 , s 11 , . . . ,
such that F n (a) = 0. From the continuity of the function F n , we find a bounded domain G ⊂ C 2N such that a ∈ G, and, for all s ∈ G,
By Lemma 3, there exists a sequence {τ m : τ m ∈ R}, lim m→∞ τ m = ∞, such that
But this together with (5) contradicts to the hypothesis of the theorem if τ m is sufficiently large. Hence, F n ≡ 0. Similarly we can show F n−1 ≡ 0, . . ., F 0 ≡ 0, inductively. The proof is complete.
A GENERALIZATION
The mixed joint universality and the mixed joint functional independence theorem can be obtained in the following more general situation.
Suppose that α j be a real number with 0 < α j < 1, l( j) ∈ N, j = 1, . . . , r, and λ = l(1) + . . . + l(r). For each j and l, 1 ≤ j ≤ r, 1 ≤ l ≤ l( j), let B jl = {b m jl ∈ C : m ∈ N 0 } be a periodic sequence of complex numbers (not all zero) with the minimal period k jl , and let ζ (s, α j ; B jl ) be the corresponding periodic Hurwitz zeta-function. Denote by k j the least common multiple of periods k j1 , . . . , k jl( j) . Let B j be the matrix consisting of coefficients b m jl from the periodic sequences B jl , l = 1, . . . , l( j), m = 1, . . . , k j , i.e. ,
The functional independence for the above collection of periodic Hurwitz zeta-functions was proved by A. Laurinčikas in [7, Theorem 3] under a certain matrix condition. The proof is based on the joint universality theorem among periodic Hurwitz zetafunctions proved by J. Steuding in [14] .
For the proof of mixed joint functional independence, we may adopt the method developed in series of works by A. Laurinčikas and his colleagues (see, for example, [1] , [8] , [13] ). Then it is possible to obtain the following generalization of Theorem 1. 
is identically zero. Then F j ≡ 0 for j = 0, . . . , n.
This theorem is a consequence of the following mixed joint universality theorem, which is a generalization of Lemma 2. This theorem is also an analogue of a result of J. Genys, R. Macaitienė, S. Račkauskienė and D. Šiaučiūnas [1, Theorem 3] , which treats the case that ϕ(s) is replaced by ζ (s). 
Remark 1.
Consider the case when all l( j) = 1, 1 ≤ j ≤ r. Write B j1 = B j . In this case, the condition rankB j = l( j) trivially holds. Therefore the joint universality and the functional independence among the functions ϕ(s), ζ (s, α 1 , B 1 ), . . ., ζ (s, α r , B r ) are valid without any matrix condition, only under the assumption that α 1 , . . . , α r are algebraically independent over Q. When A. Laurinčikas started his study on the universality of periodic Hurwitz zeta-functions, he assumed various matrix-type conditions, but finally, the joint universality among periodic Hurwitz zeta-functions without any matrix condition was established by A. Laurinčikas and S. Skerstonaitė in [9, Theorem 3] . Our Theorems 4 and 5 include the "mixed" generalization of this theorem.
PROOF OF THEOREMS 4 AND 5
In the proof of Theorems 4 and 5, the crucial role is played by a mixed joint limit theorem in the sense of weakly convergent probability measures in the space of analytic functions. 
Moreover, let
where γ p = γ for all p ∈ P, γ m = γ for all m ∈ N 0 , and γ = {s ∈ C : |s| = 1}, and define
where Ω 2 j = Ω 2 for all j = 1, ..., r. Then by the Tikhonov theorem Ω is a compact topological Abelian group also. Then we have the probability space (Ω, B(Ω), m H ). Here m H is the product of Haar measures m H1 , m H21 , ..., m H2r , where m H1 is the probability Haar measure on (Ω 1 , B(Ω 1 )) and m H2 j is the probability Haar measure on (Ω 2 j , B(Ω 2 j )), j = 1, ..., r. Let ω 1 (p) be the projection of ω 1 ∈ Ω 1 to γ p , and, for every m ∈ N, define
with respect to the factorization of m to primes. Denote by ω 2 j (m) the projection of ω 2 j ∈ Ω 2 j to γ m , m ∈ N 0 , j = 1, ..., r.
For brevity, write α = (α 1 , . . . , α r ), B = B 11 , . . . , B 1l(1 α r ; B r1 ) , . . ., ζ (s 2rl(r) , α r ; B rl(r) )).
Let ω = (ω 1 , ω 21 , ..., ω 2r ) ∈ Ω. Define the H-valued random element Z(s, α, ω; B) on the probability space (Ω, B(Ω), m H ) by the formula Z(s, α, ω; B) = (ϕ (s 1 , ω 1 ), ζ (s 211 , α 1 , ω 21 ; B 11 ) , . . ., ζ (s 21l(1) , α 1 , ω 21 ; B 1l(1) ),
respectively. These series are convergent for almost all ω 1 ∈ Ω 1 and ω 2 j ∈ Ω 2 j , j = 1, ..., r.
Denote by P Z the distribution of the random element Z(s, α, ω; B), i.e.,
Now we are ready to state our mixed joint limit theorem for the functions ϕ(s), ζ (s, α 1 ; B 11 ),
. . . , ζ (s, α r ; B rl(r) ) as a lemma.
Lemma 6.
Suppose that the numbers α 1 , ..., α r are algebraically independent over Q, and ϕ ∈ S. Then the probability measure P T defined by
converges weakly to P Z as T → ∞.
When r = 1 and l(1) = 1, this lemma is Theorem 2.1 from [5] . On the other hand, the same type of limit theorem with ϕ replaced by the Riemann zeta-function is given in [1, Theorem 4] . The proof of the above lemma is quite similar to that of those results, so here we give a very brief outline.
Let ϕ n (s), ϕ n (s, ω 1 ), ζ n (s, α; B), ζ n (s, α, ω 2 ; B) be the same as in [5, Section 3] , and define Z n (s, α; B) = (ϕ n (s 1 ), ζ n (s 211 , α 1 ; B 11 ), . . ., ζ n (s 21l(1) , α 1 ; B 1l(1) ),
where ω = ( ω 1 , ω 21 , . . . , ω 2r ) ∈ Ω. The probability measures P T,n , P T,n and P T on H are defined similarly as P T in (6), with replacing Z(s + iτ, α; B) by Z n (s + iτ, α; B), Z n (s + iτ, α, ω; B) and Z(s + iτ, α, ω; B), respectively. As an analogue of [5, Lemma 3] or [1, Lemma 2], we can show that both measures P T,n and P T,n converge weakly to a certain probability measure P n as T → ∞. (In the course of the proof, a key is Lemma 1 from [1] , which is based on the assumption that α 1 , ..., α r are algebraically independent over Q.)
Next we need an approximation lemma in the mean value sense, similar to [5, Lemma 3.3] . In the proof of [5, Lemma 3.3] , we used the result of [3] . The desired approximation can be shown by using, instead of [3] , mean value results given in [10, (2.3), (2.5)].
Then we can prove that both P T and P T converge weakly to a certain probability measure P. This is an analogue of [5, Lemma 3.4] or [1, Lemma 5] . Finally we can show that P = P Z , by the usual ergodic argument. This completes the proof of Lemma 6.
5.2.
Completion of the proof. Now we complete the proof of Theorems 4 and 5. Hereafter we assume that α 1 , . . ., α r are algebraically independent over Q, rankB j = l( j), 1 ≤ j ≤ r, and ϕ(s) belongs to the class S.
Let S ϕ be the set of all f ∈ H(D 1 ) which is non-vanishing on D 1 , or constantly ≡ 0 on D 1 .
Lemma 7. The support of the measure P Z is S
This can be shown just analogously to [1, Theorem 5] . Then Theorem 5 follows from Lemmas 6 and 7 by the standard argument; see again [1] .
Next, as a generalization of Lemma 3, we can show that the image of the map u : R → C (λ +1)N by the formula 
