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INVERSE OF A MATRIX RELATED TO DOUBLE ZETA VALUES
OF ODD WEIGHT
DING MA
Abstract. In this paper, we give a proof of a conjecture made by Zagier in [4] about the
inverse of some matrix related to double zeta values of parity (even, odd). As a result, we
obtain a family of Bernoulli number identities. We further generalize this family to a more
general setting involving binomial coefficients of negative arguments.
1. Introduction and main result
Multiple zeta values are real numbers, first defined by Euler in 1700s, that have been much
studied in recent years because of their many surprising properties. They appear in many
places in both mathematics and mathematical physics, from periods of mixed Tate motives
to values of Feynman integrals. There are many conjectures concerning the values of these
numbers.
We first give the definition and formulations of some open problems concerning multiple
zeta values (MZVs) that we will prove here. For positive integers k1, . . . , kn with kn ≥ 2, we
define the MZV ζ(k1, . . . , kn) as the iterated multiple sum
(1) ζ(k1, . . . , kn) =
∑
0<m1<···<mn
1
mk11 · · ·m
kn
n
.
The constant n is called the depth of this MZV, and k = k1 + · · ·+ kn is its weight. It was
already found by Euler (explicitly for k up to 13) that all double zeta values (MZVs of depth
2) of odd weight are rational linear combinations of products of “Riemann” zeta values. In
[4], Zagier gave the following explicit expression for double zeta values of weight k = 2K +1
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and parity (even, odd)
(2) ζ(2r, k − 2r) ≡
K−1∑
s=1
[(
2K − 2s
2r − 1
)
+
(
2K − 2s
2K − 2r
)]
ζ(2s)ζ(k − 2s) (1 ≤ r ≤ K − 1),
where the congruence is modulo Qζ(k). He further defined a matrix A = AK to be the
(K − 1)× (K − 1) matrix whose (r, s)-entry is the expression in square brackets in (2), and
made the following conjecture about the entries of A−1.
Conjecture. For any odd integer k = 2K + 1 ≥ 5 and the matrix A = AK defined above,
we have
(
A−1
)
s,r
?
=
−2
2s− 1
k−2s∑
n=0
(
k − 2r − 1
k − 2s− n
)(
n+ 2s− 2
n
)
Bn
?
=
2
2s− 1
k−2s∑
n=0
(
2r − 1
k − 2s− n
)(
n+ 2s− 2
n
)
Bn (1 ≤ s, r ≤ K − 1),
where Bn denotes the nth Bernoulli number.
In order to match the notation in an ongoing project, I will consider the matrix C = AT ,
and prove the following the result in this paper.
Theorem 1. For any odd integer k = 2K + 1 ≥ 5 and the matrix C = ATK defined above,
we have
(
C−1
)
r,s
=
−2
2s− 1
k−2s∑
n=0
(
k − 2r − 1
k − 2s− n
)(
n + 2s− 2
n
)
Bn(3)
=
2
2s− 1
k−2s∑
n=0
(
2r − 1
k − 2s− n
)(
n + 2s− 2
n
)
Bn (1 ≤ s, r ≤ K − 1),(4)
In particular, the first and the last rows of C−1 consist of simple multiples of Bernoulli
numbers as the next corollary says.
Corollary 2. For any odd integer k = 2K + 1 ≥ 5 and any s satisfying 1 ≤ s ≤ K − 2, we
have (
C−1
)
1,s
= −
1
2
(
C−1
)
K−1,s
= 2
(
2K − 2
2s− 1
)
B2K−2s
2K − 2s
.
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By using C−1, we can explicitly express the products ζ(2s)ζ(k − 2s), 1 ≤ s ≤ K − 1 in
terms of double zeta values ζ(2r, k − 2r), 1 ≤ r ≤ K − 1.
Corollary 3. For odd k = 2K + 1 ≥ 5, modulo Qζ(k), the products ζ(2s)ζ(k − 2s), 1 ≤
s ≤ K − 1, can be expressed in terms of double zeta values ζ(2r, k − 2r), 1 ≤ r ≤ K − 1 as
follows
(5) ζ(2s)ζ(k − 2s) ≡
K−1∑
r=1
(
C−1
)
r,s
ζ(2r, k − 2r),
where
(
C−1
)
r,s
is given by either (3) or (4).
In Section 2, we will define two 2-variable polynomials corresponding to the two expressions
of rows of C−1, and prove Theorem 1, Corollary 2 by using Theorem 4. In Section 3, we will
state four lemmas, and use them to prove Theorem 4. In Section 4, we will prove all the
lemmas stated in Section 3. Finally, in Section 5, we will extend some of the definitions and
results stated before, and give a family of Bernoulli number identities.
2. Proof of Theorem 1
In this section, we will define two 2-variable polynomials, and state a result about one of
them. Later, in Section 3, we will see that the result also holds for the other one by proving
that they are identical to each other.
Definition 1. Let k = 2K + 1 ≥ 5 be an odd integer, for any 0 ≤ i ≤ k − 2, we define the
following two polynomials
F
(i)
k (x, y) :=
K−1∑
s=1
(
−2
2s− 1
k−2s∑
n=0
(
i
k − 2s− n
)(
n + 2s− 2
n
)
Bn
)
x2K−2sy2s−1;(6)
G
(i)
k (x, y) :=
K−1∑
s=1
(
2
2s− 1
k−2s∑
n=0
(
k − 2− i
k − 2s− n
)(
n + 2s− 2
n
)
Bn
)
x2K−2sy2s−1.(7)
Those two polynomials correspond to the two expression (3), (4) of C−1, and they are
closely related to the following polynomial.
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Definition 2. Let k = 2K + 1 ≥ 5 be an odd integer, for any 0 ≤ i ≤ k − 2, we define the
following polynomial
(8) R
(i)
k (x, y) := −
k − 2− 2i
k − 2
xk−2 + (−1)ixk−2−iyi + (−1)ixiyk−2−i −
k − 2− 2i
k − 2
yk−2
The connection between F
(i)
k (x, y), G
(i)
k (x, y) and R
(i)
k (x, y) can be stated as the following
theorem, whose proof will be postponed to Section 3.
Theorem 4. Let k = 2K + 1 ≥ 5 be an odd integer, for any 0 ≤ i ≤ k − 2, we have
F
(i)
k (x+ y, x) + F
(i)
k (x+ y, y) = R
(i)
k (x, y)(9)
G
(i)
k (x+ y, x) +G
(i)
k (x+ y, y) = R
(i)
k (x, y)(10)
Assuming Theorem 4, we are able to prove Theorem 1 now.
Proof of Theorem 1. Let k = 2K + 1 ≥ 5 be an odd integer. According to the definition of
the matrix C, we have
(11) Cs,r =
(
2K − 2s
2r − 1
)
+
(
2K − 2s
2K − 2r
)
.
For the vector v = (v1, v2, . . . , vK−1), define its associated polynomial to be V (x, y) =∑K−1
s=1 vsx
2K−2sy2s−1. Assume that vC = w := (w1, w2, . . . , wK−1), then
W (x, y) :=
K−1∑
j=1
wjx
2j−1y2K−2j
= x2j−1y2K−2j-terms in V (x+ y, x) + V (x+ y, y) with 1 ≤ j ≤ K − 1.
According to Theorem 4, for 1 ≤ i ≤ K − 1, we have
x2j−1y2K−2j-terms in F
(2i−1)
k (x+ y, x) + F
(2i−1)
k (x+ y, y) with 1 ≤ j ≤ K − 1(12)
= x2j−1y2K−2j-terms in R
(2i−1)
k (x, y) with 1 ≤ j ≤ K − 1(13)
= x2i−1y2K−2i.(14)
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Therefore, for the matrix with the ith row coming from the associated vector of F
(2i−1)
k (x, y),
its product with C gives us the identity matrix, i.e., we have
(
C−1
)
r,s
=
2
2s− 1
k−2s∑
n=0
(
2r − 1
k − 2s− n
)(
n+ 2s− 2
n
)
Bn (1 ≤ s, r ≤ K − 1).
By considering Gk instead of Fk, we get another expression
(
C−1
)
r,s
=
−2
2s− 1
k−2s∑
n=0
(
k − 2r − 1
k − 2s− n
)(
n+ 2s− 2
n
)
Bn (1 ≤ s, r ≤ K − 1).
Hence we have proven the statement. 
As a corollary, the first and the last rows of C−1 can be reduced to simple multiples of
Bernoulli numbers.
Proof of Corollary 2. Let k = 2K+1 ≥ 5 be an odd integer. When r = 1 and 1 ≤ s ≤ K−2,
we have
(
C−1
)
1,s
(4)
=
2
2s− 1
k−2s∑
n=0
(
1
k − 2s− n
)(
n+ 2s− 2
n
)
Bn
=
2
2s− 1
(
k − 2s− 1 + 2s− 2
k − 2s− 1
)
Bk−2s−1
=
2
2s− 1
(
2K − 2
2s− 2
)
B2K−2s
= 2
(
2K − 2
2s− 1
)
B2K−2s
2K − 2s
.
When r = K − 1 and 1 ≤ s ≤ K − 2, we have
(
C−1
)
K−1,s
(3)
=
−2
2s− 1
k−2s∑
n=0
(
2
k − 2s− n
)(
n + 2s− 2
n
)
Bn
=
−2
2s− 1
(
2
1
)(
k − 2s− 1 + 2s− 2
k − 2s− 1
)
Bk−2s−1
=
−4
2s− 1
(
2K − 2
2s− 2
)
B2K−2s
= −4
(
2K − 2
2s− 1
)
B2K−2s
2K − 2s
.
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
Corollary 3 is just the restatement of the fact CC−1 = IK−1.
3. Proof of Theorem 4
In this section, we will state four lemmas, and use them to prove Theorem 4. The proofs
of those lemmas will be provided in the next section.
The first lemma tells us that the second derivatives in y of F
(i)
k (x, y) and G
(i)
k (x, y) can be
expressed as linear combinations of F
(j)
k−2(x, y) and G
(j)
k−2(x, y) for some j’s.
Lemma 1. Let k = 2K + 1 ≥ 5 be an odd integer, for any 0 ≤ i ≤ k − 2, we have
∂2
∂y2
(
F
(i)
k (x, y)
)
= (k − 2− i)(k − 3− i)F
(i)
k−2(x, y)(15)
− 2i(k − 2− i)G
(k−3−i)
k−2 (x, y)
+ i(i− 1)F
(i−2)
k−2 (x, y)
∂2
∂y2
(
G
(i)
k (x, y)
)
= (k − 2− i)(k − 3− i)G
(i)
k−2(x, y)(16)
− 2i(k − 2− i)F
(k−3−i)
k−2 (x, y)
+ i(i− 1)G
(i−2)
k−2 (x, y)
Although we do not have the definitions of F
(i)
k−2 and G
(i)
k−2 for i = −1 or −2, we can see
from the above expressions that the coefficients before them would be 0.
The next one says that F
(i)
k (x, y) and G
(i)
k (x, y) are actually identical to each other.
Lemma 2. Let k = 2K + 1 ≥ 5 be an odd integer, for any 0 ≤ i ≤ k − 2, we have
(17) F
(i)
k (x, y) = G
(i)
k (x, y)
Later, in Section 5, we will show that the above lemma can be extended to a more general
setting, which will give us more Bernoulli number identities. Not only F
(i)
k (x, y) andG
(i)
k (x, y)
have nice properties for the second derivatives in y, R
(i)
k also has one as the next lemma
claims.
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Lemma 3. Let k = 2K + 1 ≥ 5 be an odd integer, for any 0 ≤ i ≤ k − 2
∂2
∂y2
(
R
(i)
k (x− y, y)
)
= (k − 2− i)(k − 3− i)R
(i)
k−2(x− y, y)(18)
− 2i(k − 2− i)R
(k−3−i)
k−2 (x− y, y)
+ i(i− 1)R
(i−2)
k−2 (x− y, y)
Similarly, it is fine that we do not have the definitions for R
(−1)
k−2 (x, y) and R
(−2)
k−2 (x, y) in
the above lemma.
The next lemma gives the tool to compute the coefficient of xk−3y1 in F
(i)
k (x, x− y).
Lemma 4. For any positive integers k and i, we have
(19) A
(i)
k :=
[ k
2
]∑
s=1
−2
2s− 1
k−2s∑
n=0
(
i
k − 2s− n
)(
n+ 2s− 2
n
)
Bn = 0,
where Bn denotes the nth Bernoulli number.
Now we can use the above four lemmas to prove Theorem 4.
Proof of Theorem 4. Let k = 2K + 1 ≥ 5 be an odd integer, and i be any integer satisfying
0 ≤ i ≤ k − 2. We only need to prove the following identity, which is obtained from (9) by
change-of-variables x→ x− y and y → y
(20) F
(i)
k (x, x− y) + F
(i)
k (x, y) = R
(i)
k (x− y, y).
When i = 0 or i = k − 2, both sides equal to 0 by the definition. Hence we only need to
prove (20) for 1 ≤ i ≤ k− 3. We will prove the statement by induction. For k = 5, it is easy
to check that
F
(1)
5 (x, x− y) + F
(1)
5 (x, y) = R
(1)
5 (x− y, y) = −
1
3
x3;
F
(2)
5 (x, x− y) + F
(2)
5 (x, y) = R
(2)
5 (x− y, y) =
1
3
x3.
Assume that
F
(i)
k−2(x, x− y) + F
(i)
k−2(x, y) = R
(i)
k−2(x− y, y).
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is true for any i satisfying 0 ≤ i ≤ k − 4.
For any 1 ≤ i ≤ k − 3, by Lemma 1, Lemma 2 and Lemma 3, we have
∂2
∂y2
(
F
(i)
k (x, x− y) + F
(i)
k (x, y)
)
Lemma 1
= (k − 2− i)(k − 3− i)
(
F
(i)
k−2(x, x− y) + F
(i)
k−2(x, y)
)
− 2i(k − 2− i)
(
G
(k−3−i)
k−2 (x, x− y) +G
(k−3−i)
k−2 (x, y)
)
+ i(i− 1)
(
F
(i−2)
k−2 (x, x− y) + F
(i−2)
k−2 (x, y)
)
Lemma 2
= (k − 2− i)(k − 3− i)
(
F
(i)
k−2(x, x− y) + F
(i)
k−2(x, y)
)
− 2i(k − 2− i)
(
F
(k−3−i)
k−2 (x, x− y) + F
(k−3−i)
k−2 (x, y)
)
+ i(i− 1)
(
F
(i−2)
k−2 (x, x− y) + F
(i−2)
k−2 (x, y)
)
Induction Hypothesis
= (k − 2− i)(k − 3− i)R
(i)
k−2(x− y, y)
− 2i(k − 2− i)R
(k−3−i)
k−2 (x− y, y)
+ i(i− 1)R
(i−2)
k−2 (x− y, y)
Lemma 3
=
∂2
∂y2
(
R
(i)
k (x− y, y)
)
.
Hence,
F
(i)
k (x, x− y) + F
(i)
k (x, y)−R
(i)
k (x− y, y) = a1x
k−3y1 + a0x
k−2.
After making change-of-variable as x→ x+ y and y → y, we get
F
(i)
k (x+ y, x) + F
(i)
k (x+ y, y)− R
(i)
k (x, y) = a1(x+ y)
k−3y1 + a0(x+ y)
k−2.
Since both F
(i)
k (x+ y, x) + F
(i)
k (x+ y, y)− R
(i)
k (x, y) and a0(x+ y)
k−2 are symmetric about
x and y, and a1(x+ y)
k−3y1 is not, we have a1 = 0, i.e.
F
(i)
k (x, x− y) + F
(i)
k (x, y)−R
(i)
k (x− y, y) = a0x
k−2.
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Now let us consider the coefficients of xk−2 in the LHS. By Lemma 4, we have
coefficient of xk−2 in F
(i)
k (x, x− y) + F
(i)
k (x, y)− R
(i)
k (x− y, y)
=
K−1∑
s=1
(
−2
2s− 1
k−2s∑
n=0
(
i
k − 2s− n
)(
n + 2s− 2
n
)
Bn
)
+ 0−
k − 2− 2i
k − 2
= A
(i)
k −
(
−2
2K − 1
k−2K∑
n=0
(
i
k − 2K − n
)(
n+ 2K − 2
n
)
Bn
)
−
k − 2− 2i
k − 2
Lemma 4
= 0−
(
−2
k − 2
1∑
n=0
(
i
1− n
)(
n+ k − 3
n
)
Bn
)
−
k − 2− 2i
k − 2
=
2
k − 2
(iB0 + (k − 2)B1)−
k − 2− 2i
k − 2
= 0.
Therefore, we have a0 = 0, i.e.
F
(i)
k (x, x− y) + F
(i)
k (x, y) = R
(i)
k (x− y, y).
By induction, we have proven the statement for F . The result for G will follow directly from
Lemma 2. 
4. Proof of lemmas
In this section, we will prove all the lemmas stated in the last section.
Proof of Lemma 1. Let k = 2K + 1 ≥ 5 be an odd integer, and i be any integer satisfying
0 ≤ i ≤ k − 2. When i = 0 or k − 2, both sides of (15) are 0. Assume that we have
1 ≤ i ≤ k − 3. Let us compare two sides of (15).
LHS =
∂2
∂y2
(
F
(i)
k (x, y)
)
=
K−1∑
s=2
(
−2
2s− 1
k−2s∑
n=0
(
i
k − 2s− n
)(
n+ 2s− 2
n
)
Bn
)
(2s− 1)(2s− 2)x2K−2sy2s−3
RHS = (k − 2− i)(k − 3− i)F
(i)
k−2(x, y)− 2i(k − 2− i)G
(k−3−i)
k−2 (x, y) + i(i− 1)F
(i−2)
k−2 (x, y)
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= (k − 2− i)(k − 3− i)
K−2∑
s=1
(
−2
2s− 1
k−2−2s∑
n=0
(
i
k − 2− 2s− n
)(
n + 2s− 2
n
)
Bn
)
x2K−2−2sy2s−1
− 2i(k − 2− i)
K−2∑
s=1
(
2
2s− 1
k−2−2s∑
n=0
(
k − 4− (k − 3− i)
k − 2− 2s− n
)(
n+ 2s− 2
n
)
Bn
)
x2K−2−2sy2s−1
+ i(i− 1)
K−2∑
s=1
(
−2
2s− 1
k−2−2s∑
n=0
(
i− 2
k − 2− 2s− n
)(
n + 2s− 2
n
)
Bn
)
x2K−2−2sy2s−1
= (k − 2− i)(k − 3− i)
K−1∑
s=2
(
−2
2s− 3
k−2s∑
n=0
(
i
k − 2s− n
)(
n+ 2s− 4
n
)
Bn
)
x2K−2sy2s−3
− 2i(k − 2− i)
K−1∑
s=2
(
2
2s− 3
k−2s∑
n=0
(
i− 1
k − 2s− n
)(
n + 2s− 4
n
)
Bn
)
x2K−2sy2s−3
+ i(i− 1)
K−1∑
s=2
(
−2
2s− 3
k−2s∑
n=0
(
i− 2
k − 2s− n
)(
n+ 2s− 4
n
)
Bn
)
x2K−2sy2s−3
Fix any s and n, the coefficient of Bnx
2K−2sy2s−3 on the RHS will be
−2
2s− 3
(
i
k − 2s− n
)(
n + 2s− 4
n
)
× [(k − 2− i)(k − 3− i) + 2(i− k + 2s+ n)(k − 2− i) + (i− k + 2s+ n)(i− 1− k + 2s+ n)]
=
−2
2s− 3
(
i
k − 2s− n
)(
n + 2s− 4
n
)
(n + 2s− 2)(n+ 2s− 3)
= −2(2s− 2)
(
i
k − 2s− n
)(
n+ 2s− 4
n
)
(n + 2s− 2)(n+ 2s− 3)
(2s− 2)(2s− 3)
= −2(2s− 2)
(
i
k − 2s− n
)(
n+ 2s− 2
n
)
,
which is exactly the coefficient of Bnx
2K−2sy2s−3 on the LHS. Therefore, we have shown (15).
A similar computation proves (16), so we will save the proof for length. 
In order to prove Lemma 2, we need the following lemma, which is known as Carlitz’s
symmetric Bernoulli number identity.
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Lemma 5 (??,??). For any positive integers m,n, we have
(21) (−1)m
m∑
k=0
(
m
k
)
Bn+k = (−1)
n
n∑
k=0
(
n
k
)
Bm+k
Proof of Lemma 2. Let k = 2K + 1 ≥ 5 be an odd integer, and i be any integer satisfying
0 ≤ i ≤ k − 2. We will use the induction on k to prove the result. For k = 5, it is easy to
check from the definition that
F
(0)
5 (x, y) = G
(0)
5 (x, y) = 0
F
(1)
5 (x, y) = G
(1)
5 (x, y) = −
1
3
x2y
F
(2)
5 (x, y) = G
(2)
5 (x, y) =
1
3
x2y
F
(3)
5 (x, y) = G
(3)
5 (x, y) = 0.
Assume that we have F
(i)
k−2(x, y) = G
(i)
k−2(x, y) for any i satisfying 0 ≤ i ≤ k − 4. Then by
Lemma 1, we have
∂2
∂y2
(
F
(i)
k (x, y)−G
(i)
k (x, y)
)
Lemma 1
= (k − 2− i)(k − 3− i)
(
F
(i)
k−2(x, y)−G
(i)
k−2(x, y)
)
− 2i(k − 2− i)
(
G
(k−3−i)
k−2 (x, y)− F
(k−3−i)
k−2 (x, y)
)
+ i(i− 1)
(
F
(i−2)
k−2 (x, y)−G
(i−2)
k−2 (x, y)
)
= 0.
Hence,
F
(i)
k (x, y)−G
(i)
k (x, y) = a1x
k−3y1 + a0x
k−2.
According to the definition, there are no xk−2-terms in both F
(i)
k (x, y) and G
(i)
k (x, y), i.e. we
have
F
(i)
k (x, y)−G
(i)
k (x, y) = a1x
k−3y1.
Now let us compare the xk−3y1-terms in F
(i)
k (x, y) and G
(i)
k (x, y).
coefficient of xk−3y1 in F
(i)
k (x, y)
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= −2
k−2∑
n=0
(
i
k − 2− n
)
Bn
= −2
k−2∑
n=0
(
i
i− k + 2 + n
)
Bn
= −2
i∑
j=0
(
i
j
)
Bj+(k−2−i)
Lemma 5
= 2
k−2−i∑
j=0
(
k − 2− i
j
)
Bj+i
= 2
k−2∑
n=0
(
k − 2− i
n− i
)
Bn
= 2
k−2∑
n=0
(
k − 2− i
k − 2− n
)
Bn
= coefficient of xk−3y1 in G
(i)
k (x, y).
Therefore, we have a1 = 0, i.e.
F
(i)
k (x, y)−G
(i)
k (x, y) = 0.
By induction, we have proven the lemma. 
Proof of Lemma 3. This can be proven by a direct computation, and we will skip the proof
here. 
Proof of Lemma 4. Let k and i be any positive integers. We can rewrite A
(i)
k as follows
A
(i)
k =
[ k
2
]∑
s=1
−2
2s− 1
k−2s∑
n=0
(
i
k − 2s− n
)(
n+ 2s− 2
n
)
Bn
=
k−2∑
n=0
( [ k−n
2
]∑
s=1
−2
2s− 1
(
i
k − 2s− n
)(
n+ 2s− 2
n
))
Bn.
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It is easy to check that Ai3 = 0 for any i. Now we will use induction to prove the statement.
Assume that we have A
(i)
k−1 = 0 for any i. For any i we have
A
(i+1)
k − A
(i)
k =
k−2∑
n=0
[ [ k−n
2
]∑
s=1
−2
2s− 1
((
i+ 1
k − 2s− n
)
−
(
i
k − 2s− n
))(
n + 2s− 2
n
)]
Bn
=
k−2∑
n=0
[ [ k−n
2
]∑
s=1
−2
2s− 1
(
i
k − 1− 2s− n
)(
n + 2s− 2
n
)]
Bn,
When n = k − 2, we have(
i
k − 1− 2s− n
)
=
(
i
1− 2s
)
= 0 for any s ≥ 1.
Also when s = k−n
2
is an integer, we have
(
i
k − 1− 2s− n
)
=
(
i
−1
)
= 0.
Hence,
A
(i+1)
k −A
(i)
k =
k−2∑
n=0
[ [ k−n
2
]∑
s=1
−2
2s− 1
(
i
k − 1− 2s− n
)(
n+ 2s− 2
n
)]
Bn
=
k−3∑
n=0
[ [ k−1−n
2
]∑
s=1
−2
2s− 1
(
i
k − 1− 2s− n
)(
n+ 2s− 2
n
)]
Bn
= A
(i)
k−1
= 0,
i.e., we have A
(i+1)
k = A
(i)
k for any i. Now since A
(0)
k = 0, we have A
(i)
k for any i. 
5. Extension of Definition 1 and Lemma 2
In this section, we will give an extension of Definition 1 and Lemma 2 for arbitrary integer
i. It will then give us more Bernoulli number identities.
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Definition 3. Let k = 2K + 1 ≥ 5 be an odd integer, for any integer i, we define the
following two polynomials
F
(i)
k (x, y) :=
K−1∑
s=1
(
−2
2s− 1
k−2s∑
n=0
(
i
k − 2s− n
)(
n + 2s− 2
n
)
Bn
)
x2K−2sy2s−1;(22)
G
(i)
k (x, y) :=
K−1∑
s=1
(
2
2s− 1
k−2s∑
n=0
(
k − 2− i
k − 2s− n
)(
n + 2s− 2
n
)
Bn
)
x2K−2sy2s−1,(23)
where the binomial coefficient is defined by
(24)
(
x
y
)
=
Γ(x+ 1)
Γ(y + 1)Γ(x− y + 1)
.
The binomial coefficient for negative arguments is explicitly computed by the following
theorem.
Theorem ([2]). For negative integer n and integer k, we have
(25)
(
n
k
)
=


(−1)k
(
−n+ k − 1
k
)
if k ≥ 0
(−1)n−k
(
−k − 1
n− k
)
if k ≤ n
0 otherwise
They satisfy the following properties of binomial coefficients [2].(
x
y
)
=
(
x
x− y
)
(26)
(
x
y
)(
y
z
)
=
(
x
z
)(
x− z
y − z
)
(27)
(
x
y
)
=
x
y
(
x− 1
y − 1
)
(except y = 0)(28)
(
x
y
)
=
(
x− 1
y
)
+
(
x− 1
y − 1
)
(except x = y = 0)(29)
In the proof of Lemma 1 and Lemma 2, we only used the above properties of binomial
coefficients along with Lemma 5, which itself is also proved using only the above properties.
Therefore, we have
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Proposition 5. Let k = 2K + 1 ≥ 5 be an odd integer, for any integer i, we have
(30) F
(i)
k (x, y) = G
(i)
k (x, y)
Comparing the coefficients on both sides, we get
Corollary 6. Let k = 2K +1 ≥ 5 be an odd integer, for any integer s satisfying 1 ≤ s ≤ K
and for any integer i, we have the following Bernoulli number identities
−
k−2s∑
n=0
(
i
k − 2s− n
)(
n + 2s− 2
n
)
Bn =
k−2s∑
n=0
(
k − 2− i
k − 2s− n
)(
n + 2s− 2
n
)
Bn
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