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Abstract 
Interactions between genes in living organisms are intrinsically stochastic. This not only gives 
rise to phenotypic variation in clonal populations of cells, but also fundamentally limits 
signaling fidelity and cellular memory. Accurately predicting noise propagation in gene 
networks is thus crucial for reverse engineering natural networks and designing reliable 
synthetic genetic circuits. 
To determine how noise propagates through gene networks we measure, in single bacterial 
cells, expression variability and correlations between genes in a cascade and correlations with 
a constitutive gene. We find that noise in a gene is determined by its intrinsic fluctuations, 
transmitted noise from upstream genes and global noise affecting all genes. Our results imply 
that the dominant noise sources can be external to any given gene and that even for networks 
in which no component has significant intrinsic noise, total noise can be significant due to 
amplification of global fluctuations. We develop a Langevin type model that explains the 
complex behaviour exhibited by the noises and correlations, and reveals the dominant noise 
sources from the biochemical characteristics of the individual genes. The model successfully 
predicts the noises and correlations as the network is systematically perturbed. It also 
indicates that the additional information from the protein expression distributions can be used 
to better determine the system parameters and provides the basis for a Monte Carlo 
simulation method, which allows for fast, approximate simulations of the distributions. As an 
extension and proof of applicability of the approach, we choose a natural network, the E. Coli 
lactose uptake network, to predict the dynamic behaviour of the distributions. We measure 
population distributions of protein numbers as a function of time, and show that prediction of 
dynamic distributions requires only a few noise parameters from the steady state noise 
measurements in addition to the rates that characterize a deterministic model. 
Our results show that even though noise sources are ubiquitous and network dependent, the 
protein distributions and even their dynamic behavior can be predicted from basic parameters, 
and the simplicity of the formulae brings the promise of decoding and designing the genetic 
networks that control the function of all living cells. 
Thesis supervisor: Alexander van Oudenaarden 
Title: Associate Professor of Physics 
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Preface 
Before I joined the van Oudenaarden lab, my last contact with biology had been in 
high school. My previous education was in mathematics and theoretical physics, 
specifically in hamiltonian chaos and symbolic dynamics. When I came to MIT my 
main interest was statistical mechanics. I was fascinated by the power of a simple, 
intuitive idea, equiprobability of states, to generate such an amazing array of 
results. It had he beauty of an axiomatic construction in mathematics and more, 
since it actually allowed us to understand something about the world. The other 
reason it interested me was because I believed that a description of inherently 
stochastic systems (be it a gas or a society) was more useful to humanity than a 
detailed microscopic description of the high-energy fundamental particles. 
When I had to choose a research group, I was overwhelmed by the amount of 
interesting projects being done. I came to look at the van Oudenaarden lab 
fortuitously, and was struck by to things: the novelty of the topic and the 
friendliness of the atmosphere. I figured that since I didn't know anything about 
biology, the rate of learning new things would be all that greater, and the fact that 
it was a brand new lab where the students got enough freedom to actually steer 
the research direction of the group was very appealing. Since it was a group of 
equally lost physicists exploring a brand new field within the unexplored jungles of 
biology, the feeling of adventure and kinship was pervasive. So I joined thinking 
that I was going in a completely new direction. 
What I did not expect is that I would find exactly the things that had appealed to 
me in statistical mechanics. We had a simple, intuitive idea, evolution, producing a 
dazzling array of results. We had inherently stochastic systems that required a 
global description. We got the relevance to humanity built in, as the subject of 
study was life itself. And we got large doses of what I find most appealing in 
science: taking an unknown system and after much thinking and poking coming 
up with a satisfying, intuitive explanation for what is going on. 
I would therefore like to thank everyone at the van Oudenaarden lab for making 
the journey so enjoyable and varied, Alexander van Oudenaarden for his inspired 
guidance and Mukund Thattai for his teaching and his friendship. 
This work is dedicated to my parents, Luis Hernando Pedraza and Luisa Josefina 
Leal, for I am, at the deepest level, what they made me. 
Summary 
1 Summary 
All living cells are controlled by complex networks of interacting genes, but 
interactions between genes are intrinsically stochastic. This allows a population of 
genetically identical cells to display different phenotypes, which can be an 
important strategy for survival, but at the same time limits the precision with 
which signals can be transmitted within the cell and the time that a given state 
can be maintained (cellular "memory"). However, cells live in changing 
environments successfully and respond to different conditions very reliably. I n  the 
present work we present the basic biological and mathematical concepts 
necessary to represent these networks quantitatively, outline the analytical and 
computational methods for predicting their behaviour in basic cases, postulate a 
methodology for tackling more complex cases and validate it experimentally. 
First, we present previous observations regarding the importance of variability in 
gene expression and introduce the new fields that encompass most of the present 
work, systems and synthetic biology. We also explain the basic techniques used 
and the reach of the questions we wanted to address (section 2). We then present 
the basic concepts from biology, mathematics and physics that are necessary to 
follow the rest of this work without further requirements than a general scientific 
background (sections 3.1-2). 
We then introduce two mathematical approaches that can be successfully applied 
to the problem of describing and predicting the stochastic properties of genetic 
circuits: the Master Equation approach (sections 3.3) and the Langevin technique 
(section 3.4). We show how to use them to obtain the distributions of proteins 
resulting from the intrinsic fluctuations of chemical reactions and their 
transmission from gene to gene. 
I n  section 3.5 we present a Monte Carlo simulation method known as the Gillespie 
algorithm. This algorithm produces stochastic simulations of random chemical 
processes that are exact numerical solutions of the models. 
We then show how understanding the noise sources and their propagation allows 
us to construct simplified simulations that nevertheless capture the behaviour of 
the distributions. 
We then show how the Langevin model can be easily extended to incorporate 
global sources of noise (section 3.6), and apply it to the specific case of the 
cascade that we designed to experimentally study the propagation of noise. The 
concise analytical expressions that result can be used to explain the complex 

behaviour exhibited by the noises and correlations in systems of interacting genes. 
They also indicate that the additional information from the protein expression 
distributions can be used to better determine the system parameters. 
I n  order to test if the approach can be used for the study of natural networks and 
for the prediction of the dynamic properties of distributions, we studied the 
dynamic behaviour of the E. Coli lactose uptake network (section 3.7). We use the 
deterministic model from a previous study to determine the basic biochemical 
parameters and the steady state distributions to determine the parameters that 
encode the noise properties. We then use the previously developed model to 
construct simulations that produce the full distributions as a function of time, 
which will be compared with the experimental measurements. 
For the experimental part (section 4), we first briefly explain the choices of model 
systems (synthetic cascade and lactose uptake network in E. Coli) and 
measurement techniques (single cell fluorescence microscopy and 'snapshot' 
dynamics). We then describe in detail the synthetic network used to measure 
noise propagation (section 4.2). To study the interaction between two genes, we 
need to be able to tune their interaction, but also the level of the upstream gene. 
For this, the easiest way is to have another gene, which controls the level of the 
upstream gene in a way that is externally controllable. We are thus left with a 
cascade of three genes, plus an additional reference gene. We measure noises and 
correlations for the three fluorescent reporters and thus find the determining 
components of noise in a gene. The rich behaviour observed is adequately 
explained by the model shown in section 3.6. We also test experimentally the 
predictive ability of the model by systematically changing the interactions in the 
cascade, and the model previously developed successfully predicts the noises and 
correlations as the network is perturbed without any fit parameters. 
We then show the experimental confirmation of the applicability of the approach to 
dynamic behaviour of the natural lactose uptake network (section 4.3). We 
measure population distributions of protein numbers as a function of time as 
external conditions are changed. We find the previously observed bistability and 
hysteresis, but also very different types of behaviour for the distributions, termed 
'ballistic' and 'stochastic'. We also show that the model introduced before 
accurately predicts such behaviour, as well as the full distributions, from the 
parameters determined from the deterministic model and the noise parameters 
determined from the steady state measurements. The specific details of the setup, 
genetic manipulations, media, data analysis and parameter values are left for 
section 7. 
I n  section 5 we summarize the results obtained from the analytical models, 
simulations and experiments and use them to present a coherent picture of the 
effects of noise in a network. We explain how our results comprise a strategy for 
measuring the noise, determining the biochemical parameters, and analytically 
predicting the moments of the protein expression distributions or numerically 
obtaining the full distributions. Our results imply that the dominant noise sources 
can be external to any given gene and that even for networks in which no 
component has significant intrinsic noise, total noise can be significant due to 
amplification of global fluctuations. They also imply that the final effect of global or 
environmental fluctuations can be controlled by the circuit architecture, thus 
providing a possible guiding principle for understanding naturally occurring 
circuits. 
Section 6 summarizes these results and presents the author's perspective on the 
next steps to be taken in the field. 

Introduction 
The observation: Variability in clonal populations 
The approach: Systems and synthetic biology 
The tools: fluorescent reporters 
The goal : Predicting protein distributions 

2.1 The observation: Variability in clonal populations
Cells have a dual personality: on one hand, they are a small bag of molecules
jumping about, and on the other, they are an amazingly precise computing
system, which can integrate signals, store memory and make decisions. These
signal processing feats are all the more impressive considering that they manage
to do them even when they do not resort to changes in the DNA sequence, and
that they perform them in a fluctuating environment which not only jumbles the
signals from the outside but also changes the chemical properties inside the cell.
Is precision necessary? The answer is clear in the case of multicellular organisms,
where each cell has a very specific role in spite of being genetically identical. This
is specially true during development [1]; it is not good for you if one of your nose
cells switches to being a hand cell in the fetal stage. It is also crucial in specialized
receptor cells like the rods in our eyes, where single photons can be detected but
the signal that is processed is limited by random firing without detection [2].
eograiJed mutant cloDS
• eograiJed apressiOD
Figure 2.1.1. The effects on development of signaling errors: when cells that are
deficient in their response to signaling gene 'engrailed' are inserted in a normal wing
during development, they cause confusion in neighboring normal cells. (Modified
from [1])
It might be less intuitive in the case of single celled organisms, but it is very
damaging for a cell to have fluctuations in the order in which it replicates; for
example, if it divides before adequately allocating genetic material to both sides
[3]. More subtly, if a lone bacterium in good media briefly deviates from its
optimal enzyme level it can quickly recover, but if it does so in the midst of the
fierce competition and scarce resources in which it commonly lives it might not go
on to the next generation [4].
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In some cases, bacteria have learned to handle variability, as with the clever
biased random walk scheme they use to find food from chemical gradients. Since
they are too small to distinguish the concentrations on either side of their bodies,
they just keep a memory of how things were a few seconds ago and run for a bit;
if things are getting better they keep going and if they are getting worst they just
"tumble" and choose a new, random direction [5]. This simple trick allows them to
find things (or each other) quite efficiently, in spite of the randomness of their
tumbling and the fluctuations of the environment. However, it can be argued that
small differences in efficiency, due for example to fluctuations in the length of the
runs or the time spent tumbling, can have an impact on survival.
Figure 2.1.2. Bacterial Chemotaxis. A. A cluster imaged by dark field microscopy. B-D.
Snapshots of green fluorescent bacteria in the same cluster at t = 0, 4, and 8 s. The lines
depict the trajectories of the bacteria. The montage shows one cell tumbling at the edge of
the cluster (top, right) whereas the other cell that swims toward the center does not tumble.
(Scale bar: 100 J.dT1.) (From [6])
There are, however, examples of cases where noise is amplified and carefully
controlled for beneficial purposes. The original example was the bet-hedging
strategy of the Lambda phage [7]. Phages are viruses that infect bacteria, and
although they usually reproduce as fast as they can until they bust open their host
cell, they can also integrate in the chromosome of the host cell and remain
dormant. This alternative strategy allows them to reproduce with the bacteria, to
which they confer protection from further infection, until the phage senses that
the bacterium is in trouble, in which case it goes back to the aggressive strategy.
The interesting bit is that the decision of which strategy to use initially is random;
it has been dissected in gory detail to reveal the underlying circuit and show that
it is based on amplification of the inherent fluctuations in the circuit [8].
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Figure 2.1.3. The life cycle of the lambda phage. After circularization, the lambda DNA
chooses randomly whether to integrate into the host chromosome or reproduce at top
speed. If it stays with the host, any signal that the host is in trouble will make it jump ship
by going to the lytic pathway (From (9)).
A similar example, of clinical interest, is the phenomenon of bacterial persistence
[10]. This occurs when a population of bacteria is hit with a high dose of
antibiotics: bacteria start dying exponentially until only a few are left and then the
death rate drops dramatically. This means that the high concentration of
antibiotics has to be maintained much longer than would be expected from the
initial rate to kill the entire population. This is different from the development of
resistance, for the surviving cells do not grow in the presence of the antibiotic,
and if allowed to recover and hit again the population will diminish again. It has
recently been determined that persistence is the result of a population-level
strategy: at all times, while most bacteria are reproducing as fast as they can, a
small percentage of the population is "sleeping" [11]. These cells are not growing,
and they will randomly wake up while other cells randomly fall asleep. This is of
course not beneficial to those cells, but it is a good strategy for the population.
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The interesting point in this case is that the fraction that is asleep is constant but
genetically determined: a mutated strain can have a much higher proportion of
sleeping cells than usual [12]. So even though all cells are identical and each can
decide when to fall asleep, the proportion of cells that are asleep is encoded in the
DNA and can be tuned by evolution.
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Figure 2.1.4. Bacterial persistence. A. Killing curves of wild-type and hipA 7 mutant cells.
Black symbols and dashed curve indicate wild type (wt); red symbols and solid curve,
hipA 7 mutant. The survival fraction shows two time scales. B. Scheme of the setup. The
cells are trapped at the interface between a transparent membrane and a thin layer of
PDMS patterned with narrow grooves. C-H Time lapse in hours:min. Bacteria divide on
narrow grooves, forming strings of cells originating from the same cell. After exposing
the cells to ampicillin only persister cells remain. After removal of the ampicillin growth
resumes. The red arrow points to a persister bacterium. (From [12])
A third example of relevance to this work is the sugar uptake system in the E. coli
bacterium. When bacteria have different sugars to choose from, it is not efficient
to try to eat all of them at the same time, as each requires different enzymatic
machinery. Some sugars are better than others, but even with two equivalent
sugars it can be advantageous to eat only one of them until it is depleted and then
switch to the other [13]. There is an optimal switching point, but as a population it
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can be better to have variability in the switching rather than switching in perfect
unison. This allows early-switching cells to eat without competition for a while and
late-switching cells to scrounge the last bits of the original sugar. This can be a
particular case of the proposed advantages of random switching in random
environments [4], but any advantage is limited to a particular level of variation.
Together these examples show that variability is ubiquitous and can be harmful or
beneficial but needs to be controlled .
• .
, .~..fl#~~
".:. :, "
ON ~
Figure 2.1.5. Metabolizing different sugars. In increasing extracellular
concentrations of TMG, a lactose equivalent, cells turn on the enzymes needed
for metabolization. This does not happen gradually; some cells will switch to a
fully ON state while some are still in the OFF state. (Modified from [14])
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2.2 The approach: Systems and synthetic biology
Systems biology refers to the (new) branch of science that attempts to understand
biological processes at a systems level rather than a mechanistic one. For
example, when looking at a protein molecular biology might want to know its
structure, its binding partners, and the rates associated with it. Genetics might
want to know what happens to the cell if you sabotage the protein, and thus find
what processes it is involved in. Systems biology would not be interested in the
protein by itself, but would want to know its role in the network it belongs to,
what controls it and what it is controlled by, in a quantitative manner. Of course
this would not be possible without the maps of the networks provided by the
geneticists and the rate constants provided by the molecular biologists. This also
scales to ecosystems, where incipient systems approaches rest on the careful
observations of ecologists.
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Figure 2.2.1. A sample genetic circuit: The genetic regulatory network controlling
the development of the body plan of the sea urchin embryo (From [15])
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It is in this quantitative aspects that biophysics comes into the picture: viewed as
dynamical systems, biological processes are amenable to the mathematical
approaches commonly used in physics. The present work will focus on the
quantitative prediction of distributions of protein concentrations, from approaches
inspired by the classical physical problems of Brownian motion and the f1uctuation-
dissipation theorem. The experimental approach was also borrowed from
experimental physics: rather than carefully poking an existing system to
determine its details, we constructed a minimal system which contained the
aspects that we wanted to study and had externally tunable parameters.
200 400 600
proteins (AU)
B
o
o
!!!. 400
Q)
(.)
'0
~
Q) 200
..Q
E
:::Jc:
Fluorescence counts -
number of proteins
,
~~~ .,~ l:ll..".~
. ,rJi'Jt' """ ~ f .....", ",1'~" ~ .....,
A ~
Figure 2.2.2. Measured protein distributions. A. A sample fluorescence
image of a clonal population. B. A sample histogram showing the distribution
of Drotein levels in the DODulation.
This approach falls within another newly defined subdivision of science, synthetic
biology. Its objective is to engineer biological components and processes for useful
purposes. This usually refers to producing or detecting chemicals by tweaking
existing pathways, but we will do it in the broader sense of creating new systems
from biological components to test our models of how natural systems work. Our
results, however, should be of utmost importance for the bioengineering aspects
of synthetic biology. As more basic pieces are assembled or characterized the
possibility of building arbitrary circuits comes ever closer to becoming a reality,
but our ability to design large circuits depends critically on our ability to determine
what happens when we connect individual pieces. Furthermore, even in cases
where as a first approximation it is possible to work within the continuous,
deterministic approximation, the reliability and robustness of the resulting circuits
would be fundamentally limited by the inherent stochasticity of the intervening
biological processes. The mechanisms for noise prediction and control that are
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analyzed in the present work are therefore useful beyond the understanding of
natural networks.
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Figure 2.2.3. Genetic structure
and logic-gate behavior of
selected artificial networks. These
networks were constructed by
shuffling promoters in front of
transcription factors. Levels of
expression in each of four
external conditions are indicated
by the color of the corresponding
box on a linear intensity scale
(see color bar). The promoters
incorporated in the network,
shown in the left-hand columns,
determine its connectivity
diagram, representing known
interactions according to which
the networks are ordered. The
connectivity diagrams
corresponding to different
networks are drawn. A and B
refer to either of two inducible
repressors (Lacl and TetR), C
always denotes lambda CI, and G
denotes GFP (the output of the
network). Activation is denoted by
sharp arrows, while repression is
denoted by blunt arrows. (From
[16]).
As an additional benefit, this study constitutes a direct example of the usefulness
of the quantitative systems approach in understanding biological phenomena:
although the conclusions can be worded in colloquial, broad terms, the intuition
behind them was developed through the analytical results. This argues as well for
the usefulness of analytical approaches, even if approximate, over detailed
simulations. Although the latter are useful tools in their own right, a detailed
enough simulation can be as obscure as the original system, especially in
reference to emergent properties of complex systems, which are the hallmark of
biology.
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2.3 The tools: fluorescent reporters
The idea that the inherent randomness of biological processes must produce
fluctuations in the levels of proteins for a single cell or equivalently, for a
population of clonal cells, is an old one. Theoretical work from the 70's [17,18],
studied the basic aspects of the distributions of proteins that would arise from
gene expression. They found the basic principles underlying the recent studies of
noise in a single gene: that chemicals produced and destroyed with constant rates
will have a Poisson distribution and that the geometrically distributed bursts
produced when such a chemical produces another at a constant rate result in
super-Poissonian distributions. Unfortunately, the lack of experimental
measurements prevented this area of research from advancing. It would not be
until the last decade, when fluorescence based methods allowed the measurement
of single cell protein levels for a population, that it would take off again.
The key experimental advance was the use of the increasingly powerful cloning
methods that became available with the green fluorescent protein (GFP) from the
jellyfish Aequorea victoria. This protein can be excited at a specific wavelength
(395 nm) and emits at another (509 nm), allowing precise measurement of
protein concentrations in single cells by microscopy or flow cytometry. Since the
code for the protein could be inserted into existing genes, it could be used as a
proxy for protein levels of arbitrary genes. Later genetic tweaks allowed variants
of this protein to produce other colors like cyan (CFP) or yellow (YFP), and other
proteins with similar properties were found in other organisms, such as DsRed, a
red fluorescent protein from coral. The availability of multiple protein-level
readouts was essential for the present work.
Figure 2.3.1. Fluorescent A
reporters. A. Green
fluorescent protein (GFP)
in its original organism, a
;ellyfish. B. Genetically
modified GFP to produce c
other colors. C. Excitation
and emission spectra for
various reporters. (From
Clontech).
Excitation
Wanlength (nil'll
Emission
rllP reD ref' OJP DdeoI
WaYllengtlllaral
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The use of fluorescent reporters powered many studies elucidating the
characteristics of noise in a single gene. It allowed the experimental validation of
analytical models that explained the intrinsic sources of noise in a single gene
[19,20]. These studies used a Master equation approach (see section 3.3) to show
how the intrinsic variability in the protein numbers depended on the basic
biochemical parameters that described the process of protein production and
proved it experimentally. The main observation was that it was possible to have
very different widths of the protein distribution for a given mean by tuning
transcription and translation rates. If they were such that a few RNAs produced
many proteins, the noise was much higher than if many RNAs produced a few
proteins each. These studies also provided an analytical description of the
distributions coming from intrinsic noise for a single gene and some basic circuits.
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Figure 2.3.2. Intrinsic noise distributions. Steady state protein expression distributions
from intrinsic noise only as obtained from the Master equation approach. A. Single
gene. B. Negative feedback. The distribution can be narrower than a single gene at the
same mean could obtain. C-D. Positive feedback and mutual repressors produce
populations where cells are in two different states. E. Repressor cascade showing the
distributions for all genes. (Modified from [20}).
The distribution in Figure 2.3.2.B illustrates the main result of another study [21]
on the stochastic properties of genetic circuits: that the intrinsic noise effects can
be controlled by the circuit architecture. In particular, that for a given mean a
gene can have a narrower distribution of expression values if it is under negative
control by its own product. This seems intuitive enough, as the negative feedback
would tend to push protein levels back towards the average, but there is a caveat:
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the delay in the action of the feedback could in fact amplify the noise or result in
oscillations [22]. It also turns out that the feedback not only changes the amount
of noise but also shifts it to higher frequencies[23], which can be important for its
downstream effects.
A further study using two reporters [24,25] showed that there was not only an
intrinsic component to the noise but also an extrinsic one. This study separated
the noise into two components using two copies of the same promoter with a
different color in front of each. This allowed them to determine the amount of
correlated and uncorrelated noise, which they labeled intrinsic and extrinsic, but
they did not have an explanation for the origin of the correlated noise. They also
did not have single independent genes but genes that were controlled by a
separate repressor.
4o 2 4 6 8
Time (AU)
10 2 468
Time (AU)
10
Correlated Noise
II I ,,~- ,....
I , ' , , 'L-- '- ---'
Uncorrelated Noise
I I~-,, ,' I I~-,, ,'
Figure 2.3.3. Correlated and uncorre/ated noise in two copies of a gene as a function of
time and in a population. The lower panels represent the levels of the two reporters for a
sample of the population. For uncorrelated noise the variation is independent, but for
correlated noise a cell that happens to have a high value of one reporter will have also a
high value of the other.
Later studies in eukaryotes [26] using similar techniques showed that intrinsic
noise could be negligible in comparison with the amount of correlated noise. This
is not surprising since in eukaryotes there are many more systems for control of
gene expression that include conformation changes in the DNA, DNA packing,
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transport in and out of the nucleus, locally varying concentrations of transcription 
components, controlled degradation, etc. 
A fundamental measurement that could now be done with two reporters was to 
observe in single cells the interaction between two genes in terms of their 
expression levels, but no one had done such a measurement when we started the 
present study1. 
The problem with simply inserting the reporters in two interacting genes in their 
natural network is that it would be very hard to isolate the interaction from all 
other network effects, and so the chosen strategy was to take the genes out of 
their natural context to observe them in isolation. Full isolation was not possible, 
since the cellular machinery that performs the process of gene expression can also 
fluctuate and effects like dilution depend on the metabolic rate of the cell. 
Therefore, to at least quantify said dependence we used the correlation with a 
third, independent gene with yet another color as a measure of the fluctuating 
intracellular environment. 
The main disadvantage of the fluorescent reporters we used is their long lifetime, 
which smoothes out the effects of fast fluctuations. Two ways around this that 
have been used in other studies are the use of degradation tags and differential 
measurements. Degradation tags are sequences that can be added to a protein to 
reduce its lifetime by directing it to the degradation machinery [27]. Differential 
measurements refer to using the difference between two successive 
measurements as the signal, instead of the direct fluorescence level [28]. The 
slow response of the fluorescent reporters limited somewhat our resolution when 
studying dynamics, but the overall changes in the distributions that we wished to 
study occur in even longer time scales. 
1 The Elowitz lab at Caltech did a similar measurement simultaneously [28]. 
2.4 The goal: Predicting protein distributions
As mentioned in the previous section, it is understood in fair amount of detail how
intrinsic noise comes about in a single gene. We also know that there are other
sources of noise in genes that are not isolated, as evidenced by the presence of
correlated noise [24]. Two natural options for the origin of this noise are the
transmitted noise from other genes in a network and the fluctuations in the rates
coming from changes in the intracellular environment. This refers to controlled
laboratory conditions, for in their natural environment the rates can change even
more markedly from changes in factors like temperature [29].
Taking into account all these possible sources of variation, it is clear that it is not
possible to predict what a single cell will be doing. More precisely, for a given
external condition and a given genetic circuit, the protein levels can be at best
described by a distribution. This is true at the population level and as a function of
time: even if we can measure the current protein level in a given cell it will
fluctuate so that a given time later we will have no more useful information than if
we picked another cell from the population. Furthermore, if the cells are not kept
in fixed conditions, there is also a change in the average protein levels as the cells
respond to the new environment.
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Figure 2.4.1. Protein expression distributions. A. Individual cells (colors) behave
differently from the average (black) as they respond to a change in external conditions.
B. The distribution of expression changes as a function of time, not only in its mean but
also in width and shape. C. Even at times when the overall distribution is stable, cells are
moving within it. The colored arrows correspond to the trajectories of individual cells as
shown in panel A.
Given all this uncertainty, how much predictive power could a stochastic theory of
genetic circuits have? The most we can hope for would be to analytically predict
the distribution of protein levels for a given circuit and given conditions from the
biochemical constants. We would also want to be able to predict the time
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constants of the fluctuations, which determine how soon we loose information on a 
given cell, or to put it differently, how fast cells move within the distribution. 
Ideally, we would also be able to predict how the distribution changes as a 
function of time for a change in external conditions. As we will see, this is an 
enormously ambitious goal, both in terms of its difficulty and in terms of the 
power it would confer. 
One of the best tools we have is the ability to generate exact Monte Carlo 
simulations for chemical processes. The underlying algorithm was popularized by 
Gillespie [30] although the mathematical underpinnings had been found long 
before [31]. It is exact in the sense that it does not require the discretized time 
approximations that are usually employed for numerically solving differential 
equations as it is based on obtaining the timing of events as a random variable 
with the correct statistics. Furthermore, it is in general more efficient than discrete 
time algorithms, but even this efficient simulation method can become too slow 
for large networks or high level of detail in the model. This will be treated in more 
detail in section 3.5. 
One of the first applications of this tool was the lysis-lysogeny decision system of 
the Lambda phage mentioned before. Arkin and colleagues [8] used a Gillespie 
algorithm to simulate said process from a detailed model of the circuit, and their 
successful application of quantitative stochasticity analysis provided renewed 
interest in the topic. 
A lesson we have learned from physics is that an approximate description of a 
system can be better than an exact one. Including the gravitational effects of 
Pluto when calculating the trajectory of a falling rock does not change the result 
much but does make the calculation much more difficult. Similarly, one of the 
main goals of the present work was to find descriptions that are as simple as 
possible without loosing much accuracy. This is true both for the analytical 
solutions and the simulations: a simulation that is too detailed will be too slow, 
and an analytical description that is too complex will result in no insight. 
Incidentally, this is also why a simulation that included every reaction in the cell 
and ran reasonably fast in a hypothetical supercomputer would not be the end of 
the story. It could replace tedious experiments, but it would be so overwhelmingly 
complex that it would provide no understanding. 
I s  understanding to be expected? It could well be that biological systems are so 
irreducibly complex that a human brain could not possibly comprehend them at 
the systems level. There is hope, however, and it comes from the apparent 
modularity in such systems [32-35]. Possibly because of their evolvability,
modular systems seem to be ubiquitous in genetic circuits [36]. This means that
we can focus on understanding the modules and the connections between them,
rather than the entire system. This is also an approach well suited for the design
of artificial circuits: if we can predict the behaviour of small circuits analogous to
logical gates or basic electronic components, we should be able to connect them
into arbitrarily complex circuits.
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Figure 2.4.3. Possible architectures of genetic networks. A. A scale free network,
where a few nodes have many connections and many nodes have few connections. B.
A modular network, with discrete clusters of networks with few connections between
them. C. A hierarchical modular network, where small clusters form larger clusters in a
scale free manner. (From [37]).
A practical difficulty to attaining our goal is that even if we did succeed, it would
be hard to tell that we had: biochemical parameters are very hard to measure,
many are not available and when they are they are measured in vitro or in
different conditions. Even if we had them for the right strain in the right medium,
they would probably have large uncertainties. All this means that we have to
provide a way of estimating the parameters from one set of measurements and
have a separate set of measurements to test our predictions. This can also be
useful in terms of simplifying the descriptions, as often we might need to estimate
only one effective parameter which in reality can depend on many direct
biochemical rates.
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The importance of this predictive ability is not limited to cases where the final 
distributions are wide and stochastic effects are directly observable: it also allows 
us to understand the design principles that will reduce noise. The f a d  that cells 
can function reliably in the presence of all the aforementioned sources of noise 
points to the possibility that many of the features of a natural network are there 
simply to control noise [38-411. Of all possible circuits that can accomplish a 
certain task, it might be that the ones actually observed are not chosen just 
because of energetic or evolutionary constrains, but also because of their 
stochastic properties. 
Modeling genetic circuits 
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3.1 Biological concepts2 
Perhaps the most fundamental process in biology is the flow of information from 
the storage system (DNA) to the parts that do the work, the RNAs and proteins. 
This process is called gene expression. The basic subprocesses involved are called 
transcription and translation: the DNA code gets transcribed by the RNA 
polymerase into a messenger RNA (mRNA), whose code gets then translated into 
aminoacids by the ribosome, thus creating a protein. Proteins and mRNAs are 
subsequently degraded by other molecules. 
For this entire process to work, it is necessary that the DNA and RNA encode not 
only the code to be transcribed or translated, but also control sequences that tell 
the polymerases and ribosomes where to start and where to stop. The code can 
also specify how often to start and how often these molecules should be degraded. 
The region of the DNA that determines the frequency of transcription initiation is 
called a promoter, and the region of the mRNA that determines the frequency of 
translation initiation is called the ribosome binding site (RBS). Regarding 
degradation, in the present study we will focus on the average case for bacteria, 
where mRNAs are actively degraded within time scales of a few minutes and 
proteins are degraded so slowly that their concentration decays mainly by dilution. 
A t  this level of detail, the process of gene expression can be represented by the 
following sketch : 
Figure 3.1.1. Sketch of the 
processes involved in (bacterial) 
gene expression. 
Translation 
mRNA degradation 
mRNA - 
Transcript ion t 
r:-- J 
DNA 
For additional details on the concepts presented here, see [g]. 
This description is still mlssmg a fundamental factor: the interaction between
genes. It is the level of protein that acts in many cases as the signal that the cells
process, and if the aforementioned rates were fixed, it would not be a very useful
signal. The rate of RNA polymerase binding to DNA, and therefore the rate of
mRNA production, can depend on whether other proteins are bound to the
promoter.
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Figure 3.1.2. A. Sketch of a
repressive interaction between
two genes. B. Its diagrammatic
representation. Blunt arrows
indicate repression and regular
arrows indicate activation.
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A protein that controls the expression rate of another gene is called a transcription
factor, and depending on whether it decreases or increases the rate it is called a
repressor or an activator.
In bacteria, genes are commonly arranged in such a way that the same promoter
codes for the production of many proteins; such arrangement is called an operon.
The classical example is the Lac operon from E. coli [42], where the lac promoter
controls the production of three proteins, lacZ, lacY and lacA. These proteins are
all part of the lactose uptake system, so it seems reasonable to have them under
the control of the same activation signal, which in this case is the deactivation of
the lacR repressor.
Lactose is one of the many sugars bacteria can eat, and eating it requires
pumping it into the cell and modifying it before it can be processed by the main
metabolic machinery. LacY is the lactose permease, which moves to the
membrane and actively pumps the lactose into the cell. LacZ (~-D-galactosidase)
is an enzyme that turns lactose into allolactose, which goes on to be processed
further. LacA (galactoside acetyltransferase) is a nonessential enzyme involved in
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cellular detoxification by deactivating and preventing reentry into the cell of
nonmetabolizable sugars [43].
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Making all these proteins is not without a cost and lactose is not always present in
the media, so the cell has a mechanism for producing them only when needed.
The trick is to have another gene, lacI, which is always producing the lac
repressor, Lac!, that binds to the lac operator and prevents it from transcribing
[42]. Lac! can also bind allolactose, but it cannot bind simultaneously the
allolactose and the DNA. Therefore, when there is allolactose present inside the
cell the repressors are deactivated and the Lac operon is activated.
Repressor Protein ~ RN
I .- - A Polymerase
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Low Lactose Figure 3.1.4. The Lac
operon, including the Lac
repressor. The lac
repressor binds to the lac
operator and prevents it
from transcribing. In high
mcrose condmon~
allolactose inactivates the
repressor, thus allowing the
polymerase to gain access
to the promoter and
allowingsome transcription.
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This is an example of a general mechanism for protein function control: allosteric
interactions. These are the effects that binding of a molecule onto a protein can
have on its ability to bind a different molecule somewhere else on the protein.
The level of allolactose inside the cell depends on two factors: the amount of
lactose in the media and the amount of LacY and LacZ. This means it requires a
small (basal) amount of transcription to occur even in the absence of lactose,
otherwise the process would never start. It also means that the system has
positive feedback: a small amount of lactose is not enough to start the process,
but after enough lactose has come in and the levels of LacY and LacZ are high, the
process speeds itself up as the permease brings even more lactose in. This implies
in turn that the system can display hysteresis [44]. Starting from low expression,
if the cell is put in a medium with intermediate levels of external lactose the
internal levels will be low because the permease levels are low and the expression
will remain low. Starting from high expression, if the cell is put in a medium with
intermediate levels of external lactose the internal levels will be high because the
permease levels are high and the expression will remain high. This constitutes a
form of dynamic memory, because a group of cells in intermediate lactose
medium can remember for some time whether they were in high or low
concentration medium before, without changes in the DNA.
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Figure 3.1.5. Memory
through hysteresis in the
Lac operon. A. A
positive feedback loop
arises through LacY
because higher internal
inducer levels result in
higher expression of
LacY. B. Hysteresis: the
average level of
expression at a given
external concenuaffon
of inducer (for example,
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A further complication comes from the fact that some sugars are better than
others for the cell, and when both glucose and lactose are available bacteria prefer
to eat the glucose first. To prevent the expression of the Lac genes when it is
eating glucose, the cell uses a further trick: transcription from the Lac operon
requires an activator, CAP (catabolite activator protein) [45]. CAP is only able to
bind its DNA target when it is bound to a molecule called cAMP (cyclic adenosine
monophosphate), and high glucose inhibit its formation. Thus, expression from the
lac operon behaves as a logic gate: (lactose) AND (NOT glucose). This illustrates
the fact that promoters can have multiple inputs, combining information from
internal protein levels and external conditions, and thereby can form networks of
arbitrary complexity.
Figure 3.1.6. The Lac
operon, including the Lac
repressor and the effect of
glucose through cAMP. As
shown in figure 3. 1.4, high
lactose is required for the
polymerase to access the
promoter. However,
transcription is weak unless
the CAP+cAMP complex is
also bound to the DNA,
stabilizing the binding of the
polymerase. Availability of
cAMP depends inversely on
the level of glucose.
Efficient transcription thus
requires the presence of
lactose and the absence of
glucose.
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The control mechanisms described so far are the most relevant in bacteria, which
are procaryotes, single-celled organisms optimized for reproduction speed that are
so small that diffusion makes them a well stirred chemical compartment (for most
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components). Eukaryotes, which include organisms ranging from yeasts to
humans, have a different strategy: they are much slower but they are bigger and
have specialized compartments within the cells for different tasks [9]. In
particular, DNA is no longer a single loop floating about; it is divided in
chromosomes that are tightly packed in the nucleus and in some cases can be
read only as it is unpacked locally [46]. Also, transcription occurs inside the
nucleus but translation occurs outside; mRNAs can be actively exported and
protein actively imported [47]. In bacteria, a given mRNA usually codes for a
single protein; in eukaryotes many parts of the mRNA can be spliced out before
translation, producing different proteins depending on which part got cut out [48].
All this means that the level of a protein can be controlled in many more steps of
the process, making gene expression much harder to model [49,50]. Compare the
description in Figure 3.1. 7.8 with that of Figure 3.1.1.
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Figure 3.1.7. Eukaryotic gene expression. A. Montage of S.cerevisiae and E. coli cells
from phase contrast microscopy. The entire bacterial cell is smaller than the nucleus of
the yeast. B. Sketch of the many processes involved in eukaryotic gene expression, each
of which can introduce different types of noise.
At the other end of the spectrum of complexity are the plasmids. Plasmids are
little rings of DNA that live inside cells [9] and are in some sense the simplest
organisms. Like viruses, they need the molecular machinery of the host cell to
replicate, and in some cases provide a useful gene to the host. Unlike viruses,
they don't last long outside other cells, and their main way of spreading is with the
cells they parasite. For this reason, they have mechanisms to control their
numbers: too few and the cells will start dividing without them, too many and
they will impose a big burden on their host cell making it lose out with respect to
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other cells. Many studies have been done into the mechanisms by which plasmids 
control their numbers [51] and the stochasticity of such systems [52], but in most 
biological studies they are regarded simply as a useful tool for inserting genes into 
cells or keeping many copies of a given gene inside a cell. 
3.2 Mathematical Concepts 
We will first make a quick review of some basic concepts and notation from 
probability theory, restricted to the aspects that will be useful in the present 
context. 
Let A be an experiment that can have many possible outcomes, and let S be the 
set of possible outcomes. Let x be the variable that represents a given trial of 
experiment A; it can assume any value from S and will be called a random 
variable. I f  the set is discrete, the probability distribution P(x) is the frequency of 
times x will come up for many trials of the experiment. I f  the set is continuous, 
P(x)dx is the frequency of times a value between x and x+dx will come up for 
many trials of the experiment. What follows refers to the discrete case, the 
continuous case is analogous. 
The sum of the frequencies of all possible outcomes must add up to one: 
all i 
The average outcome is the sum of all outcomes times their respective frequency 
of occurrence, the mean: 
all i 
This is also referred to as the first moment of the distribution. I n  graphical terms, 
it represents its center of mass. The second moment is the variance V ,  defined as 
all i 
It reflects the width of the distribution, as it is summing the distance from each 
outcome to the average value, with the square to avoid cancellations from both 
3 This is a highly simplified presentation which belies the rigor with which the subject can be treated. 
See for example [53]. 
sides4• To keep the same units as the mean, the common variable is the standard
deviation cr, which is defined as the square root of the variance. For this reason,
the variance is often written as cr2• We also define the noise 11 as the relative width
measured by ~, also known as the coefficient of variation (CV).
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Figure 3.2.1. Probability
distributions. A. The
discrete case. B. The
continuous case. The
green lines indicate the
mean and the red arrows
indicate one standard
deviation.
A general way of defining the type of operations we have just performed is
through the expectation value. For any function f of x, the expectation value with
respect to the probability distribution P is defined as
(/(x)) = I/(xJP(x;).
alii
(3.2.4)
In this notation, x=(x) and 0-2 =(X_X)2) = (x2)_(X)2 , and the normalization
condition acquires the very intuitive form 1= (1). Other moments can be similarly
defined, the nthmoment being (x - xy) .
The most commonly encountered probability distribution is the Gaussian or normal
distribution:
1 {_(X-X)2 JP(x) = .[i;;;2 ex 2 •
21(0-2 20-
(3.2.5)
This is the distribution chosen as the example in Figure 3.2.1.6, with x = 5 and
0-2 = 1.
.. One could of course use the absolute value instead of the square, and in that case one computes the
'average absolute deviation', which has some advantages.
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A probability distribution can also be defined for many variables. Suppose an 
experiment produces two numbers as an output, call them x and y. We can be 
interested on the probability of obtaining a given value of x regardless of y, P(x), a 
given value of y regardless of x, P(y), or the probability of obtaining a given pair 
(x,y), P(x,y). We could also look at the probability of obtaining a value of y given 
that we obtained x in the same measurement, P(y1x). Let's consider two extreme 
cases; first, let x and y be completely independent. I n  this case, P(x,y)= P(x)P(y) 
and P(y(x)= P(y). Now let y be a constant c times x. I n  this case, P(x,y)= 
P(x)@x,y) and P(ylx)= 6(o(,y), where 6(a,b) is 1 if a=b and 0 otherwise. 
We can define the expectation for two variables, 
and this allows us to define a measure of how dependent the two variables are, 
the correlation: 
For the first case introduced above, 
For the second case, ( y )  = (cx) = c(x) and 
For intermediate dependencies, the correlation will vary between -q2 and + q2. 
To eliminate this dependence on the noise, sometimes the correlation coefficient is 
used, defined as 
which varies between -1 and 1. A negative correlation means that the dependence 
is inverse: high x will imply low y and vice versa. 
Chemical kinetics and Hill functions: 
Suppose an enzyme E is converting a substrate A into a product B. Let k;, k;, k; 
and k; be the rate constants that describe this process: 
I f  we assume that k;[B] is much smaller than k;, that there is an abundance of A 
and no B to begin with, and that ~;[AE] is smaller than k;[AIE], we can consider 
the first half or the reaction in equilibrium and the enzymatic conversion as the 
limiting step. This in turn implies that as soon as a molecule of A is turned into BI 
the molecule of E that is freed will bind again to a molecule of A. These 
d[A'I assumptions lead to - = 0 , and are called "steady state kinetic conditions". 
dt 
~[A'I From - = 0 and k;[B]<< 1 we see that creation and destruction must balance, 
dt 
where KM E k;+k; is called the Michaelis-Menten constant. Since the total 
k; 
amount of enzyme is constant, 
['Total 1 = [A'] + ['Free 1 
we can rewrite the previous equation as 
I f  we are interested in the rate at which B is created, 
This is called the Michaelis-Menten equation and it essentially says that the rate of
production is hyperbolic with respect to the substrate, but remember that many
assumptions went into it.
If the initial reaction had been
ki k;
nA+E-: A"Et B+E,
+- +-
by the same process we obtain
d[B] = k+[A"E]= k+[E ] [At
dt 2 2 Total [Ar +KM '
which is a sigmoidal function.
(3.2.15)
In generals, we will refer as a Hill type function to sigmoidal functions of the form
a
f(x) = 1+(;)" +b
10
f(x)
5
K5 x
a+b
10
(3.2.16)
where n is the hill coefficient, which can be positive or negative, K is the half
induction, b is the basal expression and a is the full expression (although note that
the maximum of the function is a+b).
5 See [54] for a derivation based on statistical mechanics.
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Stochastic description6
The previous description in terms of concentrations and rate constants can give
the erroneous impression that these processeshappen like clockwork. They do so
figuratively, but not in the literal sense: most reactions depend on the random
encounters between a few molecules floating in solution, so the timing of these
events is random as well.
Let's look at the example of a chemical speciesproducedwith a constant rate from
a template:
A-4A+X
The differential equation describing this process,with x=[Xj would be
xX(t) = Xo + let =>
dx-=k =>
dt
5 time 10
which is a smoothly growing line. If we look in more detail, we see that the
assumption is that x can be treated as a continuous variable, which is a good
approximation for a macroscopic vat of chemicals, but not for a 1fL volume
containing 10 mRNAs. Taking discreetness into account, the description would
changeto
10
5
5 time 10
which is a stairwell with even steps. This seems like a process that would be well
approximated by the previous description, but it has an implicit assumption, which
is not generally true: that the time steps are equal. Thinking about it in terms of
the microscopic kinetics it is easy to see that this might not hold: if the time
between collisions of two speciesthat are floating about is random, having regular
6 The treatment in this section is similar to [54]
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time intervals would require the chemicals to have some sort of memory to know
how long ago the last reaction happened.This could be the case, for example, if
free polymeraseswhere abundant and the binding rate to a single site in the DNA
were very large but it took a (more or less) regular amount of time for a
polymerase to clear the promoter before the next one could bind. However, if the
time for transcription is short compared to the average time between binding
events, the approximation is incorrect. So the correct description would be
10
n(/;+J= n(/;J+ 1 with 1;+1-I; =M a random number with
probability(M) = f(M,k) =>
n
5 time 10
Note that now every time the process is run we would obtain a different result,
and there are caseswhere you could end up with the same amount as before in
half the time or vice versa. Note also that the average of many of these processes
would look more like the continuous description than the discrete deterministic
one.
Since the time intervals are now a random variable, the entire process can be
thought of as a stochastic process where each trajectory is an individual
occurrenceout of a set of possibleoutcomes. We can no longer expect to calculate
what the number of moleculesof X will be at a certain time; the most we can do is
give a function that tells us the probability of having a certain number of
moleculesof X at a given time. This function is the probability distribution, P(n,t).
There is a direct connection between this probability distribution and the protein
distributions shown before: the fraction of cells in a population that have a given
number of proteins is the same as the probability for a single cell in that
population of having that number of proteins.
Since we want to determine the probability distribution, we need to be able to
write an equation that describes its time evolution. For the example that we have
been using so far, supposethat we have n molecules at time t. How many could
we have at time t+dt? If they get created on average at rate k, this means that on
average this occurs k times in every unit of time. If that interval is divided in
many small intervals of size dt, such that in most of them nothing happens and in
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some of then a creation event happens once, the probability that it happens in a 
particular interval is the number of lucky intervals (k) over the total number of 
intervals ( l ldt) .  This means that the probability of it occurring in a given interval 
dt is simply kdt. So going back to our question, in the time t+dt we could have 
n+l molecules, with probability kdt, or n molecules, with probability I-kdt, since 
these are the only options. 
Now suppose that we didn't know that we had n molecules but we knew that the 
probability of having n molecules was P(n,t). What is the probability of having n 
molecules in the next interval, P(n,t+dt)? There are two ways in which the 
probability can change: we could have been at n and have a creation event, so the 
probability of being at n is reduced by P(n,t)kdt. We could have been at n-1 and 
have a creation event, so the probability of being at n is increased by P(n-1,t)kdt. 
This can be summarized as a difference equation: 
P(n, t + d t )  = P(n, t )  - P(n,t)kdt + P(n - 1,t)kdt , (3.2.17) 
which in turn can be rewritten as a differential equation: 
Notice that this is true for any value of n, so this actually represents an infinite set 
of equations, which, together, describe the evolution of the probability 
distribution. The generic member of this set is called the Master Equation. Note 
that to be able to solve it we need as initial condition the full probability 
distribution at the initial time. 
Suppose that we start with no molecules: P(0,O) = 1  and P(n # 0,O) = 0 .  After an 
interval dl, P(0,dt) = 1-kdr, P(1,dt) =Rdr  and all others are zero. As time goes on, 
the probability of having 0 molecules decreases, and of any other value increases 
and then decreases as the average grows with time. 
Proceeding sequentially, we could in principle obtain the probability for any n at 
any time. But we don't need to know the full distribution to determine the 
moments. For example we can obtain an equation for (n)(t)  from equation 
(3.2.18) by applying the definition directly, multiplying by n and summing over all 
n: 
This is the justification of the statements made before about the mean: it grows 
linearly with time, so on average the process behaves like the continuous 
approximation rather than the discrete one. This also explains why the 
deterministic differential equation approach is generally useful: as long as one 
realizes that it is talking about the averages it is generally sound. There is a major 
caveat, though: in this case the creation rate was linear and independent of n; in 
cases where this is not true even the average can behave differently from what 
using the microscopic rates in a macroscopic equation would predict. 
What about the spread? Performing the same type of calculation: 
This shows that the variance also grows linearly to infinity, but this also means 
that the relative spread, measured by the coefficient of variation, eventually 
decreases with time. 
This illustrates an important concept: as a distribution changes with time, the
mean and standard deviation can change with different time constants. It also
shows that even if you know exactly what a cell is doing at a given time, as time
goes by the distribution widens and you loose information.
A 0,4[Jt=o O'4rn;:jt=2 0'4EJJt=6ftn} \ - t=1 ~n} - t=3 ftn) - t=7
0,2 \ 0,2 // '-', 0,2 ;/// __
, ~ /
0" 0 '---,- 0""
o s n 10 0 S n 10 0 S n 10B10'00'g<n O'~ CV5 5 0,5
o 0 0o S t 10 0 5 t 10 0 5 t 10
Figure 3.2.2. Time evolution ot
the probability distribution. A.
The probability distribution for
times t=0,1,2,3,6,7. The green
lines indicate the average. B.
The average, variance and
coefficient of variation as a
function of time.
The previous example is not very realistic, since according to this model we could
have infinite numbers of molecules, and we can't determine a steady state
because the average just keeps growing. A better example is one where there is a
rate of creation and a rate of destruction, which can actually depend on n. If we
call this rates fen) and g(n), respectively, we have four cases to take into account:
being at n and losing probability because of a creation event, being at n-1 and
gaining probability at n because of a creation event, being at n and losing
probability because of a destruction event, and being at n+1 and gaining
probability at n because of a destruction event. Putting together all these terms
the master equation looks like this:
_dP_(_n,_t)= -f(n)P(n,t) + f(n -1)P(n -I,t) - g(n)P(n,t) + g(n + I)P(n + I,t)
dt
(3.2.21)
This will be the basis for many of the calculations that follow. It is can only be
solved analytically for the simplest cases of fen) and g(n), and even then it might
be better to use approximations or look only at the moments. A general way of
solving it for the moments will be presented in section 3.3.
An example of relevance to this work Is when the process in question is the
creation of mRNAs from DNA with a constant rate and their destruction by some
enzyme in a first order reaction. In this case, f(n)=k and g(n)=rn, since the rate
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of creation does not depend on the number of mRNAs already present but the rate 
of destruction depends on the reaction rate, the amount of the enzyme and the 
amount of mRNA. y lumps the reaction rate and the amount of enzyme in a single 
effective rate which has the nice interpretation of being the inverse of the lifetime 
of the mRNA. I n  this case the master equation becomes 
The distribution in this case should have a steady state, and to find it we set 
dP(n't) = 0, which results in 
dt 
Setting A = k l  y , and noting that P,(-1) = 0 , we can evaluate for the first cases: 
and so on, whereby 
But since probabilities must add up to one, 
so the final expression for the steady state probability distribution is 
which is known as the Poisson distribution. The mean is given by 
Ane-" 2 - 1 ~ 4  k 
-nC-=n=-, (n) = Cn&(n) = C-  (n - I)! (n - l)! Y 
which matches the result from the deterministic differential equation: 
The variance for the Poisson distribution can be obtained from 
This is a distinguishing feature of the Poisson distribution: its variance and mean 
are the same. Since the Poisson distribution appears naturally in the present 
context, a measure of variability that is sometimes used [20] is the fano factor, 
defined as the variance over the mean. A fano factor greater than one reflects a 
distribution that is wider than poissonian. A more general measure of noise is the 
coefficient of variation, which we denoted by q, and in this case 
which shows, as before, that the relative spread decreases with the mean. 
This is the reason why in macroscopic volumes stochastic effects can usually be 
neglected, since the mean is of the order of Avogadro's number and the relative 
spread is of order 10-12. It is also used as a rule of thumb for biological cases to 
determine whether it is necessary to look into the stochastic aspects. As we will 
see, this is incorrect in general because in a cell reactions are coupled to other 
sources of variability. 
3.3 The Master equation approach7 
As explained in section 3.2, the master equation corresponds to the statement 
that the probability of being in a given state changes depending on the 
probabilities of transition to and from any other state in the system. It provides 
the full probability distribution when it can be directly solved. Unfortunately, this is 
not often the case, so we must settle for some of the moments of the distribution. 
These are easily obtained from the generating function, so we will work with the 
master equation in a form in which it depends on the generating function rather 
than the distribution. 
Before applying the master equation approach to determine the noise properties 
of a genetic network we will start by obtaining the master equation in the 
generating function form for some elementary chemical equations. I n  all cases, 
the network is defined by N state variables nl .. n~ and M rate constants k1 .. kM. 
The variables denote the number of copies of a certain chemical species such as 
mRNAs or proteins. 
Synthesis from a template 
I n  numerous genetic reactions, such as transcription and translation, mRNAs and 
proteins are synthesized from a template (DNA and mRNA, respectively). After 
synthesis the number of templates is not changed. The corresponding reaction is 
therefore: 
Molecule A produces molecule B at a rate k (in units of (concentrationx time)-'). The 
master equation describes how the probability to be in state [nl, n2] (nl A 
molecules, n2 B molecules) at time t changes in time. For the reaction above: 
The first term reflects a transition from state [nl, n2] to state [nl, n2+1] and 
therefore leads to a decrease in p(q,n2, t ) .  The second term denotes the transition 
[nlf n2- l ]+[nl f  n2] and leads to an increased p(q ,n2 , t ) .  The master equation 
above is linear and can be solved for the moments by constructing the moment 
' The material in this section can be found in [55] 
generating function. I n  general for N system variables the moment generating 
function is given by: 
where the sum runs over all possible states for each nl (in this case, from 0 to m). 
This function has the following useful properties: 
where 1, means that the function is evaluated at zj = 1 for all j. These expressions 
dF 
- 
d2 F d 2 ~  
F = 1, 1 = (n,),  1 ( 1 )  - 
'zi 1 1 dz,aZj 
justify the name "moment generating": we can obtain the moments of the 
probability distribution by evaluating the partial derivatives of the function. 
=('in,), 
Multiplying the master equation above by z;lzi2 on both sides gives: 
This equation can be simplified significantly by realizing that: 
where the change in the lower limit of the sum for n2 is allowed because 
p(nl ,-1,t) = 0.  
This leads to: 
I n  the special case of synthesis from a fixed number of templates (nl = n), the 
equation for the moment generating function reduces to: 
This equation can be explicitly solved, but in itself it does not represent the full 
process. We therefore will obtain the expressions for the other terms before 
combining them to model a real situation. 
Degradation 
Now consider the degradation reaction: 
This reaction can represent two different processes: degradation, where molecule 
B is converted into a species which is not part of the subset of interest, and 
dilution, where it is physically separated from the volume of interest. I n  latter 
context y is the degradation rate and ln(2)Iy the half-life of the molecule. The 
master equation for this reaction is: 
Using the same strategy as above the time evolution of the moment generation 
function yields: 
Forward reaction, conservation of  total number o f  molecules 
Now consider the reaction: 
A ~ B  
where no +q = n = const. Since the total number n is conserved, the system is 
defined by only one variable. We will use n2 as the single variable to define this 
system. For the reaction above: 
This leads8 to: 
(3.3.11) 
Based on these elementary reactions larger chemical networks can be built up. 
The results above are summarized in Table 3.3.1. 
Table 3.3.1. Moment generating function equations for elementary reactions. The master 
equation for each reaction type produces different terms which can be combined to model 
more complex processes. 
8 In this case, the sums only go up to n, instead of *. However, the extra terms that appear when 
applying the change of variables cancel with each other. 
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Noise properties of a constitutively expressed gene 
Based on the results for these elementary reactions the equation for the moment 
generating functions of more complex networks can be easily deduced. First let us 
consider a constitutive expressed gene in a single copy in the chromosome of a 
bacterium. I n  this case the state of this system at any time is defined by the 
number of mRNA molecules r and number of proteins p for that gene. mRNA 
molecules are synthesized off the template DNA strand at a rate kR and are 
translated at a rate kp. The mRNA and protein degradation are described by the 
destruction rates y and y respectively (Figure 3.3.1). 
Protein Figure 3.3.f. Basic model for constitutive 
expression of a single gene. Only four 
individual reactions are considered: 
creation of mRNA from a DNA template, 
creation of proteins from individual mRNA 
molecules, and the degradatioddilution of 9 both species. 
kt? 
I-. 
T 1 
DNA 
Based on the results in Table 3.3.1 the moment generating function can be 
deduced directly: 
The first two terms are the transcription and translation reactions (Table 3.3.1, 
type I) and the last two terms model degradation of mRNA and proteins 
respectively (Table 3.3.1, type II). Below the equation will be solved for the 
moments in the steady state ( F = 0). I n  this case: 
The mean mRNA level (r)and protein level (p)are found by taking the derivative 
with respect to zl and z2 respectively: 
(3.3.14) 
evaluating both expressions at z1 = z2 =1 gives: 
kR ( r )  = - 
YR 
( P )  = 
YRYP 
The results are consistent with the equivalent deterministic system: 
The fluctuations in mRNA and proteins level are found by differentiating the above 
equations again with respect to z1 and z2 and evaluating at z1 = z2 = 1: 
( r 2 )  - ( r )2  = ( r )  
Further moments can be obtained sequentially in this manner. Note that as 
obtained before for the mRNA, the variance over the mean equals one, which is 
the trademark of the Poissonian distribution. The protein number fluctuates with a 
higher than poissonian noise, the correction determined primarily by the term 
k p l y R  (the "burst size"), which corresponds to the average number of proteins 
produced per mRNA [20]. 
I n  simple cases like this, the moments can also be obtained as a function of time. 
For a single gene, the noise out of equilibrium can be 4Oo/o larger than its steady 
state value in the limit of short mRNA lifetimes [20]. A more detailed modeling of 
this process could include more intermediate detailed processes, such as the 
random steps that a ribosome takes along an mRNA, but most turn out to have 
little effect when compared in simulations. However, when a repressor or activator 
is present, its binding and unbinding might have to be included in the model, for 
this can be a major source of noise. It is in this context that the terms shown in 
Table 3.3.1, type 111, are needed. Furthermore, the repressor concentration itself 
might be fluctuating, in which case we have to consider the entire system of 
genes. 
Linearized matrix formulation 
The method above can also be used for interacting systems of genes, but solving 
it is not straightforward unless the connections are linear. Alternatively, if the 
system is at a stable point in steady state, the interaction can be linearized around 
the steady state value. A practical way of writing this out is in matrix form. The 
transition probabilities for species x, are given by fi(x1,x2/. . ./x,) for creation and y, 
equations are then given by (x) = (A-r)(x). 
af; for destruction, and A and r are the matrices defined by A, =- 
ax. 
Note that since in many cases the macroscopic equations include constant creation 
terms. I f  the system is linear it might be necessary to include an additional 
variable, which is not fluctuating and allows the inclusion of the constant terms in 
the compact matrix form. As an illustration of this, the matrices for the single 
gene case are 
and 
where the state vector is xT = (d , r ,p )  where d is the gene copy number. This 
constant state coordinate does not need to represent an actual chemical; for a 
system where many species have a constant creation rate, these rates can all be 
placed in the first column of A (setting d = l  and I',, =T,, = O ) .  An example of this is 
(xl)r(xZ).*. 
r, =y,6,. Letting x be the vector of chemical species, the linearized macroscopic 
the matrix for the case of two interacting genes, linearized around steady state, 
with fixed gene copy numbers dl and d2 respectively, and where the first gene 
(rl,pl) represses the second (r2,p2) with transfer function f ( p l ) :  
Written in terms of these matrices, the master equation in generating function 
form would be 
At steady state, F = 0, and taking the derivative with respect to ZI we obtain: 
Setting all zI= 1, we have for each i 
corresponding to the macroscopic result. Similarly, differentiating again and 
evaluating at z,= I, 
d 
where 0, = dig - . These linear equations can be solved for the means, variances 
az, 
and correlations. 
This approach is very general and the resulting matrix equations can be solved 
directlyg. However, even for the case of just two interacting genes this requires a 
5x5 matrix system as shown, so it gets cumbersome for larger systems even 
though most entries are zero. Using symbolic matrix manipulation software it is 
straightforward to obtain the desired expressions, so for known parameters this is 
a good method for obtaining values without further approximations. 
' This can be summarized in a very practical way [56] in terms of the logarithmic gains to obtain an 
equation which reflects the resulting components of the noise. Other previous approaches based on 
direct estimation of the probability distributions include [57,58]. 
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3.4 The Langevin approachlO
An alternate approach that allows for a more straightforward inclusion of other
sources of noise and scales easily to different levels of detail is the use of a
Langevin equation. The Langevin approach consists essentially of adding a noise
term to the deterministic equations. This noise term can represent the effect of
the intrinsic fluctuations [59] or the external inputs of the system [60-62].
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Figure 3.4.1. A stochastic process (blue)
can be decomposed into a deterministic
part (green) which describes its average
behavior and a stochastic part (red)
which describes its deviations from the
average as another stochastic process
that can depend on the deterministic
average.
For x, the concentration of some chemical species,
i = I(x) ~ i = I(x) +q(X)8(t) , (3.4.1)
where the random variable 8(t) is determined by its statistical properties.
Formally, this can be any random process, but in practice we assume white-noise
statistics, which will give approximate values for the first two moments. The
conditions for white noise are:
(8(t)} = 0, (8(t)8(t + lit)} = 8(M), (3.4.2)
where ( ) denotes an ensemble average. Since we are interested in the steady
state fluctuations, we will assume the coefficient of the noise term to be
10 The material in this section can be found in [55].
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constant1', i.e. evaluated at ( x ) = .  We also assume for now a noise that is 
uncorrelated in time, but as we will see, a more realistic assumption would be 
( ~ ( t ) ~ ( t  +At ) )  = exp(-lAtl/r), representing a noise with a correlation time of r . 
For the case of our basic model of the single gene, we have two macroscopic 
equations representing mRNA and protein creation, respectively: 
where the coefficients of the noise terms are to be determined. Clearly, 
( r )  = k, / y, and ( p )  = k,(r) /  y, from the condition of zero mean for the noise term. 
The difference with the steady state & = r - ( r )  follows the equation 
6i. + yR& = qrEr 
Fourier transforming, we obtain 
so after multiplying by the complex conjugate and taking the average, 
The steady state fluctuations are given by the inverse Fourier transform with t = 
0": 
l1 For the case where q(x) is not constant, the stochastic differential equation will be understood to 
follow the Stratonovich interpretation [53,55]. This allows a general Fokker-Planck equation to be written 
in this form, but will not be necessary in the cases of interest. 
l2 From the Wiener-Khintchine theorem; see for example [56]. 
But since the production of mRNA is in this model a single step, independent 
random process, it has a Poisson distribution, so the variance equals the mean, 
which implies 
This illustrates a general rule for single step processes: 
For the number of proteins, we have 
but in this case we also need to notice that (~(w)ii) =(a".(w))(ii) = 0, since these 
are two independent random processes with zero mean. So in this case, 
2 kR Using qr2 = 2kR and q ,  = 2kp -, (since this represents the internal noise and for a 
Y R  
fixed number of mRNAs the production of proteins is also a Poissonian process). 
Performing the inverse tran~form'~, 
for comparison with the previous result, note that {p} = kpkR , so this can be
YPYR
rewritten as
(3.4.13)
This is identical to the result obtained by the master equation. Note that in general
rp ~ 0, and b == kp corresponds to the average number of proteins produced per
YR YR
mRNA (the "burst size"). The resulting distribution is referred to as a superpoisson
distribution and corresponds to the convolution of a Poissondistribution for the
mRNAwith a Poissondistribution for the proteins for each mRNA.
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Figure 3.4.2. The superpoisson
distribution (green) looks as a
multiplication on the x axis of a Poisson
distribution (blue) and is much wider
than a Poisson distribution of the same
mean (red). Here, {r} = 10, b = 10 I
and hence {p} = 100.
This means that the width of the distribution is dominated by the mRNA events,
amplified by the burst size. This also means that it is possible to have very
different fluctuations for the same mean by varying the relative rates of
translation and transcription.
This result has been verified experimentally [19] in B. subtillis cells by changing
separately the transcription rate (through induction or sequence changes) and the
translation rate (by changing the sequence of the ribosome binding site) of a gene
with a fluorescent reporter.
This method can be readily generalized for many interacting genes when the
system is fluctuating around a steady state. As an example, we will analyze the
case where one gene represses a second gene.
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Let yo, yl be the protein numbers of each gene, and let f(yo) be the rate of 
creation of the second protein as a function of the first. This means that the 
equations describing this system are 
Yo = ko - YoYo 1 
Yl = f C v , ) - ~ 1 ~ 1  
Note that the equations include the entire process of producing a protein, so 
mRNA levels are no longer explicitly calculated. Including the Langevin noise term 
and looking at the fluctuations from steady state, 
where co = - I and each noise term has the same conditions as before. This 
(Yo) 
linearization is valid at each stable point, but not for transitions between different 
stable points or for limit cycles. For very small numbers n of chemicals this can 
also break down, because since this processes are mostly Poissonian, the 
fluctuations are of order f i  so a Taylor expansion might not be valid. Fourier 
transforming and taking the square and the average as before, we get 
The correlation between the genes can also be calculated, from 
where the term vanishes because the fluctuations in the first gene are 
independent from the internal fluctuations in the second gene. I n  many cases, the 
decay time will be determined primarily by the dilution time, so it will be the same 
for all genes. This assumption simplifies the expressions that are obtained upon 
transforming back: 
where the irrational part of the integral vanishes because of parity. From our 
previous results we know that for a single gene, 
where bl is the burst size for gene i, 
For the internal part of the second gene, 
So for the total variance of the second gene we obtain 
I n  terms of the logarithmic gain 
(Y,) 1 V , ( Y ~ ) ~  Hji = ---- (Yo) co => Hl0 =--- 
(y,) YJ a ( Y , )  ( ~ 1 )  y, 
And with the noise defined as 
We can rewrite the fluctuations as: 
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For basic Hill-type repression, 
where A1+B1 is the maximum creation rate, YlI2 is the half induction point, n is the 
Hill coefficient and B1 is the basal transcription level. Defining y,,. =Bl and 
yl, =A1 + Bl (although this level might not be attained as it requires yo =0)  we 
can rewrite the previous result as 
This means that the noise in the second gene can be written explicitly as 
Note that we need the parameters of the transfer function plus an "internal"
parameter for each gene, hi = kp1 / rRi which depends on their biochemical
parameters. Figure 3.4.3 illustrates this result.
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Figure 3.4.3. Noise and correlationbetween
two genes with Hill type repression. A. A
sigmoidal Hill type transfer function. B,C.
Noise and correlation between two genes
with equal internal noise (b,=20). For
comparison, the red dotted linecorresponds
to the limitof no noise in the second gene
(b2=O) and the blue dashed line
corresponds to the limitof no noise in the
firstgene (b1=O).
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Monte Carlo simulations, where random numbers are added in the appropriate 
places to obtain a sample of a stochastic process, are commonplace in modern 
science. For the simulation of biochemical processes inside cells, a particular group 
of algorithms is particularly relevant [63]. We will derive those algorithms here 
from general considerations and present simplifications that are specially useful 
for the simulation of genetic networks. 
Suppose you want to simulate the motion of a pendulum that is buffeted randomly 
by the wind. As a first approximation, you can solve numerically the differential 
equations of motion in the standard way, where you choose a fixed time step and 
update the position and velocity accordingly. You could then add a random term to 
the acceleration at each time step to represent the force of the wind. This is fine in 
principle, but you have to be careful: do you choose your numbers independently? 
I f  there are limits on how fast the wind can change, then you have to take your 
time steps longer than that limit to be able to draw independent random numbers. 
However, your time steps have to be small enough that the numerical solution to 
the equations of motion is still a valid approximation. I f  you don't want to make 
the random numbers independent, you have to come up with a model of how the 
wind changes velocity, which might be more difficult than the original problem. 
Even if the random kicks are independent on any time scale, you have to balance 
the precision of your approximation, which increases with decreasing time steps, 
with the time it takes to run the simulation, especially if you want to run this 
many times to obtain a distribution. 
The preceding algorithm can be summarized as follows: 
1. Take initial position and velocity 
2. Calculate acceleration 
3. Add force determined by a random number 
4. Calculate new position and velocity at next time interval 
5. Got0 2 
What happens in the case of a chemical reaction? I n  this case the kicks are binary, 
as the reaction happens or not, but the timing is random. One option is to use 
time steps large enough that many kicks have happened and use the number of 
kicks as a random variable. This is certainly valid for large number of reactants, 
but for small numbers the reaction rates can vary significantly with the number of 
molecules. Another option is to have small time intervals, and let the random 
number determine whether a single reaction occurred or not. This is a better 
approximation, but is very slow, and it requires the time steps to be very small if 
you don't want to worry about more than one reaction happening. 
However, we can turn the problem around and use the timing of the reactions 
directly as the random variable. This is the main point of the stochastic simulation 
algorithm known as Gillespie's algorithm [30,63], which can be summarized as 
follows: 
1. Take initial numbers of molecules 
2. Calculate reaction rate 
3. Determine time to next reaction by a random number 
4. Update the number of molecules 
5. Got0 2 
This algorithm is not only much faster than the small-step single-reaction 
algorithm, it is also exact in the sense that no approximations are made beyond 
the description in terms of ratesi4: it is equivalent to numerically solving the full 
spatially homogeneous Master equation. To this level of detail, this is how the 
process occurs in reality. 
The key step is to determine the correct random time, and for this we need the 
probability distribution of events15. Suppose a reaction happens with rate k. As 
explained in the derivation of the Master equation, the probability that it happened 
in any interval dt is kdt and the probability that it does not is I-kdt. The 
probability that it happens at a particular interval [T,T+dt] for the first time, Pl(t), is 
the probability that it does not happen before T plus the probability that it 
happens in the final interval, 
.{ (T)dt = P(tl E [T, T + dt]) = P(tl g [0, T])P(dt) . 
I f  we now focus on the probability that it doesn't happen before T, P(tl g [O,T]), we 
can decompose it as 
l4 In the original study, the rates were determined from microscopic considerations [30]. In practice, the 
macroscopic rates are normally used. This is not always valid, but when tested experimentally for a 
genetic network it turns out to be a good assumption 1281. 
This treatment is based on [54]. 
P(tl g [0, TI) = P(tl g [0, T - dt])P(t, g [T - dt, TI I t, g [0, T - dt])  = P(t, g [O, T - dt])(l-  P(dt)) 
=> P(t, fE [O,  TI) - P(t1 e [O, - = - ~ t  = > d log P(tl g [0, TI) = -Mt 
P(tl e [0, T - dtl) 
-kT 
= > P(tl f~ [0, TI) = P(tl e [0 ,0 ] ) e -~~  = e - 
This in turn implies that 
P(t, E [T, T + dt])  = e-kTdt = > 4 (T)  = ce-kT 
Q) 
Normalization of the probability requires Ie(t)dt  = 1, which implies 
0 
4 (T)  = k S k T .  (3.5.4) 
The distribution of times for the first reaction is thus exponentially distributed. The 
mean can be obtained directly, 
03 1 ( t )  = I f~ , ( t )d t  =- 
o k ' 
This shows again the match between the microscopic description in terms of 
probabilities and the macroscopic description in terms of rates: the (macroscopic) 
rate is the inverse of the average waiting time. 
The random times we need for step 3 of the algorithm need then to be created 
with this exponential distribution. I n  practice, computers come with generators for 
uniformly distributed random numbers, so we need a function that when applied 
to a uniform distribution gives the correct exponential distribution. Let f(x) be that 
function; since we want it to be invertible, let's assume it is monotonously 
decreasing. For y=f(x), the probability we want is 
The probability for a variable x distributed uniformly in [0,1] is, for w E [0,1], 
~ ( ~ < z ) = ~ , ( f ( x ) < z ) = ~ , ( x >  f-'(z))=l-P,(x< f-'(z))=l- f-'(z) 
which is the transformation we needed. 
To apply the algorithm for more than one reaction, there are many options for 
implementation. The most straightforward one would look like this: 
1. Take initial numbers of molecules 
2. Calculate reaction rates 
3. Determine time to all possible next reactions (by a random number each) 
4. Execute whichever one happens first 
5. Update the number of molecules 
16. Goto 2 
This is intuitive, but not very efficient, since most random numbers generated are 
just thrown away. A more efficient version uses the fact that the time for any 
reaction to  happen is determined by the sum of the rates of all possible reactions 
(this depends on the reactions being independent). Given that a reaction 
happened, the probability that it was any particular reaction is simply the rate for 
that reaction over the sum of all rates. 
So one can find the time for some next reaction to happen from the combined 
rates and then use another (uniform) random number to choose which reaction 
happened, weighted appropriately by the rates. The algorithm would look like this: 
:L. Take initial numbers of molecules 
2. Calculate reaction rates 
3 .  Determine time to next reactions (by one random number) 
4. Determine which reaction it was (by one random number) 
5. Update the number of molecules 
6, Goto 2 
This is referred to as the SSA, stochastic simulation algorithm. It is this version 
that is used as a basis for all simulations done in the present work. 
One last version that is worth mentioning for its increased efficiency for large 
numbers of reactions is the Gibson-Bruck algorithm [64]. It is essentially a souped 
up version of the first. The difference is that instead of throwing away the times 
calculated for the reactions that didn't happen, they are scaled by the time that 
has passed and the rates that have changed and only a new time for the reaction 
that did happen is calculated. However, depending on the system the updates can 
be so large that any advantage is negated [65]. 
These algorithms include the option of having a reaction that produces more than 
one molecule per reaction of a given species, this would just go in step 5 of the 
algorithm. I n  a detailed simulation this would be unusual unless the reaction is the 
splitting of a multimeric protein. However, we can use the separation of time 
scales and our detailed analysis of the sources of noise to greatly simplify the 
simulations. 
The main source of intrinsic noise are the fluctuations in mRNA numbers, 
multiplied by the (average) number of proteins produced per mRNA (equation 
3.4.13), so if we are interested in time scales longer than the average mRNA 
lifetime we can change the simulation as follows: the event that would normally 
be a creation of one mRNA becomes the creation of a burst of proteins. The 
number of mRNAs is not recorded, and you don't have to have the reaction for the 
mRNA destruction. The number of proteins produced by a particular mRNA is 
determined mostly by its (random) lifetime, so for a constant protein production 
rate the distribution in the number of proteins produced is determined by the 
exponential distribution of lifetimes. This means that, ignoring the fluctuations in 
protein creation, the number of proteins created in a burst can be chosen from an 
exponential distribution of mean equal to the burst size b. The reaction for the 
decay of proteins still has to be done individually in general; in cases like that of 
cell cycle driven promoters, there are times when there is no creation and all 
fluctuations come from protein decay [66]. Fluctuations in transcription rates can 
come in as before, and fluctuations in translation rates can be put in by imposing 
the appropriate distribution on b. This simplified simulation runs faster without 
sacrificing the ability to follow individual dynamic trajectories. 
Another important point is the inclusion of global noise. For static global noise, 
corresponding to the assumption that it is correlated for much longer time scales 
than the cell lifetime, it is possible to just choose the rates from the appropriate 
distribution before running the algorithm for each cell. A better assumption is that 
the noise has a correlation time that is similar to the cell's lifetime [28], as 
unregulated cellular components will decorrelate as least as fast as cell division. I n  
this case, our knowledge of the underlying stochastic process is limited to the 
decorrelation time and the magnitude of the noise, so we should not expect to 
obtain the full distributions. However, we can still incorporate this knowledge into 
a simulation; a very practical way is to simulate a variable representing the 
multiplicative change in the rates as a chemical species, with decay rate 
determined by the decorrelation time and creation rate chosen so that the 
variation matches the desired noise [66,69]. 
The previous simulations can produce a detailed description of the processes that 
generate a distribution. For a much more approximate but orders of magnitude 
faster method of obtaining the general shape of the full distributions in steady 
state, we can extend the idea behind the Langevin approach to a simulation 
method. 
As we will see in section 4.2, we can measure the expression values of two 
iinteracting genes by using two fluorescent reporters, CFP and YFP. For the case 
where one gene represses the next, we have measured the expression values of 
both in single cells. The scatter plot of the expression values, whose density maps 
the height of the 2-D probability distribution, has a shape that reflects the 
interaction between the genes. 
As we will see in the following sections, there are two main sources of noise, one 
intrinsic to each gene and a global one affecting all genes, with the strength of the 
noise determined by a few parameters. These sources produce many terms in the 
final expression for the variances, which can be obtained from our models. For a 
cascade, this provides a straightforward recipe for simulating the distributions: 
generate a distribution with the correct mean and standard deviation for the first 
gene, apply the transfer function to each value in the distribution, add to each 
value a noise obtained from a Gaussian distribution with the standard deviation as 
prescribed by the theory, and repeat for every step in the cascade. This is clearly 
very approximate, as we have no a priori reason to know which distribution to 
draw the numbers from, and it ignores, among other things, the delays that will 
be introduced by going through every step of the cascade. However, the simplicity 
and speed of this approach make it a promising candidate for use in approximate 
simulations of more complex circuits. 
Figure 3.5.1 illustrates the results of such a simulation, as compared with the SSA 
Monte Carlo simulation and the experimental data at three different levels of 
induction. The slant present in the data may be due to the experimental problem 
of leak through the filters between colors. For reference, generating these scatter 
plots with the SSA in C++ and the simplified Langevin simulation in Matlab on a 
1.8 GHz Celeron desktop PC takes 6h and 1.5s respectively. A limitation of this 
approach that can be observed here is that it cannot capture the long tails that are 
present in the data and the Monte Carlo simulations. 
CFP fluorescence counts 
Figure 3.5.1. Scatter plots of protein expression for two genes. The columns indicate 
different values of induction of the first gene. IPTG is the external inducer (see section 
3.6). The first row contains the experimental measurements (see section 4.2). The 
second row presents the full Monte Carlo SSA simulations. The third row contains the 
simplified simulation presented in this section. 
The contours in Figure 3.5.1 are not simply ellipsoids, as a two dimensional 
Gaussian distribution with the corresponding moments would be. The shape of this 
distribution is determined mostly by the transfer function, distorted by the noise. 
As we can see, the fact that the added noise at each step comes from a Gaussian 
distribution does not imply that the resulting distribution will be. This also points 
to an interesting possibility: in cases where it is not feasible or practical to control 
the expression level of a gene but the objective is to measure the transfer 
function, it might be possible to use the noise as a probe to explore a wider range 
of the transfer function than would be expected from the average. 
3.6 Applying the Langevin approach16
To apply the approach described in section 3.4 to the specific circuit we want to
study, we need to take a few extra factors into account. We want to study the
interaction between two genes, Yl and Y2, where the upstream gene represses the
downstream gene. This means we need to be able to tune their interaction, but
also the level of the upstream gene. For this, the easiest way is to have another
gene, Yo, which controls the level of gene Yl in a way that is externally
controllable. We also want to have a reporter, Y3, for the fluctuations in the rates.
To reduce the relative importance of intrinsic versus transmitted and global
fluctuations, we placed genes Yl-3 in an intermediate copy plasmid.
Our synthetic network consists then of four genes of which three are monitored to
obtain protein expression distributions. The first gene, Yo, is constitutively
transcribed and codes for a repressor which downregulates the transcription of the
second gene, Yl. The gene product of gene Yl is a repressor which in turn
downregulates the transcription of the third gene, Y2. The fourth gene, Y3, has a
strong constitutive promoter. Since this gene is not part of the cascade, this
reporter is used to evaluate the effect of global fluctuations. Two external
inducers, IPTG and ATe, bind to and inhibit the function of the repressors
produced by genes Yo and Yl and can be used to tune the concentration of the
upstream gene and the coupling between the two genes, respectively.
IPTG---:L~y~>-
Chromosom.
Figure 3.6.1 Sketch of the experimental network. To study the interaction between
genes Y, and Y2I we add a gene (Yo) to control the level of y1 and another gene (Y3) as a
gauge of global noise. The level of expression of Y, is controlled externally through the
concentration of IPTG and the interaction between genes Y, and Y2 is controlled
externally through the concentration of ATe.
The concentration of repressor Yo is given by:
(3.6.1)
16 The material in this section can be found in [67].
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where k is the average rate of protein creation and y is the effective protein 
decay rate, which is assumed to be dominated by the dilution rate due to cell 
growth. ,uO represents the intrinsic fluctuations and gG represents the fluctuations 
in rate constants due to global variations in the concentration of cellular 
components. The statistical properties of the stochastic terms are determined by 
where b, is the average numbers of proteins produced per mRNA (6 = b, +l) ,  and 
vG is the effective size of the global fluctuations. 6(t) denotes the delta function. 
The first correlation comes from equation (3.4.19), which is equation (3.4.13) in 
the limit where many proteins are produced per mRNA and the decay time for the 
mRNA is shorter than that of the protein. The second correlation comes from 
assuming that the fluctuating global variables appear as multiplicative factors in 
the rates. The steady state fluctuations can be obtained as explained in the 
previous section : 
qo and q,& denote the total and intrinsic noise of gene 0 respectively. Upon 
induction, the concentration of active repressors is yo, = ~ , @ P T G D ~ ~  , where fo is 
assumed to be a Hill type function. Assuming fast binding of IPTG to the repressor 
and concentrations higher than nanomolar, this does not introduce significant 
additional fluctuations. Since the standard deviation scales as the mean, the noise 
in the number of active repressors is the same as the noise in the total number of 
repressors irrespective of IPTG levels. 
The interaction between each pair of genes is determined by the rate of synthesis 
from the downstream gene as a function of the concentration of upstream 
proteins; this will be called the transfer function. Assuming that the interactions 
are Hill type repressions, the parameters for the transfer function f2(y1) for the 
repression between genes y1 and y2 can be obtained from the two means. 
For the other genes, it is necessary to consider the effects of plasmid copy number 
fluctuations. We are interested in time scales longer than the equilibration time 
after creation of a new plasmid and neglect cell division effects. Plasmid copy 
number is treated as a multiplicative, fluctuating factor on the creation rate with 
decay time equal to the cell doubling time. This results in the equation 
where N is average plasmid copy number. Linearizing around steady state, we 
obtain 
. This approximation restricts the model to the where f, = f ,  (yo,) and c1 = - 
bulk of the distribution, because the tails of wide input distributions explore a 
llarge part of f,'s domain. Proceeding as described for the previous gene, using 
(3.6.3) for the variation in yo,, and the assumption that the global fluctuations 
are fully correlated, we can obtain an explicit expression for the noise in y,. To 
match the notation in other studies [56,68], we define the logarithmic gain 
corresponding to genes i and j as H,, . I n  our case, Hlo = WY )
7, Y, *IiOA 
and with the previous procedure we obtain: 
Where Q and qlht denote the total and intrinsic noise of gene 1 respectively and 
'7 N denotes noise due to plasmid copy number fluctuations. The terms that 
determine the effect of the global noise on gene y1 correspond to its direct effect, 
the transmitted effect from the repressor and a negative correction term which 
arises because the direct and transmitted effects are strongly correlated. For gene 
2 we similarly obtain 
q2 and q2hi denote the total and intrinsic noise of gene 2 respectively. I n  the case 
of gene y2 the global noise has one direct term, two transmission terms (positive), 
two correction terms (negative) and one extra term (positive) that compensates 
for over-correction. For both genes, this could result in a smaller global noise 
component than if the gene were unregulated. 
Using these expressions we can decompose the noise in each gene in three 
components: intrinsic noise in that specific gene, transmitted intrinsic noise from 
the upstream genes, and global noise modulated by the network. The intrinsic 
noise (green arrows, Fig. 3.6.2) arises from low copy numbers of mRNAs. The 
second noise component, the transmitted intrinsic noise (blue arrows, Fig. 3.6.2) 
includes the transmitted fluctuations of each of the upstream genes in the 
network, and depends on three factors: the intrinsic noise for that upstream gene, 
the effect of temporal averaging, which depends on the lifetimes of the proteins, 
and the susceptibility of the downstream gene to the upstream one. 
Gene 0 Gene 1 Gene 2 Gene 3
- Intrinsic f1uduations - Global f1uduations
-Transmitted intrinsic fluctuations -Transmitted global fluctuations
Figure 3.6.2 Sketch of the propagation of the fluctuations, showing how the two
sources of noise, intrinsic and global, can result in many components. (From [67J),
The last component of the noise reflects the effect of the global fluctuations. It
includes the direct effect on the gene, the transmitted effect from the upstream
genes, and the effect of the correlated transmission, which depends on the
interactions. The latter illustrates the main difference between transmitted
intrinsic and transmitted global noise. The different intrinsic noise sources are
uncorrelated, whereas the global fluctuations arise from the same sources. This
means that the transmitted global noise (purple arrows, Fig. 3.6.2) does not
simply add to the direct global noise (red arrows, Fig. 3.6.2). Since both
fluctuations came from the same sources, correction terms arise which depend on
the strength (and sign) of the interaction.
Equations (3.6.6-7) show explicitly that the transmitted noise is not reducible to a
factor that depends solely on the total noise In the previous step in the circuit, as
can be seen from the difference in the time averaging coefficient. This is because
the noise TlJ is a steady state measure of the fluctuations and does not include
information on the temporal correlations [56,23]. A full dynamic description of the
fluctuations in the previous gene would be required to determine the downstream
noise without information on the rest of the network.
The correlation coefficients, Cij = (YIY(;/)~;})(YJ) , can be obtained from the product of
the expressions for the fluctuations in Fourier space using the same procedure as
above. We obtain
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The numerical prefactors in all terms come from time averaging due to the finite 
protein life-time. It is assumed that the effective protein and plasmid life-times 
are dominated by dilution due to cell growth and therefore are determined by the 
cell doubling time. It is easy to incorporate a time dependence on the global noise, 
but this requires knowledge on the dynamics of global noise source. This changes 
the coefficients but does not change any of the conclusions. 
Note that the Hlo dependence of C13 provides a straightforward way of testing for 
the presence of global noise, as any deviations from a constant cannot be 
accounted for by the (flat) plasmid noise. Also, if the intrinsic noise in gene 3 is 
low, its total noise provides an estimate of the global fluctuations that can be 
compared with the correlations Cl3 and C23. 
3.7 Dynamics of a natural network17
The lactose uptake network introduced in section 3.1 provides an example of a
naturally occurring network which has interesting dynamics but is well studied
enough that we can be fairly confident that there are no unidentified players of
importance. We can also use previous detailed studies to determine essential
parameters. The main behaviour of interest is the long lived bistable states that it
displays for intermediate concentrations of the inducer. We can try to predict the
behaviour of the distributions as the cells are moved from one concentration of
inducer to another.
To measure the protein levels in single cell without disturbing the system, we used
a construct [14] where a green fluorescent reporter (GFP) is placed under an extra
copy of the Lac promoter. Additionally, the bacteria has (on a plasmid) a red
fluorescent protein gene (RFP) under the control of a promoter which in the strain
used responds to CRP and other global factors only, so it can be used as a
reporter for fluctuations coming from outside the network. We use thio-
methylgalactoside (TMG), a non-metabolizable lactose analog, instead of lactose
to decouple the network from metabolic effects.
GFP
RFP
TMG (x) ~ _ extra-
t cellular
J ~ LacY TMG
lacY (y)
1
C-Lacl,
lacl
rCR~ 1
crp
cAMP
~.
~.
Figure 3.7.1. Sketch of the lactose utilization network. Blue straight arrows indicate positive
interactions, orange blunt arrows indicate negative interactions, dotted blue arrows indicate
active transport. A positive feedback loop arises through LacY because higher internal inducer
levels result in higher expression of LacY. GFP is placed under an extra copy of the Lac
promoter and reports the expression level of LacY. RFP is under control of the gat promoter
and reports the effect of CRP and global sources of noise. Compare with figure 3. 1.5. (From
[69]).
17 The material in this section can be found in [69].
89
Several deterministic models have been suggested in the literature as 
explanations for the bistable behavior observed in the lactose utilization network 
[44,70]. We augment a model that has been employed to describe the strains 
analyzed in this study [14] as follows: 
The active fraction of LacI tetramers (R) is modeled as a Hill function of internal 
TMG (X) with exponent of two [71]. RT is the total number of LacI tetramers and 
Xo represents the half-saturation point. The rate of production of Lacy molecules 
(Y) and GFP molecules (G) in the presence of LacI (R) is also a Hill function with 
exponent of one [14]. Here Ro represents the half-saturation number of active 
LacI (R) while NLacY and NGFp represent the equilibrium number of molecules of 
Lacy and GFP in fully induced cells. B represents the active uptake of TMG per 
Lacy molecule, while A represents the passive uptake of external TMG 
independent of Lacy (equation 3.7.4). Y, GI and X are all assumed to undergo 
first-order decay with time constants r, r, and rx respectively. 
We can normalize the previous equations by defining the new parameters 
We assume that GFP is transcribed at a rate identical to that of Lacy because both 
are expressed under control of the lac promoter. DNA looping due to the third 
operator site in the lac promoter is absent in our GFP gene; however, this 
operator site has a small repression factor and therefore we ignore this effect. 
Therefore, we set a as the maximal production rate of both Lacy and GFP. p is the 
repression factor representing the ratio of transcription rates at the lac promoter 
between induced and uninduced cells. This factor accounts for the effect of fully 
activating all present Lac1 tetramers in the absence of intracellular TMG. 
We thus obtain the three simplified equations 
It has been shown for this system of equations that for various concentrations of 
extracellular TMG, the system can have either a single stable steady state 
(monostable) or two stable steady states separated by an unstable steady state 
(bistable), shown in Figure 3.7.2. I n  that study [14], the parameters a,P and p 
were determined by fitting the theoretical monostable-bistable boundaries 
(vertical arrows in Figure 3.7.2) to that determined experimentally. Since the 
network used in our study is identical, we will use the parameters a, p and p as 
determined in this previous study. We set s, and s, equal to the dilution timescale 
due to cell growth, 2 ,  =di is i l ln2f  because we assume that the active 
degradation rate of GFP and Lacy is much smaller than the dilution rate due to cell 
growth; here smjd0, is the estimated average time between cell divisions. The 
values for these constants are shown in Table 7.3. This leaves s, and A as the only 
undetermined parameters in this deterministic model. 
100
......
10
TMG [~lM]
100
Figure 3.7.2. Steady state solutions of the deterministic model. Induced state is shown as
the top dark line while the uninduced state is shown as the bottom dark line. The
intermediate unstable steady state is shown as a dashed line in the shaded bistable regime.
Cells remain in either the induced or uninduced states until they are moved to a
concentration of inducer where the previous state is unstable (vertical arrows). Compare
with figure 3. 1.5. (From [69J).
From our experimental measurements of fluorescence decay after removal of
induction, we obtain that the parameter Tx is much smaller than T1/2 (See section
7). This could be due to rapid loss of intracellular TMG through efflux, which is
known to occur for other inducers [72,73]. Thus we equilibrate equation (3.7.6) in
relation to equations (3.7.7) and (3.7.8) by setting Tx dx =0.
dt
In induced cells with many TMG-transporting LacYmolecules, passive TMG uptake,
A, should contribute only a small fraction to the intracellular TMG concentration.
However, in uninduced cells with few LacY molecules, this passive 'leak' rate may
be significant. To estimate this rate, the full deterministic model is fit to the
population average of fully uninduced cells after being transferred to high TMG
(See section 7).
In order to make predictions about switching transitions and dynamic population
distributions, we must include the effect of intrinsic and global fluctuations, as
shown in previous sections. We therefore need to determine the noise parameters
from the steady state distributions to construct a simulation.
To model intrinsic noise we must estimate two parameters for each gene: the
average number of proteins produced from a single mRNA (burst size), and the
conversion factor between absolute protein numbers and fluorescence counts.
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These two parameters will allow us to quantify the intrinsic component of the 
noise. 
Figure 3.7.3 contains a diagram indicating the generation and propagation of noise 
in the network. First, Lacy, LacI, GFP and RFP are sensitive to their corresponding 
intrinsic noise terms Vy-intI q-intI qg-int and Vr-intf respectively. These terms are due to 
the random creation and destruction events of the mRNA and the corresponding 
proteins. The RFP reporter would also include the fluctuations in plasmid number, 
but we don't account for plasmid noise separately as our measurements indicate 
its value is small (See section 7). Noise generated by CRP and other factors such 
as RNA polymerase and ribosomes is combined into the term VO/Oba/I and we will 
treat this term as coming from a multiplicative factor on the production rates of 
Lacy, GFP, and RFP. For simplicity, we will assume that the main effect comes 
from CRP and ignore the effect on LacI of the global noise. This will result in an 
overestimation of the global noise, but as we will see it is small as well. 
Fluctuations in LacI numbers are propagated directly into Lacy and GFP, and the 
strength of this transmission depends greatly on the intracellular TMG 
concentration since TMG binding decouples LacI from the production of Lacy and 
GFP. Finally, although TMG will have relatively low levels of intrinsic noise, noise in 
Lacy will cause fluctuations in intracellular TMG concentration that affect the 
binding of LacI to the lac promoter. This effect causes Lacy fluctuations to be 
transmitted into both Lacy and GFP noise with a magnitude dependent on the TMG 
concentration. 
A '7global
~moIX)~ .w'l;-ifi1 'lr-intt
lacl lacY (y) gfp (g) rip
B '7global
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Figure 3.7.3. Sketch of the propagation of noise. A. Intrinsic and global noise come in at
each gene. The square above Lacl represents the combination and propagation of noise
from Lacl and TMG through the active fraction of Lacl tetramers. Global effects on Lacl
and plasmid noise in RFP are not included. B. The effective noise network for induced
cells with high levels of intracellular TMG causing Lacl tetramers to be highly inactivated.
The crossed square represents the effective inactivation of this feedback by increased
levels of intracellular TMG. (From r691J.
As shown before, extrinsic noise can be determined by exammmg correlations
between levels of proteins influenced by the same upstream regulators. To extract
the noise parameter, 7]global, from the distribution of GFP concentrations, it would
generally be necessary to solve a set of equations describing the propagation of
noise through the entire network, as in the previous section. However, the
network can be simplified greatly by considering only fully induced cells, where
TMG-bound and inactivated Lac! no longer affects GFP and LacY production. In
this case, fluctuations in LacY, GFP, and RFPexpression levels are dependent only
on extrinsic noise levels, 7]global, as well as each protein's intrinsic noise level T/y-
Int, 7]g-lnt, and 7]r-Int (Figure 3.7.3.6). Since the term 7]global is shared by GFP and RFP
it is possible to separate the total GFPnoise into intrinsic and global components.
Each gene has a source of intrinsic noise, which is related to mRNA burst size and
2 b hprotein number by the relation 17m' = < N >' We can again apply t e Langevin
technique including explicitly a variable E to represent the source of
extrinsic/global fluctuations with the global noise parameter determining its
fluctuations. This is made more precise by writing the corresponding Langevin
equations for the two extrinsic sources and the two reporters in induced cells
where Lac! noise is not transmitted.
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Here E represents the collective effect of extrinsic/global noise factors 
(CRP/ribosomes/RNA polymerase) and is scaled to an equilibrium value of one. G 
and R are the number of GFP and RFP molecules while and a~ represent the 
equilibrium amount of GFP and RFP in induced cells. We assume loss of all these 
molecules comes from cell division so s is the characteristic decay time due to 
dilution. The following relations define the noise terms accounting for intrinsic 
fluctuations of proteins. 
Fluctuations in global noise may be defined similarly, but we do not a priori know 
the magnitude of these fluctuations. 
<p, >=0 
< pE (t)pE (t + At) >=< pi > 6(At) 
We want to use equations (3.7.9) to derive the noise properties of our fluorescent 
reporters from the sources of intrinsic noise as explained in the last section. First 
we obtain the Fourier transform of the deviations from steady state: 
- 
1 + iwz 
which lead to the transformed second moments and correlation 
and when inverse transformed yield: 
Separating the total noise in GFP (qi-total) into intrinsic ( ~ i - ~ )  and global (qiloba,) 
components: 
The individual noise contributions are related to the reporter fluctuations: 
The biochemical parameters a and bGn. can be obtained from: 
By assuming the mean fluorescence in a single cell is proportional to the 
concentration of molecules in that cell, we can measure total and extrinsic noise 
for a population using equation (3.7.16), and the intrinsic noise by equation 
(3.7.17). 
Decomposing the noise in a gene into intrinsic and global components is enough 
for our analytic description but still does not characterize fluctuations with 
sufficient detail to build a microscopic simulation; the number of relevant proteins 
in each cell is also needed. We estimate this number using a method similar to 
that introduced by Rosenfeld et al. [28], where GFP fluorescence is compared 
between dividing cells. The process of cell division can be viewed as a binomial 
process where each molecule of GFP is randomly and independently assigned to 
one of the two daughter cells. Letting N1 and N2 be the number of molecules in 
the first and second daughter respectively, we assume the following relations 
NPair which fully determine the statistics of this process: N, = N, + N ,  , < N, >= -, 
2 
and < N: >= Npair(l+ Npair) where averages are over the cell population. Further we 
4 
assume that the mean fluorescence values gfpl and gfpz in both daughter cells are 
directly proportional to the number of GFP molecules. Based on these 
assumptions NGFp can be estimated as shown below from the fluctuations of 
intensity between dividing cells without requiring details of photon flux or 
quantum efficiency. 
This equation relates the pair wise distribution of cellular fluorescence values with 
the total number of molecules present in the pair. 
We can find the burst size b for GFP from the measured intrinsic noise using the 
from section 3.3. Because the same promoter is regulating relation qht = - 
< n >  
GFP and Lacy expression, we assume that the production rate of mRNA should be 
similar for the two proteins. Thus we set - where NbcY is the number of blacv ~ G F P  
Lacy molecules in a fully induced cell, and bbcY is the burst size of a Lacy mRNA. 
We could reduce the ratio NbcY/blacY to a single parameter analytically since the 
rnRNA production rate for Lacy is proportional to NbcY/bbcY and the burst size in 
units of fluorescence is proportional to ( ~ ~ ~ ~ / b ~ ~ ~ ) - ~ .  However, in order to proceed 
later with simulations that model explicit molecular events, we need to assign 
values for both NLacY and bLacY. Therefore, without loss of generality, we choose 
values for these parameters that maintain the required ratio by setting them equal 
to those measured for GFP: NLacY = NGFp and bbcY = bGFp .
We expect noise to be transmitted from the Lac1 component as well, but to 
analyze these contributions it is necessary to examine steady state distributions 
around the uninduced fixed point. However, a small signal to noise ratio combined 
with increasing non-linearity at these low concentrations makes extraction of 
relevant information difficult. Instead, we use published estimates of the molecule 
counts and burst sizes of Lac1 [74]. 
Because mRNA is largely responsible for noise levels we build a model where noisy 
events are dominated by mRNA processes while retaining protein levels as the 
'readout'. The three main events in the model are mRNA production/degradation, 
protein degradation, and global noise. 
We assume the number of proteins produced from an individual mRNA to be 
chosen from an exponential distribution by treating the decay of mRNA as a 
random Poisson process and assuming that the number of proteins translated is 
proportional to the lifetime. Because the lifetime of an mRNA is very short in 
relation to the timescales associated with fluctuations in protein level ( ~ ~ ~ 2 )  we 
condense the three events (production, translation and degradation) into a single 
'burst' event. We model this process by production and immediate decay of an 
mRNA whose net effect was the addition of a random number of new proteins to 
the system. We quantify the rate at which these bursts occur by dividing the rate 
of protein production by the mean number of proteins produced from an mRNA. 
We model the dilution of proteins by random decay of individual proteins at a rate 
commensurate with that caused by dilution. This adds noise to the system that is 
not inherent in cell growth while ignoring noise due to the septum partitioning. 
However, the noise difference between the decay and dilution processes should 
not be important because the noise from mRNA bursts is dominant. However, this 
could be relevant for dynamics that are dominated by decay processes when there 
are few if any mRNA burst events. 
CRP and global noise is added to relevant mRNA production rates by simulating a 
random process similar to that shown in equations (3.7.9). As explained in section 
3.5., the constants are chosen to match the value of ~glObal measured by setting 
-At 
the statistics on the simulated process to < E >= 1 and (GE(~)SE(~ + ~ t ) )  = 277iiOhie . 
This is simulated numerically by a discrete random walk, and the mRNA 
production rates of relevant proteins are multiplied by the resultant factor E(t) .  
GFP Burst G + G + B(~GFP) f(X(Y), I )  N G F P ~ ~ G F P  ZIR )E
Decay G + G - 1  ~1l.2 
Lacy Burst Y  + Y+ B(bkCy) f(x(Y), I )  Nkcd(bhcy ~1l .2)  E 
Decay Y + Y - 1  Y l r l ~  
Lac1 Burst I  + I+ B ( ~ ~ ~ I )  N L ~ ~ Y / ( ~ L ~ ~ Y  71l.2) 
Decay I + I - 1  I1 TIE 
Table 3.7.1: Simplified stochastic simulation. q ~ ,  I) = (& + I)-' with 
r(v) = (YE + A TMO) models the effect of Lac1 repression based on instantaneous values 
of Y and I. Capital variables are absolute molecule numbers of the respective lower case 
concentrations scaled to the deterministic model as G - g NGFp/a and Y -y NGFp/a. B(b) is 
an exponentially distributed random integer with mean equal to burst size b. 
Figure 3.7.4 shows the long-time behavior of these simulations where induced and 
uninduced cells have been simulated for the equivalent of 20 hours in varying 
external concentrations of TMG. The cells remain in their original states through 
the shaded region, while transitions between the two states occur past the edges 
of this region. This indicates that the stochastic model incorporates the desired 
bistable behavior of the deterministic model. The hysteretic effect is also similar 
to published measurements of single cells [14] indicating that the model is 
capturing many of the essential properties of the biological network. More 
importantly, it correctly predicts the dynamic probability distributions that are 
measured when the system has not reached steady state (see section 4.3 and 
figure 4.3.2). 
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Figure 3.7.4: Long-time behavior of the stochastic model demonstrates hysteresis
similar to that observed in experiments. A. Uninduced cells simulated growing in
various concentrations of external TMG for the equivalent of 20 hours. B. Induced
cells simulated growing in the same concentrations of TMG also for 20 hours. Each
point represents a single cell in a population of 100 with y-values representing GFP
concentration and x-value representing external TMG with a small spread introduced
throuah each cell's RFP concentration. (From {691>
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4.1 Description of the system 
To test the origin, transmission and effects of noise in genetic circuits, many 
different implementations are possible. One of the first choices refers to the model 
organism. Since we first wanted to do the measurements in the simplest system 
available, we chose bacteria to avoid the many additional levels of control that are 
present in e~karyotes'~. We initially chose Bacillus subtilis, both because the most 
relevant previous study [I91 was done in it and because of the ease of integration 
of genes into the chromosome. However, after constructing and integrating the 
circuit we found that noise in 6. subtilis is very sensitive to experimental 
conditions like sample preparation (unpublished results). At the same time, the 
study on intrinsic and extrinsic noise in E. coli came out [24], and we realized that 
it was not only easier but advantageous to work with plasmids because of the 
relative reduction of the intrinsic noise without reduction of the global noise. 
After constructing the plasmid, we had to fine tune the control of the first gene 
through the lac repressor, as the natural LacI gene was not strong enough to 
provide full repression, possibly because of the number of extra LacI binding sites. 
We also wanted the system to be isolated from the rest of the cell, so we wanted 
a strain without the Lac operon. We finally chose commercial strain JM101 from 
Stratagene, which has the entire lac operon removed and has gene LacIq instead 
of LacI. LacIq is a version of LacI that produces the same repressor but has a 
mutation that makes the promoter much stronger [74]. We also chose IPTG 
(isopropyl-beta-D-thiogalactopyranoside), a non-metabolizable lactose analog, as 
the inducer, because it also deactivates LacI but has the desirable properties of 
not requiring Lacy to enter the cell (Han Lim, personal communication) and 
decoupling the inducer concentration from the growth rate. This is very important 
for the isolation of the system, as we found (data not shown) that global noise 
changed with growth rate. This effect is also why we choose a very low cell 
density for the measurements in spite of the need to concentrate cells before 
measuring. 
The set of repressors and promoters that we chose (see section 7) have become 
the standard parts for synthetic biology [16,24,75], as they are the best 
characterized components. We chose the replication origin to be ColEl as it is well 
studied and provides an intermediate number of copies (30-60) without the larger 
variation seen in lower copy plasmids [52]. 
l8 Current efforts, however, are focused on yeast, as a simple eukaryotic system and the logical next 
step. 
For the natural network we chose the Lac system because it was a very well 
characterized, small natural circuit and was one of only a few networks studied at 
the systems level [14,76]. I n  this case, we used TMG (thio-methylgalactoside) 
because it is also not metabolized but requires Lacy to enter the cell, which is 
essential to the bistability that we wanted to observe. Other choices here were 
limited by the fact that we wanted to compare with the previous studies. 
For measuring, we chose fluorescence microscopy instead of flow cytometry 
because 3-color cytometry was not widely available at the time and because we 
wanted to have the option of tracking a single cell over timelg. To have good 
enough statistics, however, this required using an automated stage and image 
recognition software, which can in principle add some error to the measurements. 
For the dynamics we settled on taking 'snapshots', where samples of a population 
are imaged as a function of time instead of following single cells over time. This 
provides better statistics and allows for longer times of measurement. It is 
possible to keep cells alive for a long time in a chamber under the microscope, but 
it is very hard to guarantee a steady growth rate. 
I n  both cases, the cells were imaged in phase contrast and then in fluorescence 
with the appropriate filters. The cell boundaries were determined by auto- 
thresholding the phase contrast images, and the mean fluorescence was 
determined by dividing the total intensity in the fluorescence image by the area in 
pixels in the phase contrast image. Identification of cells in the images was done 
using Metamorph's integrated morphometry analysis, which allows the selection of 
cells with a very specific shape, excluding dividing cells and constraining size 
differences. We also found some leakthrough between cross filter-fluorophore 
pairs, so images were corrected with factors determined by measuring cells with a 
single color. The statistical analysis was performed in Matlab. Each set of 
measurements was repeated over different days to estimate the experimental 
error, which was often larger than the error within each measurement as 
determined by bootstrapping. 
lg In the end another group [28] did the single cell dynamic measurements on a very similar construct. 
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4.2 Cascade experiments20
The specific implementation of the synthetic network described in section 3.6
consists of four genes of which three are monitored by cyan, yellow and red
fluorescent proteins (CFP, YFP, and RFP) in single Escherichia coli cells. Gene 0,
lacJ'l, is constitutively transcribed and codes for the lactose repressor, which
downregulates the transcription of the gene 1, tetR, which is bicistronically
transcribed with cfp. The gene product of tetR, the tetracycline repressor, in turn
downregulates the transcription of the gene 2, reported by YFP. Gene 3, rfp, is
under control of the strong constitutive lambda repressor promoter PL. This
cascade will be used to measure how fluctuations in the upstream gene (tetR
reported by CFP) transmit downstream as reported by YFP. The inducers
isopropyl-beta-D-thiogalactopyranoside (IPTG) and anhydrotetracycline (ATC) bind
to and inhibit the repression of the lactose and tetracycline repressor respectively.
There are transcription termination sites after each gene to prevent read trough
(see also section 7).
IPTG"""".:\..
~
p,J UCI
Chromosome
'-Gene 0---.;./
Figure 4.2.1 The experimental network. See text for full description.
Plasmid
The response of single cells to various amounts of inducers is assayed by using
automated fluorescence microscopy. In each experimental run the level of the
three fluorescent reporters are quantified for typically 2000 individual cells. This is
repeated in two or thre separate days to estimate the measurement errors. Figure
4.2.2.A shows that the average signal of the upstream gene displays a sigmoidal
response to changes in the concentration of IPTG in the growth media. As a
response the average signal of the downstream gene 4.2.2.6 behaves inversely
and decreases sharply at larger IPTG concentrations. The enhanced sensitivity of
the YFP response compared to the CFP response as IPTG is varied, demonstrates
the utility of cascades to generate steep switches [59,77-79].
This is the level of detail at which gene expression has been studied in the past.
However, the average expression alone does not capture the population behavior,
as the expression of most cells is quite different from the average (4.2.2.C). Even
20 The material in this section can be found in [67]
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for a fixed IPTG concentration, the fluctuations in gene expression result in a
broad distribution. The density of cells corresponds to the height of the joint
probability distribution. Note that the density is also not simply the ellipticalcloud
that would come from a double Gaussian, but has a shape that reflects the
interaction between the upstream and downstream gene.
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• Single cell
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[IPTG) (mM) [IPTG) (mM) CFP fluorescence coun1s
Figure 4.2.2 A,S. Average CFP and YFP expression as a function of IPTG concentration
in steady state. Each experimental data point is obtained from ....2000 single cell
measurements. The solid lines are fitsobtained from the Langevin model (Section 3.6). C.
Scatter plot of the fluorescence levels for the entire population at [IPTG] = 13 J.LM. This
corresponds to the points marked by the arrows in (A) and (B). The red lines indicate the
average CFP and YFP expression (From [67]).
To quantify the expression fluctuations and the degree of correlation between
different genes we compute the correlation Ci; (F,Fj)-{F,}(Fj) from the fluorescence, (F,}(Fj)
levels FI in individual cells.The brackets (...) denote averaging over allcells in the
population and the indices i and j refer to the gene number as defined in Figure
4.2.1. Since each cell is characterized by three different expression values (F11 F2I
F3) the statisticalproperties of this network are summarized by the three means
(F;), the three noises 1]; =.JC: and the three correlations Cl2' Cl3, and C23• Thenoises and correlations are plotted in Figure 4.2.3 as a function of the IPTG
concentration.
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Figure 4.2.3. Experimental noises and correlations. A, B, C. Coefficient of variation
7]/ =.JC: of the expression in genes 1 to 3 as a function of IPTG concentration in
steady state. D,E,F. Correlation between the expression levels of genes 1 and 2, 1
and 3, and 2 and 3, respectively. The solid lines are fits from the Langevin model
(section 3.6) to all data simultaneously. The sketches at the bottom of each panel
indicate the position in the network of the corresponding genes. Each experimental
data point is obtained from -2000 single cell measurements. The error bars reflect
the standard deviation of run to run differences and the error within each
measurement as determined by bootstrapping (From [67J).
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Comparing with figure 4.2.2.A, it seems that the noise in gene 1 would be 
consistent with an intrinsic noise that changes as plus a flat noise coming dm 
from global fluctuations. The noise in gene 2, however, can not be explained so 
simply. Note that at its peak, the standard deviation is larger than the mean. This 
difference in behavior appears even though both genes are controlled by a single 
upstream repressor. The noise in gene 3 is fairly constant, as would be expected 
from its constant mean. 
The correlations also behave in a non-intuitive manner. The correlation between 
genes 1 and 2 behaves as would be expected from a sigmoidal negative 
interaction plus a flat, correlated global component. But the dependence of the 
correlations C13 and C23 on IPTG concentration is counterintuitive, because since 
RFP is not part of the cascade one might expect a correlation that is independent 
of IPTG and reflects simply the global noise. Furthermore, from a separate control 
(see below) we obtain that the intrinsic noise in gene 3 is negligible, so the total 
noise in gene 3 is a good measure of the global noise, which would be qg =0.65. 
This would correspond to a value of the correlation of C = 0.65~ = 0.42. Note that 
for a large part of their range, the correlations C13and C23 are below this value. 
Note also that for IPTG concentrations around 2*10-~ mM the correlation becomes 
close to 0. 
All this becomes clear in light of the expressions for the noise and correlations 
obtained in section 3.6". As summarized in Figure 3.6.2., gene 2 has noise 
coming in in three different components. The transfer function can be obtained 
from the average of the CFP and YFP expressions (Figure 4.2.4.A), and from this 
we can obtain the logarithmic gain HI* (Figure 4.2.4.A, inset). The intrinsic 
component (green line, Figure 4.2.4.8) varies as the inverse of the square root of 
the mean resulting in increased noise at higher IPTG concentrations. The 
transmitted intrinsic component (blue line, Figure 4.2.4.8) corresponds rough~y'~ 
to the square of the logarithmic gain H12 times the noise in the upstream gene 
(Figure 4.2.3.A). This reflects the fact that where the transfer function is most 
sensitive the original distribution gets amplified and where the transfer function is 
not very steep the original distribution gets compressed. The global noise 
component (red line, Figure 4.2.4.8) is not constant, but rather shows the 
modulation as explained in section 3.6. Thus, the main features of the noise in this 
1 have to add that this is how it actually happened; when we saw these correlations we rechecked 
everything in fear that there might be an error in the construct, until we performed the detailed 
calculations and realized that it was actually what we should expect. 
22 AS explained in section 3.6, it also has a component from gene 0 and is scaled by time averaging. 
gene are determined by the network interactions, rather than its own intrinsic
noise characteristics. As we will see below, changes in the transfer function can
turn the peak into a valley or a step.
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Figure 4.2.4. Decomposition of noise for gene 2. A. The logarithmic gain H 21 is
obtained as the negative of the slope in log-log space of the mean YFP expression as
a function of mean CFP expression. The inset shows the square of H 21 as a function
of IPTG. 8. Noise in the downstream gene (Figure 4. 2. 3. B) decomposed in the
different sources of noise. The total noise (black) is the result of the intrinsic noise in
this gene (green), the transmitted noise (blue) from the intrinsic fluctuations in
upstream genes, and the global noise (red, purple). (From [67J).
Similarly, the behaviour of the correlations between non-interacting genes can be
explained by the modulation of the global noise explained before.
A global fluctuation that raises the expression of RFPwill also raise the expression
of YFP and CFP. An increased CFP expression will result in a decreased YFP
expression by an amount that depends on the interaction between gene 1 and
gene 2, and hence will vary with IPTG. This can be seen directly in the expression
for the correlations (equations 3.6.8). An interesting consequence of this
modulation is that the correlations C12 and C23 display qualitatively similar
behavior as IPTG is varied (Figure 4.2.3.D,F). This indicates that these
correlations are dominated by the global noise that is transmitted from gene 1 to
gene 2. Similarly, the correlation C13 is dominated by the global noise transmitted
from gene 0 to gene 1 and therefore displays a different behavior compared to C12
and C23• It is an interesting point that although we do not have a reporter for gene
0, we can obtain information on the transfer function from the correlation C13 as
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its dependence on IPTG is determined by the logarithmic gain HOl' Hence, we are
measuring an interaction by adding an unrelated, non interacting gene.
From the means of CFPand YFPexpression, we can find the parameters describing
their interaction, which is well represented by a Hill type function. For the
interaction between genes 0 and 1, and the interaction between IPTG and the Lac
repressor, however, we do not have direct reporters. We can assume Hill type
functions as well and try to fit both means simultaneously, but the system is
underdetermined. We can constrain the fits by using our analytical model and
including the noises in the fits, but this adds one more parameter per gene.
Including the correlations does not require additional parameters, so fitting
simultaneously with the three additional data sets from the correlations provides a
better way to estimate the biochemical parameters (see section 7 for details).
These are the fits shown in Figures 4.2.2-3.
However, since this requires using all the data just for the fits, we wouldn't be
able to test the predictive power of the model. Therefore, we changed the
interaction between genes 1 and 2 and used the parameters obtained previously
to predict the behaviour of the noises and correlations under the new conditions.
The coupling between genes 1 and 2 was altered by adding ATC to the growth
media in different concentrations. From the response of YFP to ATC at full IPTG
induction we determined the effect of ATe on the active fraction of Tet repressors
(figure 4.2.5) and from this we determine the change in the transfer function.
10.3 10.2 10.1 100
[ATC] (nglml)
Figure 4.2.5. Effect of ATC.
For full induction of the Tet
repressor ([IPTG]=2mM), the
YFP fluorescence changes
according to the effect ot
ATC on the active fraction ot
Tet repressor and the
transfer function between
genes 1 and 2. (From [67]).
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Repeating the entire set of measurements for every concentration of ATC, we can
compare the model's predictions with the experimental measurements.
As an example, 112 and C12 are shown in Figure 4.2.6. Both 112 and C12 display rich
behavior as a function of the IPTG for varying ATC concentrations. As is seen in
Figure 4.2.6.A, a small change in the network can transform a maximum in the 112-
IPTG curve ([ATC] = 0 ng/ml) into a step ([ATC] = 0.1 ng/ml) or even a minimum
([ATC] = 0.3 ng/ml). These features were faithfully predicted by the model (Figure
4.2.6.B). Similarly the model correctly predicts the correlation C12 (Figure
4.2.6.C,D).
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Figure 4.2.6. Predictions after changing the interaction with ATC. A,C. Noise Th and
correlation C12 as a function of IPTG concentration in steady state for different levels
of A TC. Solid lines are guides to the eye. Each experimental data point is obtained
from ....1000 single cell measurements. B,D. Predictions for 172 and C12 from the
Langevin model using the parameters obtained previously. (From [67]).
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A direct demonstration of the reduction in global noise from the negative
interactions is that the correlations Cl2 and C23 (data not shown) increase as the
interaction between gene 1 and gene 2 is weakened by addition of ATC while the
correlation C13 is unchanged. Similarly, for maximal ATC induction genes 1 and 2
are almost decoupled (H21 ~ 0), and therefore Cl2 at full ATC induction should
match C13, as is experimentally observed (Figure 4.2.7). The remaining IPTG-
dependence is due to global noise propagation from gene 0, as determined by the
logaritmic gain HlO(inset).
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Figure 4.2.7. The correlation
C12 is independent of A TG. As
A TC is added, the
dependence of C12 on IPTG
remains constant. From the
model, we would expect its
shape to be determined by H10
(inset) so it carries information
on the interaction (From [67]).
For C23 the match is not as good, as the original fit was also worst for this
correlation. However, the model again captures the general behaviour of the
function. Another important point is that since C23 flattens with increasing ATe it
serves as a control showing that there is no direct interaction between genes 2
and 3.
The reason for the predictions being shifted upwards is due to a reduction in
global noise from a change in doubling time. The set of experiments that was used
to determine the parameters was done with a few months difference from the ATC
measurements, and there seems to be a small change in the media, which
resulted in a change in doubling times. This can be seen in the total noise for gene
3, or by comparing the measurements with no ATC (black line in Figure 4.2.6.A)
with the original measurements (Figure 4.2.3.6).
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As an additional test of our model we constructed three control strains which had
one of the genes in double copy with two colors to measure directly intrinsic and
extrinsic noise (in the functional definition of Elowitz et al. [24]).
The first construct had two identical copies of the Lac promoter driving CFP and
YFP, the second has one copy of the Lac promoter driving the Tet repressor and
two identical copies of the Tet promoter driving CFPand YFPand the last has two
identical copies of the lambda promoter driving CFPand YFP.
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Figure 4.2.8. Control constructs for intrinsic and extrinsic noise. A, B. The average
expression as a function of IPTG for the control constructs for genes 1 and 2. The
average fluorescence is obtained from about 2000 single cells. The error bars reflect the
standard deviation of run to run differences and the error within each measurement as
determined by bootstrapping. C. Scatter plot of the CFP and YFP expression for the
control construct for gene 3. Its average expression is independent of IPTG (From [67]).
~ 1200
B
~ 800
o
; 400
5
~ 0 i-
A
For gene 3, a strong correlation between single cell expression values of CFP and
YFPis observed: 'l~ _ 95%' This can be seen in the tight distribution reflected in
T]~ + 17;'
Figure 4.2.8.C and it implies that the intrinsic noise of gene 3 can be neglected.
For genes 1 and 2, we can compare the values of intrinsic and extrinsic noise
predicted from the fits of the original construct with the experimentally measured
values. These are shown in Figure 4.2.9. The total noise behaves differently from
Figure 4.2.3.; this is due to the doubling of the number of binding sites for the Tet
repressor, resulting in an increased basal expression. Therefore, we used the
parameters obtained for the original construct (Table 7.1) except for the basal
transcription which was adjusted to the measured value. The relatively large error
bars on the noise at low IPTG concentrations are due to the fact that the CFP level
is close to the auto fluorescence levels. Although there are discrepancies, the
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predicted value reflects well the general values, and validates the assignment of
the sources of the noise that comes from the analytical expressions.
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Figure 4.2.9. Direct measurements of intrinsic and extrinsic noise. A. Control construct for
gene 1. Two identical copies of the lac promoter are driving CFP and YFP. B. Control
construct for gene 2. Two identical copies of the tet promoter are driving CFP and YFP.
The solid lines represent prediction by the stochastic model. The model parameters used
are those in Table 7.1, except for the basal transcription which was adjusted to the
measured value. Each data point is obtained from about 2000 single cells. Duplicated
measurements are averaged. The error bars reflect the standard deviation of run to run
differences and the error within each measurement as determined by bootstrapping.
(From [67]).
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4.3 Dynamic distributions2' 
The lactose uptake network of E. coli has been described in sections 3.1 and 3.7. 
A previous study [14] determined the steady state behaviour of the network at 
the system level, producing the full phase space of the system as a function of 
glucose and TMG (thio-methylgalactoside) and explaining the bistability in the 
system as a consequence of the positive feedback shown in figure 3.1.5. 
I n  summary, this positive feedback loop is composed of two negative and one 
positive connection: TMG inactivates LacI, LacI represses LacY, and Lacy increases 
the intracellular TMG concentration by pushing it through the membrane. To 
measure this endogenous network, we had two fluorescent reporters to read-out 
the state of the network in single cells. The gene encoding for GFP under control 
of the lac promoter was integrated into the genome and reports the concentration 
of LacY. Additionally, a red fluorescent protein gene (HcRed) was placed under the 
control of the gat promoter, which contains a CRP activation region and a gat 
repressor binding site. Because wild type K12 E. coli strains lack a functional gat 
repressor protein [80], HcRed is a faithful reporter for the activity of CRP and the 
transcription machinery. It was used to determine the parameter corresponding to 
global noise as explained in section 3.7. 
The advantage of using TMG instead of lactose is that it is subject to the same 
feedback loop but is not metabolized, so it decouples the loop from metabolic 
effects. We find, similar to published data [44], that induction only causes the 
doubling time to change from 2.4 to 2.5 hours; therefore, we can ignore this 
effect. It has been suggested that in order to model stochastic transitions in the 
lactose uptake network, one must include effects of TMG induction on doubling 
time [76]. The predictive capabilities of any model would be reduced if it were 
necessary to include such small changes, because it is usually not feasible to 
determine a priori the precise effects on growth rate from a given network's state. 
Furthermore, our model fully explains the observed behaviour without resorting to 
this effects. 
I n  order to effectively model the stochastic dynamics of the lactose uptake 
network, it is necessary to first understand how cells behave in the long time limit. 
At steady state the positive feedback loop causes cells to either be in an ON 
(induced) state producing Lacy and GFP at a maximal rate, or in an OFF 
" The material in this section can be found in [69]. The strains used are from [14], constructed by 
Mukund Thattai and Ertugrul Ozbudak. The snapshot dynamic measurements were done by Dale 
Muuey and the simulations by Jerome Mettetal. 
(uninduced) state where LacYand GFPare produced at a minimal rate. In the first
case LacY imports enough extracellular TMG to maximize the production of LacY,
while OFF cells do not have enough LacY or extracellular TMG to produce LacY
molecules faster than they are lost. This means that cells do not generally contain
intermediate concentrations of LacYand GFPwhen in steady state.
To observe this long-term behavior, we prepare cells in either the ON or OFF state
by growing them for 24 hours in media with 100 J.1MTMG or 0 J.1MTMG
respectively. We then remove the cells from this 'preparation media' and
subsequently grow them in fresh media containing an intermediate concentration
of extracellular TMG for 20 hours (about 7 generations), at which point the cells
are approaching a steady state. For very high and low concentrations of
extracellular inducer, cells occupy either the induced or uninduced state,
respectively, independent of their induction history (Figure 4.3.1.A,C). However,
intermediate concentrations of TMG can maintain an induced or uninduced
population of cells for extended periods of time in either the higher or lower peak,
respectively (Figure 4.3.1.6), which is the signature of hysteresis (Figure 3.7.2).
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Figure 4.3.1. Hysteresis in the long time limit. Histograms of mean GFP fluorescence
are shown for cells with a fully induced (red) and fully uninduced (blue) history
resuspended for 20 hours in (A) 0 f.JM TMG (B) 9 f.JM TMGand (C) 30 f.JM TMG. Induced
cells grown in 0 f.JM TMG for 20 hours still contain slightly higher quantities of GFP than
uninduced cells, and this difference is roughly equivalent to that expected from
exponential decay of fluorescence due to dilution of GFP during cell division.(From [69J)
Although we find that individual cells are either in the OFF or ON states after 20
hours, measurements at shorter time intervals must reveal distributions with cells
containing intermediate amounts of GFP. For example, when OFF cells are induced
to 30 J.1MTMG, the blue curve in Figure 4.3.1.A representing cells at t = 0 will
morph through an intermediate set of shapes until it approaches the blue curve in
Figure 4.3.1.C representing cells at 20 hours. To characterize the dynamics of
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these population distributions in response to changes of inducer concentration, we 
sample the population at various times and measure the GFP levels in single cells. 
Fully induced or uninduced cells are washed and subsequently resuspended in 
media with an intermediate concentration of TMG. Next, the mean GFP 
fluorescence levels of individual cells are measured. Histograms are generated 
every one or two hours for several hours after resuspension in media with the 
intermediate TMG concentration. 
Two types of dynamic responses are observed: ballistic and stochastic transitions. 
A ballistic transition occurs when the initial state is no longer stable and the entire 
population of cells drifts collectively toward the new stable state. Stochastic 
switching, however, is characterized by some cells remaining in the original state, 
while a subpopulation of cells transitions to a new state. Ballistic transitioning was 
observed when a fully induced population was shifted to 0 pM TMG (Figure 
4.3.2.A). I n  this example, the entire population shifts towards lower GFP 
fluorescence, indicating that all cells cease production of GFP at approximately the 
same time when the intracellular TMG concentration becomes dilute. Stochastic 
switching is demonstrated by experiments in which uninduced cells are grown in 
media with 15 pM, 35 pM and 50 pM TMG (Figure 4.3.2.8). These populations start 
with almost no GFP fluorescence and are observed as a peak near GFP = 0; this 
peak decreases exponentially in magnitude with time as cells transition to the 
induced state. 
This behaviour is captured by the model introduced in section 3.7, as simulations 
predict the ballistic behavior associated with cells turning off and the stochastic 
behavior associated with cells turning on. I n  both cases the experimental 
distributions are well matched by the model without any additional fit parameters. 
For comparison, the distributions from the model are plotted in red on Figure 
4.3.2. 
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Figure 4.3.2 Experimental transitions between OFF and ON steady states. Gray boxes are
histograms of single cell GFP fluorescence for populations of 2, 00D-6,000 cells while red
lines represent a population of 10,000 simulated cells using a Monte-Carlo algorithm. A.
Induced cells grown in 50 J.LMTMG and then placed in 0 j.LM TMG transition as a uniform
population to the uninduced state with a single 'ballistic' peak. B. Uninduced cells grown at
o J.LMTMG are transferred to 15 j.1M TMG, 35 j.1M TMG or 50 j.LM TMG. These three
populations display stochastic switching behavior where cells randomly leave the
uninduced state and move toward the induced state. (From [69]).
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Results 

5 Conclusions 
We have studied the transmission of signal and noise between interacting genes 
by measuring the means, noises and correlations in an artificial genetic cascade. 
We found that a cascade of sigmoidal repressions can result in a steep switch-like 
response. We found that the noise can be amplified by a steep transfer function, 
producing different noise signatures at different levels of the cascade. The 
correlation between the two interacting genes reflects the negative correlation 
expected from the transfer function plus a positive offset, which indicates a source 
of correlated fluctuations. 
Theoretical considerations indicate that the two main sources of noise are the 
intrinsic fluctuations of the biochemical reactions and the fluctuations in the rates 
due to fluctuations in the expression machinery. The latter should produce global, 
correlated fluctuations in all genes. To probe for this effect, we introduced the 
strategy of having a separate, constitutive gene with a different reporter and 
looking at the correlations with this gene. We found that the total noise in this 
gene was a good measure of the global fluctuations and that the correlations 
between this control gene and the other genes in the network had rich behaviour, 
indicating modulation of the global noise. This would be difficult to determine from 
a strategy with two copies of the same gene with different colors, as this cannot 
distinguish effects that are correlated for both genes. 
We constructed an analytical description of the stochastic processes involved in 
gene expression in bacteria. This description, based on modifying the macroscopic 
differential equations for the system by adding a Langevin type stochastic term, 
produced a result equivalent to the fluctuation dissipation theorem that correctly 
explained and predicted the observed noises and correlations in the protein levels. 
It showed that the two noise sources mentioned above are enough to account for 
the observed behaviour, resulting in three components of the noise for a gene in a 
network: the intrinsic noise in that gene, the transmitted noise from the intrinsic 
fluctuations in other genes in the network, and a global component which is 
modulated by the interactions in the network. 
The transmitted noise between two genes is primarily determined by the intrinsic 
noise in the upstream gene, the slope of the transfer function describing the 
interaction and a time averaging factor, determined by the lifetimes of the 
proteins. It also has a contribution from other genes affecting the upstream gene, 
but with compounded time averaging factors, which prevent a network from being 
solved pairwise for the steady state noises. This means that the entire network 
has to be considered. The presence of transmitted noise implies that even when a 
gene has low intrinsic noise, its total fluctuations can be significant if other genes 
in the network have high intrinsic noise or the transfer functions are steep. 
The global noise is modulated by the interactions in a way that depends not only 
on the slope of the transfer function but also its sign. This means that negative 
interactions can reduce the effective global noise or even cancel it whereas 
positive interactions amplify it. This has the important consequence that even if all 
genes in the network have low intrinsic noise the fluctuations can be significant as 
interactions can amplify the global noise. It also provides a design principle for 
constructing or reverse engineering networks: two modules that produce the same 
logical output (for example, two successive repressions or two successive 
activations) will have the same transmitted noise but different global noise in the 
output. I n  this example, the two repressions have a lower final noise because 
different time averaging prevents the effects from canceling. The modulation of 
global noise also provides an indirect probe for interactions since the effective 
global noise, as evidenced by the correlation with the reference gene, depends 
mostly on the derivative of the transfer function. 
The expressions for the noises and correlations obtained from the model compare 
favorably with detailed Monte Carlo simulations using Gillespie's algorithm. They 
also provide a way of estimating the biochemical parameters by fitting the means, 
noises and correlations simultaneously which is better constrained than by the 
means alone. 
We have tested the predictive power of the model by systematically changing the 
interaction between the genes under study. The model correctly predicted the 
noises and correlations using parameters obtained from previous fits. Changing 
the interaction also revealed the multiple possibilities for the noise signature, as 
displacing the maximum in the transfer function with respect to the total noise in 
the previous gene can produce diverse effects. We further tested the model by 
comparing its assignment of correlated and uncorrelated noise with measurements 
obtained with control constructs which used a two-color strategy, and they were 
also found to be in agreement. 
As a test of the applicability of the approach to natural networks and dynamic 
distributions, we measured the dynamic behavior of the Lac network in response 
to changes in extracellular inducer concentrations. 
We observed the previously studied hysteretic behaviour, but found also two 
different types of dynamic behaviour for the distributions. As cells are moved from 
high to low inducer concentrations, the entire distribution moves gradually with 
the mean ('ballistic transition'). As cells are moved from low to high inducer 
concentrations, the distribution changes by having most cells stay at the same 
induction level and have some cells rapidly transition to a new distribution around 
a high mean ('stochastic transition'). As the proportion of cells in the two states 
changes, the mean grows smoothly. 
Note that although the cells have very different behaviour, a deterministic 
description could not distinguish between the two, thus highlighting again the 
importance of the stochastic analysis. 
To describe this system using our model, we determine the intrinsic noise 
parameters from the steady state distributions, use the reference gene method to 
determine global sources of noise and obtain the other biochemical parameters 
from the deterministic dynamic behaviour of the means. We then use a simplified 
stochastic simulation with the noise sources determined by our model to predict 
the full distributions as a function of time. The model correctly predicts the 
observed protein distributions as well as the escape rates. This should be of 
interest in the study of cellular memory. 
I n  the cases where they could be measured in other ways, the parameters 
obtained from our fits of the models agree with published values. Thus, the 
stochastic and dynamic behaviour of a system can be used to obtain information 
on biochemical parameters that are not easily obtained otherwise. Furthermore, 
even in cases where the parameters represent an effective rate and not a 
particular biochemical rate constant, as in the case of the global noise, the 
predictive ability of the models show that this 'mesoscopic' level of detail is 
enough to describe the observed behaviour. 
Together, our results show that a Langevin type model that includes intrinsic and 
global sources of noise at a mesoscopic level is enough to accurately predict 
steady state and dynamic distributions of protein expression and can be used to 
analyze the stochastic properties of artificial and natural networks. This is of great 
importance for the eventual understanding of the full networks that control living 
cells, as simplicity and scalability are crucial to building whole cell models. 

Perspectives 

6 Perspectives 
The main goal for this work was to understand quantitatively the role of 
stochasticity in genetic networks and thereby understand phenotypic variation in 
clonal populations of cells [83] and obtain a mathematical framework to design 
robust synthetic circuits and help reverse-engineer natural networks [39- 
41,84,85]. 
We have modeled analytically, simulated computationally and measured 
experimentally the effects of stochasticity in an artificial and a natural network in 
E. coli. Our results show that noise is ubiquitous and the whole network has to be 
taken into account. However, our results also show that a mesoscopic approach is 
enough to predict the observed stochastic properties, static and dynamic, of 
synthetic and natural networks. 
'We hope that the present work serves not only as a tool but also as a motivation 
for a shift in what is measured in biological studies. The current focus is on 
identifying components and reaction rates, but measuring systems level properties 
can produce not only independent in vivo measurements of the direct biochemical 
parameters but also effective parameters that might be more relevant for 
understanding the circuitry of the cell. 
I n  the present work we have chosen two particular networks, but the method 
developed should be applicable to a wide range of systems. Two limitations that 
can guide further studies in the field are the applicability of our approach to 
eukaryotic systems and the extensibility to metabolic networks. As explained in 
section 3.1, eukaryotic control of gene expression can be very complicated to 
model as it involves not only more stages of control but also spatial localization of 
components. It is possible that a simple extension to include local noise24 is 
enough [SO], but this requires further testing. 
To model an entire cell from the circuits that control it, it is necessary to 
understand not only the genetic networks but also the metabolic networks that 
constitute the next level of information processing. It is unlikely that the level of 
synthesis attained here will be possible as widely different time scales are involved 
and spatial effects can be of importance. The key step in this direction is the 
development of experimental methods for directly measuring metabolite 
24 
"localn with respect to chromosome position. We are currently conducting experiments in yeast to test 
this approach. 
concentrations and protein activities in single cells. Some efforts are being made 
in this direction [86], but it still seems we have a long way to go. 
On the theoretical side, two directions for research become particularly promising: 
producing approximate, scalable methods for obtaining escape rates and 
determining observable differences coming from the different possible sources of 
noise. One of the goals of practical interest of studying stochasticity is the study of 
cellular memory [87], and we have shown that the mesoscopic approach captures 
the necessary information to predict th dynamics. However, it is not practical to 
extend the simulations that we have used to larger systems just to obtain the 
escape rates. Hence, it would be useful to develop an approximate, analytical 
expression for the escape rates from the effective noise parameters and the 
transfer functions2'. 
I n  the present work we have assumed that the uncorrelated noise comes from 
intrinsic fluctuations due mostly to small numbers of mRNA, but other sources are 
possible [88]. Similarly, for the global noise we have assumed that it comes from 
fluctuations in the intracellular conditions, but it could also come from partitioning 
and cell cycle effects [89]. Since we use effective parameters to quantify these 
sources, it is very difficult to distinguish the subtle statistical differences that 
would arise from different sources. A detailed theoretical analysis of the possible 
microscopic sources could show what measurements are needed to distinguish 
between them experimentally. 
On the computational front, there are two clear opportunities that this work points 
at. We have found a variety of reasons why noise levels should be significant, and 
yet cells seem to operate very reliably. This points again to the possibility that 
among the multiple circuits that can perform a given operation on a signal, 
evolution has selected the ones that minimize variability with respect to 
environmental and cellular sources of variation [go]. Since our approach provides 
an easy way of determining the noise resulting from a given circuit, it should be 
possible to extend studies that have looked for network motifs in natural circuits 
[91] to distinguish between possible motifs based on their stochastic properties 
and determine their relative frequencies of occurrence. For example, a two- 
repressor cascade and a two-activator cascade have the same effect on the signal, 
but one would reduce global fluctuations while the other would amplify them. 
25 A promising possibility is to use a potential analogy [87] but with a fluctuating potential. The 
fluctuations in the gene of interest would be equivalent to thermal noise, while fluctuations in the 
network would be equivalent to the fluctuations in the potential. 
An extension of our results that would have applications for "traditional" biology is 
the formalization of the idea that the joint distribution at a specific expression 
level encodes information on a wide range of the transfer function. The point is 
that even at the population level the modulation of global noise might be visible as 
environmental fluctuations act as global fluctuations that are correlated from cell 
to cell. This can be of practical importance as it could yield the same information 
on the correlations between different genes as does a knockout screen [92]. 
Many of the ideas presented here are explored to the "proof of concept" stage, but 
the recent explosion in the number of studies in the field and the interest that our 
results have generated [93,94,39] indicate that this work can be a useful first step 
in the growing study of the stochastic properties of genetic networks. 
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7 Methods
Construction of the synthetic network
The network shown in Figure 4.2. is implemented in Escherichia coli using the
plasmid pJM31 (Figure 7.1). This plasmid contains all components of the network
except the lactose repressor gene, lac!, that is integrated in the E. coli genome
under the strong promoter P1adq [74]. The fluorescent proteins were obtained from
the plasmids pECFP, pEYFP, and pDsRed-Express (Clontech). The promoters Ptet
and P1ac were amplified from the plasm ids pZE21-MCS2 and pZE12-luc [81],
respectively (gift of R. Lutz and H. Bujard). The tetracycline repressor gene tetR
was obtained from pIKEI08 ([82], gift of T. S. Gardner and J. J. Collins). The
strong constitutive promoter PL and the transcription terminator aspA were
obtained from plasmid pLEX (Invitrogen). The TIT2 transcription terminator, the
ampicillin gene, and the colEl origin of replication were obtained from PZE12-luc
[81] .
T1T2
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Strains, growth conditions and media 
For the cascade experiments, E. coli strain JM101 (Stratagene, supE thi-1 (lac- 
proAB) [F' traD36 proAB lacIqZ.Ml51) was transformed with plasmid pJM31 and 
grown in M9 minimal media supplemented with 1 mM glucose and 50 pglml of 
ampicillin. Expression levels were controlled by induction with IPTG (0 - 2 mM). 
Cells were grown overnight, rediluted and grown to an OD600~0.005 at 37' C. 
After concentrating by filtering and centrifugation, cells were observed on 
microscope slides at room temperature. 
For the dynamics experiments, dynamic population distributions of lac promoter 
activity were gathered using MUK2l E.coli cells [14], in which the gfp gene is 
placed under the control of the wild-type lac promoter and chromosomally 
inserted. Published steady-state distributions from the ERT113 strain [14] were 
further analyzed here for both noise measurements and partitioning analysis. 
ERT113 was made using MUK2l cells that were transformed with a plasmid 
containing HcRed (Clontech), a red-fluorescent protein, under the control of the 
natural galactitol (gat) promoter. Cells were grown at 370C in M9 minimal media 
with succinate as the main carbon source. Overnight cultures were prepared in the 
absence of TMG or in the presence of 100 pM TMG to yield populations of cells 
uninduced or fully induced for lac expression, respectively. Cells from the 
overnight cultures were diluted into fresh media containing intermediate TMG 
levels and maintained at low density (0.001~ODsoo~0.005) to prevent TMG 
depletion throughout the experiment. At specified time points, a portion of each 
culture was removed and prepared for imaging; fresh, pre-warmed media with the 
appropriate TMG level was added to dilute the remaining culture so that the cell 
density of each imaged sample was the same (ODboo = 0.005) for all time points. 
Samples were concentrated and prepared for imaging by filtration, centrifugation, 
resuspension in 1.25 pl of the appropriate growth media, and placement on a 
microscope slide. 
Data acquisition and analysis 
Cells were observed using a Nikon TE-2000E microscope with automated stage 
(Prior) and focus using a cooled back-thinned CCD camera (Micromax, Roper 
Scientific). The light source was a mercury arc lamp. Typically 1000 to 3000 cells 
were measured per sample. Data analysis was performed using Metamorph 
(Universal Imaging). Objects with red fluorescence smaller than 0.5% or larger 
than 70Oo/o of the mean were discarded. Auto-fluorescence was quantified using 
JM101 cells lacking the fluorescent reporters. The experimentally obtained 
correlations were calculated by: 
where I, corresponds to the measured fluorescence of reporter I and I. 
corresponds to the background fluorescence of reporter I as measured in the 
JM101 cells without plasmid. Filter leak-through between the difference colors 
were determined using cells expressing only one of the three fluorescent 
reporters. Single cell fluorescence values were corrected for leak-through. Average 
expression in CFP and YFP were normalized to RFP average. The statistical errors 
were estimated using bootstrapping. Matlab (The Mathworks Inc.) was used for 
data fitting. Having the circuit on a plasmid provides a higher signal to auto- 
fluorescence ratio, and reduces the relative contribution of the intrinsic noise 
without reducing the transmitted and global effects. The assumption that the 
fluctuations in CFP accurately represent the fluctuations in TetR is based on the 
fact that intrinsic noise is determined by the events of production and destruction 
of mRNA. The contribution of the individual protein events is smaller by a factor of 
1 b where b is the average number of proteins produced per mRNA, which from our 
fits is N 40. 
For the dynamics experiment, measurements of GFP fluorescence in dynamic (pre- 
steady-state) cell populations were made with the microscope setup described 
above. Steady-state measurements were gathered as described in [14]. 
Fluorescence values for cells were corrected by subtracting background 
fluorescence measured in a region of media devoid of cells. Cell boundaries were 
determined by auto-thresholding phase contrast images, and GFP intensity was 
averaged over this area. Mean fluorescence levels are assumed to be 
representative of reporter concentration and are calculated by dividing the total 
intensity of the cell by the area in pixels of the cell in the phase contrast image. 
These numbers are then normalized so the induced population average of the 
mean fluorescence is 100 for both GFP and RFP. 
Fitting parameters 
The interactions between genes are determined by the transfer functions: 
The intrinsic noise for each gene is determined by the burst size b,. The global and 
plasmid noise are characterized by the parameters q, and 7,. It is possible to fit 
the transfer functions from the means, and to use those parameters to fit the 
noises with the remaining parameters. However, the lack of a direct reporter for 
the repressor number makes the fitting from just the means undetermined. We 
therefore simultaneously fit the means, noises and correlations. The errors were 
estimated by the range for each parameter that allowed a fit with a variation of 
less than 10 O/O of the best P value. The obtained parameter values including their 
errors are given in Table 7.1. 
Value Error ~ e f e r e n c e ~ ~  
26 q The parameters were obtained for E. coli strain i in M56 minimal media with glycerol as carbon 
source; they should be taken as estimates only. 
Table 7. I: Results of simultaneous fits to means, 
noises and correlations in the cascade experiments. 
The fraction of activated TetR as determined by the concentration of ATC is given 
by : 
The parameters in this expression were obtained from the experimentally 
measured values of YFP fluorescence versus ATC at full IPTG induction (Figure 
4.2.5). The obtained parameter values including their errors are given in Table 
7.2. The parameters were used to predict the noises and correlations as the 
concentration of ATC is changed (Figure 4.2.6). 
- 
Value Error 
Aa 0.90 k0.13 
Ba 0.072 f0.034 
h, 1.9 f 1.4 
basal, 0.105 f0.086 
Table 7.2. Parameters for A TC induction. 
Measurement of deterministic parameters for the dynamics experiment 
To estimate rx we used a population of cells who have been grown for 24 hours in 
media containing 50 pM of TMG, which is sufficient to force all cells into the fully 
induced state of high GFP concentration. These cells were then transferred into 
media lacking TMG at t = 0. GFP measurements were made at t = 4, 6, 8 and 10 
hours (Figure 7.2.A) and the average concentrations of GFP were calculated at 
each time with error estimated as the population standard deviation. Because 
there is no external TMG in the media, the cells will cease production of GFP when 
the internal concentration of TMG becomes dilute enough. Since the GFP is not 
actively degraded, after production has ceased there will be an exponential drop in 
GFP level at roughly the division rate. We fit an exponential curve to the 
measured population means using the least squares method. The resulting best- 
fit curve is extrapolated to t = 0 and used to determine at approximately what 
point production of GFP ceased (Figure 7.2.C). The exponential curve intersects 
the value of the fully induced population at around 10-20 minutes indicating that 
the internal TMG level (x) decreases rapidly upon removal of external TMG. This 
implies that r, << 7112 so we assume that the internal TMG concentration has 
equilibrated. 
For high levels of external TMG, we expect that cells will transition quickly and the 
deterministic model should provide a reasonable estimate of population behavior. 
Therefore, we arrive at an estimate of R. by observing cells transitioning from an 
uninduced state to a fully induced state. Cells initially grown in absence of TMG 
were then grown into media containing 55 pM of TMG and measurements were 
taken at t = 1, 2, 3 and 4 hours revealing a dynamic bimodal distribution (Figure 
7.2.8). The population average GFP level was determined from this distribution 
with error bars set by the standard deviation. The parameter R. was then varied 
from 0 to 1.0 in 0.0025 intervals and the X2 between the predictions of the 
deterministic model and the population average was calculated at each point (Fig. 
Sld). The best-fit value was found to be A = 0.06, with an 80% confidence range 
of (0.03, 0.12). I n  principle a non-zero value of A will change the position of the 
monostable-bistable transition leading to a need to refit all other parameters. 
However, we find that the lower boundary is only shifted from 3.5 to 3.4 pM of 
TMG, which is smaller than the precision at which the boundary was originally 
determined. The position of the upper boundary is changed as well, but the 
behavior of the stochastic model still matches the experiments in this regime. 
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Figure 7. 2. Estimation of parameters through population average dynamics. A. Cells in a
fully induced state are placed in media without TMG and the population distribution is
measured at t = 4, 6, 8 and 10 hours. B. Cells in an uninduced state are place in media
with a high concentration of TMG and measured at t = 1, 2, 3 and 4 hours. C. The
population averages of cells grown without TMG are fit with an exponential. Because the
intersection of the exponential (solid) with the fully induced mean (dashed) occurs within
10-20 minutes of TMG removal, 'x is assumed to be much smaller than '1/2. D. The
leakage rate A, is estimated by fitting the deterministic model to population average of cells
rapidly turning on. (From [69J)
The results for all parameters are summarized in Table 7.3:
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Parameter Value Error ~eference'~ 
100 
0.1 23 (TMG)'.~ 
170 
0.06 
0 min 
216 min 
790 proteins28 
790 proteins 
50 proteins 
34.8 proteinsJ 
34.8 proteins 
5 proteins 
Table 7.3. Parameters used in the dynamic stochastic model. sf4 
is the time between successive divisions. 
Analysis and simulation methods for the dynamics experiment 
We calculate the experimental error in noise measurements to be 
qg = 0.252 f 0.04 , qg-,,t = 0.213 f 0.03 and qgIObuI = 0.135 f 0.02 by setting error bars 
equal to the standard deviation of the noise values measured over 9-30pM TMG. 
We find the error in the value of bGFP by calculating propagated errors from NGFp 
and qg+ ' 
Model predictions were generated by Monte-Carlo simulation by implementation of 
a modified Gillespie's SSA algorithm (see section 3.5) in Matlab (The Mathworks, 
Inc.). Cells are initialized at steady state protein numbers and then simulated for 
12 'Monte-Carlo hours' in order to generate an equilibrium distribution at the initial 
TMG concentration. Results of the deterministic model were calculated by 
integration of equations (3.7.6-8) using Euler's method with At = 1 min. 
Because many of the parameters used in this work are not measured explicitly 
(i.e. direct observation of protein production or TMG import/export), it is 
27 The estimates from [74] are different from those in Table 7.1 because of the different growth rates. 
28 The value we know is the ratio NLaJbLw, their absolute values are assumed equal to those of GFP 
for convenience. 
important to test the model's behavior for robustness against parameter error. 
Although the theoretical predictions change quantitatively as individual parameters 
are varied, the important features are preserved through the range of parameter 
values. 
Parameter robustness for dynamic simulations 
I n  order to quantify the sensitivity of the model's output to variations in the 
deterministic and noise parameters, we construct a cost function that can compare 
two population distributions. The cost function should return small values for 
nearly identical distributions and large values for very different distributions. I n  
order to capture details in the tails of the GFP distributions where the bins have 
smaller numbers of cells, we will use an error that quantifies deviation in the log of 
the fraction of cells in each bin. We set H(GI TI t) to be the fraction of initially 
uninduced cells in the bin centered at G units of GFP fluorescence after t hours of 
growth in T pM TMG. This is similar to the curves shown in Figure 4.3.1. We 
define a cost function similar to a 2 error on the logarithmic normalized 
histograms: 
The sums are confined to the histograms shown in Figures 4.3.2 , and any terms 
with H = 0 were ignored in the sum. To estimate the sensitivity of the model to 
parameter error, each parameter was individually varied, and the cost between 
the model predictions and experimental measurements was calculated. We vary 
a, p, p, 5 NGFp and bGFP by the calculated errors shown in Table 7.3, while NLacYI bLacY, 
NOCI and bbcI are each varied by a factor two because these parameter values 
were not measured directly. The results of these robustness calculations, 
X(Value+Error) and X(Va1ue-Error), are shown in Table 7.4. The cost for no 
parameter variation (values shown in Table 4.4) is found to be X(Va1ue) = 67.02, 
which is close to the cost between two sets of experimentally measured 
histograms: XEXPerImenta/ = 45.50. 
Parameter X(Va1ue + Error) X(Va1ue - Error) 
Table 7.4. Results of parameter robustness simulations where fractional error 
(X) is reporfed for changes in each individual parameter. For comparison: 
X E ~ ~ ~ ~ ~ ~ I  = 45.50 and X(Va1ue) = 67.02 . 
Error on the parameters a, A, and 51, has the greatest impact on the model's 
predictions when compared to experiments. Even though the highest value of X is 
more than twice as large as the lowest, the qualitative predictions remain similar 
throughout the range of parameters. Quantitatively, each parameter slightly 
changes the exact shape of the distribution histograms. For example, increased 
(decreased) values of A created a higher (lower) rate of OFF to ON transitions, 
while the shapes of histogram of transitioning cells remains similar. For changes 
in a, however, the peak of OFF cells decays with a rate similar to experiments, but 
the simulated transitioning cells either produce GFP too quickly or too slowly for 
the histogram shapes to closely match experiments. The noise parameters N and 
b seem to affect prediction accuracy the least. Decreasing bLacY even causes better 
agreement than the value estimated through GFP noise, suggesting that noise in 
the Lacy levels might have been over-estimated. 
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