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なお，第 2章は，文献 [94, 95, 96, 97, 98, 99, 102] で公表した結果に基づき論述する．
第 3章は，文献 [100, 101, 103, 104, 105, 109] で公表した結果に基づき論述する．第 4

























































法 [16]，モーションキャプチャ技術を用いた手法 [17, 18, 19]や慣性センサを用いた手



































































• 交差 ↑ ↓: 前後に交差するように移動する
• 接近→ ←: すばやく相手と接近する
• 平行移動→ →: 一定の距離を保ちながら移動する
評価項目は 2.3.1で挙げた「感覚の類似性」と「移動の再現性」で「感覚の類似性」
の評価には実験後アンケートに答えてもらった．表 1にアンケートの質問項目を示す．


























































被験者は平均年齢 21.8歳の男性 5名，女性 4名，3年以上のストリートダンス経験
を持つ計 9名である．
2.3.4 結果と考察
表 3にアンケート結果を，表 4に 2人で踊る練習方法と他の隊形練習方法との移動の





質問 1 質問 2 質問 3 質問 4 質問 5
平均 分散 平均 分散 平均 分散 平均 分散 平均 分散
1人で踊る 2.0 1.6 1.7 0.4 2.1 1.2 3.8 1.7 1.4 0.2
自走ロボットと踊る 3.0 1.1 2.7 2.2 2.6 1.8 2.0 1.6 2.6 1.1








2次元上での位置を（Xi, Y i），他の手法で踊る手法のある位置での時間を Tj，位置
データの個数をM，被験者の 2次元上での位置を（X ′j, Y ′j）とする．
実験結果を基にどの手法が実際に2人で踊る手法の感覚と移動に近いかの考察を行う．
14
表 4: 2人で踊る手法とそれぞれの手法との移動のずれの平均 (mm)
被験者番号 1 2 3 4 5 6 7 8 9
1人で踊る 246 190 298 432 359 308 589 341 289
自走ロボットと踊る 203 197 415 370 255 190 483 261 306
プロジェクタ映像と踊る 206 211 519 552 279 263 282 237 471
図 5: 被験者 1人の移動の軌跡
質問 1に関して，Kruskal-Wallis検定を用いて平均値の差の検定を行ったところ，有
















意差が存在した（X2 = 7.20, p < 0.05）．次に，それぞれの手法間において Scheffeの
方法を用いて平均値の差の検定を行ったところ，1人で踊る手法とプロジェクタ映像と






































意差が存在した（X2 = 8.73, p < 0.05）．次に，それぞれの手法間において Scheffeの方
法を用いて平均値の差の検定を行ったところ，自走ロボットと踊る手法とプロジェクタ






















意差が存在した（X2 = 11.01, p < 0.05）次に，それぞれの手法間において Scheffeの方
法を用いて平均値の差の検定を行ったところ，1人で踊る手法とプロジェクタ映像と踊

















手法間において Scheffeの方法を用いて平均値の差の検定を行ったところ，被験者 1の 1
18
人で踊る手法とプロジェクタ映像と踊る手法の平均の差（X2 = 1.50, p > 0.05），被験
者 2の 1人で踊る手法と自走ロボットと踊る手法の平均値の差（X2 = 4.77, p > 0.05）
においてのみ有意差が存在しなかったが，他のすべての手法間については有意差が存
在した（p < 0.05）．
表 4の結果から，9人中 4人は自走ロボットと踊る手法，3人は 1人で踊る手法，2
人はプロジェクタ映像と踊る手法が最も距離が短く，9人中 6人はプロジェクタ映像と
踊る手法，3人は 1人で踊る手法が最も距離の平均が大きくなった．また有意差がすべ









































を示す．図 7において，スクリーンに向かって左端の深度を Z1，右端の深度を Z2，2





















イン PCには，深度計測カメラ（Microsoft社の Kinect），プロジェクタ (BenQ社の
MP522 ST)，スピーカ（BOSE社のComputer MusicMonitor）が接続されている．
アプリケーションはMicrosoft Visual Studio 2010で，C ♯を用いて開発した．メイ

































被験者は平均年齢 22.2歳の男性 6名，女性 3名，3年以上のストリートダンス経験
を持つ計 9名である．
2.4.4 結果と考察


































d(k, l) = |maxXi −maxX ′j|
d′(k, l) = |(maxXi −minXi)− (maxX ′j −minX ′j)|






位置を（Xi, Y i），他の手法で踊る手法の位置データの個数をM，練習回数を l，被験
者の 2次元上での位置を（X ′j, Y ′j），とする．
質問項目に関してそれぞれKruskal-Wallis検定を用いて平均値の差の検定を行った
ところ，平行移動の質問 1についてのみ有意差が存在した（X2 = 7.92, p < 0.05）．次
に，それぞれの手法間において Scheffeの方法を用いて平均値の差の検定を行ったとこ
ろ，平行移動の質問 1における自走ロボットと踊る手法とプロジェクタ映像と踊る手





手法番号 1 2 3 1 2 3
接近移動 Ave.
1 3.0 2.9 2.9 2.2 2.8 2.7
S.D.2 1.0 1.2 1.6 1.3 1.2 1.4
平行移動 Ave.
1 1.7 3.5 3.1 2.4 3.4 3.3
S.D.2 1.0 1.2 1.5 1.4 1.1 1.4
前後交差 Ave.
1 1.8 2.9 3.1 2.7 2.9 3.4
S.D.2 0.8 1.0 1.5 1.2 0.9 1.4
1平均値, 2標準偏差
表 7: 2人で踊る手法とそれぞれの手法との距離の平均 (mm)
手法番号 1 2 3
接近移動 Ave.
1 127 87 137
S.D.2 125 68 158
平行移動 Ave.
1 177 135 224
S.D.2 162 120 201
前後交差 Ave.
1 149 107 126




















p < 0.05）．次に，それぞれの手法間において Scheffeの方法を用いて平均値の差の検
定を行ったところ，平行移動の自走型スクリーンと踊る手法とプロジェクタ映像と踊
る手法の平均の差についてのみ有意差が存在した（X2 = 8.12, p < 0.05）．平行移動に
ついては自走型スクリーンの方が自走ロボットよりも不規則な動きが生じた時にスク
リーンが揺れるなどのダンサーの移動を制限する影響が多く出たことが差が出た原因






















































































手法番号 1 2 3 4 5 1 2 3 4 5
質問 1 2.3 1.7 2.3 3.7 3.3 3.0 2.3 2.3 3.0 3.7
質問 2 2.7 2.0 3.7 3.3 4.3 3.0 2.3 2.7 3.0 3.7
表 9: 被験者 3人の距離差の平均値 (cm)
手法番号 1 2 3 4 5
平行移動 56 150 83 204 150











































































































































































































































































































































でいう 1拍は，4分音符とする．最後に実験手順 4の配置図を図 17に示す．実験器具は
PC(Apple，iMac 27-inch late 2013)，ウェブカメラ (iBUFFALO, BSW20KM11BK)を




被験者 1，2のメモを図 18に示す．図 18より，被験者が 8拍毎にパフォーマンスの
構成を考えていることが見て取れる．そこで，8拍毎のパフォーマの見せたいイメー
ジ・表現を表 10に示す．3台の球体型自走ロボットを含めたパフォーマンスの作成に



















図 17: 実験手順 4の配置図
































































































































2015年 3月 6-8日にかけて日本科学未来館で開催されたインタラクション 2015にお












図 19: 実環境でのパフォーマンス (インタラクション 2015)


























































































































































































































































































行ったところ，点灯パターンに関してのみ有意差がみられた（ F(2,10) = 6.34, p < .05）．
さらに，各点灯パターン間においてBonferroni法を用いて多重比較を行ったところ，1












































































































































点灯パターンに関してのみ有意差がみられた（F(2,10) = 7.18, p < .05）．さらに，各点
灯パターン間においてBonferroni法を用いて多重比較を行ったところ，1つの円と 6つ























































































































手順 3 ロボットではない実際の LEDボールの回転を見る．
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