Abstract-Text recognition is one of the key technologies in an intelligent system. By means of highly effective extraction of the 7 typical features of characters, we dramatically shorten the time spent on feature extraction in this research. Then we built a membership function based on multidimensional normal distribution by utilizing normalized eigenvalue; and finally, we applied maximum membership principle (MMP)-based recognition technology to character recognition. The result indicates that this approach has evidently reduced the time and complexity of calculation while it was still able to maintain high accuracy of recognition.
INTRODUCTION
Text recognition is one of the key technologies in an intelligent system. Character recognition has been widely employed in On-line Handwritten Chinese Recognition, Off-line Handwritten Chinese character/number recognition, check recognition and table recognition etc. Furthermore, it also has extensive usage in emerging application domain such as business card recognition, ID card recognition, and vehicle license plate recognition, face recognition as well as OCR. Text recognition is usually composed of image input, image preprocessing, and character segmentation and character recognition post processing. Technologies like image input and image preprocessing is relatively mature while character recognition remains a bottleneck. Besides, character recognition is really time-consuming. So it is the key. The research mainly focuses on the application of MMP-based recognition technology in single character recognition during fuzzy information processing.
II MAXIMUM MEMBERSHIP PRINCIPLE-BASED CHARACTER

RECOGNITION
Character set contains all the target characters which remain to be identified and the number of characters in this set is n. So we use 
A The choice of character's recognition features
Taking various factors into comprehensive consideration, we give the following explanations to 7 eigenvalues we used to describe the character, including four complexity indexes of character strokes, area, complexity and duty ratio in this character recognition algorithm. 
So the four complexity index is:
Eigenvalue area is the amount of pixels contained in the character target area: 
