The design of robust controllers for continuous-time (CT) non-linear systems with completely unknown non-linearities is a challenging task. The inability to accurately identify the non-linearities online or offline motivates the design of robust controllers using adaptive dynamic programming (ADP). In this study, an ADP-based robust neural control scheme is developed for a class of unknown CT non-linear systems. To begin with, the robust non-linear control problem is converted into a non-linear optimal control problem via constructing a value function for the nominal system. Then an ADP algorithm is developed to solve the non-linear optimal control problem. The ADP algorithm employs actor-critic dual networks to approximate the control policy and the value function, respectively. Based on this architecture, only system data is necessary to update simultaneously the actor neural network (NN) weights and the critic NN weights. Meanwhile, the persistence of excitation assumption is no longer required by using the Monte Carlo integration method. The closed-loop system with unknown non-linearities is demonstrated to be asymptotically stable under the obtained optimal control. Finally, two examples are provided to validate the developed method.
Introduction
Owing to the complexities of non-linear dynamical systems, the design of robust controllers for such systems has drawn considerable attention in the past several decades [1] [2] [3] . To address the robust non-linear control problem, many methods were proposed, such as the Lyapunov approach [4] and the non-linear H ∞ control method [5] , as well as the differential geometric method [6] . However, most of the developed approaches are direct methods and require the full knowledge of system dynamics. When the knowledge of non-linear dynamical systems is completely unknown, these approaches often cannot be applied to design robust controllers.
To design robust controllers for unknown non-linear systems, an indirect method is introduced in this paper. To be specific, we first convert the robust non-linear control problem into a non-linear optimal control problem through constructing a value function for the nominal system. Then, by solving the non-linear optimal control problem, we obtain the robust controller for the original non-linear system. This indirect method was first proposed by Lin and Brandt [7] to design robust controllers for robot manipulators. After that, Adhyaru et al. [8] and Wang et al. [9] used the indirect method to obtain the robust control of input-constrained and inputunconstrained continuous-time (CT) non-linear systems, respectively. Nonetheless, in all the above mentioned literature, the system dynamics is still required to be available. Therefore, a significant difference between the present paper and [7] [8] [9] lies in that, in our case, we extend the indirect method to design the robust controller for unknown CT non-linear systems. Furthermore, the key of the present method is to solve the derived non-linear optimal control problem after the problem transformation. In view of the unavailability of system dynamics, an adaptive dynamic programming (ADP) method is developed to obtain the solution of the present optimal control problem.
ADP was first introduced by Werbos [10] to handle optimal control problems. After that, ADP was extensively used and became a powerful tool to solve non-linear optimal control problems. This is mainly because ADP comprises of the theories of neural networks (NNs) and dynamic programming [11] , which can solve Hamilton-Jacobi-Bellman (HJB) equations forward-in-time. Due to this characteristic of ADP, the phenomenon of 'the curse of dimensionality' is overcome [12] . There are many synonyms proposed for ADP, such as 'ADP' [13] [14] [15] [16] [17] [18] [19] , 'approximate dynamic programming' [20] [21] [22] , 'adaptive critic designs' [23] , 'neurodynamic programming' [24, 25] , and 'reinforcement learning (RL)' [26, 27] .
Recently, ADP methods are widely applied to solve optimal control problems of unknown non-linear systems [28] [29] [30] [31] [32] [33] [34] [35] . To differ from traditional ADP approaches requiring the full or partial knowledge of system dynamics [36, 37] , most of these ADP methods are called data-based ADP. In [32] , Wei et al. presented a data-based ADP to solve a class of unknown CT non-linear zerosum games. After that, in [33] , Wang et al. introduced an adaptive critic architecture using collected data to solve the robust optimal control problem of matched uncertain non-linear systems. Different from [32, 33] dealing with regulation problems of unknown CT non-linear systems, Zhang et al. [34] investigated the robust optimal tracking control problem of unknown CT non-linear systems via a data-based ADP. Later, Mu et al. [35] studied the data-based robust tracking control problem of unknown non-linear CT systems using goal representation heuristic dynamic programming. In these mentioned data-based ADP methods, either recurrent NNs are employed (see [32, 34] ) or feed-forward NNs are proposed (see [33, 35] ) to rebuild system dynamics from collected data.
In order to not have to rebuild system dynamics using collected data, Jiang and Jiang [38] introduced a robust ADP, which directly used the collected data to solve robust optimal control problems of unknown CT non-linear systems. At the same time, Lee et al. [39] proposed an integral RL to derive the optimal control of non-linear CT systems with unknown non-linearities. The integral RL has a similar feature as the robust ADP. Furthermore, both the integral RL and the robust ADP are implemented online and the persistence of excitation assumption is necessary. More recently, Modares et al. [40] presented an off-policy RL to obtain the H ∞ tracking control of completely unknown non-linear CT systems. Later, Zhu et al. [41] developed an iterative ADP to solve unknown non-linear zero-sum games using online data. Actually, both the off-policy RL proposed in [40] and the iterative ADP developed in [41] are essentially the same as the robust ADP. Recently, unlike the databased ADP given in [38] [39] [40] [41] implemented online, Luo et al. [42] proposed an offline policy iteration (PI) algorithm to obtain optimal control of unknown non-linear CT systems using collected system data.
Inspired by the aforementioned works, we shall develop a databased ADP algorithm to design the robust controller for unknown CT non-linear systems with unknown perturbation. As stated before, we use the developed ADP algorithm to solve the optimal control problem of unknown nominal systems. Meanwhile, we demonstrate the convergence of the ADP algorithm via a sufficient and necessary condition. To implement the ADP algorithm, we use actor-critic dual networks to approximate separately the control policy and the value function. Based on the present architecture, we update actor NN weights and critic NN weights simultaneously. By using the Monte Carlo integration method, we obtain the unknown actor and critic NN weights without requiring the persistence of excitation condition. Moreover, we prove that the closed-loop unknown CT non-linear system is asymptotically stable under the obtained optimal control.
Though the present algorithm is in a similar spirit as algorithms given in [38] [39] [40] [41] [42] , there are several differences between the present paper and them. The differences are summarised as follows:
• In comparison with [38, 39, 41] , this paper establishes an equivalence relationship between the model-based PI algorithm and the data-based ADP algorithm. To be specific, if the modelbased PI algorithm holds, then we can obtain that the data-based ADP algorithm is valid, and vice versa. Moreover, the developed method in this paper removes the restrictive persistence of excitation assumption, which is often hard to satisfy.
• Unlike [40, 42] verifying that iterative equations given in the data-based ADP algorithm share the same solutions of the iterative equations given in the model-based PI algorithm, this paper directly demonstrates that these iterative equations in the above mentioned two algorithms can yield each other (see the proof of Theorem 2).
• To the best of our knowledge, the reason why the data-based ADP algorithm (Algorithm 2) can simultaneously update the value function and the control policy is indicated for the first time. Specifically, this paper explains the essence of Step 2 in Algorithm 2 (see Remark 5).
• This paper makes an extension of the work of [38] [39] [40] [41] [42] to design robust controllers for unknown CT non-linear systems with unknown perturbation. More importantly, this paper builds a bridge between the data-based robust non-linear control and the data-based non-linear optimal control.
The rest of the paper is structured as follows. In Section 2, we briefly present problem statements. In Section 3, we demonstrate that the robust control can be derived from the solution of the HJB equation corresponding to the nominal system. In Section 4, we introduce a data-based ADP algorithm to solve the HJB equation. In Section 5, we develop actor-critic dual networks to implement the ADP algorithm. In Section 6, we provide two examples to validate the theoretical results. Finally, in Section 7, we give several remarks and future extensions.
Notations: ℝ denotes the set of all real numbers. 
Problem statement
Consider the CT input-affine non-linear systems of the form
where x(t) ∈ ℝ n is the state assumed to be completely measured,
f (x(t)) ∈ ℝ n is an unknown smooth function with f (0) = 0, and g(x(t)) ∈ ℝ n × m is a matrix with its elements representing unknown continuous functions. Here, x 0 = x(0) is the initial state. Assumption 1: The smooth functions f ( ⋅ ) and g( ⋅ ) are continuous with their arguments and satisfy a local Lipschitz condition such that the solution of (1) is unique on a set Ω ⊂ ℝ n . Meanwhile, x = 0 is an equilibrium point of system (1). Moreover, system (1) is controllable.
This paper aims to develop a feedback control u(x) ∈ ℝ m of system (1), subject to Assumptions 1 and 2, which keeps the closed-loop system (1) asymptotically stable. In view of the unavailability of system dynamics and the existence of unknown perturbation, one often cannot design a stabilising controller for system (1) directly. In subsequent sections, we shall study the robust control problem of system (1) from an optimal control point of view.
Robust controller design based on the solution of HJB equation
This section presents that the robust controller for system (1) can be obtained by solving an HJB equation.
The nominal system (i.e. system (1) with ω(x(t)) = 0) is
The value function for system (2) is described by
where r(x, u) = Q(x) + ∥ u ∥ 2 is a non-negative function [43] , and Q(x) is a symmetric positive definite function, that is, Q(x) > 0 for every x ≠ 0 and Q(x) = 0 ⇔ x = 0.
According to Liu et al. [19] , if the control u(x) ∈ A(Ω) (note: A(Ω) denotes the set of admissible control defined on a set Ω) and the associated value function V(x) is continuously differentiable, then the Hamiltonian can be defined as
where V x ∈ ℝ n denotes the partial derivative of V(x) with respect
where u ∈ A(Ω) and V * (0) = 0. Then, one can get V * (x) by solving the equation
Combining (4) and (6), we obtain the optimal control given by
Substituting (7) into (6), we can derive the HJB equation as
Before continuing further, we present a lemma as follows.
Lemma 1:
Suppose that x = 0 is the equilibrium point of system x˙= h(x) and Ω ⊂ ℝ n is a domain containing x = 0. If there exists a
for every x ∈ Ω, where W κ (x) (κ = 1, 2, 3) are continuous positive definite functions on Ω, and V x ∈ ℝ n denotes the partial derivative of V(x) with respect to x. Then x = 0 is asymptotically stable. Proof: The proof can be found in [45] (see Theorem 4.9 in [45] ). □ Theorem 1: Consider nominal system (2) and the associated value function (3). If Assumptions 1 and 2 hold, then the optimal control u * (x) in (7) can ensure the closed-loop system (1) to be asymptotically stable.
Proof:
is a positive definite function defined on Ω. Therefore, there exist class K functions α 1 and α 2 defined on Ω (see Lemma 4.3 in [45] ), such that
By the definition of class K functions, one can find that α 1 ( ∥ x ∥ ) and α 2 ( ∥ x ∥ ) are actually positive definite functions. Accordingly, we can select
On the other hand, taking the time derivative of V * (x) and using the system trajectory x˙=
Meanwhile, from (4) and (6), we find
Note that (7) yields
In this circumstance, substituting (11) into (10) and using Assumption 2, it follows
Noting that Q(x) is a positive definite function, we can choose
Combining (9), (10) and (12) and using Lemma 1, we obtain that x = 0 is asymptotically stable. That is, the control u * (x) given in (7) keeps the closed-loop system (1) asymptotically stable. □ Remark 1: According to the proof of Lemma 4.3 given in [45] , we can obtain that α 1 
for all x ∈ Ω. From Theorem 1, one shall find that, to design robust controller for system (1) it is necessary to get the optimal control of nominal system (2) with the associated value function (3). That is, we have to solve the HJB equation (8) . However, (8) is a non-linear partial differential equation (PDE) with respect to V * (x). It is well-known that the closed-form solutions of such kind of non-linear PDEs are intractable to obtain. Therefore, in what follows we shall introduce an ADP method to solve (8).
ADP to solve the HJB equation
This section introduces a data-based ADP algorithm to solve (8) . The ADP algorithm only uses collected data from system operation. First, we present a traditional model-based PI algorithm, which is often applied to derive the solution of HJB equations.
Traditional model-based PI algorithm
The traditional PI algorithm generally contains two procedures: policy evaluation and policy improvement. By updating the twostep procedure sequentially, one can obtain the solutions of HJB equations [46, 47] . The detailed procedures of the traditional PI algorithm are shown in Algorithm 1.
Algorithm 1 (Traditional model-based PI algorithm):
1: Select a pre-specified small positive constant ϵ. Set i = 0 and choose u
with V (i) (0) = 0. 3: Obtain the updated control via
4:
In this sense, the optimal control is derived; otherwise, let i = i + 1 and go back to 2.
The convergence of Algorithm 1 has been well demonstrated in the literature [46, 47] . To make this paper self-contained and facilitate later discussion, we present the conclusion obtained in [46, 47] as a lemma (see Lemma 2) .
Lemma 2: Assume that u (13) are generated by (14) , then the sequence {V (i) (x)} converges monotonically to the optimal value V * (x) associated with the optimal control u * (x) on Ω, that is, for every x ∈ Ω,
To implement Algorithm 1, one can find that the information of both f (x) and g(x) is necessary to be available. In other words, Algorithm 1 requires the full knowledge of system (2). Since system (2) is completely unknown, we cannot use this algorithm to obtain the solution of (8).
Data-based ADP algorithm
For purpose of later discussion, we rewrite system (2) as
Taking the time derivative of V (i) (x) and using (13)- (15), it follows
By integrating (16) over the interval [t, t + Δt], we find (13) and (14), we have that (17) holds for arbitrary input u(t). In this sense, we can denote u(t) = u (i) (x(t)) + n e (t), where n e (t) is an arbitrary input signal. In addition, from (17) , it is observed that the iteration can be proceeded only using data pairs (x, u
On the basis of (17), we develop a data-based ADP algorithm as follows (see Algorithm 2) . . By using the method of weighted residuals [49] and the Monte Carlo integration method [50] , we can calculate weights θ (i) and λ (i) simultaneously. As for detailed procedures, readers can refer to Section 5 of the present paper. Furthermore, here we write the (28) .
Before demonstrating the convergence of Algorithm 2, we establish a lemma as follows. 
By taking the partial derivative of (19) with respect to y, we find (x) derived from (13) and (14), we can find that (17) holds for arbitrary control u(t) based on Remark 3. Letting u(t) = u 
By using the definition of derivative and the integral mean-value theorem, (20) yields
Note that the system dynamic is
x˙(t) = f (x(t)) + g(x(t))u (i) (x(t)) + g(x(t))n e (t) .
Then, (21) becomes
Owing to the validity of (22) for any n e , one can conclude that (22) is true for every n e ≠ 0. Then, by Lemma 3, we have
Observing the expressions (23) and (24), one can easily find that they are exactly the same as (14) and (13), respectively. □ Remark 5: The proof of sufficiency of Theorem 2 shows that (18) can yield (13) and (14) . That is, Step 2 in Algorithm 2 implies Steps 2 and 3 in Algorithm 1. Hence, it is reasonable to claim that Algorithm 2 updates the value function and the control policy simultaneously. Furthermore, it should be emphasised that, in comparison with Algorithm 1, a distinct advantage of Algorithm 2 lies in that it can be employed to solve the HJB equation (8) without the knowledge of f (x) and g(x). To be specific, only data pairs (x, u (x) converges to the optimal value V * (x) associated with the optimal control u * (x) on Ω. That is,
for every x ∈ Ω. Proof: By Theorem 2, we know that the sequence pairs (V (i) (x), u (i) (x)) generated from (18) also satisfy (13) and (14) . In other words, the sequence pairs (V (i) (x), u (i) (x)) generated from (18) can be viewed as the sequence pairs (V (i) (x), u (i) (x)) generated from (13) and (14) . Then, by using Lemma 2, we can obtain lim
Actor-critic dual networks to implement databased ADP
This section introduces actor-critic dual networks to implement the data-based ADP algorithm (note: both the actor NN and the critic NN are composed of feedforward NNs). We denote
with the subcontrol u k
According to Hornik et al. [48] , we can use critic and actor NNs to approximate V (i) (x) and u k
û k
where θ
, …, θ n 1 (i) T ∈ ℝ n 1 is the constant critic NN weight vector to be determined, and λ¯k Moreover, the elements of sets {σ j (x)} j = 1
are, respectively, linearly independent.
Combining (25) with (27), we can use the actor NN to approximate u
Rewrite (18) as
where
Substituting V^( i) (x) given in (26) and û (i + 1) (x) given in (28) into (29), we can get the residual error ϱ
where n e = [n e 1 , …, n e m ] T with n e k ∈ ℝ, k = 1, …, m, and Ψ(x, n e ) ∈ ℝ 1 × (n 1 + mn 2 ) and Υ (i) ∈ ℝ n 1 + mn 2 are represented as
To determine critic and actor NNs' weight vectors [that is, Υ (i) in (30)], we use the method of weighted residuals [49] . The weighted residuals' method shares a similar spirit as the least-squares method. That is, the weight vector Υ (i) is determined by projecting the residual error ϱ , ϱ
where ⟨ ⋅ , ⋅ ⟩ Ω denotes the L 2 inner product over Ω [51] , Ω = {(x, n e ) | x ∈ Ω, n e ∈ D}, and D denotes the set of the input signal n e given in Remark 3. Substituting (30) into (31), we have
Owing to the expensive computation of L 2 inner product over Ω , we use the Monte Carlo integration method [50] to solve (32) . For convenience, we denote ℐ(Ω ) = ∫ Ω dμ and μ is the Lebesgue measure on Ω [51] . Meanwhile, we select N sample points on Ω , that is, {(x ℓ , n e ℓ ) | x ℓ ∈ Ω, n e ℓ ∈ D, ℓ = 1, …, N}. Then we can define
where, for every ℓ = 1, …, N,
Using the Monte Carlo integration method and letting the number of sample points N go to infinity, we have
and
Selecting sufficiently large number of sample points N and combining (32)- (34), it follows
If there exists an N 0 (N 0 ≥ n 1 + mn 2 ) such that
then (35) yields
By calculating Υ (i) in (37), we can derive the critic NN weight vector and the actor NN weight vector simultaneously. That is, we can simultaneously update actor NN weights and critic NN weights. When the sequence {Υ (i) } is convergent, we can derive the approximate optimal value via (26) and the approximate optimal control using (28), respectively.
Remark 6: To implement the Monte Carlo integration method, the number of sample points N is often selected large enough. Because sufficiently large number of sample points N can increase the accuracy of the approximation of Lebesgue integrations [note: this fact can also be obtained from the definition of limitation given in (33) or (34)]. In this sense, we can choose N 0 (N 0 ≥ n 1 + mn 2 ) sample points on Ω such that the matrix X is full column rank. Therefore, the validity of (36) can be guaranteed.
Remark 7: The term Ψ(x, n e ) is often required to meet the restrictive persistence of excitation condition [38, 39] . Nevertheless, from Remark 6, one can find that Ψ(x, n e ) is not necessary to be persistently exciting when using the Monte Carlo integration method. Because the algorithms proposed in [38, 39] are implemented online, while the present algorithm is implemented offline. To be specific, the proposed algorithms in [38, 39] require to persistently excite the system to generate sufficiently large data and collect data online. In our case, we choose large sample points offline. Therefore, by using the Monte Carlo integration method, the persistence of excitation assumption can be removed.
Simulation study
For purpose of testing the developed theoretical results, we provide two numerical examples in this section. In the first example, we apply the developed control algorithm to a linear CT system, which is inspired by the F-16 aircraft dynamics. In the second example, we apply the developed control algorithm to a non-linear CT system, which is motivated by a single link robot arm dynamics.
Example 1
Consider the following linear CT system, which is inspired by the F-16 aircraft dynamics given in [52] x˙= Ax , the control u ∈ ℝ, and the unknown parameters q κ ∈ ℝ (κ = 1, 2, 3). Since q κ ∈ ℝ are often assumed to be bounded, in this example we choose q κ ∈ [ − 1.4, 1.4] (κ = 1, 2, 3).
The perturbation of system (38) is ω(x) = q 1 x 1 sin 3 (q 2 x 2 2 )cos 4 (q 3 x 3 ). To satisfy Assumption 2, we choose ω M (x) = 2x.
The nominal system is x˙= Ax + Bu, and its associated value function is given by
with Q = I 3 . To validate the data-based ADP algorithm (i.e. Algorithm 2), in what follows we will not use the knowledge of A and B given in (38) . The vector activation function for the critic NN is selected with n 1 = 6 neurons as
and the critic NN weight vector is θ
, …, θ 6 (i) T . At the same time, the vector activation function for the actor NN is chosen with n 2 = 6 neurons as
and the actor NN weight vector is λ . Comparing θ (6) with θ * given in Remark 8, we can find that ∥ θ * − θ (6) ∥ < 2 × 10 −4 . In this sense, θ (6) can be viewed as the optimal critic NN weight vector. Similarly, λ (6) can be considered as the optimal actor NN weight vector. Substituting these values into (26) and (28), we can obtain the expressions of the approximate optimal value function and the associated approximate optimal control, respectively. Fig. 3 presents the control u for system (38) . Fig. 4 indicates the states of system (38) using approximate optimal control. From Fig. 4 , it is observed that the approximate optimal control can keep the closedloop system (38) It is necessary to select an initial admissible control for implementing Algorithm 2. However, how to obtain such a control is still a challenging task. Fortunately, by using (26) and (28) , the initial admissible control can be derived through appropriately choosing initial weight vectors of actor and critic NNs. In other words, the initial weight vectors of actor and critic NNs should be chosen to ensure the initial control to be admissible. In this example, the initial critic NN weight vector θ (0) and the initial actor NN weight vector λ (0) are obtained through trial-anderror.
Example 2
Consider the following single link robot arm system, which is modified from the system dynamics given in [18] 
where τ(t) ∈ ℝ is the angle position of robot arm, u ∈ ℝ is the control input, ω(τ, τ˙) = qτsin(2τ˙2) is the perturbation with the unknown parameter q ∈ ℝ, and the other parameters are shown in Table 1 . The initial angle position of robot arm satisfies that
Denote τ = x 1 and τ˙= x 2 . Then, (39) can be rewritten as
with x = [x 1 , x 2 ] T and ω(x) = qx 1 sin 2x 2 2 . In view of q often bounded by a constant, in this example we assume that q ∈ [ − 1, 1]. Under this circumstance, we choose ω M (x) = x to satisfy Assumption 2. The nominal system is (40) with ω(x) = 0, and its associated value function is
where Q = I 2 . The vector activation function for the critic NN is selected with n 1 = 3 neurons as 
T and the critic NN weight vector is θ
. At the same time, the vector activation function for the actor NN is chosen with n 2 = 5 neurons as
and the actor NN weight vector is λ
, …, λ 5 (i) T . Similar to Example 1, the numbers of neurons in actor and critic NNs are obtained through computer simulations. We find that choosing three neurons for the critic NN and providing five neurons for the actor NN can lead to desirable simulation results. In this example, we set the sampling period as Δt = 0.1s and the initial state is Substituting θ (10) and λ (10) into (26) and (28), we can obtain the expressions of the approximate optimal value function and the associated approximate optimal control, respectively. Fig. 7 presents the control u for system (40) . Fig. 8 shows the states of system (40) using approximate optimal control. From Fig. 8 , we can observe that the closed-loop system (40) is asymptotically stable under the approximate optimal control. Meanwhile, it verifies that the developed robust controller can guarantee the single link robot arm system to be stable in the presence of external perturbation.
Conclusions
We have developed an ADP-based robust neural control for a class of CT non-linear systems with unknown non-linearities. The present method provides an optimal control point of view to obtain the robust controller for the unknown non-linear system. Meanwhile, it is the first time that this paper illustrates the principle of data-based ADP algorithm, which transforms the twostep procedure (i.e. policy evaluation and policy improvement (40) sequentially) into a one-step procedure (i.e. policy evaluation and policy improvement simultaneously). A limitation of the developed method lies in that the perturbation term is required to meet the matching condition. Generally speaking, control methods of matched non-linear systems do not hold for unmatched non-linear systems. In our future work, we shall focus on extending the present algorithm to deal with unmatched non-linear systems. In addition, we can find that system (1) is a deterministic input-affine non-linear system. Due to the wide existence of stochastic systems in real engineering applications, it is necessary to develop the robust control methods for such systems. Recently, ADP methods have been successfully applied to solve optimal control problems of linear stochastic systems with jumping parameters [53, 54] . Therefore, in the future work, we shall also focus on extending the present algorithm to develop robust controllers for non-linear stochastic systems. 
