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Abstract
In mobile wireless networks (MWNs), short-term communications carry two key features: 1)
Different from communications over a large time window where the performance is governed
by the long-term average effect, the short-term communications in MWNs are sensitive to
the instantaneous location and channel condition caused by node mobility. 2) The short-term
communications in MWNs have the finite blocklength coding effect which means it is not
amenable to the well-known Shannon’s capacity formulation.
To deal with the short-term communications in MWNs, this thesis focuses on three main
issues: how the node mobility affects the instantaneous interference, how to reduce the un-
certainty in the locations of mobile users, and what is the maximal throughput of a multi-user
network over a short time-horizon.
First, we study interference prediction in MWNs by proposing and using a general-order
linear model for node mobility. The proposed mobility model can well approximate node
dynamics of practical MWNs. Unlike previous studies on interference statistics, we are able
through this model to give a best estimate of the time-varying interference at any time rather
than long-term average effects. In particular, we propose a compound Gaussian point process
functional (CGPPF) in a general framework to obtain analytical results on the mean value and
moment-generating function of the interference prediction.
Second, to reduce the uncertainty in nodal locations, the cooperative localization problem
for mobile nodes is studied. In contrast to previous works, which highly rely on the syn-
chronized time-slotted systems, this cooperative localization framework we establish does not
need any synchronization for the communication links and measurement processes in the en-
tire wireless network. To solve the cooperative localization problem in a distributed manner,
we first propose the centralized localization algorithm based on the global information, and
use it as the benchmark. Then, we rigorously prove when a localization estimation with partial
information has a small performance gap from the one with global information. Finally, by
applying this result at each node, the distributed prior-cut algorithm is designed to solve this
asynchronous localization problem.
Finally, we study the throughput region of any MWN consisting of multiple transmitter-
receiver pairs where interference is treated as noise. Unlike the infinite-horizon through-
put region, which is simply the convex hull of the throughput region of one time slot, the
finite-horizon throughput region is generally non-convex. Instead of directly characterizing all
achievable rate-tuples in the finite-horizon throughput region, we propose a metric termed the
rate margin, which not only determines whether any given rate-tuple is within the throughput
vii
viii
region (i.e., achievable or unachievable), but also tells the amount of scaling that can be done
to the given achievable (unachievable) rate-tuple such that the resulting rate-tuple is still within
(brought back into) the throughput region.
This thesis advances our understanding in communications in MWNs from a finite-time
horizon viewpoint. It establishes new frameworks for tracking the instantaneous behaviors,
such as interference and nodal location, of MWNs. It also reveals the fundamental limits on
short-term communications of a multi-user mobile network, which sheds light on communica-
tions with low latency.
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Introduction
1.1 Motivation
Mobile wireless networks (MWNs) are present almost everywhere. From the information ex-
change between traditional mobile users to the communications for smart vehicles [1] and
unmanned aerial vehicles (UAVs) [2], the MWN is a general concept representing communi-
cation devices having mobility (see Fig. 1.1). Due to its broad applications and the increasing
demands, the MWN has already been acting as a pivotal role in supporting the communications
for civil and military uses, and will show its great potentials in the future.
With the arrival of 5G networks, the MWN is facing the new standards/challenges from
a wide range of quality of service (QoS) requirements, where one of the most important re-
quirements is the low latency [3]. From the perspective of the physical layer, the low latency
requirement means each communication packet should be transmitted and received within a
very short time period. As a result, the design of communication systems is inevitably associ-
ated with the short-term effect.
Note that due to node mobility, the short-term effect behaves very differently from the
well-studied long-term effect. For example, in Fig. 1.2 the signal-to-interference-plus-noise
ratio (SINR) fluctuates with time. If we focus on the short-term SINR within the highlighted
Mobility
Figure 1.1: Mobile wireless networks.
1
2 Introduction
SINR
Time
Average effect
Finite time-horizon
Difference!
Figure 1.2: SINR changes in mobile wireless networks.
time window, then the short-term SINR is very different from the long-term average SINR.
This motivates us to focus on the short-term behavior and performance of MWNs. To this
end, this thesis focuses on the following aspects: 1) the mobility of the nodes need to be well
modeled to understand the real-time effect as opposed to the long-term averaged effect. 2)
the locations of nodes, if can be accurately estimated in a real-time manner, are beneficial
for specifying the short-term behavior of a MWN. 3) Focusing on a short time-horizon, the
communication performance of a MWN needs to be characterized.
1.1.1 Research Challenges
1.1.1.1 Node Mobility Modeling
Compared to the static wireless network, the MWN carries a key different feature – node
mobility. Actually, without node mobility, the MWN will become a static wireless network.
Thus, how to model the node mobility is of the first importance.
Current mobility models in MWNs are usually long-term oriented, e.g., the high mobility
model [4, 5] and the random walk model [6] using Poisson point process (PPP) as it initial
location distribution. Those models cannot reflect how the nodal locations change in real time.
In other words, the nodal location distributions they returned are with no difference between
different time instants. Consequently, they cannot provide sufficient information for short-
term communications (see Fig. 1.2 for an example). Therefore, it is necessary to establish
a new framework to model the node mobility in MWNs, which can accurately describe the
motion of mobile nodes.
1.1.1.2 Time-Varying Interference Analysis
In MWNs, interference plays a pivotal role, through the SINR, in determining the communica-
tion performance. In contrast to static wireless networks, the distances between interferers and
receiver change dynamically during the times of communications because of the mobilities of
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interferers and receiver. As a result, the received signal is affected by fluctuating interference
generated by these mobile nodes. This fact directly links the interference analysis and node
mobility modeling (see Section 1.1.1.1) together.
Similar to the node mobility modeling, if the interference analysis is long-term oriented,
then it cannot tell how the interference varies with time. Unfortunately, in the literature the
interference analysis is based on the long-term oriented mobility models, e.g., [4, 6], and thus
is not applicable for short-term communications in MWNs. Therefore, it is desirable to propose
a new analysis framework in dealing with the time-varying interference.
1.1.1.3 Real-Time Localization
If we can track the nodal locations in real time, then it will be very beneficial to the communica-
tion analyses and designs in MWNs. An extreme/ideal example is that the location trajectories
of all nodes in a MWN are known exactly. In that case, the communications in MWNs are only
dependent on the radio propagation environment, which means the effect of node mobility is
minimized. Practically, even though it is not possible to obtain such ideal location trajectories,
we can use real-time localization technology to largely reduce the uncertainties in tracking the
nodal locations.
Unlike the localizations in static wireless networks [7], the real-time localization is much
more challenging in MWNs, since the measurements should be updated in a timely manner.
This becomes even worse when the global positioning system (GPS) is not accessible to every
node or the GPS cannot provide sufficiently accurate location information. In those cases, the
real-time cooperative localization provides a potential solution [8]. However, this technology
is still not complete in theory, and a series of problems like the synchronization and time delay
are not well addressed.
1.1.1.4 Finite-Horizon Network Capacity
Seeking for the fundamental limit on transmissions in any MWN is important for communi-
cation designs. Traditionally, the network capacity refers to the one with infinite number of
channel uses, and we call it the infinite-horizon network capacity in this thesis to distinguish
it from the finite-horizon network capacity with finite number of channel uses. Even for the
infinite-horizon network capacity, it is unknown in general, expect for some special cases, e.g.,
some multiple access channels and broadcast channels [9]. For the finite-horizon network ca-
pacity, it is largely an open research problem, where the finite blocklength effect [10] has to be
taken into account.
The tremendous difficulty in deriving the network capacity is due to the potential com-
plexity of cooperative coding schemes between nodes. If we only consider the point-to-point
coding schemes, i.e., all the nodes just focus on the directly related transmitted/received in-
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formation and regard the other information as noise, then the network capacity will become
a network layer notion of capacity [11]. We call such a network capacity as the throughput
region or stability region. Note that point-to-point coding schemes are usually considered in
communication designs, and the throughput region plays an important role in deriving the fun-
damental limit on these communication designs.
Similar to the network capacity, the existing results for throughput region are mostly based
on infinite time-horizon. Therefore, it is desirable to study the finite-horizon throughput region
so that the fundamental limit on short-term communications in MWNs can be determined. A
major challenge is that we need to deal with a finite number of channel uses and hence the
classical Shannon’s capacity cannot be used.
1.2 Background
In this subsection, we provide the background information of the techniques used in this thesis
which largely makes the thesis self-contained.
1.2.1 Nodal Location and Mobility
Mathematically speaking, every point in our world corresponds to a unique vector y in R2 or
R3 once an origin is selected. In MWNs, the altitude is often neglected, in which case the
point is expressed in 2D space. When the altitude is considered, the point is modeled in 3D
space. If the location of a node in MWN is perfectly known at time t, then its location is a
point y(t) ∈Rd , where d ∈ {2,3}. If we do not have the perfect location information of a node
at time t, then its true location can be one of the possible points with some possibilities. In
that case, the location is a random vector y(t) in 2D or 3D space. For example, when y(t) is
uniformly distributed in a 100m×100m area, the location y(t) follows the uniform distribution
on [−50, 50]× [−50, 50] if we regard the centroid as the origin.
Since a MWN contains more than one node (at least two nodes), we use different indices
i ∈ I := {1, . . . , I¯} to label different nodes, where I is the set of indices and I¯ = #I is the
number of nodes.1 Then, the nodal locations in the MWN form a set {yi(t) : i ∈ I} =: P(t),
where each yi(t) can be deterministic or stochastic. In this thesis, we call P(t) as the location
pattern of the MWN at time t. Note that the location pattern is also known as the point process
in stochastic geometry [12, 13, 14].
For a MWN, the location pattern P(t) contains all its nodal location information at time t.
We classify the location patterns into three categories in Fig. 1.3:
1Note that I can be infinity, which means the MWN contains infinite number of nodes. This seems to be
unrealistic, but it can reduce the complexity in mathematical modeling.
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• Deterministic pattern. The locations of all nodes are known precisely, i.e., every loca-
tion yi(t) in P(t) is constant [see Fig. 1.3(a)]. If a location pattern is not known exactly,
we call it the stochastic pattern, which can be further classified into heterogeneous and
homogeneous patterns as follows.
• Heterogeneous pattern. The location distributions are different for different nodes, i.e.,
yi(t) (i ∈ I) are not identical [see Fig. 1.3(b)]. For heterogeneous pattern, it is possible
to distinguish one node to the other by their location distributions.
• Homogeneous pattern. The location distributions are the same for all the nodes, i.e.,
yi(t) (i ∈ I) are identical [see Fig. 1.3(c)]. For homogeneous pattern, it is impossible to
distinguish any two nodes by their location distributions, e.g., the Poisson point process
(PPP) and binomial point process (BPP) [12].
Node 1
Node 2
Node 4
Node 3
Node 6
Node 5
(a)
Node 1
Node 2
Node 3
(b) (c)
Figure 1.3: Classification of location patterns. For (a), it is an example of deterministic pattern, and
a point is the true location of one node. For (b), it is an example of heterogeneous pattern, and a
blue circle represents the region of all possible locations for one node or stands for the region of the
locations for one node with high probability. In the blue circle of node i (i ∈ {1,2,3}), the black points
are some realizations of yi(t) which reflect the probability density of yi(t). For (c), it is an example of
homogeneous pattern, and the black points are some realizations of all nodes.
From Fig. 1.3(a) to Fig. 1.3(c), the uncertainty increases in turn, i.e., from the totally de-
terministic pattern to distinguishably uncertain pattern, to indistinguishably uncertain pattern.
As time goes by, one kind of patterns can become other the two kinds by increasing or
decreasing uncertainties. The deterministic pattern can convert to the heterogeneous or homo-
geneous pattern when the node mobility is with uncertainty. For the heterogeneous pattern, it
can develop into homogeneous pattern if the node mobility is with uncertainty; and it can con-
vert to the deterministic pattern by reducing the location uncertainty, e.g., using a localization
technique. For the homogeneous pattern, it can change to the heterogeneous or deterministic
pattern, e.g., using a localization technique.
For the mobility of one node, it determines how the location changes over time due to
the motion of this node. If yi(t) for node i ∈ I is deterministic, then the node mobility gives
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a location trajectory yi(t) along time t ∈ T , where the time set T ⊆ R+ can be discrete or
continuous. In that case, the node mobility can be modeled by the difference equation (for
discrete-time mobility) or differential equation (for continuous-time mobility). If yi(t) for
node i ∈ I is stochastic, then the node mobility returns a stochastic process {yi(t)}t∈T , which
can be modeled by stochastic difference equation (for discrete-time mobility) or stochastic
differential equation (for continuous-time mobility).
For the mobility of all nodes in a MWN, it leads to the set of yi(t) (t ∈ T ) or {yi(t)}t∈T
for all i ∈ I. Equivalently, it determines the location pattern process {P(t)}t∈T .
1.2.2 Location Based Channel Gain, Interference, and SINR
In MWNs, the nodal locations change over time. Thus, the nodal location is the key feature in
characterizing the property of communication channel and interference.
1.2.2.1 Time-Varying Power Gain of Communication Channels
The power gain of a communication channel is the ratio of the received signal power to the
transmitted signal power. It plays an important role in designing communication systems.
For any two deterministic nodal locations yi(t) and y j(t) (i, j ∈ I, i 6= j), the power gain
Hi j(t) of the communication channel is determined by the radio propagation environment.
Even though the accurate radio wave propagation model in MWNs is difficult to build up, we
can use stochastic models to approximate Hi j(t), which is usually considered in the communi-
cation theory. In this thesis, we employ the commonly used model as follows:
Hi j(t) = hi j(t)gi j(t), (1.1)
where hi j(t) represents the power gain from (small-scale) fading, i.e., the fading gain, and
gi j(t) is the (large-scale) path loss. The fading gain hi j(t) is a random variable for any given
t which is typically assumed to be independent of the locations. For example, for Rayleigh
fading, hi j(t) follows exponential distribution (see Chapter 5 in [15]). On the contrary, the
path loss gi j(t) is dependent on nodal locations yi(t) and y j(t), and has the following form
gi j(t) = g (‖yi(t)− y j(t)‖) , (1.2)
where ‖yi(t)− y j(t)‖ returns the distance between node i and node j, and g : R+ → R+ is
called the path loss function which depends on the distance, e.g., the singular path loss function
g (‖yi(t)− y j(t)‖) = ‖yi(t)− y j(t)‖−α with path loss exponent α .
Note that if yi(t) or y j(t) is not deterministic, then the distance ‖yi(t)−y j(t)‖ is stochastic,
which means the power gain Hi j(t) depends on the distribution of ‖yi(t)− y j(t)‖.
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Now, we can give an important observation that: at time t ∈ T , all the power gains Hi j(t)
(i 6= j) are determined by the fading gains hi j(t), the path loss function g, and the location
pattern P(t) (see Section 1.2.1). Therefore, in MWNs, the time-varying power gains of com-
munication channels are fully characterized by the fading gains hi j(t), the path loss function
g, and the location pattern process {P(t)}t∈T .
1.2.2.2 Time-Varying Interference and SINR
Based on the power gain Hi j(t) discussed in Section 1.2.2.1, if node i transmit messages to
node j with transmit power Ptxi (t), then the received power from node j’s side is
Prxj (t) = Hi j(t)P
tx
i (t). (1.3)
It should be noted that in any MWN, node i is probably not the only communication de-
vice transmitting the signal using the same bandwidth. For any other transmitter k 6= i, if its
transmitting signal is not wanted by node j, then node k is an interferer and the signal is an
interference with the following power
I jk(t) = Hk j(t)Ptxk (t), (1.4)
where I jk(t) is the interference power received by node j from node k, and we call it the
interference from k to j for short. In (1.4), Ptxk (t) is the transmit power of interferer k, and
Hk j(t) is the power gain from k to j.
The aggregated interference at node j represents the sum of the received interference pow-
ers from all the interferers, and it has the following form
I j(t) = ∑
k∈IIntj
I jk(t) = ∑
k∈IIntj
Hk j(t)Ptxk (t)
(a)
= ∑
k∈IIntj
hk j(t)g (‖yk(t)− y j(t)‖)Ptxk (t), (1.5)
where I Intj is the set of all interferers, and (a) follows from (1.1) and (1.2). If the transmit
powers in the MWN are equal, then by normalizing the transmit power to 1,
I j(t) = ∑
k∈IIntj
hk j(t)g (‖yk(t)− y j(t)‖) . (1.6)
We can see that the aggregated interference at time t is highly dependent on the location pattern
P(t), and the time-vary aggregated interference is highly related to the location pattern process
{P(t)}t∈T .
With the aggregated interference, we can define the SINR which is directly linked to the
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maximal achievable rate in transmission. For node j, the SINR at time t is
γ j(t) =
Hi j(t)Ptxi (t)
Wj +∑k∈IIntj Hk j(t)P
tx
k (t)
=
hi j(t)g (‖yk(t)− y j(t)‖)Ptxi (t)
Wj +∑k∈IIntj hk j(t)g (‖yk(t)− y j(t)‖)Ptxk (t)
,
(1.7)
where Wj is the power of white Gaussian noise received at node j. Note that the SINR at time
t [i.e., γ j(t)] is highly dependent on the location pattern P(t), and the time-varying SINR is
highly related to the location pattern process {P(t)}t∈T .
1.2.3 Real-Time Localization and Bayesian Filtering
From Section 1.2.2, we know that the communication channel, interference, and SINR are
highly dependent on the location pattern process {P(t)}t∈T . From Section 1.2.1, we see that
if the node mobility is with uncertainties, then the location pattern can change from the de-
terministic pattern to heterogeneous pattern or homogeneous pattern; or from heterogeneous
pattern to homogeneous pattern. It means that node mobility causes the location pattern to
become more and more uncertain as time goes by. To reduce the uncertainty, we consider
real-time localization which decreases the uncertainty by taking measurements.
Note that after localization is performed at a particular time instant to reduce location
uncertainty, as time goes by the uncertainty will increase again due to the node mobility. As a
result, the uncertainty will increase and decrease in turn, which implies the localization method
is in a sequential/recursive manner (see Fig. 1.4). Mathematically, the probability density
function (pdf) of nodal location yi(t) is p(yi(t)). As t becomes larger, the uncertainty of
yi(t) will increase, e.g., the diagonal entries in covariance matrix Cov[yi(t)] will increase.
After taking measurement zi(t1) from an anchor2 at time t1 > t, the location pdf is conditioned
on this measurement, i.e., p(yi(t1)|zi(t1)) which corresponds to less uncertainty compared to
p(yi(t1)). To calculate the p(yi(t1)|zi(t1)) from p(yi(t1)) and zi(t1), we need Bayes’ rule:
p(yi(t1)|zi(t1)) = p(zi(t1)|yi(t1))p(yi(t1))p(zi(t1)) , (1.8)
where p(yi(t1)), p(yi(t1)|zi(t1)), and p(zi(t1)|yi(t1)) are called the prior, the posterior, and
the likelihood function3, respectively; and p(zi(t1)) =
∫
p(zi(t1)|yi(t1))p(yi(t1))dyi(t1) is a
constant that makes sure the integral of the posterior p(yi(t1)|zi(t1)) is 1. Since the posterior
p(yi(t1)|zi(t1)) is fully determined by the nominator p(zi(t1)|yi(t1))p(yi(t1)), (1.8) is conven-
2Anchor means its location and/or other location related information are known.
3The likelihood function p(zi(t1)|yi(t1)) gives the pdf of zi(t) given yi(t), and it is determined by the measure-
ment model, i.e., the relationship between the location yi(t) and the measurement zi(t).
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Figure 1.4: Illustrations of real-time localization for one node, where the blue circles and black points
have the same meaning as that in Fig. 1.3. Time t = 0 gives the initial location distribution. Due to
the node mobility, the uncertainty increases for t ∈ (0, t1) (see the red arrow from t = 0 to t = t1). At
time t = t1, the localization is conducted so that the uncertainty is reduced (see the dashed green arrow
at t1). After t = t1, the location uncertainty increases again during t ∈ (t1, t2) which is followed the
localization at t2 to reduce the uncertainty once more. Likewise, this process will proceed forward for
time instants tk (k = 3,4,5, . . .).
tionally written as
p(yi(t1)|zi(t1)) ∝ p(zi(t1)|yi(t1))p(yi(t1)). (1.9)
For t > t1, the nodal location provided by p(yi(t)|zi(t1)) will become more and more un-
certain again. If node j takes a measurement zi(t2) at time t2 > t1, then the uncertainty in
the nodal location will be reduced in p(yi(t2)|zi(t1),zi(t2)), which can be derived by Bayes’
law in (1.8) with substituting p(yi(t2)|zi(t1)), p(zi(t2)|yi(t2)), and p(zi(t2)|zi(t1)) for the
prior, the likelihood function, and the denominator, respectively. Likewise, the k+ 1th mea-
surement zi(tk+1) can reduce the location uncertainty at tk+1 by employing Bayes’ rule on
p(yi(tk+1)|zi(t1), . . . ,zi(tk)). The whole process is called the Bayesian filtering. This para-
graph gives the key idea of the Bayesian filtering, and the readers are highly recommended to
read the related books (e.g., [16, 17, 18]) for more details.
The localization method given above is in an ideal situation that node i can directly link to
an anchor. This thesis considers more practical scenarios that most of non-anchor nodes cannot
directly take measurement from an anchor, and hence all the nodes have to work cooperatively
to perform self-localization.
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1.2.4 Communications over Finite-Time Horizon
Traditionally, the maximal achievable rate µ in point-to-point transmission is described by
Shannon’s capacity C [19, 20]. Shannon’s theorem states that for any transmission rate smaller
than Shannon’s capacity (i.e., µ < C), the data can be transmitted with arbitrarily low (non-
zero) error probability if the blocklength is sufficiently large. Large blocklength works fine in
long-term communications, but for the short-term transmissions, the blocklength L is usually
upper bounded (i.e., it cannot exceed a given number) and cannot be sufficiently large. There-
fore, the constrained blocklength L is the very important aspect to be considered in short-term
communications. One may ask, given a fixed blocklength L and an error probability ε which
meets the requirements of a short-term transmission, what is the maximal achievable rate µ?
This question is very interesting and practical, and serves as the foundation of the finite-horizon
network throughput region which is established on point-to-point coding schemes.
To formally answer this question, we need to define (L,M,ε)-code [10], where M is the
codebook size, i.e., the number of codewords one codebook contains. An (L,M,ε)-code means
it can carry logM bits information with blocklength L and error probability ε . If we fix L and
ε , M can be different for different coding schemes, where the largest M is
M∗(L,ε) = max{M : ∃ an (L,M,ε)− code} , (1.10)
which is called as the maximal code size. Then, the maximal achievable rate given L and ε is
expressed as
µmax(L,ε) =
1
L
logM∗(L,ε). (1.11)
Even though the exact form of µmax(L,ε) is still unknown in general, an accurate approxima-
tion is given by [10] that
µmax(L,ε) =C−
√
V
L
Q˜−1(ε)+O
(
logn
n
)
, (1.12)
where V is the channel dispersion, Q˜ is the complementary Gaussian cumulative distribution
function. For AWGN channel, the channel dispersion is
V =
log2 e
2
[
1− 1
(1+ γ)2
]
, (1.13)
where γ is the SINR.
With above discussions on the maximal achievable rate and its approximation in finite
blocklength coding schemes, the fundamental limit on the transmission rate for each link in
a MWN can be determined. Therefore, the finite-horizon network throughput region can be
studied by optimally allocating the transmit powers and designing the routing algorithms in a
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given time window. In this thesis, we focus on an important case of the finite-horizon network
throughput region that N transmitter-receiver pairs transmit data in an Gaussian interference
channel, i.e., the finite-horizon throughput region for multi-user Gaussian interference channels
It helps us to understand the difference between the finite and infinite throughput regions and
serves as the first step to study the finite-horizon network throughput region.
1.3 Literature Review
In this thesis, we mainly focus on the following three important problems:
• How to predict the time-varying interference with the node mobility model?
• How to localize mobile nodes cooperatively?
• What is the finite-horizon throughput region for multi-user Gaussian interference chan-
nels?
The related prior work is described in this section. The limitations of the existing work are also
discussed.
1.3.1 Interference Analysis in Mobile Wireless Networks
1.3.1.1 Existing Works
Interference analysis can help to discover and exploit the regularity of time-vary interference.
For example, it helps to understand the statistical performance of communication under such
interference, e.g., outage probability. Due to disturbances on nodes’ movement or our incom-
plete information of the node locations, the trajectories of these nodes are often accompanied
with uncertainties when analyzing interference in MWNs. Stochastic Geometry [12, 13] is a
powerful tool for describing the random pattern of mobile nodes as a point process (PP) at
each time instant. For mobile networks with high mobility nodes, the authors in [4] analyzed
the local delay, which is a functional of the interference moment generating function (MGF),
by modeling node locations as a Poisson point process (PPP). Indeed, if one just focuses on
one time instant, the existing results on interference analysis in static networks can be directly
used in highly mobile networks (e.g., for PPP networks [4, 5, 21, 22] or for binomial point
process (BPP) networks [23, 24]). Highly mobile networks imply that the node locations at
two different time instants have almost no correlation, if the node velocities are sufficiently
large. Nevertheless, for most practical cases, we are more interested in interference analysis in
MWNs with finite nodal velocities.
In order to analyze interference in MWNs with finite node velocities, mobility models are
required to capture the node locations at each time instant. A summary of mobility models and
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Table 1.1: Summary of Mobility Models and Their Corresponding Point Processes in Previous
Studies in MWNs
Reference Mobility Model Point Process
[4, 5, 21, 22, 25, 26, 27, 28, 29, 30] Highly mobile networks PPP (time independent)
[23, 24] Highly mobile networks BPP (time independent)
[6, 31, 32] Constrained i.i.d. mobility PPP (time homogenous,
non-Markov [6])
[6, 32, 33] Random walk PPP (time homogenous)
[6, 32] Brownian motion PPP (time homogenous)
[6, 32, 33] Random waypoint PPP (time homogenous)
with quadratic polyno-
mial intensity
Time independent: the locations of nodes change independently from one time instant to the next.
Time homogenous: the locations of nodes are correlated between different time instants but have the
same pdf.
their corresponding point processes in previous studies is provided in Table 1.1. By employing
random walk, Brownian motion and random waypoint models4, the statistics of interference
were analyzed in [6, 32, 33]. For random walk and Brownian motion models, the approximate
distribution of aggregate interference was given in [6, 33]. The mean of the aggregate interfer-
ence was analyzed in [6], and upper bounds in temporal correlation for aggregate interference
and outage probability were given in [32] and [6]. For the random waypoint model, similarly,
the approximated distribution of aggregate interference was given in [6, 33], and the mean of
the aggregate interference was analyzed in [6].
1.3.1.2 Limitation of Existing Interference Analysis Studies
The existing analysis methods only considered special or limiting scenarios where statistics
of interference are identical at every time instant. For the random walk and Brownian motion
models in [6, 33], the means or pdfs (probability density functions) of aggregate interference
at every time instant are the same due to the assumption that the initial node distribution is
uniform. Consequently, node dynamics do not provide any useful information in the inter-
ference analysis. For the random waypoint model in [6, 33], the idea was to wait an infinite
time for the node distribution to converge to one limiting distribution that can be regarded as
a PPP with a quadratic polynomial intensity [34]. Based on that kind of PPP, mean, outage
and approximated distributions for aggregate interference were given. As a result, not only do
node dynamics not contribute to the analysis, but also the results are only valid in infinite time.
It should be noted that in many applications what we would like to know are the statistics of
aggregate interference within a finite time window rather than an infinite one.
4The constrained i.i.d. mobility model in [31] is similar to the highly mobile network, thus we mainly discuss
the interference analysis in MWNs under random walk, Brownian motion and random waypoint.
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Furthermore, the existing analysis on interference between multiple time instants typically
focused on the temporal correlation [6, 25, 26, 27, 32], which provides no further informa-
tion beyond a linear relation. To design a communication strategy (e.g., transmission power
control), we are interested in knowing and exploiting the statistics of interference at a future
time of interest, which cannot be derived from a simple temporal correlation. We assert that
interference prediction can provide us more effective information than temporal correlation.
Beyond the simple temporal correlation, [30] proposed a joint temporal characteristic function
of interference for multiple time instants, and [25, 28, 29] investigated the conditional/joint
outage/success probabilities over time. Despite the comprehensive characterizations of the
temporal statistics, the studies in [25, 28, 29] assumed networks with either fixed or indepen-
dent node locations from one time slot to the next. Hence, their results cannot be used for
interference prediction in realistic network with practical mobility models.
In fact, another limitation of current studies on interference in MWNs is the mobility
model. For example, the random walk, Brownian motion and random waypoint models are
often inadequate to describe many kinds of mobilities in the real world, like mobilities con-
strained by the physical laws of acceleration and velocity [35]. Modelling should include all
kinds of communicating objects that have the ability to move. With the development of au-
tomation, the need for communication between robots is increasing. For military use, UAVs
(which can be regarded as a group of intelligent flight robots) deliver new and enhanced battle-
field capabilities to warfare. For civil use, unmanned aircrafts offer new ways for commercial
enterprises and public operators to increase operational efficiency, decrease costs, and enhance
safety. The node mobilities in such scenarios have complex dynamics and cannot be captured
by random walk, Brownian motion, random waypoint mobility models or even the Gauss-
Markov mobility model [35, 36] that takes acceleration and velocity into account. Therefore,
it is desirable to develop a more general mobility model that is capable to describe mobile
nodes governed by complex mobility dynamics, and then use it for interference prediction.
1.3.2 Cooperative Localization in Mobile Wireless Networks
1.3.2.1 Existing Works
Wireless network based cooperative localization has attracted significant attention in recent
years. To locate the position, each wireless device (node) works cooperatively with other
nodes in the same wireless network. Generally speaking, there are three key elements for a
cooperative localization algorithm: 1) receiving location-related information from other nodes
(information collecting); 2) estimating location based on the received information so far (infor-
mation inferring); 3) transmitting new location-related information to other nodes (information
sharing). The information collecting-inferring-sharing framework is very helpful to understand
the existing works and develop new techniques.
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We review the Belief-Propagation (BP) based cooperative localization which is a com-
monly used method in locating mobile nodes. The BP localization is based on the factor
graph [37] in the Bayesian filtering framework [18]. It marginalizes the joint posterior into
approximated marginal posteriors (i.e., beliefs) by iteratively interchanging local information
(i.e., scheduled message passing) among a given cluster of nodes, where each marginal poste-
rior refers to the posterior of the location-related state5 in the corresponding node. Employing
the BP method in localization problems can date back to the study on static nodes [39], which
was then generalized to the famous sum-Product algorithm over a wireless network (SPAWN)
method for mobile nodes by the celebrated work [8]. Note that for SPAWN the information
is collected, inferred, and shared multiple times (by iterations) in each time slot, which is not
cheap in communications. To solve this problem, a series of improvements were studied to
reduce the computational complexity and communication (iteration) times [40, 41, 42, 43, 44].
In [40], a Gaussian mixture model replaced the particles to describe the beliefs, and the com-
munication scheme was modified to only include beliefs (rather than include both beliefs and
messages) where Kullback Leibler divergence was employed to censor if a belief is good
enough to transmit. In [41], the sigma point BP was proposed to meet the low communica-
tion requirements. Based on the sigma point BP, [42] designed a greedy algorithm for further
reducing the communications. In [43, 44], the BP method was combined with the mean-field
approximation to reduce the message size in transmission.
1.3.2.2 Limitation of Existing Cooperative Localization Studies
For mobile nodes, the cooperative localization techniques, e.g., the BP based localizations, are
usually based on the sequential Bayesian filtering technique in time-slotted systems. That
means all the information in the wireless network must be collected, inferred, and shared
in a synchronized manner corresponding to the time-slotted system. Otherwise, the intern-
odal information would be meaningless, e.g., one node’s first time slot would cross another
node’s first and second time slots, in which case the collected information (e.g., the measure-
ments) cannot provide a correct information inferring. Thus, synchronization is important (see
also [45, 46, 47]), and without any synchronization, the existing cooperative localization algo-
rithms for mobile nodes cannot work properly.
In practical scenario, it is not an easy thing to synchronize all the communication links and
sensor measurements, especially in the large-scale wireless networks. This is because the syn-
chronization not only refers to the synchronous clocks, but also requires the communications
and measurements are synchronized in the same way. This fact motivates us to rethink the
sequential Bayesian filtering framework: how to model and solve the cooperative localization
5For example, states can include the location, velocity, or acceleration, etc., which depends on the mobility
model. More details can be found in [8, 38].
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problem for mobile nodes in an asynchronous way. In this thesis, we aim to provide an answer
to this problem.
1.3.3 Finite-Horizon Throughput Region
Since this is the first work that rigorously studies the finite-horizon throughput region, the most
related prior works are the ones on infinite-horizon throughput region. Specifically, the semi-
nal work in [48, 49] introduced the infinite-horizon throughput region and gave two important
results: the infinite-horizon throughput region is the convex hull of one-slot throughput re-
gion; and the max-weight algorithm can achieve any given rate-tuple in the throughput region.
In [11, 50], the infinite-horizon throughput region was generalized and applied to time-varying
wireless networks, and a max-weight algorithm based transmission policy was designed. We
recommend the tutorials in [51, 52, 53] to readers who are interested in the infinite-horizon
throughput region.
Some recent studies focused on reducing the delay by shrinking the infinite-horizon through-
put region [54, 55, 56, 57], where the average delay was studied in [54, 55], and the worst-
case delay was analyzed in [56, 57]. It was observed by [54, 55, 56, 57] that choosing a
rate-tuple closer to the boundary of the infinite-horizon throughput region causes a larger de-
lay, and hence, shrinking the throughput region removes those rate-tuples near the bound-
ary corresponding to large delays. Furthermore, the effect of finite buffer size was consider
in [58, 59, 60], and it turned out that the required buffer size increases with the rate-tuple.
Indeed, by Little’s law, the average length of data queue is proportional to the delay. Hence,
this line of work also demonstrated the delay caused by the rate-tuples in the infinite-horizon
throughput region.
We stress that in light of the studies on infinite-horizon throughput region, a small number
of studies have introduced the concept of finite-horizon throughput region. However, they did
not analyze any property of the finite-horizon throughput region: The work in [61] proposed a
T -slot lookahead utility which helped to analyze the short-term performance for the proposed
opportunistic scheduling algorithm, but no analysis on finite-horizon throughput region was
presented; In [56], the rate-tuple over a finite time horizon was defined, but it was only em-
ployed to derive the infinite-horizon throughput region when the number of time slots goes
to infinity. A possible reason for the lack of study on the finite-horizon throughput region
might be that the finite-horizon throughput region was thought to have similar properties as
its infinite-horizon counterpart. As we will discuss in this thesis, however, the finite-horizon
throughput region behaves very differently as compared with the infinite-horizon throughput
region.
Despite the significant efforts made on studying the achievable rate-tuple and infinite-
horizon throughput region [53, 62, 63], significantly less is known about the throughput re-
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gion over a finite horizon. As mentioned in Section 1.2.2, the channel, interference, and SINR
change with time due to the node mobility. Therefore, it is desirable to design transmission
for a finite time duration such that the network and channel information used in the design
is timely and matches with the condition during the actual transmission. Another important
reason for considering the finite-horizon throughput region is the guaranteed delay (low la-
tency, as mentioned in Section 1.1). For example, if a rate-tuple is achievable in a five-slot
throughput region, then the time delay for the transmitted packets is at most five time slots.
On the contrary, any rate-tuple in an infinite-horizon throughput region can possibly cause an
unacceptably large delay. This also motivates us to study the finite-horizon throughput region
of a MWN. To the best of our knowledge, the finite-horizon throughput region has not yet been
investigated.
1.4 Thesis Outline and Contributions
Chapter 2 – Interference Prediction with a General Mobility Model
In Chapter 2, we focus on interference prediction in MWNs with nodes following a very gen-
eral class of mobilities. Our interference prediction provides the best estimate of the interfer-
ence level at a future time instant based on the knowledge at the current time. By developing a
general mobility model, the predictions can be used in a wide range of MWNs.
The main contributions of this work are:
• We propose a general-order linear continuous-time (GLC) mobility model to describe
the dynamics of moving nodes in practical applications. The random walk, Brownian
motion and Gauss-Markov mobility models in [6, 33, 35] can be regarded as special
cases of the GLC mobility model with discretizations. In this framework, the random
walk and Brownian motion turn out to be first-order linear mobility models, and Gauss-
Markov model is a second-order linear mobility model.
• Based on the GLC mobility model, the mean and moment-generating function (MGF)
of interference prediction on a mobile reference point at any finite time into the future
are derived and analyzed. In order to simplify the expression for mean and MGF under
different path loss functions and multipath fading, a compound Gaussian point process
functional (CGPPF) is defined and expressed in a series form.
• Apart from interference prediction at finite time into the future, we also give the neces-
sary and sufficient condition for when our predictions converge to those from a Gaussian
BPP as time goes to infinity. This result provides a guideline on when the previous stud-
ies on interference statistics with BPP are relevant.
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The results in this chapter have been presented in [64], which is listed again for ease of
reference:
[64] Y. Cong, X. Zhou, and R. A. Kennedy, “Interference Prediction in Mobile Ad Hoc Net-
works with a General Mobility Model,” IEEE Trans. Wireless Commun., vol. 14, no. 8, pp.
4277–4290, Aug. 2015.
Chapter 3 – Cooperative Localization with Asynchronous Measurements
and Communications
In Chapter 3, we establish the mathematical model of the asynchronous cooperative localiza-
tion problem for mobile nodes, and solve this problem by our proposed prior-cut algorithm.
Before giving the detailed contributions, we highlight the key idea of prior-cut algorithm
here. Different from the BP method which marginalizes the posterior (see Section 1.3.2), the
prior-cut algorithm is based on cutting the prior into two parts at each node: one part is closely
related to the self-location, and the other part is not. Then, every node refines its prior from the
received messages by prior cutting, and discards less useful information accordingly (i.e., only
collecting the useful information for self-localization).
The main contributions are given as follows:
• The asynchronous cooperative localization problem is modeled in the continuous-time
domain. To be more specific, the mobility models of mobile nodes are modeled by
stochastic differential equations, where a measurement can be taken and a communica-
tion can happen at arbitrary time instants without any time-slotted constraint.
• We give the centralized localization algorithm by the continuous-discrete Bayesian fil-
tering theory, where the global information in the entire network is utilized. Then, we
strictly prove an important property of the centralized algorithm that: if we cut the prior
properly, i.e., the two cut parts are independent enough, then a localization algorithm
with partial information can get very close to the centralized algorithm.
• Following the analysis of the centralized localization algorithm, the prior-cut algorithm
is proposed. This algorithm has a memory at each node to record the history informa-
tion which is different from the existing algorithms in the Bayesian framework. When
a node receives the related information from other nodes (information collecting), the
memory update is triggered (information inferring). Specifically, the history informa-
tion is updated by the continuous-discrete Bayesian filter, and the priors are refined by
prior cutting. After updating the memory, the node broadcasts its refined information
to other nodes (information sharing), but only the nodes, who think this information is
useful, will use this information.
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The results in this chapter have been presented in [65], which is listed again for ease of
reference:
[65] Y. Cong, X. Zhou, B. Zhou, and V. Lau, “Cooperative Localization in Wireless Networks
for Mobile Nodes with Asynchronous Measurements and Communications,” to be submitted,
Sept. 2017.
Chapter 4 – Finite-Horizon Throughput Region for Multi-User Interference
Channels
In Chapter 4, we investigate the finite-horizon throughput region of a wireless network con-
sisting of multiple transmitter-receiver pairs. It should be noted that studying the finite-horizon
throughput region is far more challenging than its infinite-horizon counterpart for the follow-
ing reasons: (i) Unlike the convex throughput region for the infinite horizon, the finite-horizon
throughput region is non-convex and the computational complexity for determining it is expo-
nentially increasing with the number of time slots. (ii) As we will show, a rate-tuple that is
achievable in T1 time slots may not be achievable in T2 (T2 > T1) time slots. This is in contrast
with the fact that any achievable rate-tuple over a finite horizon is also achievable over the
infinite horizon. This property prevents us from using a result for one throughput region to
obtain a result for another throughput region with a different number of time slots.
Instead of directly characterizing the throughput region by finding the set of all achievable
rate-tuples, we provide an efficient method to determine whether an arbitrary given rate-tuple
is achievable or not. More specifically:
• We propose a metric termed the rate margin. By computing the rate margin of any
given rate-tuple, we are able to tell whether a given rate-tuple is achievable within the
considered finite horizon. Furthermore, the rate margin also provides information to the
system designer on: (i) how much one can scale up the given achievable rate-tuple so that
the resulting rate-tuple is still within the finite-horizon throughput region; (ii) how much
one can scale down the given unachievable rate-tuple so that the resulting rate-tuple is
brought back into the finite-horizon throughput region.
• We provide the rate-achieving policy for any achievable rate-tuple in a finite-horizon
throughput region by determining the transmit power and rate for each communication
pair in each time slot.
• We formulate an optimization problem for computing the rate margin and deriving the
rate-achieving policy. The solution inevitably requires a search. To reduce the complex-
ity while maintain the optimality of the search, we use three techniques among which the
most important one is the proposed admissible heuristic function that allows the highly-
efficient A* search algorithm to be employed. The simulation result demonstrates the
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computational efficiency of our algorithm.
The results in this chapter have been presented in [66] and [67], which is listed again for
ease of reference:
[66] Y. Cong, X. Zhou, and R. A. Kennedy, “Finite-Horizon Throughput Region for Wireless
Multi-User Interference Channels,” IEEE Trans. Wireless Commun., vol. 16, no. 1, pp. 634–
646, Jan. 2017.
[67] Y. Cong, X. Zhou, and R. A. Kennedy, “Rate-Achieving Policy in Finite-Horizon Capac-
ity Region for Multi-User Interference Channels,” in Proc. IEEE GLOBECOM, Washington,
DC, USA, Dec. 2016, pp. 1–6.
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Chapter 2
Interference Prediction with a General
Mobility Model
2.1 Introduction
In a MWN, effective prediction of time-varying interference can enable adaptive transmission
designs and therefore improve the communication performance.
This chapter investigates interference prediction in MWNs with a finite number of nodes
by proposing and using a general-order linear model for node mobility. The proposed mobil-
ity model can well approximate node dynamics of practical MWNs. In contrast to previous
studies on interference statistics, we are able through this model to give a best estimate of the
time-varying interference at any time rather than long-term average effects. Specifically, we
propose a compound Gaussian point process functional (CGPPF) as a general framework to
obtain analytical results on the mean value and moment-generating function of the interference
prediction. With a series form of this functional, we give the necessary and sufficient condition
for when the prediction is essentially equivalent to that from a binomial point process (BPP)
network in the limit as time goes to infinity. These conditions permit one to rigorously deter-
mine when the commonly used BPP approximations are valid. Finally, our simulation results
corroborate the effectiveness and accuracy of the analytical results on interference prediction
and also show the advantages of our method in dealing with complex mobilities.
This chapter is organized as follows. In Section 2.2, we present the case of uniform circular
motion (UCM) as an example to motivate our general model. In Section 2.3 we define and
analyze the GLC mobility model. Additionally, the dynamic reference point is defined to study
the relative node locations of interferers relative to the mobile receiver. In Section 2.4, the
mean and MGF of the interference prediction are analyzed. The numerical examples are given
in Section 2.5 to illustrate the effectiveness of our approach and corroborate our analytical
results. Finally, the concluding remarks of this chapter are given in Section 2.6.
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2.2 Interference in MWNs with Uniform Circular Motions
In this section, we investigate the interference that arises in nodes exhibiting uniform circular
motion (UCM) to model UAVs carrying out a scanning task. This simple model will be seen
to be a special case of the general mobility model that we develop in Section 2.3.
Consider N ∈ Z+ UAVs carrying out a scanning task for a target, see Fig. 2.1(a), which
has many applications such as rescue operations, monitoring applications, etc. This target (the
central pink circle) could be a point or an area. Due to limitations of their visual fields, each
UAV can only acquire partial information about the target. Therefore, in order to have a better
understanding of the target, they need to share information using wireless communication.
Even though the dynamic model of the UAVs when scanning a target can be highly nonlin-
ear and possibly complex, the mobility model can be approximated by UCM in the 2-D plane
as two coupled differential equationsx˙
(1)
i (t) = ωix
(2)
i (t)+w
(1)
i (t)
x˙(2)i (t) = −ωix(1)i (t)+w(2)i (t)
(2.1)
where the subscript i denotes the ith node, and i = 1,2, . . . ,N, where N is the number of nodes
in the MWN. (x(1)i (t),x
(2)
i (t)) is the location of node i in the 2D plane at time t, and ωi is the
UCM angular velocity, and the initial vector xi(t0) = [x
(1)
i (t0),x
(2)
i (t0)]
T determines the initial
location and radius of node i. w(1)i (t) and w
(2)
i (t) stand for additive disturbance due to airflow.
Consider a duration of time in which UAV 1 and 2 communicate with UAV j and k, re-
spectively. For UAV 0, it tries to receive information from UAV q. Therefore, there are two
interferers that affect the signal reception at UAV 0.
The aggregate interference at UAV 0 is shown in Fig. 2.1(b),1 from which we see that the
received aggregate interference at UAV 0 is periodically changing and does not converge to a
constant value independent of time t. Interference predictions should be adaptive to the node
dynamics and therefore make use of the characteristics of mobility models.
2.3 General-order Linear Mobility Model
In this section, the general-order linear continuous-time (GLC) Mobility Model is proposed
and the corresponding statistics of node distribution is given.
1Simulation Parameters: Signal power is 1 for each UAV, and the mobility model follows (2.1) with ω0 =
ω2 = 0.1rad/s and ω1 = −0.1rad/s. The initial locations for UAV 0− 2 are (500,500), (−400,−300), (400,0)
(selecting the target center as the origin), thus according to (2.1) average radii are R0 = 500
√
2m, R1 = 500m, and
R2 = 400m. The powers of w
(1)
i (t) and w
(2)
i (t) are assumed to be unit. We assume the Path loss function is r
−2,
since UAVs often hover in a free space (i.e., no obstacles between them), where r is the Euclid distance between
transmitter (UAV) and the point whose interference is needed to be calculated.
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Figure 2.1: (a) Three UAVs scan a target by using vision sensors and share information through a
wireless network. (b) The received interference UAV 0 versus time t.
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2.3.1 General-order Linear Mobility Model and Node Distribution
Consider a network having N nodes in d-dimensional space (e.g., d = 2 means nodes move
in a 2D plane). For each node i, where i ∈ {1,2, . . . ,N}, we model it employing the state-
space model with additive uncertainties given by the stochastic differential and algebraic equa-
tions [68]
x˙i(t) = Aixi(t)+wi(t) (2.2)
yi(t) =Cixi(t), (2.3)
where the state vector xi(t) is a random vector in Rn, which can contain the velocity, acceler-
ation or angular velocity, etc., and it depends on the way the mobilities of nodes are modelled.
The additive uncertainties wi(t) ∈Rn (assumed to be a second-order moment process) can rep-
resent the airflow for aircrafts (see Section 2.2), velocity uncertainty for mobile phone users,
etc. The location of node i in the d-dimensional space is denoted as yi(t) ∈Rd . The constant
matrices Ai ∈Rn×n, and Ci ∈Rd×n are the model parameters determined by the node dynam-
ics. The initial vector for the differential equation (2.2) is xi(s) at time s and is independent
from wi(t), ∀t > s, because wi(t) only affects the future behavior of xi(t).
For the UCM example in Section 2.2, we have
Ai =
[
0 ωi
−ωi 0
]
, Ci =
[
1 0
0 1
]
, (2.4)
and indeed yi(t) = xi(t). This shows UCM is a second-order linear mobility model.
Definition 2.1 (Homogenous Mobility). If pairs (Ai,Ci) for all the nodes are equal, i.e.,
Ai = A, Ci =C, i ∈ {1, . . . ,N} (2.5)
and wi(t) for all nodes are i.i.d., then the node mobilities are homogenous.
Remark 2.1. The random walk and discrete-time Brownian motion models given in [6, 33] are
homogenous and can be regarded as a special case when (2.2) is discretized and A = 0. Thus,
they are homogenous first-order linear mobility models. The one-dimensional homogenous
continuous-time mobility model with
A =
[
0 1
0 ln(1−α)
]
, C = [1 0] , w(t) =
[
0
w(2)(t)
]
, (2.6)
can be discretized to recover the Gauss-Markov mobility model given in [35], where α ∈ (0,1)
and the mean of w(2)(t) is the asymptotic velocity.
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Remark 2.2. For any second-order moment process, the mean vector E
[
yi(t)
]
and covariance
matrix Cov
[
yi(t)
]
of yi(t) can be calculated, even though the pdf of yi(t) has no closed-form
expression in general. For a fixed covariance matrix Cov
[
yi(t)
]
, the entropy is maximized
when yi(t) is Gaussian [20]. It implies that for all kinds of second-order moment process
wi(t), Gaussian process contains the most uncertainties. Practically, it is difficult to determine
what kind of process wi(t) is, and hence the best choice is to conservatively (since it contains
the most uncertainties) regard wi(t) as a Gaussian process. Furthermore, wi(t) is independent
on time t in practice, we often consider it as a white noise. Therefore, wi(t) can be regarded
as Gaussian white noise (GWN). Actually, GWN is widely used in modeling uncertainties like
disturbances [69, 70, 71]. In the rest of this chapter, we investigate the statistics of yi(t) when
wi(t) is GWN. It can be proved that, if wi(t) is Gaussian in (2.2), then yi(t) in (2.3) is still
Gaussian. Thus, the pdf of yi(t) can be determined by its mean and variance.
Lemma 2.1 (PDF of Node Distribution). Assume that wi(t) is GWN, the pdf of yi(t) at time t
is a Gaussian distribution with parameters
E
[
yi(t)
]
=CieAi(t−s)xi(s), (2.7)
Cov
[
yi(t)
]
=CiΘxi(t)C
T
i , (2.8)
where
Θxi(t) =
∫ t
s
eAi(t−τ)Cov[wi(τ)]eA
T
i (t−τ) dτ . (2.9)
Proof: See Appendix A.1. 
2.3.2 Dynamic Reference Point
A static reference point can be used when we investigate the interference statistics at a fixed
point, like at a fixed base station. However, if we want to analyze the interference statistics of
a mobile node in a MWN, e.g., a moving robot or a UAV (see Fig. 2.1(b)), the reference point
should be dynamic with possible uncertainties.
We assume the dynamic reference point, denoted as y0(t), satisfies
x˙0(t) = A0x0(t)+w0(t) (2.10)
y0(t) =C0x0(t), (2.11)
and the relative location of node i from this reference point is given by
yi(t) := yi(t)− y0(t). (2.12)
26 Interference Prediction with a General Mobility Model
Let fy (yi(t)) denote the pdf of yi(t). The following Lemma derives the pdf of yi(t), denoted
by fy (yi(t)).
Lemma 2.2 (Node Distribution w.r.t. a Dynamic Reference Point). Assuming the mobility
model of nodes and reference point are GLC with GWN, the location of the ith node relative
to the dynamic reference point is Gaussian distributed at time t with mean
E
[
yi(t)
]
=CieAi(t−s)xi(s)−C0eA0(t−s)x0(s) (2.13)
and variance
Cov
[
yi(t)
]
=CiΘxi(t)C
T
i +C0Θx0(t)C
T
0 . (2.14)
Proof: Lemma 2.2 follows from Lemma 2.1 and (2.12). 
2.4 Interference Prediction
The main problem of study in this work is to characterize the interference received at a ref-
erence point at a future time instant given the interferers’ mobility and location information
at the current time instant, i.e., interference prediction from the current time into the future.
We use the GLC mobility model defined in the previous section to describe the mobility of
the interferers and the reference node. Specifically, the quantity yi(t) i ∈ {0, . . . ,N} in (2.3)
or (2.11) is the random variables that describe the locations of nodes (interferers or reference
node) at time t with a known initial condition at time s, where t can be viewed as a future time
instant and s can be viewed as the current time instant. To make the time-dependency more
explicit, we rewrite it as yi(t|s) in the remainder of this chapter.
2.4.1 Problem Description
Suppose reference node 0 is receiving information from its transmitter. Assume that there are
N mobile interferers in this network whose mobilities are modeled by (2.2) and (2.3), and their
interference lasts for time duration [t0, t f ]. The aggregate interference on the reference node at
time t ∈ [t0, t f ], conditioned on knowing the interferers’ node dynamics and locations at time s
with s≤ t, can be defined as
I(t|s) =
N
∑
i=1
hi g
(‖yi(t|s)‖), (2.15)
where hi is the multipath fading gain with E[hi] = 1, which is independent of yi(t|s) and time
t. g(·) denotes the path loss function, and ‖ · ‖ is the Euclidean norm. For the general case of
s < t, the quantity I(t|s) represents the interference prediction at a future time instant t based
on the information available at the current time instant s, and hence, it is a random variable
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due to the uncertainty in the mobility over the time duration from s to t. For the very special
case of s = t, the quantity I(t|t) represents the actual interference received at time t which
is a constant instead of a random variable. In fact, I(t|t) can be viewed as a realization of
the random variable I(t|s) for s < t. In this chapter, we simply refer to I(t|s) as interference
prediction.
We consider the problem of predicting the statistics of interference received by reference
node 0 at time t with the available information from current time s≤ t. Denote
S
[
I(t|s)]= S[ N∑
i=1
hig
(‖yi(t|s)‖)], (2.16)
where S[·] can be any statistics of the interference prediction, such as the mean value, and
yi(t|s) is a conditioned random vector which represents the relative location of interferer i
from node 0. In most cases, evaluating S
[
I(t|s)] requires the pdf of yi(t|s), which can be
determined by Lemma 2.2.
In the remainder of this section, the mean value and MGF of the interference prediction
will be considered in Section 2.4.2 and Section 2.4.3, respectively. In Section 2.4.4, we will
propose a compound Gaussian point process functional as a general framework to study these
statistics. In Section 2.4.5, the information decay in interference predictions will be discussed,
and the prediction has close ties to BPP modelling when time goes to infinity.
2.4.2 Interference Prediction Mean
The mean of the interference prediction is given by the following theorem.
Theorem 2.1 (The Mean of the Interference Prediction). The mean of the interference predic-
tion E[I(t|s)] is
E
[
I(t|s)]= N∑
i=1
∫
Rd
g
(‖yi(t|s)‖) fy (yi(t|s))d(yi(t|s)), (2.17)
where fy
(
yi(t|s)
)
is the pdf of yi(t|s), and can be obtained from Lemma 2.2.
Proof: The mean value of interference prediction is
E
[
I(t|s)]= N∑
i=1
E
[
Ii(t|s)
]
. (2.18)
According to (2.15), E[hi] = 1 and the independence of hi and yi(t|s), we can derive
E
[
Ii(t|s)
]
=
∫
Rd
g(‖yi(t|s)‖) fy (yi(t|s))d (yi(t|s)) . (2.19)
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Thus, (2.17) can be obtained. 
The calculation for the mean of the interference prediction will be discussed in Section 2.4.4.
2.4.3 Interference Prediction MGF
Similar to the mean interference, the MGF of the interference prediction can be derived in the
following theorem.
Theorem 2.2 (The MGF of the Interference Prediction). The MGF of the interference predic-
tion is
E
[
eβ I(t|s)
]
=
N
∏
i=1
∫
Rd
Eh
[
eβhig(‖yi(t|s)‖)
]
fy
(
yi(t|s)
)
d
(
yi(t|s)
)
, (2.20)
where fy
(
yi(t|s)
)
is the pdf of yi(t|s), and can be obtained from Lemma 2.2.
Proof: With (2.15) and independence of hi and yi(t), Theorem 2.2 can be proved. 
If the power fading is Nakagami-m (m = 1 gives the Rayleigh fading), i.e.,
fh(x) =
mmx(m−1)e−mx
Γ(m)
, (2.21)
then the MGF of the interference prediction can take a more specific form stated as follows.
Corollary 2.1 (The MGF of the interference prediction w.r.t. Nakagami-m Fading). With
Nakagami-m Fading (2.21), E[eβ I(t|s)] in (2.20) becomes
N
∏
i=1
∫
Rd
[ m
m−βg(‖yi(t|s)‖)
]m
fy (yi(t|s))d (yi(t|s)) , (2.22)
where β g(‖yi(t)‖) < 1.
Remark 2.3. As already discussed, I(t|s) is a random variable that represents the interference
prediction at a future time instant t based on the information available at the current time
instant s. The uncertainty of the random variable can be computed using its MGF. For instance,
one can compute how much the realizations of I(t|s) deviates from its mean value using the
variance
Var[I(t|s)] = E[I2(t|s)]− (E[I(t|s)])2 , (2.23)
where the first and second moments of I(t|s) are used. Since the actual interference received
at time t, i.e., I(t|t), is a realization of the interference prediction I(t|s), the variance computed
above tells on average how much the actual interference received at time t deviates from the
predicted value at time s using the mean prediction.
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The calculation for the MGF of the interference prediction is discussed in Section 2.4.4.
Although the expressions of either the mean or MGF of the interference prediction do not
usually admit any closed form due to the generality of the GLC mobility model, exceptions
are found in some special cases where closed-form expressions are obtained. These results are
discussed in Remark 2.5 in the next section.
2.4.4 Compound Gaussian Point Process Functional and its Series Form
In both Section 2.4.2 and Section 2.4.3, the mean and MGF have similar integrals to evaluate.
This suggests there may be some general methods to compute these quantities. Here, we
define the compound Gaussian point process functional (CGPPF) as a general framework for
computing these statistics. Its series form is also given, which will also be useful in analyzing
a limiting property of interference prediction in Section 2.4.5.
Definition 2.2 (Compound Gaussian Point Process Functional). The CGPPF is a functional
G : V →R of the form
G[ν ] = Ey
[
ν
(‖y‖)]= ∫
Rd
ν
(‖y‖) fy(y)dy, (2.24)
where ν ∈ V is a Lebesgue Integrable function, and fy
(
y
)
is a pdf of d-dimensional Gaussian
distribution given by
fy
(
y
)
=
1
(2pi) d2 |Σ| 12
e−
1
2 (y−µ)TΣ−1(y−µ), (2.25)
where µ ∈Rd and Σ ∈Rd×d are mean vector and covariance matrix of location vector y. For
example, µ = E
[
yi(t|s)
]
and Σ = Cov
[
yi(t|s)
]
are mean and covariance of yi(t|s).
Remark 2.4. For interferer i and dynamic reference point 0, the following are derived: If ν(‖·
‖) = g(‖yi(t|s)‖), then (2.24) returns the mean of the interference prediction from interferer
i. If ν(‖ · ‖) = Eh
[
eβhi(t)g(‖yi(t|s)‖)
]
, then (2.24) gives the MGF of the interference prediction
from interferer i. Note that the path loss function, g(·), can be arbitrary.
Remark 2.5. In most cases, this functional cannot be simplified to a closed-form expression,
and numerical integration is needed. Nevertheless, if
µ = 0, Σ = diag{σ , . . . ,σ} (2.26)
is satisfied, we can get closed-form expressions for the first and second moments of the inter-
ference prediction, where σ > 0 is the std (standard deviation) of all components in location
vector y. These expressions are given in Appendix A.4. The usefulness of condition (2.26) will
be further discussed in Section 2.4.5.
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If the integral in (2.24) exists, the CGPPF can be expanded into a series form, which is the
cornerstone for analyzing the limit properties of interference predictions in Section 2.4.5.
Theorem 2.3 (Series Form for Compound Gaussian Point Process Functional). Let P be an
orthogonal matrix such that PTµ = η = [ηi]d×1 and PTΣ−1P = diag{1/σ21 , . . . ,1/σ2d }, then
G[ν ] can be written as
1
(2pi) d2 |Σ| 12
lim
R→∞
∞
∑
n=0
(−1)n
2nn! ∑k1+k2+k3=n
(
n
k1,k2,k3
)
ΩΨ[ν ]. (2.27)
The parameters of (2.27) are listed as follows:
Ψ[ν ] =
∫ R
0
ν (r) r2k1+k2+d−1dr, (2.28)
Ω =
[ d
∑
a=1
(ηa
σa
)2]k3
∑
k
(1)
1 +···+k
(d)
1 =k1
k
(1)
2 +···+k
(d)
2 =k2
(
k1
k(1)1 , . . . ,k
(d)
1
)(
k2
k(1)2 , . . . ,k
(d)
2
)
Ξ, (2.29)
Ξ = ∏
1≤a≤d
1≤b≤d
( 1
σa
)2k(a)1 (−2ηb
σ2b
)k(b)2 ∫
Θ
(Φa)2k
(a)
1 (Φb)k
(b)
2 V (φ )dφ , (2.30)
where the integration is with respect to the d− 1 dimensional vector φ =
[
φ1,φ2, . . . ,φd−1
]T
over the domain Θ =
{
φ : φ ∈ [0, pi ]×·· ·× [0, pi ]︸ ︷︷ ︸
d−2
×[0, 2pi ]}, and
[Φ1, . . . ,Φd ]T =
[
cosφ1, sinφ1 cosφ2, . . . ,
d−2
∏
p=1
sinφp cosφd−1,
d−1
∏
p=1
sinφp
]T
, (2.31)
V (φ )dφ =
d−1
∏
q=1
(sinφl)d−q−1dφq. (2.32)
Proof: See Appendix A.2. 
Remark 2.6. It should be noted that there are two required integrations in Theorem 2.3.
For (2.28), it has a closed-form expression when calculating the mean and MGF of the in-
terference predictions with the widely-used path-loss function of the form
g
(‖y‖)= 1
ε+ ‖y‖α (2.33)
where ε ≥ 0 (here ε = 0 refers to a singular path loss), and α is the path-loss exponent. The
expression of (2.28) is given in Appendix A.3.
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To evaluate Ω in (2.29), we need to compute the integral in (2.30), i.e.,∫
Θ
(Φa)2k
(a)
1 (Φb)k
(b)
2 V (φ )dφ , (2.34)
the calculation of which is rather complex. However, in the real world, 1 ≤ d ≤ 3, and it is
relatively easy to deal with. In Appendix A.3, we give the closed-form expression of (2.29)
for the cases of d = 1 (e.g., a vehicular network on a highway) and d = 2 (which is the most
common scenario of interest).
2.4.5 Gaussian BPP Approximations for Interference Prediction
The interference prediction method discussed in previous subsections is naturally based on
the mobility model of individual interferers. Although prior work on interference analysis
for MWNs did not explicitly study the interference prediction problem, one useful idea from
them is to use a certain point process to approximate the node distribution in the network from
which the time-invariant interference statistics can be derived. For networks where its node
distribution (in distant future) can be well approximated using a point process, the information
on the initial positions of nodes and node mobilities becomes unnecessary in determining the
interference statistics. Clearly, not all mobile networks can have such a nice property. In this
subsection, we study the condition under which the interference prediction at a time of far
future can be well approximated based on a simple point process. We will see that the series
form of the CGPPF will be useful in determining such a condition.
Firstly we give the definition of Gaussian binomial point process (Gaussian BPP).
Definition 2.3 (Gaussian BPP). Let fy be a pdf of Gaussian distribution with support Rd . A
Gaussian BPP with N points onRd is a set of i.i.d. random vectors {y1, . . . ,yN}, each with pdf
fy.
Due to the effect of Gaussian white noise, i.e., wi(t) in (2.2), the uncertainty of our predic-
tion will increase with time, which implies the information available for prediction will decay.
In this section, we will focus on the prediction into the far future with N interferers governed by
homogenous mobilities. The following theorem gives a necessary and sufficient condition that
the statistics of interference predictions can be approximated as those generated by interferers
whose locations follow a Gaussian BPP when t becomes large enough.
Theorem 2.4 (Necessary and Sufficient Condition for Gaussian BPP Approximation). Assume
that all interferers’ mobilities are homogenous, as defined in Definition 2.1, and the integral
in (2.24) exists, ∀ν ∈ V , the predictions satisfy
lim
t→∞Gi[ν ]−G j[ν ] = 0, ∀i, j ∈ {1, . . . ,N} (2.35)
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if and only if [
lim
t→∞
η (i)a
σ (i)a
− lim
t→∞
η ( j)a
σ ( j)a
]
= 0, ∀a = {1, . . . ,d}, ∀i, j ∈ {1, . . . ,N} (2.36)
holds, where η (i)a and σ
(i)
a are defined in Theorem 2.3 with superscripts (i) for ith interferer
and
Gi[ν ] =
∫
Rd
ν(‖yi‖)
1
(2pi) d2 |Σi| 12
e−
1
2 (yi−µi)TΣ−1i (yi−µi)dyi. (2.37)
In (2.37), µi, Σi and yi stand for E
[
yi(t|s)
]
, Cov
[
yi(t|s)
]
and yi(t|s), respectively.
Proof: If the mobilities of all interferers are homogenous, from Lemma 2.2, the covari-
ance matrix Σi in (2.37) for all the interferers are the same. Thus, if the integral in (2.24) exists,
lim
t→∞
{
Gi[ν ]−G j[ν ]
}
can be written as
1
(2pi) d2 |Σ1| 12
lim
R→∞
∞
∑
n=1
{(−1)n
2nn! ∑k1+k2+k3=n
k3 6=0
(
n
k1,k2,k3
)
lim
t→∞ (Ωi−Ω j)Ψ[ν ]
}
. (2.38)
Obviously, formula (2.38) equals 0 if and only if (2.35) holds.
Necessity. By the contrapositive, if the (2.36) does not hold, lim
t→∞ (Ωi−Ω j) 6= 0 (Other-
wise, the quadratic forms in (A.7) will be the same for i and j, which implies (2.36) is satisfied).
As a result, the (2.38) does not equal 0. Therefore, the contrapositive is established, and the
necessity of (2.36) is proved.
Sufficiency. If (2.36) is satisfied, then the (2.38) equals 0, so as for (2.35). Thus the
sufficiency of (2.36) is established. 
Remark 2.7. Theorem 2.4 tells us the interference predictions, from interferers with homoge-
nous mobility asymptotically converge to the predictions from a Gaussian BPP. Nevertheless,
if (2.36) does not hold, we cannot use the BPP approximation. In Section 2.5, we will see ex-
amples in both scenarios. It should be noted that η (i)a and σ
(i)
a in (2.36) can be easily calculated
for a given GLC mobility model (see Section 2.5 for examples).
Remark 2.8. Gaussian BPP approximation implies that the mean and MGF of the interference
prediction become
E
[
I(t|s)]≈ N Gi[g(‖yi(t|s)‖)], ∀i (2.39)
E
[
eβ I(t|s)
]≈ Gi[( mm−βg(‖yi(t|s)‖)
)m]N
, ∀i, (2.40)
when t s. Therefore, we can calculate the mean or MGF of the interference prediction using
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just one (arbitrary) interferer’s information instead of all interferers, and the computation is
significantly simplified. Note that (2.39) and (2.40) change with time t, because the distribution
of the predicted location y(t|s) varies with t.
Corollary 2.2 (Necessary and Sufficient Condition for Gaussian BPP Approximation with
µ = 0). Assume that all interferers’ mobilities are homogenous and the integral in (2.24) exists,
∀ν ∈ V , the predictions satisfy
lim
t→∞Gi[ν ]−Go[ν ] = 0, ∀i ∈ {1, . . . ,N} (2.41)
if and only if
lim
t→∞
η (i)a
σ (i)a
= 0, ∀a ∈ {1, . . . ,d}, ∀i ∈ {1, . . . ,N} (2.42)
holds, and
Go[ν ] =
∫
Rd
ν(‖y‖) 1
(2pi) d2 |Σ| 12
e−
1
2 y
TΣ−1ydy, (2.43)
where µ = µ1 = . . .= µN (µi = E
[
yi(t|s)
]
) and Σ = Σ1 = . . .= ΣN (Σi = Cov[yi(t|s)]).
Remark 2.9. Corollary 2.2 implies that we can use the Gaussian BPP with µ = 0 to approx-
imate the mean or MGF of the interference prediction when condition (2.42) holds. It should
be noted that it is easy to test condition (2.42) by calculating η (i)a and σ
(i)
a for a given GLC
mobility model. Furthermore, if Σ = diag{σ , . . . ,σ} also holds, we can use the result stated
in Remark 2.5 to obtain closed-form expressions for first and second moments of interference
prediction given in Appendix A.4. An example of mobility model that has such nice properties
is Brownian motion.
2.5 Simulation Examples
In order to corroborate our theoretical results, simulations are presented to illustrate the ef-
fectiveness of interference prediction. We consider three different mobile networks with the
mobility model given by: (1) the basic 2-dimensional Brownian motion, (2) 2-dimensional
Brownian motion with inertia in the velocity and (3) UCM in 3-dimensional space. The basic
Brownian motion is a simple and commonly-used mobility model while Brownian motion with
inertia is a new mobility model that has not been considered in the literature. We will study
and compare the interference prediction results for these two examples. Specifically, we will
see that the existence of inertia completely changes the limiting behavior of the interference
prediction. After that, we move from 2-dimensional examples to a 3-dimensional example of
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UCM which can represent the scenario of UAV target scanning similar to that in Section II.
Note that all three mobility models are special cases of the GLC mobility model developed in
this work.
To make predictions, the parameters for path loss function (e.g., the path-loss exponent α)
and multipath fading (e.g., the value of m for the Nakagami-m fading channel) are necessary.
In addition the following parameters are assumed to be known at time s:
• For 2D Brownian motion (Section 2.5.1), the location for each node.
• For 2D Brownian motion with inertia (Section 2.5.2), the location and velocity for each
node.
• For UCM (Section 2.5.3), the location and angular velocity for each node.
Note that the node location and velocity at only one time instant (not frequently updated)
can be obtained in many practical scenarios [72, 73, 74]. For mobile users (Section 2.5.1), their
locations can be updated by GPS [72]. For vehicles (Section 2.5.2) or UAVs (Section 2.5.3),
their locations or velocities can be obtained by Differential GPS (DGPS), e.g., [73, 74], and the
angular velocity can be calculated by the node location, node velocity and the center location
of UCM. In our simulations, all the units are normalized.
2.5.1 2D Brownian Motion
We consider a network having 7 nodes with mobility governed by Brownian motion, which
can be used to describe human mobility [75]. As a special case of our GLC mobility model,
2D Brownian motion has the parameters
Ai =
[
0 0
0 0
]
, Ci =
[
1 0
0 1
]
, (2.44)
where i = 0,1, . . . ,6 (that is, 6 interferers and 1 reference point). Note that the reference node
also does Brownian motion. Furthermore, all the nodes (including the reference node) start
moving from the origin at time t0 = 0, i.e., yi(0) = xi(0) = 0.
The uncertainty wi follows
wi(t) =
[
w(1)i (t),w
(2)
i (t)
]T , (2.45)
where all wi(t) for all i are identical GWNs with unit power. A realization of Brownian motion
is shown in Fig. 2.2(a).
Since the 7 nodes walk in an urban area, the path loss exponent α = 4 and the fading
severity parameter m= 2 are chosen. Considering ε = 1, we can predict the mean and standard
deviation of the aggregate interference at node 0 from s = 0, i.e., E[I(t|s = 0)] and std[I(t|s =
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Figure 2.2: (a) Node motions. (b) Aggregate interference at reference node and the corresponding
predictions. E[I(t|s = 0)] stands for the mean value of interference prediction based on information
available at s = 0, and std [I(t|s = 0)] is the standard deviation of prediction. They are both dependent
on time t and s. Each error bar E[I(t|s = 0)]± std [I(t|s = 0)] is symmetric about E[I(t|s = 0)], and
the negative part of E[I(t|s = 0)]− std [I(t|s = 0)] is omitted.
36 Interference Prediction with a General Mobility Model
0 5 10 15 20 25 30
0
2
4
6
8
10
12
Time (sec.)
In
te
rfe
re
nc
e 
Po
we
r (
w)
I(t|t)
E[I(t|s=0)]
E[I(t|s=4.6)]
E[I(t|s=9.7)]
E[I(t|s=14.8)]
E[I(t|s=19.9)]
E[I(t|s=25)]
Figure 2.3: Predictions on the mean of aggregate interference based on frequently updated location
information at time s = 0,4.6,9.7,14.8,19.9,25.
0)], see Fig. 2.2(b). The std[I(t|s = 0)] measures how much the realization of I(t|s = 0), i.e.,
I(t|t), deviates from its predicted mean value, and thus std[I(t|s = 0)] reveals the uncertainty
of interference prediction. In this case, bothE[I(t|s= 0)] and std[I(t|s= 0)] have closed-form
expressions (because (2.26) in Remark 2.5 is satisfied), which can be derived by calculating
E[Ii(t|s = 0)] and std[Ii(t|s = 0)], ∀i, from (A.22) and (A.23) in Appendix A.4.
From Fig. 2.2(b) we can see that the mean of the interference prediction does not perform
well, and the Coefficient of Variation (CV) std[Ii(t|s = 0)]/E[Ii(t|s = 0)], i.e., normalized
standard deviation, increases with t. This is due to the fact that the uncertainties wi(t) in veloc-
ities xi(t) dominate the behavior of the mobilities of nodes. In Fig. 2.2(a) the node locations are
far away from the origin, while prediction tells us E[yi(t|s = 0)] = yi(0) = 0 [see Fig. 2.2(a)].
In Fig. 2.2(b), s = 0 means the information on node locations is updated at time 0. If we
want a better prediction for near future, the information on node locations need to be updated
more frequently. Interference prediction is then done with updated location information until
the next update (see Fig. 2.3).
We end this subsection with a discussion on the Gaussian BPP approximations for these
predictions in Fig. 2.3. Actually, these predictions can be approximated by a Gaussian BPP at
origin. This is because the condition (2.42) in Corollary 2.2 is satisfied.
It should be noted that η (i)a and σ
(i)
a can be easily calculated to test the condition (2.42):
By Lemma 2.2, the mean and variance of the location prediction at t from s for ith node are
µ = yi(s)− y0(s), Σ = diag
{
2(t− s),2(t− s)}, (2.46)
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where yi(s)− y0(s) is finite. As Σ is naturally a diagonal matrix (which means the orthogonal
transformation PTΣ−1P = diag{1/σ21 , . . . ,1/σ2d } is not required), we have
η1 = µ1 = y
(1)
i (s)− y(1)0 (s), η2 = µ2 = y(2)i (s)− y(2)0 (s),σ1 = σ2 =
√
2(t− s). (2.47)
Thus, the condition (2.36) in Theorem 2.4 is satisfied, which implies the predictions made from
different s in Fig. 2.3 can be approximated by the corresponding prediction from the Gaussian
BPP with 6 nodes whose location pdf has µ = 0 when t−s is large enough. The approximation
has the following closed-form expression
E[I(t− s|s)] = 6E[Ii(t− s|s)] ≈
6Ci
( √
ε
2σ2
)
sin
√
ε
2σ2 + 3cos
√
ε
2σ2
[
pi−2Si
( √
ε
2σ2
)]
2
√
εσ2
, (2.48)
where E[Ii(t− s|s)] is derived from (A.22) in Appendix A.4, and σ = σ1 = σ2 =
√
2(t− s).
Since E[Ii(t− s|s)] is time-invariant, it is exactly the E[I(t|s = 0)]. Therefore, if we translate
the time-axis by s−t, these predictionE[I(t|s)] (s= 4.6,9.7,14.8,19.9,25) will asymptotically
converge to E[I(t|s = 0)] as t− s increases (see Table 2.1).
Table 2.1: Convergence Behavior for the Mean of the Interference Prediction in Networks with Brow-
nian Motion Mobility models
t− s = 10 t− s = 50 t− s = 100 t− s = 500
E[I(t|s = 0)] 0.2201 0.0463 0.0233 0.0047
E[I(t|s = 4.6)] 0.2115 0.0459 0.0232 0.0047
E[I(t|s = 9.7)] 0.2032 0.0455 0.0231 0.0047
E[I(t|s = 14.8)] 0.1772 0.0442 0.0228 0.0047
E[I(t|s = 19.9)] 0.1768 0.0441 0.0228 0.0047
E[I(t|s = 25)] 0.1850 0.0446 0.0229 0.0047
2.5.2 2D Brownian Motion with Inertia
The basic Brownian motion in Section 2.5.1 is dominated by velocity uncertainty, thus our pre-
dictions cannot be expected to offer great accuracy. In this section, we focus on the Brownian
motion with velocity inertia in 2D space, and it can be employed to describe the motion for
vehicle or pedestrian with destination.
The mobility model has the parameters
Ai =
0 1 0 00 0 0 00 0 0 1
0 0 0 0
 , Ci = [1 0 0 00 0 1 0
]
, (2.49)
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where i = 0,1, . . . ,6, and with the initial condition
xi(0) =
[
0,x(2)i (0),0,x
(4)
i (0)
]T , (2.50)
where x(1)i (0) = 0 and x
(3)
i (0) = 0. Note that the ith node location is given by yi(0) =
[x(1)i (0),x
(3)
i (0)]
T . The non-zero states, x(2)i (0) and x
(4)
i (0), which represent the ith node
velocity components (i.e., y˙i(0) = [x
(2)
i (0),x
(4)
i (0)]
T ), are randomly generated in [−1,1] and
assumed to be known. The wi follows
wi(t) =
[
w(1)i (t),0,w
(3)
i (t),0
]T , (2.51)
where all w(1)i (t) are identical GWN with unit power, which implies the node velocities are
fluctuating due to these uncertainties. The parameters of the path loss function and multipath
fading are the same as those in Section 2.5.1 (i.e., ε = 1, α = 4, m = 2). A realization for
Brownian motion with inertia is shown in Fig. 2.4(a). The mean and standard deviation of
interference prediction from s = 1.8 are shown in Fig. 2.4(b).
From Fig. 2.4(b) we can see that the prediction performs much better than that for Brown-
ian motion without inertia, and the standard deviation is smaller than that in Brownian motion
without inertia for the same interference level. It also should be noted that, similar to the Brow-
nian motion without inertia, the coefficient of variance (CV) becomes larger with increasing
t.
In terms of the limiting behavior of the prediction, unfortunately, it cannot be approximated
by the prediction from a Gaussian BPP in Theorem 2.4 no matter how large t is. It can be
calculated that
η1 = x
(1)
i (s)− x(1)0 (s)+
[
x(2)i (s)− x(2)0 (s)
] · (t− s)
η2 = x
(3)
i (s)− x(3)0 (s)+
[
x(4)i (s)− x(4)0 (s)
] · (t− s)
σ1 = σ2 =
√
2(t− s).
(2.52)
Because
[
x(2)i (s)− x(2)0 (s)
] 6= [x(4)i (s)− x(4)0 (s)] at s = 1.8, condition (2.36) in Theorem 2.4
is not satisfied. The prediction based on the actual mobility model and that based on BPP
approximation are shown in Table 2.2, and it turns out that there is a big difference between
them.
2.5.3 Uniform Circular Motion in 3D Space
In this section, we revisit the UAV target scanning problem discussed in Section 2.2. In the real
world, UAVs that execute the scanning task seldom hover in the same 2D plane (their flight
altitudes differ) for collision avoidance. Thus, UCM should be modeled in 3D rather than 2D.
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Figure 2.4: (a) Node motions. (b) Aggregate interference at reference node and the mean of the
interference prediction.
Table 2.2: Comparison of the Mean of the Interference Prediction in Networks with BPP Approxima-
tion
t− s = 10 t− s = 50 t− s = 100 t− s = 500
E[I(t|s = 1.8)] 2.679×10−2 1.837×10−4 3.025×10−5 8.665×10−7
BPP Approximation 0.2201 0.0463 0.0233 0.0047
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Assume there is one receiver (reference node, UAV 0) and two interferers (UAVs 1 and 2),
whose parameters of mobility models are
A0 = A2 =
[
0 −0.1 0
0.1 0 0
0 0 0
]
, C0 =C2 =
[
1 0 0
0 1 0
0 0 1
]
A1 =
[
0 0.1 0
−0.1 0 0
0 0 0
]
, C1 =
[
1 0 0
0 1 0
0 0 1
]
,
(2.53)
which implies the hover angular velocities for UAVs 0 and 2 are both −0.1rad/s, and for node
1 is 0.1rad/s. The initial locations yi(0) = xi(0), i = 0,1,2 are
y0(0) =
[
500
500
500
]
, y1(0) =
[−400
−300
700
]
, y0(0) =
[
400
0
300
]
, (2.54)
where y(3)0 (0) = 500, y
(3)
1 (0) = 700 and y
(3)
2 (0) = 300 are the initial altitudes for UAVs 0, 1,
and 2. The wi follows
wi(t) =
[
w(1)i (t),w
(2)
i (t),w
(3)
i (t)
]T , (2.55)
where all w( j)i (t), j = 1,2,3 are identical GWN with power σ
2 = 100. The parameters of path
loss function are the same as those in Sections 2.5.1 and 2.5.2 (i.e., ε = 1, α = 2). Because
there are few obstacles in airspace, we assume that there is no multipath fading. The UAVs’
motion-trajectories are shown in Fig. 2.5(a). The aggregate interference and E
[
I(t|s = 17)]
are shown in Fig. 2.5(b). We see that the interference prediction is very close to the actual
interference. It is interesting to see that the CV is not always increasing with t. However, if we
consider the interference at the same level, the CV does increase with time, e.g., t = 30 and
t = 60.
2.6 Summary
In this chapter, the interference prediction problem in MWNs has been investigated. The GLC
mobility model has been proposed to describe or approximate a large class of mobilities in
the real world. The statistics of interference prediction with respect to a dynamic reference
point have been analyzed, including mean value and the MGF. We have defined the CGPPF
as a general framework to compute the mean and MGF, and discussed important special cases
where closed-form expressions can be obtained. By expressing the CGPPF in series form, we
have analyzed the limiting behavior of the statistics of the interference prediction, and given
the necessary and sufficient for when the node locations can be regarded as a Gaussian BPP
when analyzing the statistics of interference prediction.
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Figure 2.5: (a) UAV locations versus time t, starting from the triangular marks and ending at the
circular marks. (b) Aggregate interference at reference node and the mean of the interference prediction.
42 Interference Prediction with a General Mobility Model
Chapter 3
Cooperative Localization with
Asynchronous Measurements and
Communications
3.1 Introduction
In Chapter 2, the location-based interference prediction has been studied, where the current
nodal locations information are perfectly known at the time when the prediction is made.
However, even if the nodal locations are known at some points in time, the uncertainty in
nodal locations increases due to node mobility, which results in loss of accuracy in the next
interference prediction. To solve this problem, localization methods should be considered to
reduce the location uncertainty in a real-time manner. Note that the real-time localization is
very challenging, since the the measurements should be updated timely.
This chapter studies the cooperative localization problem for mobile nodes, where the com-
munications and measurements can arrive in a completely asynchronous way. Different from
the previous works which highly rely on the synchronized time-slotted systems, the coopera-
tive localization framework we establish does not need any synchronization for the commu-
nication links and measurement processes in the entire wireless networks. The mobility of
nodes is modeled by the stochastic differential equation, which enables each node to utilize
the asynchronously received messages and measurements in the continuous-time domain. To
solve the cooperative localization problem, we first propose the centralized localization algo-
rithm based on the global information as the benchmark. Then, we rigorously prove when a
localization estimation with partial information has a small performance gap from the one with
global information. Finally, by applying this result at each node, the prior-cut algorithm is
designed to solve this asynchronous localization problem. Two cooperative localization case
studies (for mobile users and unmanned aerial vehicles, respectively) are presented to corrobo-
rate the effectiveness of the prior-cut algorithm in dealing with asynchronous communications
and measurements.
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This chapter is organized as follows. In Section 3.2, the system model (including node
mobility model and information exchanging model) is given, where the measurements and
communications are asynchronous. Then the cooperative localization framework is provided
and the cooperative localization problem is formulated in Section 3.3. In Section 3.4, we pro-
pose and analyze the centralized localization algorithm. Base on the analysis in Section 3.4,
we design the distributed prior-cut algorithm in Section 3.5. In Section 3.6, simulation results
are shown to illustrate the effectiveness of the distributed prior-cut algorithm, where two co-
operative localization case studies for the mobile users and UAVs are presented, respectively.
Finally, the concluding remarks are given in Section 3.7.
3.2 System Model
Consider a wireless network with I nodes. For each node i ∈ {1, . . . , I} =: I, its location
trajectory yi(t) follows a stochastic process {yi(t)}t∈T (T := R+) described by a state-space
model:
dxi(t) = fi(xi(t), t)dt + dβi(t), (3.1)
yi(t) = gi(xi(t)), (3.2)
where (3.1) and (3.2) are called the state equation and the location equation, respectively. The
state equation is a stochastic differential equation, and t ∈ T denotes the global time. xi(t) ∈
Xi =Rni stands for the location-related state (or system state) of node i, which can contain the
location, velocity, acceleration, etc. We assume the initial condition xi(0) for different i ∈ I
are mutually independent. The nonlinear map fi : Xi×T → Xi is the system function, and it
captures the key feature for how the system state evolves with time (a simple example is given
in Remark 3.1). {βi(t)}t∈T is a ni-dimensional Brownian motion with diffusion matrix Q¯i ∈
Rni×ni ,1 which describes the additive noise for state evolutions. We assume {βi(t)}t∈T (i ∈ I)
are mutually independent. The location equation determines the nodal location yi(t)∈Yi⊆Rd
(d ∈ {1,2,3}), where gi : Xi → Yi is the location function, which reflects the relationship
between the state and location. Note that if xi(t) refers to the location of the node i, then
gi(xi(t)) = xi(t) is the identity map.
Remark 3.1. A simple example for the mobility model described by (3.1) and (3.2) is a 1-
dimensional Brownian motion, where xi(t) gives the location of node i, and
fi(xi(t), t) = 0, gi(xi(t)) = xi(t), Q¯i = 1, i ∈ I. (3.3)
The initial condition is xi(0)∼N(0,1), i.e., it follows the standard Gaussian distribution. Thus,
1That means dβi(t) satisfies E[dβi(t)dβTi (t)] = Q¯idt.
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at each time t, the location yi(t) is a realization of yi(t) ∼ N(0, t + 1). Note that the Brown-
ian motion is a commonly used model for describing human mobilities in wireless networks
(see [35]). Our mobility model not only embraces the standard Brownian motion as a spe-
cial case but also describes more complicated and realistic mobilities [64], e.g., for UAVs in
Section 3.6.2.
For localization problems, location yi(t) is usually not obtainable by node i itself, except
for anchor nodes i ∈ A, where A is called the anchor set. For the other nodes i ∈ I \A =: L,
they are unable to get their locations yi(t), and we call them non-anchor nodes. Without loss of
generality, we set L = {1, . . . ,L} and A = {L+ 1, . . . , I}. We assume that anchor node a ∈ A
can accurately get its true state and location at any given time t ∈ T , which are labeled as
x∗a(t) and y∗a(t) = ga(x∗a(t)), respectively. Note that for each anchor node a ∈A, its state xa(t)
of (3.1) is degenerated to a deterministic vector; but for each non-anchor node l ∈ I \A=:L, it
does not know its exact state or location by itself, and the only way to estimate its own location
is to cooperate with other nodes.
In this work, the cooperation is based on exchanging two kinds of information: the direct
information (see Section 3.2.1) and the indirect information (see Section 3.2.2).
3.2.1 Direct information
The direct information exchanged between nodes is the distance-based measurements directly
taken by a node. For example, node i can take a measurement of the distance between node j
and node i by using the TOA or TDOA estimation. The detailed description is given as follows.
At time tmsi, j,k ∈ {tmsi, j,k ∈ T \{0} : k ∈ Kmsi, j ⊆Z+}=: T msi, j ( j ∈ I), node i ∈ I measures the
distance between nodes j and i via
zi, j(tmsi, j,k) = ‖yi(tmsi, j,k)− y j(tmsi, j,k)‖+ vi, j(tmsi, j,k). (3.4)
Equation (3.4) is called the measurement equation, and zi, j(tmsi, j,k) ∈ Zi, j ⊆R is called the mea-
surement i← j at time tmsi, j,k. Random variable vi, j(tmsi, j,k) represents the measurement noise and
the process {vi, j(tmsi, j,k)}k∈Kmsi, j is white2. The measurement equation in (3.4) is a general model
for a variety of distance-based measurement methods. The specific measurement method is not
the focus of this work. In this chapter, we assume that xi(0), {βi(t)}t∈T , and {vi, j(tmsi, j,k)}k∈Kmsi, j
are mutually independent. We can see that tmsi, j,k for different node i are not required to be
synchronous.
The assumption of taking internodal measurements is given as follows.
Assumption 3.1. No measurements are taken between any two anchor nodes.
2It means vi, j(tmsi, j,k) (t
ms
i, j,k ∈ T msi, j ) are mutually independent and have zero mean.
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Figure 3.1: Illustrations of direct information. There are 8 nodes in this network, where points a1,a2,a3
stand for the anchor nodes, and points l1, . . . , l5 denote the non-anchor nodes. The shaded circles with
dashed boundary are high probability regions (HPRs) for nodes l1, . . . , l5, where an HPR for a node is the
region that the true location falls in with high probability. For anchor nodes a1,a2,a3, they know their
own true locations. The straight arrows l1 → l5, a2 → l5, l4 → a1, a3 → l3, and a3 → l2 represent the
measurements zl5,l1(t
ms
l5,l1,3
), zl5,a2(t
ms
l5,a2,7
), za1,l4(t
ms
a1,l4,1
), zl3,a3(t
ms
l3,a3,2
), and zl2,a3(t
ms
l2,a3,5
) at time instants
tmsl5,l1,3, t
ms
l5,a2,7
, tmsa1,l4,1, t
ms
l4,l3,1
, tmsl3,a3,2, and t
ms
l2,a3,5
, respectively.
The measurements can be taken between two non-anchor nodes, or one non-anchor node
and one anchor node. However, for anchor nodes, since the states and the locations are exactly
known, there is no need to take measurements between anchor nodes. Thus, Assumption 3.1
is reasonable.
An example for measurements is given in Fig. 3.1.
For the internodal measurements, we provide some notations for the convenience of dis-
cussion in the rest of the chapter. At time t, the set of all the measurements i← j during
[0, t] is labeled as Zi, j[t] := {zi, j(tmsi, j,k) : tmsi, j,k ∈ T msi, j [t]}, where T msi, j [t] := T msi, j
⋂
[0, t], i.e.,
T msi, j [t] is the set of measurement time instants (in T msi, j ) within time window [0, t]. We de-
fine Zi[t] =:
⋃
j∈I Zi, j[t] which stands for the set of all the measurements i← ·, i.e., taken by
node i, during [0, t]. Furthermore, we define Z[t] :=
⋃
i∈I Zi[t] to represent the set of all the
measurements in the whole network within time window [0, t].
3.2.2 Indirect information
The indirect information refers to the messages exchanged between nodes. A message can
include the measurements and other information related to the nodal locations. For example,
after node i obtaining direct information zi, j(tmsi, j,k), it can transmit this measurement as a mes-
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Figure 3.2: Illustrations of broadcasting time.
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Figure 3.3: Illustrations of receiving time.
sage (indirect information) to other nodes. Node i can include its location information yi(tmsi, j,k)
as well to the message to help other nodes’ localization.
In this work, each non-anchor node l ∈ L transmits messages to other nodes by broad-
casting, where the broadcasting time instants are illustrated in Fig. 3.2. In this figure, mbcl,k
refers to message k ∈ Kbcl broadcasted by node l, and the broadcast starts from tstl,k and ends
at tetl,k. When receiving the broadcast messages, each node spends time to finish decoding and
get the message. This is illustrated in Fig. 3.3, where broadcast messages mbcl,1 and m
bc
l,2 are
received by node j 6= l ( j ∈ L) at time instants t j,l,1 and t j,l,2, respectively. For general cases,
at time trcl, j,k ∈ {trcl, j,k ∈ T : k ∈Krcl, j ⊆Z+}=: T rcl, j (l, j ∈ L), node l receives message mrcl, j(trcl, j,k)
from node j. Note that not all the broadcast message can be successfully received by node
l, because the communication channel is not always in good condition. We can see that this
communication framework does not need any synchronization.
Similar to Section 3.2.2, we give some notations for the indirect information. Mrcl, j[t] :=
{ml, j(trcl, j,k) : trcl, j,k ∈ T rcl, j [t]} denotes the set of all the messages received from node j within
time window [0, t], where T rcl, j [t] := T rcl, j
⋂
[0, t]. Mrcl [t] :=
⋃
j∈LMrcl, j[t] represents the set of all
the messages received by node l during [0, t].
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3.3 Cooperative Localization Framework and Design Prob-
lem
3.3.1 Cooperative Localization Framework
In this section, we describe the proposed cooperative localization framework and define the
localization design problem. We consider a practical scenario that each node l ∈ L does not
know when the next measurement zl, j(tmsl, j,k+1) ( j ∈ I) or the next message ml, j(trcl, j,k+1) ( j ∈
L) will come,3 and all the information one node can use is the received measurements and
messages at hand.
To conduct the cooperative localization, all the nodes (including both anchor nodes and
non-anchor nodes) work cooperatively.
3.3.1.1 Anchor nodes
• For each anchor node a ∈ A, it can take measurement from non-anchor node l ∈ L, say
za,l(tmsa,l,k). After taking this measurement, it transmits its state x
∗
a(t
ms
a,l,k) as well as the
measurement za,l(tmsa,l,k) to node l immediately.
• For each anchor node a ∈ A, it can be measured by non-anchor node l ∈ L,4 and we
label the corresponding measurement as zl,a(tmsl,a,k). When anchor node a realizes that it
is being measured, it sends its state x∗a(tmsl,a,k) to node l at once.
Assumption 3.2. The time spent on transmission for za,l(tmsa,l,k), x
∗
a(t
ms
a,l,k) and x
∗
a(t
ms
l,a,k) can be
neglected.
Since the anchor state x∗a(tmsa,l,k) or x
∗
a(t
ms
l,a,k) just contains one node’s information, and
za,l(tmsa,l,k) is merely a one-dimensional number, the transmission can be completed timely.
Hence, Assumption 3.2 is appropriate.
Similar to Section 3.2.1 and Section 3.2.2, we provide some notations for the sets of re-
ceived anchor states. For non-anchor node l, the set of all the received anchor states from
anchor node a during [0, t] is
Wl,a[t] := {xa(tmsl,a,k) : tmsl,a,k ∈ T msl,a [t]}
⋃
{xa(tmsa,l,k) : tmsa,l,k ∈ T msa,l [t]},
where T msl,a [t] and T msa,l [t] correspond to the sets of measurement times (see Section 3.2.1),
since the anchor states are sent when anchor node a takes measurements or is measured. We
define Wl [t] :=
⋃
a∈AWl,a[t] as the set of all the received anchor states within time window
3One reason for it is that the measurement/meassge cannot be always successfully taken/received.
4That means the distance between nodes a and l is measured by node l.
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Figure 3.4: Illustrations of cooperative localization at non-anchor node l ∈ L. The triangles, circles,
and squares represent the measurements, anchor states, and messages, respectively. Note that at time t,
node l utilizes the information from Zl [t], Wl [t], and Ml [t] to estimate the location yl(t).
[0, t]. Furthermore, W [t] :=
⋃
l∈LWl [t] stands for the set of all the received anchor states in
the whole network.
3.3.1.2 Non-anchor nodes
For each non-anchor node l ∈ L, it wants to estimate its location yl(t) for the current time
instant t with the help of the other nodes. This is called the cooperative localization, which is
briefly illustrated in Fig. 3.4.
From Fig. 3.4, we can see that all the information a non-anchor node l ∈ L can obtain
by time instant t is from Zl [t], Wl [t], and Ml [t], and we call it the external information. As
a results, different cooperative localization algorithms are indeed based on utilizing different
parts of the external information.
3.3.2 Cooperative Localization Design Problem
To give a formal description of the cooperative localization problem, we need to introduce a
concept – local probability, which is given as follows. Let X(t) :=
[
xT1 (t), . . . ,x
T
L(t)
]T, i.e.,
the vector of all non-anchor nodes’ states at time t. For the simplicity of analysis, we rewrite
X(t) as
[
xTl (t)
]T
l∈L. Hence, a sub-vector of X(t) with part of non-anchor nodes can be simply
expressed as
[
xTl (t)
]T
l∈L¯ =: X¯(t), where L¯ ⊆ L. Due to the limited communication band-
width, global information X(t) can hardly be exchanged among all non-anchor nodes. As a
result, each non-anchor node l ∈ L at time t ∈ T can only know a portion of the global infor-
mation as denoted by X¯l(t) based on its received measurements and messages during [0, t],
where the subscript l is employed to distinguish the different sub-vectors X¯(t) for different
non-anchor nodes. In this chapter, the inference of X¯l(t) refers to deduce the conditional prob-
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ability p(X¯l(t)|Zl [t],Wl [t],Ml [t]) which is conditioned on the received measurements, anchor
states, and messages. Since the storage and computational capability of node l are limited, it is
impossible to utilize all the information from Zl [t], Wl [t], and Ml [t] when t goes to sufficiently
large.5 That means only a portion of Zl [t], Wl [t], and Ml [t] can be utilized to infer X¯l(t) at node
l. To represent this “local” inference of X¯l(t), we use the notation pˆl(X¯l(t)|Zl [t],Wl [t],Ml [t])
[called the local probability of X¯l(t)], where pˆl(·) means it is deduced from the perspective
of node l, and the local probability must be properly designed at node l to largely approxi-
mate p(X¯l(t)|Zl [t],Wl [t],Ml [t]). As a special case of local probabilities, the initial condition
of non-anchor node l is pˆl(xl(0)) which reflects the initial guess of state xl(0) and is only
known to node i itself, while the initial condition pˆl(x j(0)) is not available (undefined) for
other node j 6= l (where j ∈ L). Note that local probabilities are the first part to be designed in
our cooperative localization algorithm.
With local probabilities, we can define the local location estimation yˆl(t) from the perspec-
tive of non-anchor nodes l ∈ L as follows:
yˆl(t) = Eˆ
X¯l(t)
yl(t)
[yl(t)|Zl [t],Wl [t],Ml [t]] :=
∫
X¯l(t)
gl(xl(t)) pˆl(X¯l(t)|Zl [t],Wl [t],Ml [t])dX¯l(t),
(3.5)
where the superscript X¯l(t) of Eˆ[·] means the estimation is based on the local probability of
X¯l(t), and X¯l(t) 3 X¯l(t) is the support of X¯l(t). In this chapter, we assume∫
X¯l(t)
‖gl(xl(t))‖ pˆl(X¯l(t)|Zl [t],Wl [t],Ml [t])dX¯l(t) < ∞. (3.6)
The second part to be designed is what to exchange between different nodes, i.e., designing
the broadcast messages. The broadcast messages can include the measurements and local
probabilities from other nodes, or any useful information for location estimation. Note that
whether these messages are successfully transmitted is dependent on the physical layer and the
MAC layer of the network which are considered in Section 3.6.
Now, it is readily to formally introduce the cooperative localization problem.
Problem 3.1 (Cooperative Localization). At time t, each non-anchor node l ∈ L calculates
the location estimation yˆl(t) by (3.5), where the prior pˆ(xl(0)), the measurement set Zl [t], the
anchor state set Wl [t], and the message set Ml [t] are known to node l. With the help of anchor
nodes (see Section 3.3.1.1), a cooperative localization algorithm for each non-anchor node l is
to:
i) design the local probability pˆl(X¯l(t)|Zl [t],Wl [t],Ml [t]) at node l ∈ L;
ii) design the broadcast message mbcl,k (k ∈ Kbcl ) for each node l ∈ L;
5One important reason is that the Markov property cannot be guaranteed when the information is collected in a
distributed manner.
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such that the mean squared error E‖yˆl(t)− yl(t)‖2 is minimized at each t ∈ T .
If we do not consider the communication constraints, the local probability at each non-
anchor node l ∈ L will become
pˆl(X¯l(t)|Zl [t],Wl [t],Ml [t]) = p(X(t)|Z[t],W [t]), (3.7)
i.e., it contains the global information since ideal communications can make Z[t] and W [t]
known to every non-anchor node. In this case, the solution to the cooperative localization in
Problem 3.1 is equivalent to run the centralized localization algorithm at each non-anchor node
where the global information can be always obtained in estimating locations. This centralized
algorithm is given in Lemma 3.1 in Section 3.4.1. Note that the centralized algorithm can
serves as a benchmark for distributed algorithms in which the communication constraints are
considered.
Since the optimal solution to Problem 3.1 is hard to derive when communications con-
straints are considered, in this work, we are aim to find a suboptimal solution to Problem 3.1
by analyzing the performance gap between the distributed and centralized algorithms. The
analysis of performance gap is given in Section 3.4, and the distributed algorithm is proposed
in Section 3.5.
3.4 Inspiration From Centralized Localization
In this section, we propose a centralized localization algorithm, as a benchmark for distributed
algorithms, which can utilize all the states of nodes and all the measurements in the whole
network (see Section 3.4.1), and then show that the centralized localization algorithm has a
key property which is very helpful in the designs of cooperative algorithms (see Section 3.4.2).
3.4.1 Centralized Localization Algorithm
The centralized localization algorithm is to derive the location estimation in a centralized man-
ner. That means the set of all measurements Z[t] = Z[tmsk ] and the set of all anchor states W [t] =
W [tmsk ] in this network are used, where t
ms
k is the largest time instant in T ms :=
⋃
i, j∈I T msi, j sat-
isfying t ≥ tmsk .6 The centralized location estimation yˆ∗l (t) is given by
yˆ∗l (t) = Eyl(t)[yl(t)|Z[tmsk ],W [tmsk ]] =
∫
X
gl(xl(t))p(X(t)|Z[tmsk ],W [tmsk ])dX(t), (3.8)
6The subscript k in tmsk means that t
ms
k is the k
th smallest element in T ms.
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where l ∈ L and X(t) ∈ X . In this work, we assume∫
X
‖gl(xl(t))‖p(X(t)|Z[tmsk ],W [tmsk ])dX(t) < ∞. (3.9)
The centralized algorithm can be implemented in the recursive Bayesian filtering framework
as shown in Lemma 3.1.
Lemma 3.1 (Centralized Localization Algorithm). At time instant t, the estimated location
yˆ∗l (t) for non-anchor node l ∈L is calculated by (3.8), where p(X(t)|Z[tmsk ],W [tmsk ]) is derived
by ∫
X
p(X(t)|X(tmsk ))p(X(tmsk )|Z[tmsk ],W [tmsk ])dX(tmsk ), (3.10)
in which p(X(tmsk )|Z[tmsk ]) is computed by the following recursive equations:
• Initialization. The recursion starts from the prior distribution p(X(0)) =∏l∈L pˆl(xl(0)).
• Prediction. At time instant tmsk ∈ T ms, the prior distribution p(X(tmsk )|Z[tmsk−1],W [tmsk−1])
is derived by the Chapman-Kolmogorov equation∫
X
p(X(tmsk )|X(tmsk−1))p(X(tmsk−1)|Z[tmsk−1],W [tmsk−1])dX(tmsk−1), (3.11)
where tms0 := 0 and p(X(0)|Z[0],W [0]) := p(X(0)).
• Update. Given the measurement set and the received anchor state set at tmsk , i.e., Z(tmsk ) :=
Z[tmsk ] \Z[tmsk−1] and W (tmsk ) :=W [tmsk ] \W [tmsk−1], respectively, the posterior distribution
p(X(tmsk )|Z[tmsk ],W [tmsk ]) can be computed by
p(Z(tmsk )|X(tmsk ),W (tmsk ))p(X(tmsk )|Z[tmsk−1],W [tmsk−1])∫
X p(Z(t
ms
k )|X(tmsk ),W (tmsk ))p(X(tmsk )|Z[tmsk−1],W [tmsk−1])dX(tmsk )
, (3.12)
where the likelihood function p(Z(tmsk )|X(tmsk ),W (tmsk )) is derived from the measure-
ment equation (3.4).
Proof: See Appendix B.1. 
Remark 3.2. In Lemma 3.1, all the probabilities are defined except for p(X(t)|X(tmsk )) in (3.10)
and p(X(tmsk )|X(tmsk−1)) in (3.11). These two probabilities can be derived by solving the well-
known Fokker-Planck equation (see Chapter 4.9 in [16]) of the group of state equations (3.1)
for l ∈L, when the system function is linear w.r.t. the system state xl(t). If the system function
is nonlinear, solving the Fokker-Planck equation is difficult, but we can numerically solve the
state equations with different initial values instead.7 These solutions can work as the propa-
gated sigma points in Gaussian filters [18, 77], or the particles in particle filters [78, 79].
7For example, we can use the Euler-Maruyama method or high-order methods [76, 77, 78, 79] to solve the state
equations with initial values at tmsk for deriving p(X(t)|X(tmsk )).
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From Lemma 3.1, we can see that when new measurements come, the algorithm should
make the prediction [through (3.11)] and update [through (3.12)] to derive the posterior distri-
bution p(X(tmsk )|Z[tmsk ],W [tmsk ]). Thus, the distribution p(X(t)|Z[t],W [t]) is derived by (3.10),
and the estimated location is yˆ∗l (t) is calculated by (3.8).
It is, Z(tmsk ), the set of all the new measurements who updates the estimated location
yˆ∗l (t) = Eyl(t)[yl(t)|Z[t],W [t]]. However, not all the new measurements and system states
have notable contributions to the estimated location. Actually, we can utilize part of the mea-
surements and the states without losing too much performance of location estimation. This
property will be analyzed comprehensively in Section 3.4.2, and we stress that it plays a piv-
otal role in designing a cooperative localization algorithm, since not all the non-anchor nodes
need to know all the new measurements and the states as the centralized algorithm does.
3.4.2 Estimation Gap Under Partial Information
In this subsection, we analyze the performance gap between the centralized location estima-
tion and the location estimation when the information of measurements and anchor states is
partially known (see Theorem 3.1), which plays a pivotal role in designing the cooperative
localization algorithms.
Recall that the centralized location estimationEyl(t)[yl(t)|Z[tmsk ],W [tmsk ]] is defined in (3.8).
For the location estimation with partial information at tmsk , it has the following form
E
X¯(t)
yl(t)
[yl(t)|Z[tmsk−1], Z¯(tmsk ),W [tmsk−1],W¯ (tmsk )] =∫
X¯ (t)
gl(xl(t))p(X¯(t)|Z[tmsk−1], Z¯(tmsk ),W [tmsk−1],W¯ (tmsk ))dX¯(t), (3.13)
where Z¯(tmsk ) and W¯ (t
ms
k ) are the partial known measurement set and anchor set, respectively.
Thus, the estimation gap is define as follows∥∥∥Eyl(t)[yl(t)|Z[tmsk ],W [tmsk ]]−EX¯(t)yl(t)[yl(t)|Z[tmsk−1], Z¯(tmsk ),W [tmsk−1],W¯ (tmsk )]∥∥∥ . (3.14)
We can see that the smaller the estimation gap is, the closer the location estimation with partial
information to the centralized location estimation will be.
Before analyzing the estimation gap, we propose two important concepts: the measurement
graph and the measurement cluster, which are given in Definition 3.1.
Definition 3.1 (Measurement Graph and Measurement Cluster). At time instant tmsk , directed
graph Gmsk :=
(V(Z(tmsk )),E(Z(tmsk ))) is the measurement graph, where vertex set V(Z(tmsk ))
represents the set of nodes directly related to the measurements in Z(tmsk ), and has the following
form
V(Z(tmsk )) := {i : zi, j(tmsk ) ∈ Z(tmsk )∨ z j,i(tmsk ) ∈ Z(tmsk )}, (3.15)
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Figure 3.5: Illustration of measurement graph and measurement cluster. We continue using the
network in Fig. 3.1, where tms19 = t
ms
l5,l1,3
= tmsl5,a2,7 = t
ms
a1,l4,1
. The measurement graph is Gms19 =
({a1,a2, l1, l4, l5},{(l4,a1), (l1, l5), (a2, l5)}). Note that nodes a3, l2, and l3 are not included, since their
corresponding measurement times are not equal to tms19 . In Gms19 , there are two measurement clusters, i.e.,
Cms19,1 = ({a1, l4},{(l4,a1)}) and Cms19,2 = ({a2, l1, l5},{(a2, l5), (l1, l5)}).
in which ∨ is the logical “or”; and edge set E(Z(tmsk )) records the pairs of node related to the
measurements which is
E(Z(tmsk )) := {( j, i) : zi, j(tmsk ) ∈ Z(tmsk )∨ z j,i(tmsk ) ∈ Z(tmsk )}. (3.16)
The measurement clusters are the connected components8 of Gmsk when ignoring the direction
of all the edges. We label the measurement clusters as Cmsr,k , where r ∈ {1, . . . ,Rk}=:Rk.
Remark 3.3. The measurement graph tells which nodes are related to the considered mea-
surements (i.e., vertices), and how the measurements connect to these nodes (i.e., edges). An
example of the measurement graph is given in Fig. 3.5, where we use the same network as that
in Fig. 3.1. The vertices of Gms19 are {a1,a2, l1, l4, l5} and the edges are {(l4,a1), (l1, l5), (a2, l5)}.
Note that edge (i, j) corresponds to the measurement z j,i(tms19 ).
In terms of the measurement clusters, they reflect which nodes are directly connected by
the measurements. Between any two clusters, there are no nodes linked by the measurements.
From Fig. 3.5, we can see that the measurement graph Gms19 contains two disjoint subgraphs
({a1, l4},{(l4,a1)}) and ({a2, l1, l5},{(a2, l5), (l1, l5)}) which are exactly the measurement
clusters Cms19,1 and Cms19,2, respectively.
With the measurement graph and measurement cluster, we define the admissible measurement-
state (AMS) triple as follows.
8A formal definition of connected component for an undirected graph is from [80] that: A path is a sequence
of vertices where there is an edge connecting each vertex to the next vertex in the path. If there exists a path from
vertex u to w, then we say that vertex w is reachable from vertex u. A connected component is a group of vertices
in an undirected graph that are reachable from one another.
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Definition 3.2 (AMS Triple). Let Z¯(tmsk ) ⊆ Z(tmsk ), W¯ (tmsk ) ⊆W (tmsk ), and X¯(tmsk ) ⊆ X(tmsk ).
The measurement-state triple 〈Z¯(tmsk ), X¯(tmsk ),W¯ (tmsk )〉 is admissible, if the following three
conditions hold:
(V(Z¯(tmsk )),E(Z¯(tmsk ))) =
⋃
r∈R′k
Cmsk,r , (3.17)
V(Z¯(tmsk ))
⋂
L ⊆ LX¯(tmsk ) ⊆ L\V(Z˘(t
ms
k )), (3.18)
V(Z¯(tmsk ))
⋂
A⊆AW (tmsk ) ⊆A\V(Z˘(t
ms
k )), (3.19)
whereR′k ⊆Rk, Z˘(tmsk ) = Z(tmsk ) \ Z¯(tmsk ), LX¯(tmsk ) := {l : xl(tmsk ) ∈ X¯(tmsk )},9 and AW¯ (tmsk ) :=
{a : xa(tmsk ) ∈ W¯ (tmsk )}.
Remark 3.4. The AMS triple contains three elements. The first one is the measurement set
Z¯(tmsk ) which satisfies condition (3.17). This condition tells that graph (V(Z¯(tmsk )),E(Z¯(tmsk )))
is exactly the union of connected components of graph Gmsk . That means any node linked by
Z¯(tmsk ) cannot be connected by any other measurements in Z(t
ms
k ). For example, in Fig. 3.5,
Z¯(tms19 ) can be {za1,l4(tms19 )}, {zl5,l1(tms19 ),zl5,a2(tms19 )}, or {za1,l4(tms19 ),zl5,l1(tms19 ),zl5,a2(tms19 )}.
The second element is the state set X¯(tmsk ) which satisfies condition (3.18). This condition
states that the set of non-anchor nodesLX¯(tmsk ) must contain non-anchor node set V(Z¯(tmsk ))
⋂L
and must be contained in non-anchor node set L\V(Z˘(tmsk )). That means non-anchor node
set LX¯(tmsk ) must contain the non-anchor nodes linked by Z¯(tmsk ), and cannot be associated with
other measurements [i.e., measurements in Z˘(tmsk )]. For example, in Fig. 3.5, if Z¯(t
ms
19 ) =
{za1,l4(tms19 )}, then a valid X¯(tmsk ) can be {xl3(tmsk ),xl4(tmsk )}, since condition (3.18) holds, i.e.,
V(Z¯(tms19 ))
⋂
L= {l4} ⊆ LX¯(tmsk ) = {l3, l4} ⊆ L\V(Z˘(t
ms
19 )) = {l2, l3, l4}. (3.20)
However, for t ∈ (tms19 , tms20 ], state set {xl2(tmsk )} is not a valid X¯(tmsk ), since V(Z¯(tms19 ))
⋂L 6⊆
LX¯(tmsk ) [i.e., {l2} does not contain any non-anchor node linked by Z¯(tms19 )]. Also, state set
{xl1(tmsk ),xl3(tmsk )} is not a valid X¯(tmsk ), sinceLX¯(tmsk ) 6⊆ L\V(Z˘(tms19 )) [i.e., {xl1(tmsk ),xl3(tmsk )}
is associated with measurement zl5,l1(t
ms
19 ) 6∈ Z¯(tms19 ))].
The third element is the anchor state set W¯ (tmsk ) satisfying condition (3.19). It says that
anchor set AW (tmsk ) should include anchor set V(Z¯(tmsk ))
⋂A. This implies any anchor node
associated with measurements in Z¯(tmsk ) must be in setAW (tmsk ). For example, in Fig. 3.5, if we
choose Z¯(tms19 ) = {za1,l4(tms19 )}, then a valid W (tmsk ) can be {a1} or {a1,a3}, since it contains
V(Z¯(tms19 ))
⋂A= {a1} and is included in A\V(Z˘(tms19 )) = {a1,a3}.
Given prior p(X(tmsk )|Z[tmsk−1],W [tmsk−1]), each AMS triple determines a prior cut
p(X¯(tmsk )|Z[tmsk−1],W [tmsk−1])p(X˘(tmsk )|Z[tmsk−1],W [tmsk−1]), (3.21)
9Strictly speaking, LX¯(tmsk ) refers to the set of nodes such that [xl(tmsk )]l∈LX¯(tmsk ) .
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where X˘(tmsk ) =
[
xTj (t
ms
k )
]T
j∈LX(tmsk )\LX¯(tmsk )
. In (3.21), the first term and the second term are
called the related sub-prior and unrelated sub-prior, respectively. The cut gap is defined as
‖p(X(tmsk )|Z[tmsk−1],W [tmsk−1])− p(X¯(tmsk )|Z[tmsk−1],W [tmsk−1])p(X˘(tmsk )|Z[tmsk−1],W [tmsk−1])‖∞,
(3.22)
which measures the independence between the prior and prior cut. If the cut gap is small, then
X¯(tmsk ) and X˘(t
ms
k ) tend to be independent of each other; and if the cut gap is zero, then they
are independent. Theorem 3.1 says that the estimation gap defined in (3.14) is continuous with
the cut gap, if the following two conditions are satisfied∫
X
∥∥∥Exl(t)[gl(xl(t))|xl(tmsk )]∥∥∥ p(Z(tmsk )|X(tmsk ),W (tmsk ))dX(tmsk ) < ∞, (3.23)∫
X
p(Z(tmsk )|X(tmsk ),W (tmsk ))dX(tmsk ) < ∞, (3.24)
where
Exl(t)[gl(xl(t))|xl(tmsk )] =
∫
Xl
g(xl(t))p(xl(t)|xl(tmsk ))dxl(t). (3.25)
Theorem 3.1 (Continuity of Estimation Gap). Let 〈Z¯(tmsk ), X¯(tmsk ),W¯ (tmsk )〉 be an AMS triple,
and conditions (3.23) and (3.24) are satisfied. For node l ∈LX¯(tmsk ) =LX¯(t), ∀ε > 0, there exists
a δ > 0 such that if the cut gap defined in (3.22) is not greater than δ , the the estimation gap
defined in (3.14) is not greater than ε .
Proof: See Appendix B.2. 
Remark 3.5 (Implications from the Key Property in Theorem 3.1). Theorem 3.1 provides an
important implication for designing cooperative localization algorithms that: If the cut gap is
small (i.e., the two sub-priors in (3.21) are nearly independent of each other), then the estima-
tion gap in each node l ∈ LX¯(t) is also small. Also, it means the related nodes should share
their information to estimate their locations cooperatively.
3.5 Distributed Prior-Cut Algorithm
In this section, we propose a cooperative localization algorithm termed the distributed prior-cut
algorithm, where the prior refers to the local prior defined in Definition 3.3.
Before defining the local prior and posterior, we illustrate that in the distributed prior-cut al-
gorithm, the local probability pˆl(X¯l(t)|Zl [t],Wl [t],Ml [t]) is actually with the form pˆl(X¯l(t)|Z¯[t],W¯ [t]),
where Z¯[t] ⊆ Z[t] and W¯ [t] ⊆W [t]. This is because, in the distributed prior-cut algorithm, the
received messages during [0, t] contain the information of the measurements and anchor states
from other non-anchor nodes (see Section 3.5.4).
Definition 3.3 (Local Prior and Posterior). For the local probability pˆl(X¯l(t)|Z¯[t],W¯ [t]):
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• If all the measurements in Z¯[t] are within the time window [0, t), i.e., not including t,
then we label this measurement set as Z¯a[t]. Similarly, W¯ a[t] represents the anchor state
set whose elements are within [0, t). We call pˆl(X¯l(t)|Z¯a[t],W¯ a[t]) as the local prior.
• If at least one measurement in Z¯[t] is at time instant t, then we label this measurement
set as Z¯b[t]. Likewise, W¯ b[t] stands for the anchor state set which contains at least one
anchor state at time instant t. We call pˆl(X¯l(t)|Z¯b[t],W¯ b[t]) as the local posterior.
3.5.1 Methodology
This subsection gives the main ideas of designing the distributed prior-cut algorithm mainly
based on the main property (which is given in Theorem 3.1 and explained in Remark 3.5)
derived in Section 3.4.2.
Firstly, the broadcast-message design in Section 3.2 is beneficial to the information sharing,
since the information in one node is potentially useful for all nodes. Specifically, the more
one node knows, the closer its local localization algorithm to the centralized algorithm (see
Lemma 3.1) will be.
However, if all the nodes broadcast all their information without proper reduction, then the
communication cost would be very large and cannot be afforded by a wireless communication
network. Theorem 3.1 (see also Remark 3.5) provides an effective resolution to this problem:
every node only needs to consider and transmit the messages related to the AMS triple (see
Definition 3.2) with a small cut gap [defined in (3.22)]. It should be noted that the AMS triple
used in each node is similar to the analysis in Section 3.4.2 but based on the local information
in each node, since the global information is usually unable to be accessed.
3.5.2 Algorithm Structure
In this subsection, we propose the structure of the distributed prior-cut algorithm. The main
ideas are:
• Each non-anchor node l ∈ L contains a database Bl(t) which contains all the knowledge
on the whole network from the perspective of node l.
• After receiving measurements, anchor states, or messages, each non-anchor node l up-
dates its database Bl(t) through these newly arrived information.
• Based on the newly updated database Bl(t), the broadcast messages are properly de-
signed.
• Based on the newly updated database, each non-anchor node l estimates its location
continuously10.
10Practically, the update of estimated location depends on the clock of the onboard chip.
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We can see that the database Bl(t) plays a pivotal role in our algorithm.
Now, we begin to propose the structure for the cooperative localization algorithm, which
is given in Algorithm 3.1.
Algorithm 3.1 Cooperative Localization Algorithm of Non-anchor Node l
1: Initialization: pˆl(xl(0)).
2: loop
3: if Zl(t) 6= /0 ||Wl(t) 6= /0 ||Ml(t) 6= /0 then
4: Update the database Bl(t);
5: Design broadcast messages;
6: end if
7: Calculate pˆl(X¯l(t)|Zl [t],Wl [t],Ml [t]);
8: Estimate yˆl(t) by using (3.5);
9: end loop
In Algorithm 3.1, the initialization gives the local probability pˆl(xl(0)) for non-anchor
node l. Recall that at time t = 0, non-anchor node l does not know pˆ j(x j(0)) from any other
nodes j 6= l in L (see Problem 3.1). Line 3 is a condition to trigger the database update and
the broadcast message design (see Lines 4 and 5, respectively). For Line 7, it calculates the
local probability of X¯l(t) based on the database Bl(t). Then, Line 8 gives the local estimated
location yˆl(t).
Above completes the description of the structure of the cooperative localization. Note that
the parts to be design are Lines 4 and 5 in Algorithm 3.1.
3.5.3 Database Structure
Recall that for each non-anchor node l ∈ L, the database is updated after taking measure-
ments, anchor states or messages (see Section 3.5.2), and thus it just makes changes at time
instants tupdl,k ∈ T updl := T msl
⋃T acl ⋃T rcl , where T msl := ⋃ j∈I T msl, j , T acl := ⋃a∈AT msa,l , and
T rcl :=
⋃
j∈LT rcl, j are the time sets of measurements, anchor measurements, and messages, re-
spectively. At any given time instant t, there is the largest tupdl,k ∈ T updl satisfying t ≥ tupdl,k . Then,
the database Bl(t) (l ∈ L) has the following form:
Bl(t) = Bl(tupdl,k ), tupdl,k = maxT updl
⋂
[0, t], (3.26)
which means the database keep unchanged before the next update time tupdl,k+1. Thus, we just
need to focus on Bl(tupdl,k ) =: Bl,k.
For Bl,k, it contains the local priors and posteriors (see Definition 3.3), local measurement
sets, and local anchor state sets over time window [0, tupdl,k ]. The detailed descriptions are given
as follows.
For the local priors, they have the following form
pˆal,k(t
db,a
l,k,s ) := pˆl(X
db,a
l,k (t
db,a
l,k,s )|Zdb,al,k [tdb,al,k,s ],W db,al,k [tdb,al,k,s ]), tdb,al,k,s ∈ T db,al,k , (3.27)
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where LXdb,al,k (tdb,al,k,s ) ⊆ L represents the local prior node set, and Z
db,a
l,k [t
db,a
l,k,s ] ⊆ Z[tdb,al,k,s ] is the local
prior measurement set, and W db,al,k [t
db,a
l,k,s ] ⊆ Z[tdb,al,k,s ] is the local prior anchor state set.
Similarly, for the local posteriors, they have the following form
pˆbl,k(t
db,b
l,k,s ) := pˆl(X
db,b
l,k (t
db,b
l,k,s )|Zdb,bl,k [tdb,bl,k,s ],W db,bl,k [tdb,bl,k,s ]), tdb,bl,k,s ∈ T db,bl,k , (3.28)
where LXdb,bl,k (tdb,bl,k,s ) ⊆ L, Z
db,b
l,k [t
db,b
l,k,s ] ⊆ Z[tupdl,k ], and W db,bl,k [tdb,bl,k,s ] ⊆ Z[tupdl,k ] are the local posterior
node set, local posterior measurement set, and local posterior anchor state set, respectively.
For local measurement sets, they not only refer to those measurements taken by node l, but
also include the measurements between other nodes which are obtained by received messages
or anchor measurements. We label the measurement set in database Bl,k as
Zdb,msl,k (t
db,ms
l,k,s ) 3 zi, j(tdb,msl,k,s ), tdb,msl,k,s ∈ T db,msl,k , (3.29)
where i, j ∈ I, and the local measurement set Zdb,msl,k (tdb,msl,k,s ) is a subset of the measurement set
Z(tdb,msl,k,s ).
Similarly, for local anchor state sets, they not only refer to those only related to node l,
but also contain the anchor states associated with other nodes. We label the anchor state set in
database Bl,k as
W db,msl,k (t
db,ms
l,k,s ) 3 xa(tdb,msl,k,s ), tdb,msl,k,s ∈ T db,msl,k . (3.30)
For a clearer description of the database, we label
T dbl,k = T db,al,k
⋃
T db,bl,k
⋃
T db,msl,k (3.31)
as the local timeline in database Bl,k. At each time tdbl,k,s ∈ T dbl,k , we use a quadruple to contain
the local prior, posterior, measurement set, and anchor state set, i.e.,
bl,k(tdbl,k,s) =
〈
pˆal,k(t
db
l,k,s), pˆ
b
l,k(t
db
l,k,s),Z
db,ms
l,k (t
db
l,k,s),W
db,ms
l,k (t
db
l,k,s)
〉
. (3.32)
If at tdbl,k,s, there is no prior or posterior, then the prior or posterior is undefined. Likewise, if at
tdbl,k,s, the measurement or anchor state set does not exist, then it is empty. To sum up, Bl,k has
the following structure:
Bl,k =
{
bl,k(tdbl,k,s) : t
db
l,k,s ∈ T dbl,k
}
. (3.33)
3.5.4 Broadcast Message
In the distributed prior-cut algorithm, only local priors, measurement sets, and anchor state
sets are transmitted. Thus, the broadcast messages does not include any local posterior from
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the database. To be more specific, each broadcast message has the following form
mbcl,k =
{
bbcl,k(t) : t ∈ T¯ dbl,k
}
, (3.34)
where bbcl,k(t) =
〈
pˆal,k(t),Z
db,ms
l,k (t),W
db,ms
l,k (t)
〉
. Also, T¯ dbl,k ⊆T dbl,k such that bl,k(tdbl,k,s) 6= bl,k−1(tdbl,k,s).
That means each mbcl,k only contains the information different from that in the previous database.
3.5.5 Received Message
Since not all the parts of a broadcast message can be successfully received, the received mes-
sage is a part of the broadcast message. Recall that at trcl, j,k, node l receives message m
rc
l, j(t
rc
l, j,k)
from node j (see Section 3.2). To unify the time index, we still consider the time index tupdl,k ,
since T rcl ⊆ T updl (see Section 3.5.3). At tupdl,k , if node l receives message from node j, then we
label it as
mrcl, j(t
upd
l,k ) = {µ rcl, j(tmgl, j,k,s) : tmgl, j,k,s ∈ T mgl, j,k}, (3.35)
where µ rcl, j(t
mg
l, j,k,s) is a triple containing the local prior, measurement set, and anchor state set
from non-anchor node j, i.e.,
µ rcl, j(t
mg
l, j,k,s) =
〈
pˆaj,k′(t
mg
l, j,k,s),Z
mg,ms
j,k′ (t
mg
l, j,k,s),W
mg,ms
j,k′ (t
mg
l, j,k,s)
〉
, (3.36)
where pˆaj,k′(t
mg
l, j,k,s) = pˆ j(X
db,a
j,k′ (t
mg
l, j,k,s)|Zdb,aj,k′ [tmgl, j,k,s],W db,aj,k′ [tmgl, j,k,s]).11
We define Mrcl, j(t
upd
l,k ) := {mrcl, j(tupdl,k )}, and let Mrci (tupdl,k ) :=
⋃
j∈I Mrcl, j(t
upd
l,k ), and also set
T mgl,k =
⋃
j∈I T mgl, j,k. Then, it is readily to design the database update in Section 3.5.6.
3.5.6 Database Update
At each time instant tupdl,k , the database of each non-anchor node l ∈ L is updated from Bl,k−1
to Bl,k by the newly arrived measurements, anchor states, or messages, which is Zl(tupdl,k ) :=⋃
j∈I Zl, j(t
upd
l,k ), Wl(t
upd
l,k ) :=
⋃
a∈AWl,a(t
upd
l,k ) or M
rc
i (t
upd
l,k ), respectively. The database update
refreshes the local timeline [see (3.31)], measurement set, anchor state set, prior, and posterior,
respectively.
We provide the local timeline update first, since it is the foundation of the other updates.
Due to the limited computational capability and the storage space, Bl,k cannot include every
information in the past, especially when k goes large. We use Nmaxl , the largest number of time
instants to constrain the size of Bl,k, which means the total number of time instants included
in the database cannot exceed this number. As a result, the updated timeline T dbl,k [see (3.31)]
11The local prior, measurement set, and anchor state set correspond to those in (3.27), (3.29), and (3.30), respec-
tively.
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contains Nmaxl most recent time instants in time set T alll,k defined as follows
T alll,k :=
T dbl,k−1
⋃{tupdl,k }⋃ T¯ mgl,k , if Zl(tupdl,k ) 6= /0 or Wl(tupdl,k ) 6= /0,
T dbl,k−1
⋃ T¯ mgl,k , otherwise, (3.37)
where T¯ mgl,k is the subset of T mgl,k satisfying at least one of the following three conditions:
1) ∀tmgl, j,k,s ∈ T¯ mgl,k , LXdb,aj,k′ (tmgl, j,k,s)
⋂LXdb,al,k (maxT dbl,k−1) 6= /0;
2) ∀tmgl, j,k,s ∈ T¯ mgl,k , V(Zmg,msj,k′ (tmgl, j,k,s))
⋂LXdb,al,k (maxT dbl,k−1) 6= /0;
3) #LXdb,al,k (maxT dbl,k−1) ≤ L
max
l .
Condition 1) tells that for each time instant tmgl, j,k,s in T¯ mgl,k , the corresponding local node set
LXdb,aj,k′ (tmgl, j,k,s) in pˆ
a
j,k′(t
mg
l, j,k,s) from a received message must has a non-empty intersection with
LXdb,al,k (maxT dbl,k−1) in node l’s database. It implies that we should utilize those messages whose
local prior is related to the most recent local prior in the previous database. Similarly, Condi-
tion 2) means we should consider those messages whose measurement set is correlated to the
most recent local prior in the previous database. Condition 3) says that if the number of nodes
stored in the previous database is smaller than a level Lmaxl ,
12 the received message should be
unconditionally included in the database update. Above complete the description of timeline
update. For the other updates, they are given in Algorithm 3.2.
In Algorithm 3.2, the database Bl,k is updated element by element from tdbl,k,s = minT dbl,k
to maxT dbl,k . Lines between 1 and 21 provide the detailed update of bl,k(tdbl,k,s), which contain
five building blocks: local measurement and anchor state update, prior fusion, prior cut, pos-
terior update, and prior prediction. Note that the database for each non-anchor node l ∈ L is
initialized as
Bl,0 := Bl(0) = {〈pˆl(xl(0)),↑,↑,↑〉} , (3.38)
which further specifies the initial condition in Algorithm 3.1. In (3.38), each ↑ stands for
an undefined term. For Bl,0, the local posterior, measurement set, and anchor state set are
undefined.
3.5.6.1 Local measurement and anchor state update
From Line 2 to Line 8 of Algorithm 3.2, the local measurement set Zdb,msl,k (t
db
l,k,s) and the local
anchor state set W db,msl,k (t
db
l,k,s) in bl,k(t
db
l,k,s) are updated. If t
db
l,k,s equals t
upd
l,k , then the updated
local measurement set is composed by the set of newly taken measurements Zl(t
upd
l,k ) and the
set of measurements from the old database Zdb,msl,k−1 (t
db
l,k,s) (see Line 3); and the updated local
anchor state set consists of newly received local anchor state set Wl(t
upd
l,k ) and the local anchor
12It is a parameter in this algorithm which constrains the sizes of prior and posterior, see Section 3.5.6.3.
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Algorithm 3.2 Distributed Prior-Cut Algorithm: Database Update
1: for tdbl,k,s := minT dbl,k to maxT dbl,k do
2: if tdbl,k,s == t
upd
l,k then
3: Zdb,msl,k (t
db
l,k,s) = Zl(t
upd
l,k )
⋃
Zdb,msl,k−1 (t
db
l,k,s);
4: W db,msl,k (t
db
l,k,s) =Wl(t
upd
l,k )
⋃
W db,msl,k−1 (t
db
l,k,s);
5: else
6: Zdb,msl,k (t
db
l,k,s) = Z
mg,ms
l,k (t
mg
l,k,s)
⋃
Zdb,msl,k−1 (t
db
l,k,s);
7: W db,msl,k (t
db
l,k,s) =W
mg,ms
l,k (t
mg
l,k,s)
⋃
W db,msl,k−1 (t
db
l,k,s);
8: end if
9: for each valid l′ do
10: j∗l,l′,k,s = argmin j
{
V̂ar
a
j
[
xl′(tdbl,k,s)
]
: j ∈ J rcl,k,s
⋃{l,−1}};
11: end for
12: p˜al,k(t
db,a
l,k,s ) = ∏
j∈J ∗l,k,s
pˆaj,k′
(
tdbl,k,s,J ∗l,k,s( j)
)
;
13: 〈Z¯db,msl,k (tdbl,k,s),Xdb,al,k (tdbl,k,s)〉= argmin∆dbl,k,s;
14: pˆal,k(t
db
l,k,s)← (3.46);
15: if Zdb,msl,k (t
db
l,k,s) 6= /0||W db,msl,k (tdbl,k,s) 6= /0 then
16: pˆl(X
db,a
l,k (t
db
l,k,s)|Zdb,bl,k [tdbl,k,s])← (3.47);
17: end if
18: if tdbl,k,s < maxT dbl,k then
19: pˆ−1(Xdb,al,k (t
db
l,k,s+1)|Zdb,al,k [tdbl,k,s])← (3.48);
20: end if
21: end for
state set in the old database W db,msl,k−1 (t
db
l,k,s) (see Line 4). If t
db
l,k,s is not equal to t
upd
l,k , then the
updated measurement set includes the set of measurements provided by the newly arrived
messages Zmg,msl,k (t
mg
l,k,s) and the set of measurements from the old database Z
db,ms
l,k−1 (t
db
l,k,s) (see
Line 6), where Zmg,msl,k (t
mg
l,k,s) :=
⋃
j∈I Z
mg,ms
j,k′ (t
mg
l,k,s); and similarly the updated local anchor state
set consists of the local anchor state sets provided by the newly arrived messages and the old
database, respectively (see Line 7), where W mg,msl,k (t
mg
l,k,s) :=
⋃
j∈IW
mg,ms
j,k′ (t
mg
l,k,s) in Line 7.
3.5.6.2 Local prior fusion
Lines 9-14 of Algorithm 3.2 return the fused local prior
p˜al,k(t
db,a
l,k,s ) := pˆl(X˜
db,a
l,k (t
db,a
l,k,s )|Zdb,al,k [tdb,al,k,s ],W db,al,k [tdb,al,k,s ]), tdb,al,k,s ∈ T db,al,k . (3.39)
Firstly, we define the local prior variance V̂ar
a
j
[
xl′(tdbl,k,s)
]
as follows:
V̂ar
a
j
[
xl′(tdbl,k,s)
]
:=
∫
X db,aj,k′ ,s
{
Êaj
[
xl′(tdbl,k,s)
]− xl′(tdbl,k,s)}2 pˆaj,k′(tdbl,k,s)dXdb,aj,k′ (tdbl,k,s), (3.40)
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where k′ = k for j = l, Xdb,aj,k′ (t
db
l,k,s) ∈ X db,aj,k′,s, and
Êaj
[
xl′(tdbl,k,s)
]
:=
∫
X db,aj,k′ ,s
xl′(tdbl,k,s) pˆ
a
j,k′(t
db
l,k,s)dX
db,a
j,k′ (t
db
l,k,s). (3.41)
Variance V̂ar
a
j
[
xl′(tdbl,k,s)
]
reflects the uncertainty of xal′(t
db
l,k,s) under local prior pˆ
a
j,k′(t
db
l,k,s) which
comes from: bl,k−1(tdbl,k,s) (i.e., j = l), µ
rc
l, j(t
db
l,k,s) (i.e., j 6∈ {l,−1}, and all such j form the
set J rcl,k,s) or the predicted local prior from the previous time instant (i.e., j = −1, see Sec-
tion 3.5.6.5). For different j but the same state xl′(tdbl,k,s), the variance V̂ar
a
j
[
xl′(tdbl,k,s)
]
differs.
The smaller the variance is, the less uncertainty the state xl′(tdbl,k,s) should have. Thus, the
marginal pdf of pˆaj,k′(t
db
l,k,s) w.r.t. state xl′(t
db
l,k,s) with the smallest variance should be chosen as
the updated marginal pdf. This process is conducted from Line 9 to Line 11 for each valid
state xl′(tdbl,k,s), i.e., it should be included in at least one of the message m
rc
l, j(t
upd
l,k ), or in the old
database Bi,k−1, or in the predicted prior from tdbi,k,s−1. Note that if s = 1, the predicted pdf is
derived from the nearest time instant in the old database. For each valid l′, the best marginal
prior’s index13 j∗l,l′,k,s is selected by Line 10 among indices j ∈ J rcl,k,s
⋃{l,−1}. All such j∗l,l′,k,s
(for all valid l′) form the set J ∗l,k,s, and we set J ∗l,k,s( j) = { j′ : j∗l,l′,k,s = j}, and
pˆaj,k′
(
tdbl,k,s,J ∗l,k,s( j)
)
=
∫
X˘ ∗j,k,s
pˆaj,k′
(
tdbl,k,s
)
dX˘∗j,k,s, (3.42)
where LX˘∗j,k,s = LXdb,aj,k′ (tdbl,k,s) \J
∗
l,k,s( j), and X˘
∗
j,k,s ∈ X˘ ∗j,k,s. Then, we reconstruct the local prior
(i.e., the fused local prior) from the selected marginal priors, which is given in Line 12: For the
marginal priors from node j, they still remain the same joint distribution pˆaj,k′
(
tdbl,k,s,J ∗l,k,s( j)
)
.
Since the relationship among the priors in different nodes j are unknown, we assume they are
independent of each other, which means p˜al,k(t
db,a
l,k,s ) is the product of different pˆ
a
j,k′
(
tdbl,k,s,J ∗l,k,s( j)
)
.
Remark 3.6. Note that the marginal priors can be from all possible nodes who broadcast
messages in this network, and as a result, the fused local prior would contain a large number
of nodes’ information. Thus, it is impractical if
• we put the fused local prior in the broadcast message, since the communication cost
would be very large;
• the whole fused local prior is used to do further calculations (including Bayesian in-
ference and local prior prediction), because the computational capability of a node is
limited;
• we store the fused local prior in the new database, as the storage space is limited.
13This means the best marginal prior is provided by node j∗l,l′,k,s.
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Therefore, it is necessary to reduce the size of the fused local prior. This size reduction is based
on the local prior cut (see Section 3.4.2) and given in Lines 13 and 14 of Algorithm 3.2.
3.5.6.3 Local prior cut
We explain the meaning of Line 13 as follows. Firstly, we define the state-number-constraint
AMS (SNCAMS) triple. Similar to the AMS triple in Definition 3.2, we need the local mea-
surement graph based on the local measurement set Zdb,msl,k (t
db
l,k,s), i.e.,
Gdbl,k,s :=
(
V(Zdb,msl,k (tdbl,k,s)),E(Zdb,msl,k (tdbl,k,s))
)
. (3.43)
Then the local measurement cluster can be defined as Cdbl,k,s,r, where r ∈ {1, . . . ,Rdbl,k,s}=:Rdbl,k,s.
Thus, the (local) AMS triple 〈Z¯db,msi,k (tdbl,k,s),Xdb,al,k (t),W¯ db,msi,k (tdbl,k,s)〉 is defined according to Def-
inition 3.2, where Z¯db,msl,k (t
db
l,k,s) ⊆ Zdb,msl,k (tdbl,k,s), Xdb,al,k (tdbl,k,s) ⊆ X˜db,al,k (tdbl,k,s), and W¯ db,msl,k (tdbl,k,s) ⊆
W db,msl,k (t
db
l,k,s). To give the definition of SNCAMS triple, we introduce the state-generating node
set Lgenl,k,s, and it has the following relationship with Xdb,al,k (tdbl,k,s):
LXdb,al,k (tdbl,k,s) =
{
l′ : (l′, j) ∈ E(Zdb,msl,k (tdbl,k,s))∨ ( j, l′) ∈ E(Zdb,msl,k (tdbl,k,s)), j ∈ Lgenl,k,s
}
. (3.44)
If we only consider the state-generating node set with number constraint Lmaxl , i.e., #Lgenl,k,s =
Lmaxl , then the generated AMS triple is called L
max
l -SNCAMS triple.
For Lmaxl -SNCAMS triples, we have the similar results as those in Theorem 3.1: Cut lo-
cal prior p˜al,k(t
db
l,k,s) into two sub-priors, i.e., pˆ
a
l,k(t
db
l,k,s) and p˜
left
l,k,s which are the local priors of
Xdb,al,k (t) and X˘
db,a
l,k (t), respectively. From the perspective of node l, if the cut gap is small
enough, then there is no big difference between the original local location estimation and the
estimation only considering the Lmaxl -SNCAMS triple.
Let Udbl,k,s(Lmaxl ) be the set of all possible Lmaxl -SNCAMS triples at t = tdbl,k,s, which means
it is the set of 〈Z¯db,msl,k (tdbl,k,s),Xdb,al,k (tdbl,k,s),W¯ db,msl,k (tdbl,k,s)〉 with states-number constraint Lmaxl , la-
beled as udbl,k,s. Then, we define the set of cut gaps corresponding to Udbl,k,s(Lmaxl ) as follows
∆dbl,k,s =
{∥∥p˜al,k(tdbl,k,s)− pˆal,k(tdbl,k,s) p˜leftl,k,s∥∥∞ : udbl,k,s ∈ Udbl,k,s(Lmaxl )} . (3.45)
Line 13 selects the SNCAMS triple corresponding to the smallest element in ∆dbl,k,s, and finally
Line 14 gives the local prior pˆal,k(t
db
l,k,s) stored in the database, specifically:
pˆal,k(t
db
l,k,s) =
∫
X˘ db,al,k,s
p˜al,k(t
db
l,k,s)dX˘
db,a
l,k (t
db
l,k,s), (3.46)
where X˘db,al,k (t
db
l,k,s) ∈ X˘ db,al,k,s .
§3.5 Distributed Prior-Cut Algorithm 65
3.5.6.4 Local posterior update
Lines 15-17 provide the local posterior update. If the local measurement set or anchor state set
is not empty, then the local posterior can be derived by Bayes’ rule
pˆal,k(t
db,b
l,k,s ) =
p(Z¯db,msl,k (t
db
l,k,s)|Xdb,al,k (tdbl,k,s)) pˆal,k(tdbl,k,s)∫
X db,al,k,s p(Z¯
db,ms
l,k (t
db
l,k,s)|Xdb,al,k (tdbl,k,s)) pˆal,k(tdbl,k,s)dXdb,al,k (tdbl,k,s)
. (3.47)
3.5.6.5 Local prior prediction
From Line 18 to Line 20, the updated local posterior is employed to predict the local prior at
the next time instant tdbl,k,s+1, if t
db
l,k,s is not the last time instant in T dbl,k . This prediction is given
in Line 19, where
pˆa−1,k(t
db
l,k,s+1) =
∫
X db,al,k,s
p(Xdb,al,k (t
db
l,k,s+1)|Xdb,al,k (tdbl,k,s)) pˆal,k(tdbl,k,s)dXdb,al,k (tdbl,k,s). (3.48)
3.5.7 Algorithm Summary
We give a summary of the distributed prior-cut algorithm in this subsection. For each non-
anchor node l ∈ L, it has an initial prior pˆl(x(0)) on its state xl(0) at t = 0. Since node l is
not able to obtain its location yl(t) (see Section 3.2), it takes measurements from other nodes
(see Section 3.2.1), and broadcasts/receives messages to/from other nodes (see Section 3.2.2).
Note that node l does not know when the next measurement or the next message will come (see
Section 3.3.1). Based on the measurements and messages, the distributed prior-cut algorithm
estimates yl(t) in a real-time manner (the structure of this algorithm is given in Algorithm 3.1):
• If node l takes a measurement from a non-anchor node, then the database (whose struc-
ture is shown in Section 3.5.3) is updated according to this measurement.
• If node l takes a measurement from an anchor node, then it will receive the anchor state
from that anchor node immediately (see Section 3.3.1.1), and the database is updated
according to this measurement and the anchor state.
• If an anchor node takes a measurement from node l, then it will receive this measurement
as well as the anchor state immediately (see Section 3.3.1.1), and the database is updated
according to this measurement and the anchor state.
• If node l receives a message (the structure of the received message is given in Sec-
tion 3.5.5), then the database is updated according to this message.
Note that these four situations can happen simultaneously. The detailed database update, in-
cluding the design of local probability, is given in Section 3.5.6. After updating the database,
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node l designs the broadcast message accordingly (see Section 3.5.4). We stress that the de-
signed message is not necessarily to be broadcasted directly due to the limited bandwidth, and
whether it can be successfully broadcasted is dependent on the MAC layer (an example is given
in Appendix B.3 which is employed by our simulation examples in Section 3.6). After design-
ing the broadcast message, node l calculates the local prior based on the updated database, and
estimates its location yl(t) correspondingly. Note that even if no measurements or messages
arrive, node l still needs to calculate the local prior and estimate its location yl(t) but based on
the current database (without update). Measurements and messages play the role in updating
the database and designing broadcast message.
3.6 Simulation Results
In this section, simulations are given to corroborate the effectiveness of our proposed dis-
tributed prior-cut algorithm. We consider two different localization problems: the mobile
user cooperative localization (Section 3.6.1), and the UAV localization in scanning task (Sec-
tion 3.6.2). Note that the simulations are conducted under practical wireless network settings,
where the physical and MAC layers are properly modeled.
3.6.1 Mobile User Cooperative Localization
Consider a network with 25 mobile users (I = 25), where only 5 users (anchor nodes) can
access their real-time locations timely. For example, these locations can be obtained from the
GPS signals, base station measurements for outdoor positioning systems; or WiFi based local-
ization for indoor positioning systems. For the other 20 users (non-anchor nodes), they conduct
the self-localization cooperatively by using our proposed distributed prior-cut algorithm during
time duration [0, 50].
3.6.1.1 Mobility Model
The initial locations of these 25 users are uniformly distributed in a 60m× 60m area, see
Fig. 3.6(a) for one realization. Each node does not know the initial location accurately, but we
assume its guess on the initial location is within a 10m×10m area centered at the true location.
The mobility model of mobile users is govern by a 2-dimensional Browian motion, which can
be described by (3.1) and (3.2) with
fi(xi(t), t) =
[
0
0
]
, gi(xi(t)) = xi(t), Q¯i =
[
1 0
0 1
]
, i ∈ I, (3.49)
where xi(t),yi(t) ∈R2. One realization of the location trajectories is given in Fig. 3.6(b).
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Figure 3.6: An example of the mobile users’ motions: (a) initial locations, where the circles and tri-
angles are the locations of non-anchor nodes and anchor nodes, respectively; (b) location trajectories,
where the thin and thick lines represent the trajectories of non-anchor nodes and anchor nodes, respec-
tively.
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3.6.1.2 Measurement model
Each node can take measurements from at most 5 neighbors at one time instant, and we assume
these 5 neighbors are nearest to the node.14 For each measurement link, the measuring time
instant follows the Poisson process with rate λ = 5, i.e., a measurement is taken every 0.2
second on average. We assume the measurement noise in (3.4) follows a zero-mean Gaussian
distribution with standard deviation 0.1, i.e., the measurement accuracy is at the level of 0.1m.
Note that the neighbors are changing over time due to the mobility of users.
3.6.1.3 Communication model
In the distributed prior-cut algorithms, the non-anchor nodes interchange their information
through broadcasting in wireless communications. We assume all the non-anchor nodes share
a B = 40MHz communication bandwidth. To present our simulation in a more explicit way,
we move the communication details in Appendix B.3, where the physical layer power control
is with the on-off structure and the media access control (MAC) layer protocol is carrier-sense
multiple access (CSMA). It should be noted that the communications are fully asynchronous,
i.e., they are not scheduled to happen exactly in each time slot synchronized by the whole
network.
3.6.1.4 Prior-cut algorithm
This algorithm just has two parameters, one is the memory length Nmaxl , and the other is the
constraint for state-generating node set Lmaxl which determines the size of local prior. In this
problem, we set Nmaxl = 5 and L
max
l = 8. For the prior prediction and posterior update, we use
the continuous-discrete unscented Kalman filter (UKF).15
3.6.1.5 Results and comparisons
We compare the average RMSE among the distributed prior-cut algorithm, the localization
without cooperation, and the centralized localization algorithm for 100 simulation runs. The
results are shown in Fig. 3.7. We can see that on average, each node’s localization error is
within 0.5m. This result is very close to the centralized algorithm and much better than the
localization algorithm without cooperation.
14It should be noted that the node never knows its distances between their neighbors. This assumption just implies
that the measurement can be taken more easily between closeby nodes, and the other measurements corresponding
to longer distances are neglected in the simulation.
15Since the local priors and posteriors are approximated by Gaussian distribution in the UKF, the cut gap is not
easy to calculate (for particle filters, the cut gap is easy to calculate), and for the local prior cut in Section 3.5.6.3,
we use the linear correlation (averaged on each component of a state) instead. This is reasonable, because the
correlation reflects the dependence of two Gaussian variables.
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Figure 3.7: Comparisons of the distributed prior-cut algorithm, the localization without cooperation,
and the centralized localization algorithm for mobile user cooperative localization. The average root-
mean-square error (RMSE) means the square root ofE‖yˆl(t)−yl(t)‖ (see Problem 3.1) averaged by all
nodes l ∈L. The average RMSE of the distributed prior-cut algorithm converges to 0.43m/node within
2 seconds, which is comparable to the centralized algorithm. For the localization without cooperation,
even though the average RMSE experienced a decrease (around 1.7m/node) during time interval [0, 5],
it goes worse and reach 2.3m/node at t = 50sec.
Figure 3.8: Location trajectories of UAVs. From the top to bottom, three highlighted UAVs are UAV
42 (non-anchor nodes), UAVs 7 and 3 (anchor nodes), respectively. For these three UAVs, the triangle
and circles label the initial locations of anchor and non-anchor nodes, respectively.
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Figure 3.9: Comparisons for UAV localization in scanning task. The average RMSE of the distributed
prior-cut algorithm reaches 3.5m/node at t = 5sec and 1.5m/node at t = 30sec, which is comparable
to the centralized algorithm. For the localization without cooperation, the average RMSE cannot be
smaller than 17m/node.
3.6.2 UAV Localization in Scanning Task
Consider 45 UAVs carrying out a scanning task for a region by hovering around the same point,
where only 5 UAVs (anchor nodes) can access their own location timely and the other 40 UAVs
are non-anchor nodes to be localized. The simulation period is [0, 50].
3.6.2.1 Mobility model
The initial locations of these 45 UAVs are uniformly placed in a 500m×500m×500m region
[100, 600]× [100, 600]× [300, 800]. Similar to Section 3.6.1.1, each UAV does not know the
initial location, but we assume its guess on the initial location is within a 100m×100m×100m
region centered at the true location. The mobility model of UAVs is govern by (3.1) and (3.2)
with
fi(xi(t), t) =
 0 −ωi 0ωi 0 0
0 0 0
xi(t), gi(xi(t)) = xi(t), Q¯i =
1 0 00 1 0
0 0 1
 , i ∈ I, (3.50)
where xi(t),yi(t) ∈R3. In (3.50), ωi is the hover angular velocity for UAV i. For this problem,
we assume ω1 = ω3 = . . .= ω45 = 0.1rad/s and ω2 = ω4 = . . .= ω44 =−0.1rad/s, in which
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the positive angular velocity means the hover is counter-clock-wise from the bird’s-eye view.
One realization of the location trajectories is given in Fig. 3.8, where two non-anchor nodes
and an anchor node are highlighted.
3.6.2.2 Measurement and communication models
The measurement model is the same as that in Section 3.6.1.2. For communication model,
we still use a similar model in Section 3.6.1.3 (these parameters below can be found in Ap-
pendix B.3) with a small difference highlighted as follows: The transmit power is 0.5W. The
path loss exponent is 2. The silence distance is 20m.
3.6.2.3 Results and comparisons
For the distributed prior-cut algorithm, we use the same parameters as that in Section 3.6.1.4,
i.e., Nmaxl = 5 and L
max
l = 8. For the prior prediction and posterior update, we still use the UKF.
The comparison of the distributed prior-cut algorithm, the localization without cooperation,
and the centralized algorithm averaged by 100 simulation runs is given in Fig. 3.9. We can see
that the distributed prior-cut algorithm has a close performance to the centralized algorithm,
and outperforms the localization without cooperation.
3.7 Summary
In this chapter, the mobile nodes’ cooperative localization problem with asynchronous commu-
nications and measurements has been studied. We have modeled the node mobility by using
the stochastic differential equation, and employed the continuous-discrete Bayesian filter to
give the centralized localization algorithm which utilizes the global information. An important
concepts AMS triple, prior cut, and cut gap, have been introduced in analyzing the estimation
gap between the centralized algorithm and the algorithm with an AMS triple. We have strict
proved that if the cut gap is small enough, i.e., the two cut parts are nearly independent, then
the estimation gap can also be very small. With this important property, we have designed the
prior-cut algorithm to solve the cooperative localization problem with asynchronous commu-
nications and measurements.
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Chapter 4
Finite-Horizon Throughput Region for
Multi-User Interference Channels
4.1 Introduction
In Chapter 2, the location-based interference prediction has been studied, and in Chapter 3,
a cooperative localization method is proposed to refine the location information. These two
chapters establish the foundation on understanding the short-term behavior of a communication
system in MWNs. Specifically, the communication channel can be predicted by Hi,0(t|s) =
hi g
(‖yi(t|s)‖), which is a special case of the interference prediction (2.15). Since all the
communication channels can be predicted in a real-time manner, the finite-horizon throughput
region can be analyzed. Note that the finite-horizon throughput region reflects the fundamental
limit on independent transmitter-receiver pairs for a short time window.
This chapter studies the throughput region of a MWN consisting of multiple transmitter-
receiver pairs. Previously, the throughput region of such networks was characterized for an
infinite time horizon. We aim to investigate the throughput region for transmissions over a
finite time horizon. Unlike the infinite-horizon throughput region, which is simply the convex
hull of the throughput region of one time slot, the finite-horizon throughput region is generally
non-convex. Instead of directly characterizing all achievable rate-tuples in the finite-horizon
throughput region, we propose a metric termed the rate margin, which not only determines
whether any given rate-tuple is within the throughput region (i.e., achievable or unachievable),
but also tells the amount of scaling that can be done to the given achievable (unachievable)
rate-tuple such that the resulting rate-tuple is still within (brought back into) the throughput
region. Furthermore, we derive an efficient algorithm to find the rate-achieving policy for any
given rate-tuple in the finite-horizon throughput region.
This chapter is organized as follows. The system model and problem description are given
in Section 4.2 and Section 4.3, respectively. In Section 4.4, an optimization problem is defined
to solve rate margin and rate-achieving policy, and an efficient solution method for this problem
is also proposed. The numerical examples are given in Section 4.5 to illustrate the effectiveness
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of our approach and corroborate our analytical results. Finally, the concluding remarks of this
chapter are given in Section 4.6.
4.2 System Model and Throughput Region
We consider N transmitter-receiver pairs in a wireless network, where Txn and Rxn denote the
transmitter and receiver of the nth communication pair. The channel is memoryless, and the
relationship between channel input Xm ∈R (corresponding to Txm, and m ∈ {1, . . . ,N}=:N )
to output Yn (n ∈N ) is
Yn = ∑
m∈N
√
HmnXm+Zn, n ∈N , (4.1)
where Hmn is the channel gain between Txm and Rxn; and Zn is Gaussian white noise with
power Wn. When decoding, Rxn treats the interference ∑m6=n
√
HmnXm as noise. We can see
that our channel is indeed a multi-user Gaussian interference channel, as shown in Fig. 4.1.
1X
2X
1Y
2Y


1Z
2Z
NX NY
NZ
11H
12H
1NH
… … …
Figure 4.1: Channel model for N transmitter-receiver pairs.
The time is slotted and each time slot contains L channel uses for transmitting and receiving
a codeword (i.e., the length of a codeword, or simply the blocklength, is L). We consider a finite
time horizon of T time slots and assume that the channel gains Hmn remain constant over the
T time slots. In each time slot, every transmitter-receiver pair chooses to transmit or not. That
is, for time slot t ∈ {1, . . . ,T} =: T , the transmitter Txn (n ∈ N ) chooses its transmit power
s(n)t from the transmit-power set S(n), where 0 is included for representing no transmission.
Since the number of available transmit power options in a practical communication system is
usually finite (e.g., see the discrete power control in [81, 82]), we model S(n) as a finite set.
Furthermore, we label st =
[
s(1)t , . . . ,s
(N)
t
]T, and S := S(1)×·· ·×S(N). Hence, st ∈ S, and we
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call S the transmit-power-tuple set.
For time slot t, the SINR for each transmitter-receiver pair is determined by
γn(st) =
Hnns
(n)
t
Wn+∑m6=n Hmns
(m)
t
, n,m ∈N , (4.2)
where the interference is treated as noise. Given the SINR γn(st), blocklength L, and error
probability ε , the maximum achievable rate for transmitter-receiver pair n is defined as
µ (n)max(γn(st),L,ε) =
1
L
log2 M
∗(L,ε), (4.3)
where M∗(L,ε) represents the maximal code size as defined in [10, 83]. In our numerical
results, we use the following accurate approximation of µ (n)max(γn(st),L,ε) for Gaussian chan-
nels [10]:
µ (n)max(γn(st),L,ε) ≈ 12 log2(1+ γn(st))−
√
V
L
Q˜−1(ε), (4.4)
where Q˜ is the complementary Gaussian cumulative distribution function, and V is the channel
dispersion
V =
log22 e
2
[
1− 1
(1+ γn(st))2
]
. (4.5)
We stress that all the analytical results in this chapter hold for both the generic expression
in (4.3) and the explicit approximation in (4.4), where (4.4) is primarily used to obtain numer-
ical results.
For transmitter-receiver pair n, in time slot t, any rate µ (n)t ∈
[
0, µ (n)max(γn(st),L,ε)
]
is
achievable, i.e., there exist some channel codes with rate µ (n)t such that the decoding error
probability is bounded by ε . Under a given transmit-power-tuple st , all achievable rate-tuples
for N transmitter-receiver pairs form the following set{[
µ (1)t , . . . ,µ
(N)
t
]
: µ (n)t ∈
[
0, µ (n)max(γn(st),L,ε)
]
, n ∈N
}
. (4.6)
By defining µt =
[
µ (1)t , . . . ,µ
(N)
t
]
and
µmax(st ,L,ε) =
[
µ (1)max(γ1(st),L,ε), . . . ,µ
(N)
max(γN(st),L,ε)
]
, (4.7)
equation (4.6) can be rewritten in the compact form
{µt : µt  µmax(st ,L,ε)} . (4.8)
Note that (4.8) contains all achievable rate-tuples in one time slot for one transmit-power-tuple
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st . Then, the 1-slot throughput region is defined as the region of all achievable rate-tuples for
all possible transmit-power-tuples, and the 1-slot throughput region for time slot t is
Λ[1],t =
⋃
st∈S
{µt : 0 µt  µmax(st ,L,ε)} , (4.9)
where S is the set of all possible transmit-power-tuples. Note that Λ[1],t are the same for all t,
and thus, for simplicity, we label Λ[1],1 = · · ·= Λ[1],T = Λ[1].
Similar to the one-slot throughput region, the finite-horizon throughput region for T time
slots is defined as follows.
Definition 4.1 (Finite-Horizon Throughput Region). The T -slot throughput region Λ[T ] is the
set of average rate-tuples that can be achieved in T time slots, i.e.,
Λ[T ] =
{
µ[T ] : µ[T ] =
1
T
T
∑
t=1
µt , µt ∈ Λ[1]
}
. (4.10)
For a clear illustration of finite-horizon throughput region, we define the weak Pareto fron-
tier and Pareto frontier in Definition 4.2 which also plays an important role in the analytical
results in this chapter.
Definition 4.2 (Weak Pareto Frontier and Pareto Frontier). For a given set A, the weak Pareto
frontier is
B = {b ∈ A : {a ∈ A : a b}= /0} , (4.11)
and the Pareto Frontier is
B = {b ∈ A : {a ∈ A : a b}= {b}} . (4.12)
It should be noted that B ⊆ B.
With Definition 4.2, we define the weak Pareto frontier and Pareto frontier of Λ[T ] asM[T ]
andM[T ], respectively. Additionally, we say the rate-tuples on the weak Pareto frontier are the
boundary rate-tuples.
Three examples are given in Fig. 4.2 to illustrate the shape of finite-horizon throughput
region. We consider two transmitter-receiver pairs, so the throughput regions are in two dimen-
sions. The detailed network parameters are: Channel gains H11 = H22 = 1, H12 = H21 = 0.3,
transmit-power sets S(1) = S(2) = {0,3}, powers of white noises W1 =W2 = 0.1, blocklength
L = 100, and error probability ε = 0.001. By using the maximum rate approximation in (4),
the 1, 2, and 3-slot throughput regions are shown in (a), (b), and (c), respectively. We consider
rate-tuples µ ′ = [0.3,0.4]T, µ ′′ = [1.08,1.08]T, and µ ′′′ = [1.4,0.6]T. In each finite-horizon
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throughput region, the pink circles compose the Pareto frontier, and the purple (thick) lines
form the weak Pareto frontier, and the shaded area is the interior of a throughput region. Note
that the finite-horizon throughput region includes both the interior and weak Pareto frontier
(Pareto frontier is in the weak Pareto frontier as mentioned in Definition 2). For the dash-
dotted lines, they are the Pareto frontier of the well-known infinite-horizon throughput region
(see [4]), which is the convex hull of Λ[1].
Using the same network parameters, Fig. 4.2(a), Fig. 4.2(b), and Fig. 4.2(c) illustrate the
throughput regions for T = 1, T = 2, and T = 3, respectively. We use the rate-tuples µ ′, µ ′′,
and µ ′′′ (whose values are given in the caption of Fig. 4.2) to compare the differences among
finite-horizon throughput regions for different T :
• µ ′ is in Λ[1], Λ[2] and Λ[3].
• µ ′′ is in Λ[2], but not in Λ[1] or Λ[3].
• µ ′′′ is in Λ[3], but not in Λ[1] or Λ[2].
We take µ ′′′ as an example. From the caption, µ ′′′ = [1.4,0.6]T and it can be achieved within
3 time slots by
µ ′′′ =
1
3
([
2.1
0
]
+
[
2.1
0
]
+
[
0
1.8
])
, (4.13)
which means letting communication pair 1 transmitting at the rate of 2.1 in the first two time
slots and communication pair 2 transmitting at the rate of 1.8 in the third time slot. Note that
µ ′′′ is not achievable within T = 1 or T = 2 time slots. Intuitively, if T1 < T2, the relationship
between their throughput regions seems to be Λ[T1] ⊆ Λ[T2] (e.g., Λ[1] ⊆ Λ[2]). However, this
intuition turns out to be incorrect, as µ ′′ is in Λ[2] but not in Λ[3].
Remark 4.1 (Uncertain-Inclusion Property). For the convenience of discussion, we label
limT→∞Λ[T ] as Λ[∞]. It is easy to verify that Λ[T ] ⊆ Λ[∞] holds for any finite T , since Λ[∞]
is a convex hull of Λ[1] (as shown in [51]). However, in general, if T1 < T2, the proposition
Λ[T1] ⊆Λ[T2] does not always hold true. We call this property the uncertain-inclusion property
of the finite-horizon throughput region. Specifically, it can be proved that if T1 is an factor
of T2, then Λ[T1] ⊆ Λ[T2]; but if T1 is not an factor of T2, then Λ[T1] ⊆ Λ[T2] does not hold in
general, which highly depends on the structure of Λ[1].
The uncertain-inclusion property prevents us from analyzing Λ[T2] based on the informa-
tion from Λ[T1] in general, and therefore we cannot determine whether a rate-tuple achievable
in T1 slots is still achievable in T2 slots.
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Figure 4.2: Examples of throughput regions of two transmitter-receiver pairs.
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4.3 Problem Description: Rate Margin and Rate-Achieving
Policy
In this work, we propose an important metric to characterize Λ[T ], termed the rate margin. The
rate margin has three useful properties:
• The rate margin determines whether a given rate-tuple is achievable or not within T time
slots.
• If a rate-tuple is achievable, the rate margin gives the headroom for scaling up the rate-
tuple that remains achievable.
• Similarly, if a rate-tuple is unachievable, the rate margin tells exactly by what extent the
rate-tuple needs to be scaled down to be achievable.
We also study the rate-achieving policy, which gives a method to achieve any given rate-tuple
in Λ[T ].
Now, we give the definition of the rate margin.
Definition 4.3 (Rate Margin). For a 1-slot throughput region Λ[1] and T time slots, the rate
margin δT (·) : RN+→R+
⋃{∞} is a function of rate-tuple µ[T ] that
δT (µ[T ]) = max
µ ′
[T ]∈M[T ]
min
n∈N
µ
′(n)
[T ]
µ (n)
[T ]
 , (4.14)
where µ (n)
[T ] and µ
′(n)
[T ] are the n
th component of µ[T ] and µ ′[T ], respectively. Note that the rate
margin can be infinite.
The rate margin has several useful properties, which are given in Proposition 4.1, Proposi-
tion 4.2, Proposition 4.3, and Corollary 4.1. Firstly, the rate margin can be used to determine
whether a given rate-tuple is achievable or not:
Proposition 4.1. ∀µ[T ] ∈ Λ[T ] if and only if δT (µ[T ]) ≥ 1.
Proof: Necessity. ∀µ[T ] ∈ Λ[T ], there exists at least one µ ′[T ] ∈M[T ] such that
min
n∈N
µ
′(n)
[T ]
µ (n)
[T ]
≥ 1, (4.15)
since it otherwise contradicts (4.12) in the Pareto frontier definition. Thus, δT (µ[T ]) ≥ 1
in (4.14).
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Sufficiency. If δT (µ[T ]) ≥ 1, but we assume µ[T ] 6∈ Λ[T ], then there would be at least one
component index n such that µ (n)
[T ] > µ
′(n)
[T ] (µ
′
[T ] ∈M[T ]). Thus, ∀µ ′[T ] ∈M[T ],
min
n∈N
µ
′(n)
[T ]
µ (n)
[T ]
< 1, (4.16)
which implies δT (µ[T ]) < 1, and this contradicts δT (µ[T ]) ≥ 1. Therefore, µ[T ] ∈ Λ[T ]. 
Another important property of rate margin is that it quantifies the extent of which an achiev-
able rate-tuple can be linearly scaled-up while remaining achievable.
Proposition 4.2. ∀µ[T ] ∈ Λ[T ], the rate margin gives the maximum scalar ρ such that ρµ[T ] is
still an achievable rate-tuple, i.e.,
max
ρµ[T ]∈Λ[T ]
ρ = δT (µ[T ]) ≥ 1. (4.17)
Proof: For convenience, we label ρ∗ = max
ρµ[T ]∈Λ[T ]
ρ for the left-hand-side of (4.17). Let
µ ′[T ] = ρ
∗µ[T ], and we have µ ′[T ] ∈ Λ[T ]. In addition, by setting µ ′′[T ] = δT (µ[T ])µ[T ], the proof
starts as follows.
i). δT (µ[T ]) ≥ ρ∗: assume δT (µ[T ]) < ρ∗, then δT (µ ′′[T ]) < δT (µ ′[T ]) ≤ 1. It implied
δT (µ ′′[T ]) < 1, which contradicts to the following derivation
δT (µ ′′[T ]) = max
µ ′′′
[T ]∈M[T ]
min
n∈N
µ
′′′(n)
[T ]
µ ′′(n)
[T ]
= 1δT (µ[T ]) maxµ ′′′[T ]∈M[T ] minn∈N
µ
′′′(n)
[T ]
µ ′′(n)
[T ]
= 1. (4.18)
Therefore, δT (µ[T ]) ≥ ρ∗ holds.
ii). δT (µ[T ]) ≤ ρ∗: assume δT (µ[T ]) > ρ∗, and the proof is similar to that in i) (equa-
tion (4.18) still holds).
To sum up, δT (µ[T ]) = ρ∗. According to Proposition 4.1, δT (µ[T ]) ≥ 1 and (4.17) is
satisfied. 
With Proposition 4.2, we can also derive an important property that the rate margin quan-
tifies the extent of which an unachievable rate-tuple should be linearly scaled down to become
achievable.
Proposition 4.3. ∀µ[T ] 6∈ Λ[T ], the rate margin gives the minimum scalar r such that µ[T ]/r
becomes an achievable rate-tuple, i.e.,
min
µ[T ]/r∈Λ[T ]
r =
1
δT (µ[T ])
> 1. (4.19)
Proof: Since the proof is similar to that in Proposition 4.2, we omit it here. 
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Last but not least, the rate margin is an indictor for those rate-tuples on the weak Pareto
frontier, which is also very useful for results to be derived later.
Corollary 4.1. µ[T ] ∈M[T ] if and only if δT (µ[T ]) = 1.
Proof: Based on Proposition 4.2 and Proposition 4.3, the proof is straightforward. 
Remark 4.2 (Properties of Rate Margin). We use a numerical example to summarize the prop-
erties of rate margin. Specifically, we test three rate-tuples, i.e., µ ′[3], µ
′′
[3] and µ
′′′
[3], whose values
are shown in the caption of Fig. 4.3. Using Proposition 4.1, we have δ3(µ ′[3])≥ 1, δ3(µ ′′[3])≥ 1,
and δ3(µ ′′′[3]) < 1, hence we know that µ
′
[3] ∈ Λ[3], µ ′′[3] ∈ Λ[3], and µ ′′′[3] 6∈ Λ[3]. These conclu-
sions are correct as shown in Fig. 4.3. Proposition 4.2 implies that µ ′[3] can be linearly scaled
up by at most δ3(µ ′[3]) = 1.9046 and remains achievable. Similarly, Proposition 4.3 tells that
µ ′′′[3] should be linearly scaled down by at least δ3(µ
′′′
[3]) = 0.6006 and becomes achievable. By
Corollary 4.1, δ3(µ ′′[3]) = 1 (hence µ
′′
[3] ∈M[3]), and there is no room for µ ′′[3] to be linearly
scaled up and remains achievable.
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Figure 4.3: Illustration of rate margin. The network parameters are the same as those in Fig. 4.2(c),
but the chosen rate-tuples are different: µ ′[3] = [0.5,0.5]
T, µ ′′[3] = [1.6729,0.2316]
T, and µ ′′′[3] = [2,1.2]
T.
µ ′[3] is in Λ[3] \M[3] (i.e., the interior of Λ[3]), and µ ′′[3] is in M[3], but µ ′′′[3] is not in Λ[3]. The rate
margins are δ3(µ ′[3]) = 1.9046, δ3(µ
′′
[3]) = 1, and δ3(µ
′′′
[3]) = 0.6006.
Now, we give the definition of rate-achieving policy.
Definition 4.4 (Rate-Achieving Policy). For a given transmit-power-tuple set S and T time
slots, ∀µ[T ] ∈ Λ[T ], the rate-achieving policy for µ[T ] is a sequence of rate-power pairs
PT = (µt ,st)Tt=1 , st ∈ S, (4.20)
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with the maximum rate constraints
µt  µmax(st ,L,ε), (4.21)
such that µ[T ] can be achieved, i.e.,
µ[T ] =
1
T
T
∑
t=1
µt . (4.22)
Equation (4.21) means that: for each transmitter-receiver pair, the transmission rate should
not exceed the corresponding maximum rate.
Remark 4.3. Definition 4.4 tells that if µ[T ] ∈ Λ[T ] (or equivalently δT (µ[T ]) ≥ 1, see Propo-
sition 4.1), then there always exist some policies PT described by (4.20), (4.21), and (4.22)
to achieve µ[T ]. To be more specific, a power sequence (st)Tt=1 provides the maximum rates
to support the rate-tuple µ[T ] (see (4.21)), which is eventually achieved by rate-tuple sequence
(µt)Tt=1 (see (4.22)). The existence of PT is exactly guaranteed by (4.10) in Definition 4.1
and (4.9) that: ∀µt ∈ Λ[1], there at least exists one µmax(st ,L,ε) such that µt ∈ µmax(st ,L,ε).
Nevertheless, Definition 4.4 just only states the existence of PT for an achievable rate-tuple,
but how to find an efficient algorithm to find PT is yet to be investigated.
After defining the rate margin and rate-achieving policy, we now focus on two key prob-
lems
• How to efficiently compute the rate margin δT (µ[T ]).
• If δT (µ[T ]) ≥ 1, how to design a rate-achieving policy with high computational effi-
ciency.
4.4 Derivation of Rate Margin and Rate-Achieving Policy
Although deriving the rate margin and rate-achieving policy are two different problems, we
carefully formulate them into the following joint problem (see Problem 4.1) from the viewpoint
of data transmission. Note that achieving a given average rate-tuple µ[T ] over T time slots is
the same as transmitting Tµ[T ]L amount of data from data queues within T time slots (recall
that L is the blocklength).
Problem 4.1. For a given transmit-power-tuple set S and T time slots, we consider the follow-
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ing problem:
minimize
(st )
p
t=1,st∈S
p+max
n∈N
[
Q(n)0
∑pt=1 µ
(n)
max(γn(st),L,ε)L
]
subject to Qt = (Qt−1−µmax(st ,L,ε)L)+ ,
Q0 = Tµ[T ]L,
Qp−1 6= 0,
Qp = 0,
(4.23)
where t ∈ {1, . . . , p}. The data queues are Qt = [Q(1)t , . . . ,Q(N)t ]T, each Q(n)t ∈R+ is the length
of the data queue for transmitter n after st is applied in time slot t (t ∈ {1, . . . , p}). In addition,
Q0 = Tµ[T ]L is the initial lengths of queues before applying s1, which means the given rate-
tuple µ[T ] = [µ
(1)
[T ] , . . . ,µ
(N)
[T ] ]
T at which transmission must take place in order to send a total of
Tµ[T ]L amount of data, and L is the blocklength. Note that p denotes the number of time slots
for transmission (since Qp−1 6= 0 and Qp = 0) and is a variable dependent on (st)pt=1. The
optimal solution (not unique for T > 1) is denoted as (s∗t )
p∗
t=1. The corresponding data-queues
sequence under optimal solution is (Q∗t )
p∗
t=1. The optimal objective is
p∗+max
n∈N
[
Q(n)0
∑p
∗
t=1 µ
(n)
max(γn(s∗t ),L,ε)L
]
. (4.24)
The following two lemmas explain the meaning of the first and second items in (4.24),
respectively.
Lemma 4.1. p∗ in (4.24) is the minimum number of time slots that clears the data queues Q0.
Proof: By (4.23), p is the number of time slots that clears Q(n)0 , which implies the
following
max
n∈N
[
Q(n)0
∑pt=1 µ
(n)
max(γn(st),L,ε)L
]
≤ 1. (4.25)
Then p∗ in (4.24) is the optimal number of time slots to clear Q(n)0 . This is because we can
never find a p′ < p∗ such that
p′+max
n∈N
[
Q(n)0
∑p
′
t=1 µ
(n)
max(γn(s′∗t ),L,ε)L
]
≥ p∗+max
n∈N
[
Q(n)0
∑p
∗
t=1 µ
(n)
max(γn(s∗t ),L,ε)L
]
(4.26)
holds with (4.25) (since p′ and p∗ are integers). 
The value of p∗ tells the rate-achievability: If p∗ ≤ T , then it is possible to transmit Tµ[T ]L
amount of data within T slots. In other words, the rate-tuple µ[T ] is achievable within T slots.
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If p∗ > T , then it implies the rate-tuple µ[T ] is unachievable within T slots.
Lemma 4.2. The rate margin for µ[p∗] in Λ[p∗] is the reciprocal of the second item in (4.24),
i.e.,
δp∗(µ[p∗]) = 1
/
max
n∈N
[
Q(n)0
∑p
∗
t=1 µ
(n)
max(γn(s∗t ),L,ε)L
]
. (4.27)
Proof: With the definition of the rate margin (see Definition 4.3) and replacing T with
p∗, we can derive
1
δp∗(µ[p∗])
(a)
= min
µ ′
[p∗ ]∈M[p∗ ]
max
n∈N
µ
(n)
[p∗]
µ ′(n)
[p∗]
= minµ ′
[p∗ ]∈M[p∗ ]
max
n∈N
 p
∗µ (n)
[p∗]L
p∗µ ′(n)
[p∗]L
 , (4.28)
where (a) follows from that the max (min) of µ ′(n)
[p∗]/µ
(n)
[p∗] is the min (max) of µ
(n)
[p∗]/µ
′(n)
[p∗] . Since
p∗µ (n)
[p∗]L = Q
(n)
0 , there exists (st)
p∗
t=1 such that
p∗µ ′(n)
[p∗]L =
p∗
∑
t=1
µ ′(n)t L
(b)
=
p∗
∑
t=1
µ (n)max(γn(st),L,ε)L, (4.29)
where (b) holds for µ ′[p∗] ∈M[p∗]. Thus, we rewrite (4.28) as
1
δp∗(µ[p∗])
= min
(st )
p∗
t=1
max
n∈N
[
Q(n)0
∑p
∗
t=1 µ
(n)
max(γn(st),L,ε)L
]
(c)
= max
n∈N
[
Q(n)0
∑p
∗
t=1 µ
(n)
max(γn(s∗t ),L,ε)L
]
,
(4.30)
where (c) follows from Lemma 4.1 and the objective in (4.23). Therefore, (4.27) holds. 
Note that the reciprocal of the second item in (4.24) is the rate margin for p∗ time slots.
However, we want to derive the rate margin for T time slots (p∗ is not necessarily equal to T ).
In the rest of this section, we discuss how to derive the rate margin for any given T time slots
(see Section 4.4.1) based on the optimal objective of Problem 4.1. Furthermore, by the optimal
solution of Problem 4.1 the rate-achieving policy is derived (see Section 4.4.2). Finally, an
efficient solution method of Problem 4.1 is given in Section 4.4.3.
4.4.1 Deriving Rate Margin
This subsection proposes a method to derive the rate margin by iteratively solving Problem 4.1.
Firstly, if we find p∗ = T after solving Problem 4.1, then the rate margin can be derived
directly from Lemma 4.2, since δT (µ[T ]) = δp∗(µ[p∗]) in this case.
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If p∗ 6= T , we can use an iteration strategy to derive rate margin δT (µ[T ]). To distinguish p∗
(and Q0) in different iterations, we label p∗k (and Q0,k) as the p
∗ (and Q0) for the kth iteration.
Now, the main idea of our iteration strategy is given as follows: based on the information
from Lemma 4.2, we linearly scale the initial condition Q0,k in Problem 4.1 for each iteration
k ∈ {1, . . . ,K}, until p∗K = T , in which case, δT (µ[T ]) = δp∗K (µ[p∗K ]). As such, the rate margin
can be finally determined recursively in a finite number of steps whenever K is finite. The
iteration strategy is given in Algorithm 4.1, and proved in Theorem 4.1.
Algorithm 4.1 Deriving Rate Margin
Require: T : the number of time slots; N: the number of transmitter-receiver pairs; µ[T ]: the given
average rate-tuple; S: the transmit-power-tuple set; L: the blocklength; ε: the error probability.
Ensure: δT (µ[T ]): the rate margin.
1: Initialization: k = 1; Q0,k = Tµ[T ]L; p∗k = 0; flag = 0; ε = 10
−7 {comments: ε is the precision for
rate-tuple calculation}.
2: while p∗k 6= T do
3: Solve Problem 4.1 with Q0 = Q0,k, and derive δp∗k (µ[p∗k ],k) by Lemma 4.2;
4: if p∗k < T then
5: Q0,k+1 =Q0,kδp∗k (µ[p∗k ],k)bT /p
∗
kc+Rkρµ[T ], where Rk := T mod p∗k , and ρ = δ1(µ[T ]); flag=
1;
6: if bT /p∗kc== 1 and ρ == 0 then
7: Q0,k+1 = Q0,k + εT ;
8: end if
9: else if p∗k > T and flag == −1 then
10: Q0,k+1 = 0; p∗k = T {comments: condition for ending the loop};
11: else if p∗k > T and flag == 0 then
12: Q0,k+1 = T max{ρ ,ε}µ[T ], where ρ = δ1(µ[T ]); flag = −1;
13: else if p∗k > T and flag == 1 then
14: Q0,k+1 = Q0,k− εT ; p∗k = T ;
15: else
16: Q0,k+1 = Q0,kδp∗k (µ[p∗k ],k); {comments: p
∗
k = T }
17: end if
18: K = k; k = k+ 1; {comments: K is the total iteration number.}
19: end while
20: return δT (µ[T ]) = Q
(1)
0,K+1/Q
(1)
0,1 .
Theorem 4.1 (Calculation of Rate Margin). For µ[T ]  0,1 the rate margin can be obtained by
Algorithm 4.1 involving a finite number of K iterations, upper bounded by
K ≤

T − p∗1+ 1 p∗1 < T ,
1 p∗1 = T ,
T − p∗2+ 2 p∗1 > T .
(4.31)
1Algorithm 4.1 is valid for rate-tuple µ[T ] whose components are all greater than 0. This is without loss of
generality because the zero components stand for zero transmissions, and hence we can remove these inactive
transmitter-receiver pairs from the network model.
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Proof: See Appendix C.1. 
Remark 4.4. The inequality in (4.31) gives an upper bound on the number of iterations. For
example, considering the case p∗1 < T , we have K ≤ T − p∗1 + 1, which means that the rate
margin requires solving Problem 4.1 at most T − p∗1+ 1 times.
Before closing this subsection, we give a useful corollary. The proof can be easily obtained
by Proposition 4.1 and the proof of Theorem 4.1.
Corollary 4.2. The following three statements are equivalent: i) µ[T ] ∈Λ[T ]; ii) δT (µ[T ])≥ 1;
iii) p∗1 ≤ T .
4.4.2 Deriving Rate-Achieving Policy
In this subsection, we derive a rate-achieving policy for any given achievable rate-tuple. It
should be noted that our method is complete, i.e., for any given achievable rate-tuple, the
corresponding rate-achieving policy can be obtained.
We present a rate-achieving policy for all rate-tuples in the T -slot throughput region as
follows.
Theorem 4.2 (Rate-Achieving Policy for All Achievable Rates). Given a transmit-power-tuple
set S and a finite horizon of T time slots, then:
i) If µ[T ] ∈ Λ[T ], then p∗ ≤ T , and the rate-achieving policy is PT = (µt ,st)Tt=1 with
(µt ,st) =

(
Q∗t−1−Q∗t
L ,s
∗
t
)
1≤ t ≤ p∗,
(0,0) p∗ < t ≤ T ,
(4.32)
where (s∗t )
p∗
t=1, is an optimal solution to Problem 4.1 and Q
∗
t is the corresponding data
queue vector in time slot t when applying the optimal solution.
ii) If µ[T ] 6∈ Λ[T ], then solving Problem 4.1 gives p∗ > T .
Proof: See Appendix C.2. 
4.4.3 Solution for Problem 4.1
In Section 4.4.1 and Section 4.4.2, all main results are based on the solution of Problem 4.1.
Therefore, designing an efficient algorithm to solve this problem can directly improve the
efficiency of deriving rate margin and rate-achieving policy. In this subsection, we discuss
how to efficiently solve Problem 4.1.
To solve (4.23) in Problem 4.1, intuitively, we could use dynamic programming to search
from Qp = 0 to Q0 = Tµ[T ]L (backwards) or employ other uninformed search strategies [84].
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However, in such searching methods, the complexity is O((#S)p∗), where S is the transmit-
tuple set, and p∗ is the minimum transmission time (see Lemma 4.1) which can be larger than
T .
For example, if we start the search from Q0 = Tµ[T ]L, for the first step, we will calculate
all possible
Q1 = (Q0−µmax(st ,L,ε)L)+ , (4.33)
for all s1 ∈ S. Thus, the number of leaf nodes is #S for the depth t = 1. Similarly, for every
Q1 in (4.33), we have #S possible Q2, and thus the leaf nodes for t = 2 is (#S)2. As such,
the number of leaf nodes for depth t = p∗ (since the optimal transmission time is p∗, see
Lemma 4.1, and we need compare all the objective functions in this depth) is (#S)p∗ . Thus,
the complexity of such searching methods is O((#S)p∗).
In this subsection, we use the following three steps to significantly improve the computa-
tional efficiency in solving Problem 4.1. The resulting complexity is O(Bmin{p∗,T}), where B
(the effective branching factor2) is a much smaller number compared to #S, and p∗ is reduced
to min{p∗,T} for the case p∗ > T .
For the convenience of applying our search algorithm, we modify the objective in (4.23) as
p−1+max
n∈N
[
Q(n)0
∑pt=1 µ
(n)
max(γn(st),L,ε)L
]
, (4.34)
by adding −1 to the original objective. It is readily to see that this modification does not affect
the optimal solution (i.e., the original and modified objectives have the same optimal solution).
Step 1: Firstly, we reduce the branching factor from #S to #M[1], which is given in Propo-
sition 4.4.
Proposition 4.4. There exists a sequence (st)p
∗
t=1, where µmax(st ,L,ε) ∈M[1], t ∈ {1, . . . , p∗},
such that (st)
p∗
t=1 itself is an optimal solution of Problem 4.1.
Proof: Let (s∗t )
p∗
t=1 be any optimal solution of Problem 4.1, we have Qp∗ = 0, which
implies
Tµ[T ]L
p∗
∑
t=1
µmax(st ,L,ε)L. (4.35)
Let (st)
p∗
t=1 be the sequence that µmax(st ,L,ε) ∈ M[1], t ∈ {1, . . . , p∗}, and µmax(s∗t ,L,ε) 
2It is a very popular metric for characterizing the efficiency of a searching method, see Section 3.6.1 in [84].
88 Finite-Horizon Throughput Region for Multi-User Interference Channels
µmax(st ,L,ε). Thus, (4.35) can be rewritten as
Tµ[T ]L
p∗
∑
t=1
µmax(s∗t ,L,ε)L
p∗
∑
t=1
µmax(st ,L,ε)L, (4.36)
which implies Qp∗ = 0 when applying (st)
p∗
t=1. Therefore, (st)
p∗
t=1 is an optimal solution of
Problem 4.1. 
Remark 4.5. Proposition 4.4 tells that we only need to consider the transmit powers corre-
sponding to the rate-tuple on the Pareto frontier of the 1-slot throughput region, instead of all
possible transmit powers. Hence, the transmit-power-tuple set S in Problem 4.1 can be sub-
stituted by S, called the refined transmit-power-tuple set, such that µmax(st ,L,ε) ∈M[1] holds
for all st ∈ S. Therefore, the branching factor is #S = #M[1].
Step 2: More importantly, A* search is employed to further improve the searching effi-
ciency while maintaining the optimality for Problem 4.1. A brief description is given here on
the application of A* search in solving Problem 4.1, while we refer the readers to Chapter 3.5.2
in [84] for a complete description of the A* search algorithm.
For the A* search (or any searching algorithm in general), a node is a fundamental concept.
In our case, the node is (Qt , (si)ti=1), which depends on Qt the state, and (si)
t
i=1 is the path to
achieve this state from initial node (Q0, /0). The A* search requires five components to be
implemented:
• Initial node. The node for starting the search, which is (Q0, /0).
• Action space. The set of actions that move from a node to all possible child nodes. In
our case, the action space is S.
• Goal. The condition for stopping the search. In our case, the goal is Qp = 0, or simply
denoted as 0.
• Step cost. The step cost is the cost for each searching step. In Problem 4.1, it is
ct =

1 t < p,
max
n∈N
[
Q(n)0
∑pt=1 µ
(n)
max(γn(st ),L,ε)L
]
t = p.
(4.37)
• Evaluation function. It records the path cost (the summation of step cost) from the
past and estimates the path cost in the future. To be more specific, for a given node
(Qt , (si)ti=1), the evaluation function F(·, ·) is
F (Qt , (si)ti=1) = G ((si)
t
i=1)+E(Qt), (4.38)
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where G ((si)ti=1) returns the path cost from initial node to node (Qt , (si)
t
i=1) and E(Qt),
called a heuristic function, estimates the path cost from (Qt , (si)ti=1) to the goal 0. The
A* search always expands the node with the smallest F .
It should be noted that the core of the A* search is to construct a function E(·) satisfying
E(Qt) ≤ E∗(Qt) for every Qt , where E∗(Qt) is the actual cost from Qt to the goal 0. This
constructed function is known as the admissible heuristic function in the artificial intelligence
literature [84]. In this work, we propose the interference-free based heuristic function as fol-
lows
EI (Qt) = max
n∈N
Q(n)t
µ (n)max(γ ′n(s
(n)
max),L,ε)L
, (4.39)
where t ∈ {1, . . . , p}, s(n)max = maxS(n), and
γ ′n(s
(n)
max) =
Hnns
(n)
max
Wn
, n ∈N . (4.40)
We call this heuristic function interference-free based, since compared to (B.35), the expres-
sion (4.40) does not consider the interference from other transmitters. The following proposi-
tion shows that E I(·) is admissible.
Proposition 4.5. Let the actual cost to reach the goal Qp = 0 be
E∗ (Qt) :=
p−1+maxn∈N
[
Q(n)0
∑pt=1 µ
(n)
max(γn(st ),L,ε)L
]
− t t < p,
0 t = p,
(4.41)
where t ∈ {1, . . . , p}. Then E I (Qt) ≤ E∗ (Qt) holds for every Qt .
Proof: See Appendix C.3. 
Remark 4.6. Based on Proposition 4.5, EI(Qt) in (4.39) provides an A* search for Prob-
lem 4.1, which improves the computational efficiency and maintains the optimality. Note that
the heuristic function in an A* search and the heuristic method in optimization are two to-
tally different concepts: the latter is often suboptimal, while the former is always optimal once
it is admissible. Thus, Proposition 4.5 indeed gives the optimality of our search algorithm.
In terms of the computational efficiency, since an A* search reduces the number of nodes to
be expanded, it avoids many redundant calculations, which improves the efficiency (see Sec-
tion 4.5). We stress that the computational efficiency is high in the cases interference is strong
or zero, because for these cases the optimal choice of node has a smaller E I(Qt) than that in
other nodes so that our A* search tends to have significantly fewer steps.
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Step 3: Finally, we propose two pruning strategies to further improve the searching effi-
ciency of the A* search:
• After a node is selected by the evaluation function (4.38), say (Qt1 , (si)t1i=1), we will
check whether the condition “t1 = T and Qt1 6= 0” holds. If this condition holds, then we
delete this node from the fringe (or called open set, more details can be found in [84]).
This is because the condition “t1 = T and Qt1 6= 0” corresponds to the node whose data
queue has not been cleared in the T th time slot, and there is no need to expand such a
node. This consideration is reasonable, since: for the rate margin, Algorithm 4.1 does
not need to know any exact value of p∗ for p∗ > T , i.e., any node with transmission time
greater than T is not considered: and for the rate-achieving policy deriving, we just need
to consider the nodes with transmission time not greater than T .
• After selecting a node (Qt1 , (si)t1i=1) to expand, we delete those nodes with t ≥ t1 but with
(µmax(si,L,ε))ti=1  (µmax(si,L,ε))t1i=1 in the fringe, since those nodes’ child nodes are
suboptimal.
To sum up, our algorithm for solving Problem 4.1 is given in Algorithm 4.2, where the A*
search algorithm, with our pruning strategy, is
A∗(initialnode, actionspace, goal, stepcost, evaluationfunction). (4.42)
We omit the details of the A* search here, since, other than the pruning strategy we already
illustrated, the other parts of the A* search algorithm can be found in standard textbooks
(e.g. [84]).
Algorithm 4.2 Solving Problem 4.1 with A* Search
Require: T number of time slots; N the number of transmitter-receiver pairs; µ[T ] the given average
rate-tuple;
S the constrained transmit-power-tuple set.
Ensure: (s∗t )
p∗
t=1 the optimal solutions for Problem 4.1;
p∗ and max
n∈N
{
Q(n)0 /
[
∑pt=1 µ
(n)
max(γn(st),L,ε)L
]}
for the optimal objective in Problem 4.1.
1: Q0 = Tµ[T ]L;
2:
[
(s∗t )
p∗
t=1, p
∗,max
n∈N
{
Q(n)0 /∑
p∗
t=1 µ
(n)
max(γn(s∗t ),L,ε)L
}]
= A∗
(
(Q0, /0) ,S,0,ct ,F(·)
)
;
3: return (s∗t )
p∗
t=1, p
∗ and max
n∈N
{
Q(n)0 /∑
p∗
t=1 µ
(n)
max(γn(s∗t ),L,ε)L
}
.
Remark 4.7 (Measuring the Searching Efficiency). We propose the effective branching ratio
(EBR) as the metric for evaluating the search efficiency of our solution method of Problem 4.1:
EBR =
B
#S , (4.43)
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where B is the effective branching factor of our method, and the |S| is the branching factor of
the original search tree (see the discussion at the beginning of this subsection). B is a metric
on expanded nodes such that if the total number of expanded nodes is U , then
U =
p∗
∑
t=1
Bt . (4.44)
We can see that B increases with U , which means the smaller EBR is, the more efficient in our
algorithm performs. We will use the proposed EBR in Section 4.5 to examine the searching
efficiency.
4.5 Numerical Results
To corroborate our theoretical results, numerical results are presented. In this section, firstly,
we provide two illustrative examples on achievable/unachievable rate-tuples, respectively: For
the achievable rate-tuple, we give the rate-achieving policy and calculate the rate margin fol-
lowed by the explanation of its meaning. For the unachievable rate, we calculate the rate margin
and explain its meaning. Secondly, we conduct the Monte Carlo simulation to highlight the
computational efficiency of our methods. Note that in this section, the maximum achievable
rate-tuple for transmitter-receiver pair n ∈N is calculated by (4.4).
Consider the transmission-rate design for a given network with N = 3 transmitter-receiver
pairs within T = 5 time slots, each contains L = 100 channel uses. The following parame-
ters are at hand (the corresponding units are normalized): The transmit-power sets of these
3 transmitter-receiver pairs are S(1) = S(2) = S(3) = {0,5}, each having an on-off structure.
The power gains are H11 = 0.8, H22 = 0.7, H33 = 0.9, H12 = H21 = 0.15, H13 = H31 = 0.25
and H23 = H32 = 0.3. The noise powers are W1 =W2 =W3 = 0.1.
Now consider whether the rate-tuple µ[5] = [0.5,0.5,0.5]T can be achieved with error prob-
ability ε = 0.001. Using Theorem 4.2, µ[5] can be achieved, and the rate-achieving pol-
icy is P5 = (µt ,st)5t=1, where µ1 = [0,2.2698,0]T, µ2 = [0,0,2.4466]T, µ3 = [2.3636,0,0]T,
µ4 = [0.1364,0.2302,0.0534]T, µ5 = 0, and s1 = [0,5,0]T, s2 = [0,0,5]T, s3 = [5,0,0]T, s4 =
[5,5,5]T, s5 = 0. This result means that the required rate-tuple can be met in this network.
Furthermore, transmission finished in 4 time slots, since in time slot 5, all transmitter-receiver
pairs transmit nothing.
To maximally utilize the throughput region of this given network, we can linearly scale up
µ[5] so that each transmitter-receiver pair enjoys a rate increase without changing the fairness
(i.e., the direction of rate-tuple). We employ Theorem 4.1 (details are shown in Algorithm 4.1)
to compute the rate margin δ5(µ[5]) = 1.2554. Hence, the boundary rate-tuple is δ5(µ[5])µ[5] =
[0.6277,0.6277,0.6277]T.
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Secondly, we consider whether the rate-tuple µ ′[5] = [0.3,1,1]
T can be achieved in this
network. Unfortunately, by Theorem 4.2, the rate-tuple µ ′[5] is not achievable, since δ5(µ
′
[5]) =
0.9079 < 1. However, Theorem 4.1 says that in the case of not changing the parameters of the
network, µ ′[5] should be at least linearly scaled down to δ5(µ
′
[5]) = 0.9079 of µ
′
[5] to become
achievable. Otherwise, the network should be redesigned (e.g., enlarge the maximum power
of transmitter-receiver pairs).
To corroborate the efficiency of our methods, we conduct the Monte Carlo simulations. The
average iteration number (AIN) and the average effective branching ratio (AEBR) for deriving
rate margin are employed to measure the behaviors: The AIN represents on average how many
iterations are required to derive the rate margin (see Theorem 4.1), and the AEBR reveals the
searching efficiency for solving Problem 4.1 in every iteration.
The simulation parameters are given as follows. The number of transmitter-receiver pairs
are N = 3, and the transmit-power sets are S(1) = S(2) = S(3) = {0,1,2}. The power gains are
H11 = H22 = H33 = 0.5, and H12 = H21 = H13 = H31 = H23 = H32 = 0.3. The noise powers
are W1 =W2 =W3 = 0.1. Similar to two above examples, the blocklength is L = 100, and the
error probability is ε = 0.001. Simulations are conducted for T ∈ {2,3,4,5}, and for each T ,
we randomly and uniformly select 1000 different µ[T ] from Λ[∞] to calculate the rate margin
δT (µ[T ]). The results are shown in Table 4.1.
Table 4.1: Average Iteration Number and the Average Effective Branching Ratio
T = 2 T = 3 T = 4 T = 5
AIN 1.802 1.844 2.163 2.627
AEBR 0.385 0.231 0.146 0.095
From Table 4.1, we can see that the AINs are reasonably small. For the searching efficiency
in each iteration, the AEBRs are small and decrease with T . To give an intuitive illustration,
we take T = 5 as an example: AIN equals 2.556 means that we need 2.556 iterations on
average to derive the rate margin. AEBR is 0.095 implies that if we assume p∗ = T = 5,
the total number of nodes (except for the start node) of original search tree is ∑5t=1(#S)t =
∑5t=1 27t = 1.490× 107, while, for our A* search, only ∑5t=1(0.095 ∗ 27)t = 180 number of
nodes are expanded on average. It can be seen that our algorithm significantly improves the
computational efficiency.
4.6 Summary
In this chapter, the finite-horizon throughput region for a multi-user interference channel in
MWNs has been studied. We proposed rate margin as a metric to determine the achievability
of any given rate-tuple and measure the ability to scale up (down) for any achievable (un-
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achievable) rate-tuple so that the resulting rate-tuple is still within (brought back into) the
finite-horizon throughput region. Also, we provided a complete algorithm for finding a rate-
achieving policy for any achievable rate-tuple. Both the rate margin and the rate-achieving
policy can be derived very efficiently by using a modified A* search algorithm, where the
interference-free based heuristic function plays an important role.
This work represents a significant step towards understanding the network throughput re-
gion over a finite time horizon beyond the simplest one-time-slot scenario. It also demonstrates
the fundamental differences in the throughput region between finite and infinite horizon.
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Chapter 5
Conclusions
In this chapter, we first summarize the general conclusions drawn from the thesis, and then
outline some future research directions arising from this work.
5.1 Thesis Conclusions
This thesis considers the communications in MWNs from a finite time-horizon perspective.
Since the short-term effect is highly dependent on the node mobility in MWNs, we have pro-
posed two mobility models in Chapter 2 and Chapter 3, respectively, which can describe or
approximate a large class of mobilities in the real world. Additionally, in Chapter 2 the inter-
ference prediction has been provided and analyzed to effectively predict the time-varying inter-
ference; and in Chapter 3 the cooperative localization algorithm has been designed to reduce
the uncertainty in node mobility. Finally, in Chapter 4 the throughput region for multi-user
interference channels is studied to give the fundamental limit on the information transmission
between multiple transmitter-receiver pairs in MWNs. The detailed contributions and directly
related future works are given as follows.
Interference prediction: In Chapter 2, the interference prediction is studied to effectively
predict any time-varying interference in MWNs. We have proposed the GLC model to describe
or approximate a large class of mobilities in the real world. Based on the GLC model, we have
studied the interference prediction problem in MWNs. The statistics of interference prediction
with respect to a dynamic reference point have been analyzed. We have defined the CGPPF
as a general framework to compute the mean and MGF, where some important closed-form
expressions can be obtained. With expressing the CGPPF in series form, we have analyzed
the limiting behavior of the statistics of the interference prediction, and given the necessary
and sufficient conditions for when the node locations can be regarded as a Gaussian BPP when
analyzing the statistics of interference prediction.
The presented work serves as the first step to develop more comprehensive results in in-
terference predictions. Even though the CGPPF provides a general framework for calculat-
ing the statistics of interference prediction, the closed-form expressions exist only in some
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special cases. It is possible to derive closed-form approximations for these statistics using a
cumulant-based approach (e.g., similar to [85, 86]). Furthermore, for the limiting behavior of
interference prediction with homogenous mobilities, it would be desirable to obtain a more
direct link between the mobility model and the condition for the BPP approximations stated in
Theorem 2.4. For example, we observed from our numerical results that if the matrix A of the
mobility model is Lyapunov-stable [68], the condition for Gaussian BPP approximation holds,
and vise versa. On the other hand, it would be interesting to extend the results on finite number
of nodes to infinite number of nodes and study the condition under which the limiting behavior
of the interference prediction converges to that from a PPP. Another interesting direction for
future research is to generalize the assumption for wi(t) beyond Gaussian. Last but not least,
the results on interference prediction obtained in this work can also been used to predict the
outage probability at a future time instant.
Cooperative localization: In Chapter 3, we study the cooperative localization problem
with asynchronous communications and measurements for the first time. We have proposed a
more general mobility model by using non-linear stochastic differential equations, where the
GLC model can be regarded as a special case of this model. An important concepts AMS
triple, prior cut, and cut gap, have been introduced in analyzing the estimation gap between
the proposed centralized algorithm (serves as the benchmark) and the algorithm with an AMS
triple. We have strict proved that if the cut gap is small enough, i.e., the two cut parts are nearly
independent, then the estimation gap can also be very small. With this important property,
we have designed the prior-cut algorithm to solve the cooperative localization problem with
asynchronous communications and measurements.
The presented work serves as the first step to develop the asynchronous localization prob-
lems. For future work, it is meaningful to analyze the property of the prior-cut algorithm, e.g.,
the stability and the convergence speed.1 Also, it is interesting to combine the continuous-
discrete Bayesian filter framework with the famous belief propagation algorithm.
Finite-horizon throughput region: In Chapter 4, the finite-horizon throughput region
for multi-user interference channels in MWNs has been studied. We have proposed the rate
margin as a metric to determine the achievability of any given rate-tuple and measure the ability
to scale up (down) for any achievable (unachievable) rate-tuple so that the resulting rate-tuple
is still within (brought back into) the finite-horizon throughput region. Furthermore, we have
provided a complete algorithm for finding a rate-achieving policy for any achievable rate-tuple.
Both the rate margin and the rate-achieving policy can be derived very efficiently by using a
modified A* search algorithm, where the interference-free based heuristic function plays an
important role. This work represents a significant step towards understanding the network
1The stability of Bayesian filtering (see [87, 88, 89, 90, 91, 92]) will play an important role in analyzing the
stability of the prior-cut algorithm, and the convergence rate of Bayesian filtering (see [93]) will be important to
the convergence rate of the prior-cut algorithm.
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throughput region over a finite time horizon beyond the simplest one-time-slot scenario. It also
demonstrates the fundamental differences in the throughput region between finite and infinite
horizon.
More importantly, the presented work serves as the first step to develop more comprehen-
sive results on finite-horizon throughput region in the future:
• The rate margin defined in this chapter resolves how to do rate-scaling when preserving
fairness. If some of the transmitter-receiver pairs have more priority for scaling, then
a generalization or different definitions of rate margin can be used to reflect the rate
scalability from different design perspectives. For example, if a transmitter-receiver pair
is predominant, then we need to consider the maximum scalability of one component
corresponding to this communication pair, while keeping other components unchanged.
• It is worth trying to relax or remove the assumption of treating interference as noise. If
one considers interference decoding (e.g., [94, 95]), the finite-horizon throughput region
will be enlarged. It would be very interesting to consider interference decoding in the
finite blocklength regime.
• Ultimately, it would be desirable to generalize the finite-horizon throughput region to-
wards an information-theoretic setting which contains all possible coding/decoding strate-
gies. One potential approach is the deterministic approximation approach (see [96, 97])
to derive an easy-to-compute approximated finite-horizon throughput region.
5.2 Future Research Directions
The finite-horizon communications in MWNs is important in meeting the requirements of low
latency and high reliability. Future research problems on this topic include:
Advanced mobility models in MWNs: The mobility models proposed in Chapter 2 and
Chapter 3 assume that the mobility parameters are known in advance. For example, we assume
the mobile users follow the Brownian motion. But actually the mobile users may not perfectly
satisfy this assumption, and the true model’s parameters can be unknown in advance. For
example, the true model can be Brownian motion with inertia (unknown in advance), but we
wrongly take it as the standard Brownian motion. To deal with the modeling uncertainties, it
is necessary to study the advanced mobility models in the future, and two promising ways are
highlighted as follows:
• Robust mobility model. The modeling uncertainty is indeed the uncertainty in model pa-
rameters whose exact values are not known in advance. Nevertheless, we can specify the
range of these parameters, then a group of location pattern processes (see Section 1.2.1)
can be derived. If the difference among these location pattern processes is tolerable, then
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the mobility model with such a parameter range is robust. This is inspired by the robust
control [98, 99]. For example, a car’s unknown velocity can be within a valid range, and
sometimes the location pattern processes are with little difference for this velocity range
in a short time window.
• Adaptive mobility model. In contrast to the robust mobility model which try to toler-
ate the modeling uncertainty, the adaptive mobility model concentrates on learning the
parameters intelligently. This mobility model can attract more attention than the robust
mobility model, since it links to the classic techniques in machine learning or even the
popular deep neural network techniques.
Distributed finite-horizon communication designs in MWNs: The presented finite-
horizon throughput region in Chapter 4 gives the fundamental limits on data transmissions of
multiple transmitter-receiver pairs. Even though we provide a rate-achieving policy to achieve
any achievable rate-tuple in any given finite-horizon throughput region, this method is in a
centralized manner. Since sometimes there are no centers to schedule the communications, we
need design the rate-achieving policy in a distributed manner.
One possible way is to modify the distributed rate-achieving policy of an infinite-horizon
throughput region (e.g., [60]) such that it can be suitable for finite-horizon throughput region.
However, the rate-achieving policies for infinite-horizon throughput regions rely on construct-
ing Lyapunov functions which is an infinite time-horizon based method. Thus, there would
be a big challenge in designing the rate-achieving policy directly from existing methods in
infinite-horizon throughput regions.
One promising way is to use distributed optimization methods (see [100] for a good tu-
torial). More specifically, Problem 4.1 should be solved by distributed optimization methods.
Nevertheless, the problem is not convex and the optimality cannot be guaranteed, which means
the method cannot always find a rate-achieving policy even if it is in the finite-horizon through-
put region. It will be very important and interesting to find the optimal solution to Problem 4.1
in a distributed manner when we design the distributed rate-achieving policies.
Other topics in MWNs: There are many other potential topics on short-term communi-
cations in MWNs. Firstly, the short-term communication is important for secure transmission,
since decoding a short blocklength code highly relies on the short-term channel gain which
is known to the receiver but hard to be timely estimated by the eavesdropper. Secondly, for
the channel estimation in MWNs, the communication channel changes in time due to the node
mobility. If short-term communications are considered, then the channel estimations have to
be done frequently to make sure the channel information is not outdated. But if we combine
the channel prediction with the channel estimation based on node mobility, the channel can be
tracked in a real-time manner. Last but not least, some networked control systems, e.g., the
UAV formations, swarms, cooperative tasks, are highly dependent on the short-term commu-
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nications2 in MWNs. This means many interdisciplinary topics between control theory and
communication theory can be studied based on the short-term communications in MWNs.
2control systems are sensitive to system delays
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Appendix A
A.1 Proof of Lemma 2.1
A more general proof can be found in [69]. For completeness, we provide a proof of Lemma 2.1
here:
The solution of (2.2) is
xi(t) = eAi(t−t0)xi(t0)+
∫ t
t0
eAi(t−τ)wi(τ)dτ (A.1)
and then the mean of xi(t) can be derived as
E[xi(t)] = eAi(t−t0)xi(t0)+
∫ t
t0
eAi(t−τ)E[wi(τ)]dτ
(a)
= eAi(t−t0)xi(t0), (A.2)
where (a) is established by E
[
wi(τ)
]
= 0. Then we can get (2.7) from (2.3).
The covariance of xi(t) is given by
Cov
[
xi(t)
] (a)
= Cov
[
eAi(t−t0)xi(t0)
]
+Cov
[∫ t
t0
eAi(t−τ)wi(τ)dτ
]
= 0+Cov
[∫ t
t0
eAi(t−τ)wi(τ)dτ
]
,
(A.3)
where (a) follows from the independence of xi(t0) and wi(τ) (τ ∈ [t0, t]). Additionally,
Cov
[∫ t
t0
eAi(t−τ)wi(τ)dτ
]
= Cov
(∫ t
t0
eAi(t−τ)wi(τ)dτ ,
∫ t
t0
eAi(t−ψ)wi(ψ)dψ
)
=
∫ t
t0
∫ t
t0
Cov
(
eAi(t−τ)wi(τ),eAi(t−ψ)wi(ψ)
)
dτ dψ
=
∫ t
t0
∫ t
t0
eAi(t−τ)Cov
(
wi(τ),wi(ψ)
)
eA
T
i (t−ψ) dτ dψ
(a)
= Θxi(t),
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where (a) follows the properties of GWN. Then (2.8) can be derived from (2.3).
A.2 Proof of Theorem 2.3
With the orthogonal transform z = PT y such that PTµ = η = [ηa]d×1 and
PTΣ−1P = diag{1/σ21 , . . . ,1/σ2d }= Λ.
Then, equation (2.24) can be rewritten as
G[ν ] =
∫
Rd
ν(‖y‖) 1
(2pi) d2 |Σ| 12
e−
1
2 (y−µ)TΣ−1(y−µ) dy
=
∫
Rd
ν(‖z‖) 1
(2pi) d2 |Σ| 12
e−
1
2 (z−η)TΛ(z−η) dz
(a)
=
1
(2pi) d2 |Σ| 12
∫ ∞
0
[
ν(r)e−
1
2 (rΦ−η)TΛ(rΦ−η)rd−1
]
dr
∫
Θ
V (φ )dφ ,
(A.4)
where (a) follows a d-dimensional spherical transform. Φ = [Φa]d×1 and V (φ )dφ are shown
in (2.31) and (2.32), respectively. Labeling
ν(r,Φ) =
∫ ∞
0
ν(r)e−
1
2 (rΦ−η)TΛ(rΦ−η)rd−1 dr, (A.5)
we expand it into the Taylor series
ν(r,Φ) =
∞
∑
n=0
(−1)n
2nn!
∫ ∞
0
{
ν(r)rd−1
[
(rΦ−η)TΛ(rΦ−η)]n}dr. (A.6)
By employing the multinomial theorem,
[
(rΦ−η)TΛ(rΦ−η)]n =
∑
k1+k2+k3=n
[(
n
k1,k2,k3
)( d
∑
a=1
Φ2a
σ2a
)k1( d
∑
b=1
−2Φbηb
σ2b
)k2( d
∑
q=1
η2q
σ2q
)k3
r2k1+k2
]
, (A.7)
where (
d
∑
a=1
Φ2a
σ2a
)k1
= ∑
k(1)1 +···+k(d)1 =k1
[(
k1
k(1)1 , . . . ,k
(d)
1
) d
∏
a=1
(
Φa
σa
)2k1 ]
, (A.8)
(
d
∑
b=1
−2Φbηb
σ2b
)k2
= ∑
k(1)2 +···+k(d)2 =k2
[(
k2
k(1)2 , . . . ,k
(d)
2
) d
∏
b=1
(
−2Φbηb
σ2b
)k2 ]
. (A.9)
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Thus, (A.4) can be written as (2.27).
A.3 Integrations in CGPPF Series Form
A.3.1 Derivation for Ψ[ν ] in (2.28)
In order to calculate the interference prediction mean, we set ν (r) = 1ε+rα , thus Ψ[ν ] is
Ψ[ν ]=

Rc+1H2F1(1, c+1α ,
c+1+α
α ,− R
α
ε )
(1+c)ε ε > 0
Rc−α+1
c+α−1 ε = 0,c−α+ 1 > 0,
(A.10)
where c = 2k1 + k2 + d− 1 and H2F1(·) is the hypergeometric function [101]. When ε = 0,
the condition c−α+ 1 > 0 should be satisfied, this is because the singularity at 0.
To calculate the MGF of interference prediction, we set ν (r) =
[
m
m−β 1ε+rα
]m
, thus Ψ[ν ] is
Ψ[ν ] = Rc+1 (ε−β +Rα)−m
[
ε (ε−β +Rα)
(1+ c)(ε−β ) ·
H2F1
(
1,
1+ c+α(1−m)
α
,
1+ c+α
α
,
Rα
β − ε
)
+
Rα
(
1− Rαβ−ε
)m
H2F1
(
1+c+α
α ,m,
1+c+2α
α ,
Rα
β−ε
)
1+ c+α
]
, (A.11)
where ε 6= β .
A.3.2 Derivation for Ω in (2.29)
For d = 1,
Ω =
(−2)k2ηk2+2k3
σ2(k1+k2+k3)
. (A.12)
In order to simplified the discussions for the cas d = 2, we define two functions
I[0,pi ](m,n) =

∑
m
2
l=0 (
m/2
l )(−1)l
√
piΓ( 2l+n+12 )
Γ( 2l+n+22 )
m is even,m > 0,n≥ 0
0 m is odd,m > 0,n≥ 0
√
piΓ( n+12 )
Γ( n+22 )
m = 0,n≥ 0
(A.13)
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and
I[0,2pi ](m,n) =

Υ(m,n) n is even,m≥ 0,n > 0
0 n is odd,m≥ 0,n > 0
√
piΓ( n+12 )
Γ( n+22 )
m≥ 0,n = 0
, (A.14)
where
Υ(m,n) =
n
2
∑
l=0
(
n/2
l
)
(−1)l
[
1+(−1)2l+m]√piΓ( 2l+m+12 )
Γ( 2l+m+22 )
.
Therefore, with d = 2, we have
Ω =
[
2
∑
i=1
(
ηi
σi
)2]k3
∑
k
(1)
1 +k
(2)
1 =k1
k
(1)
2 +k
(2)
2 =k2
(
k1
k(1)1 ,k
(2)
1
)(
k2
k(1)2 ,k
(2)
2
)
Ξ, (A.15)
where
Ξ =
[
∏
1≤i≤2
1≤ j≤2
(
1
σi
)2k(i)1 (
−2η j
σ2j
)k( j)2 ]
·
[
I[0,2pi ]
(
2k(1)1 + k
(1)
2 ,0
)
I[0,2pi ]
(
2k(1)1 ,k
(2)
2
)
·
I[0,2pi ]
(
k(1)2 ,2k
(2)
1
)
I[0,2pi ]
(
0,2k(2)1 + k
(2)
2
)]
. (A.16)
A.4 Some Closed Forms for CGPPF
If condition (2.26) is satisfied, some closed-form expressions for E[Ii(t|s)] and E[I2i (t|s)] can
be derived. Please refer to (2.33) for the definition of α and ε .
Firstly, if ε = 0, which implies a singular path loss, we can derive the closed-form expres-
sions for first and second order statistics as
E
[
Ii(t|s)
]
=
∫ ∞
0
vdrd−1
(2pi) d2σdrα
e−
r2
2σ2 dr =
vdΓ
[d−α
2
]
2
α
2 +1pi d2σα
(A.17)
E
[
I2i (t|s)
]
=
m+ 1
m
∫ ∞
0
vdrd−1
(2pi) d2σdr2α
e−
r2
2σ2 dr
=
(m+ 1)vdΓ
[d−2α
2
]
m2α+1pi d2σ2α
,
(A.18)
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when gamma function Γ(·) has finite value. vd is the volume of the d-dimensional ball of
radius 1, i.e.,
vd =
2pid/2
Γ(d/2)
. (A.19)
However, if ε > 0, closed-forms are difficult to derive for general α > 0. We just give the
results for α = 2 and α = 4. When α = 2
E
[
Ii(t|s)
]
=
vde
ε
2σ2 ε α−22 Γ(d/2)Γ( 2−d2 ,
ε
2σ2 )
2(2pi) d2 |Σ| 12
(A.20)
E
[
I2i (t|s)
]
=
(m+ 1)vd(d−4)Γ
(d−4
2
)
16m(2pi) d2 |Σ| 12 ε2σ4
·{
2σ2e
ε
2σ2 ε
d
2
[
ε+σ2(d−2)]Γ(4−d
2
,
ε
2σ2
)
−2 d2σdε2
}
.
(A.21)
For α = 4 and d = 2,
E
[
Ii(t|s)
]
=
2Ci
( √
ε
2σ2
)
sin
√
ε
2σ2 + cos
√
ε
2σ2
[
pi−2Si
( √
ε
2σ2
)]
4
√
εσ2
(A.22)
E
[
I2i (t|s)
]
=
(m+ 1)G3,11,3
(
1/2
0,1/2,3/2
∣∣ ε
16σ4
)
4mε 32
√
piσ2
, (A.23)
where Si(·) and Ci(·) are sine/cosine integral function with the form
Si(z) =
∫ z
0
sinx
x
dx, and Ci(z) = −
∫ ∞
z
cosx
x
dx,
and Gm,np,q
(
a1,...,ap
b1,...,bq
|z
)
is the Meijer-G function [101].
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Appendix B
B.1 Proof of Lemma 3.1
This proof is divided into two parts: In the first part, we prove the recursive equations [i.e., (3.11)
in the prediction step and (3.12) in the update step] hold. As a result, p(X(tmsk )|Z[tmsk ]) can be
derived sequentially from t = 0. In the second part, we show that equation (3.10) holds.
i) In the prediction step, p(X(tmsk )|Z[tmsk−1],W [tmsk−1]) can be written as
p(X(tmsk )|Z[tmsk−1],W [tmsk−1]) =
∫
X
p(X(tmsk ),X(t
ms
k−1)|Z[tmsk−1],W [tmsk−1])dX(tmsk−1), (B.1)
because the marginal distribution can be obtained by integration. Then, in equation (B.1), we
write p(X(tmsk ),X(t
ms
k−1)|Z[tmsk−1],W [tmsk−1]) as
p(X(tmsk )|X(tmsk−1),Z[tmsk−1],W [tmsk−1])p(X(tmsk−1)|Z[tmsk−1],W [tmsk−1])
(a)
= p(X(tmsk )|X(tmsk−1))p(X(tmsk−1)|Z[tmsk−1],W [tmsk−1]), (B.2)
where (a) holds with the Markov property of sequence {X(tmsk )}k∈K. Combining (B.1) and (B.2),
we have (3.11).
In the update step, we rewrite the posterior p(X(tmsk )|Z[tmsk ],W [tmsk ]) by Bayes’ rule:
p(X(tmsk )|Z[tmsk ],W [tmsk ]) =
p(X(tmsk ),Z(t
ms
k )|Z[tmsk−1],W [tmsk ])∫
X p(X(t
ms
k ),Z(t
ms
k )|Z[tmsk−1],W [tmsk ])dX(tmsk )
, (B.3)
where its probability kernel p(X(tmsk ),Z(t
ms
k )|Z[tmsk−1],W [tmsk ]) has the following form
p(Z(tmsk )|X(tmsk ),Z[tmsk−1],W [tmsk ])p(X(tmsk )|Z[tmsk−1],W [tmsk ]). (B.4)
Since Z(tmsk ) is independent of Z[t
ms
k−1] and W [t
ms
k−1] when X(t
ms
k ) and W (t
ms
k ) are given, the
first item in (B.4) can be written as p(Z(tmsk )|X(tmsk ),W (tmsk )). For the second term in (B.4), it
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can be written as p(X(tmsk )|Z[tmsk−1],W [tmsk−1])p(W [tmsk−1]|W (tmsk )). Thus, (B.4) is rewritten as
p(Z(tmsk )|X(tmsk ),W (tmsk ))p(X(tmsk )|Z[tmsk−1],W [tmsk−1])p(W [tmsk−1]|W (tmsk )). (B.5)
We put (B.5) back into (B.3), and (3.12) is derived [note that the common term p(W [tmsk−1]|W (tmsk ))
in the numerator and denominator can be cancelled out].
ii) For (3.10), the proof is similar to that in (3.11). Using X(tmsk ) as the bridge, we have
p(X(t)|Z[t],W [t]) = p(X(t)|Z[tmsk ],W [tmsk ])
=
∫
X
p(X(t)|X(tmsk ))p(X(tmsk )|Z[tmsk ],W [tmsk ])dX(tmsk ).
(B.6)
B.2 Proof of Theorem 3.1
We divide this proof into three parts: In the first two parts, we write Eyl(t)[yl(t)|Z[tmsk ],W [tmsk ]]
and EX¯(t)yl(t)[yl(t)|Z[t
ms
k−1], Z¯(t
ms
k ),W [t
ms
k−1],W¯ (t
ms
k )] into two suitable forms, respectively, so that
they are comparable. In the third part, we complete this proof by comparing those two compa-
rable forms.
i) By (3.8) and (3.10), Eyl(t)[yl(t)|Z[tmsk ],W [tmsk ]] can be written as∫
X
gl(xl(t))
[∫
X
p(X(t)|X(tmsk ))p(X(tmsk )|Z[tmsk ],W [tmsk ])dX(tmsk )
]
dX(t)
=
∫
X
[∫
X
gl(xl(t))p(X(t)|X(tmsk ))dX(t)
]
p(X(tmsk )|Z[tmsk ],W [tmsk ])dX(tmsk )
=
∫
X
[∫
Xl
gl(xl(t))p(xl(t)|X(tmsk ))dxl(t)
]
p(X(tmsk )|Z[tmsk ],W [tmsk ])dX(tmsk )
(a)
=
∫
X
Exl(t)
[
gl(xl(t))|xl(tmsk )
]
p(X(tmsk )|Z[tmsk ],W [tmsk ])dX(tmsk ),
(B.7)
where (a) follows from (3.25). We write term p(X(tmsk )|Z[tmsk ],W [tmsk ]) in (B.7) as (3.12).
Letting F(X(tmsk )) = p(Z(t
ms
k )|X(tmsk ),W [tmsk ]) and G1(X(tmsk )) = p(X(tmsk )|Z[tmsk−1],W [tmsk ]),
we can re-express (B.7) as
Eyl(t)[yl(t)|Z[tmsk ],W [tmsk ]] =∫
X
Exl(t)
[
gl(xl(t))|xl(tmsk )
] F(X(tmsk ))G1(X(tmsk ))∫
X F(X(t
ms
k ))G1(X(t
ms
k ))dX(t
ms
k )
dX(tmsk ). (B.8)
ii) We rewrite the right-hand side of (3.13) as∫
Xl
gl(xl(t))p(xl(t)|Z[tmsk−1], Z¯(tmsk ),W [tmsk−1],W¯ (tmsk ))dX¯(t), (B.9)
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where term p(xl(t)|Z[tmsk−1], Z¯(tmsk ),W [tmsk−1],W¯ (tmsk )) is written as∫
X¯ (tmsk )
p(xl(t)|xl(tmsk ))p(X¯(tmsk )|Z[tmsk−1], Z¯(tmsk ),W¯ (tmsk ),W [tmsk−1])dX¯(tmsk ). (B.10)
Since
∫
X˘ (tmsk ) p(X˘(t
ms
k )|Z˘[tmsk ],W˘ [tmsk ])dX(tmsk ) \ X¯(tmsk ) = 1, where we have X˘ (tmsk ) = X \
X¯ (tmsk ), X˘(tmsk ) = X(tmsk ) \ X¯(tmsk ), Z˘[tmsk ] = Z[tmsk ] \ Z¯(tmsk ), and W˘ [tmsk ] = W [tmsk ] \W¯ (tmsk ),
equation (B.10) can be further rewritten as
∫
X
p(xl(t)|xl(tmsk ))p(X¯(tmsk )|Z[tmsk−1], Z¯(tmsk ),W¯ (tmsk ),W [tmsk−1])×
p(X˘(tmsk )|Z˘[tmsk ],W˘ [tmsk ])dX(tmsk ). (B.11)
In (B.11), term p(X¯(tmsk )|Z[tmsk−1], Z¯(tmsk ),W¯ (tmsk ),W [tmsk−1]) can be written as [similar to (3.12)]
p(Z¯(tmsk )|X¯(tmsk ),W¯ (tmsk ))p(X¯(tmsk )|Z[tmsk−1],W [tmsk−1])∫
X¯ (tmsk ) p(Z¯(t
ms
k )|X¯(tmsk ),W¯ (tmsk ))p(X¯(tmsk )|Z[tmsk−1],W [tmsk−1])dX¯(tmsk )
. (B.12)
Likewise, we can write term p(X˘(tmsk )|Z˘[tmsk ],W˘ [tmsk ]) in the integral of (B.10) as
p(Z˘(tmsk )|X˘(tmsk ),W˘ (tmsk ))p(X˘(tmsk )|Z[tmsk−1],W [tmsk−1])∫
X˘ (tmsk ) p(Z˘(t
ms
k )|X˘(tmsk ),W˘ (tmsk ))p(X˘(tmsk )|Z[tmsk−1],W [tmsk−1])dX˘(tmsk )
, (B.13)
where Z˘(tmsk ) = Z(t
ms
k ) \ Z¯(tmsk ) and W˘ (tmsk ) =W (tmsk ) \W¯ (tmsk ). Note that
p(Z(tmsk )|X(tmsk ),W (tmsk )) = p(Z¯(tmsk ), Z˘(tmsk )|X(tmsk ),W (tmsk ))
(b)
= p(Z¯(tmsk )|X(tmsk ),W (tmsk ))p(Z˘(tmsk )|X(tmsk ),W (tmsk ))
(c)
= p(Z¯(tmsk )|X(tmsk ),W (tmsk ))p(Z˘(tmsk )|X˘(tmsk ),W (tmsk )),
(B.14)
where (b) holds with the independence of the measurement noises in (3.4), and (c) follows
from condition (3.18) in Definition 3.2. The product of the first items in the numerators
of (B.13) and (B.14) is p(Z(tmsk )|X(tmsk )) = F(X(tmsk )). Letting
G2(X(tmsk )) = p(X¯(t
ms
k )|Z[tmsk−1])p(X(tmsk ) \ X¯(tmsk )|Z[tmsk−1]), (B.15)
i.e., the product of the second items in the numerators of (B.13) and (B.14), we can write the
estimation EX¯(t)yl(t)
[
yl(t)|Z[tmsk−1], Z¯(tmsk ),W [tmsk−1],W¯ (tmsk )
]
as
∫
Xl
gl(xl(t))
[∫
X
p(xl(t)|xl(tmsk ))FG2(X(tmsk ))dX(tmsk )
]
dxl(t)
=
∫
X
Exl(t)
[
gl(xl(t))|xl(tmsk )
]
FG2(X(tmsk ))dX(t
ms
k ),
(B.16)
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where
FG2(X(tmsk )) :=
F(X(tmsk ))G2(X(t
ms
k ))∫
X F(X(t
ms
k ))G2(X(t
ms
k ))dX(t
ms
k )
. (B.17)
We can see that (B.8) and (B.16) have a similar structure. Actually, the only difference comes
from G1(X(tmsk )) and G2(X(t
ms
k )).
iii) Subtracting (B.16) from (B.8), we have
Eyl(t)
[
yl(t)|Z[tmsk ],W [tmsk ]
]−EX¯(t)yl(t)[yl(t)|Z[tmsk−1], Z¯(tmsk ),W [tmsk−1],W¯ (tmsk )]=∫
X
Exl(t)
[
gl(xl(t))|xl(tmsk )
]
F(X(tmsk ))
H2G1(X(tmsk ))−H1G2(X(tmsk ))
H1H2
dX(tmsk ), (B.18)
where
H1 =
∫
X
F(X(tmsk ))G1(X(t
ms
k ))dX(t
ms
k ), H2 =
∫
X
F(X(tmsk ))G2(X(t
ms
k ))dX(t
ms
k ). (B.19)
Note that H1,H2 > 0. We split (B.18) into two parts, i.e.,
Eyl(t)
[
yl(t)|Z[tmsk ],W [tmsk ]
]−EX¯(t)yl(t)[yl(t)|Z[tmsk−1], Z¯(tmsk ),W [tmsk−1],W¯ (tmsk )]= A+B, (B.20)
where
A =
∫
X
Exl(t)
[
gl(xl(t))|xl(tmsk )
]
F(X(tmsk ))
G1(X(tmsk ))−G2(X(tmsk ))
H1
dX(tmsk ), (B.21)
B =
H2−H1
H1H2
∫
X
Exl(t)
[
gl(xl(t))|xl(tmsk )
]
F(X(tmsk ))G1(X(t
ms
k ))dX(t
ms
k ). (B.22)
In the rest of this proof, we find the upper bounds for ‖A‖ and ‖B‖, respectively, so that
the following can be upper bounded∥∥∥Eyl(t)[yl(t)|Z[tmsk ],W [tmsk ]]−EX¯(t)yl(t)[yl(t)|Z[tmsk−1], Z¯(tmsk ),W [tmsk−1],W¯ (tmsk )]∥∥∥≤ ‖A‖+ ‖B‖.
(B.23)
For A, we have
‖A‖=
∥∥∥∥∫X Exl(t)[gl(xl(t))|xl(tmsk )]F(X(tmsk ))G1(X(tmsk ))−G2(X(tmsk ))H1 dX(tmsk )
∥∥∥∥
(d)
≤
∫
X
∥∥∥Exl(t)[gl(xl(t))|xl(tmsk )])∥∥∥F(X(tmsk )) ∣∣∣∣G1(X(tmsk ))−G2(X(tmsk ))H1
∣∣∣∣dX(tmsk )
=
∥∥∥∥∥∥∥Exl(t)[gl(xl(t))|xl(tmsk )]∥∥∥F(X(tmsk ))G1(X(tmsk ))−G2(X(tmsk ))H1
∥∥∥∥
1
(e)
=
∥∥∥∥A1(X(tmsk ))G1(X(tmsk ))−G2(X(tmsk ))H1
∥∥∥∥
1
,
(B.24)
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where (d) follows from the “triangle inequality”1 and F(X(tmsk )) ≥ 0. For (e), it holds with
A1(X(tmsk )) =
∥∥∥Exl(t)[gl(xl(t))|xl(tmsk )]∥∥∥F(X(tmsk )). With Hölder’s inequality, (B.24) can be
zoomed as
‖A‖ ≤ ‖A1(X(tmsk ))‖1 ‖G1(X(tmsk ))−G2(X(tmsk ))‖∞ . (B.25)
From (3.23), we know that
∥∥A1(X(tmsk ))∥∥1 is bounded. Since the cut gap defined in (3.22) is
not greater than δ , inequality (B.25) can be rewritten as
|A| ≤ ‖A1(X(tmsk ))‖1 δ . (B.26)
For B, from (B.22), we have
‖B‖= |H2−H1|
H2
∥∥∥∥∫X Exl(t)[gl(xl(t))|xl(tmsk )]p(X(tmsk )|Z[tmsk ])dX(tmsk )
∥∥∥∥
≤ |H2−H1|
H2
∫
X
∥∥∥Exl(t)[gl(xl(t))|xl(tmsk )]∥∥∥ p(X(tmsk )|Z[tmsk ])dX(tmsk )
( f )
=
|H2−H1|
H2
∫
X
∥∥∥∥∫Xl g(xl(t))p(xl(t)|xl(tmsk ))dxl(t)
∥∥∥∥ p(X(tmsk )|Z[tmsk ])dX(tmsk )
≤ |H2−H1|
H2
∫
X
[∫
Xl
‖g(xl(t))‖ p(xl(t)|xl(tmsk ))dxl(t)
]
p(X(tmsk )|Z[tmsk ])dX(tmsk )
(g)
=
|H2−H1|
H2
∫
Xl
‖g(xl(t))‖ p(X(t)|Z[tmsk ])dxl(t)
(h)
= V
|H2−H1|
H2
,
(B.27)
where ( f ) follows from (3.25), and (g) is based on the interchange of the order of integration.
According to (3.9), we set∫
Xl
‖g(xl(t))‖ p(X(t)|Z[tmsk ])dxl(t) =
∫
X
‖gl(xl(t))‖p(X(t)|Z[t],W [t])dX(t) = V , (B.28)
which leads to (h). According to (B.19), we rewrite term |H1−H2| in (B.27) as
|H1−H2|=
∣∣∣∣∫X F(X(tmsk )) [G1(X(tmsk ))−G2(X(tmsk ))]dX(tmsk )
∣∣∣∣
(i)
≤ ‖F(X(tmsk ))‖1 ‖G1(X(tmsk ))−G2(X(tmsk ))‖∞
≤ ‖F(X(tmsk ))‖1 δ ,
(B.29)
1To be more specific, we use the inequality ‖∫X f (x)dx‖ ≤ ∫X ‖ f (x)‖dx which can be regarded as using the
triangle inequality on infinite sum of infinitesimals. Since there is no name for this inequality, we use “triangle
inequality” as its name.
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where (i) follows from Hölder’s inequality. Thus, (B.27) can be rewritten as
‖B‖ ≤V
∥∥F(X(tmsk ))∥∥1
H2
δ . (B.30)
Note that
∥∥F(X(tmsk ))∥∥1 is bounded by (3.24). Combing (B.23), (B.24), and (B.30), we have∥∥∥Eyl(t)[yl(t)|Z[tmsk ],W [tmsk ]]−EX¯(t)yl(t)[yl(t)|Z[tmsk−1], Z¯(tmsk ),W [tmsk−1],W¯ (tmsk )]∥∥∥
≤
[
‖A1(X(tmsk ))‖1+V
∥∥F(X(tmsk ))∥∥1
H2
]
δ . (B.31)
Therefore, ∀ε > 0, there exists a
δ ≤ H2
H2
∥∥A1(X(tmsk ))∥∥1+V ∥∥F(X(tmsk ))∥∥1 ε , (B.32)
such that if the cut gap is bounded by δ , then the estimation gap defined in (3.14) is bounded
by ε .
B.3 Communication Settings in Section 3.6.1.3
The transmit power of non-anchor node l ∈L is Ptrl (t) with maximum value Ptrmax = 0.2W, and
the power of noise (from the receiver side) is Pnoise = −90dBm. The relationship between the
received and transmit powers at time t ∈ [0, 50] is
Prcj,l(t) =
hl, j(t)Ptrl (t)
1+Dαl, j(t)
, (B.33)
where hl, j(t) is the fading gain with Nakagami-m model (see [64]) and m= 2. Notation Dl, j(t)
is the distance between nodes l and j, and α is the path loss exponent. In this problem, we
assume α = 3.
Note that there are 20 non-anchor nodes sharing the same bandwidth, and each broadcast
can generate interference. To mitigate the interference, we use the CSMA technique. The
threshold for detecting an idle channel is determined by the following equation
θ =
Ptrmax
1+Dα∗
, (B.34)
where parameter D∗ is the silence distance that if a node is outside the range covered by this
distance, then the transmission interference can be neglected. We set D∗ = 2m in this problem,
which means the node only regards the communication signals within 2 meters as interference.
If the received power is lower than θ , then a node assumes this channel is idle for broadcasting,
§B.3 Communication Settings in Section 3.6.1.3 113
and it uses the maximum transmit power to transmit (on-off power control), otherwise the node
would wait for a random time follows the exponential distribution with mean µ = 0.05s.
For message receiving, the SINR for node l receiving the message from node j is
SINRl, j(t) =
Prcl, j(t)
∑i 6= j Prcl,i (t)+Pnoise
. (B.35)
The channel is complex Gaussian, and the Shannon’s capacity is
Cl, j(t) = B log2 (1+SINRl, j(t)) , (B.36)
where the bandwidth is B= 40MHz. The broadcasting rate for node j∈L is Rbcj = 100KB/s=
800Kb/s. If the average capacity for a broadcast message is lower than the broadcasting rate,
then a transmission outage occurs. Specifically, an outage happens when
1
tetj,k− tstj,k
∫ tetj,k
tstj,k
Cl, j(t)dt < Rbcj , (B.37)
where tstj,k and t
et
j,k the start and end times, respectively, of broadcast message m
bc
j,k (see Fig. 3.2).
The broadcasting time length tetj,k− tstj,k depends on the packet size of mbcj,k, i.e.,
tetj,k− tstj,k =
size(mbcj,k)
Rbcj
. (B.38)
The packet size is determined by the content in the broadcasting message, where the real
numbers (e.g., for describing the priors, posteriors, and measurements) are stored in double
precision numbers with 64bit size.
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Appendix C
C.1 Proof of Theorem 4.1
Before starting the proof, we give a brief flow chart of Algorithm 4.1 in Fig. C.1. With this
figure, we can clearly see the flow of Algorithm 4.1: the algorithm starts from s and ends at
three possible terminals b, d, and e (more details can be found in the caption). We divide the
proof into several cases according to Fig. C.1 which is shown as follows.
a b c d es
*
1p T
*
1p T
*
1p T
*
kp T
*
kp T
*
kp T
*
kp T
*
kp T
*
kp T
flag 0 flag 1 flag 1 
Figure C.1: A brief version of flow chart for Algorithm 4.1. The nodes with a,b,c,d,e represent
Lines 5-8, Line 10, Line 12, Line 14, Line 16 in Algorithm 4.1, respectively, and the node with s stands
for the starting point of Algorithm 4.1. For s, the value of flag is 0. After arriving at node a, the value
of flag becomes 1. After arriving at node c, the value of flag becomes −1. There are three possible
terminals corresponding to nodes b, d, and e.
1) p∗1 = T . In this case, the program directly goes from node s to e, and we can easily
get δT (µ [T ]) =Q
(1)
0,k /Q
(1)
0,1 =Q
(1)
0,K+1/Q
(1)
0,1 = δT (µ [T ]) in Line 20, which means Algorithm 4.1
returns the correct result. Note that K = 1.
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2) p∗1 < T . Initially, the program goes from s to a. Then (for k = 2), it has three possible
destinations, i.e., nodes a, d, and e. However, the program cannot always stay in node a,
and it must end either at d or e. This is because p∗k at least increases by 1 for each time
arriving at a (recall that a corresponds to Lines 5-8). For Line 5, if bT /p∗kc> 1 or ρ > 0, then
Q0,k+1  Q0,kδp∗k (µ [p∗k ],k) (due to µ [T ]  0), which implies Q0,k+1 cannot be cleared within
p∗k time slots, and therefore p
∗
k+1 ≥ p∗k + 1. Similarly, if bT /p∗kc == 1 and ρ == 0, Line 7
returns Q0,k+1 Q0,kδp∗k (µ [p∗k ],k), and p
∗
k+1 ≥ p∗k +1 still holds. Hence, the program must stop
at node d or e, and the number of iterations is upper bounded by K ≤ T − p∗1 + 1, i.e., at least
goes to e (corresponding to p∗K = T ).
2-1) Ends at node d. From Line 5, we know that p∗k ≤ T always holds, because the corre-
sponding Q0,k+1 can always be cleared. Thus, if the program goes to node d (p∗k > T ), Line 7
must have run, i.e., the increment εT makes p∗k > T , where k = K. This means that Q0,K−1
in the (K − 1)th iteration corresponds to the maximum data queue can be cleared within T
time slots. Then, subtracting the increment εT from the current data queue, we can derive
Q0,K+1 = Q0,K−1. Since Q0,K+1 is the maximum data queue that can be cleared within T time
slots in the direction of µ [T ], we have Q0,K+1 = µ [T ]δT (µ [T ])T . Observe that Q0,1 = µ [T ]T ,
we have δT (µ [T ]) = Q
(1)
0,k /Q
(1)
0,1 = Q
(1)
0,K+1/Q
(1)
0,1 = δT (µ [T ]) in Line 20, which means Algo-
rithm 4.1 returns the correct result.
2-2) Ends at node e. In this case, we directly have Q0,K+1 = µ [T ]δT (µ [T ])T , and Line 20
returns the correct rate margin similar to that in 2-1).
3) p∗1 > T . Initially, the program goes from s to c. Then (for k = 2), it has three possible
destinations, i.e., nodes a, b, and e.
3-1) Goes to node a. This case is similar to 2-1): Algorithm 4.1 returns the rate margin
correctly, and the iteration number is upper bounded by K ≤ T − p∗2 + 2 (the program reaches
node a for k = 2 rather than k = 1).
3-2) Ends at node b. In this case, the rate margin δT (µ [T ]) is zero, since in the last iteration
K−1, the updated data queue is Q0,K−1+1 =Q0,K = εT returned by Line 12, and the “smallest”
rate-tuple ε = Q0,K/T (i.e., its component reach the precision of calculation) in the direction
of µ [T ] is not achievable.
3-3) Ends at node e. This case is similar to 2-2): Algorithm 4.1 returns the rate margin
correctly, and the iteration number is upper bounded by K ≤ T − p∗2+ 2.
C.2 Proof of Theorem 4.2
i) ∀µ [T ] ∈Λ[T ], then the data queue can be cleared with some p≤ T , which implies p∗≤ p≤ T
holds. Based on p∗ ≤ T , we prove that (4.32) is exactly the rate-achieving policy for µ [T ].
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By (4.32), the average rate over T slots is
1
T
T
∑
t=1
Q∗t−1−Q∗t
L
=
Q0
T L
=
Tµ [T ]L
T L
= µ [T ], (C.1)
which means the rate is achieved by rate sequence ((Q∗t−1−Q∗t )/L)p
∗
t=1. Additionally, since
the following holds for every t ∈ {1, . . . , p∗}
Q∗t−1−Q∗t
L
 µmax(st ,L,ε), (C.2)
the maximum rate constraints (see Definition 4.4) are satisfied. Therefore, µ [T ] can be achieved
by the policy PT .
ii) ∀µ [T ] 6∈ Λ[T ], it follows from Corollary 4.2 that p∗ > T .
C.3 Proof of Proposition 4.5
∀Qt , let sk =
[
s(1)k , . . . ,s
(n)
k
]
, k ∈ {t + 1, . . . , p} be any possible action (transmit power) from
Qk−1. We then divide E I (Qt) into two parts to prove the admissibility, i.e., p− 1− t and
max
n∈N
[
Q(n)0 /∑
p
t=1 µ
(n)
max(γn(st),L,ε)L
]
. For the first part, ∀n ∈N , we have
p−1− t =
p−1
∑
k=t+1
1≥
p−1
∑
k=t+1
Q(n)k−1−Q(n)k
µ (n)max(γn(sk),L,ε)L
. (C.3)
Additionally, since s(n)k ≤ s(n)max, the following holds
γn(sk) =
hnns
(n)
k
Wn+∑m 6=n hmns
(m)
k
≤ hnns
(n)
max
Wn
= γ ′n(s
(n)
max). (C.4)
Then, we have µ (n)max(γn(sk),L,ε) ≤ µ (n)max(γ ′n(s(n)max),L,ε) for all n ∈ N . Thus, (C.3) can be
further bounded as
p−1− t ≥
p−1
∑
k=t+1
Q(n)k−1−Q(n)k
µ (n)max(γn(sk),L,ε)L
≥
p−1
∑
k=t+1
Q(n)k−1−Q(n)k
µ (n)max(γ ′n(s
(n)
max),L,ε)L
, (C.5)
for all n ∈N , which implies
p−1− t ≥max
n∈N
p−1
∑
k=t+1
Q(n)k−1−Q(n)k
µ (n)max(γ ′n(s
(n)
max),L,ε)L
= max
n∈N
 Q(n)t −Q(n)p−1
µ (n)max(γ ′n(s
(n)
max),L,ε)L
 . (C.6)
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For the second part, we have for all n ∈N
Q(n)0
∑pt=1 µ
(n)
max(γn(st),L,ε)L
(a)
≥ Q
(n)
p−1
µ (n)max(γn(sp),L,ε)L
(b)
≥ Q
(n)
p−1
µ (n)max(γ ′n(s
(n)
max),L,ε)L
, (C.7)
where, for Q(n)p−1 6= 0, inequality (a) holds with Q(n)0 = ∑pt=1(Q(n)t−1−Q(n)t ) and ∑p−1t=1 (Q(n)t−1−
Q(n)t ) = ∑
p−1
t=1 µ
(n)
max(γn(st),L,ε)L. For Q
(n)
p−1 = 0, inequality (a) is satisfied by following that
Q(n)0 /∑
p
t=1 µ
(n)
max(γn(st),L,ε)L is nonnegative. Additionally, inequality (b) holds with γn (sp)≤
γ ′n(s
(n)
max). From (C.7), we have
max
n∈N
[
Q(n)0
∑pt=1 µ
(n)
max(γn(st),L,ε)L
]
≥max
n∈N
 Q(n)p−1
µ (n)max(γ ′n(s
(n)
max),L,ε)L
 , (C.8)
which, added by (C.6), implies E I (Qt) ≤ E∗ (Qt) holds.
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