INTRODUCTION
Diffuse Optical Tomography (DOT) is a non-invasive imaging modality that makes use of the light in the NearInfrared (NIR) spectrum [1] . The inverse problem in DOT involves reconstruction of spatially varying absorption and scattering properties as well as fluorophore lifetime and yield in tissues from boundary measurements. These fundamental quantities can be utilized to obtain tissue oxyand deoxyhemoglobin concentrations, blood oxygen saturation, water, fat, and contrast agent uptake in tissue [2] . The unique physiological and biochemical information offered by DOT is very valuable for practical applications such as breast cancer diagnosis [3] , cognitive activity monitoring [4] , brain tumor and hemorrhage detection [5] with a growing list of applications in fluorescence tomographic imaging [6] .
Recently several research groups reported development of hybrid imaging systems combining optical methods with high resolution anatomical imaging techniques. These include a concurrent X-ray tomosynthesis-DOT system at Massachusetts General Hospital [7] , MRI-DOT/DOS (Diffuse Optical Spectroscopy) systems at University of Pennsylvania [8] , University of California at Irvine [9] and Dartmouth College [10] . These multi-modality developments are all motivated by the fact that DOT offers unique functional information (such as tissue oxy-and deoxyhemoglobin concentrations) while high resolution anatomical imaging modalities provide complementary information for disease diagnosis and understanding with superior localization and spatial resolution. A number of studies have shown that use of a priori high resolution anatomical images leads to improved diffuse optical image reconstruction [11] , [12] , [13] , [7] , [10] as well as improved spatial resolution.
In all the studies referenced above, the performance of the DOT image reconstruction relies on the assumption that the correlation between the anatomical and optical images is high. However, there may be regions in the optical image that do not have any anatomical counterparts. As a result, the assumption of strong optical-anatomy correlation may cause undesirable, erroneous bias in optical image reconstruction. The hierarchical Bayesian framework affords such a flexibility in designing prior image and noise models to address the optical-anatomy correlation.
In this paper, we consider a two-level hierarchical Bayesian formulation to incorporate a priori anatomical and tissue classification information into the DOT image reconstruction. We start with the segmentation of the high resolution image and classify the segmented image into subimages representing major tissue types. Based on the tissue label information extracted from the anatomical image, we design the first stage of the prior distribution on the unknown optical image as a function of unknown hyperparameters, namely the image mean and standard deviation. Next, we design the parametric noise model with an associated unknown hyperparameter, which is related to the noise variance. The uncertainty in the models owing to the unknown hyperparameters is addressed by defining hyperpriors on the hyperparameters, which constitutes the second stage of the hierarchical formulation. The hyperpriors on the hyperparameters of the image model are formulated with the aid of coregistered tissue classification. We refer to sections 2 and 3 for a detailed discussion of the hierarchical noise and image models.
Having designed the hierarchical noise and image models, we formulate the joint distribution of the measurements, the image and the unknown hyperparameters associated with the noise and image models. In order to estimate the hyperparameters, we adapt the linear conjugate gradient (CG) algorithm to include a hyperparameter estimation step followed by an image update. In this context, we apply an iterative empirical Bayesian approach [14] to estimate the hyperparameters, which in turn gives the maximum a posteriori (MAP) estimates of the hyperparameters at each CG iteration prior to the image update.
We perform simulation experiments to evaluate the performance of the proposed hierarchical Bayesian formulation and hyperparameter estimation scheme. Our results indicate that hierarchical Bayesian approach captures the function-anatomy correlation properly and provides improved DOT image reconstruction without introducing undesirable bias towards a priori anatomical information. Our simulation experiments show that the proposed method provides accurate reconstruction of tumors even when tumor contrast is absent in the anatomical image.
The paper is organized as follows: Section 2 defines the forward model. Section 3 provides background on the hierarchical Bayesian formulation of the inverse problem and describes the components of the hierarchical model. Section 4 presents the simultaneous estimation of the optical image and the unknown hyperparameters. Section 5 includes numerical experiments to validate the properties of the proposed approach. Section 6 summarizes our results and conclusion.
Forward Model
In this work, we focus on the reconstruction of absorption coefficients of the medium. Therefore, we assume that the diffusion coefficient of the medium is known and spatially invariant. As a result, the following diffusion equation given in frequency domain suffices to define the forward model:
where φ(r) represents the spatially varying optical field in the medium Ω ⊂ R 3 , due to the point source Aδ(r − r s ) located at r = r s . ω denotes the modulation frequency of the source, c is the speed of light and i = √ −1. D is the diffusion coefficient and μ a (r) stands for the spatially varying absorption coefficient of the medium.
We have employed the perturbation approach with a first order Rytov approximation to solve the forward problem in the frequency domain to yield a system of linear equations after the discretization of the medium Ω into N uniform voxels [15] :
where y is the measurement vector, W is the Jacobian based on the Rytov approximation computed around a specified homogeneous background μ a (r) = μ a0 . x ∈ R N denotes the vector of differential absorption coefficients δμ a of the medium with respect to the homogenous background, and ζ is the additive noise in the measurement system.
Hierarchical Bayesian Formulation of the Inverse Problem
We formulate the posterior distribution of the unknown image and compute its maximum a posteriori (MAP) estimatex MAP ; that iŝ
where p(y|x) is the data likelihood, log p(x|C) is the prior and C represents the anatomical tissue label information, derived from the a priori anatomical image. In our formulation, the noise statistics and the prior distribution are governed by unknown model parameters λ and Q, respectively. Thus, the data likelihood and the image prior in equation (3) are replaced by p(y|x, λ) and p(x|Q, C), respectively. Here, λ is the scalar parameter associated with the noise variance and Q is the vector of mean and variance of sub-images that correspond to different tissue labels. We will refer to these parameters as hyperparameters. In order to estimate the unknown image and the associated hyperparameters, we consider the joint conditional distribution:
Equation (4) can be alternatively expressed as
where p(λ) is the prior distribution on λ. We shall refer to p(λ) and p(Q|C) as hyperpriors [14] . In this representation, p(x|Q, C) is the first-stage prior and p(Q|C) stands for the second-stage prior.
The Data Likelihood Model
The measurement vector y is formed as
where S is the number of sources, D is the number of detectors, and F is the number of frequencies associated with each source. The total number of measurements is then equal to P = S × D × F . For computational efficiency, we limit the data set to the real part of the measurements, thus y ∈ R P . Consequently, we model the data likelihood in equation (4) as [16] 
where we assume a noninformative prior for λ, which is a uniform density on R 1 [14] . In the above distribution, Λ ζ (λ) is the covariance matrix of size P × P , K is the normalization constant and z 
Hierarchical Formulation of the Prior Distribution
We downsample the high resolution anatomical image to match its resolution with that of the optical image. Next, we utilize the downsampled anatomical image to decompose the optical domain into M non-overlapping subimages, each of which is assumed to represent a major tissue type. For instance, for breast, these tissues types can be parenchyma, adipose, and tumor [17] . We assume a Gaussian distribution for each sub-image, with unknown mean and standard deviation. Thus, the first stage in the hierarchical prior distribution for the i th sub-image is given by
for i = 1, 2, . . . , M with the implicit assumption that the voxels in each sub-image are statistically independent. th sub-image and I Ni×Ni is the N i × N i identity matrix. Assuming that the sub-images are statistically independent, the first-stage prior of the image given the tissue label information C is:
where Q = [μ, σ]. μ is the vector of mean values assigned to the sub-images and σ is the vector of standard deviations associated with the sub-images, that is
and the covariance matrix Λ x (σ) of the image x is given by:
The second stage prior involves incorporation of the a priori information into the hierarchical prior distribution; in the form of hyperpriors defined on the unknown hyperparameters of the first stage, that is the mean and standard deviation of different tissue types in the optical image.
We assume a Gaussian distribution for the mean value μ of the image:
], whereμ = μ| μi=μi andμ i is the average differential absorption of the i th tissue type. Λ μ (ϑ) = Λ x (σ)| σ i =ϑ i is the covariance matrix where ϑ i stands for the standard deviation of the mean value of each voxel in the i th tissue type, for i = 1, 2, . . . , M.
Similarly, we assume a Gaussian distribution for standard deviation σ of the image:
],
Having designed the first and second stage priors, the hierarchical prior distribution in equation (4) becomes:
In practice,μ i can be assigned based on the average absorption coefficients of tissue types provided in the literature with a sufficiently large variance ϑ mean value of σ can be extracted from the error bounds of the average optical properties of tissue types which are documented in the literature. See for example [18] for an exhaustive list of optical coefficients for human tissue and fluids.
Image Reconstruction and Hyperparameter Estimation
Substituting equations (7) and (12) into (4), the joint probability distribution of the measurements, optical image and the hyperparameters is given by λ, μ, σ) be the objective functional given by
Then, the image reconstruction becomes an optimization problem in which the objective functional Ψ(x, λ, μ, σ) has to be minimized with respect to the image x and the hyperparameters λ, μ and σ.
We propose an iterative algorithm based on the empirical Bayesian approach [15] that successively estimates the hyperparameters with only O(N ) extra operations at each iteration, where N is the number of voxels. The hyperparameter estimation step is followed by the image update by one iteration of conjugate gradient (CG) algorithm, applied with the current estimates of the hyperparameters.
Results
We evaluate the proposed method using optical data simulated from an MR-breast image. We show that the a priori information improves the image reconstruction and does not lead to an erroneous bias towards the a priori information.
2D Experiment with MR-simulated data
We used the T1-weighted MR breast image from [17] to design a realistic optical breast model ( figure 1) . The MR breast image was segmented into parenchyma and adipose layers by applying a simple thresholding algorithm with respect to the MR image intensity values. Next, a tumor corresponding to an infiltrating ductal carcinoma revealed by Gd-DTPA (Gadolinium-diethylenetriamine pentaacetic acid) enhancement was inserted (shown in figure 1 as well) . Each sub-region was assigned an absorption value as indicated in Ntziachristos (1999) ulate a corresponding optical image, zero mean Gaussian noise was added prior to filtering the image by a low-pass filter. The resulting optical image is shown in figure 3 . Note the quantitative and spatial mismatch along the boundaries and especially within the tumor. The homogeneous diffusion coefficient of the medium was set to 0.042 cm. 9 frequencies ranging from 0 to 244 MHz were used to obtain 729 measurements with 9 sources and 9 detectors positioned along x-axis on opposite sides. The optical medium was uniformly discretized into 90 pixels along x-axis and 60 pixels along y-axis leading to a total of 5400 1 × 1 cm 2 pixels. We performed two types of experiments to test the performance of the proposed hierarchical Bayesian approach for this problem:
(i) Tumor present both anatomically and optically: In this experiment, the template extracted from the anatomical image shown in figure 2 was used to design the hierarchical image prior. As a result, the optical image was segmented into three sub-images each of which corresponded to the labeled images in the anatomical image as shown in figure 2. In the design of the hyperprior defined on the mean (i.e. p(μ|C)), values that significantly different than the actual mean of the sub-images were used. Thus, this experiment evaluates the robustness of the proposed method when the true statistics of the optical image are significantly different than the statistics extracted from the prior anatomical image.
The reconstructed image is shown in figure 4 . For comparison, the ML estimate of the image is shown in figure 5 . (ii) Tumor present optically but not anatomically: In this experiment, we removed the tumor region from the template extracted from the prior anatomical image as shown in figure 6 . As a result, the optical image was segmented into two-sub images. The objective of this experiment is to evaluate how well the proposed method reconstructs optical tumors when they are not anatomically present. The reconstructed image for this experiment is given in figure 7 . The set of parameters used in the design of hyperpriors for 
Conclusion
In this work we formulated the inverse DOT problem within a hierarchical Bayesian framework where the hierarchical prior distribution is based on the a priori information extracted from a secondary high-resolution anatomical image. Instead of directly constraining the optical image with the anatomical prior, we incorporated the a priori information in the form of hyperpriors to impose constraints on the unknown hyperparameters of the image and noise models. We proposed a computationally efficient iterative algorithm, based on an empirical Bayesian approach, to simultaneously estimate the optical image and the unknown hyperparameters. Our numerical studies show that the hierarchical Bayesian approach provides an effective framework to capture the correlation between optical and anatomical images. 
