This paper describes a complete robotic system which is capable of removing unmodeled objects from a heap, one by one. As it relies on geometric information only, the use of range data is a natural choice. The objects are to be grasped by a two-ngered gripper, thus it is mandatory that the system can see opposite faces on the objects. Two range views from opposite sides are acquired and analyzed. We have succeeded in integrating the range data from the two views in a consistent way. Other accomplishments of the system are: controlled approximation of the scene by planar patches, creation of a representation of the scene which is rich enough to support segmentation of it into object hypotheses and the determination and ranking of grasping possibilities.
Introduction
The application of computer vision systems to robotic object manipulation tasks has become a well established research domain. Many papers have been published which describe sensor-based robotic systems of widely varying complexity which are devoted to such tasks. The main factors controlling complexity are the diversity of the admitted objects, the way they are con gured and the kind of a-priori knowledge about them that is available to the system. The amount of new knowledge that the system can acquire during operation is controlled by the type and the number of sensors it is based upon as well as the sophistication of the algorithms it uses.
In the past we have built a complete system for object manipulation. Its vision part was described in detail in F. Ade et al. 1 . The system used two lateral silhouette images and an image from vertically above. The object recognition was based on a simple evidence accumulation scheme. The system was successfully tested with a benchmark which involved the task of removing objects from cafeteria trays. Unknown objects, in particular food remains, were not admitted. There were object models for 11 di erent objects. Now, in a new project, \Dealing with unknown objects" we are studying the problem of removing unknown objects from a scene one by one. There are no stored models of these objects. The recovery of the objects from the scene is to be done exclusively on the basis of geometric information acquired on the spot and thus the use of range data is a natural choice. As the objects are to be grasped with a two-ngered gripper, it is mandatory for the system to see opposite patches and therefore a single range view is not su cient. Therefore, from the beginning, two range views were used. An important subgoal is thus to ensure a consistent integration of range data from two views. Other subgoals of the project are controlled approximation of the surfaces, creation of a representation of the scene which is rich enough to support segmentation of it into objects and the determination and ranking of grasping possibilities, and nally an assurance of collision-free approaches of the gripper towards the object. The result of this work is a complete system, from data acquisition to action. The task the system was assigned was the removal of unmodeled objects from a heap, one by one. A description of the complete scene was not required and not attempted. At every stage the system did just as much as was needed to ful ll the task but not more. It can therefore be said to belong to the class of task-oriented systems and thus to adhere to the paradigm of \purposive vision".
Related work
Early work on grasping unknown objects concentrated on deriving grasping possibilities from a silhouette of the (single) object. Boissonnat 2 describes a method to nd stable grasps for a robot gripper without the use of object models, merely from an analysis of the object silhouette which is approximated by a polygonal sequence. The problem is mostly posed in a 2-D setting, and can therefore not fully solve the general 3-D grasping problem. The grasps are ranked by quality which is determined by a criterion having four components.
A recent paper by Taylor and Blake 3 describes a robotic system which can grasp single unmodeled objects. It obeys the paradigm of \active vision" in that an initial guess for a grasp is improved upon by studying visual silhouettes taken from several slightly varying viewpoints. This requires mechanical movements of the robot arm onto which a camera and a two-ngered gripper are mounted. We consider thatat least in an industrial context -mechanical movements can constitute a bottleneck and we prefer to use several range sensor which extract the necessary information virtually at once, as decribed further below.
Stans eld 4 proposes to grasp single unmodeled objects with a knowledge-based approach which draws on theories about human grasping behavior. From range data a representation of the sensed object in the form of a set of up to ve aspects is generated. This symbolic representation is used by a rule-based system to derive a set of possible grasps for the object.
Tsikos and Bajcsy 5 describe a system which is able to remove objects from a heap, one by one. The heap is lying on a base plane and single range views and/or intensity images are taken from an essentially vertical direction. Thus it is not possible to see vertical or overhanging surfaces. However they assume that only convex objects are admitted, more speci cally objects from the postal domain, i.e., ats, parcels and tubes. This generic model knowledge helps them to interpret the views and to identify grasps.
Mulgaonkar et al. 6 have also been working on a project for the US Postal Service. They tried to physically understand object con gurations using range images. Generic object models, i.e., boxes and cylinders with circular cross sections were used.
Our work di ers from the two works above in that it deals with heaps of unknown objects which are not constrained to be concave or to conform to a generic model. We are using two opposite oblique range sensors whereby it is possible to also sense vertical and even overhanging surfaces which is an advantage in terms of descriptive power.
More generally, the emphasis of our work lies on the identi cation of grasping opportunities rather than that of objects. In some respect, it comes quite close to the work of Stark and Bowyer 7 who explore possibilities to recognize objects by the function which they serve. This is an alternative way of de ning generic object model classes. Chairs for example are recognized by analyzing the shape of an object to see if it has a surface on which a person can sit, empty spaces which a person can occupy and if it is stable. The goal, however, is object recognition in contrast to our system which has the goal of segmenting the scene into objects and to recognize grasping opportunities on them -for any object whatsoever.
Recovery versus recognition
A system that implements model based object recognition rst aims at the identi cation of an object, i.e. at matching a structure in the scene with a part of an object model. Estimation of the object pose then follows. In contrast, our system does not aim at the identi cation of an object but is content with object recovery, followed by the identi cation of a grasping opportunity. In order to be able to ful ll this goal, the system should recognize which surfaces together form an object. This is not easy without auxiliary information. Relying on range data alone, only a heuristic approach seems possible. A well-known heuristic of the range data community is the following: two adjacent surface patches do not belong to the same object if the edge they are forming with each other is concave. Of course there can be objects with concave edges (among others) and therefore further below we come up with a de nition for an object hypothesis which does not insist on the complete absence of concave edges.
We are prepared to not even insist on complete object recovery, but just to detect grasping opportunities (for a gripper of a certain type) in the scene. It is a good overall strategy to look for patches the normals of which are roughly antiparallel, which are in a relation of oppositeness and which belong to the same object hypothesis. A grasping opportunity is just an example of a whole family of opportunities for various actions which could be detected in a range scene; they can be thought of as kind of abstract object which can be recognized. They can be viewed as stimuli for action for a robot:
-grasp (depending on gripper type) -put peg into hole -topple pile -put lid on box None of these opportunities needs the identi cation of objects. All needed knowledge can be extracted from the range data. 4 . The system 4.1. Calibration, registration, and data acquisition Data used in this work are range data exclusively. They are obtained with range sensors relying on the so-called Coded-Light-Approach. A sequence of stripe patterns is projected onto a scene and images thereof are captured by CCD-cameras and analyzed afterwards.
The use of two cooperating range sensors is a crucial factor for obtaining improved shape representation of objects. It was therefore an important rst goal to determine the best data acquisition geometry. For obvious reasons the con guration of the range sensors about the vertical was chosen to be symmetrical. Parameters to be optimized were the angle between a stripe projector and its camera, , and the angle between two range sensors, . The optimization of was based on a compromise between the accuracy of the range measurements and the range of slopes for which data can be obtained. It is known that the accuracy of range measurements is increasing with . On the other hand, the range of detectable slopes is decreasing with increasing . This qualitative reasoning together with some experimentation on the dependence of noise on the slope of a surface and of its sampling led us to determine the angle between a projector and its camera to 20 degrees 8 . On the other hand, the angle between two range sensors should be made dependent on the desired degree of overlap of the two elds of view which is important for the merging process and the capacity to see \below the equator" of objects. A good compromise was found in letting the sensor axes diverge by about 60 degrees. Fig.1 shows the constellation of the range sensors schematically together with a spherical object.
Each of the cameras (and projectors) can be calibrated in terms of a world coordinate system using an extension of the method described in 9 . In the beginning, the calibration of the two range sensors produced misregistration of up to 3mm between the two views. The reason for this misregistration could be traced back to an intensity-dependent localization error at stripe edges. As we are using two range sensors from opposite directions, the two edge shifts can lead to an appreciable misregistration. This error could be modeled and corrected.
Another source of error is the slight di erence in width of black and white stripes of the stripe projector. This e ect could be compensated by using the normal as well The working principle of this range sensor presupposes di usely re ecting surfaces. This condition ensures that light entering the camera originates from the scene point the position in space of which is to be measured. If however, there are surface elements with specular re ection properties, multiple re ections in the scene can occur which make themselves felt as isolated or sometimes clustered outliers. In order to identify and reject them we used the fact that the numbering of the light planes (their code) has to follow a prede ned order when going from one plane to the next.
It would have been desirable, of course, to have carried out a more careful sensor modeling, as well for the case of a single sensor as for the case of the con guration of two sensors. A good example of such an approach is given by Ikeuchi et al. 10 where among others the case of a light-stripe range nder has been analyzed. In our case the analysis would have been much more involved, as the feature that serves to determine the positional information of surfaces is not the center line of the trace of a light plane, but the position of the black/white transition at the border of stripes. 4 
.2. Patch extraction and representation
The individual range views are each segmented into a set of planar patches using a program based on the recover-and-select paradigm which is a general approach to extract parametric models from range images and which was originally developed by Leonardis 11 . It is robust and produces excellent segmentation results for single objects (few patches) and for scenes composed of several objects (many patches). The objects may be polyhedra but they may also have curved surfaces. Depending on the given approximation tolerance, a curved surface is broken up into an assembly of smaller or larger planar patches (see Fig. 2 ).
The fact to have opted for an approximation by planar patches instead of higher order models should be seen as another manifestation of our concern to avoid unnecessary complexity of the system, i.e. our task-oriented approach.
We modi ed the approach of Leonardis 11 in several ways as given below in order to adapt it to the needs of our project.
The growing of the planar patches is controlled by a criterion which also considers dissimilarity between the surface normal directions and not only distances between the data and the current patch. This additional constraint prevents the planar patches from growing narrow branches in saddle regions as was frequently observed in the beginning. Usual regression which is only applicable to graph surfaces given as z(x; y) was replaced by orthogonal regression (based on approximations by functions in implicit form) which is applicable to situations in which we have overhanging surfaces as in our case. Going beyond pure segmentation, the following attributes of every selected patch were extracted: the polygonal boundary, the area, and the center of gravity. Also, for every pair of the selected patches their adjacency relation was determined and classi ed as concave, convex or non-adjacent. 
Object recovery
We use the well known heuristic that a concave 3-D edge is evidence for two di erent objects to the two sides of it. This being a heuristic, there is no guarantee that really two objects have been found. In fact, in every case where two objects touch each other they could as well be glued together, thus forming a single object.
The planar patches extracted from an individual range image are grouped into single-view object hypotheses using the following de nition: a Single-View Object Hypothesis (SVOH) is a set of connected patches, so that for any two patches there exists at least one path that does not contain any concave relation. In all but rather arti cial examples this de nition leads to a correct SVOH. The two range views are processed independently from each other in this stage. Fig. 3 shows the result of the analysis of the two views given in Fig. 2 . In the rst view (Fig. 3a) three SVOHs were established, in the second view (Fig. 3b) After the SVOHs are established in each view, the views are combined in order to arrive at global object hypotheses using the following de nition: a Global Object Hypothesis (GOH) is a set of SVOHs so that for any two SVOHs (from di erent views) there exists at least one pair of patches which ful lls a same-surface-predicate. The same-surface-predicate answers the question whether two patches (coming from di erent views) stem from the same surface or not. Two di erent situations can occur in this test: 1. the patches are approximately coplanar, e.g., they probably stem from the same true planar surface, or 2. the patches are not parallel, e.g., they stem from a curved surface.
In the rst case the polygonal boundaries of the two patches can be intersected in the common plane, thus reducing the problem to the standard problem of intersecting 2-D polygons. When the resulting intersection polygon is non-empty, the patches are considered to stem from the same planar surface.
In the second case the patches are considered to stem from the same surface if they \penetrate" each other along their intersection line. The penetration test uses the polygonal outlines of the two patches under consideration. For each segment of the polygonal outline of one patch the point of intersection between this line segment and the plane of which the other patch is a part is calculated. If this intersection point lies inside the polygonal boundary of the second patch for at least one segment, it is concluded that penetration of the two patches takes place, i.e., the same-surfacepredicate evaluates to \ true". It is a distinct characteristic of our system that the merging of the two range views takes place only at the level where SVOHs have been established in each view. Simple rules then allow to decide on the possibility of a merger of two (or more) SVOHs into a GOH. Fig. 5 shows the result of grouping the SVOHs from two range views into GOHs. The GOH is represented as an attributed graph where the nodes represent the patches and the edges the adjacency relations. The topology of the graph is represented by its adjacency matrix. For every GOH a \center of gravity" is estimated as the average of the centers of all constituent patches weighted by the patch area.
goh.eps 64 64 mm Figure 5 : Grouping the single-view object hypotheses into global object hypotheses (GOHs).
Grasping
We show that planar patches extracted from the range images contain enough information to support the grasping of arbitrarily shaped objects. The objects are taken from a pile one by one, whereby we use the heuristic of rst grasping the highest object in a pile. Considering that we have a two-nger gripper, we need to determine two antipodal points on the object with approximately antiparallel normal directions. In order to determine whether two patches are antipodal in 3-D space, the polygons belonging to the two candidate patches are projected onto the bisector plane of the two planes in which the two patches lie. Then, the projected polygons are intersected in the bisector plane. The two patches are considered to be antipodal only if the resulting polygon gpoly in Fig. 6 is non-empty. In this case, the grasping line G l is estimated as the line which is orthogonal to the bisector plane and passes through the center of gravity of the polygon gpoly.
For the highest object all found pairs of antipodal patches are admitted as possible grasping hypotheses. Those grasping hypotheses which are not compatible with the gripper constraints, i.e., in our case the nger length and the maximal nger opening, are rejected. Finally, the best grasping hypothesis is chosen. This is the one that is nearest to the object's center of gravity. To make this decision, we estimate the o -center-distance for every grasping hypothesis as the distance between the grasping line and the object's center of gravity.
Scene description by planar patches makes it also possible to determine if a grasping hypothesis is collision-free or not. Every planar patch can be considered as potential obstacle for the robot joints. If the parts of the robot are also modeled by planar patches, the intersection test for planar patches in 3-D space can be applied. For every patch it can be determined if any of the robot joints penetrates a patch Gp * F1 * F2 * Gl "patch1" "patch2" "ppoly1" "ppoly2" "gpoly" Figure 6 : Geometry used to determine oppositeness of two patches, the grasping point G p and the grasping line G l .
during the removal of an object. This algorithm is not implemented yet. Instead, we determine interactively whether a grasping hypothesis is collision-free. To support this decision, we use the Geometry Viewer of the AVS visualization system to render the recovered patches and the robot gripper in the pregrasp pose. A more pragmatic approach to the collision problem is the use of optical proximity sensors on the jaws of the gripper. We obtained good results with this method in our previous project. It is possible that none of the grasping hypotheses will ful ll the gripper constraints or that none of the grasping hypotheses will be collision-free. We can identify such cases and could overcome the problems, either by trying another gripper approach direction, or by changing the con guration by nudging the pile with the gripper and taking new range images in order to possibly disambiguate the situation. A third possibility would be to employ a di erent gripper, e.g., a one-ngered vacuum gripper. 4.5. Enhancements In order to accelerate the system a multiresolution version of the recover-andselect algorithm was developed. It relies on the observation that big planar patches can be found already at low resolution stages much faster than at original resolution. They undergo very small changes as resolution is increased. At higher resolution the borders of these big patches are re ned and further smaller patches are found.
Preliminary results show that a speedup by a factor of approximately 10 was achieved. For an example scene with a box the time for the segmentation was 2.9 seconds for the multiresolution version and 26 for the original algorithm.
Results
In addition to the more scienti cally oriented work it was an important consideration to always integrate the obtained results into a complete system, and to document progress by milestones. Milestone 1 asked for handling a single object 2 fcube, sphere, cylinderg. This problem was solved by rst thinning out the data, dependent on local curvature, then approximating a superquadric to the remaining data points. These models have a high predictive power from the seen parts of the object into the unseen parts. Milestone 2 asked for handling a single arbitrary object. While some objects were still modelizable by superquadrics, a more exible representation had to be chosen for the general case, namely a description by planar patches. This approach allowed to meet milestone 2 12 . Milestone 3 demanded that two objects be recovered from the scene and taken away. The typical objects used in the experiments were co ee cup, wooden objects, milk package, plastic toys, diskette boxes, scotch tape roller, correction-uid bottle and so on. Milestone 3 was met; however, the system could not deal with the following situations:
1. the object is oriented in such a way that the patches suitable for grasping could not be measured simultaneously by the two sensors, 2. the grasp is found but the robot is not able to reach for it, because the move corresponds to a forbidden approach direction of the 5-degree-of-freedom robot. Milestone 4 demanded that up to 10 objects be recovered from the scene and taken away, one by one. Scenes containing up to 12 objects were successfully dealt with. No additional problems relative to those found with milestone 3 were encountered. A description of the complete system can be found in 13 .
The complete system, including image acquisition, segmentation, establishing of global object hypotheses, and grasping was tested on a variety of scenes. Figs. 8 and 9 show an example of a scene consisting of 4 objects. The Geometry viewer of the AVS visualization system is used to render the recovered patches and the robot gripper as seen from the viewpoint of the rst camera.
The objects were grasped one by one taking the highest object always rst. After every successful removal of an object a pair of new range images was acquired. Note that the objects in the scene may have very dark surfaces (the blue print on the milk package) as well as very bright ones (white parts of the milk package) and also re ecting surfaces (inside the co ee cup). As a consequence there are missing data in the range images. Our system proved to deal with such data in a robust way.
Conclusions and future directions
We have built a complete robotic system that is capable of recognizing grasping opportunities in a heap of up to 12 objects and of taking these objects away, one by one. The system does not know object models but relies solely on range data, provided by two range sensors which are looking from opposite sides onto the scene. The two data sets are at rst separately segmented into planar patches. For each view, single view object hypotheses are established by collecting patches which are related between themselves by convex edges. Single view object hypotheses from the two views are examined to see if they can be merged into global object hypotheses, depending on the outcome of a same-surface predicate, which is applied to any two patches of any two single view object hypotheses. Grasping opportunities are then found out by calculating a set of relevant criteria on pairs of patches from a global object hypothesis. The obtained grasping opportunities are then ranked. The detection of collisions between objects in the scene and the robot hand is done by visualization, and the decision to grasp is taken by the experimenter.
In the future we hope to automate this step. When the robot arm and the robot hand are also represented by planar patches, the same-surface predicate can tell if a collision is possible along the path of the robot arm/hand.
Another direction we want to take up is the study of scenes with a mix of modeled and unmodeled objects.
