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Within the framework of Quantum Reduced Loop Gravity we quantize the Hamiltonian for a gauge
vector field. The regularization can be performed using tools analogous to the ones adopted in full
Loop Quantum Gravity, while the matrix elements of the resulting operator between basis states
are analytic coefficients. This analysis is the first step towards deriving the full quantum gravity
corrections to the vector field semiclassical dynamics.
I. INTRODUCTION
Quantum reduced loop gravity (QRLG) focuses on the quantization of gravitational syetems that are described by
metrics with spatial part and dreibein gauge-fixed to a diagonal form. It was first introduced in [1, 2] and then
developed in [3]-[9] (see [19] for a review). Hitherto the theory has been successfully implemented for the Bianchi I
model. QRLG is derived from Loop Quantum Gravity (LQG) [20–22] by imposing weakly gauge-fixing conditions to
the states of the kinematical Hilbert space. Therefore it stands as the implementation of LQG to the cosmological
sector. At the same time it differs from Loop Quantum Cosmology (LQC) [23–25], in which the quantization of the
gravitational system is performed in the minisuperspace, i.e. once symmetry-reduction of the phase space has taken
place at a classical level. The semiclassical limit of QRLG reproduces the effective Hamiltonian of LQC [6] with µ0
regularization, while the effective dynamics with improved regularization can be inferred via a statistical average over
an ensemble of classically equivalent states [26].
QRLG provides a novel derivation of earlier LQC results, in particular for what concerns the realization of the
bouncing scenario. This picture still needs to be completed thou with the introduction of matter field. Since QRLG
provides a true graph structure underlying the continuous Universe description, matter fields must be quantized via
the tools of the loop quantization [27, 28], i.e. in the full theory. Hence, QRLG provides an arena in which the
implications of loop quantization for matter fields can be tested. The first of these analyses devoted to the study of
matter in LQG traces back to [9], where the QRLG framework was extended in order to include a scalar field. We focus
on the implementation of gauge vector fields in this framework. The interest for such a case is not only academic,
given the potential role of vector fields in early cosmology [10–16], which could open a new window on quantum
gravity phenomenology. Furthermore, the inclusion of gauge fields in LQG might also open new pathways toward a
unified comprehension of forces, with peculiar phenomenological consequences — see e.g. preliminary investigations
in Ref. [17, 18].
We first introduce vector fields in QRLG and define the operator corresponding to its contribution to the scalar
constraint. We then quantize the field by adapting the LQG procedure given in [27, 28] (and recently reviewed in
[29]) to the reduced model, similarly to the scalar field case discussed in [9]. Basic quantum variables for the matter
field are gauge group holonomies and fluxes, just like in lattice gauge theories [30], the lattice being here provided by
the cubic graph at which gravitational holonomies are based. The scalar constraint is quantized via a regularization
of the classical expression, which provides a constraint for the gravitational contributions written entirely in terms
of the holonomies and the fluxes proper of QRLG. Such a formulation is technically achievable and all the relevant
computations can be performed analytically, thanks to the expressions of the matrix elements of the volume operator.
The outcome of our analysis is the computation of the matrix elements (between the basis elements of QRLG) of
the scalar constraint part that involves vector fields, and its expectation value on semiclassical states, which is the
starting point for future applications.
In section II we introduce QRLG and define the kinematical Hilbert space. We focus our attention on states based
on graphs having six-valent nodes [8], which allow us to construct a cubulation of the whole spatial manifold. In section
III, the classical and quantum formulation for a vector field is given. On a classical level, we write the contributions
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2of the vector field to the scalar, vector and Gauss constraints. The regularization of the field contribution to the
scalar constraint is performed in section IV. We just adapt to our case the regularization performed in [28], i.e. we
replace the triangulation with the cubulation of the spatial manifold and SU(2) group elements of LQG with the
corresponding U(1) group elements in QRLG. Once the geometric variables have been cast in terms of fluxes and
holonomies and the phase space coordinates of the vector field in terms of gauge group holonomies and fluxes, the
quantization is straightforwardly performed in section V. The resulting operator is discussed in the large j-limit. We
find that when proper semiclassical states are constructed for the vector field, the expectation value of the vector field
contribution to the scalar constraint reproduces the correspondent classical expression. This result provides a first
check on the consistency of the adopted framework.
Through all this paper we pick the conventions on metric signature (−,+,+,+), on the gravitational coupling
constant κ = 16piG and on the speed of light c = 1. The metric tensor is defined as gµν = eIµeJν ηIJ , where eIµ are
vierbein fields and ηIJ the flat metric. Dreibeins are denoted as eia, where lowercase latin indexes a, b, .. = 1, 2, 3
label coordinate on each Cauchy hypersurface constructed by ADM decomposition [31], while i, j, .. = 1, 2, 3 are su(2)
internal indexes.
II. QUANTUM REDUCED LOOP GRAVITY
The canonical variables of LQG are holonomies of Ashtekar-Barbero connections [32], smeared along some curve γ,
hγ := P exp
(∫
γ
Aja(γ(s))τ
j γ˙a(s)
)
and fluxes of densitized triads across some surface S, E(S) :=
∫
S
njabcE
a
j dx
b∧dxc.
The kinematical Hilbert space of the theory is defined as the direct sum of the space of cylindrical functions of
connections ΨΓ,f (A) := 〈A|Γ, f〉 := f
(
hl1(A), hl2(A), ..., hlL(A)
)
along each graph Γ, with a continuous function
f : SU(2)L −→ C. It can be represented by the formula:
H(gr)kin :=
⊕
Γ
H(gr)Γ = L2
(A, dµAL), (1)
where A denotes the space of connections and dµAL is the Ashtekar-Lewandowski measure [33].
The basis states, called spin network states, are given by the expression:
ΨΓ,jl,iv (h) = 〈h|{Γ, jl, iv}〉 =
∏
v∈Γ
iv ·
∏
l
Djl(hl), (2)
where the triple {Γ, jl, iv} is a graph Γ, spin j of the holonomy along each link l and an intertwiner iv implementing
SU(2) invariance at each node v. The product
∏
l extends over all the links l emanating from the node v and D
jl(hl)
are the Wigner matrices, while the · denotes contraction of the SU(2) indexes.
QRLG selects a finite amount of degrees of freedom in LQG and it can be applied to all gravitational models with
diagonal metric tensor and triads, hence one can define the line element as
dl2 = a21dx
2 + a22dy
2 + a23dz
2, (3)
where the three scale factors are functions of time and of all spatial coordinates. The graph Γ now contains the set of
links li, each being placed along a fiducial direction 1, 2 or 3 . The canonical variables, which are un-smeared versions
of holonomies and fluxes are:
Eia = p
iδia, A
i
a = ciδ
i
a (4)
(indexes are not summed in this expression), where |pi| = a1a2a3ai and the reduced connections ci are proportional
to the time derivatives of scale factors. This implies an SU(2) gauge-fixing condition in the internal space, which is
realized by the projection of SU(2) group elements, which are based at links li, onto U(1) group representations. The
U(1) group elements are obtained by stabilizing the SU(2) group along the internal directions ~ul = ~ui, with
~u1 = (1, 0, 0) ~u2 = (0, 1, 0) ~u3 = (0, 0, 1). (5)
The kinematical Hilbert for QRLG reads:
RH(gr)kin :=
⊕
Γ
RH(gr)Γ . (6)
3with Γ being a cuboidal graph. The basis states in the reduced Hilbert space RH(gr)Γ are obtained by projecting SU(2)
Wigner matrices on the state |ml, ~ul〉, where ml is the magnetic number attached to the link l, which can take only
maximum or minimum value (ml = ±jl) for the angular momentum component Jl = ~J · ~ul:
lDjlmlml(hl) =
〈
ml, ~ul
∣∣Djl(hl)∣∣ml, ~ul〉 , hl ∈ SU(2). (7)
Then the basic states, called reduced spin network states, are defined by the following expression:
RΨΓ,ml,iv (h) = 〈h|{Γ,ml, iv}〉 =
∏
v∈Γ
〈jl, iv|ml, ~ul〉 ·
∏
l
lDjlmlml(hl), ml = ±jl, (8)
where 〈jl, iv|ml, ~ul〉 are reduced intertwiners of U(1) group. The reduced spin network states are not orthogonal with
respect to the intertwiners iv, since the scalar product reads:
〈Γ,ml, iv|Γ′,m′l, i′v〉 = δΓ,Γ′
∏
v∈Γ
∏
l∈Γ
δml,m′l 〈ml, ~ul|jl, iv〉 〈jl, i′v|ml, ~ul〉 . (9)
It is convenient to normalize those states: in this way the reduced intertwiners being just phases drop out from the
kinematical reduced Hilbert space.
|Γ,ml, iv〉N = |Γ;ml〉R (10)
where N stands for normalized. In this way the Hilbert space RH(gr)Γ = ⊗li∈ΓHli with Hli being the U(1)i Hilbert
space associated to each link li in direction i. The reduced intertwiners will then just appear when we project the
SU(2) operators.
The graphical way of constructing the elements ofRH(gr)Γ out of those of the full theory is to replace SU(2) basis
elements with the following objects
jl hl
jl = 〈jl,m|m′′, ~ul〉
〈
m′′, ~ul
∣∣Djl(hl)∣∣m′′, ~ul〉 〈m′′, ~ul|jl,m′〉 , m′′ = ±jl. (11)
Finally, the canonical reduced variables are Rhli and RE(S), which are constructed by smearing along links of
reduced, cuboidal graph Γ and across surfaces S perpendicular to these links, respectively. Since on the quantum
level we use only reduced variables, we neglect the left uppercase symbol R in the next sections. The scalar constraint
operator, neglecting the scalar curvature term, is obtained from that of LQG by considering only the euclidean part
and replacing LQG operators with reduced ones. Its action on three-valent and six-valent nodes has been analyzed
in [3] and [8], respectively.
It is worth nothing that the nodes of the cubiodal graph Γ are always six-valent and the graphical representation
of a subsystem containing one node with attached links is given by the figure:
|Γ; jl〉R =
∣∣∣∣∣ j
(2)
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(2)
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(2)
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(2)
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(2)
x,y,z j
(2)
x,y,z
j
(3)
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(3)
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h
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(3)
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x direction

−x direction
⊗
〉
, (12)
4where the node vx,y,z is placed at (x, y, z), and the symbol j
(i)
x+n,y,z denotes the spin number attached to a link along
the i-axis, which starts at the node {x+n, y, z} and ends at the node {x+n+1, y, z}. From now on, we assume the
right-handed orientation of links, i.e. the link with the spin number j(i)x+n−1,y,z is ingoing to the node {x + n, y, z},
while j(i)x+n,y,z is outgoing from the same node.
In what follows, we will need the expression of the powers of the volume operator Vˆ, which acts diagonally [3] on
the reduced (and normalized) states (12):
Vˆn(vx,y,z) |Γ; jl〉R =
(
8piγl2P
)3
2n
(
j
(1)
x−1,y,z+ j
(1)
x,y,z
2
j
(2)
x,y−1,z+ j
(2)
x,y,z
2
j
(3)
x,y,z−1+ j
(3)
x,y,z
2
)n
2
|Γ; jl〉R =
= Vnvx,y,z |Γ; jl〉R ,
(13)
with γ being the Immirzi parameter and Vv :=
((
8piγl2P
)3
Σ
(1)
v Σ
(2)
v Σ
(3)
v
)1
2
being the eigenvalue of the volume operator
Vˆ. The quantity Σ(i)v := 12
(
j
(i)
v + j
(i)
v−~ei
)
denotes the averaged value of spins attached to the collinear pair of links
(ingoing and outgoing) emanated from the node v, where ~ei is the unit vector along the direction i, such that j
(i)
v−~ei
represents the spin number of the link along lp (with p being oriented along the fiducial direction i) ending in v.
III. LOOP FRAMEWORK FOR QUANTUM VECTOR FIELD
The action of the gauge field AIµ minimally coupled to gravity reads (we use the notation of [28])
S(A) = − 1
4Q2
∫
M
d4x
√−ggµνgρσF IµρF Iνσ, (14)
where Q2 is the coupling constant of dimension 1/~, g is the determinant of four-dimensional metric tensor and F Iµρ
denotes the field strength
F Iµν = ∂µA
I
ν − ∂νAIµ + CIJK AJµ AKν , (15)
CIJK being structure constants of the gauge group.
The Legendre transform gives the following Hamiltonian:
H(A) =
∫
Σt
d3x
(
−AItDaEaI +NaF IabEbI +N
Q2
2
√
q
qab
(
EaIE
b
I +B
a
IB
b
I
))
=
∫
Σt
d3x
(
AItG(A)I +NaV(A)a +NH(A)sc
)
, (16)
where N is the lapse function and Na is the shift vector, while V(A)a and H(A)sc contribute to to the vector and scalar
constraints densities of a gravitational field respectively. G(A)I is the Yang-Mills field Gauss constraint dentity that
generates gauge transformations in phase space. EaI =
√
q
Q2 e
µ
0 q
abF JµbδIJ is the conjugate momentum to the vector field
AIa and B
a
I =
√
q
2Q2 
abcF JbcδIJ is its magnetic field, where abc :=
1√
q ˜
abc and ˜abc is the flat Levi-Civita symbol. We
also introduced qab denoting three-dimensional metric on the spacial Cauchy hypersurface Σt, while qab and q are the
inverse and the determinant of the metric qab, respectively.
The vector field complement to the total vector constraint reads V(A)a := F IabEbI . It generates diffeomorphism
transformations.
The contribution to the smeared scalar constraint, H(A)sc [N ] encodes all information about the dynamics of the
vector field in the gauge and diffeomorphisms invariant phase-space and reads
H(A)sc [N ] :=
∫
Σt
d3xN
Q2
2
√
q
qab
(
EaIE
b
I +B
a
IB
b
I
)
:= H
(A)
E [N ] +H
(A)
B [N ], (17)
where we split it into two parts, the electric and magnetic ones, i.e.
H
(A)
E [N ] =
Q2
2
∫
Σt
d3x
N√
q
qabE
a
IE
b
I (18)
H
(A)
B [N ] =
Q2
2
∫
Σt
d3x
N√
q
qabB
a
IB
b
I . (19)
5The phase space coordinates are given by holonomies of the gauge group along reduced graphs Γ, which we denote
as follows
hΓ := P exp
(∫
Γ
Aa
(
Γ(s)
)
Γ˙a(s)
)
, (20)
where P denotes path ordering and τ I are the generators of the gauge group, and fluxes of the electric vector field
around surfaces S, i.e.
EI(S
p) := pqr
∫
S⊥lp(v)
dlq dlrEpI(v), (21)
where we defined S as the surface spanned by two lattice links lq and lr, dual to lp (in the expression above only the
indexes q and r are summed). In what follows we will only consider positive oriented links l, which provides positive
oriented surfaces S with respect to the fiducial directions.
In order to regularize the expression (17) of the scalar constraint for the vector field (see section IV), we need to
express the electric and magnetic vector fields in terms of holonomies and fluxes. This can be done in the limit of
finer and finer cubulation of the spatial manifold as follows. The electric field can be written in terms of fluxes using
the following relation
EI(S
p) ≈ ε2EaI (v) δpa , (22)
 being the length of the links spanning Sp. As soon as the magnetic field BaI is concerned, one introduces the gauge
holonomy hq	r
(
∆(v)
)
= h−1lr
(
∆(v)
)
h−1lq
(
∆(v)
)
hlr
(
∆(v)
)
hlq
(
∆(v)
)
along a rectangular loop based at v having links
along the directions q and r. In the limit of infinitesimal loops, whose links have length , the holonomy hq	r can be
expanded as follows
hq	r = 1 +
1
2
ε2F qr +O(ε
4), (23)
where the curvature has been contracted with the gauge group generator, F qr = F
I
qrτI . In what follows, the following
identity will be used
1
Q2
pqr tr
(
τ Ihq	r
(
∆(v)
))
=
ε2
2Q2
pqr tr
(
τ IF qr(v)
)
+O(ε4) ≈ ε
2BaI (v)
V(v, ε)
δpa , (24)
where τ I are the Yang-Mills generators in the fundamental representation, for which
tr
(
τ I τJ
)
= δIJ , (25)
and V(v, ε) is the volume of the region around v with coordinate volume ε3. It is worth nothing that discretizing
over the cuboidal lattice (12), the continuous expression for the magnetic field BaI =
√
q
2Q2 
abcF JbcδIJ , one gets the
sum of fields (24) attached to the outgoing and ingoing links lp emanated from the node v, which can be reexpressed
as the four gauge holonomies along loops dual to a given fiducial direction i = p and based at the node v.
We quantize the system of gravitational field and the vector field applying the method described in [28] for LQG
to the case of QRLG. Therefore, the total Hilbert space is the direct product:
H(tot)kin = RH(gr)kin ⊗H(A)kin , (26)
where the Hilbert space for gravity RH(gr)kin has been described in the previous section. The Hilbert space H(A)kin
for the gauge field is defined in terms of cylindrical functions of holonomies of the gauge connections, the only
difference with [27] being that only reduced graphs are considered. Basis states of the full theory are represented as
|Γ;ml;nl, iv〉R = |Γ;ml〉R ⊗ |Γ;nl, iv〉 , where |Γ;nl, iv〉 are invariant spin network states for the gauge field based at
the graph Γ and they are labeled by the quantum numbers nl of the irreducible representation of the gauge group at
each link l and the corresponding invariant intertwiners iv at nodes v.
The basic matter operators acting on |Γ;nl, iv〉 are the quantum gauge holonomies hˆ, which act by multiplication
in the same way as their gravitational equivalents, creating the holonomy of the composition of two paths, and the
quantum electric fluxes that act as the left/right invariant vector fields.
6The states in the total Hilbert space H(tot)kin can be described in the following graphical way:
|Γ; jl;nl, iv〉R = |Γ; jl〉R ⊗ |Γ;nl, iv〉 =
∣∣∣∣∣
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⊗
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, (27)
where j(i)p,q,r and n
(i)
p,q,r are the spin numbers at the associated links l
(i)
p,q,r and iv are the intertwiners at nodes.
IV. REGULARIZATION OF SCALAR CONSTRAINT
The quantization of the vector field part of the scalar constraint requires a regularization of the both terms in the
formula (17). This procedure is done still being in the classical phase space, by rewriting (17) in terms of holonomies
and fluxes for both the gravitational part and the terms involving the vector field.
The gravitational part of Hamiltonian constraint is regularized by the method developed in LQG [34], which has
been restricted to cuboidal graphs [3, 8]. Matter coupled to a dynamical spacetime is regularized introducing matter
holonomies coupled to the dynamical lattice (composed of nodes and links). Alternatively, one can introduce a dual
picture[35], where matter fields are coupled to the dynamics of granulated space (being volumes and areas of chunks
of space) .
In order to regularize H(A)E and H
(A)
B , we follow the procedure given in [28] for LQG in the presence of a vector
field, making only restriction to the cuboidal graph.
At first, smearing electric vector fields and applying Thiemann’s trick [34], one has
eia(x) =
4
nγκ
(
V(R)
)n−1{Aia(x), (V(R))n}, (28)
such that one can write the following expression for the electric part of Hamiltonian
H
(A)
E [N ] =
Q2
2
lim
ε→0
∫
d3xN(x)
eia(x)E
a
I (x)
V
1
2 (x, ε)
∫
d3y
eib(y)E
b
I(y)
V
1
2 (y, ε)
χε(x, y) =
=
25Q2
(γκ)2
lim
ε→0
∫
d3xN(x)
{
Aia(x),V
1
2 (x, ε)
}
EaI (x)
∫
d3y
{
Aib(y),V
1
2 (y, ε)
}
EbI(y)χε(x, y)
(29)
where it has been used the definition of the characteristic function χε(x, y) of the box Bε(x) centered in x with
coordinate volume ε3, precisely
V
(
Bε(x)
)
:= V(x, ε) = ε3
√
q(x) +O(ε4), (30)
7which allows to smear a function at the point v, around infinitesimal neighborhood, such that
f(x) =
∫
d3y δ3(x− y)f(y) = lim
ε→0
1
ε3
∫
d3y χε(x, y)f(y) . (31)
As a next step, we discretize the scalar constraint analogously to the case in which one uses a triangularization of
the spatial manifold [34] for the gravitational field in presence of matter [28]. The idea that we follow is to replace
the integration over the spatial hypersurface
∫
Σ
with the sum over the ordered tetrahedra being the triples of links
{l, l′, l′′} emanating from all nodes v of the graph Γ. In the case of a cubulation, each node v is always surrounded
by eight such triples and it is worth nothing that for each tetrahedron, the remaining seven ones coincide with the
seven “virtual” tetrahedra, which are the objects that appear in the procedure of triangulation of any cuboidal or
non-cuboidal lattice.
In other words, discretized integration over each tetrahedron,
∫
∆l,l′,l′′
, becomes the sum over the eight possibilities
for choosing a triple of perpendicular links {l, l′, l′′} among each tetrahedron of the triangulation ∆(v) around the
node v.
Using the triangulation method one gets the result
H
(A)
E [N ] =
25Q2
(16piGγ)2
lim
ε→0
ε6
∑
v∈V(Γ)
∑
v′∈V(Γ)
∑
∆(v)
∑
∆′(v′)
N(v)
{
Aia(v),V
1
2 (v, ε)
}
δal(v)E
c
I(v) δ
l(v)
c ×
× {Aib(v′),V 12 (v′, ε)}δbl(v′)EdI(v′) δl(v′)d δv,v′ ≈
≈ 2
3Q2
(8γpiG)2
lim
ε→0
∑
v,v′
∑
∆(v),∆′(v′)
N(v) tr
(
τ ih−1lp
(
∆(v)
){
V
1
2
(
∆(v)
)
, hlp
(
∆(v)
)})
EI
(
Sp(v)
)×
× tr
(
τ ih−1ls
(
∆′(v′)
){
V
1
2
(
∆′(v′)
)
, hls
(
∆′(v′)
)})
EI
(
Ss(v′)
)
δv,v′
(32)
where hl(∆) are the SU(2) holonomies in the fundamental representation [34], τ j = − i2σj are the algebra generators
with σj being Pauli matrices and tr denotes the trace over SU(2) algebra. The summations
∑
v∈V(Γ) and
∑
∆(v)
extend over all the nodes of the cubulation and over all the tetrahedra around each node, respectively, while the
symbol δal means that a is restricted to assume the value corresponding to the fiducial direction of the link l, i.e. for
l = lp one has a = p. An additional factor 1/22 has been added to account for the fact that each electric field has
been smeared along both the positive and the negative oriented surfaces based at nodes, which are dual to the ingoing
and outgoing links along the fiducial directions emanating from the nodes themselves. In the last line the following
expansion
tr
(
τ ih−1la
{
Vn(R), hla
})
= − tr(τ iε{Aa,Vn(R)}+O(ε2)) ≈ 1
2
ε
{
Aia,V
n(R)
}
(33)
has been applied and vector fields has been replaced by fluxes (21).
The magnetic part of Hamiltonian (19) is regularized by the same method and reads:
H
(A)
B [N ] =
25Q2
(γκ)2
lim
ε→0
∫
d3xN(x)
{
Aia(x),V
1
2 (x, ε)
} BaI (x)
V(x, ε)
∫
d3y
{
Aib(y),V
1
2 (y, ε)
} BbI(y)
V(y, ε)
χε(x, y) . (34)
By using the same discretization adopted for the electric term (32), one gets
H
(A)
B [N ] =
25Q2
(16piGγ)2
lim
ε→0
ε6
∑
v∈V(Γ)
∑
v′∈V(Γ)
∑
∆(v)
∑
∆′(v′)
N(v)
{
Aia(v),V
1
2 (v, ε)
}
δal(v)
BcI(v)
V(v, ε)
δl(v)c ×
× {Aib(v′),V 12 (v′, ε)}δbl(v′) BdI(v′)V(v′, ε) δl(v′)d δv,v′ ≈
≈ 2
5
Q2(8γpiG)2
lim
ε→0
∑
v,v′
∑
∆(v),∆′(v′)
pqrstuN(v)×
× tr
(
τ ih−1lp
(
∆(v)
){
V
1
2
(
∆(v)
)
, hlp
(
∆(v)
)})
tr
(
τ Ihq	r
(
∆(v)
))×
× tr
(
τ ih−1ls
(
∆′(v′)
){
V
1
2
(
∆′(v′)
)
, hls
(
∆′(v′)
)})
tr
(
τ Ihq	r
(
∆′(v′)
))
δv,v′
(35)
where magnetic fields has been replaced by traces over generators and gauge holonomies (24) of the Yang-Mills gauge
group.
8V. QUANTIZATION OF THE SCALAR CONSTRAINT
The canonical procedure of quantization of the field contribution to the scalar constraint, after the cubulation of the
spatial manifold (which becomes the graph Γ at which the state is based: links and nodes of the cubulations turns to
links and nodes of Γ), is nothing but a change of holonomies, volumes and matter variables into quantum operators
that act on states (27) belonging to H(tot)kin :
Hˆ(A)|Γ; jl;nl, iv〉R =
(
Hˆ
(A)
E + Hˆ
(A)
B
)
|Γ; jl;nl, iv〉R . (36)
The Poisson brackets in (32) and (35) are replaced by commutators times 1i~ that appear only as elements of the
following term:
tr
(
τ ihˆ−1lp(∆)
[
Vˆn(∆), hˆlp(∆)
])
= tr
(
τ ihˆ−1lp(∆)Vˆ
n(∆) hˆlp(∆)
)
. (37)
The quantum operator corresponding to the electric part (32) acts as follows:
Hˆ
(A)
E |Γ; jl;nl, iv〉R = −
23Q2
(8γpil2P )
2
lim
ε→0
∑
v
∑
∆(v),∆′(v)
N(v) tr
(
τ ihˆ−1lp
(
∆(v)
)
Vˆ
1
2
(
∆(v)
)
hˆlp
(
∆(v)
))
EˆI
(
Sp(v)
)×
× tr
(
τ ihˆ−1ls
(
∆′(v)
)
Vˆ
1
2
(
∆′(v)
)
hˆls
(
∆′(v)
))
EˆI
(
Ss(v)
)|Γ; jl;nl, iv〉R
(38)
where we applied the Kronecker delta (v = v′) and we introduced the symbol lP =
√
~G to denote Planck length.
Note that the sum over triangulations ∆(v),∆′(v) does not depend on the choice of internal directions of gravitational
su(2) group (i-indexes) and vector field gauge group (I-indexes), therefore it extends only over possible selections of
tetrahedra which contain the link lp
(
∆(v)
)
and ls
(
∆′(v)
)
for every choice of direction p and s respectively.
It is worth nothing that in the limit ε → 0 the expression (38) gives finite outcome, hence the dependency on the
regulator ε can be simply removed. As a result one obtains a sum of subsystems, called basic cellsi extending over all
nodes of the graph Γ. Each basic cell, labeled by the position of the central node, is a sum of elements acting on a
it and the surrounding six nearest neighbor nodes, placed at the endpoints of links. This cellular structure allows to
restrict calculations to a basic cell and to give the final result as the sum over all cells.
One can calculate the action of the operator (38) from the following expression (see appendix (A)):
tr
(
τ ihˆ−1lp Vˆ
n(v) hˆlp
)|Γ; jl;nl, iv〉R = i2 (8piγl2P )32n ∆(p),n2v δi,p(Σ(j)v Σ(k)v )n2 |Γ; jl;nl, iv〉R , (39)
where j, k denotes the two orthogonal directions to i and ii
∆(p),nv δ
i,p =
1
2n
((
j(i)v + j
(i)
v−~ei −
1
2
)n
−
(
j(i)v + j
(i)
v−~ei +
1
2
)n)
δi,p (40)
Hence, the operator (38) reads:
Hˆ
(A)
E |Γ; jl;nl, iv〉R =
2Q2
(8γpil2P )
1
2
∑
v
N(v) δp,s
∑
T (v)
∑
[lp,lq,lr]∈T (v)
(
Σ(p)v Σ
(q)
v Σ
(r)
v
)1
4 ∆
(p), 14
v(
Σ
(p)
v
)1
4
EˆI
(
Sp(v)
)×
×
∑
T ′(v)
∑
[ls,lt,lu]∈T ′(v)
(
Σ(s)v Σ
(t)
v Σ
(u)
v
)1
4 ∆
(s), 14
v(
Σ
(s)
v
)1
4
EˆI
(
Ss(v)
)|Γ; jl;nl, iv〉R .
(41)
The summation
∑
[lp,lq,lr] extends over the 6 permutations of links in a given triple of edges, while the summations∑
T (v) goes over the 8 possible choices of triples with mutual orthogonal links. Note that the expression
(
Σ
(p)
v Σ
(q)
v Σ
(r)
v
)1
4
is invariant under the choice of triple of links, hence one can put it in front of the sum as
(
Σ
(1)
v Σ
(2)
v Σ
(3)
v
)1
4 . Each term
iThe example, with the central node vx,y,z , is given by the illustration of state (27).
iiWe are assuming all spin numbers j(i) are bigger than 1/2, otherwise we get different expressions of ∆(p)v δi,p for ingoing and outgoing
links lp.
9of the summations above depend just on the internal direction p, such that the summation over the 6 permutations
becomes the summation over the three fiducial directions times 2,
∑
[lp]∈T (v) → 2
∑3
i=1 and it gives the same result
for each of the 8 choices of triples of links, hence
∑
T (v) → 8.
Finally, we end up with:
Hˆ
(A)
E |Γ; jl;nl, iv〉R = 25Q2(8γpil2P )
∑
v
N(v)
Σ
(1)
v Σ
(2)
v Σ
(3)
v
Vv
3∑
i=1
(
∆
(i), 14
v(
Σ
(i)
v
)1
4
)2
×
×
[
EˆI
(
Si(v)
)]2 |Γ; jl;nl, iv〉R .
(42)
Similarly, the quantization of the magnetic part of the scalar constraint (35) results with the expression:
Hˆ
(A)
B |Γ; jl;nl, iv〉R = −
25
Q2(8γpil2P )
2
lim
ε→0
∑
v
∑
∆(v),∆′(v)
pqrstuN(v)×
× tr
(
τ ihˆ−1lp
(
∆(v)
)[
Vˆ
1
2
(
∆(v)
)
, hˆlp
(
∆(v)
)])
tr
(
τ I hˆq	r
(
∆(v)
))×
× tr
(
τ ihˆ−1ls
(
∆′(v)
)[
Vˆ
1
2
(
∆′(v)
)
, hˆls
(
∆′(v)
)])
tr
(
τ I hˆt	u
(
∆′(v)
))|Γ; jl;nl, iv〉R =
=
23
Q2(8γpil2P )
1
2
∑
v
N(v) δp,s×
×
∑
T (v)
∑
[lp,lq,lr]∈T (v)
pqr
(
Σ(p)v (Σ
(q)
v Σ
(r)
v
)1
4 ∆
(p), 14
v(
Σ
(p)
v
)1
4
tr
(
τ I hˆq	r
(
T (v)
))×
×
∑
T ′(v)
∑
[ls,lt,lu]∈T ′(v)
stu
(
Σ(s)v Σ
(t)
v Σ
(u)
v
)1
4 ∆
(s), 14
v(
Σ
(s)
v
)1
4
tr
(
τ I hˆt	u
(
T ′(v)
))|Γ; jl;nl, iv〉R ,
(43)
where we introduced the gauge holonomy operator operator, hˆq	r
(
∆(v)
)
that is the quantum equivalent of the
holonomy hq	r
(
∆(v)
)
(24).
The action of the operator (43) is derived as for the electric part of the scalar constraint operator (41). The only
nontrivial difference comes from the term pqrptu tr
(
τ I hˆq	r(T )
)
tr
(
τ I hˆt	u(T
′)
)
, which depends on the considered
links for each fiducial direction p → i. This operator at a given node is the summation over all the links emanating
from the node of some terms which provide the insertion of the holonomies along two of the dual loops to the
considered link. Since there are two possibilities for choosing an orientation of the link lp along a given direction
i and the term ∆(p),
1
4
v /
(
Σ
(p)
v
)1
4 is symmetric under change of an orientation, hence one can simplify the summation∑
T (v)
∑
[lp,lq,lr]∈T (v) into 2
∑
{lj ,lk}⊥i
∑3
i=1, where the summation
∑
{lj ,lk}⊥i extends over all orthogonal links to the
fiducial direction i. Therefore we end up with the action of the operator (43) expressed by the following formula:
Hˆ
(A)
B |Γ; jl;nl, iv〉R =
25
Q2
(8γpil2P )
∑
v
N(v)
Σ
(1)
v Σ
(2)
v Σ
(3)
v
Vv
3∑
i=1
(
∆
(i), 14
v(
Σ
(i)
v
)1
4
)2
×
×
∑
{lj ,lk}⊥i
∑
{ll,lm}⊥i
ijkilm tr
(
τ I hˆlj	lk(v)
)
tr
(
τ I hˆll	lm(v)
)|Γ; jl;nl, iv〉R , (44)
where hˆlj	lk denotes the holonomy along the square constructed from lj and lk.
V.1. Large j limit
We now show how to perform the large j limit of the formulas (42), (44) and we outline how the expectation value
of the quantum Hamiltonian coincides with the classical expression (17) at the leading order, as soon as a suitable
semiclassical limit is performed. To calculate this limit one can use the definition of the characteristic function (31)
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to smear discrete expressions and consider the following expansion for j  12 i:
∆(p),nv = −
n
2
(
Σ(p)v
)n−1
+O
(
jn−3
) ≈ −n
2
(
pi(v) ε2
8piγl2P
)n−1
, (45)
where p(i)(u) denote gravitational momenta at the point u, which are related to spin-numbers by the following relation
pi(v) ε2 = 8piγl2PΣ
(i)
v . (46)
It is worth nothing that at the leading order the expansion (45) gives terms of order
(
8γpil2P
ε2pi
)2
and similar terms,
namely of ε−4 order, come form the smeared magnetic operators (23). Any other artifacts of discretization (e.g. the
ones from the formulas (30) or (33)) would give negligible contributions, providing additional positive ε powers in the
numerator.
Then the expectation value,
R
〈
Hˆ(A)
〉
R
:= R〈Γ; jl;nl, iv| Hˆ(A)|Γ; jl;nl, iv〉R reads:
R
〈
Hˆ(A)
〉
R
≈ Q
2
2
lim
ε→0
∑
v
1
ε3
∫
d3uχε(v, u)
N(v)
ε3
√
q(v)
3∑
i=1
ε2 p1(v) p2(v) p3(v)(
pi(v)
)2 ×
×
(〈[
EˆI
(
Si(v)
)]2〉
+
1
Q4
q(v)
∑
{lj ,lk}⊥i
∑
{ll,lm}⊥i
ijkilm
〈
tr
(
τ I hˆlj	lk(v)
)
tr
(
τ I hˆll	lm(v)
)〉)
,
(47)
where q11 = p
2p3
p1 , q22 =
p3p1
p2 , q33 =
p1p2
p3 are metric components, while q = |p1p2p3| is the determinant and each
holonomy acts as a left or right invariant vector field.
Let us assume to construct a proper semiclassical state for the gauge field variables, such that expectation values
and eigenvalues become classical quantities. Hence we get:〈[
EˆI
(
Si(v)
)]2〉 [EI(Si(v))]2∑
{lj ,lk}⊥i
∑
{ll,lm}⊥i
ijkilm
〈
tr
(
τ I hˆlj	lk(v)
)
tr
(
τ I hˆll	lm(v)
)〉
 ε
2
2
tr
(
τ IF jk(v)
)ε2
2
tr
(
τ IF lm(v)
)
,
(48)
Note that the right hand sides of the expressions (48) contribute to the smeared classical objects inside the box
centered at v.
Then in the limit ε→ 0 we have v = u and ∑v∫d3uχε(v, u) = ∫d3u, so finding
R
〈
Hˆ(A)
〉
R
 h(A) ≈ Q
2
2
∫
d3u
N(u)√
q(u)
3∑
i=1
qii(u)
((
EiI(u)
)2
+ ijk
√
q(u)
2Q2
F Ijk(u) 
ilm
√
q(u)
2Q2
F Ilm(u)
)
, (49)
where the discrete eigenvalues has been replaced by the continuous variables. It precisely coincides with the classical
expression (17) with the metric in the diagonal gauge.
VI. CONCLUSIONS
We extended the formulation of QRLG in order to include a gauge vector field. We settled down all the necessary
tools in order to have a well-defined quantum theory, which essentially reduces to a lattice gauge theory on a cubic
lattice. The adherence to the loop quantization program implied a peculiar expression for the matter part of the
scalar constraint operator, which has been defined and analyzed, showing how it provides the right semiclassical limit
as soon as proper semiclassical states for the gauge field are provided and a large-j limit is taken for the gravitational
degrees of freedom.
Next-to-the-leading order terms in the large-j expansion can be easily computed starting from the achievements of
the present work and they provide the first kind of quantum gravity corrections computed for a vector field in LQG.
This will be done in future developments.
iIt is worth noting that one can remove the positive spin numbers restriction. Therefore, assuming |j| > 1/2 in (40), one gets the same
expression (45) for |j|  1
2
.
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However, there are other kind of quantum gravity corrections, coming directly from the fact that the quantization
of vector fields that has been implemented is not equivalent to the Fock quantization. The determination of these
corrections would give us a comprehensive description of quantum vector fields on a quantum spacetime.
The present analysis provides the expression of the quantum operator associated with the matter part of the scalar
constraint, which generates the dynamics of the vector field on a quantum spacetime. The investigation of such
dynamics is affected by the same kind of problems which plague the formulation of lattice gauge theory, namely the
lack of explicit solutions, unless in some quite trivial cases.
In this respect, the combination of the present results with the definition of a dynamical vacuum out of the Fock
vacuum, given in [36], is a promising perspective in view of the application of the present framework to physically
relevant cases.
Appendix A
Below we refine the derivation provided in [9] of the action of tr
(
τ ihˆ−1lp Vˆ
n(v) hˆlp
)
, so to recover (39). Let us perform
the calculation for an outgoing link lp and p = 3:
tr
(
τ ihˆ−1l3 Vˆ
n(v) hˆl3
)
= −
∑
abd
(τi)ab (hˆ
−1
l3 )bd V
n (hˆl3)da (A1)
where a, b, d are indexes in the fundamental representation; let us choose the basis in which τ3 is diagonal and the
holonomies read (hˆl3)da = eiaθδda.
Since the volume acts after the insertion of the holonomy hˆl3 , the application of the aforementioned operator to a
state provides the coefficient [Σ(1) Σ(2) (Σ(3) + a/2)]n/2. Thus we find
= −(Σ(1) Σ(2))n2 1/2∑
abd=−1/2
(τi)ab (hˆ
−1
l3 )bd
(
Σ(3)+
a
2
)n
2
(hˆl3)da = −
(
Σ(1) Σ(2)
)n
2
1/2∑
abd=−1/2
(τi)ab e
−idθδbd
(
Σ(3)+
a
2
)n
2
eiaθδda. (A2)
Hence, using the δ’s it turns out that a = d = b, such that the two exponentials disappear and
= −(Σ(1) Σ(2))n2 ∑
a
(τi)aa
(
Σ(3) +
a
2
)n
2
. (A3)
Since, the only generator with nonvanishing diagonal components is τ3, the expression above recasts
= −i(Σ(1) Σ(2))n2 δi,3∑
a
a
(
Σ(3) +
a
2
)n
2
=
i
2
(
Σ(1) Σ(2)
)n
2 δi,3
[(
Σ(3) − 1
4
)n
2
−
(
Σ(3) +
1
4
)n
2
]
, (A4)
from which for outgoing link in the p = 3 direction (39) follows. For p = 1, 2, hlp is diagonal modulo some discrete
rotations, which can be moved to τ i. Therefore, the same result is obtained by rotating the SU(2) generator τi and
the only non-vanishing contributions are for i = 1, 2. For ingoing link the only difference is that (hˆl3)da = e−iaθδda
and the rest of the analysis is similar.
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