Abstract-Feature detection and feature matching are the most crucial parts in visual odometry process. In order to suit the real time process in visual odometry, both of the stages must be robust but at the same time are fast to compute. This paper presents the evaluation of Scale Invariant Feature Transform (SIFT) and Speeded Up Robust Feature (SURF) performances. The results show that SURF is outperform than SIFT in term of rate of matched points and also in computational time.
INTRODUCTION
This paper presents an evaluation of different feature detectors and feature descriptors for stereo visual odometry implementation. Visual odometry [1] - [2] is a process of estimating pose of a mobile robot by analyzing the sequence of images from a camera that mounted on it. Generally the process begins with detecting points of interest in a camera image and matching them between successive frames.
Feature detection is a process to search for important keypoints which are used to match in the next images. During this process, local features such as intensity, texture and color are examined in order to differentiate an image from its immediate neighborhood. Corners and blobs are usually used in visual odometry application as feature detectors [2] - [5] .
In the feature matching step, a descriptor has to be obtained so that it can be used to identify features and match them across images. The processes of obtaining the interest point detectors and also feature descriptors between the points in the left and right images of the stereo image pairs are crucial in order to get accurate pose estimation [3] - [4] . They should be capable to cater the changes in scale and orientation of images. Moreover, the feature detection and matching should be fast to compute because the visual odometry is a real time process.
In this paper, the focus in on emphasizing the performance evaluation between the steady and existing feature detectors and descriptors named Scale Invariant Feature Transform (SIFT) and Speeded Up Robust Feature (SURF) in detecting and matching features.
The rest of this paper is structured as follows: Section II presents the related works of feature detectors and feature descriptors that have been implemented in visual odometry system. Section III discusses about the background of SIFT and SURF methods while Section IV describes the performance evaluation of feature detectors and matching techniques. Lastly, section V presents the conclusion of this paper.
II. RELATED WORKS
In recent decades, there are many algorithms of feature detection and feature matching that have been implemented by researchers in the visual odometry community. For example, Harris corner detector is amongst the pioneer of feature detector techniques that has been developed by Harris [8] but firstly been implemented in visual odometry field by Nister [1] . The Harris detector is based on the second moment matrix which is frequently used for detecting features and also for describing local image structures [9] . However, Harris corner detector cannot cater when the image is rescaled, when there are changes in illumination and point of view and also sensitive to noise [10] .
In order to overcome these problems, Lowe [11] proposed a new method named Scale Invariant Feature Transform (SIFT). SIFT used blob instead of corner as a local feature. SIFT is very popular since it can handle the situation when there are scale and rotation variance in the images. At first, the local extrema of the image filtered with differences of Gaussian (DoG) had to be detected. It is followed by the matching process. In this process, an orientation to each keypoint will be assigned as a circular region around the keypoint. Then it is convoluted with two Haar wavelets. The scale at which the keypoint was detected will reflect the size of region and wavelets, as well as the sampling step. The filter responses, weighted with a Gaussian around the keypoint will be represented as vectors in a two dimensional space. Then it will be summed up with a rotating angular window. The orientation of the keypoint is determined by the longest resulting vector.
Due to the major drawback of SIFT which is relatively slow to compute, then Bay et al [12] presented an improved version of SIFT named Speeded Up Robust Feature that is much faster than SIFT. In SURF algorithm, a Hessian matrix-based measure is used for detecting features and a distribution-based descriptor is used for feature matching.
III. METHODS

A. SIFT
In feature detection stage, SIFT algorithm proposed to detect local extrema of the image filtered with differences of Gaussians (DoG). The convolution of the input image with a variable-scale Gaussian will produce the scale-space of an
. The differences of Gaussian are calculated by Eq. (1): Fig. 1 shows the keypoint descriptor's computation. The image gradient orientations and magnitudes are sampled around a keypoint, by using the scale of the keypoint to select the level of Gaussian blur for the image. The gradients are then pre-computed for all levels of pyramid as illustrated as small arrows on the left side of Fig. 1 . (2) In SURF, simple box filters will be used as the approximation of the convolution of second order Gaussian smoothed image derivatives, as shown in Fig. 2 . Thus the box filters can be computed in constant time using the integral image. The approximate determinant of Hessian matrix yields IV. PERFORMANCE EVALUATION The performance of SIFT and SURF feature detectors and feature matching are evaluated by using a sample of the Amsterdam Hague dataset [13] with resolution of 640 by 480 pixels running at 30 Hz. The dataset consists of sequence of forward facing stereo images taken in urban environment that contains a large amount of non-stationary objects. An example of a stereo image from the dataset is shown in Fig. 3 .
Then the SIFT and SURF detectors and descriptors were applied to the dataset as shown in Fig. 4 and Fig. 5 in order to get the percentage of matching rate. Moreover, the average execution time for matching features in one frame of each method is examined as well. 6 shows the performances of SIFT and SURF methods in term of the rate of matched points. The percentage of SIFT algorithm is lower than SURF. However, both of the methods show the same trend which is the rate of matched points increase gradually at the middle and decrease slowly towards the end. This is because the matched points are less found compared to the amount of detected features as the number of frame increased. The execution time for each of the methods is shown in Table I . As we can see from the table, the run time for SURF algorithm is three times faster than SIFT algorithm. This is because the SURF detector uses box filters to approximate the Gaussian and can be computed in constant time using the integral image. The simplification through approximation of SURF algorithm can reduce the complexity of feature extraction process. Thus resulting a faster computational time compared to SIFT [14] . V. CONCLUSION In this paper a comparison of performance between SIFT and SURF algorithm in the term of matching rate which is the rate of number of matched points compared to the number of detected points have been reported. Moreover, the running time for matching process of each algorithm is inspected as well.
