On-line supervised learning in the general K Tree Committee Machine (TCM) is studied for a uniform distribution of inputs. Examples are corrupted by noise in the teacher output. From the di erential equations which describe the learning dynamics, the algorithm which optimizes the generalization ability is exactly obtained. For a large number of presented examples, the asymptotical behaviour of the generalization error is shown to be independent of K, for nite K.
Due to their ability to generalize, feedforward neural networks are interesting systems which can be used in several real life applications. Learning from random examples, a student network implements an input-output mapping which approximates an underlying unknown rule. In the present case, the rule is de ned by a teacher network with the same architecture as the student, a Tree Committee Machine (TCM). In recent years, Statistical Mechanics techniques have been used in the study of these systems (for a review, see 12]), and on-line learning 7, 5, 6, 2, 10] (or learning with single presentation of examples) has shown to be an e cient strategy for learning in feedforward neural networks. We'll focus on the study of a TCM learning on-line, obtaining an algorithm which leads to the best generalization ability for a given number of examples.
The optimal local algorithm for the noiseless TCM learning problem has already been obtained in 4] (it should be stressed that in this work optimality always refers to the generalization properties of the network). In that case, the asymptotical behaviour of the generalization error was shown to be K dependent. Furthermore, a comparison with the results for optimal non-local on-line learning in the K = 3 TCM 3] strongly suggested that non-locality should improve the algorithm performance for larger values of K. This result is con rmed in the present work. It is shown that the result of 3] is valid for any nite K, as a particular case of a broader scenario where noise corrupts the teacher output.
The TCM architecture is made up from K boolean perceptrons whose inputs are not shared. Given an N-dimensional input vector S = (S 1 ; : : : ; S K ), the kth branch perceptron in the student machine gives an output Jk sign(h k ), where h k J k S k =jJ k j is the kth receptive eld. The vectors fJ k g k=1;:::;K completely de ne the function implemented by the student machine, since its nal output is simply given by the majority rule, J sign P K k=1 Jk . The teacher TCM is de ned by vectors fB k g k=1;:::;K , where the constraints jB k j = 1 (k = 1; : : : ; K) can be imposed without loss of generality. Its receptive elds and hidden units are respectively denoted by fb k g k=1;:::;K and f Bk g k=1;:::;K , where b k B k S k and Bk sign(b k ) (k = 1; : : : ; K). The teacher output is also given by the majority rule, B sign P K k=1 Bk , but it can be ipped with a constant probability =2. The nal teacher output is then given by P( j B ) = 1 ? 2 ( B ; ) + 2 (? B ; ) ; (1) where is the Kronecker delta.
Given the student and teacher networks, the generalization error e (cm) g is the probability that an example drawn from a uniform distribution be misclassi ed The decision border of a TCM can be de ned as the subset of internal representations such that the machine output can be ipped with the ip of a single internal unit. A student machine is then at the decision border when j P K k=1 Jk j = 1. In order for a con guration to contribute to C 1 , both the student and the teacher TCMs must be at their respective decision borders. Moreover, they must be nearest neighbours in the K-dimensional hypercube where the internal representation space lies. This is the only way of satisfying both the condition that J = ? B and that the leading term in its probability is O( e . Since there are K such branches, the result is nally
which, for K 1, behaves asymptotically as C 1 (K) ' q 2K= .
Given the set of P independently drawn examples fS( ); ( )g =1;:::;P , learning in the student TCM is performed on-line, that is:
where N p N=K is the number of input units per branch perceptron and F k ( ) is an up to now unknown function which modulates the vector change upon presentation of the th example. In the thermodynamic limit N p ! 1, di erential equations for the relevant order parameters can be obtained (see e.g. 5, 6, 3]):
where integration over the measure dm( ) denotes average over the examples, J k jJ k j, 
The evaluation of the above average requires the probability distribution P( B j b k ; fh j g j6 =k ), which can be most easily calculated if the problem is split as below, P( B j b k ; fh j g j6 =k ) = P > + (b k B )P D ; (8) where is the Heaviside function and both P > and P D are functions of B and fh j g j6 =k only. P > is the probability of B given fh j g j6 =k , with P j6 =k Bj 6 = 0 (when knowledge of b k can't help predicting B ), while P D is the probability of B given fh j g j6 =k , with P j6 =k Bj = 0 (con gurations at the decision border). For those expressions to be explicitly calculated, one needs to assume a given input distribution. In the present case, inputs are uniformly distributed, i.e. hS kj i = 0, hS kj S li i = (k; l) (j; i). In the thermodynamic limit, the receptive elds b k and h k become Gaussian distributed variables with zero mean, unit variance and a correlation k . Due to the tree structure and the input distribution, crossed terms between di erent branches disappear, yielding P(fb k ; h k g) = Q K k=1 P(b k ; h k ), and then 
The generalization performance attained by the optimal algorithm can be calculated by inserting the modulation function (11) into equation (5) ) : (14) First note that the right hand side of equation (14) is always positive for k < 1, what guarantees that the optimal algorithm leads to perfect generalization ( k = 1) in the limit p ! 1. Secondly,F k has the interesting property of decoupling the f j g equations from the fJ j g ones, making their analysis simpler. Under the assumption of branch symmetry k = (which is easily guaranteed by brach symmetric initial conditions k (0) = (0)), equation (14) can be numerically integrated in order to obtain the overlap evolution ( p ). The asymptotical behaviour of ( p ) for large p can be derived by checking the structure of P D and P > . When p ! 1, the arguments of the H functions diverge ( ! 0), and P D and P > tend either to zero or one. Since the f j g j6 =k constraints in P D and P > are mutually exclusive, whenever P D tends to one, P > will tend to zero, and vice-versa. Once P D is in the numerator of the right hand side of equation (14), integration on Q j6 =k Dh j will have non-vanishing contributions only when the constraint P j6 =k j = 0 is respected. The number of such orthants in the fh j g j6 =k space is precisely
, and the asymptotical behaviour of equation (14) 
That only the decision border con gurations contribute to the leading term in equation (2) is a geometrical fact. However, the fact that only those con gurations give non-vanishing contributions to learning in the large asymptotical regime (thus yielding a K-independent result) is due to the special characteristics of the algorithm Some remarks concerning the practical implementation of the optimal algorithm should be addressed. First, the algorithm requires the knowledge of the noise level , which is hardly an accessible quantity in a realistic situation. This could be overcome by the introduction of a dynamical noise estimator, as previously done for the perceptron in 1]. Robustness with respect to an estimated noise level~ is also under study.
Secondly, there is an explicit dependence on the overlaps f j g, which are unknown too.
The optimal algorithm automatically provides a way out of this problem, since for F k = F k and convenient initial conditions, the evolutions J k ( p ) and k ( p ) are governed by exactly the same function (for details, see 4, 3] ). The measured values of the norms of the student vectors can thus be used in replacement for the overlaps. Finally, the non-locality of the algorithm makes its implementation harder and harder as the TCM becomes larger. Note that the number of terms in P > increases exponentially with K. This is the price paid for the signi cantly better result attained by the optimal non-local algorithm, as compared with the optimal local algorithm 4]. In the zero noise scenario, the optimal non-local algorithm reaches the asymptotical regime when 1, while the local algorithm requires K 1=2
, for large K.
Independence of K in the asymptotical performance of optimal algorithms has also been reported for the Tree Parity Machine, both for on-line 11] as well as o -line 9] learning. Up to our knowledge, similar results concerning on-line learning in the TCM have not been published before. That this independence holds true for optimal learning in both models raises the question of whether this is a common feature of any tree-like architecture.
