In recent years, credit derivatives have become the main tool for transferring and hedging credit risk. The credit derivatives market has grown rapidly both in volume and in the breadth of the instruments it offers. Among the most complicated of these instruments are the multiname ones. These are instruments with payoffs that are contingent on the default realization in a portfolio of names. The modeling of dependent defaults is difficult because there is very little historical data available about joint defaults and because the prices of those instruments are not quoted. Therefore, the models cannot be calibrated, neither to defaults nor to prices.
Introduction
Credit derivatives are financial contracts whose payoffs are contingent on the creditworthiness of some financial entity(s). For example, bonds can be viewed as such instruments, even though they are not usually termed so. 1 The credit derivatives market can be divided into two main groups: 1) Single name instruments: contracts whose payoffs are contingent on the creditworthiness of a single firm. Prominent examples of such instruments 2 are credit default swaps, total return swaps, and credit-linked notes. Many of the single name instruments are liquid; i.e., their prices are quoted regularly.
2) Multiname instruments: contracts with payoffs that are contingent on the creditworthiness of a number of firms. Important examples are n th -to-default baskets and collateralized debt obligations (CDO). These instruments are usually less liquid than the singlename ones, and their prices are not quoted; therefore, there is a great need for accurate pricing models. Despite their importance, the modeling and pricing of multiname credit instruments are still in their infancy.
We will next describe in more detail two instruments that we will refer to throughout the paper. Credit default swaps account for about 40% of the credit derivatives market. 2 It is a financial contract with a specific predetermined maturity between a protection buyer that pays periodical premium to a protection seller. The protection seller stands ready throughout the contract to pay the protection buyer a prespecified amount at the time the reference name defaults. Upon that payment, the contract is ended.
Consider, for example, the exposure of Intel to default of Compaq. Compaq is a major client of Intel, and at every point in time, it owes Intel a large amount of money. Intel is exposed to credit risk: namely, if Compaq defaults, Intel will lose a considerable amount of money. If
Intel wants to hedge this risk, it can buy insurance against the default of Compaq in the form of a credit default swap with some counterparty (e.g., an investment bank) that will insure Intel against the default of Compaq for a certain amount. 1 The payments of coupons and par of a bond are contingent on the non-default of the firm prior to those payments. 2 See the survey of the credit derivatives market, BBA (2000) . We can see that credit default swaps (and credit derivatives in general) are a means for the transfer and redistribution of default risk between financial entities. There are many variations to the credit default swap and many other single name instruments, i.e., instruments whose payoffs depend on the credit quality of a single entity.
Our second example is n th -to-default baskets; these are very similar to credit default swaps, but instead of one reference name, there are several. It is a financial contract with a specific predetermined maturity between a protection buyer that pays periodical premium to the protection seller. The protection seller stands ready to pay the protection buyer at the time of the n th default, if it is within the time horizon. Note again that at the time of the n th default, the contract is ended. The most popular forms of protection are first to default and second to default.
Continuing our previous example, Intel might want to hedge its default risk exposure not only to Compaq's debt but also to Dell's and HP's. Intel could use three (single-name) credit default swaps or decide to enter into a first-to-default basket on the three names (which will provide insurance against the first default of the three). The aim of this paper is to introduce a new methodology for pricing multiname credit derivatives. Defaults are rare events, and there is little historical data about them. The data about correlated defaults is even scarcer. In addition, the prices of multiname credit derivatives are not quoted. The implication of not having much historical default data and quotes data is that default models cannot be calibrated using such data, and, therefore, the models and their interpretations are crucial for the estimation of the needed parameters.
An important requirement of any multiname pricing model is consistency with observed single-name market data. By observing single-name market data, we can infer (risk neutral) default probabilities for each firm (see appendix A for more details). Multiname credit derivatives are hedged with single-name instruments. Therefore, the marginal (single-name) default probabilities of the multivariate distribution should be consistent with the observed single-name market data.
Consistency with single-name default probabilities can be obtained with infinitely many dependence structures between them. As we show in section 3, the dependence structure that underlies the joint distribution of defaults is a crucial part of the valuation of multiname instruments. Most models assume a normal copula as the dependence structure of equity returns (hence, as the dependence structure between default times), even though, as we will show, there are more adequate dependence structures for that.
Our model addresses all the above issues in a continuous-time multiname default distribution that possesses tail dependence which is observed in the markets. Moreover, we give estimation and simulation procedures for the methodology and compare the pricing results with current thin tailed models. This paper is organized as follows. The next section is a literature review. Section 3 specifies the problem in detail. Section 4 discusses the multivariate normality distribution assumption and its drawbacks. Section 5 presents our model, the estimation of its parameters, and the simulation methodology. Section 6 illustrates the use of the model for pricing default baskets and compares it with the standard normal pricing models. Section 7 offers a conclusion to the ideas presented in this paper. Appendix A illustrates the inference of default probabilities from market data and defines default correlation. Appendix B gives a short introduction to dependence structures and copulas.
Literature Review
There are two main traditional approaches to default modeling: the structural approach and the reduced form approach. 4 We propose a third approach, the hybrid approach, to which some of the recent nontraditional models can be mapped.
The Structural Approach
Merton's model (1974) was the first modern model of default and is considered the first structural model. In Merton's model, a firm has an outstanding zero coupon debt, and the evolution of the assets value of the firm follows a geometric Brownian motion. At the time of servicing the debt, the firm defaults if its assets are below its outstanding debt. Figure 4 illustrates the model: the asset's starting value is V 0, and its liabilities are constant L. At time T, if V T <L, the company defaults.
Merton's original model was extended in many ways; among them are Black and Cox (1976) , Leland (1994) , Longstaff and Schwartz (1995) , Leland and Toft (1996) , Schonbucher (1996) , and Zhou (1997). Merton's model also underlies the KMV approach (Kealhofer, 1998) . 5 The structural approach is very intuitive, with a clear interpretation and estimation.
However, structural models do not take into account current market data, namely spreads of the outstanding debt of the firm, and, therefore, their pricing applicability is limited. Since multiname credit derivatives are usually hedged using single-name instruments, this inconsistency of the structural approach with market data is utterly important. 
The Reduced Form Approach
The limited applicability to pricing of the structural approach was a major impetus to the evolution of the reduced form approach 6 . This approach was developed by Jarrow and Turnbull (1995), Duffie and Singleton (1999a), Duffie (1998a) , Lando (1994 Lando ( ,1998 ), Jarrow, Lando and Turnbull (1997), Madan and Unal (1996) , White (2000, 2001) , and many others.
Reduced form models do not try to model a firm's assets or liabilities dynamics. Instead, riskneutral hazard rates for default are inferred from market data (see appendix A). Default is modeled as the first arrival of a point process with the inferred risk neutral hazard rate. The genius of the models is their easy implementation and calibration. Moreover, reduced form models follow no-arbitrage arguments and would reprice, by construction, the instruments that were used for the estimation of its parameters. that is not in agreement with empirical data. 10 Several models have attempted to overcome the problem of the low default correlation that is generated by the correlated reduced form model. See for example, Lo (1999a, 1999b ) and Jarrow and Yu (1999) . Although these variations on the correlated reduced form approach can be calibrated to desired default correlation, the difficulty with these models is that there is no sound explanation behind them, and, therefore, the estimation of their parameters is not apparent.
The reduced form approach has gained much popularity for pricing single-name instruments because it is calibrated, by construction, to observed market data. Applying the reduced form approach to multiname instruments benefits from the same advantageconsistency with the single name market data-but suffers from the unrealistically low default correlation that these models generate.
The Hybrid Approach
Recent research has focused on imposing specific dependence structures on the observed market data; papers along these lines are Li . All of the above can be mapped into our interpretation, the hybrid approach, which integrates the important advantages of both the structural and reduced form approaches. Similar to the structural approach, in the hybrid approach defaults occur at the time that the asset's value falls below a certain threshold.
That structural interpretation allows using equity returns for the dependence structure estimation.
In order to gain consistency with the single-name market data, the threshold is continuously adjusted to the market-implied default probabilities; therefore, the consistency with market data is preserved, similar to the reduced form approach. The hybrid approach is consistent with 7 See Duffie (1998b). 8 See Duffie and Singleton (1999b) for example. 9 See appendix A for the definition of default correlation. 10 See Nagpal and Bahar (2001).
market data, it has a clear and intuitive interpretation, and the data for the estimation of its parameters are readily available: from observed debt prices the marginal default probabilities are inferred and from observed equity returns their dependence structure is inferred.
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Problem Definition
The problem that we are facing is pricing n th -to-default credit baskets (n=1 for 1 st to default, n=2 for 2 nd to default etc.). The price of a default basket is the periodic payment-the premium-that the insurance buyer pays the insurance seller.
• The contract starts at time t=0. The contract horizon, its maturity, is at time t=T (years).
• The notional value of the contract is N dollars.
• Underlying are m names (Compaq, Dell,...), with each name associated a random variable for its default time τ i , τ i >0, i=1...m; i.e., no name has defaulted by time t=0.
• The cumulative joint distribution of defaults is given by
The specification of this joint distribution is the major topic of this paper.
• The marginal (single firm) cumulative distribution of τ i is given as F i (t i ), for all i, i.e.
F i (t i )= F(∞,…,∞,t i ,∞,…,∞).
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• Define τ (i) , i=1...m as the order statistic of τ i , τ (n) is the n th default time.
• The yearly premium S is paid by periodic payments k times a year (usually k=2 or k=4), at the amount of S*N/k. The payments are made until time t=min (T, τ (n) ).
•
and is called the recovery rate.
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R (n) is the recovery rate for the n th defaulting name; it can be deterministic or stochastic. 11 We follow the current literature and assume that the dependence structure is the same in the real and risk neutral worlds. 12 As shown in appendix B, given marginal default probabilities can be joined to infinitely many different multivariate distributions. 13 The recovery rate is the percentage that the bondholders get for the face value of the bond, in case of default. In credit derivatives settlements, it is usually computed as some average dealer quote for the bond price a predetermined time after a default occurs.
• a is the accrued premium (in percentage) since the last premium payment until time τ (n) , a*N is the dollar amount that the insurance holder owes the insurance seller for the time since the last payment until τ (n) .
• At time τ (n) , if τ (n) <T, the insurance is triggered and the insurance payment is N*(1-R (n) -a).
• r(t) is a given continuous discounting curve; it can be deterministic or stochastic.
By assuming complete markets and using the standard risk neutral pricing technology, 14 we require that the expected discounted payments of premium would equal the expected payment of the insurance, under the (risk neutral) measure F that was described above:
We need to solve for S, the yearly premium percentage. The multivariate default distribution is usually very complex; therefore, we cannot solve analytically but, rather, need to use simulation.
As can be seen from (1), for given discount and recovery rates, the price of an n th -todefault depends on the distribution of τ (n) . Given risk-neutral marginal default probabilities F i (t i ), the price of the basket is fully determined by the dependence structure 15 of the multivariate distribution of defaults. For example, in the bivariate case consider two different cases for dependence structures:
Where P 1 =Pr(τ 1 <T) and P 2 =Pr(τ 2 <T). The premium of a first-to-default basket on those two names depends on the area
, the probability of having at least one default within the horizon. Clearly, A (a) <A (b) ; therefore, the premium of case (a) will be less than that of case (b), so the premium is different for the two dependence structures of the same marginal default probabilities. This example shows the importance of the dependence structure between the two 14 Note that the model can be used in the objective measure of defaults, however, since we will be using market data to infer the marginal default probabilities we will be using the marginal risk neutral default probabilities, under the assumption of a risk neutral world. For more about risk neutral pricing see Duffie (2001) . 15 We prefer the notion of "dependence structure" to the notion of "correlation" because the correlation is only a limited description of the dependence between random variables. For the multivariate normal distribution, however, correlation fully defines the dependence structure. See Embrechts et. al. (2001) for a discussion.
names and its impact on the price of a default basket. Our model differs from others by the more realistic dependence structure that it imposes on the given marginal distributions; as this little example shows, differences in dependence structures would have a big impact on the valuation of multiname credit derivatives.
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The Normality Assumption
The main question that every multiname pricing model has to confront is how to join the observed marginal default probabilities into a multivariate one. A simple way to do just that is to use copula functions. Copulas are used frequently in survival analysis and actuaries sciences.
Appendix B gives basic knowledge about copula functions. Since Li (2000) first introduced copulas into default modeling, there has been increasing interest in this way of modeling. Nyfeler (2000) shows that the dependence structure that underlies the leading commercial packages (KMV 16 and CreditMetrics 17 ) is multivariate normal. The normal copula has a structural interpretation: equity returns that are used as a proxy for asset returns follow a multivariate normal distribution, and, consequently, default times have a normal-copula dependence structure.
In order to illustrate the normal copula method, consider two credits, A and B, whose default times τ A and τ B are exponentially distributed with hazard rates h A and h B . A joint distribution that correlates τ A and τ B while respecting their marginals can be obtained by a means of a bivariate normal copula:
Where Φ 2 (⋅ ,⋅ , r) denotes a bivariate standard normal distribution with correlation r, Φ(⋅ ) is a univariate standard normal distribution and E h (⋅ ) is a cumulative exponential distribution with hazard rate h. Taking limits, it is easy to verify that this joint distribution is perfectly legitimate in that it respects the initial exponential marginals (property 2 in appendix B):
Many models use the normal copula either explicitly or implicitly (see Nyfeler 2000) .
The advantages of using a normal dependence structure are its simplicity; its analytical tractability; and the easy estimation of its only parameter, the correlation matrix. However, there is an impressive amount of literature documenting the non-normality of univariate equity returns (see for example Praetz 1972 or Blattberg and Gonedes 1974) . To the best of our knowledge, the assumed normal dependence structure has never been tested, but if one looks at historical joint equity returns, it is clearly not normal. Figure 5 depicts two bivariate standardized monthly returns' time series. Undoubtedly, the extreme joint realizations that are highlighted cannot be explained by the bivariate normal distribution; if the underlying distribution was a bivariate normal, we would encounter each of these points once in approximately 100,000 observations and not in merely 84 of them. The probability of having each of the circled points if the underlying distribution was bivariate normal is about 1/100,000.
Standardized Monthly Returns
Figure 5 provides evidence that equity returns have fat tails not only in the marginals but also in higher dimensions. The fat joint tails are very important for our purposes and can be rationalized as realizations of "bad years" or "good years" for the economy.
As Embrechts et. al. (2001) show, there are many pitfalls to the normality assumption.
For our purposes, its main pitfall is the small probability of extreme joint events. As Nyfeler (2000) shows, the normal distribution has a very specific dependence structure with zero tail dependence; formally, for two random variables X and Y with marginal distributions F X and F Y , (lower) tail dependence is defined as:
Tail dependence measures the probability that Y will have a realization in the tail of its distribution, given that X has had a realization in its own tail. The problem with the multivariate normal distribution is that λ is identically equal to zero. Another manifestation of the same problem can be seen in the thinness of the tails of a multivariate normal density, which implies that there is very little probability mass on extreme joint events. Since defaults are modeled as tail events, the tail dependence parameter has a great impact on the default structure.
In the next section, we propose a methodology that follows the hybrid approach and uses the copula notion, while allowing for extreme joint events.
The Model
In this section, we describe in detail our model, the estimation of its parameters, and its simulation engine. We start with the model's dependence assumption.
Dependence Assumption
Our methodology builds on the t-copula as the underlying dependence structure for equity returns. This is a generalization of some of the current models (KMV; CreditMetrics; Hull and White, 2001) that assume multivariate normal as the distribution of equity returns. This generalization is important because the dependence structure of default times follows that of equity returns and would be a t-copula instead of a normal-copula in the current models.
Another important observation is that once the marginal default probabilities are given, they can be translated to any desired univariate distribution; the only important issue is the dependence structure between them. To clarify this point, consider a one-year cumulative default probability equal to 1%, so that P(τ<1)=1%. ) that has suggested and explored the use of non-Gaussian copulas as the underlying dependence structure for dependent defaults (examples are: Clayton, Beta, Logit-Normal, and Gumbel copulas). All of these dependence structures are perfectly legitimate ways to join the marginal distributions of default times and introduce tail dependence. Our decision to use the t-copula is based on the following reasons: the t-copula is closely related to the familiar and commonly used normal-copula. Compared with other copulas, it is relatively easy to estimate the t-copula parameters, and simulation based on the t-copula is simple and efficient.
The t-copula is the dependence structure of the multivariate-t distribution; we will next provide a short description of this distribution.
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The t-distribution is a generalization of the normal distribution, with an additional parameter-the degrees of freedom-that controls the fatness of the tails. As the degrees of freedom parameter goes to infinity, the t-distribution becomes the normal one. We will refer to the following as the multivariate t distribution with ν degrees of freedom and correlation matrix Σ:
As Frey and McNeil (2001) show, the zero mean t-distribution is a normal variance mixture. Therefore, the normal and the t-distributions share the same correlation structure and could utilize the same factor model. This is extremely important if one considers migrating from a normal-based system to a t-based one, as most of those systems are based on an extensive normal factor model. Lindskog (2000a) shows that the bivariate t-distribution with correlation ρ and ν degrees of freedom has nontrivial tail dependence:
where Ψ ν stands for a univariate-t with ν degrees of freedom. Table 1 shows some tail dependence coefficients of a bivariate t-distribution 19 for different degrees of freedom and correlation values. For example, if one uses the t-distribution with 10 degrees of freedom and 30% correlation, the probability of having a joint tail event,
given that a marginal tail event occurred, is about 3%; this is very different from the 0% that the normality (the last row in table 1) entails. The table gives some tail dependence coefficients of a bivariate-t distribution for different correlation and degrees of freedom.
The last row represents infinity degrees of freedom; it corresponds to the normal case.
Another illustration of the meaning of tail dependence is represented in Figure 6 ; it shows two graphs of 5,000 simulated realizations of a bivariate normal and a bivariate-t with 5 degrees of freedom. It is evident that the t-distribution generates much more joint extreme events and resembles much better the graphs of monthly returns in Figure 5 .
Bivariate Normal Dbn The two graphs represent 5,000 simulated realizations of a bivariate distribution with 20% correlation. The left graph is of a bivariate normal, whereas the graph on the right is of a bivariate-t with five degrees of freedom.
Estimation
We will detail the estimation of the t-copula parameters, as all the other parameters (the riskneutral marginal default probabilities, the continuously compounded discount curve, and the recovery rate for each name) are common to every pricing model, and we will simply treat them as given for each sample path of the simulation (meaning that they can be stochastic outside of our model). The remaining parameters are the t-copula parameters, its correlation matrix, and its degrees of freedom. We follow the current literature by (a) using historical equity returns as a proxy for asset returns, and (b) assuming that the dependence structure is the same under the real and risk-neutral worlds. Johnson and Kotz (1972) discuss the simultaneously maximum likelihood estimation for the correlation matrix and the degrees of freedom. However, the simultaneous estimation requires a lot of data and is very involved. We utilize a very helpful feature of copula estimation: using copulas, one can estimate the margins parameters first and then estimate the dependence structure between them; this estimation procedure is referred to as the inference functions for marginals (IFM) (Joe, 1997) . We assume that each marginal is a univariate-t distribution . 20 Current research investigates the impact of this assumption in comparison to using the empirical marginals, the CML estimation as in Durrleman et. al. (2001) . In this paper we prefer to use the IFM for its simplicity, data considerations, and because it is known that the univariate-t is a relatively adequate distribution for equity returns; see Blattberg et. al. (1974) or Praetz (1972) . 21 Lindskog (2000b) shows that the Pearson correlation estimator is not robust for heavy tailed distributions. Using Kendall's tau may be preferred to procedure A, especially when the dimensionality increases. For example, consider the following (arbitrarily picked) two baskets:
(1) Fleet Boston, AT&T, IBM, and Eastman Kodak.
(2) Honeywell, BellSouth, Wal-Mart, and First Data.
For each name in the baskets, we have collected seven years of monthly equity returns (August 1994-July 01). These returns were adjusted to splits and dividends and were carefully monitored for errors. Figure 7 plots the likelihood as a function of the degrees of freedom of the t-copula for the two baskets. The maximum likelihood estimates are shown to be 10 and 12, respectively, which signal the presence of a significant amount of tail dependence in the data. 21   22   23   24   25   26   27   28   3  5  7  9  11  13  15  17  19  21  23  25  27 29 Normal
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Simulation
Once we have estimated the parameters of the t-copula of asset returns, we can use it to generate sample paths. Each sample path contains the default times for all the names in the basket. As soon as we have the default times, we can calculate the exact payoffs for each sample path, take statistics over all the sample paths, and compute the basket premium.
There are two methods for simulating first passage time. The conventional way would be to discretize time and simulate correlated random variables that will conform to the given marginal default distributions and check in each time interval for the names that have defaulted during it. 22 The method entails a heavy computation effort and has the drawback that defaults can occur simultaneously-in the same time interval. Since the order of default is of extreme importance, this is a major obstacle, and there is a computational tradeoff for having fewer joint defaults-reducing the time interval lengths.
A much more efficient way is to use time-to-default simulation (Li, 2000) . As we will show, simulating time-to-default with a copula is simple and efficient. We will now outline such a procedure for our model, assuming we have a correlation matrix Σ, degrees of freedom ν, and given default curves F i (t i ). The construction of each simulation trial follows the following steps:
• Draw correlated multivariate-t variables X with correlation matrix Σ, and ν degrees of freedom.
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• Translate each x i back into its cumulative default distribution and calculate default times
Once we have the realization of default times for all the firms, we can calculate the exact discounted cash flow throughout the contract. We can then average over many sample paths and compute the expected payment of premiums and the expected insurance payment. Computing the periodic premium that equates the two is trivial. 22 See Hull and White (2001) for a thorough exposition of such a simulation procedure. 23 As Johnson and Kotz (1972) show, a multivariate t distribution X with correlation Σ and ν degrees of freedom can be generated by a multivariate normal distribution Y with correlation Σ and an independent random variable )
is a standard multivariate-t with correlation Σ and ν degrees of freedom.
Computational Effort
As the following shows, using time-to-default simulation and a copula-based model is quite efficient. 24 The computational effort can be divided into three main parts:
• Generating multivariate-t random variables takes two seconds.
• Translating the random variables back into default times takes 23 seconds. 25 • Pricing the default contingent instrument. For example pricing first-to-default takes 16 seconds.
Running 100,000 sample paths usually produces reasonably accurate results (standard error that is less than 2 bp), and it would take about 41 seconds. Using faster codes and implementing variance reduction techniques 26 can significantly reduce the computational time.
Pricing Examples
Before getting into the pricing examples, we would like to present a short qualitative analysis of the impact of allowing more extreme joint events. Taking extreme events into account has significant consequences on the valuation of multiname credit derivatives. Other things equal, modeling defaults by a means of a non-trivial tail dependence copula increases the probability of joint defaults and, therefore, increases default correlation.
The relation between the tail dependence of asset returns and the dependence of default events is depicted in Figure 8 . Tail dependence increases default correlation for any value of asset correlation. In particular, notice that even when asset returns are uncorrelated (i.e., linearly independent), tail dependence can produce a significant amount of default correlation. 24 All the following results were measured with Matlab on a standard PC 700 MHz and 128MB RAM, for 100,000 simulation trials, 5 names, and 3 years horizon. 25 With three months piecewise flat hazard rate marginals for default. 26 Specifically, since defaults are tail events, importance sampling would be very effective, especially for baskets with few high grade names. This graph depicts simulated default correlation for given asset correlations. The time horizon is five years, and the two credits have a constant hazard rate of 1%. The graph compares a normal copula and a t-copula with 3 and 10 degrees of freedom. The prices were computed by 100,000 simulation runs. The baskets are of five names with a flat discount curve at 5%, recovery rates of 50%, and constant yearly hazard rates of 1% for all the names (corresponds to rating of about BB). The reported numbers are the yearly premium paid semiannually; the numbers in brackets are the standard error of the simulation. Both are in basis points.
Pricing n th -to-Default Baskets
There is a clear impact of allowing for more extreme joint events: the first-to-default premium is always lower, and the second-to-default premium is higher. As Figure 8 shows, accounting for extreme events increases default correlations. Naldi (2001) shows that the sign of the relation between basket premium and default correlations depends on the order of the basket.
The value of first-to-default protection is always monotonically decreasing in default correlations. Therefore, when we allow for more joint extreme events, first-to-default protection becomes cheaper. The value of second-to-default protection is not necessarily monotonic in default correlation; rather, it generally increases up to a certain point and then decreases. The location of this turning point depends on all the parameters and, in particular, on the number of names in the basket. With a low number of names, second to default protection is generally increasing in default correlations over most of the domain. Intuitively, with only a handful of names in the portfolio, the only way that two of them would default within the horizon is if they have a significant tendency to default together. That explains the results we observe in Table 3 regarding second-to-default prices. As expected, the impact of the dependence structure is much more pronounced in the premiums for the second-to-default with short horizon and little correlation. The higher the correlation, the more joint defaults in the two dependence structures, and, therefore, the difference is smaller. The longer the horizon, the more joint defaults there would be in both cases and, therefore, the less difference between them.
Summary and Conclusions
In this paper, we present a simulation-based pricing methodology for multiname credit derivatives. We introduce the hybrid approach for modeling dependent defaults. The hybrid approach has the interpretation of the structural approach; it is calibrated, by construction, to observe single-name market data, and it produces sensible default correlation.
We generalize the usual normal copula assumption for equity returns to a t-copula; the tcopula has non-trivial tail dependence and, therefore, allows for more extreme joint events.
Extreme joint events have a big impact on the valuation of multiname credit derivatives. We show the impact with n th -to-default baskets, noticing that the same methodology would apply to other multiname credit derivatives, specifically to CDOs on its different variations.
Current work is concerned with the rejection of the normal-copula, and investigates different modeling approaches and assumptions for alternative copula models for asset returns.
Future extensions of the research would be the application of variance reduction techniques in order to improve the computational time of the simulation. Since defaults are tail events, importance sampling should produce good results, especially with a small number of high-grade names in the basket. Another related problem to the pricing of n th -to-default baskets is the pricing of spread-sensitive instruments. Extending the model to this family of products while retaining the efficiency is a challenging direction for research.
Appendix A Inferring Default Probabilities and Definition of Default Correlation
Observing market data, and assuming a recovery rate, risk-neutral default probabilities can be inferred under some simplifying assumptions about the economy. We will illustrate the inference procedure by the following simple example.
Suppose that the one-year Treasury bill trades at a yield of r=5%; an option-free, oneyear zero-coupon bill of firm XYZ trades at a spread of s=1%, or at a yield of (1.05*1.01)-1=6.05%; p is the probability of default of firm XYZ within a year; and the assumed recovery rate in case of default of XYZ is 50%. In a risk-neutral world (assuming all the excess yield is due only to default), the price of the bond, P XYZ , can be represented by: The case of coupon bearing bonds is more complicated, but the basic idea is the same. 27 Observing a continuum of maturities of bonds, one can infer the risk-neutral default probabilities for the firm throughout the horizon. 27 See Hull and White (2000) for more details.
Default Correlation
If we fix the time horizon to t=T, then the occurrence of default for name A is a Bernoulli random variable, define 
Appendix B Copulas
Copulas can be used to impose a specific dependence structure on given marginals; for a thorough analysis of copulas see Nelsen (1999) Two interesting features of copulas are 1) for any joint distribution, there exist a copula representation, in the continuous case the copula is unique, and 2) copulas are invariant under strictly increasing transformation of the marginals.
We will use copulas to join given marginal default distributions F i ( 
Simply, the multivariate distribution is a function of the given marginal distributions.
This function determines the dependence structure between the given marginal distributions. 28 The relation between the densities of the multivariate, marginals and the copula is given 
and for the t-copula, the density of the copula is given by (Bouye et 
