Abstract. In this paper we establish a Lowest Luminosity Limit for the use of synthesis codes. The limit is defined by the following statement: The total luminosity of the cluster modeled must be larger than the individual contribution of any of the stars included in the assumed isochrones. This limit is independent of the assumptions on the IMF and almost independent on the star formation history. We have obtained the Lowest Luminosity Limit for a wide range of ages (5 Myr to 20 Gyr) and metallicities (Z=0 to Z=0.019) from Girardi et al. (2002) isochrones. Using the Lowest Luminosity Limit and the results of evolutionary synthesis models we have also obtained the minimal cluster mass, M min , for which the results of synthesis models may suffer from a severe bias in the computation of colors. We show that the results of synthesis models for clusters with mass equal to M min have a relative dispersion about or larger than 32% (i.e. a dispersion of 0.35 mag) in the corresponding photometric bands; whereas the results for clusters with mass larger than 10 × M min have a relative dispersion about or larger than 10%. This effect is more important for near infrared bands (except in the case where Asymptotic Giant Branch stars dominate the luminosity in optical bands). In particular, M min takes values between 10 4 and 10 5 M ⊙ for the K band. From the observational point of view, we show that in surveys that reach luminosities near the Lowest Luminosity Limit, the color distributions will be skewed toward the color with lower effective sources (toward the red in general), and that the skewness is a signature of the distribution of initial cluster masses M in the survey. We also apply the Lowest Luminosity Limit to Globular Clusters showing that sampling effects are relevant in these clusters and that they can explain (at least partially) the bias of the observed colors with respect to the predictions of synthesis models.
Introduction and motivation
The comparison between observations and theoretical models is the basic procedure that allows the evaluation of our current knowledge of Nature. Such comparison can be improved by the use of better instruments and the fine-tuning of theoretical models with observations. In the case of the analysis of the integrated light of stellar populations, the current observational trend points toward powerful facilities with increasing sensitivity that allow to obtain data from fainter stellar clusters. Ideally, the comparison of such observations with the theoretical tools used to interpret the data, like evolutionary synthesis models, will allow to improve our understanding of Nature.
However, there are some situations in which the modeling has intrinsic limitations. In the case of evolutionary synthesis Send offprint requests to: M. Cerviñoe-mail: mcs@laeff.esa.es models one of the limitations comes from the very nature of the Initial Mass Function (IMF). Most theoretical models assume that the IMF is completely populated, i.e. that the distribution of stellar masses is continuous and that all the evolutionary stages are well sampled, but Nature does not follow such rule: since the number of stars in a system is limited, and stars are discrete entities, the distribution of stellar masses in real systems is not a continuous distribution. Hence, if the total number of stars is low, there will be severe deviations from the assumptions of a continuously distributed IMF. In other words, any modeling that assumes a continuous IMF (hereinafter, analytical models) will be correct only under the asymptotic assumption of an infinite number of stars. But the comparison of the results of synthesis models with real systems, where the IMF is not perfectly sampled, depends on the size of the system under study.
Several works have been written about the subject of sampling effects on the IMF. Among refereed papers, let us mention the works by Barbaro & Bertelli (1977) , Chiosi et al. (1988) , Girardi & Bica (1993) , and Girardi et al. (1995) , who show the relevance of sampling effects for the study of LMC clusters; Santos & Frogel (1997) , who show how sampling effects affect integrated near-infrared colors; Cerviño, Luridiana, & Castander (2000) and , who show the effects of sampling in some observables of young star forming regions; or Cerviño et al. (2001a) , and Cerviño & Mollá (2002) , who show the effects of sampling in stellar yields and chemical evolutionary models. In almost all the preceding works, sampling effects have been evaluated by the use of Monte Carlo simulations. Alternatively, proposed a formalism, based on the original formulation by Buzzoni (1989) , where the mean value, the dispersion and the correlation coefficient of different observables are obtained analytically using a continuously distributed IMF. The method is applied to young star forming regions (t < 20 Myr) and compared with the results of Monte Carlo simulations showing that in both cases the results are quite similar, except for colors and equivalent widths in clusters with a low number of stars. The method is extensively tested in Cerviño & Valls-Gabaud (2003) for clusters with a number of stars between 1 and 10 3 , showing that it reproduces the average value and the dispersion of quantities obtained from Monte Carlo simulations, i.e. the luminosities of Monte Carlo simulations are dispersed around the mean value obtained from the analytical model, if the quantity scales linearly with the amount of stars in the system. However, when the modeled properties are logarithmic quantities, ratios or colors, the mean value of the Monte Carlo simulations are biased with respect to the results of the analytical modeling. The smaller the system, the more severe the bias. Unfortunately the authors are not able to quantify this bias in an analytical way for very small systems.
The subject of sampling has also been addressed by, e.g., Lançon & Mouhcine (2000) , Girardi (2000) , Cerviño et al. (2001b ), Bruzual (2002 , Girardi (2002) , , Cerviño & Luridiana (2002a,b) , Cerviño & Valls-Gabaud (2002) , Cerviño (2003a,b,c,d) . However, since all these works are published in conference proceedings, their consequences are not extensively explored. Lançon & Mouhcine (2000) evaluate sampling effects on monochromatic luminosities at solar metallicity without the use of Monte Carlo simulations and quote some limits for the minimal initial clusters masses ensuring a relative error lower than than 10% for some ages and monochromatic luminosities. Bruzual (2002) presents Monte Carlo simulations in which the stochastic effects on U − B, B − V, V − K, and K for the LMC metallicity are presented as a function of the initial mass of the cluster. His figures show clearly that there is a bias in the results of Monte Carlo simulations with respect to the results of analytical synthesis models, however this result is not mentioned in the text, possibly due to the limited space. Finally, Girardi (2002) presents Monte Carlo simulations where, in addition to the previous works, a continuous distribution of initial cluster masses is included. In this case, his results are more appropriate for the comparisons of surveys of real clusters where the initial cluster masses varies from cluster to cluster.
In all the preceding papers, the evaluation of sampling effects requires making assumptions on the IMF and the star formation history, a fact that limits the practical application of the results to real observations. In this paper we propose instead a method entirely based on observable quantitities to establish whether the colors predicted by synthesis models are biased with respects to real observations. Such method is independent of the IMF and almost independent of the star formation history.
The structure of the paper is the following: In Sec. 2 we show the quantitative evaluation of this limit. In Sect. 3 we apply the preceding results to obtain the minimal initial cluster masses for which the colors obtained by synthesis models are biased. In Sect. 4 we show the observational implications of this work and, in Sect. 5, our conclusions.
The Lowest Luminosity Limit
Maybe the most basic limit to the application of evolutionary synthesis models can be defined by the follow statement:
The total luminosity of the cluster modeled must be larger than the individual contribution of any of the stars included in the model.
This obvious statement defines a natural theoretical limit for the use of such models that has not always been considered when they are applied to real observations. Whereas the original formulation performed by B. Tinsley (see, e.g., Tinsley & Gunn 1976) did not need to take into account this limit due to the observational limitations at that epoch, the increasing sensitivity of current observatories has reached a level where this limitation plays a fundamental role for a correct interpretation of current data.
Based on this limitation, we can establish a Lowest Luminosity Limit (hereinafter LLL) for the application of synthesis models that corresponds to the situation where the total luminosity of a cluster equals the luminosity of the most luminous individual star included in the synthesis model. Under this definition, the LLL is only defined by the used isochrone and the band under consideration, however its exact value at a given age is also partially dependent on the star formation history.
It is possible to obtain a luminosity limit in a more restrictive way than the one we have established here with an alternative formulation, imposing that the cluster under comparison must be brighter than the sum of the luminosities of all the individual stars included in the isochrone. However, in this case the limit depends on the number of mass points in the isochrone, and then, it becomes model dependent. Obviously, a luminosity limit defined in this way will be larger than the one we have defined. Alternatively, the LLL can be lowered if some stages of the stellar evolution are not included in the computations of the synthesis code, as in the case of synthesis codes like -99 by Leitherer et al. (1999) 1 or Cerviño & Mas-Hesse (1994) where the evolution of Asymptotic Giant Branch (AGB) stars is not considered. However, in this case the results of evolutionary synthesis models become incomplete at the ages where these evolutionary stages are relevant (ages older than 50 Myr in the mentioned codes). Hence, the LLL proposed here is really the lowest absolute one.
In the following we have used the results from Girardi et al. (2002) 2 , that include the isochrones and the integrated magnitudes of simple stellar population models (hereinafter SSP models), i.e. models that assume an instantaneous burst of star formation. We use seven different metallicities: Z=0.019 (solar), Z=0.008, Z=0.004, Z=0.001, Z=0.0004, Z=0.0001 and Z=0.0.
The Z=0 isochrones correspond to metal-free models from . The other isochrones correspond to the basic set presented in the web server that combines the results from Girardi et al. (2000) and Girardi (2001) , for lowand intermediate-mass stars, with Bertelli et al. (1994) and Girardi et al. (1996) results, for high masses, and that includes overshooting and a simplified Thermal Pulse AGB (TP-AGB) evolution. Additionally, we have used the isochrones from that include a more detailed TP-AGB evolution for Z=0.019, 0.008 and 0.004. The atmosphere models are based on ATLAS9 (Castelli et al. 1997) 3 . A more detailed description of the isochrones, atmosphere models and SSP results can be found in Girardi et al. (2002) and in their web server.
To obtain the LLL we have searched for the bolometric luminosity of the most luminous star in any given isochrone L max bol (t). However, since the tabulated data also provide the magnitudes at different bands, we have also obtained the magnitude of the most luminous star in the Johnson-Cousins-Glass filters U, B, V, R, I, J, H and
In general, the most evolved star tends to be the most luminous in all the bands, however, this situation does not strictly hold for all the bands neither all the ages. This fact is well illustrated in Fig Figures 1 and 2 show the results for the LLL in magnitudes for different ages and metallicities. The figures show that M min (t) evolves with time toward less luminous values for all the bands, and that blue bands become fainter more quickly than red bands, as expected due to the cluster evolution: the population becomes redder and fainter as the cluster evolves. Except for early ages (t < 2 × 10 7 yr) at Z=0.0, the redder the band, the lower M min (t), i.e. the most luminous stars are brighter in redder bands than in bluer bands. In terms of the use of synthesis models, this implies that the larger the wavelength, the more relevant will become the LLL. It is also interesting to compare the evolution of M min bol (t) with the various M min (t) at different bands. It can be seen that the larger the metallicity, the more similar to redder colors is M min bol (t). This result is also consistent with the cluster evolution: for a given age, clusters with higher metallicity are redder than clusters with lower metallicity. The bottom panel in Fig. 2 shows the comparison of the LLL for V and K and two extreme metallicities. It can be seen that K is almost metallicity independent.
In these figures we have obtained the LLL for the case of SSP models, however, the LLL can be easily obtained for different star formation histories: let us assume a two-burst system with ages t 1 and t 2 . Hence, there will be a M min (t 1 ) and a M min (t 2 ). The LLL of the system modeled under this hypothesis is the minimum of M min (t 1 ) and M min (t 2 ). In the case of a cluster with constant star formation history and age t, the LLL becomes trivially the LLL at the Zero Age Main Sequence, because, by construction, the cluster is composed by a mixture of populations with ages t i < t and the LLL is maximum at the beginning of the burst. However, note that for a star formation history different from an instantaneous burst, some evolution in the metallicity is expected, and this effect should be included in the modeling in a self-consistent way (see Schulz et al. 2002 , and references therein as an example) 4 . In summary: (a) The LLL depends on the band, the age and the metallicity. However, such a dependence is less relevant for the near infrared bands than for the optical bands. In particular, the LLL for K is almost metallicity independent. (b) The most luminous star in one band is not necessarily the most luminous star in the rest of the bands, neither will it be the star with the largest bolometric luminosity.
Minimal initial cluster masses
Let us recall that evolutionary synthesis models are based on the convolution of isochrones with the IMF and the Star Formation History. For the case of an SSP, the mean luminosity in a given band and at a given age, l ssp (t), results from the weighted sum of the number of stars, w i (m i ), with initial mass m i , given by the IMF, and the individual luminosities of such stars at the corresponding age, l i (m i , t), given by the isochrone. If the sum of the w i values is normalized (as usual) to 1 M ⊙ transformed into stars from the onset of the burst, the resulting luminosity will also be normalized 5 . Then, the total luminosity of a modeled cluster, L clus (t), is directly proportional to the initial mass transformed into stars in the cluster, M:
Then, for a given age and metallicity, we can obtain the total initial mass transformed into stars from the observed luminosity L clus (or M clus in its magnitude form) and the corresponding normalized value of l ssp (t) (or m ssp ): 4 The reference corresponds to the synthesis code  and the model results are available at http://alpha.uni-sw.gwdg.de/∼galev/.
Now, for each band and age, we can obtain a minimal initial cluster mass, M min (t), for which the total luminosity of the cluster simulated by a SSP model equals the luminosity of the most luminous star in the band, M min (t), i.e. impose that
Note that M min (t) depends on the age and the band, but also on the IMF and the star formation history since integrated quantities depend on such distributions. In our case, we have used the models from Girardi et al. (2002) that compute the integrated magnitudes of SSP models assuming a Kroupa (2001) IMF in its corrected version (his Eq. 6) and a total SSP initial mass equal to 1 M ⊙ in the mass range 0.01 -120 M ⊙ . The results for different ages and metallicities are shown in Fig. 3 . Figure 3 shows that M min bol,J,H,K are almost metallicity independent except during the first stages of the evolution of the cluster. In the case of optical bands, the lower the metallicity, the larger M min U,B,V,R,I . The value of M min spans over 3 orders of magnitude depending on the band, and it has a value larger than 10 4 M ⊙ for the case of near infrared colors.
Minimal initial cluster mass and relations with sampling effects (theoretical point of view)
In order to examine the influence of the IMF on this result, we have also obtained the LLL from the results of Girardi et al. (2000) (also available in their www server) which have been computed assuming a Salpeter IMF (Salpeter 1955) in the mass range 0.039 to 100 M ⊙ from 63 Myr to 17.8 Gyr. For a comparison with Girardi et al. (2002) we have renormalized these values to the mass range 0.094 -120 M ⊙ in such a way that the fraction of mass in the mass range 1 -120 M ⊙ for the Kroupa and Salpeter IMF is the same. The comparison of the M min values obtained from the two set of isochrones and SSP models is shown in Fig. 4 . With this normalization, the M min values obtained using Girardi et al. (2000) and Girardi et al. (2002) models fit at ages lower than 80 Myr for V and they are almost identical for the K band in all the age range in common. The differences in V for t > 80 Myr are due to small differences in the LLL computed from the different set of isochrones.
To study the relation between the M min value and the sampling effects, we have compared this results with the minimal clusters masses that produce a relative dispersion in the luminosity of a band of 10%, M 10% , from three different synthesis models. Note that a relative dispersion of 10% in luminosities means σ = 0.1 mag in the magnitude for the corresponding photometric band at zero order approximation 6 . For young ages, we have use the solar metallicity results from Cerviño et al. (2002b) models 7 . These models have been computed using Geneva evolutionary tracks with a Salpeter IMF in the mass range 2 -120 M ⊙ . In these models, sampling effects are evaluated by means of an effective number of stars, N ssp , that contribute to a given observable, which is defined by:
as first derived by Buzzoni (1989) For old stellar populations (t > 1.5 Gyr) we have used the solar metallicity Worthey (1994) SSP models 10 computed for a 7 The models used here do not include nebular contribution to the photometric bands. The complete set of models for 0.1 to 20 Myr, is available at http://www.laeff.esa.es/users/mcs/SED. 
and they are computed for the evaluation of surface brightness fluctuations. Hence, from Eqs. 4 and 5 it is found that N ssp × l ssp = l ssp (see Buzzoni 1993 , for a general description of the relation between brightness fluctuations and N ssp ). Then, the corresponding N ssp can be obtained in function ofl ssp and l ssp , orm ssp and m ssp in its magnitude form, using the following formula:
where the factor 10 6 (or 15 = 2.5 log 10 6 in the magnitude form), is used to renormalize his tabulated data to M = 1 M ⊙ following a Salpeter IMF slope in the mass range 0.1 -2 M ⊙ .
Note that in Lançon & Mouhcine (2000) and the authors quote the dispersion for the monochromatic luminosities in the middle of the band, whereas Eq. 6 gives the dispersion of the integrated luminosity of the band of Worthey (1994) results. However, the monochromatic luminosities can be transformed in band luminosities using a suitable conversion factor, in such a way that the relative dispersion of the monochromatic luminosity in the center of the band and the relative dispersion of the luminosity of the band have the same value.
In all the cases we have renormalized the resulting values to a Salpeter IMF in the mass range 0.094 -120 M ⊙ . The results are shown with open symbols in Fig. 4 . A first comparison among the M 10% results show that they are quite consistent with each other, with some differences that can be attributed to the different method of computation between the N formalism and the method applied by Lançon & Mouhcine (2000) . The figure also shows that the evolution of M min is quite similar to the evolution of M 10% . Differences in the two curves ranges between 0.98 and 1.5 dex (i.e. factors between 8 and 30 in initial cluster masses) depending on the age and the band. In general we can ensure that M min is at least a factor 10 below M 10% . This implies a N value lower than 10 and relative dispersions larger than 32% (σ > 0.35 mag). For these values of N, Poisson statistics produce non negligible probabilities of zero effective sources, and hence the presence of biases in colors, as it has been shown in Cerviño & Valls-Gabaud (2003) .
The relation between N and the ocurrence of dispersion and bias can be easy understood in the following terms: let us take as an example the case of V − K. Let us assume that L LLL K corresponds to a star in the Red Supergiant (RSG) phase. Let us also assume the case of a 10 Myr old burst with solar metallicity, where more than 90% of the luminosity in K is due to RSGs. For this case, comparing the corresponding Cerviño et al. 2002b, web server) . For simplicity we will assume that N(L K ) = N RS G , the absolute number of RSGs. Finally let us assume that N follows Poisson statistics, or in terms of RSGs, the number of such stars in different clusters is distributed following a Poisson distribution with a mean value N RS G .
Since the contribution of RSG stars has a small influence on V and a large influence on K, clusters in a mass range in which variations of ±1 in the number of such stars are relevant will have redder (dominated by an excess of RSGs) or bluer (due to a deficit of RSGs) colors. If the mass of the cluster is such that 1 < N < 10, following Poisson statistics, there is a fair probability that the cluster has no RSGs at all. In this last case the (V − K) clus color will be more similar to the colors of Main Sequence stars than the colors of SSP models (i.e. there will be an excess of blue clusters in a survey of clusters with this mass, age and metallicity). For this values of N the dispersion in the colors will be the largest. When N decreases to values lower than 1, there will be almost no clusters with RSG stars, and then, the mean value of the observed color (V − K)
clus will be biased with respect to the resulting color of a synthesis model (V − K) ssp . Additionally, the dispersion will decrease.
The situation for the case of N = 5.5 is illustrated in Fig.  5 , where 10 4 Monte Carlo simulations have been performed for clusters with 10 3 stars in the mass ranges 2-120 M ⊙ (i.e. M = 2 × 10 4 M ⊙ renormalized to the mass limits used in this paper). The analytical value is shown by a vertical dashed line.
The distribution of (V −K)
clus is shown by the narrow solid line. Following Poisson statistics, there is a probability of 0.4% of finding a cluster without any RSGs. Indeed, there is a small accumulation of simulations with (V − K) clus values around −0.6 mag, and the number of such clusters is about 40 (i.e. 0.4% of the total). Note also that the distribution is negatively skewed, i.e. it tends to cut off sharply in the red and extend toward the blue. This means that either there is a deficit of RSGs, or that the RSG stars in the cluster have luminosities lower than the one that defines the LLL.
This statistical interpretation depends in fact only on the N value, independently of it being related to a physical number of stars (see the figures presented in Bruzual 2002 , as an example). In general, the distribution of colors will be skewed toward the band with larger N ssp (i.e. toward the blue except for the cases where few TP-AGB stars dominate the blue emission).
However, note that this interpretation has been done in terms of cluster masses (or equivalently N): the mass and the age of the cluster are fixed and the stellar populations varies, which produces a dispersion in the luminosities. However, the cluster mass is not an observable. So, from the observational point of view, it is more useful to use directly the LLL, as we show in the next section. 
Applications of the Lowest Luminosity Limit (observational point of view)
As it has been pointed out before, the observational point of view on sampling effects differs from the theoretical vision. When observations are made, neither M nor the age of the observed cluster(s) are known. Hence, whereas the theoretical question that we have solved at this moment is: once given the mass (or the number of stars) and the age of a cluster, what is the dispersion in their observables?, the observational question is a more subtle one: given an observed value of the luminosity, what are the distributions of M, ages (and metallicities) consistent with the observations? Unfortunately the last question cannot be addressed with the current theory available to evaluate the dispersion and a more elaborated theoretical study of this subject it is needed. We want to remark again the work from Girardi (2002) as the most plausible direction to which the theoretical evaluation of the dispersion must be focused. However, it is possible to obtain some results from the discussion we have done combined with the LLL.
One of the constraints imposed by observations is the existence of a luminosity limit given by the observational limitations. In Fig. 5 we have presented the distribution in V − K of a set of Monte Carlo simulations with 10 3 stars for 10 Myr old clusters with solar metallicity (see the previous section). This distribution covers a large range in luminosities. Now, let us consider only the clusters with a luminosity larger than the LLL in K at this age and metallicity, L as proposed by Zhang & Fall (1999) . Note that these clusters have extremely red colors.
The explanation of this effect is the following: due to the observational luminosity limitations, only the brighter clusters in K are detected, i.e. the clusters with an excess of RSGs with respect to the prediction of SSP models and, hence, with redder (V − K) clus values. Hence, the observed (V − K) clus distribution in a luminosity limited sample that reaches a value close to the LLL will be positively skewed, since it will include the different red tails of the V − K distribution at different M and cut away the blue tails, in such a way that the observed values will be biased toward red colors. How large the skewness will be depends on the distribution of M values. Again, this situation is general for a luminosity limited sample: the observed distribution of colors in a luminosity limited sample will be skewed toward the band with lower N ssp values (i.e. toward the red in general). This situation is in fact observed for the case of Globular Clusters (Gebhardt & Kissler-Patig 1999) .
But, are indeed Globular Clusters (GCs) affected by sampling effects? Stars in GCs correspond to the most populated part of the IMF, so one would naively conclude that they cannot be possibly affected by sampling effects. However, the importance of sampling effects depends also on the evolutionary time scale of stars. Low-mass stars evolve slowly, then, the initial mass interval needed to sample correctly a given evolutionary stage becomes narrower and narrower as the cluster evolves. Hence sampling effects are also important at old ages.
Let us illustrate the problem by the application of the LLL to GCs in NGC 5128. Rejkuba (2001) present detailed photometry of GCs in NGC 5128. We have used the result from this author because her plots can be easily reproduced with the data and the indications given in the paper. She compares the position of the GCs in color-color diagrams with the results of synthesis models and remarks that the clusters lie slightly to the right and below the model lines. She mentions two possible explanations. (i) A difference between observations and SSP models, particulary significant in U − V, which has been proposed by Barmy & Huchra (2000) , and is based on problems in the atmosphere libraries used by synthesis models (see also Buser & Kurucz 1978) . (ii) An additional offset that may arise from the difference between the Bessel and Johnson Uband transmission curves. These facts might explain the offsets between SSP models and the mean color of the observations, but they do not explain nor the observed dispersion neither the presence of clusters that disagree with the results of SSP mod- 
Small asterisks symbols corresponds to Worthey (1994) models for all ages and metallicities quoted by the author. els. Let us now study these discrepancies when the LLL is taken into account. Following Rejkuba (2001), we have assumed a distance modulus of 27.8 and we have corrected for extinction the observed photometric bands with a mean E(B − −V) = 0.1 using A U = 4.40, A V = 3.1, A K = 0.38, according the values quoted in the ADPS project (Moro & Munari 2000) 11 . We have grouped the GCs according to their
value that corresponds to M min K = −8.5 mag at 1 Gyr. The resulting color-color diagram is shown in Fig. 6 . Additionally, the results of SSP models from Worthey (1994) have also been plotted for comparison. Note that a rigorous comparison should to show the confidence intervals for the results of SSP models. However, this would require knowledge of the correlation coefficient between the different luminosities (see Cerviño 2003d, as an example). Unfortunately these correlation coefficients have only been evaluated for the case of young stellar populations ).
The figure shows several interesting results. First of all, the cluster sample tends to have redder colors in V − K than the predictions of SSP models, as is expected from a luminosity limited survey. are reasonably reproduced by the results of SSP models. In summary, clusters with lower L K tend to be more deviated from the results of SSP models than luminous clusters, as can be expected when sampling effect are present.
Conclusions
The preceding results have been obtained from very basic concepts implicit in the modeling performed by synthesis codes. In general, it is needed to include a more detailed statistical analysis for all the observables obtained by synthesis codes. In particular, the basic observational question: given an observed value of the luminosity, what are the distributions of M, ages (and metallicities) consistent with the observations? cannot be properly addressed by current synthesis codes unless they make use of Monte Carlo simulations. We emphasize the work from Girardi (2002) in this aspect.
In this paper, we have addressed such subject in terms of the Lowest Luminosity Limit of synthesis codes:
The total luminosity of the cluster modeled must be larger than the individual contribution of any of the stars included in the assumed isochrone, in particular, the most luminous one.
First, we have obtained the Lowest Luminosity Limit for a wide range of ages and metallicities. Second, we have used the Lowest Luminosity Limit to obtain the minimal cluster masses for which the results of synthesis models may suffer from a severe bias in the computation of colors. The limit depends on the age and the metallicity of the cluster and it is more important for near infrared studies of the integrated light of stellar populations. In particular it has a value between 10 4 and 10 5 M ⊙ for K. We have also shown that clusters with mass 10 times larger then the minimal mass, have relative dispersions about or larger than 10% in the corresponding luminosities. The validity of standard synthesis models to obtain the properties of clusters below the minimal cluster mass is quite doubtful since, by construction, some of the stars included in the model will be more luminous than the cluster itself.
From the observational point of view, we have shown that in surveys that reach luminosities near the Lowest Luminosity Limit, the color distributions will be skewed toward the luminosity with lower N ssp values (i.e. toward the red in general). And that the skewness is a signature of the distribution of initial cluster masses M. We have applied the Lowest Luminosity Limit to the Globular Clusters in NGC 5128. We have shown that sampling effects are relevant in Globular Clusters and that they can explain (at least partially) the bias of the observed colors with respect to the predictions of synthesis models.
The interpretation of data obtained by high resolution telescopes requires (in some cases) the inclusion of these sampling effects in the models: the increase of sensitivity allows to obtain data from less massive stellar clusters, and so, the effects of sampling effects become more important. The increase of angular resolution introduces an incomplete sampling if narrow slits are used and so, these results may be affected by sampling. In other words, current synthesis models are an optimum tool for the interpretation of the average properties of stellar systems, but they may severely fail in the interpretation of individual systems with low M values, systems that will become more and more available to observations as the observing facilities improve. We hope that this work will motivate synthesismodel makers to improve their models including statistical effects, and model-users to take into account the effects of sampling in the interpretation of the data. Fig. 1 . LLL in magnitudes for the bolometric luminosity and different bands, as a function of the age for three different metallicities: top panels Z=0.019 (solar); middle panels Z=0.008; and bottom panels Z=0.004. Left panels correspond to isochrones with a simplified TP-AGB evolution, and right panels to isochrones with a detailed TP-AGB evolution 
