Abstract-Reliability
This feature is desirable and essential to avoid strenuous periodic check-ups and costly interruptions, and can be integrated into the main controller or gate driver of a power converter.
In earlier studies, it has been shown that the major mechanical stresses causing wear-out arise due to thermal stress [6] . This is because the die and packaging itself comprises of several layers of different materials each having different coefficients of thermal expansion. Under thermal cycling, three failure mechanisms, namely, aluminum reconstruction, die attach solder degradation, and bond-wire degradation, occur simultaneously in power devices in discrete packaging as normal and shear stresses are induced across the layers. These stresses result in expansion and contraction in both the die and packaging part causing deformation and degradation, which ultimately leads to failure [22] . The power converters feeding dynamic loads while operating under various environmental conditions are the ones that are mostly subjected to thermal cycles with large amplitude. Thus, the target applications include but not limited to power converters in wind-turbines, photovoltaic systems, electric vehicles, and oil drilling systems.
Some studies have investigated the potential failure precursors. In [12] , collector-emitter voltage was monitored and shown as a degradation indicator for IGBT. Another study focused on the maximum peak voltage of the collector-emitter ringing at turn OFF [23] . In [21] , the turn OFFtime of the switch was studied and recognized as failure precursor. On the other hand, only a few have focused on the failure precursors for power MOSFETs. The failure related to die solder attachments of discrete power MOSFETs was related with increased on resistance, and gate threshold voltage variation is recognized as failure indicator for gate oxide degradation [16] , [17] , [19] , [24] [25] [26] [27] .
Although the precursors have been well identified, there are a few studies that put effort on estimating the remaining useful lifetime (RUL) of power switches. The reported RUL methods are essentially either model-based or data-driven approaches. In model-based approaches, typically junction temperature information is required and used in strain-based models such as Coffin-Manson [28] or more detailed Bayerer [29] models, which estimates the number of cycles to failure under given junction temperature swing amplitude. The junction temperature is estimated by computing the power losses and thermal impedance model of the switch, while temperature cycles are counted using algorithms such as rain-flow counting [20] , [22] , [30] [31] [32] . The accumulated damage as a result of different thermal swings is found by simple linear damage models such as Palmgren-Miner model [33] .
The data-driven methods involve processing of experimental data to derive an empirical degradation model. The degradation data is usually the on-state resistance variation for the power MOSFETs [18] , [19] . In [18] , relevance vector machine is used to train the degradation data of power MOSFETs to obtain representative vectors, which are fitted by a degradation model. A threshold value is defined and RUL is estimated using the proposed degradation model. In [19] , Kalman and Particle filters are proposed for failure prognosis; however, the details of the implementation have not been discussed in detail.
In this study, a data-driven approach based on the on-state resistance variation of power MOSFETs with respect to thermal aging is presented. The experimental data is approximated by a linear function in logarithmic form. The outliers present in the data, that cause nonlinearity and reduce the accuracy of the fit function, are removed by random sample consensus (RANSAC) algorithm. In addition, a sliding window is used to track the nonlinearities as well as reduce the computation effort for real-time implementation. Optimum values for parameters of importance such as threshold value, window size, and number of samples are found by genetic algorithm (GA). The empirical coefficients of the model are found by classical least-squares (LS) method applied to the inliers determined by the RANSAC.
The overall diagram of the RUL estimation is shown in Fig. 1 . The on-state resistance is calculated by the DSP through dividing the switch voltage by the switch current, which is then used to estimate the RUL. The basic advantage of this method is that it does not require junction temperature information, but it only requires on-state resistance measurement which is more accurate and convenient to sample. The results are verified on a number of experimental data.
II. FAILURE PRECURSOR: ON-STATE RESISTANCE
A. Under Cyclic Thermal Stress 400 V/11 A power MOSFETs are thermally aged on a custom built test-bed, shown in Fig. 2 , and on-state resistances are continuously monitored. The on-state resistance of this set of MOSFETs are labeled as R1-R9. The switches are degraded under three different thermal conditions, and ΔR ds,on variations are given in Fig. 3; 1 
• C, at drain current of 5.2 A. As it can be seen, the R ds,on is increased for all devices. The aim of the applied thermal tests (low frequency) is to stress the solders. The increase in the on-state resistance is mainly due to the degraded die attach solder joint. Even though the same thermal swing is applied to the same type of switch, the degradation curves are slightly different. The possible causes are the slight measurement errors, changes in the thermal impedance, and differences during the manufacturing process, i.e., die attachment, solders etc., along with differences in the physical structures, i.e., bond wire neck. More details on the accelerated aging setup, more experimental I-V results, and observed aging mechanisms can be found in [34] .
The zoom-in profiles of the results plotted on a logarithmic x-axis, showing the variation between 0 − 70 mΩ, are given in 
Fig. 3(b)
. It is clear that the on-state resistance varies exponentially up to a certain value. After this value, at least one or more switches exhibit very high and/or unstable on-state resistances till they completely fail. The devices aged to this level can be classified as faulty, as the characteristics deviate from normal operating conditions, such as dropped breakdown voltage. It should be highlighted that only R4, R5, and R7 have failed during the experiments. The other switches were able to turn ON, however, exhibited unstable R ds,on . R1 and R2 were functional and no abnormalities have been observed in these devices except increased R ds,on . From the results given in Fig. 3(b) , it is clear that a safe threshold value can be determined after exhaustive experiments. The results also suggest that an exponential empirical model can be established representing the data points till this chosen threshold value. Considering the results of the other samples, the safe threshold ΔR ds,on value is determined as 50 mΩ for this particular switch type after evaluating more than 20 samples.
B. Under Variable Thermal Stress
The previous experimental results have been performed for cyclic thermal stress, where the thermal swing amplitude has been kept constant throughout the aging. In order to observe the on-state variation under thermal swings with variable amplitudes, another test has been performed on the same power MOSFET type which experienced ten consecutive thermal cycles of different amplitudes, as given in Fig. 4(a) . The number of thermal swings that the switch experiences are as follows:
and N Δ T j =140 • C = 0.5. Please note that a thermal swing is defined as a complete cycle (up and down). The variation of ΔR ds,on is presented in Fig. 4(b) . The aging curve is again exponential and the accumulated damage is similar to that observed in tests where thermal swing amplitude is 120
• C.
III. RUL ESTIMATION FOR DEGRADED POWER MOSFETS
The degradation growth has been modeled from the experimental data due to lack of information on the physical modeling of the device. Fig. 3(b) indicates that the R ds,on increases exponentially with respect to thermal cycles in the defined RUL estimation zone with an initial value R init . Thus, the difference of the on-state resistance can be assumed an exponential function. This exponential function can be expressed in linear form by taking the natural logarithm as
The RUL to failure can be expressed by using the linear model given in (1) as
The model parameters a and b can be estimated with classical LS to update the RUL by minimizing the cost function:
where N is the number of samples collected up to time t i . Then, the model parameters are determined by solving the following constraints for optimum points: ∂E/∂a = 0, ∂E/∂b = 0, which results in the following estimators for a and b:
A. RUL Estimation With RANSAC Outlier Removal Algorithm
The ln(R ds,on ) values are plotted in Fig. 5 with respect to number of thermal cycles. As it can be observed from the figure, the data points do not exhibit a perfectly linear variation, and there exists some outliers which cause nonlinearity. For instance, Fig. 6 shows the ln(R ds,on ) values of variable amplitude thermal swing shown in Fig. 4 for the range of 4000-4500 cycles. The outliers, which are marked in circles, do not conform the linear trend. Unfortunately, an averaging technique like LS cannot prevent the effect of outliers. In the same figure, the linear trend is estimated by LS applied to 1) raw data and 2) outliers excluded. As clearly seen, the accuracy of the estimation is significantly improved by excluding the outliers. Therefore, an automatic outlier detection would be beneficial for this type of problem.
In the proposed method, these points are excluded by RANSAC for removing the effect of outliers in RUL estimation. RANSAC is originally developed in the machine vision literature as a fast algorithm for removing outliers in estimating the camera pose [35] . It is particularly effective when data contains a large number of outliers; yet, the inliers should be at least 50% of the data set in order to get a good performance. RANSAC is an iterative method which tries to estimate the model parameters using a minimal subsample of observed data. For example for fitting a line in two-dimension, there are two unknown parameters, i.e., a and b, so the minimal subsample needs to be two data points. The algorithm iterates for a few minimal subsamples and uses voting for detecting outliers. RANSAC can be summarized in the following steps: 1) Select a random minimal subsample from observed data; 2) Fit the model using the minimal subsample; 3) Test all observed data with the fitted model using a threshold δ. If the error of the model is less than the defined threshold, then it is considered as an inlier and the fitted model gets a vote. Otherwise, it is considered as an outlier. A subsample of the observed data including two points is illustrated in Fig. 7 . The fitted line is drawn with blue color. Two parallel lines show the acceptable thresholds. Any point lying outside of these threshold lines is considered as an outlier; 4) Repeat step 1 to 3 for m subsamples and choose the model which has the maximum number of votes; 5) Fit the model again by all selected inliers using an averaging technique such as LS. This fitted model is the output of the algorithm. There are three parameters that play an important role in the performance of the RANSAC algorithm. Here, these parameters are first found empirically. The number of subsamples is chosen as 30. The number of iterations are set to 1000. The threshold δ is chosen as 0.2. The fitted lines using RANSAC integrated LS for the on-state resistance variation in log scale are shown in Fig. 8 . The outliers determined by the used RANSAC algorithm are shown in circles, where inliers are marked with "x" sign. There are several outliers present in the first part of the data which cause nonlinearity. Particularly, R2, R5, R8, and R9 contain a high number of outliers in the first 200 cycles. These outliers significantly affect the RUL estimation as they either change the slope coefficient a, or offset coefficient b of the fitted line. Thus, it is expected to get improved estimation accuracy for these samples.
In order to observe the improvement in the accuracy of the estimation, the RUL is estimated at every 5th cycle, which is equal to the sampling frequency of the data points, after the first 30 data points (corresponding to 150th cycles). The RUL estimation and the actual RUL with respect to aging cycles are shown for both with and without outlier removal in Fig. 9 . The black dotted line shows the actual RUL, whereas blue and red lines indicate the RUL in case all data points are used and outliers excluded, respectively. As it can be seen, removing the outliers significantly improves the accuracy, particularly effective beginning from the mid-region data points. When outliers are excluded, the RUL estimation curve approaches to actual RUL curve faster.
In Fig. 9 , a 10% RUL warning threshold is drawn to investigate the feasibility of an early warning system. In all of the samples except R2, the error is minimum at the 10% RUL threshold. For R2, the error between the RUL of the RANSAC filtered data and actual RUL remains high. Even though the outliers are removed and estimation is improved till 1200th cycles, the error increases afterwards. The reason is that the measurements of this sample do not perfectly follow a linear change as it can be seen from Fig. 8(b) .
B. GA for RANSAC Parameter Optimization
In the previous sections, it is shown that usage of RANSAC increases the accuracy of the system by removing outliers. The proposed methodology has three degrees of freedom: the tresh- old value (δ), the subsample size (n s ) in each iteration, and number of iterations (M ). Choosing a small value for δ results in rejecting too many samples and increasing the noise of estimation. On other hand, a large δ passes too many samples including outliers. So, an optimum value for δ is needed. Another important factor is the subsample size. A small subsample requires less computation effort, however it is more sensitive to noise. A similar tradeoff holds true about the number of iterations. Generally, increasing the number of iterations decreases the error of the system, however, it increases the computational cost of algorithm. In the previous sections, these parameters are chosen empirically by trial and error among some options.
Alternatively, a systematic optimization can be run for tuning these parameters. These parameters depend on the statistical nature of data gathered from experiment. It is not easy to write a closed form cost function for this optimization. Here, the optimization is arranged to minimize the empirical error in the training data as mean square of estimated RUL for all experiments. In addition, the parameter δ is a continuous value parameter while the subsample size and number of iterations are integer which leads to a mixed discrete-continuous programming. So, in this paper, GA is used to tune these parameters. GA is a derivative free technique, which is considered as a global optimizer [36] . It can handle constraints and mixed discrete-continuous optimizations.
GA is a bio-inspired algorithm which is a systematic way of trial and error. At each step of the algorithm, the value of the cost function is evaluated among some candidate points called chromosome. The algorithm starts with an initial population of chromosomes and then the population is ranked based on the score (associated cost value) of chromosomes. Then, a selection operator chooses a portion of the population to produce the next generation population as parents. For creating the next generation, there are two operators: cross over and mutation. The cross over operator combines the two parent to create a new chromosome while mutation randomly changes a chromosome. In both of these operations the chromosomes are generated randomly. The algorithm iterates this process to get to the optimal solution, which can be run for a predefined number of generations or a stop condition can be defined as when the change in the score of the best chromosome of population is greater than a threshold in two consecutive generations.
It is aimed to find the best individuals that minimizes the sum of errors in RUL estimation of all samples. The upper boundary for the threshold, number of iterations, and number of subsamples are set as 2, 50, and 25, respectively. As mentioned earlier, the limitation on the number of iterations is placed considering the limited bandwidth and storage of low-cost microcontrollers whose primary task is to execute the converter control. After computing GA with the defined boundaries, the optimum threshold value and number of subsamples are found as 0.121 and 22, respectively. The corresponding RULs with the optimized parameters (δ=0.12 and n s =22) and when LS is applied to raw data are plotted in Fig. 10 . Please note that the performance of the RANSAC algorithm has been slightly degraded in comparison to that in Fig. 9 as the number of iterations are reduced from 1000 to 50.
C. Sliding Window
Although the GA optimized RANSAC outlier removal algorithm provides satisfactory results for some of the samples, the estimation can still be improved particularly for R2 and R5. In fact, the nature of the problem suggests three distinct features: 1) outliers are present in the first part of the data, 2) the change of lnR ds,on is not perfectly linear, 3) even though the variation is noise-free at the latter part of the data, there can be measurement noise on top of the readings under real operation conditions. To deal with these challenges, a sliding window approach is utilized. This enables the system to perform a piecewise linear estimation when the trend is nonlinear. Generally, a well-defined nonlinear function can be estimated using a set of lines. However, this ability to track nonlinearity brings a disadvantage of having variance in line parameter estimation in return, which will be discussed later. By combining the sliding window with RANSAC, potential measurement noise that can be induced in converter operation can also be removed.
The performance of the RANSAC algorithm with sliding window is dependent on the window size (n w ), threshold value, and number of samples. GA is run in order to minimize the overall RUL estimation error of all samples. The upper boundaries for the n w , δ, and n s are 60, 2, and 50, respectively. The resultant optimum values are found as; n w =50, δ=0.0841, and n s =5. The corresponding RUL trajectories are presented in Fig. 11 .
As it can be seen from the results, the estimated RUL converges to the actual value much faster with very small error. By sliding the sampling window, the outliers present in the first part of the data are avoided and also the nonlinear change in R2 is successfully tracked. For all other samples, the estimation error is less in comparison to that found with RANSAC evaluating all samples up to current step.
As mentioned before, sliding window can help tracking the nonlinearities; but, it may decrease the accuracy of line parameter estimation in some cases. As a rule of thumb in statistics, having more samples leads to a more valid estimation with less variance. Windowing is applied for overcoming the nonlinearities; however, when the trend is linear, this leads to an estimation with a higher variance. When the measurement noise level is low, the deficiency of using a small sample size is negligible. But, when the noise level is high, it can lead to an inaccurate estimation. This deficiency can be mostly compensated by using RANSAC. Since, RANSAC is based on voting, it can handle the high noise in addition to outliers.
To verify this claim, a synthetic noise is added to the results of R6, which otherwise shows an almost perfect linear trend as seen from Fig. 8(d) . For simulating the noise, the noise model introduced in [37] with a variance of 0.05 is used, which is considered as a high level of noise. The added noise is synthesized from 1/f process (blue noise). The noise power (SNR) is fixed and equal to the signal at t = 0, whereas the signal grows exponentially. (ΔR6 ds,on ) with added synthetic noise is shown in Fig. 12 . The RULs are estimated for the data with synthetic noise using sliding window with and without RANSAC. The results are given in Fig. 13 . In accordance with the explanations given above, the windowing approach itself results in high estimation error. On the other hand, the performance of RANSAC over sliding window is much better, which signifies the use of RANSAC in RUL estimation.
IV. CONCLUSION
Incipient fault prognosis for power semiconductors is very critical to plan for periodic system check-ups. Accelerated aging tests help to identify the fault precursors in shorter time. In this study, power MOSFETs are exposed to thermal cycling and failure precursor on-state resistance in logarithmic form is approximated by a linear function. The outliers present in the experimental data are removed by RANSAC algorithm. The empirical coefficients of the linear model are found by minimizing the cost function through applying LS method only to inliers determined by RANSAC algorithm.
This proposed approach achieved better results and faster convergence to actual RUL in comparison to the case when LS method is applied to all data points without removing the outliers. In addition, the nonlinear variation in some of the samples could not be tracked. To overcome these challenges, sliding window is integrated to the RANSAC algorithm. The important parameters of RANSAC such as the number of samples, threshold value, and window size are optimized by GA, which minimizes the error in RUL of all samples. With this integration, the proposed method is able to track the nonlinearity behavior as well as remove the outliers. Furthermore, integration of RANSAC makes the estimation robust against high level of noise. The results suggest that the proposed RUL estimation method can be integrated into low-cost controllers for real-time failure prognosis, which would significantly increase the reliability of the power converters.
