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Abstract—This paper proposes a hybrid-relaying scheme em-
powered by a self-sustainable intelligent reflecting surface (IRS)
in a wireless powered communication network (WPCN), to
simultaneously improve the performance of downlink energy
transfer (ET) from a hybrid access point (HAP) to multiple
users and uplink information transmission (IT) from users to the
HAP. We propose time-switching (TS) and power-splitting (PS)
schemes for the IRS, where the IRS can harvest energy from the
HAP’s signals by switching between energy harvesting and signal
reflection in the TS scheme or adjusting its reflection amplitude in
the PS scheme. For both the TS and PS schemes, we formulate the
sum-rate maximization problems by jointly optimizing the IRS’s
phase shifts for both ET and IT and network resource allocation.
To address each problem’s non-convexity, we propose a two-step
algorithm to obtain the near-optimal solution with high accuracy.
To show the structure of resource allocation, we also investigate
the optimal solutions for the schemes with random phase shifts.
Through numerical results, we show that our proposed schemes
can achieve significant system sum-rate gain compared to the
baseline scheme without IRS.
Index Terms—Wireless powered communication network, in-
telligent reflecting surface, time scheduling, phase shift optimiza-
tion.
I. INTRODUCTION
With nearly 50 billion Internet of Things (IoT) devices by
2020 and even 500 billion by 2030 [1], we have already
stepped into the new era of IoT. Having the vision of be-
ing self-sustainable, IoT has observed the energy limitation
as a major issue for its widespread development. Recent
advances in energy harvesting (EH) technologies, especially
radio frequency (RF) EH [2], opened a new approach for self-
sustainable IoT devices to harvest energy from dedicated or
ambient RF sources. This has led to the emergence of wireless
powered communication networks (WPCNs), in which low-
cost IoT devices can harvest energy from a dedicated hybrid
access point (HAP) and then use the harvested energy to
transmit data to the HAP [3]. The development of WPCNs
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has been a promising step toward the future self-sustainable
IoT networks [4].
Although possessing significant benefits and attractive fea-
tures for low-cost IoT networks, WPCNs are facing some
challenges which need to be addressed before they can be
widely deployed in practice. In particular, the uplink infor-
mation transmission (IT) of IoT devices in WPCNs relies on
their harvested energy from downlink energy transfer (ET)
of the HAP. However, the IoT devices typically suffer from
doubly attenuations of RF signal power over distance [3],
which severely limits the network performance. Reducing the
distance between the HAP and IoT devices is one solution to
enhance EH efficiency and achieve greater transmission rates.
However, this is not a viable option because IoT devices are
randomly deployed in practice, and thus we may not be able to
control all of them over their locations. Hence, more efficient
and cost-effective solutions are required to enhance the down-
link ET efficiency and improve the uplink transmission rate for
WPCNs in order to guarantee that WPCNs can be seamlessly
fitted into the IoT environment with satisfying performance.
Relay cooperation is an efficient way to enhance the perfor-
mance of WPCNs, which can be classified into two categories
of active relaying and passive relaying. Active relaying refers
to scenarios in which the communication between a transmitter
and its destined receiver is assisted by a relay which forwards
the users information to the destination via active RF trans-
mission [5]-[7]. However, active relaying schemes have several
limitations. Particularly, EH relays need to harvest sufficient
energy from the RF sources and use the harvested energy to
actively forward information to the receiver. Due to the high
power consumption of active relays, it may take a long time for
the relays to harvest enough energy. This thus reduces the IT
time of the network. Moreover, most active relays operate in
the half-duplex mode, which further shortens the effective IT
time, resulting in a network performance degradation. Full-
duplex (FD) relays can relax this issue; however, complex
self-interference (SI) cancellation techniques are needed at the
FD relays to ensure that the SI is effectively mitigated [8].
In addition, the number of antennas at EH relays is usually
limited due to hardware constraints, which also leads to a lim-
ited performance enhancement. Passive relaying exploits the
idea of backscatter communication (BackCom) for assisting
in the source-destination communication [9]-[11]. Specifically,
BackCom relay nodes do not need any RF components as
they passively backscatter the sources signals to strengthen
the received signals at the receiver. Accordingly, the power
consumption of BackCom relay nodes is extremely low and no
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dedicated time is needed for the relays EH [12]. Nonetheless,
as no active signal generation is involved and the passive relays
simply reflect the received signal from the source, passive
relaying schemes suffer from a poor performance.
Intelligent reflecting surface (IRS), consisting of a large
number of low-cost reflecting elements, has recently emerged
as a promising solution to improve the performance of wireless
communication networks [13], [14]. This technology enables
transmitting information without any need for generating new
signals but recycling the existing ones [15]. In this way,
IRS can adjust the communication environment and create
favorable conditions for energy and information transmission
without using energy-hungry RF chains. Having the capability
of cooperating in downlink ET and uplink IT, IRS has several
advantages over the conventional active and passive relaying
techniques [13]. First of all, IRS is a cost-effective technology
and it can be readily integrated into existing wireless com-
munication networks without incurring high implementation
costs. Furthermore, IRS is more energy- and spectrum-efficient
as compared to conventional relaying methods because it
consumes very low power and uses the limited spectrum
resources more efficiently. IRS essentially works in the full-
duplex mode without causing any interference and adding
thermal noise, which further improves the spectral efficiency.
Moreover, it is easy to increase the number of IRS elements
to achieve higher performance gains.
A. Background
IRS has recently been applied to various wireless com-
munication networks and demonstrated promising results for
improving the performance in terms of spectrum efficiency
(SE) and energy efficiency (EE). References [16] and [17]
consider the EE maximization problem in an IRS-assisted
multi-user downlink communication network. The authors
jointly optimize the power allocation at the AP and the phase
shifts at the IRS and show that the proposed IRS-assisted com-
munication remarkably outperforms the conventional relay-
assisted communication in terms of EE. The authors in [18]
propose an architecture where a few IRS elements are assumed
to be active. Based on the proposed architecture, the authors
develop two solutions using compressive sensing and deep
learning for designing IRS’s reflection matrices. The authors in
[19] exploit deep reinforcement learning based algorithms to
jointly design the transmit beamforming at the base station
and phase shifts at the IRS to maximize the sum-rate of
downlink multiple-input single-output (MISO) systems. A
low-complexity channel estimation protocol is proposed in
[20], which does not require any prior knowledge on channel
state information (CSI) or any active participation from IRS.
The authors design the near-optimal active beamforming at the
power beacon and passive beamforming at the IRS in order to
maximize the received power at an EH user. In [21], the au-
thors propose two efficient algorithms for finding the optimal
beamformer at the AP and phase shifts at the IRS in an IRS-
assisted MISO communication system. The authors in [22]
study the problem of transmit power minimization in a multi-
user downlink communication network by jointly optimizing
the active transmit beamforming at the AP and passive reflect
beamforming at the IRS subject to the users’ individual signal-
to-interference-plus-noise ratio (SINR) constraints. Compared
to the conventional massive MIMO system, the proposed IRS-
enhanced model in [22] can considerably reduce the required
transmit power. [23] and [24] study the integration of IRS
with simultaneous wireless information and power transfer
(SWIPT) technology, where the transmit precoders at the AP
and the passive beamforming at the IRS are jointly optimized
for maximizing the weighted sum-power at EH users [23]
and weighted sum-rate at information receiving users [24].
Physical layer security and outage probability analysis in
IRS-assisted MISO networks are investigated in [25] and
[26], respectively. Signal-to-noise-ratio (SNR) maximization
problem in a self-sustainable single-user IRS-assisted MISO
communication system is studied in [27], where IRS elements
use part of the downlink information signal for harvesting their
required energy.
A survey on recent research efforts in the area of IRS can
be found in [28].
B. Motivations
Although IRS has lately received significant interests from
the research community, it is still at the very early stage
of development and more investigations are needed to fully
capture the potentials of IRS and make it applicable to prac-
tical scenarios. Specifically, the integration of IRS technology
with WPCN is a great step toward the realization of efficient
and self-sustainable IoT networks, which has not been well
investigated in the literature. Recently, a few research works
have investigated the application of IRS for improving the
performance of WPCNs [29], [30]. In [29], the authors study
the application of IRS for WPCN performance enhancement,
where IRS elements assist in downlink ET from the HAP to
the users and uplink IT from users to the HAP. The authors in
[30] propose a similar idea to use the IRS as a hybrid energy
and information relay, where the user cooperation is also
investigated for a two-user WPCN scenario. These preliminary
works on the integration of IRS with WPCN provide some
insights on the performance enhancements offered by using
IRS in WPCNs. However, this integration needs to be studied
more deeply with practical considerations for the network
setup and network elements.
One of the most important points that is often overlooked in
the studies on IRS is the IRS’s power consumption. Although
IRS elements passively reflect the incident signals, the power
consumption of the IRS cannot be neglected [16], [17], [27].
However, the majority of the works in this area (e.g., [18]-
[26]) assume that the IRS’s power consumption is negligible
because it does not perform complex signal processing tasks.
In practice, the power consumption of IRS depends on the
type and characteristics of its reflecting elements [16], [17].
For example, the values of each reflecting element’s circuit
power consumption are 1.5 and 6 mW for 3- and 5-bit
resolution phase shifting, respectively [17]. As the number of
IRS elements is typically large, the circuit power consumption
of the IRS can be even comparable to its power supply and
cannot be neglected.
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In the self-sustainable IoT networks, devices are expected
to operate in an uninterrupted manner and have theoretically
perpetual lifespans. Considering the non-negligible power
consumption of IRS elements, it is important to propose
efficient strategies which can keep the IRS operational for
very long periods. Although embedded batteries can power the
IRS temporarily, they cannot be relied on for the long-term
functionality and uninterrupted operation of the IRS. Wired
charging may also be unavailable if the IRS is deployed in
inaccessible places. Thus, equipping IRS elements with EH
modules can resolve these issues and make the IRS energy-
neutral [15], [31]. This is our main motivation for studying
a self-sustainable IRS-empowered WPCN, where the EH-
enabled IRS, powered by energy transmission of the HAP,
can act as a hybrid energy and information relay assisting in
both downlink ET and uplink IT.
C. Contributions
We study a self-sustainable IRS-empowered multi-user
WPCN, where the IRS is equipped with an EH circuit to
harvest RF energy from the HAP to power its operations.
Inspired by the conventional wireless-powered active relays
[32], time-switching (TS) and power-splitting (PS) schemes
are proposed to enable the IRS to harvest energy from the
RF signals transmitted by the HAP. In the TS scheme, the
ET phase is split into two sub-slots, where the IRS harvests
energy in the first sub-slot and assists in the downlink ET to
the users in the second sub-slot. Compared to the conventional
TS scheme [32], the proposed TS scheme can efficiently
improve the amount of harvested energy at the users. In the
PS scheme, the IRS harvests energy from the HAP’s signal
and assists in the downlink ET to the users by adjusting its
amplitude reflection coefficients in the ET phase. Compared
to the conventional PS scheme [32], the proposed PS scheme
can enhance both ET and IT efficiency and is more spectrum-
efficient. To make our study applicable to practical systems,
we consider a piece-wise linear EH model for the IRS and
the users to account for the saturation behavior of practical
EH systems [33]-[36]. We investigate the problem of sum-
rate maximization for both TS and PS schemes and optimize
the IRS phase shift design and network resource allocation
jointly with EH time and amplitude reflection coefficients of
the IRS.
The main contributions of this paper are summarized as
follows:
• We propose a self-sustainable IRS-empowered WPCN,
where a wireless-powered IRS acts as a hybrid relay to
improve the performance of WPCN in both downlink ET
from the HAP to the users and uplink IT from users to
the HAP.
• To enable energy collection and hybrid relaying function-
alities at the IRS, we propose more efficient TS and PS
schemes, which can enhance the ET efficiency from the
HAP to the users and assist in the uplink information
transmission. We consider a piece-wise linear EH model
for the IRS and the users, which is mathematically
tractable and is able to capture the saturation effect of
practical energy harvesters.
• We study the system sum-rate maximization problem for
the TS scheme by jointly optimizing the IRS’s phase shift
designs in both ET and IT phases, time allocation for
the IRS and users’ EH, time allocation for each user’s
IT, and the users’ power allocation. To deal with the
non-convexity of the formulated problem, we propose a
two-step algorithm to achieve the near-optimal solution:
in the first step the phase shifts for the IT are obtained
in closed-form, while an efficient method by using one-
dimensional search, semidefinite relaxation (SDR) and
Gaussian randomization is designed for optimizing the
IRS phase shifts in the ET phase, time allocation and
power allocation in the second step. In particular, we
obtain a closed-form solution for the optimal IRS’s EH
time and discuss its implications.
• We then investigate the sum-rate maximization problem
for the PS scheme and jointly optimize the IRS’s phase
shift design in both ET and IT phases, time allocation
for the EH and IT phases, power allocation at the users,
and the amplitude reflection coefficient in the EH phase,
using a similar two-step algorithm as for the TS scheme.
In particular, we analyze the condition for activating the
IRS in the PS scheme and obtain the optimal amplitude
reflection coefficient as a function of the EH time, from
which some interesting observations are revealed.
• Finally, we evaluate the performance of our proposed
schemes via numerical simulations which show that our
proposed schemes can achieve significant system sum-
rate gain compared to the baseline WPCN protocol.
D. Organization
This paper is organized as follows. Section II describes
the system model of the proposed IRS-empowered WPCN
for both TS and PS schemes. Sections III and IV investigate
the sum-rate maximization problems for TS and PS schemes,
respectively. Section V evaluates the performance of the pre-
sented algorithms by conducting numerical simulations and
Section VI concludes the paper.
II. SYSTEM MODEL
As illustrated in Fig. 1, we consider an IRS-assisted WPCN,
consisting of an HAP with stable power supply, N energy-
constrained users (denoted by Ui, i = 1, . . . , N), and an
energy-constrained IRS. The IRS and users are each equipped
with an EH circuit (rectenna) to harvest energy and an energy
storage to store the harvested energy. The HAP serves as a
central control point for the network, which coordinates the
transmissions among all devices and also has the capability
and constant energy supply for performing computational
tasks. The HAP and users have single antenna each.1 The IRS
is composed of K passive reflecting elements, which can be
configured to direct the incident signals to desired directions.
The IRS assists in both downlink ET from the HAP to the
users and uplink IT from the users to the HAP. The EH and
1The model can be straightforwardly extended to the scenario that the HAP
is with multiple antennas, which will be briefly discussed in Remark 3.
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Fig. 1. System model for an IRS-assisted WPCN.
energy/information relaying at the IRS are controlled by an
attached micro-controller.
The downlink channels from the HAP to Ui , from the
HAP to the IRS, and from the IRS to Ui are denoted
by hh,i , hr ∈ CK×1, and hHu,i ∈ C1×K , respectively. The
counterpart uplink channels are denoted by gh,i , g
H
r ∈ C1×K ,
and gu,i ∈ CK×1, respectively. All channels are assumed to
be quasi-static flat fading, which remain constant during one
block but may change from one block to another [23]. We
assume that the channel state information (CSI) of all links is
perfectly known.2
The transmission block with a duration of T seconds, is
divided into two phases, i.e., ET phase and IT phase. In the
ET phase, the HAP transfers energy to the users and IRS in
the downlink. The IRS uses the HAP’s signals for its own EH
and energy relaying to the users. In the IT phase, the users
use the harvested energy to transmit data to the HAP with the
assistance of the IRS. Without loss of generality, we consider
a normalized unit transmission block time in the sequel, i.e.,
T = 1 second. The details of the ET and IT phases are shown
in Fig. 2 and elaborated in the following subsections.
A. Energy Transfer Phase
As mentioned earlier, the IRS is assumed to be energy-
constrained, which needs to harvest energy from the HAP for
powering its relaying operations. In this regard, we design
efficient TS and PS schemes for the IRS.
1) Time-switching scheme: For the TS scheme, the ET
phase with the duration of t0
3 is divided into two sub-slots,
having the duration of τ0 and τ1, respectively, which satisfy
τ0 + τ1 ≤ t0. The users can harvest energy over the entire ET
phase. For the IRS, it will spend the first sub-slot in the ET
phase for its own EH and the second sub-slot for improving the
EH efficiency at the users. In particular, in the first sub-slot, all
incident signals at the IRS from the HAP are transferred to the
EH harvester by setting the amplitude reflection coefficients to
2The CSI of all links can be precisely obtained by existing channel
estimation techniques [20], [37]. In the future work, the effect of channel
estimation errors on system performance will be investigated.
3The unit of all time coefficients is seconds.
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(b) Power-splitting scheme.
Fig. 2. Transmission block structure.
be zero, and thus no incident signals will be reflected by the
IRS. While in the second sub-slot, the IRS cooperates with
the HAP by adjusting its elements’ phase shifts to enhance
the total received signal power at the users. The transmission
block structure for the TS scheme is illustrated in Fig. 2 (a).
Denote the transmit signal in the ET phase as xh =
√
Phsh ,
where Ph is the transmit power and sh is the energy-carrying
signal with sh ∼ CN(0, 1).
The received signals at the IRS and Ui in the first sub-slot
are expressed as
yr,0 = hr xh + nr, (1)
yts,0,i = hh,ixh + nu,i, i = 1, . . . , N, (2)
where nr and nu,i denote the additive white Gaussian noises
(AWGNs) at the IRS and Ui, respectively. Note that the noise
power is usually very small and ineffective for EH and can be
thus neglected. Hence, the received power at the IRS, denoted
by Pts,r , is expressed as Pts,irs = Ph | |hr | |2. Similarly, the
received power at Ui during τ0 is given by Pts,r,i,0 = Ph |hh,i |2.
In the second sub-slot, the IRS assists in the downlink ET.
The phase shift matrix of the IRS during τ1 is denoted by
Θe =
√
ρdiag{βe,1e jθe,1, . . . , βe,Ke jθe,K }, where ρ ∈ (0, 1)
denotes the reflection efficiency and is typically set as a
constant [38], βe,k ∈ [0, 1] and θe,k ∈ R are the amplitude
reflection coefficient and the phase shift of the k-th element,
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. XX, NO. XX, APRIL 2020 5
respectively. Let ve,k = e
jθe,k , where |ve,k | = 1. For the
TS scheme, since the IRS only harvests energy during τ0,
all incident signals at the IRS during τ1 can be reflected
to enhance the EH efficiency, i.e., βe,k = 1, ∀k [13]. Let
Θ¯e = diag{ve,1, . . . , ve,K }. During τ1, the received signal at
Ui for the TS scheme is given by
yts,i = (hHu,i
√
ρΘ¯ehr + hh,i)xh + nu,i, i = 1, . . . , N . (3)
The received power of Ui during τ1 is then given by Pts,r,i,1 =
Ph |hHu,i
√
ρΘ¯ehr + hh,i |2.
In practice, the EH circuits usually lead to a non-linear
rectification efficiency, i.e., the RF power-to-direct current
power conversion is a non-linear function with respect to
the received RF power [39], [40]. In particular, the harvested
power first improves with the increase of received power but
finally becomes saturated when the received power is high
[40]. To approximate the non-linear EH characteristics and
account for the saturation region of practical energy harvesters,
we employ a two-piece linear EH model,4 which is also widely
used in the literature, e.g., [34]-[36]. According to this model,
the harvested power is calculated as
Ph =
{
ηPr, ηPr < Psat,
Psat, otherwise,
(4)
where η is the EH efficiency in the linear regime,5 Pr is the
received power, and Psat denotes the saturation power, beyond
which there will be no increase in the amount of the harvested
power. Therefore, the harvested energy at the IRS and Ui can
be obtained as
Ets,irs = min{ηPts,irs, Pirs,sat }τ0, (5)
Ets,u,i = min{ηPts,r,i,0, Pu,i,sat }τ0
+min{ηPts,r,i,1, Pu,i,sat }τ1, i = 1, . . . , N, (6)
where Pirs,sat and Pu,i,sat represent the saturation power of
the IRS and Ui, respectively.
2) Power-splitting scheme: Different from the TS scheme,
the dedicated EH time is not required in the PS scheme and the
IRS harvests energy from the HAP by adjusting the amplitude
reflection coefficients (βe,k, ∀k)
6, as illustrated in Fig. 2 (b).
To be specific, only a part of the HAP’s energy signals is fed
into the IRS’s EH unit for harvesting and the remaining part
is reflected by the IRS to enhance the amount of harvested
energy at the users.
4There also exist other EH models, e.g., the logistic function based non-
linear EH model [39] and the multi-piece linear EH model [41]. However, it is
noted that the two-piece linear EH model is sufficiently accurate for modeling
the behavior of practical EH circuits. Compared to the logistic function based
non-linear EH model, the piece-wise linear EH model is mathematically
appealing and easily tractable. In addition, the results obtained from the two-
piece linear EH model can be straightforwardly extended to the multi-piece
linear EH model.
5In practice, the EH efficiency in this regime is not strictly linear. However,
as mentioned in Footnote 4, assuming a constant η is still sufficiently accurate
for modeling the practical EH circuits.
6Adjusting the reflection coefficient can be achieved by using electronic
devices such as positive-intrinsic-negative (PIN) diodes, field-effect transis-
tors (FET), micro-electromechanical system (MEMS) switches, and variable
resistor loads [13], [42].
It is assumed that all the amplitude reflection coefficients
of the IRS elements have the same value, i.e. βe,k = βe, ∀k.
7
The received signal at Ui in the ET phase for the PS scheme
is thus given by
yps,i = (hHu,i
√
ρβeΘ¯ehr + hh,i)xh + nu,i, i = 1, . . . , N . (7)
The harvested energy of the IRS and Ui for the PS scheme is
then given by
Eps,irs = min{ηPh(1 − β2e)| |hr | |2, Pirs,sat }t0, (8)
Eps,u,i = min{ηPh |hHu,i
√
ρβeΘ¯ehr + hh,i |2, Pu,i,sat }t0. (9)
B. Information Transmission Phase
In the IT phase, the users transmit information to the HAP
via time division multiple access, using the harvested energy
in the ET phase. Denote the duration of IT for Ui as ti . Let
su,i be the information-carrying signal of Ui with unit power.
The transmit signal of Ui during ti is then expressed as xu,i =√
Pu,isu,i , where Pu,i is Ui’s transmit power and satisfies
Pu,iti + Pc,iti ≤ E f ,u,i, f = {ts, ps}, (10)
with Pc,i being the circuit power consumption of Ui. As
the amplitude reflection coefficients are set to be the same,
the IRS’s circuit power consumption is mainly caused by
performing each element’s phase shifting [16], [17]. The
other power consumptions, such as powering the EH circuit
and signaling overhead, can be considered to be negligible
[27], [32], [43]. By denoting the power consumption of each
element as µ, the circuit power consumption of the IRS is
thus expressed as Kµ. To power its operations, IRS needs to
harvest sufficient energy in the ET phase. We assume that all
the harvested energy stored in the energy storage can be used
to power the IRS’ circuits, the following constraints are thus
held:
Kµ(τ1 +
N∑
i=1
ti) ≤ Ets,irs, (11)
Kµ(t0 +
N∑
i=1
ti) ≤ Eps,irs, (12)
for TS and PS schemes, respectively. Note that the power
consumption of the IRS in the first sub-slot of the TS scheme
is neglected because the IRS’s power consumption is mainly
determined by the reflection operation [16], [17], which do
not take place during τ0.
Denote the phase shift of the k-th element for Ui’s IT as
θd,i,k ∈ R. Then, the phase shift matrix during ti is denoted by
Θd,i , where Θd,i =
√
ρdiag{vd,i,1, . . . , vd,i,K }, vd,i,k = e jθd, i,k ,
and |vd,i.k | = 1. Note that we have set the amplitude reflection
coefficients to be 1 to maximize the signal reflection in the IT
7In practice, the elements can have different amplitude reflection coef-
ficients. However, the setting will greatly complicate the circuit design of
the IRS as different circuits should be integrated to control the amplitude
reflection coefficient and phase shift independently at each element [13], [42].
To guarantee the operations of the self-sustainable IRS, we should simplify its
circuit design to reduce its circuit power consumption, which can be achieved
by setting all amplitude reflection coefficients to be the same.
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phase [13]. The received signal at the HAP from Ui, denoted
by yh,i , is thus given by
yh,i = (gHr Θd,igu,i + gh,i)
√
Pu,isu,i + nh, (13)
where nh ∼ CN(0, σ2h ) is the AWGN at the HAP. The SNR
at the HAP during ti, denoted by γi , is expressed as γi =
Pu, i |gHr Θd, igu, i+gh, i |2
σ2
h
. The achievable rate from Ui to the HAP
in bits/second/Hz is then formulated as
Ri = ti log2
(
1 +
Pu,i |gHr Θd,igu,i + gh,i |2
σ2
h
)
. (14)
III. SUM-RATE MAXIMIZATION FOR THE TS SCHEME
In this section, we aim to maximize the system sum-rate
by jointly optimizing the phase shift design at the IRS in
both ET and IT phases, time scheduling of the network, and
power allocation at the users. The constraints for the TS
scheme are given as follows: C1: Kµ(τ1 +
∑N
i=1 ti) ≤ Ets,irs,
C2: Pu,iti +Pc,iti ≤ Ets,u,i, ∀i, C3: τ0 + τ1 ≤ t0, C4:
∑N
i=0 ti ≤
1, C5: τ0, τ1 ≥ 0, C6: ti ≥ 0, ∀i, C7: Pu,i ≥ 0, ∀i,
C8: |ve,k | = 1, ∀k, C9: |vd,i,k | = 1, ∀i, ∀k. The optimization
problem is formulated as
max
Θe, {Θd, i }Ni=1,t,τ,Pu
N∑
i=1
Ri,
s.t. C1 − C9,
(P1)
where t = [t0, t1, . . . , tN ], τ = [τ0, τ1], and Pu =
[Pu,1, . . . , Pu,N ].
A. Near-optimal solution to P1
It is obvious that P1 is a non-convex optimization problem
due to the coupling of variables in the objective function and
the constraints, and convex optimization techniques cannot be
used to solve it directly. In the following, we propose a two-
step algorithm to solve the sum-rate maximization problem in
P1. Specifically, we first obtain the optimal phase shifts for
the IT in closed-form and then propose an efficient algorithm
to solve the simplified problem.
1) Optimal phase shift design for IT: We first present a
proposition for the optimal design of phase shifts of the IRS
for the IT.
Proposition 1. The optimal IRS phase shifts for the IT during
ti (i = 1, . . . , N) are given by
θ∗d,i,k = arg(gh,i) − arg(gHr,k) − arg(gu,i,k ), k = 1, . . . ,K, (15)
where gH
r,k
is the k-th element of gHr , gu,i,k is the k-th element
of gu,i , and arg(x) represents the phase of x.
Proof. Refer to Appendix A. 
Remark 1. From Proposition 1, we can find that there always
exists a positive scalar δ satisfying |gHr Θ∗d,igu,i | = δ |gh,i |,
where Θ∗d,i is obtained in Proposition 1. Hence, the received
SNR at the HAP during ti with the assistance of the IRS can
be enhanced up to (1 + δ)2 compared with that without IRS.
2) Optimizing phase shift design for ET, time scheduling,
and power allocation: According to Proposition 1, P1 can be
simplified as
max
Θe,t,τ,Pu
N∑
i=1
ti log2(1 +
Pu,i γ¯i
σ2
h
),
s.t. C1 − C8,
(P2)
where γ¯i = |gHr Θ∗d,igu,i+gh,i |2. Note that solving P2 is equiva-
lent to solving P1. P2 is still non-convex because the variables
are coupled in the objective function and the constraints.
To make P2 tractable, we introduce eu = [eu,1, . . . , eu,N ],
where eu,i = Pu,iti, ∀i and set ψi =
√
ρdiag(hH
u,i
)hr . Let
ve = [ve,1, . . . , ve,K ]H , v¯e = [vHe , 1]H and Ve = v¯ev¯He , where
Ve  0 and rank(Ve) = 1. Based on these new variables, the
constraint C2 is recast as follows:
C10: eu,i + Pc,iti ≤ min{ηPh |hh,i |2, Pu,i,sat }τ0
+min
{
ηPh
[
Tr(Re,iVe) + |hh,i |2
]
, Pu,i,sat
}
τ1, ∀i, (16)
where
Re,i =
[
ψiψ
H
i
ψih
H
h,i
ψHi hh,i 0
]
.
Then, P2 can be equivalently rewritten as
max
t,τ,Ve ,eu
N∑
i=1
ti log2(1 +
eu,i γ¯i
tiσ
2
h
),
s.t. C1, C3 − C6, C10,
C11: eu,i ≥ 0, ∀i,
C12: Ve  0,
C13: Ve,k,k = 1,∀k,
C14: rank(Ve) = 1.
(P2.1)
Due to the rank-one constraint in C14 and coupling of Ve and
τ1 in C10, P2.1 is still non-convex and difficult to be solved
directly. However, it is straightforward to obtain the optimal
duration of the first sub-slot in the ET phase, i.e., τ0, as stated
in the following proposition.
Proposition 2. The optimal duration of the first sub-slot in
the ET phase can be obtained as
τ∗0 =
Kµ
Kµ +min{ηPh | |hr | |2, Pirs,sat }
. (17)
Proof. Refer to Appendix B. 
Remark 2. From Proposition 2, we can observe that the
duration of the first sub-slot in the ET phase is mainly
determined by the IRS’s setting, e.g., the number of reflecting
elements, each element’s circuit power consumption, and the
saturation power for the EH. With a higher circuit power
consumption for each element, the IRS needs more time to
harvest sufficient energy, which causes a shorter time for
other network operations, e.g., users’ EH with the assistance
of IRS and users’ IT. Furthermore, if the saturation power
of IRS (Pirs,sat ) is small such that ηPh | |hr | |2 ≥ Pirs,sat ,
adding more reflecting elements will increase the IRS’s circuit
power consumption, which subsequently increases the EH
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time. Otherwise if ηPh | |hr | |2 < Pirs,sat , increasing the number
of elements provides additional transmission links between the
HAP and IRS, and thus more energy from the HAP can be
transferred to the IRS. Therefore, if the increase of the IRS’s
circuit power consumption is smaller than that of its harvested
power, the EH time of IRS can even be reduced by increasing
the number of elements.
We now proceed to solve P2.1 with τ∗
0
obtained in Proposi-
tion 2. For solving P2.1, we first fix τ1 and optimize time
and energy allocation in the IT phase as well as the IRS
phase shift design for the ET phase. We can then find the
optimal τ1 by a one-dimensional search over [0, 1 − τ0) =[
0, 1− Kµ
Kµ+min{ηPh | |hr | |2,Pir s,sat }
)
. Denote t¯ = [t1, ..., tN ]. With
fixed τ1, P2.1 is reformulated as
max
t¯,Ve,eu
N∑
i=1
ti log2(1 +
eu,i γ¯i
tiσ
2
h
),
s.t. C6, C10 − C14,
N∑
i=1
ti ≤ 1 − τ∗0 − τ1.
(P2.2)
P2.2 is still non-convex due to the rank-one constraint in
C14, and its globally optimal solution is thus difficult to obtain.
However, using the semidefinite relaxation (SDR) technique
[44], we can relax the rank-one constraint to obtain a convex
semidefinite programming (SDP) problem [45], which can be
optimally solved using convex optimization tools, e.g., CVX
[46]. However, the solution obtained for the relaxed version
of P2.2 by CVX may not satisfy the rank-one constraint. The
Gaussian randomization method is then employed to construct
a rank-one solution to P2.2 from the solution obtained by
CVX. Note that the constructed rank-one solution can be a
near-optimal solution to P2.2 as it is constructed and searched
with quite large times of randomization [47].
Denote the optimal solution to the relaxed problem as
{t∗
1
, . . . , t∗
N
, e¯u,1, . . . , e¯u,N, V¯e}. The singular value decompo-
sition (SVD) of V¯e is expressed as V¯e = UeΣeU
H
e , where
Ue ∈ C(K+1)×(K+1) and Σe ∈ C(K+1)×(K+1) are the unitary ma-
trix and diagonal matrix, respectively. Then, the approximate
solution to P2.2, denoted by vˆe, can be constructed as follows
vˆe = Ue
√
Σere, (18)
where re is a random vector with re ∼ CN(0, IK+1). Note
that as the objective function is an increasing function of eu,i ,
C10 must be an equality at the optimal solution. Therefore,
based on the generated random vectors, the energy allocation
of the users is computed as
eˆu,i =
(
min
{
ηPh |hh,i |2, Pu,i,sat
}
τ∗0+
min
{
ηPh
[
Tr(Re,ivˆevˆHe ) + |hh,i |2
]
, Pu,i,sat
}
τ1
− Pc,it∗i
)
+
, ∀i, (19)
where (x)+ means max(x, 0). We generate D times of random
vectors and compute the corresponding objective function
values for P2.2. The near-optimal solution to P2.2, denoted
by vˆ∗e, is the one achieving the maximum objective function
value. The near-optimal v∗e, is finally recovered by
v∗e = e
j arg
([
vˆ
∗
e
vˆ
∗
e,K+1
]
(1:K )
)
, (20)
where [ω](1:M) represents that the first M elements of ω are
taken, vˆ∗
e,K+1
denotes the (K+1)-th element of vˆ∗e. It has been
numerically and mathematically proved in the literature that
the SDR technique followed by Gaussian randomization can
provide a good approximation of the optimal solution (see [44]
and the references therein).
The procedure for solving the sum-rate maximization prob-
lem for the TS scheme is summarized in Algorithm 1, in
which the two steps are implemented sequentially. According
to [44], the worst-case computational complexity of Algorithm
1 is O(M max(K, N)4K0.5 log(1/ǫ) + MDN), where ǫ is the
computational accuracy for using the interior-point method in
CVX, and M is the number of iterations for updating τ1. By
running Algorithm 1 at the HAP, we can obtain the globally-
optimal solution for P1 approximately, the analysis of which
is given as follows. First, we can obtain the optimal phase
shifts for the IT and the optimal duration of the first sub-
slot in the ET phase, which are the globally optimal solutions
to P1. Second, the globally optimal duration of the second
sub-slot in the ET phase can also be found by setting an
appropriate step size. Third, the SDR technique followed by
quite large times of randomization based on the Gaussian
randomization scheme can guarantee at least pi
4
approximation
of the maximum objective function value achieved by solving
P2.2 [47].
Algorithm 1 The Algorithm for Solving P1.
1: Initialize D and the step size ∆. Let τ1 = 0.
2: Find the optimal phase shifts for the IT from Proposition
1 and optimal τ0 from Proposition 2.
3: while τ1 < 1 − KµKµ+min{ηPh | |hr | |2,Pir s,sat } do
4: Solve the relaxed version of P2.2 with fixed τ1 and
obtain its optimal solution V¯e.
5: Compute the SVD of V¯e and obtain Ue and Σe.
6: for D¯ = 1 : D do
7: Generate vˆe by (18) and find eˆu,i, ∀i from (19).
8: Calculate the objective function value of P2.2 and
denote it by Rsum(D¯).
9: end for
10: Set R∗(τ1) = max Rsum.
11: τ1 = τ1 + ∆.
12: end while
13: Set τ∗
1
= argmaxτ1 R
∗, v∗e = v∗e(τ∗1 ), e∗u = e∗u(τ∗1 ), t¯∗ =
t¯∗(τ∗
1
).
14: Set P∗
u,i
= e∗
u,i
/t∗
i
, ∀i and extract θ∗
e,k
, ∀k from v∗e.
Remark 3. For the multi-antenna HAP scenario, the sum-
rate maximization can be achieved by jointly optimizing the
phase shift designs, time scheduling, power allocation at the
users, and transmit beamforming at the HAP, denoted by wh.
The formulated problem can be solved by a similar two-
step algorithm, where the problem is decoupled into two
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sub-problems. In particular, the first sub-problem optimizes
the phase shifts for the IT, which can be solved by per-
forming the SDR and Gaussian randomization. The second
sub-problem can be solved by using the block coordinate
descent (BCD) techniques. Specifically, we can divide the
variables into two blocks, i.e., wh and {t, τ, θe,Pu}, and
iteratively optimize one of them with the other one fixed
in an alternating manner. A sub-optimal solution can be
finally obtained by sequentially solving the two sub-problems.
However, the algorithm’s complexity for this scenario is
much higher, i.e., O
((
M max(K, N)4K0.5 log(1/ǫ) + MDN +
min{N,Q}4Q0.5 log(1/ǫ)
)
log(1/ς)
)
, where Q is the number
of antennas at the HAP, and ς is the designed accuracy
for the BCD method. Hence, this scenario causes a much
higher implementation cost and is not appropriate for the self-
sustainable IoT network.
B. Random phase shifts with optimized resource allocation for
the TS scheme
To reduce the computational complexity and show more
insights about resource allocation, we consider a special case
with random design of phase shifts and focus on the time
and power allocation optimization in the IRS-assisted WPCN.
As will be shown in Section V, using IRS is beneficial for
improving the performance of WPCN even with randomly
designed phase shifts [22], [48]. Letting eu,i = Pu,iti , we have
C15: eu,i + Pc,iti ≤ min{ηPts,r,i,0, Pu,i,sat }τ0
+min{ηPts,r,i,1, Pu,i,sat }τ1, ∀i, (21)
and the sum-rate maximization problem with random phase
shifts is formulated as
max
t,τ,eu
N∑
i=1
ti log2(1 +
γd,i
σ2
h
eu,i
ti
),
s.t. C1, C3 − C6, C11, C15,
(P3)
where γd,i = |gHr Θd,igu,i + gh,i |2. The constraint C15 is an
equality at the optimal solution as we discussed in Section
III-A2. Hence, we have
eu,i = min{ηPts,r,i,0, Pu,i,sat }τ0
+min{ηPts,r,i,1, Pu,i,sat }τ1 − Pc,i ti, ∀i (22)
Substituting (22) into Ri, we have
Ri = ti log2(1 +
ai + biτ1
ti
− ci), (23)
where ai = min{ηPts,r,i,0, Pu,i,sat }τ0γd,i/σ2h , bi =
min{ηPts,r,i,1, Pu,i,sat }γd,i/σ2h and ci = Pc,iγd,i/σ2h . Propo-
sition 2 holds here as well. Hence, P3 is modified as
max
t¯,τ1
N∑
i=1
ti log2(1 +
ai + biτ1
ti
− ci),
s.t. C6, τ1 ≥ 0,
N∑
i=1
ti ≤ 1 − τ∗0 − τ1.
(P3.1)
It can be verified that P3.1 is a convex optimization problem
[45], which can be solved by standard convex optimization
techniques, e.g., Lagrange duality method. The Lagrangian of
P3.1 is given by
L(t¯, τ1, ξ) =
N∑
i=1
ti log2(1 +
ai + biτ1
ti
− ci)
− ξ
[
τ∗0 + τ1 +
N∑
i=1
ti − 1
]
, (24)
where ξ ≥ 0 is the Lagrange multiplier.
Proposition 3. With random design of phase shifts, the opti-
mal time scheduling for the TS scheme is given by
τ∗1 =
1 − Kµ
Kµ+min{ηPh | |hr | |2,Pir s,sat } −
∑N
i=1
ai
z∗
i
+ci
1 +
∑N
i=1
bi
z∗
i
+ci
, (25)
t∗i =
ai + biτ
∗
1
z∗
i
+ ci
, ∀i, (26)
where z∗
i
> 0 is the unique solution of log2(1+zi)− zi+ciln(2)(1+zi ) =
ξ∗, and ξ∗ is the optimal dual variable.
Proof. Refer to Appendix C. 
Using (22) and Proposition 3, the optimal energy allocation
at each user can be easily obtained.
IV. SUM-RATE MAXIMIZATION FOR THE PS SCHEME
In this section, we investigate the optimal solution to
the sum-rate maximization problem for the PS scheme. The
problem is formulated as
max
t,Θe, {Θd, i }Ni=1,Pu,βe
N∑
i=1
Ri,
s.t. C4, C6 − C9,
C16: Kµ(t0 +
N∑
i=1
ti) ≤ Eps,irs, ∀i,
C17: Pu,iti + Pc,i ti ≤ Eps,u,i, ∀i,
C18: 0 ≤ βe ≤ 1.
(P4)
A. Near-optimal solution to P4
Similar to P1, P4 is a non-convex optimization problem
due to the coupled variables in the objective function and the
constraints. It is straightforward to observe that Proposition
1 also holds for P4. Accordingly, P4 can be equivalently
reformulated as
max
t,Θe,Pu,βe
N∑
i=1
ti log2(1 +
Pu,i γ¯i
σ2
h
),
s.t. C4, C6 − C8, C16 − C18.
(P4.1)
Lemma 1. If the PS scheme is employed at the IRS, the
following condition must be met in order to guarantee that
IRS can be used for assisting in downlink ET and uplink IT:
Kµ < min{ηPh | |hr | |2, Pirs,sat }. (27)
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Proof. Refer to Appendix D. 
Remark 4. From Lemma 1, we can observe that the PS
scheme cannot always be used, i.e., if (27) is not satisfied.
That is to say, the applications of the PS scheme are restricted
by the IRS’s setting (i.e., the number of IRS elements, the
circuit power consumption, and the saturation power) and
the network environment (i.e., the transmit power at the HAP
and the channel power gain between the HAP and IRS). If
Pirs,sat > ηPh ‖hr ‖2, we can increase the transmit power at
the HAP and/or reduce the distance between the HAP and IRS
to enable the PS scheme. However, if Pirs,sat ≤ ηPh‖hr ‖2, the
maximum number of IRS elements for enabling the PS scheme
is ⌊ Pir s,sat
µ
⌋. Compared to the PS scheme, the TS scheme is
free from the limitation and can be applied more widely.
In the following, we investigate P4.1 under the condition
that (27) is satisfied, because otherwise the IRS is not able to
improve the performance of WPCN. Following the same steps
as in Section III-A2, the sum-rate maximization problem is
formulated as
max
t,eu,βe,Ve
N∑
i=1
ti log2(1 +
γ¯i
σ2
h
eu,i
ti
),
s.t. C4, C6, C11 − C14, C16, C18,
C19: eu,i + Pc,i ti
≤ min
{
ηPh[Tr(R¯e,iVe) + |hh,i |2], Pu,i,sat
}
t0,
(P4.2)
where
R¯e,i =
[
β2eψiψ
H
i
βeψih
H
h,i
βeψ
H
i
hh,i 0
]
.
Similarly, solving P4.2 is equivalent to solving P4. From P4.2,
we first obtain the following proposition about the optimal
amplitude reflection coefficient.
Proposition 4. The optimal value of the amplitude reflection
coefficient βe is obtained as
β∗e =
√
1 − Kµ
ηPh | |hr | |2t∗0
, (28)
where max{ Kµ
ηPh | |hr | |2 ,
Kµ
Pir s,sat
} < t∗
0
< 1.
Proof. Refer to Appendix D. 
For solving P4.2, we first fix t0 and optimize
other variables. The optimal value of t0 can then
be obtained by a one-dimensional search over(
max{Kµ/(ηPh | |hr | |2),Kµ/Pirs,sat }, 1
)
. Given t0, the
optimal value of βe can be found from Proposition 4 and we
will have the following optimization problem:
max
t¯,eu,Ve
N∑
i=1
ti log2(1 +
γ¯i
σ2
h
eu,i
ti
),
s.t. C4, C6, C11 − C14, C19.
(P4.3)
After the relaxation of the rank-one constraint in C14, P4.3
is similar to P2.2 in Section III-A2 and can be solved following
the same procedure. For brevity and to avoid repetition, we do
not explain the details of solving P4.3 here.
Algorithm 2 describes the process of solving the sum-
rate maximization problem for the PS scheme, which is
implemented at the HAP. Similar to what has been mentioned
for Algorithm 1, the computational complexity of Algorithm
2 is O(M¯ max(K, N)4K0.5 log(1/ǫ) + M¯DN), where M¯ is the
number of iterations for updating t0. Again, by setting the
appropriate step size for updating t0 and relatively large
number of randomizations for the Gaussian randomization
method, we can obtain the near-optimal solution to P4.
Algorithm 2 The Algorithm for Solving P4.
1: Initialize t0 = max{ KµηPh | |hr | |2 ,
Kµ
Pir s,sat
}, and step size ∆.
2: Find the optimal phase shifts for the IT phase from
Proposition 1.
3: while t0 < 1 do
4: Obtain β∗e(t0) from (28).
5: Solve P4.3 to obtain t¯∗(t0) and V¯e(t0).
6: Perform Gaussian randomization and obtain R∗(t0).
7: t0 = t0 + ∆.
8: end while.
9: Set t∗
0
= argmaxt0 R
∗, β∗e = β
∗
e(t∗0), v∗e = v∗e(t∗0), e∗u =
e∗u(t∗0), t¯∗ = t¯∗(t∗0).
10: Set P∗
u,i
= e∗
u,i
/t∗
i
, ∀i and extract θ∗
e,k
, ∀k from v∗e.
B. Random phase shifts with optimized resource allocation for
the PS scheme
Similar to Section III-B, we consider the random design
of phase shifts for the PS scheme and optimize the resource
allocation in the network. With randomly generated phase
shifts and after setting eu,i = Pu,iti, ∀i, we have the following
resource allocation problem:
max
t,eu,βe
N∑
i=1
ti log2(1 +
γd,i
σ2
h
eu,i
ti
),
s.t. C4, C6, C11, C16, C18,
C20: eu,i + Pc,iti ≤ Pps,u,it0, ∀i,
(P5)
where Pps,u,i = min{ηPh |hHu,i
√
ρβeΘ¯ehr + hh,i |2, Pu,i,sat }. It
can be observed that Proposition 4 also holds for P5. Due
to the non-convexity of C20, it is still challenging to solve
P5. Hence, we first fix t0 and optimize the time and energy
allocation in the IT phase. We then find the optimal value of
t0 by searching over
(
max{Kµ/(ηPh | |hr | |2),Kµ/Pirs,sat }, 1
)
.
We know from previous discussions that C20 must be met
with equality at the optimal solution, i.e.,
eu,i + Pc,i ti = Pps,u,i t0. (29)
Consequently, given t0 and βe, P6 is rewritten as
max
t¯
N∑
i=1
ti log2(1 + di
t0
ti
− ci),
s.t. C4, C6,
(P6.1)
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Fig. 3. Simulation setup for the IRS-assisted WPCN.
where di = Pps,u,iγd,i/σ2h . The Lagrangian of the above
convex problem is given by L(t¯, ζ) = ∑Ni=1 ti log2(1 + di t0ti −
ci) − ζ
(
t0 +
∑N
i=1 ti − 1), where ζ is the Lagrange multiplier.
Proposition 5. With fixed t0 and βe, the optimal time alloca-
tion in the IT phase for the PS scheme is given by
t∗i =
dit0
w
∗
i
+ ci
, ∀i, (30)
where w∗
i
> 0 is the unique solution of log2(1 + wi) −
wi+ci
ln(2)(1+wi ) = ζ
∗, and ζ∗ is the optimal dual variable.
The proof of Proposition 5 is similar to that of Proposition
3 and is thus omitted for brevity. Updating t0 by the one-
dimensional search method, we can obtain its optimal solution.
After that, the optimal energy allocation can be easily found
via (29) and Proposition 5.
V. PERFORMANCE EVALUATION
In this section, we present numerical results to evaluate the
performance of the proposed solutions for the IRS-assisted
WPCN. The simulated network topology is a 2-D coordi-
nate system as shown in Fig. 3, where the coordinates of
the HAP and the IRS are given as (0,0) and (xr, xh), the
users are randomly deployed within a circular area centered
at (xu, 0) with radius 1 m. We follow the channel model
considered in [23]. In particular, the large-scale path-loss
is modeled as A(d/d0)−α, where A is the path-loss at the
reference distance d0 = 1 m and set at A = −10 dB [25],
d denotes the distance between two nodes, and α is the path-
loss exponent. The path-loss exponents of the links between
the HAP and users are assumed to be 3.6 since the users
are randomly deployed, while the path-loss exponents of the
links between the HAP and IRS and between the IRS and
users are set at 2.2 because the IRS can be carefully deployed
to avoid the severe signal blockage. The small-scale fading
coefficients are modeled to be Rician fading. In particular,
the small-scale channel from the HAP to the IRS can be
expressed as h¯r =
√
βhap, ir s
βhap, ir s+1
h¯LoSr +
√
1
βhap, ir s+1
h¯NLoSr , where
βhap,irs is the Rician factor for the HAP-IRS link, h¯
LoS
r is
the deterministic line of sight (LoS) component, and h¯NLoSr
is the Rayleigh fading component with circularly symmetric
complex Gaussian random variables with zero mean and unit
variance. The small-scale channels for the other links are
similarly defined. The Rician factors for the HAP-IRS link,
the HAP-Ui link, and the IRS-Ui link are set at βhap,irs = 3,
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Fig. 4. Sum-rate versus the HAP’s transmit power.
βhap,Ui = 0, and βirs,Ui = 3, respectively. Unless otherwise
stated, other parameters are given as follows: ρ = 0.8, η = 0.8,
σ2
h
= −110 dBm, Pu,sat = 5 mW, Pirs,sat = 0.8 W, µ = 10
mW [17], Pc,i = 20 mW, N = 10, K = 20, P = 40 dBm,
xr = 3 m, xh = 0.5 m, and xu = 6 m. The scheme with
random design of phase shifts, the scheme with random EH
time, and the scheme without IRS are used as benchmarks for
performance comparisons.
Fig. 4 shows the influence of the HAP’s transmit power on
the average system sum-rate. As expected, the average sum-
rate is improved with the increase of the HAP’s transmit power
because the users can harvest more energy when the HAP’s
transmit power is higher. Further, according to Proposition 2,
the time needed for the IRS’s EH in the TS scheme can be
reduced when the transmit power of the HAP is increased. This
gives more time for the IRS to assist in downlink ET from the
HAP to the users, which boosts the harvested energy at the
user and consequently improves the sum-rate. As for the PS
scheme, increasing the HAP’s transmit power results in higher
amplitude reflection coefficient according to Proposition 4,
which enhances the users’ harvested energy. It can be seen
that our proposed schemes with optimized phase shift design
outperform the benchmark ones for both the TS and PS
schemes. The figure also shows that when P ≤ 30 dBm, there
is no gain in using the IRS for improving the performance of
WPCN for the PS scheme, which is consistent with what has
been noted in Lemma 1. When P ≥ 40 dBm, the average sum-
rate achieved by the PS scheme becomes stable. It is because
the maximum harvested power by the IRS and users is limited
by the values of their saturation power.
In Fig. 5, we study the impact of the number of IRS
reflecting elements on the average sum-rate. It can be clearly
observed that our proposed schemes can achieve a significant
gain in terms of the average sum-rate compared with other
schemes. As the number of IRS elements increases, the sum-
rate achieved by our proposed schemes first increases and then
reduces. It is because increasing the number of elements can
provide additional transmission links for the ET and IT but
also increases the circuit power consumption of the IRS, which
thus reduces the users’ IT time . If the improved channel power
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Fig. 5. Sum-rate versus the number of IRS reflecting elements.
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Fig. 6. Sum-rate versus the number of users.
gains can compensate for the reduction of IT time, the sum-
rate can be improved; otherwise, the sum-rate reduces. This
observation indicates that setting an appropriate number of IRS
elements is important for performance enhancement. For the
scheme without IRS, the sum-rate is smallest. It is because
the received power at each user from the HAP through the
direct link only is limited, thus more time is required to harvest
energy to power its circuit, and the remaining energy and time
for the IT is relatively small. It is also worth mentioning that
even the schemes with random phase shifts and the schemes
with random EH time can bring performance gains to the
WPCN. That is because the RF energy can still be transferred
from the HAP to the users through the reflecting links [48].
It endorses the effectiveness of using the IRS for performance
enhancement.
In Fig. 6, we study the effect of the number of network users
on the average sum-rate. Again, the proposed IRS-assisted
WPCN with optimal phase shift design notably outperforms
the other schemes. It can be observed that the average sum-
rate is increasing with the number of users because more
energy can be harvested with the increase of the number of
users. Nevertheless, the average sum-rate does not increase
when the number of users reaches a high number, e.g., over
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10 users. The reason for this observation is that adding new
users implies that more time is needed for the IT phase, which
in consequence decreases the ET phase duration. Shorter ET
duration in the TS scheme means that less time will be left for
the IRS to assist in the downlink ET. In the PS scheme, the
IRS needs to decrease its amplitude reflection coefficient βe
to compensate for the loss of energy incurred by shortening
the ET duration. Therefore, the gain brought by incrementing
the number of users is neutralized by shortened ET time and
the average sum-rate converges to an upper bound.
Next, we investigate the effect of users’ locations on the
sum-rate performance. As shown in Fig. 7, increasing xu
results in sum-rate reduction because as xu increases, the
users move further from both the HAP and IRS. Therefore,
the signals received by the users in the ET phase from both
the HAP and the IRS become weaker. Similarly, the signals
received by the HAP in the uplink IT also get weaker. Once
again, the proposed schemes can significantly outperform the
other benchmark schemes.
Finally, we investigate the impact of the IRS’s location on
the sum-rate performance in Fig. 8. It can be observed that
increasing the distance between the HAP and IRS reduces
the sum-rate for the proposed schemes. It is because as the
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distance increases, the IRS has to spend more time to harvest
sufficient energy to power its operations, which thus reduces
the IT time for users. Compared to the TS scheme, the PS
scheme is more susceptible to the IRS’s location. The reason
is that for the PS scheme, as the distance increases, not only
the users’ IT time but also the amplitude reflection coefficient
at the IRS will be reduced.
VI. CONCLUSIONS
This paper has proposed the hybrid-relaying scheme em-
powered by a self-sustainable IRS to enhance the performance
of WPCN, where the IRS is deployed to improve the efficiency
of downlink ET from the HAP to a number of users and uplink
IT from the users to the HAP. In addition, we have proposed
the TS and PS schemes for the IRS to harvest sufficient
energy from the HAP to power its operations and investigated
system sum-rate maximization problems for both schemes. To
address the non-convexity of each formulated problem, we
have developed the two-step algorithms to efficiently obtain
the near-optimal solution with satisfying accuracy. The special
problems with random phase shifts have also been investigated
to revel the structure of time and energy allocation. Then,
we have performed simulations to evaluate the superiority of
our proposed schemes, which have shown that our proposed
schemes can achieve remarkable sum-rate gain compared to
the baseline WPCN without IRS. From simulation results, we
have also observed that the PS scheme can achieve a better
performance than the TS scheme if the transmit power at the
HAP is large enough or the channel between the HAP and
IRS is strong. However, compared to the PS scheme, the TS
scheme can be more widely applied because it is free from
the constraint defined in Lemma 1 for the PS scheme.
APPENDIX A
PROOF OF PROPOSITION 1
It is straightforward that Ri is an increasing function with
respect to |gHr Θd,igu,i + gh,i |2 for i = 1, . . . , N . Therefore, the
optimal solution of P1 is found when |gHr Θd,igu,i + gh,i |2, ∀i
is maximized. In addition, |gHr Θd,igu,i + gh,i |2 only depends
on Θd,i . As a result, for any given and feasible t and Pu ,
maximizing the objective function of P1 with respect Θd,i is
equivalent to solving the following problem for i = 1, . . . , N
max
Θd, i
|gHr Θd,igu,i + gh,i |2,
s.t. |vd,i,k | = 1, ∀k.
(P-A)
The objective function |gHr Θd,igu,i + gh,i |2 can be rewrit-
ten as |gHr Θd,igu,i |2 + |gh,i |2 + 2|gHr Θd,igu,i | |gh,i | cosα,
where α = arctan
Im(gHr Θd, igu, i )
Re(gHr Θd, igu, i ) − arctan
Im(gh, i )
Re(gh, i ) . It is obvious
that the maximum of |gHr Θd,igu,i + gh,i |2 is achieved if
α = 0, i.e., arg(gHr Θd,igu,i) = arg(gh,i)
∆
= ω. Denoting
vd,i = [vd,i,1, . . . , vd,i,K ]H and φi = diag(gHr )gu,i , we have
gHr Θd,igu,i =
√
ρvH
d,i
φi . Then, P-A can be rewritten as
max
vd, i
|vHd,iφi |2,
s.t. |vd,i,k | = 1, ∀k,
arg(vHd,iφi) = ω.
(P-B)
According to [22], the optimal solution to P-B can be
expressed as v∗
d,i
= e j(ω−arg(φi )) = e j(ω−arg(diag(g
H
r )gu, i )). Then,
the optimal phase shift for the k-th element of the IRS is
expressed as θ∗
d,i,k
= ω−arg(gH
r,k
)−arg(gu,i,k ). This completes
the proof of Proposition 1.
APPENDIX B
PROOF OF PROPOSITION 2
It can be verified that the objective function of P2.1 is an
increasing function with respect to ti and eu,i for i = 1, . . . , N .
Therefore, at the optimal solution, C10 must be met with
equality. The constraint C1 must also be satisfied with equality,
because otherwise we can decrease τ0 and increase τ1, which
results in more harvested energy at the users and larger
transmit energy eu,i,∀i. We can also observe that the right hand
side of C1 is increasing with respect to τ0. Thus, the constraint
C3 must be met with equality at the optimal solution because
otherwise we can always increase τ0 as a result of which τ1 and
users’ harvested energy can also be increased. Similarly, the
constraint C4 must also be an equality at the optimal solution
as otherwise we can increase t0, leading to the increase of τ0
and τ1. Based on the three equalities from the constraints C1,
C3 and C4, we can straightforwardly obtain the optimal value
of τ0 as given by (17).
APPENDIX C
PROOF OF PROPOSITION 3
The dual function of P3.1 is given by G(ξ) =
maxt¯≥0,τ1≥0 L(t¯, τ1, ξ). Karush-Kuhn-Tucker (KKT) condi-
tions are both necessary and sufficient for the optimality of
P3.1 [45], which are given by
∂L
∂ti
= log2
(
1 +
ai + biτ
∗
1
t∗
i
− ci
)
−
ai+biτ
∗
1
t∗
i
ln(2)
(
1 +
ai+biτ
∗
1
t∗
i
− ci
) − ξ∗ = 0, (31)
∂L
∂τ1
=
N∑
i=1
bi
ln(2)
(
1 +
ai+biτ
∗
1
t∗
i
− ci
) − ξ∗ = 0, (32)
ξ∗
[
τ∗0 + τ
∗
1 +
N∑
i=1
t∗i − 1
]
= 0. (33)
Setting zi =
ai+biτ1
ti
− ci and substituting it into (31) and
(32), we have
log2(1 + zi) −
zi + ci
ln(2)(1 + zi)
= ξ∗, (34)
N∑
i=1
bi
ln(2)(1 + zi)
= ξ∗ . (35)
It is straightforward to verify that the left hand side of (34) is a
strictly increasing function with respect to zi > 0. Hence, there
exists a unique solution, denoted by z∗
i
, satisfying (34). From
(35), we can observe that ξ∗ is upper-bounded by 1
ln(2)
∑N
i=1 bi
and can be thus found by the bisection method. Also, (35)
indicates that ξ∗ > 0. Having τ∗
0
+ τ∗
1
+
∑N
i=1 t
∗
i
= 1 from (33)
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and z∗
i
=
ai+biτ
∗
1
t∗
i
− ci , (25) and (26) are obtained with some
simple mathematical calculations. This thus proves Proposition
3.
APPENDIX D
PROOF OF LEMMA 1
First of all, for the IRS to be able to assist in downlink ET
and uplink IT, we must have
Kµ ≤ Pirs,sat t∗0 (36)
according to C16. Otherwise if Kµ > Pirs,sat t
∗
0
, the IRS
cannot harvest enough energy to power its circuit operations
even if the harvested power reaches its maximum value (i.e.,
saturation power). Furthermore, at optimality, the received
power at the energy harvester of the IRS must not be greater
than the saturation power, because otherwise, the amount
of the reflected power by the IRS can be increased by
increasing the amplitude reflection coefficient, without affect-
ing the amount of harvested power at the IRS. Therefore,
we must have ηPh(1 − β∗2e )| |hr | |2 ≤ Pirs,sat . Therefore,
min{ηPh(1− β∗2e )| |hr | |2, Pirs,sat } = ηPh(1− β∗2e )| |hr | |2. Now,
according to the energy causality constraint of the IRS in
C16, we have Kµ ≤ ηPh(1− β∗2e )| |hr | |2t∗0 . Thus, β∗e is upper-
bounded by
β∗e ≤
√
1 − Kµ/(ηPh | |hr | |2t∗0). (37)
To ensure a feasible value for β∗e, the following condition must
be satisfied:
Kµ ≤ ηPh | |hr | |2t∗0 . (38)
From (36) and (38) and the fact that t∗
0
< 1, we obtain
Kµ < min{ηPh | |hr | |2, Pirs,sat }. Lemma 1 is thus proved.
At the optimal solution, the amplitude reflection coefficient
must be set to its upper-bound to maximize the amount of
reflected power from the IRS. Therefore, according to (37),
β∗e is calculated as β
∗
e =
√
1 − Kµ/(ηPh | |hr | |2t∗0), where
max{ Kµ
ηPh | |hr | |2 ,
Kµ
Pir s,sat
} < t∗
0
< 1 according to (36) and (38).
This thus proves Proposition 4.
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