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Abstract
In several multicriteria decision making problems, it is important to consider interactions among
criteria in order to satisfy the preference relations provided by the decision maker. This can be
achieved by using aggregation functions based on fuzzy measures, such as the Choquet integral and
the multilinear model. Although the Choquet integral has been studied in a large number of works,
one does not find the same literature with respect to the multilinear model. In this context, the
contribution of this work is twofold. We first provide a formulation of the multilinear model by
means of a 2-additive capacity. A second contribution lies in the problem of capacity identification.
We consider a supervised approach and apply optimization models with and without regularization
terms. Results obtained in numerical experiments with both synthetic and real data attest the
performance of the considered approaches.
Keywords: multiple criteria analysis, multi-attribute utility theory, multilinear model, 2-additive
capacity, capacity identification
1. Introduction
Consider a set of objects of interest (or alternatives) X ⊆ X1 × . . . ×Xm evaluated according
to a set C of m criteria. Let us assume that the evaluation of an alternative x ∈ X with respect
to the criterion i is given by the value function ui(xi), xi ∈ Xi. Moreover, consider that the global
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evaluation of x is given by the overall value function
U(x) = F (u(x)), (1)
where u(x) = (u1(x1), . . . , um(xm)) and F (·) is an aggregation function, which is nondecreasing in
its arguments. This model, called decomposable or separable (see (Blackorby et al., 1978)), has
been widely studied in the literature (see, e.g., the works of Greco et al. (2004) and Bouyssou and
Pirlot (2004)). For simplicity of notation, let us refer to ui(xi) as ui.
In multi-attribute utility theory (MAUT) (Keeney and Raiffa, 1976), the decision maker is
generally concerned in how to model preference relations among the set of alternatives, represented
by
x  x′ ⇔ U(x) ≥ U(x′), ∀x,x′ ∈ X, (2)
where  indicates that x is at least as good as x′. Therefore, the preference relations (2) depend
on the form of the aggregation function F (·), which is based on the hypotheses about the addressed
multicriteria decision making (MCDM) problem (Figueira et al., 2016).
A well-known aggregation function is the Weighted Arithmetic Mean (WAM), expressed by
FWAM (u(x)) =
m∑
i=1
wiui, (3)
where wi (wi ≥ 0,
∑m
i=1wi = 1) represents the weight factor associated with criterion i. In order
to apply the WAM, one assumes that the decision criteria are mutually preferentially indepen-
dent (Keeney and Raiffa, 1976). However, since this assumption does not hold in several practical
situations, there are some limitations by using the WAM to model preference relations (Grabisch
and Labreuche, 2016). In this context, one may use an aggregation function that takes into account
the interaction among criteria, such as the Choquet integral (Choquet, 1954) or the multilinear
model (Owen, 1972). For instance, Choquet integral has been applied in several areas, such as in
ergonomics (Raufaste et al., 2001; Grabisch et al., 2006), supply chain management (Feyzioglu and
Bu¨yu¨ko¨zkan, 2010), tourism (Li et al., 2013) and project evaluations (Bottero et al., 2018).
Both the Choquet integral and the multilinear model represent the interaction among criteria
through a capacity (Choquet, 1954), which is a set function µ : 2C → < satisfying the following
axioms:
• µ(∅) = 0 and µ(C) = 1 (boundedness),
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• if A ⊆ B ⊆ C, µ(A) ≤ µ(B) ≤ µ(C) (monotonicity).
The (discrete) Choquet integral (Choquet, 1954) takes into account the interaction among cri-
teria through a piecewise linear procedure. It is defined as follows:
FCI(x) =
m∑
i=1
(u(i) − u(i−1))µ({(i), . . . , (m)}), (4)
where u(i) indicates a permutation of the indices i so that 0 ≤ u(1) ≤ . . . ≤ u(m) ≤ 1 (with
u(0) = 0). An interesting remark is that, assuming that all the value functions ui(·), i = 1, . . . ,m,
are commensurate, the Choquet integral is obtained as the parsimonious linear interpolation of F (·)
over the vertices of the hypercube [0, 1]m (Grabisch, 2016). Therefore, the capacity coefficients µ(A)
that are used in (4) depend on the order that we have in the set of evaluations (u1, . . . , um).
A second popular nonlinear aggregation function is the multilinear model (Owen, 1972; Keeney
and Raiffa, 1976), which is defined as follows:
FML(x) =
∑
A⊆C
µ(A)
∏
i∈A
ui
∏
i∈A
(1− ui) , (5)
where ui ∈ [0, 1] and A is the complement set of A. It is an approach that comprises a polynomial
aggregation of the criteria evaluations. Moreover, differently from the Choquet integral, (5) does not
need the commensurability assumption and is obtained as the linear interpolation using all vertices
of the hypercube [0, 1]m (Grabisch, 2016). Therefore, in the multilinear model, all the capacity
coefficients are used to aggregate the criteria evaluations.
One may note that, in both cases, other than the parameters associated with each individual
criterion, one also considers the ones that are associated with coalitions of two or more criteria.
In this case, the number of parameters to be determined, given by 2m − 2, increases exponentially
with the number of criteria, which may bring a difficulty for the decision maker to perform capacity
identification. Therefore, in order to deal with this issue, one may use techniques based on learn-
ing through data (the focus of this paper), semantics or a combination of both (Grabisch, 1996).
Moreover, one may also consider a 2-additive capacity (Grabisch, 1997), which simplifies the model
by taking into account only interactions among pairs of criteria and the parameters associated with
singletons. In this case, one reduces the number of parameters to be identified to m(m+ 1)/2− 1.
For further discussions about 2-additive aggregation functions see Kolesa´rova´ et al. (2018).
Several works in the literature address the capacity identification problem in the context of Cho-
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quet integral (Grabisch et al., 2008). For instance, one may find supervised approaches (Grabisch,
1995; Marichal and Roubens, 2000; Miranda et al., 2003; Combarro and Miranda, 2006; Angilella
et al., 2010, 2015), supervised approaches with regularization (Anderson et al., 2014; Adeyeba et al.,
2015; Oliveira et al., 2017) and non-supervised approaches (Kojadinovic, 2004, 2008; Rowley et al.,
2015; Duarte, 2018). However, one does not find the same references with respect to the multilinear
model. In view of this lack of literature, the contribution of this paper is twofold1. The first one is
to exploit the concept of 2-additive capacity in the context of the multilinear model. The obtained
expression, which is, as far as we know, unknown in the literature, has some similarities with respect
to the one in the context of Choquet integral. Therefore, we also provide a parallel between these
two expressions. As a second contribution, we address the problem of capacity identification by
means of a supervised approach. For instance, based on learning data consisting of a set of eval-
uations with respect to a set of alternatives and their associated overall values, our aim here is to
find the multilinear model parameters that can restore as well as possible the given overall values.
Moreover, we also exploit the application of a regularization term in the optimization model, which
may contribute to find a capacity that can better deal with new data other than the one used in
the learning algorithm.
The rest of this paper is organized as follows. Section 2 presents the concept of interaction
among criteria. In Section 3, we formalize the multilinear model expression by using a 2-additive
capacity and provide a comparison with the Choquet integral. Section 4 addresses the problem of
capacity identification. In Section 5, we conduct numerical experiments in both synthetic and real
data. Finally, our conclusions and future perspectives are described in Section 6.
2. The notion of interaction among criteria
A desired feature in MCDM methods is how to interpret the parameters of the considered
aggregation function. In the context of the multilinear model, it has been shown that (see Grabisch
et al. (2000) and Grabisch (2016), Ch. 6) this can be achieved by using the Banzhaf interaction
index proposed by Roubens (1996), which is defined by
IB(A) =
1
2|C|−|A|
∑
D⊆C\A
∑
D′⊆A
(−1)|A|−|D′| µ(D′ ∪D), ∀A ⊆ C, (6)
1It is worth mentioning that a preliminary discussion on this subject was presented in the conference paper (Pele-
grina et al., 2018).
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where |C| and |A| represent the cardinalities of the set C and subset A, respectively. It is worth
mentioning that this concept is based on the work developed by Banzhaf in game theory (Banzhaf,
1965). Moreover, one may note that, given IB(A), ∀A ⊆ C, the capacity can be retrieved through
the equation
µ(A) =
∑
D⊆C
(
1
2
)|D|
(−1)|D\A| IB(D), ∀A ⊆ C. (7)
For coalitions of two or more criteria, IB(A) is difficult to interpret. However, if |A| ≤ 2, the
obtained values have a clear meaning. For instance, if one takes into account a singleton i, (6) leads
to the Banzhaf power index φB({i}), expressed by
φB({i}) = 1
2|C|−1
∑
D⊆C\{i}
[µ(D ∪ {i})− µ(D)] . (8)
This index, which lies in the range [0, 1], can be interpreted as the marginal contribution of criterion
i alone in all coalitions. Now, if one considers a pair of criteria i, i′, (6) leads to
IB(
{
i, i′
}
) =
1
2|C|−2
∑
D⊆C\{i,i′}
[
µ(D ∪ {i, i′})− µ(D ∪ {i})− µ(D ∪ {i′}) + µ(D)] . (9)
In this case, IB({i, i′}) lies in the range [−1, 1] and can be viewed as the interaction degree of coalition
of criteria i, i′, taking into account all possible coalitions. Moreover, IB({i, i′}) < 0 indicates a
negative interaction (or a redundant effect) among criteria i, i′, which means that it is sufficient to
consider either i or i′ in order to achieve a good global evaluation. On the other hand, IB({i, i′}) > 0
indicates a positive interaction (or a complementary effect) among criteria i, i′, which means that
it is important to satisfy both i and i′ in order to achieve a good global evaluation. IB({i, i′}) = 0
indicates no interaction and the criteria i, i′ act independently (Grabisch, 2000). From now on, in
order to avoid a heavy notation, we refer to φB({i}) and IB({i, i′}) as φBi and IBi,i′ , respectively.
3. The 2-additive multilinear model
In this section, we derive the expression of the multilinear model when the underlying capacity
is 2-additive. For instance, consider the object of interest x ∈ X and its evaluations u(x) =
(u1, u2, . . . , um). An alternative representation of the multilinear model is given by
FML(x) =
∑
A⊆C
a(A)
∏
i∈A
ui, (10)
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where a(A) is the Mo¨bius transform of µ (Rota, 1964), given by
a(A) =
∑
B⊆A
(−1)|A\B|µ(B), ∀A ⊆ C. (11)
One may also express the Mo¨bius transform in terms of IB(B), i.e.,
a(A) =
∑
B⊇A
(
−1
2
)|B|−|A|
IB(B), ∀A ⊆ C. (12)
Moreover, given the Mo¨bius transform, the capacity can be retrieved as follows:
µ(A) =
∑
D⊆A
a(D), ∀A ⊆ C. (13)
A 2-additive capacity is such that a(A) = 0 for any A ⊆ C, |A| > 2 and IB(B) = 0 for any
B ⊆ C, |B| > 2 (Grabisch, 1997). Therefore,
FML(x) =
∑
A⊆C,
|A|≤2
a(A)
∏
i∈A
ui
=
∑
A⊆C,
|A|≤2
∑
B⊇A,
|B|≤2
(
−1
2
)|B|−|A|
IB(B)
∏
i∈A
ui
=
∑
B,
|B|≤2
(
−1
2
)|B|
IB(B) +
∑
i
∑
B3i,
|B|≤2
(
−1
2
)|B|−1
IB(B)ui +
∑
{i,i′}
∑
B⊇{i,i′},
|B|≤2
(
−1
2
)|B|−2
IB(B)uiui′
= IB(∅)− 1
2
∑
i
φBi +
1
4
∑
i,i′
IBi,i′ +
∑
i
ui
(
φBi −
1
2
∑
i′
IBi,i′
)
+
∑
i,i′
uiui′I
B
i,i′
If we express the axioms of a capacity in a 2-additive model and in terms of the Banzhaf
interaction index, one achieves the following (see Appendix A for further details):
• µ(∅) = 0→ IB(∅)− 12
∑
i
φBi +
1
4
∑
i,i′
IBi,i′ = 0;
• µ(C) = 1→ IB(∅) + 12
∑
i
φBi +
1
4
∑
i,i′
IBi,i′ = 1;
• µ({A ∪ i})− µ(A) ≥ 0→ φBi − 12
∑
i′ 6=i
∣∣∣IBi,i′∣∣∣ ≥ 0, ∀i ∈ C.
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Moreover, since IBi,i′ may be positive or negative, we can write for every i ∈ C
∑
i′
IBi,i′ =
∑
i′
∣∣IBi,i′∣∣− 2 ∑
i′,
IB
i,i′<0
∣∣IBi,i′∣∣ .
Therefore, based on the aforementioned results, one obtains
FML(x) =
∑
i
ui
(
φBi −
1
2
∑
i′
IBi,i′
)
+
∑
i,i′
uiui′I
B
i,i′
FML(x) =
∑
i
ui
(
φBi −
1
2
∑
i′
∣∣IBi,i′∣∣
)
+
∑
i
ui
∑
i′,IB
i,i′<0
∣∣IBi,i′∣∣+∑
i,i′
uiui′I
B
i,i′
=
∑
i
ui
(
φBi −
1
2
∑
i′
∣∣IBi,i′∣∣
)
+
∑
IB
i,i′<0
(ui + ui′)
∣∣IBi,i′∣∣+ ∑
IB
i,i′>0
uiui′I
B
i,i′ −
∑
IB
i,i′<0
uiui′
∣∣IBi,i′∣∣
=
∑
i
ui
(
φBi −
1
2
∑
i′
∣∣IBi,i′∣∣
)
+
∑
IB
i,i′<0
(ui + ui′ − uiui′)
∣∣IBi,i′∣∣+ ∑
IB
i,i′>0
uiui′I
B
i,i′
Finally, we observe that the above expression comprises an additive term, a disjunctive term
Np(ui, ui′) = ui+ui′ −uiui′ , which turns out to be the t-conorm usually called probabilistic sum of
(ui, ui′), and a conjunctive term Tp(ui, ui′) = uiui′ , which is the product t-norm of (ui, ui′) (Klement
et al., 2000; Beliakov et al., 2007). Therefore, the 2-additive multilinear model may be written as
FML(x) =
∑
i
ui
(
φBi −
1
2
∑
i′
∣∣IBi,i′∣∣
)
+
∑
IB
i,i′<0
Np(ui, ui′)
∣∣IBi,i′∣∣+ ∑
IB
i,i′>0
Tp(ui, ui′)I
B
i,i′ . (14)
We may remark that (14) is similar to the 2-additive expression of the Choquet integral (Gra-
bisch, 2000), which is given by
FCI(x) =
∑
i
ui
(
φSi −
1
2
∑
i′
∣∣ISi,i′∣∣
)
+
∑
IS
i,i′<0
(ui ∨ ui′)
∣∣ISi,i′∣∣+ ∑
IS
i,i′>0
(ui ∧ ui′)ISi,i′ , (15)
where φSi and I
S
i,i′ are the power and the interaction indices corresponding to the Shapley value (Shap-
ley, 1953; Grabisch, 1997), ∨ represents the maximum operator (also a t-conorm) and ∧ represents
the minimum operator (also a t-norm). In that respect, since for a 2-additive capacity φBi = φ
S
i =: φi
and IBi,i′ = I
S
i,i′ =: Ii,i′ (Marichal and Roubens, 2000), one may generalize both aggregation functions
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by the following:
FN,T(x) =
∑
i
ui
(
φi − 1
2
∑
i′
∣∣Ii,i′∣∣
)
+
∑
Ii,i′<0
N(ui, ui′)
∣∣Ii,i′∣∣+ ∑
Ii,i′>0
T(ui, ui′)Ii,i′ , (16)
where N is a t-conorm and T is a t-norm2.
3.1. A graphical interpretation when m = 2
We here provide a graphical interpretation of the aggregation of the 2-additive multilinear model.
We consider the same approach discussed in (Grabisch, 2000) and we restrict our analysis to the
case of m = 2. In this case, one may represent the multilinear model by
FML(x) =
 u1
(
φB1 − 12IB1,2
)
+ u2
(
φB2 − 12IB1,2
)
+ Tp(u1, u2)I
B
1,2, I
B
1,2 ≥ 0
u1
(
φB1 +
1
2I
B
1,2
)
+ u2
(
φB2 +
1
2I
B
1,2
)
+ Np(u1, u2)
∣∣IB1,2∣∣ , IB1,2 ≤ 0 (17)
Moreover, by exploiting the axioms of a capacity, it is possible to obtain the following:
• IB(∅)− 12
∑
i
φBi +
1
4
∑
i,i′
IBi,i′ = 0→ IB(∅)− 12
(
φB1 + φB2
)
+ 14I
B
1,2 = 0;
• IB(∅) + 12
∑
i
φBi +
1
4
∑
i,i′
IBi,i′ = 1→ IB(∅) + 12
(
φB1 + φB2
)
+ 14I
B
1,2 = 1;
• φBi − 12
∑
i′ 6=i
∣∣∣IBi,i′∣∣∣ ≥ 0→ φBi ± 12IB1,2 ≥ 0, ∀ i ∈ {1, 2} .
Based on the first two results, one concludes that φB1 + φB2 = 1. Therefore, one may represent
this scenario in the
(
φB1 , IB1,2
)
coordinates, which is illustrated in Figure 1.
If we consider the horizontal axis, in which IB1,2 = 0, Equation (17) becomes
FML(x) = u1φ
B
1 + u2φ
B
2 , (18)
i.e. a weighted mean. One may remark that, for the extreme cases of φB1 = 0 or φB2 = 0, one obtains
FML(x) = u2 or FML(x) = u1, respectively.
On the other hand, if we consider the vertical axis, in which φB1 = φB2 = 1/2, Equation (17)
becomes
FML(x) = u1
(
1
2
− 1
2
IB1,2
)
+ u2
(
1
2
− 1
2
IB1,2
)
+ u1u2I
B
1,2, (19)
2For further discussion on generalizations of the Choquet integral and the multilinear model, see (Kolesa´rova´ et al.,
2012), who argue that T and N should be rather a (quasi-)copula and its dual N(x, y) = x+ y −T(x, y).
8
Multilinear
model
𝐼1,2
ℬ
𝜙1
ℬ
1
−1
0 1
𝐓𝐩(𝑢1, 𝑢2)
𝐍𝐩(𝑢1, 𝑢2)
Multilinear function
Weighted mean
𝑢2 𝑢1
Figure 1: Graphical interpretation of multilinear model when m = 2 criteria.
i.e., a bilinear function (Keeney and Raiffa, 1976) with weights
(
1
2 − 12IB1,2
)
,
(
1
2 − 12IB1,2
)
and IB1,2.
One also may remark that, for the extreme cases of IB1,2 = 1 or IB1,2 = −1, one obtains FML(x) =
Tp(u1, u2) = u1u2 or FML(x) = Np(u1, u2) = u1 + u2 − u1u2, respectively.
4. The problem of capacity identification
An important task in MAUT is how to define the parameters of the aggregation function. In this
section, we address the problem of capacity identification in the context of the multilinear model by
means of a supervised approach, i.e., based on learning data. For instance, we consider as learning
data the evaluations ui,j of a set of n alternatives xj ∈ X, j = 1, . . . , n, and their associated overall
values y(u(xj)). These data will be used to retrieve a capacity µ that leads to overall evaluations
FML(u(xj)) as close as possible to y(u(xj)), for all j = 1, . . . , n. As will be discussed in the sequel,
one exploits identification methods with and without the application of regularization terms.
4.1. Supervised approach
Consider a supervised approach whose aim is to minimize the mean squared error between
the obtained evaluations FML(u(xj)) and the desired ones y(u(xj)) (collected from learning data).
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Mathematically, this cost function (or representation error) is given by
E =
n∑
j=1
(FML(u(xj))− y(u(xj)))2 . (20)
Since the aggregation in multilinear model is linear with respect to the capacity coefficients, one
can also represent (20) in terms of vectors and matrices. In this case, consider the set of capacity
values µ = [µ(∅), µ({1}), . . . , µ({1, 2}), . . . , µ({1, 2, . . .}), . . . , µ(C)]T in cardinal-lexicographic repre-
sentation3, the set of desired evaluation y = [y(u(x1)), y(u(x2)), . . . , y(u(xn))]
T and the following
matrix:
P =

∏
i∈C
(1− ui,1)
∏
i∈C
(1− ui,2) . . .
∏
i∈C
(1− ui,n)
u1,1
∏
i∈{1}
(1− ui,1) u1,2
∏
i∈{1}
(1− ui,2) . . . u1,n
∏
i∈{1}
(1− ui,n)
...
...
. . .
...∏
i∈C
ui,1
∏
i∈C
ui,2 . . .
∏
i∈C
ui,n

.
Since the minimization of E =
∑n
j=1 (FML(u(xj))− y(u(xj)))2 = µTPPTµ− 2yTPTµ+ yTy is
equivalent to the minimization of µTPPTµ−2yTPTµ, the optimization problem can be represented
in a quadratic form by
min
µ
1
2
µTQµ+ vTµ
s.t. Lµ = [0, 1]T
Mµ ≤ 0
(21)
where Q = 2PPT , v = −2Py and the matrices L and M guarantee that the axioms of a capacity
(boundedness and monotonicity, respectively) are satisfied. For instance, in a scenario with m = 2
criteria, we have
L =
1 0 0 0
0 0 0 1
 and M =

1 −1 0 0
1 0 −1 0
0 1 0 −1
0 0 1 −1
 .
3We refer to µ in cardinal-lexicographic representation as a vector in which the elements are sorted according to
their cardinality and, for each cardinality, based on the lexicographic order.
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4.1.1. Example
In this section, we provide an illustrative example in order to verify the performance of the
quadratic model (21) in several synthetic decision problems. Other than the multilinear model, we
also considered the identification problem with respect to the Choquet integral4. For instance, we
consider decision problems with m = 3, m = 4 and m = 5 criteria and with a number of alternatives
varying from 1 to 50. With respect to the performance index, we calculate the squared error
eµ =
∑
A⊆C,A6=∅,A 6=C
(µ(A)− µˆ(A))2 , (22)
where µ is the capacity used to obtain the global evaluations y(u(xj)) and µˆ is the retrieved one.
Figure 2 presents the obtained results (averaged over 1000 simulations). It is worth mentioning
that we randomly generated the capacity µ according to the Random-Node Generator5 proposed
by Havens and Pinar (2017). With respect to u(xj), we considered a uniform distribution in the
range [0, 1].
Figure 2: Mean squared error for different number of alternatives.
By taking the multilinear model, one may note that, for 3, 4 and 5 criteria, eµ ≈ 0 when we have
4For further details about the quadratic model in the context of Choquet integral, the interested readers may
see (Anderson et al., 2014).
5Since the analyses conducted by Havens and Pinar (2017) pointed out that the Random-Node Generator performs
better (e.g. in the resulting distribution of the capacity coefficients) compared to other methods exploited by the
authors, we adopted this procedure in our experiments.
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at least (23), (24) and (25) learning data, respectively. However, one needs more samples in order
to achieve the same performance by considering the Choquet integral. This can be explained by the
fact that, as mentioned in Section 1, only a subset of the capacity coefficients are used when applying
the Choquet integral, which depends on the order of the set of evaluations. Therefore, the matrix P
applied in the optimization model may have zero columns, which will not lead to the identification
of the associated parameters. In that respect, in order to achieve a similar performance with respect
to the multilinear model, one must guarantee that the considered learning data “activates” all the
parameters that should be retrieved.
For both aggregation functions, if one does not have enough learning data, the problem is ill-
posed, and the retrieved capacity is not necessarily the desired one. In this case, one may consider
more information in the optimization model in order to retrieve the correct capacity or, at least,
to obtain a set of parameters with a high level of generalization. We address this issue in the next
section.
4.2. A supervised approach with regularization
The quadratic problem (21) may be ill-posed, which brings a difficulty in identifying the capacity.
In that respect one may use a regularization term in order to deal with this ill-posed optimization
problem. For instance, as discussed in the context of Choquet integral (Adeyeba et al., 2015), one
may apply the `1-norm of µ, expressed by
6
‖µ‖1 =
∑
A⊆C
µ(A). (23)
By using this regularization term in our problem, one achieves the following optimization model:
min
µ
1
2
µTQµ+ vTµ+ λ ‖µ‖1
s.t. Lµ = [0, 1]T
Mµ ≤ 0
(24)
where λ is a constant. Therefore, the solution of (24) provides a vector µ whose most part of
the elements are close to zero. However, as pointed out in (Oliveira et al., 2017), the `1-norm
regularization is more meaningful when applied to the interaction index IS(A).
6The `1-norm of a p-dimensional vector α ∈ Rp is given by ‖α‖1 =
∑p
l=1 |αl|. Therefore, in Equation (23), since
µ(A) ≥ 0, ∀A ⊆ C, one may eliminate the absolute value.
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In the context of the multilinear model, in order to adjust the aforementioned optimization model
by taking into account the set of interaction indices IB =
[
IB(∅), IB({1}), . . . , IB({1, . . .}), . . . , IB(C)]T
as variables, one replaces the capacity by using (6). Therefore, one obtains the following optimiza-
tion problem7:
min
IB
1
2
(
IB
)T
Q′IB +
(
v′
)T
IB + λ
∥∥IB∥∥
1
s.t. L′IB = [0, 1]T
M′IB ≤ 0
(25)
where Q′ = STQS, v′ = STv, L′ = LS, M′ = MS and S is the transformation matrix from IB to
µ (i.e. µ = SIB), given by
S =

(
1
2
)|∅|
(−1)|∅\∅| (12)|{1}| (−1)|{1}\∅| . . . (12)|C| (−1)|C\∅|(
1
2
)|∅|
(−1)|∅\{1}| (12)|{1}| (−1)|{1}\{1}| . . . (12)|C| (−1)|C\{1}|
...
...
. . .
...(
1
2
)|∅|
(−1)|∅\C| (12)|{1}| (−1)|{1}\C| . . . (12)|C| (−1)|C\C|
 .
One may note that (25) is not quadratic anymore. However, by considering a set of auxiliary
variables (Vanderbei, 2014), it is possible to turn (25) into a quadratic problem. Moreover, we can
include a vector zγ = [zγ(∅), zγ({1}), . . . , zγ({1, . . .}), . . . , zγ(C)]T , such that
zγ(A) =
 1, if |A| > γ0, otherwise ,
which controls the application of the `1-norm in a subset of all the interaction indices. Indeed,
consider that IB = IB+ − IB−, with both IB+, IB− ≥ 0, and ∣∣IB∣∣ = IB+ + IB−. Moreover, define
I˜B =
IB+
IB−
 , Q′′ =
 Q′ −Q′
−Q′ Q′
 , v′′ =
λzγ + v′
λzγ − v′
 , L′′ = [L′ −L′] and M′′ = [M′ −M′] .
7It is worth mentioning that, for λ = 0 and IB(A) = 0 for all A such that |A| ≥ 3, (25) leads to the optimization
model by means of a 2-additive capacity.
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The optimization problem described in (25) may be expressed, in a quadratic fashion, as follows:
min
I˜B
1
2
(
I˜B
)
Q′′I˜B +
(
v′′
)T
I˜B
s.t. L′′I˜B = [0, 1]T
M′′I˜B ≤ 0
I˜B ≥ 0
(26)
The rationality behind the use the `1-norm regularization in the interaction index I
B(A) relies
on the search for a simpler model, in which a considerable number of parameters tends to be equal to
zero. Therefore, one achieves a sparse solution for IB, whose sparsity level depends on the λ value.
For example, if we consider γ = 1, the solution of (26) promotes a set of interaction indices in which
IB(A), |A| ≥ 2, is close to zero. Conversely, if we consider γ = 2, the solution of (26) promotes a set
of interaction indices in which IB(A), |A| ≥ 3, is close to zero. Therefore, one reduces the flexibility
of the model to arbitrarily adjust the set of parameters in the identification problem. The price to
be paid is that, by decreasing the level of flexibility, one may increase the representation error E
between the obtained evaluations and the desired ones (expressed in Equation (20)). We provide a
further discussion on this topic in the experiment on real data.
Although a simpler model may achieve a larger value of E in the training step, depending on
the addressed MCDM problem, the retrieved capacity may be close to the correct one. Moreover,
one may also find parameters that lead to a better generalization by applying the retrieved capacity
in a dataset other than the one used in the training step. These insights are further discussed in
the next section.
5. Numerical experiments
5.1. Experiments with synthetic data
The first experiment comprises the application of the considered methods with a set of synthetic
data. For instance, consider the following notation:
• WRE: Supervised approach without regularization, expressed in Equation (21);
• RE2: Supervised approach with regularization, expressed in Equation (26), with γ = 2;
• 2AD: Supervised approach by means of a 2-additive capacity, expressed in Equation (25), with
λ = 0 and IB(A) = 0 for all A such that |A| ≥ 3;
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• RE1: Supervised approach with regularization, expressed in Equation (26), with γ = 1;
• WAM: Weighted arithmetic mean (additive function).
The data were generated according to the procedure described in (Grabisch, 1995). We consid-
ered n = 81 learning data, with m = 4 criteria. For each evaluation ui,j , we randomly selected a
value belonging to the set {0, 0.5, 1}. Therefore, the global evaluation of alternative xj was obtained
by the following expression:
y(u(xj)) = FML(u(xj)) + g, (27)
where g represents an additive Gaussian noise with variance σ2 = 0.0125.
Let us consider the weights λRE1 = 1 and λRE2 = 0.015 for RE1 and RE2 methods, respectively.
It is worth mentioning that, in all analysis conducted in this paper, the adopted λRE1 and λRE2
were experimentally defined. The application of WRE, RE2, 2AD, RE1 and WAM methods in the
capacity identification problem leads to the representation errors EWRE = 0.0112, ERE2 = 0.0116,
E2AD = 0.0118, ERE1 = 0.0616 and EWAM = 0.2254, respectively. The retrieved capacities and
interaction indices are described in Table 1, which also presents the mean squared error between
the correct capacity and the retrieved ones, given by
µ =
1
2m − 2
∑
A⊆C,A6=∅,A 6=C
(µ(A)− µˆ(A))2 , (28)
and the mean squared error between the correct interaction indices and the retrieved ones, given by
IB =
1
2m
∑
A∈C
(
IB(A)− IˆB(A)
)2
. (29)
With respect to the WAM method, one obtains the set of weights w = [0.0825, 0.1850, 0.1581, 0.5744].
As expected, the WRE method achieved the lower representation error E. However, if we
compare the considered approaches under the light of the retrieved capacity, both RE2 and 2AD
methods provided the better results (lower values of both µ and IB).
In order to further exploit this analysis, let us verify the generalization ability of the considered
approaches. For instance, we divided the samples in two sets. The first set is used in the training
step, which leads to the parameters identification, and the second one is used in the test, which
validates the retrieved capacity. Assume that one has 12 samples for training (a subset of all
samples less than 2m − 2 criteria) and that the other 69 samples will be used for test. Moreover,
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Table 1: Retrieved capacity and interaction indices (all synthetic learning data).
Capacity µ(A) Interaction index IB(A)
A Correct WRE RE2 2AD RE1 A Correct WRE RE2 2AD RE1
{∅} 0 0 0 0 0 {∅} 0.5511 0.5518 0.5519 0.5518 0.5263
{1} 0.1 0.1029 0.0991 0.0994 0.0904 {1} 0.0743 0.0750 0.0770 0.0776 0.0802
{2} 0.2105 0.2094 0.2066 0.2050 0.1988 {2} 0.1610 0.1581 0.1595 0.1610 0.1722
{3} 0.2353 0.2441 0.2334 0.2298 0.1843 {3} 0.1811 0.1792 0.1792 0.1797 0.1685
{4} 0.6667 0.6823 0.6749 0.6728 0.6316 {4} 0.5796 0.5786 0.5810 0.5818 0.5791
{1, 2} 0.3 0.2992 0.2994 0.2988 0.2891 {1, 2} -0.0082 0.0007 -0.0056 -0.0056 ≈ 0
{1, 3} 0.3235 0.3212 0.3241 0.3222 0.2746 {1, 3} -0.0093 -0.0099 -0.0083 -0.0070 ≈ 0
{1, 4} 0.7333 0.7328 0.7438 0.7412 0.7016 {1, 4} -0.0297 -0.0247 -0.0295 -0.0311 -0.0204
{2, 3} 0.4211 0.4216 0.4219 0.4225 0.3830 {2, 3} -0.0201 -0.0145 -0.0123 -0.0123 ≈ 0
{2, 4} 0.8070 0.7971 0.8053 0.8077 0.7773 {2, 4} -0.0644 -0.0654 -0.0698 -0.0702 -0.0531
{3, 4} 0.8235 0.8152 0.8205 0.8217 0.7844 {3, 4} -0.0725 -0.0798 -0.0820 -0.0809 -0.0315
{1, 2, 3} 0.5 0.5010 0.5063 0.5093 0.4734 {1, 2, 3} 0.0009 -0.0115 ≈ 0 0 ≈ 0
{1, 2, 4} 0.8667 0.8735 0.8692 0.8704 0.8473 {1, 2, 4} 0.0033 0.0121 0.0014 0 ≈ 0
{1, 3, 4} 0.8824 0.8833 0.8810 0.8831 0.8544 {1, 3, 4} 0.0038 0.0165 ≈ 0 0 ≈ 0
{2, 3, 4} 0.9474 0.9445 0.9444 0.9442 0.9300 {2, 3, 4} 0.0080 0.0195 0.0116 0 ≈ 0
{1, 2, 3, 4} 1 1 1 1 1 {1, 2, 3, 4} -0.0006 -0.0537 ≈ 0 0 ≈ 0
Error µ
(×10−4) 0.4002 0.1911 0.2005 9.7187 Error IB (×10−4) 2.2202 0.1480 0.1805 2.1704
let us define λRE1 = 0.1 and λRE2 = 0.0025. Figures 3a and 3b present boxplots
8 of the obtained
representation error E (divided by the number of samples and over 10001 simulations) in training
and test steps, respectively. On may remark that, although the WRE method provides the lower E
value in training step, the validation of the obtained capacity in the test does not lead to the better
results. In this case, the method that achieved the higher levels of generalization were the RE2 and
the 2AD.
In Table 2, we show the retrieved capacity and interaction indices (based on the median rep-
resentation error E in training step over the 10001 simulations). We also present the errors with
respect to the estimation of the capacity and interaction indices. The application of the WAM leads
to w = [0.0997, 0.1860, 0.1870, 0.5273]. Similarly as obtained by considering all the learning data in
the training step, the application of the WRE does not lead to the lower values of µ and IB .
8In each box, the central mark, the top edge and the bottom edge represent the median (q2), the 75th percentile
(q3) and the 25th percentile (q1), respectively. Moreover, the whiskers extend until the extremes points that lies in
the range [q3−1.5(q3−q1), q1 +1.5(q3−q1)], which covers 99,3% of the points, approximately, if the data are normally
distributed. The points outside this range are considered as outliers and were removed from the boxplot.
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(a) Training. (b) Test.
Figure 3: Representation error E based on a subset of the synthetic learning data.
5.2. Experiments with real data
An important issue in ergonomics is the mental workload (Young et al., 2015), which can be
measured by using the well-known NASA Task Load Index (NASA-TLX) (Hart and Staveland,
1988). In the application of this procedure, after performing a task, the user provides subjective
evaluations (in the range [0, 100]) based on six sources: mental demand, physical demand, temporal
demand, performance, effort and frustration. Then, the user also provides 15 pairwise comparisons
among the six sources, which indicate that a specific source contributes to the workload more than
another one. Finally, based on these pairwise comparisons, one determines the “importance” of
each source in the mental workload (the weight associated with the source) and obtains the global
evaluation by means of a weighted arithmetic mean.
In view of the limitations of the WAM, some works investigated the application of a capac-
ity (Raufaste et al., 2001; Grabisch et al., 2006) to provide the global mental workload evaluation.
For instance, other than the six subjective evaluations, the set of users also provide a subjective
global evaluation of the task (also in the range [0, 100]), which is used as a learning data to perform
capacity identification. Therefore, a comparison between the WAM and the Choquet integral can
be exploited in order to verify which aggregation function can better represent the information
provided by the users.
In this paper, we used the dataset described in (Raufaste et al., 2001), which comprises the
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Table 2: Retrieved capacity and interaction indices (subset of the synthetic learning data).
Capacity µ(A) Interaction index IB(A)
A Correct WRE RE2 2AD RE1 A Correct WRE RE2 2AD RE1
{∅} 0 0 0 0 0 {∅} 0.5511 0.5508 0.5523 0.5477 0.5082
{1} 0.1 0.0526 0.0926 0.0971 0.0984 {1} 0.0743 0.0842 0.0857 0.0497 0.0984
{2} 0.2105 0.2038 0.2839 0.1969 0.1741 {2} 0.1610 0.1507 0.1983 0.1570 0.1577
{3} 0.2353 0.3259 0.1465 0.1987 0.1092 {3} 0.1811 0.2021 0.1314 0.2194 0.1091
{4} 0.6667 0.6597 0.6879 0.6982 0.6511 {4} 0.5796 0.5504 0.5836 0.5738 0.6348
{1, 2} 0.3 0.3859 0.3747 0.2941 0.2725 {1, 2} -0.0082 0.0896 -0,0009 ≈ 0 ≈ 0
{1, 3} 0.3235 0.3872 0.3178 0.2981 0.2076 {1, 3} -0.0093 -0.0553 0.0797 0.0023 ≈ 0
{1, 4} 0.7333 0.6755 0.6879 0.6982 0.7496 {1, 4} -0.0297 -0.0231 -0.0907 -0.0971 ≈ 0
{2, 3} 0.4211 0.3811 0.3492 0.4510 0.2831 {2, 3} -0.0201 -0.1097 -0.0812 0.0555 -0.0002
{2, 4} 0.8070 0.7115 0.8827 0.7598 0.7926 {2, 4} -0.0644 -0.0352 -0.0882 -0.1353 -0.0326
{3, 4} 0.8235 0.8373 0.8057 0.8806 0.7603 {3, 4} -0.0725 -0.0556 -0.0277 -0.0163 ≈ 0
{1, 2, 3} 0.5 0.4679 0.5188 0.5505 0.3815 {1, 2, 3} 0.0009 -0.1316 ≈ 0 0 ≈ 0
{1, 2, 4} 0.8667 0.9085 0.8827 0.7598 0.8910 {1, 2, 4} 0.0033 0.0242 0.0018 0 ≈ 0
{1, 3, 4} 0.8824 0.8652 0.8863 0.8829 0.8587 {1, 3, 4} 0.0038 -0.0242 0.0019 0 ≈ 0
{2, 3, 4} 0.9474 0.9500 0.9193 0.9977 0.9016 {2, 3, 4} 0.0080 0.1819 0.0001 0 ≈ 0
{1, 2, 3, 4} 1 1 1 1 1 {1, 2, 3, 4} -0.0006 -0.0551 ≈ 0 0 ≈ 0
Error µ
(×10−2) 0.2809 0.2435 0.1951 0.5177 Error IB (×10−2) 0.4650 0.1380 0.1304 0.1154
subjective evaluations (over the six sources and the global one) provided by a set of 143 users9.
Similarly to the experiments with synthetic data, we firstly apply the considered approaches by
taking into account all the 143 samples as the learning data. Before setting the regularization weights
used in RE1 and RE2 methods, let us investigate the performance of the considered approaches
for different values of λ. Figure 4 illustrates the obtained representation errors. Clearly, in the
case of WRE, 2AD and WAM, E is not affected by λ. However, as highlighted in Section 4.2,
there is a trade-off between regularization and representation error when RE1 and RE2 methods
are applied. In both cases, if one sets λ close to zero, which practically eliminates the regularization
term, the methods achieve the same performance as the WRE. However, if one adopts a large value
of λ, which means that one considers that the minimization of the `1-norm is very important in the
optimization model, the parameters associated with this regularization term will be approximately
9Originally, there were 188 samples, however, one eliminates 45 due to inconsistencies.
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zero. Therefore, RE1 and RE2 will converge to the WAM and 2AD methods, respectively.
Figure 4: Obtained representation error E for different values of λ.
Assume λRE1 = 1 and λRE2 = 0.1 for RE1 and RE2 methods, respectively. The applica-
tion of WRE, RE2, 2AD, RE1 and WAM methods in the capacity identification problem leads to
the representation errors EWRE = 0.9966, ERE2 = 1.0519, E2AD = 1.0901, ERE1 = 1.2116 and
EWAM = 1.4290, respectively. Therefore, one may note that the methods that take into account
interactions among criteria achieved values of representation error E that are considerably lower
compared to the application of the WAM. This means that the aggregation conducted by WAM
may not be sufficient to satisfy the information provided by the users.
The retrieved capacities and interaction indices are described in Table 3, as well as the associated
error. Since we havem = 6 criteria and, therefore, 26 = 64 parameters, for the purpose of illustrating
the obtained results, we only show the ones such that 1 ≤ |A| ≤ 2. It is worth mentioning that the
application of the WAM leads to w = [0.5056, 0, 0.0622, 0.3056, 0.0854, 0.0412].
Aiming at verifying the generalization ability of the considered approaches, let us consider a
training step with a subset of all samples. For instance, consider that one has 100 samples for
training and that the other 43 samples will be used for test. Moreover, let us define λRE1 = 0.1 and
λRE2 = 0.05. Figures 5a and 5b present the boxplots of the obtained representation error E (divided
by the number of samples and over 1001 simulations) in training and test steps, respectively. On
may also remark here that, although the WRE method provides the lower E value in training step,
the validation of the obtained capacity in the test step does not lead to the better results. One also
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Table 3: Retrieved capacity and interaction indices (all real learning data).
Capacity µ(A) Interaction index IB(A)
A WRE RE2 2AD RE1 A WRE RE2 2AD RE1
{1} 0.5580 0.5194 0.4953 0.4671 {1} 0.4414 0.4256 0.4140 0.4608
{2} 0.0001 0.1423 0.1821 0.0375 {2} 0.0979 0.0982 0.0995 0.0352
{3} 0.1344 0.1440 0.1310 0.1076 {3} 0.1194 0.0726 0.0740 0.0648
{4} ≈ 0 0.3032 0.4077 0.3179 {4} 0.2933 0.2977 0.2741 0.3132
{5} 0.0001 0.0044 0.0054 0.0824 {5} 0.1074 0.0787 0.0647 0.0674
{6} 0.0001 0.0168 0.0353 0.1171 {6} 0.0906 0.0840 0.0737 0.0586
{1, 2} 0.5584 0.6275 0.5946 0.5046 {1, 2} -0.0133 -0.0360 -0.0828 ≈ 0
{1, 3} 0.6546 0.6536 0.6262 0.5715 {1, 3} -0.1098 -0.0107 ≈ 0 -0.0031
{1, 4} 0.6196 0.6388 0.7113 0.7756 {1, 4} -0.1879 -0.1989 -0.1917 -0.0094
{1, 5} 0.5581 0.5238 0.5007 0.5495 {1, 5} -0.0953 -0.0151 ≈ 0 ≈ 0
{1, 6} 0.6547 0.5943 0.6426 0.5842 {1, 6} 0.1175 0.0555 0.1121 ≈ 0
{2, 3} 0.3569 0.2864 0.3301 0.1451 {2, 3} 0.0838 0.0001 0.0169 ≈ 0
{2, 4} 0.4237 0.4456 0.4992 0.3555 {2, 4} -0.0514 -0.0523 -0.0906 ≈ 0
{2, 5} 0.0012 0.1467 0.1875 0.1200 {2, 5} 0.0148 ≈ 0 ≈ 0 ≈ 0
{2, 6} 0.0011 0.1591 0.2087 0.1501 {2, 6} -0.0432 -0.0540 -0.0087 -0.0045
{3, 4} 0.4563 0.3279 0.4297 0.4255 {3, 4} -0.1709 -0.1196 -0.1089 ≈ 0
{3, 5} 0.1345 0.1483 0.1360 0.1900 {3, 5} -0.0117 -0.0003 -0.0004 ≈ 0
{3, 6} 0.1344 0.1483 0.1447 0.1422 {3, 6} -0.0397 -0.0134 -0.0216 -0.0824
{4, 5} 00.6464 0.5193 0.5371 0.4004 {4, 5} 0.1745 0.1530 0.1240 ≈ 0
{4, 6} 0.4563 0.5115 0.4430 0.4351 {4, 6} 0.0769 0.0958 ≈ 0 ≈ 0
{5, 6} 0.0001 0.0169 0.0357 0.1694 {5, 6} -0.0643 -0.0477 -0.0050 -0.0302
obtained higher generalization levels with the application of RE2 and 2AD methods.
In Table 4, we show the retrieved capacity and interaction indices (based on the median repre-
sentation error E in training step over the 1001 simulations). With the application of WAM, one
obtains w = [0.5382, 0.0287, 0.0799, 0.2476, 0.0537, 0.0519].
6. Conclusions
Aggregation functions that take into account interaction among criteria, such as the Choquet
integral and the multilinear model, can be useful in several practical situations. Differently from
the Choquet integral, few works in the literature exploit theoretical aspects or applications of the
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(a) Training. (b) Test.
Figure 5: Representation error E based on a subset of the real learning data.
multilinear model. Therefore, this paper proposed to address some issues in MCDM problems by
means of the multilinear model and open the path for future researches on this subject.
As a first analysis, we exploited the concept of a 2-additive capacity in the multilinear model and
provide an analytical expression. Moreover, it was possible to remark some similarities between the
2-additive Choquet integral and the 2-additive multilinear model. In both functionals, one applies
an additive, a disjunctive and a conjunctive term to aggregate the set of evaluations. Therefore, we
could generalize them into a single expression.
We also addressed the problem of capacity identification in a supervised fashion. As a first
remark, we noted that, in order that the Choquet integral achieves the same performance of the
multilinear model, one needs to ensure that the considered learning data will lead to the identifi-
cation of all coefficients of the capacity. Otherwise, some parameters may not be retrieved by the
optimization model. Moreover, in the absence of enough data, the problem is ill-posed, and one
should consider more information to perform capacity identification. In that respect, we exploited
a supervised approach with regularization, which can lead to a simpler model compared to the one
obtained without the use of this additional term. In this case, there is a loss of performance with
respect to the representation error in the optimization model but one can retrieve a capacity close
to the correct one or, at least, with a higher level of generalization when applied in a new dataset.
As mentioned in Section 5.1, we experimentally defined the values of regularization weights.
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Table 4: Retrieved capacity and interaction indices (subset of the real learning data).
Capacity µ(A) Interaction index IB(A)
A WRE RE2 2AD RE1 A WRE RE2 2AD RE1
{1} 0.0350 0.5282 0.4917 0.3968 {1} 0.5197 0.3470 0.4832 0.4459
{2} 0.0313 0.1544 0.2262 0.1503 {2} 0.1023 0.1277 0.1131 0.1222
{3} 0.1384 0.0286 0.2025 0.1737 {3} 0.1262 0.0750 0.1013 0.0868
{4} ≈ 0 0.4506 0.3009 0.3808 {4} 0.2488 0.3433 0.1987 0.2535
{5} 0.0313 ≈ 0 ≈ 0 0.0374 {5} 0.0549 0.0813 0.0266 0.0537
{6} 0.0313 0.0268 ≈ 0 0.0374 {6} 0.1166 0.0761 0.0770 0.0791
{1, 2} 0.5565 0.5365 0.7177 0.6295 {1, 2} -0.0009 -0.1463 -0.0001 ≈ 0
{1, 3} 0.6714 0.5552 0.5665 0.4953 {1, 3} -0.0944 -0.0017 -0.1276 -0.0751
{1, 4} 0.7383 0.6400 0.7926 0.6778 {1, 4} 0.0065 -0.3390 ≈ 0 -0.0998
{1, 5} 0.5565 0.5284 0.4917 0.5041 {1, 5} 0.0589 ≈ 0 ≈ 0 0.0699
{1, 6} 0.6714 0.6794 0.6024 0.6374 {1, 6} 0.1475 0.1242 0.1108 0.1209
{2, 3} 0.4463 0.3569 0.4287 0.3240 {2, 3} 0.0305 0.0986 0.0001 ≈ 0
{2, 4} 0.3780 0.5972 0.3010 0.4748 {2, 4} -0.1510 -0.0842 -0.2261 -0.0564
{2, 5} 0.0313 0.1572 0.2262 0.1878 {2, 5} -0.0596 -0.0001 ≈ 0 ≈ 0
{2, 6} 0.0313 0.1830 0.2262 0.1878 {2, 6} 0.0043 0.0008 ≈ 0 -0.0824
{3, 4} 0.4463 0.5248 0.4285 0.4560 {3, 4} -0.1642 -0.0520 -0.0748 -0.0986
{3, 5} 0.1384 0.0287 0.2025 0.2111 {3, 5} -0.0593 -0.0233 ≈ 0 ≈ 0
{3, 6} 0.1384 0.0286 0.2025 0.2111 {3, 6} -0.0936 -0.0268 ≈ 0 ≈ 0
{4, 5} 0.3753 0.6363 0.3542 0.4183 {4, 5} 0.0386 0.1610 0.0533 ≈ 0
{4, 6} 0.4463 0.4778 0.3442 0.4183 {4, 6} -0.0247 ≈ 0 0.0433 ≈ 0
{5, 6} 0.0313 0.0269 ≈ 0 0.0374 {5, 6} -0.0995 -0.0010 ≈ 0 -0.0374
Therefore, as a future work, one aims at investigating an automatic procedure to set these parame-
ters. A remark on this issue is that, since the cost function comprises one part related to the global
evaluations and another one associated to the interaction indices, one needs to take into account this
difference in terms of the nature of each part. Another future perspective lies on the development of
a non-supervised approach, whose goal is to perform the capacity identification based only on the set
of criteria evaluations and on an assumption/information about these data, without the use of the
overall values in the learning procedure. For instance, as exploited by existing approaches (Duarte,
2018), one may assume that the criteria are correlated and associate a similarity measure between
criteria to the interaction indices.
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Appendix A. Axioms of a capacity in a 2-additive multilinear model
In terms of the Banzhaf interaction index, the axioms of a capacity may be expressed by
µ(∅) = 0→ µ(∅) =
∑
B⊆C
(
1
2
)|B|
(−1)|B\∅| IB(B) =
∑
B⊆C
(
1
2
)|B|
(−1)|B| IB(B) =
∑
B⊆C
(
−1
2
)|B|
IB(B) = 0;
µ(C) = 1→ µ(C) =
∑
B⊆C
(
1
2
)|B|
(−1)|B\C| IB(B) =
∑
B⊆C
(
1
2
)|B|
(−1)|0| IB(B) =
∑
B⊆C
(
1
2
)|B|
IB(B) = 1;
µ({A ∪ i})−µ(A) ≥ 0→ µ({A ∪ i})−µ(A) =
∑
B⊆C
(
1
2
)|B|
(−1)|B\{A∪i}| IB(B)−
∑
B⊆C
(
1
2
)|B|
(−1)|B\A| IB(B)
=
∑
B⊆C
(
1
2
)|B| [
(−1)|B\{A∪i}| − (−1)|B\A|
]
IB(B) ≥ 0.
If i /∈ B, (−1)|B\{A∪i}| = (−1)|B\A| and, therefore
[
(−1)|B\{A∪i}| − (−1)|B\A|
]
= 0. However, if
B 3 i, we have
27
∑
B⊆C,
B3i
(
1
2
)|B| [
(−1)|B\{A∪i}| − (−1)|B\A|
]
IB(B) =
∑
B⊆C,
B3i
(
1
2
)|B| [
(−1)|B\A| (−1)−1 − (−1)|B\A|
]
IB(B)
=
∑
B⊆C,
B3i
(
1
2
)|B|
(−1)|B\A| [(−1)− 1] IB(B) = (−2)
∑
B⊆C,
B3i
(
1
2
)|B|
(−1)|B\A| IB(B)
and, therefore,
µ({A ∪ i})− µ(A) ≥ 0→ (−2)
∑
B⊆C,
B3i
(
1
2
)|B|
(−1)|B\A| IB(B) ≥ 0
→
∑
B⊆C,
B3i
(
1
2
)|B|
(−1)|B\A| IB(B) ≤ 0, ∀i ∈ C,∀A ⊆ C\i.
In the context of a 2-additive model, these axioms lead to the following:
µ(∅) = 0→
∑
B⊆C,|B|≤2
(
−1
2
)|B|
IB(B) = IB(∅)− 1
2
∑
i
φBi +
1
4
∑
i,i′
IBi,i′ = 0;
µ(C) = 1→
∑
B⊆C,|B|≤2
(
1
2
)|B|
IB(B) = IB(∅) + 1
2
∑
i
φBi +
1
4
∑
i,i′
IBi,i′ = 1;
µ({A ∪ i})− µ(A) ≥ 0→
∑
B⊆C,
B3i,
|B|≤2
(
1
2
)|B|
(−1)|B\A| IB(B) = −1
2
φBi +
1
4
∑
i′ 6=i,
i′ /∈A
IBi,i′ −
∑
i′ 6=i,
i′∈A
IBi,i′
 ≤ 0
→ φBi −
1
2
∑
i′ 6=i,
i′ /∈A
IBi,i′ −
∑
i′ 6=i,
i′∈A
IBi,i′
 ≥ 0, ∀i ∈ C,∀A ⊆ C\i
→ φBi −
1
2
∑
i′ 6=i
∣∣IBi,i′∣∣ ≥ 0, ∀i ∈ C.
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