With increasing security threats in internet environments, we may therefore want to establish a secure mechanism for data transmissions on each network. This paper presents a mechanism for establishing secure switching local area networks (LANs) by using intelligent switching hubs. Then we can achieve secure internet environments by means of the proposed switching LANs and firewalls. The proposed intelligent switching hub can easily be implemented and it has a short delay time. Also the switching LAN structure proposed in this paper is constructed using a symmetric tree, where the leaves represent user stations, the internal nodes represent intelligent switching hubs, and the links between any pair of nodes (or any pair of node and station) represent fullduplex communication connections. By using the proposed intelligent switching hubs and the link encryption technique, such a switching LAN can prevent eavesdropping and unauthorized access by restricting data delivery and stopping unauthorized users from adding devices to the network to get data. Moreover, it can allow simultaneous communications to exist in different parts of the network, and can isolate certain user stations or subnetworks so that many data transmissions can be simultaneously and securely accomplished.
INTRODUCTION
An internet is any collection of networks interconnected by a set of routers that allow them to function as a single, large virtual network [1] . Access to the internet is either host access or terminal access. The end users of the former connect their computers to become a part of the internet, and the end users of the latter, using terminals or microcomputers, connect to a host computer that is directly connected to the internet. When an internet message is sent from one host to another, all the intervening networks have access to the message. That is, each of them can 'listen in'.
To achieve secure data communications in internet environments, we can adopt strong encryption/decryption algorithms as well as secure key distribution protocols. Most of the known protocols (e.g. [2, 3, 4, 5, 6, 7, 8, 9] ) use only one trusted Authentication Server (AS) for the session key distributions. It is extremely impractical and inefficient, however, for a single AS to execute key distributions as the number of users in the network increases exponentially. Moreover, in internet environments, many network systems with their own trusted ASs are interconnected into a large network. Lu and Sundareshan [10, 9] presented a hierarchical key distribution protocol (KDP) to solve this problem. According to Hwang and Ku [11] , however, the KDP proposed by Lu and Sundareshan [10, 9] is not reparable in the sense that if the master key of an AS is compromised and a new master key replaces the compromised one, then the system still remains in an insecure state. Hwang and Ku [11] therefore proposed reparable key distribution protocols for interconnecting networks in internet environments. In their protocols we find that the KDP can process the session key distribution for only a pair of communicants by using one or more trusted ASs each time. In fact, trusted ASs do not exist in real internet environments, and it is time consuming and inconvenient for trusted ASs to distribute session keys when many pairs of communicants want to communicate with each other at the same time, or one communicant wants to multicast or broadcast secret messages to others. The contribution of this paper is that without using any trusted AS we can securely achieve multicasting, broadcasting, and concurrent data communications on LANs in internet environments through easily implemented and short-delay intelligent switching hubs.
The rest of this paper is organized as follows. In Section 2 we propose a LAN constructed using lowcomplexity intelligent switching hubs and describe the mechanism for switching data on it. Section 3 presents a performance evaluation of both the conventional Ethernet and the switched Ethernet with intelligent switching hubs. Section 4 deals with the security analysis for the proposed switching LAN structure. In Section 5 we discuss the 3. Blocked frames are resent: it may happen that a frame scheduled for a transmission cannot be routed along its path because the port buffer memory of an intelligent switching hub is full. When this is the case, the frame is considered to be resent in the next time slot. 4. Uniform offered traffic: each user station transmits a frame in each time slot with a constant probability p. The frames are uniformly addressed to any other user station with probability 1/(N − 1).
Implementation issues regarding the technical feasibility, complexity, and cost will be addressed in Subsection 2.2 and Section 5, respectively.
The mechanism for switching data on the proposed LAN structure
Like phone numbers in the telephone system, addressing in either a Token Ring or Ethernet network is the most basic way that two user stations will communicate with each other. Once the connection is established, all data will be transferred between the source and destination user stations. Most installed networks today use a naming scheme so that we do not have to remember all the addresses on the network. But user stations on the network use physical addresses instead of names to communicate with each other. The mapping process between names and physical addresses is accomplished in the media access control (MAC) sublayer of the data link layer of the ISO-OSI model. Our naming scheme will be described in the following. According to the IEEE 802.3 standard [12] of 10BaseT that Ethernet follows, the data transmission between two user stations can only pass five levels at most, that is, the maximum value of the level l in Figure 1 is five. Therefore, we can design a LAN having m local ports and one cascaded port in each intelligent switching hub so that the LAN can be connected by m 5 user stations at most, as shown in Figure 2 . The alias scheme is implemented to name user stations. The processor of an intelligent switching hub will assign aliases to its attached user stations in the registration stage. The alias allocation of the LAN connected by m 3 user stations is illustrated in Figure 3 .
With network-specific addressing, each user station is assigned an alias that is unique within the LAN but can be the same as that of a user station on other LANs. In this case, a unique LAN identifier must be used with the user station alias to provide a unique address when all LANs are interconnected together. Since Ethernet does not define how the 6 bytes of an address must be used, network-specific addressing is possible, but it is the responsibility of higherlevel network layers to implement it. Before we go into any details about the proposed algorithm, we first define the incoming and outgoing frames. The former is defined as the frame received by an intelligent switching hub and the latter is defined as the frame transmitted by an intelligent switching hub. Then the algorithm that follows can be run by intelligent switching hubs to transmit a data frame from the source station to the destination station.
Step 1: First, if the LAN identifier of the destination address in the transmitted frame is not the same as the LAN identifier of the source address in the transmitted frame, then the frame will climb the tree up to the rooted intelligent switching hub and be transmitted to another LAN by a router. Otherwise, it will go to Step 2.
Step 2: The local port of the switching hub at level l, connected to the source station at level l −1 or the intelligent switching hub at level l − 1 with the outgoing frame, checks the destination station alias of the incoming frame to see whether it is within the range of the maximum and the minimum aliases associated with its switching hub or not.
(a) If the destination station alias of the incoming frame is within the range, the local port of the intelligent switching hub at level l will compute the following equation:
[(The destination station alias of the incoming frame) − (The minimum alias of the switching
to decide the port number of the outgoing frame. So the frame will be successfully transmitted to the destination station or the intelligent switching hub at level l − 1 from the computed outgoing port number of the intelligent switching hub at level l. If the frame has been transmitted to the intelligent switching hub at level l − 1, then the intelligent switching hub at level l − 1 will recursively apply this process until the frame reaches its destination station. (b) If the destination station alias of the incoming frame is not within the range, the frame will continue to climb up one level through the cascaded port of the intelligent switching hub at level l, and then go to Step 2.
For instance, in Figure 3 we may transmit the frame from the source station whose alias is 0 to the destination station whose alias is m 3 − 1. All the operations executed by intelligent switching hubs are listed as follows:
1. First, according to Step 2 of the above algorithm, we find that the alias of the destination station is within the range of the maximum and the minimum aliases associated with the switching hub at level 3, because 0 < m 3 − 1 ≤ m 3 − 1. So the frame must climb the tree from the source station up to level 3 2. Next the outgoing port number of the intelligent switching hub at level 3 can be computed by Equation (1) as follows:
Therefore we find that the frame will be transmitted to the intelligent switching hub at level 2 through the port number m − 1 of the intelligent switching hub at level 3. Then the intelligent switching hub at level 2 will compute Equation (1) again:
to decide the outgoing port number m−1 to transmit the frame to the intelligent switching hub at level 1. Finally 
to decide the outgoing port number m − 1 to transmit the frame to the destination station m 3 − 1.
Therefore, we can see that the above algorithm will be able to transmit the frame from the source station to the destination station correctly and successfully.
PERFORMANCE EVALUATION

Simulation assumptions
In this section, simulations are conducted to test the conventional Ethernet and the proposed switched Ethernet. We use the alias scheme to name user stations in both the conventional Ethernet and the proposed switched Ethernet. Hence, neither of them need the extra time to do the learning and ageing procedures that are needed for operating on a bridge. Moreover, since the proposed switched Ethernet is based on the alias scheme, the buffering scheme, and the expectable distributed switching algorithm to switch frames, it can regularize the sources of the network traffic and allow concurrent transmissions. We define the frequency for generating data frames as the number of frames generated within 10, 000 units of time in the simulations. Let A represent the event that generates data frames on the LAN. In the simulations, assume that the event A is a Poisson process. Furthermore, assume that every port in the intelligent switching hub has the same probability of being chosen. Also, since the mechanism for switching data is implemented by hardware switching circuits, the propagation delay for each switching hub is assumed to be zero. We simulate the proposed switched Ethernet by using 8-port intelligent switching hubs, a 4-level symmetric tree LAN (512 user stations) and 12k-bit buffer memory (a near maximum frame size defined by standard Ethernet) for each port; in contrast, we simulate the conventional Ethernet by using a bus topology with 512 user stations.
Simulation results
The overall network performance of the proposed switched Ethernet will depend upon the number of frames on the Figure 4 , because the proposed switched Ethernet allows concurrent transmissions, the channel utilization is greatly improved over the standard Ethernet network with the Carrier Sense Multiple Access with Collision Detection (CSMA/CD) data access protocol. Here the channel utilization is defined as the fraction of time spent in transmitting information bits compared to the total time spent in transmitting information and overhead bits [13, 14] . In the simulations, we consider that the overhead is the waiting time for a frame to gain access to the medium for a successful transmission. In Figure 5 , we can find the proposed switched Ethernet successfully transmits more data frames than the conventional Ethernet within 10, 000 units of time. The counts for the resending of data frames due to collisions on transmission channels are compared in Figure 6 . In Figure 6 , for the conventional Ethernet, the heavier the traffic loads are, the more data frames must be resent. The reason is that the conventional Ethernet uses the CSMA/CD protocol to transmit frames so that the number of collisions is proportionally increased with the heavy traffic loads. The proposed switched Ethernet however uses the buffering scheme and the distributed switching algorithm to switch frames, so it can reduce the number of collisions and make more frame transmissions successfully. Finally Figure 7 illustrates that it is very difficult for the conventional Ethernet to successfully transmit data frames to the destinations under heavy traffic loads, but it is quite easy for the proposed switched Ethernet to do so. In short, the simulation results show that the proposed switched Ethernet network performs better than the conventional Ethernet in all respects, especially for heavy traffic loads.
SECURITY ANALYSIS
The security analysis of the mechanism for switching data on the proposed LAN structure is provided below.
Routing mechanisms used in internet environments
determine the proper path on the networks. In general, the path from the sending host to the receiving host may not be the same as that from the receiving host back to the sending host. There may be a security weakness if they are not the same [1] . In this paper, only one path is allowed between any pair of user stations. The path is determined by climbing the tree up to an ancestor switching hub of both user stations. Then the frame is routed down to the destination switching hub. 2. Since all traffic on the proposed switching LAN must pass through intelligent switching hubs that can restrict data delivery, the proposed data switching mechanism can prevent eavesdropping by non-related user stations plugged in to the intelligent switching hubs. 3. We can use the link encryption technique [15] to prevent messages transmitted on the link of the proposed LAN structure from being disclosed. The link encryption technique [15] , as shown in Figure 8 , transmits messages on the link by ciphertext while they are plaintext in the intermediate nodes. It has four advantages as follows:
(a) Easier operation, since it can be made transparent to the user. That is, everything is encrypted before being sent over the link. The link encryption technique has a disadvantage. That is, data are exposed in the intermediate nodes. In our paper, the intermediate nodes are the intelligent switching hubs. According to item 2, stated above, the disadvantage of the link encryption technique can be overcome by restricting data delivery in the proposed intelligent switching hub. Hence, by using the link encryption technique plus the proposed intelligent switching hubs, the switching LAN can prevent unauthorized access by stopping unauthorized users from adding devices to the network to get data. 4. In our proposed tree LAN, different routing possibilities may exist in establishing a connection between two user stations. With simple hubs [16, 17] , frames from leaf stations may be forwarded on uplinks to the root, then broadcast on downlinks to all the leaf stations. With more intelligent hubs [18] , a frame travels up until the proper ancestor of its source and destination stations is reached, where the proper ancestor of two leaf stations A and B is the root of the smallest subtree that has both A and B as its leaves. Then the frame is broadcast on all downlinks. With our proposed intelligent switching hubs, however, a frame can travel up until the proper ancestor of its source and destination stations is reached. Then the frame is routed through the appropriate links to its destination station. Therefore, the intelligent switching hubs allowing simultaneous communications to exist in different parts of the network can isolate certain user stations or subnetworks so that many data transmissions can be simultaneously and securely achieved. 5. A firewall is a collection of components placed between two networks that has the following properties [19] :
(a) All traffic from inside to outside, and vice-versa, must pass through the firewall. (b) Only authorized traffic, as defined by the local security policy, will be allowed to pass. (c) The firewall itself is immune to penetration.
However the firewall's shortcoming is that it cannot provide security when the internal personnel in the network connected to it are not trustworthy. Based on the analyses described in items 2 and 3, this shortcoming can be overcome because the proposed switching LAN can prevent unauthorized access and eavesdropping. Thus, secure internet environments can be achieved by means of the proposed switching LANs and firewalls.
DISCUSSION
Our proposed switching LAN structure allows simultaneous communications to exist in different parts of the network. So the number of concurrent transmissions and the aggregate throughput of the network can be increased, and lower average frame delays can be expected.
As see in Figure 9 , the implementation complexity of the secure mechanism for data communications on the proposed LAN structure is low. This is because the switching element of each port of the intelligent switching hub only needs one comparator, one adder, one multiplier, and one divider (no floating-point operation) to compare the LAN identifier and the alias and to compute Equation (1) as stated in Subsection 2.2, and one demultiplexer to switch a frame to the outgoing port. Furthermore, because the address recognition and data forwarding are achieved by the hardware switching circuits instead of software methods that must be executed by a CPU, the proposed LAN can obtain high throughput and low delay. It is designed in such a way that each intelligent switching hub must use one processor to assign aliases. After aliases have been assigned, the processor can be utilized to generate hardware control signals and to run management software, including a Simple Network Management Protocol (SNMP) agent.
Moreover, the growing acceptance of the client/server computing model, in which computers in the networks share processing responsibilities, is increasing traffic over the network. In the following, we will show a low-cost cure for client/server overcrowding. The cure involves employing intelligent switching hubs to establish point-topoint connections between clients and servers. A single port of each intelligent switching hub can offer 10 Mbps to a LAN server equipped with a single Ethernet adapter card. If the same server is fitted with two, three or four adapters, then the intelligent switching hub can dedicate 20, 30 or 40 Mbps to it. This means that an intelligent switching hub should be able to deliver 40 Mbps to the server equipped with multiple adapters. In addition, if a server used by a workgroup of clients is properly connected to the mean location in the workgroup, then the traffic congestion resulting from server access can be efficiently reduced. Also, because at present the client/server computing model tends to a situation where the same computer in the networks may be a client as well as a server, the data can be stored in a distributed environment. Thus, in this case, collisions during server access in the proposed switching LAN structure can be greatly decreased.
COMPARISON TO OTHER RELATED TECHNIQUES
Recacha et al. [20] presented secure data transmissions in extended Ethernet environments that joined together the subnetworks at each department in the institution through a main segment, called the 'backbone', as shown in Figure 10 .
As we can see in Figure 11 , the implementation of the security system for this type of Ethernet environment uses encrypting bridges in the extended network [21] to provide confidentiality and integrity in the transmission over this network. Here the encrypting bridge can accomplish the following two tasks:
1. Bridging: each encrypting bridge must route data between its connected department subnetwork and the
