Introduction
Let A1, A2 be a sequence of measurable sets in a probability space (X, A, P), let P P(Al) > 0, and, for n > 1, let Pn be the conditional probability of A, given F._l (the r-field generated by A An_l). Let x(A) denote the indicator function of the set A, and, for n > !, let dn for all x [n, n + 1), and let f(x) f g(t) dr. Then for all n > N, and all x In, n + 1),
(where f' denotes the ordinary derivative of f). Since limn__.= D follows that The series in (5) and (6) On the set where 1Ogk Sn > 1 it follows that
almost surely. But Lemma 1 implies that the series X] pn/tk(Sn), and thus the series '7(Pn p2n)/fk(Sn), converges (almost surely) on B. This completes the proof of (1).
To establish (2), observe that
and recall that by (1) the first term converges to zero a.s. on B, and by (3) the second converges to one.
For an alternative proof of the first part of Theorem 1, one could use Lemma 1 and (in place of the basic Kronecker Lemma conditional threeseries theorem argument given above) a result of Chow on martingale difference sequences [1] .
The exponent of 1Ogk in both Theorem and Lemma may easily be reduced from 2 to 1 + e for any e > 0, but the resulting conclusions are seen to be no stronger. The denominator in (1) three series all converge:
The series in (5) and (6) On the set where logk S n > 1 it follows that
almost surely. But Lemma 1 implies that the series L~ Pn/cPk(Sn), and thus the series L~(Pn -P~)/cPk(Sn), converges (almost surely) on B. This completes the proof of (1).
• For an alternative proof of the first part of Theorem 1, one could use Lemma 1 and (in place of the basic Kronecker Lemma conditional three series theorem argument given above) a result of Chow on martingale difference sequences [1] .
The exponent of logk in both Theorem 1 and Lemma 1 may easily be reduced from 2 to 1 + e for any e > 0, but the resulting conclusions are seen to be no stronger. The denominator in (1) is close to being sharp, for if the {A j } happen to be independent and equiprobable with o < P == P(A j ) < 1, the law of the iterated logarithm implies that lim sup(Sn -sn)/(sn log2sn)1/2 = (2 -2p)1/2 almost surely.
It is an easy exercise to extend Theorem 1 to include uniformly bounded random variables and increasing <T-fields F n (to which the Pn are adapted).
