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QUANTITATIVE NON-VANISHING OF CENTRAL VALUES OF
CERTAIN L-FUNCTIONS ON GL(2)×GL(3)
SHINGO SUGIYAMA AND MASAO TSUZUKI
Abstract. Let φ be an even Hecke-Maass cusp form on SL2(Z) whose L-function does
not vanish at the center of the functional equation. In this article, we obtain an exact
formula of the average of triple products of φ, f and f¯ , where f runs over an orthonormal
basis Hk of Hecke eigen elliptic cusp forms on SL2(Z) of a fixed weight k > 4. As an
application, we prove a quantitative non-vanishing results on the central values for the
family of degree 6 L-functions L(s, φ × Ad f) with f in the union of Hk (K 6 k < 2K)
as K→∞.
1. Introduction
1.1. Background and motivation. Let φ(τ) be a Hecke-Maass cusp form on SL2(Z),
i.e., an SL2(Z)-invariant real analytic cusp form on the Poincare´ upper-half plane H =
{τ = x + iy|x ∈ R, y > 0} which is a joint eigenfunction of all the Hecke operators and
the hyperbolic Laplacian ∆ = −y2( ∂2
∂x2
+ ∂
2
∂y2
). By a well-known lower estimate of the first
eigenvalue of ∆ on SL2(Z)\H, we may write the Laplace eigenvalue of φ as (1−ν2∞)/4 with
ν∞ ∈ iR (cf. [21], [6]). In what follows, we suppose that φ(τ) is even, i.e., φ(−τ¯ ) = φ(τ),
and that φ is normalized so that its first Fourier coefficient is 1, i.e.,
φ(τ) =
∑
n∈Z−{0}
λφ(n) y
1/2Kν∞/2(2π|n|y) e2πinx, λφ(1) = 1.(1.1)
Let L(s, φ) be the Hecke L-function of φ defined as the holomorphic continuation of the
Euler product of degree 2
L(s, φ) =
∏
p
det(12 −Ap(φ)p−s)−1, Re s > 1,
where Ap(φ) ∈ GL2(C) is the Satake parameter of φ at a prime number p. Note that
trAp(φ) = λφ(p). The completed L-function Lˆ(s, φ) = ΓR(s+ ν∞/2)ΓR(s− ν∞/2)L(s, φ)
satisfies the self-dual functional equation Lˆ(1− s, φ) = Lˆ(s, φ). Although it seems to be a
common belief that the central value L (1/2, φ) is always non-zero, no proof is given so far.
To our best knowledge, the infinitum of φ with L(1/2, φ) 6= 0 is shown by an asymptotic
formula [18, Theorem 2]. Contrastingly, no single φ with L(1/2, φ) = 0 is known to exist,
whereas it is shown that such φ, if any, has to satisfy a very strong vanishing property
of the toric period integrals ([29], [10]). For an even positive integer k, let Sk(SL2(Z)) be
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the space of holomorphic cusp forms on SL2(Z) of weight k endowed with the Petersson
inner product
〈f, f1〉 =
∫
SL2(Z)\H
f(τ)f¯1(τ) (Imτ)
kdµ(τ), f, f1 ∈ Sk(SL2(Z)).
We fix an orthonormal basis Hk of Sk(SL2(Z)) consisting of joint eigenfunctions of all the
Hecke operators {T (n)}n, i.e.,
T (n)f = n(k−1)/2λf(n)f, (n ∈ N, f ∈ Hk),
where dµ(τ) = y−2dxdy is the hyperbolic volume element of H. The factor n(k−1)/2 is
separated so that Deligne’s bound takes the form |λf(n)| 6 d(n) for all n ∈ N, where
d(n) =
∑
0<d|n 1 is the divisor function.
Depending on f ∈ Hk, we consider a probability measure on the modular surface
Y = SL2(Z)\H defined as
µf(ψ) =
∫
SL2(Z)\H
ψ(τ) |f(τ)|2 (Imτ)kdµ(τ)
for any bounded measurable function ψ on the surface Y . Note that vol(Y ) = π/3. The
holomorphic analogue of Quantum Unique Ergodicity conjecture originally proposed by
Rudnick and Sarnak ([22]) asserts that the measure µf for every f ∈ Hk should converge
to the probability measure vol(Y )−1µ on Y as the weight k grows to infinity. Before
the holomorphic QUE conjecture, as well as the original QUE conjecture itself, has been
proved ([24], [13], [7]), several research concerning the average of the family µf (f ∈ Hk)
are conducted. For example, Luo [14] showed the holomorphic QUE conjecture on average
proving the limit formula
1
#Hk
∑
f∈Hk
µf (ψ) → vol(Y )−1µ(ψ), ψ ∈ C∞0 (Y )(1.2)
for the full level case1. The limiting behavior as K→ +∞ of the “quantum variance”∑
k∈2N
u
(
k − 1
K
) ∑
f∈Hk
|µf(ψ)|2(1.3)
and the modified version∑
k∈2N
u
(
k − 1
K
) ∑
f∈Hk
L(1, f, sym2) |µf(ψ)|2,(1.4)
are considered by Luo-Sarnak ([15]), where u is an arbitrary function from C∞c (0,+∞)
and L(s, f, sym2) is the symmetric square L-series of f . In the above formulas, the “test
function” ψ is supposed to be taken from the space C∞0 (Y ) (resp. C
∞
0,0(Y )) of all the
smooth functions (resp. those with zero means
∫
SL2(Z)\H ψ(τ) dµ(τ) = 0) which as well as
their derivatives satisfy the bound |ψ(τ)| ≪A y−A on y >
√
3/2 for any A > 0. They
1As a matter of fact, in [14] this formula is shown only when ψ is the characteristic function of a
bounded measurable set of Y . The proof works for general ψ.
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showed that (a) there exists a certain Hermitian form Bω(ψ) on the space C
∞
0,0(Y ) such
that (1.4) is asymptotically equal to
Bω(ψ)
(∫ ∞
0
u(t)dt
)
K+Oǫ,ψ(K
1/2+ǫ)
and (b) the quantity Bω(φ) for an even Hecke-Maass cusp form φ as above is given as
π
2
L(1
2
, φ) ‖φ‖2. They gave a brief remark indicating that a similar asymptotic formula for
the average (1.3) should hold true. However, the necessary argument is not that direct,
after a while, some detail concerning to the proof appeared in the preprint [23]. Strictly
speaking [23] considers the variance for the family µφj over an orthonormal system of
Hecke-Maass forms {φj} in the realm of the original QUE conjecture; we can check that
the argument is easily carried over to the holomorphic case. If we choose u to be an
appropriate approximation of the characteristic function of the interval [1, 2], then the
arguments end up with the following asymptotic formula (cf. [23, Corollary 1]).
Theorem 1.1. (Luo-Sarnak)∑
k∈2N∩[K,2K)
∑
f∈Hk
|µf(φ)|2 ∼ π ‖φ‖
2
2
L
(
1
2
, φ
)
C(φ) K (K→ +∞).(1.5)
The quantity C(φ) is given by the following convergent Euler product over prime numbers:
C(φ) :=
1
ζ(2)
∏
p
(
1− p
−1trAp(φ)
p1/2 + p−1/2
)
.
.
In this article, we consider the weighted first moment
Ak,n(φ) =
∑
f∈Hk
µf(φ) λf(n), n ∈ N(1.6)
and its signed average
1
2−1K
∑
k∈2N∩[K,2K)
(−1)k/2Ak,n(φ)(1.7)
for an even Hecke-Maass cusp form φ on SL2(Z) and describe an exact formula of (1.6)
when φ is the normalzied Eisenstein series E∗(z) or a cusp form in a uniform way (Theo-
rem 1.3 and (1.15)). When φ is cuspidal, we deduce asymptotic formulas of (1.6) and of
(1.7) for any fixed n ∈ N with the weight k growing to infinity (Theorems 1.4 and 1.5).
Luo’s result (1.2) applied to an even Hecke-Maass form φ yields (#Hk)
−1∑
f∈Hk µf(φ)→
0 as k → ∞ since µ(φ) = 0 holds by the cuspidality. Our asymptotic formula improves
this result in that it tells us a rate of convergence to 0.
Luo-Sarnak’s result recalled above has an implication to non-vanishing of central values
of L-functions as follows. For f ∈ Hk, let πf be the cuspidal automorphic representation of
GL2(AQ) corresponding to f and Ad(πf) the Gelbart-Jacquet lift of πf to GL3(AQ) ([4]);
the latter is an irreducible cuspidal representation of GL3(AQ) whose Satake parameter
at any prime number p is r2(Ap(f)), where r2 : GL2(C) → GL3(C) denotes the adjoint
representation and Ap(f) ∈ GL2(C) is the Satake parameter of f at p. The archimedean
3
component of πf and of Ad(πf ) are isomorphic to Dk and Ind
GL3(R)
P (D2k−1 ⊠ sgn), re-
spectively, where P ⊂ GL3(R) is the standard parabolic subgroup with Levi subgroup
GL2(R) × R× and Dk is the discrete series of GL2(R) of weight k with trivial central
character; we remark that both representations have non-vanishing relative Lie algebra
cohomologies ([1]). We choose a vector-valued Hecke eigen cusp form Adf on SL3(Z)
belonging to the minimal O(3)-type of Ad(πf). Then the convolution L-function for the
pair (φ,Adf) is defined as the analytic continuation of the degree 6 Euler product
L(s, φ×Adf) =
∏
p
det(16 − Ap(φ)⊗ r2(Ap(f))p−s)−1, Re s > 1.
Then [15, Theorem 1] immediately shows that for a given φ with L(1/2, φ) 6= 0 there
exists an inifinite family fj ∈ Hkj (j > 1) with growing weights kj such that
L (1/2, φ× Adfj) 6= 0.
Combined with the infinitum of φ recalled above, this implies the existence of infinitely
many pairs (φ, F ) of even Hecke-Maass cusp form φ on SL2(Z) and a cohomological
Hecke eigen cusp form F on SL3(Z) with L (1/2, φ)L (1/2, φ× F ) 6= 0. This should be
compared with [12, Corollary 1] and [20, Corollary 3], where given a scalar valued Hecke
eigen cusp form F on SL3(Z), the infinitum of even Hecke-Maass cusp form φ on SL2(Z)
with L (1/2, φ)L (1/2, φ× F ) 6= 0 is proved by a different technique. In the case when
φ×F is a cohomological cusp form on GLn×GLn+1 whose conductor is a large power of
a given prime number p, Januszewski ([9]) showed the abundance of the non-vanishing of
L(1/2, φ× F ) by employing a technique from the theory of p-adic L-functions.
We are concerned with the family of degree 6 L-functions:
L(s, φ×Adf), f ∈
⋃
k∈2N∩[K,2K)
Hk,(1.8)
where K is a positive parameter. For n ∈ N and φ as above, we define the following
counting function:
Nφ,n(K) = #
{
f ∈
⋃
K6k<2K
Hk
∣∣∣∣ λf(n) 6= 0, L(1/2, φ×Adf) 6= 0}, K > 0.
Let X(φ) be the set of n ∈ N such that −4n is a fundamental discriminant and such that
L(1/2, φ⊗ χ−4n) 6= 0, where χ−4n is the Kronecker character of conductor −4n. From [3,
Theorem B1], the set X(φ) is shown to be an infinite set provided L(1/2, φ) 6= 0.
Theorem 1.2. Let φ be an even Hecke-Maass cusp form on SL2(Z) with L(1/2, φ) 6= 0.
Then for any n ∈ X(φ) and η ∈ (0, 1), there exists a constant K(φ, n, η) > 0 such that
for any K > K(φ, n, η), we have
Nφ,n(K)
K
>
1− η
16π
1
n d(n)2
L(1/2, φ⊗ χ−4n)
C(φ)L(1, φ, sym2)
,(1.9)
where
C(φ) =
1
ζ(2)
∏
p
(
1− p
−1trAp(φ)
p1/2 + p−1/2
)
.
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Note that the both sides of the inequality (1.9) do not depend on the nomalization of
φ. The theorem shows that among the family of L-functions (1.8) the number of non-
vanishing central values is at least a positive multiple of K asymptotically as K → ∞,
whereas the size of the whole family is about K2. As mentioned above, the infinitum
of non-vanishing central values among the family is a direct consequence of (1.5); Theo-
rem 1.2 is viewed as a quantification of this fact.
The proof of Theorem 1.2 relies not only on the asymptotic formula of Ak,n(φ) as
k → ∞ (Theorem 1.4) but also on the variance formula (1.5) in conjunction with the
Waldspurger type formulas ([26], [19], [16], [30], [27], [8]) which interrelate the central
values of automorphic L-functions with the periods of automorphic forms.
1.2. Description of main results.
1.2.1. The trace formula. In this article, v denotes one of the places of Q, i.e, v is a prime
number p expressing a finite place or the symbol ∞ expressing the archimedean place.
For a prime number p, set Xp = C/4πi(log p)
−1Z. The symbol N denotes the set of all the
positive integers and set N0 = N ∪ {0}. For a condition P, let us define δ(P) by δ(P) = 1
if P is true, and δ(P) = 0 otherwise. Set GL2(R)
+ = {g ∈ GL2(R)| det(g) > 0}.
Let φ be an even Hecke-Maass cusp form on SL2(Z) as above. There exist a complex
number ν∞ and a family of complex numbers ν = {νp}p<∞ ∈
∏
p Xp such that
− y2
(
∂2
∂x2
+ ∂
2
∂x2
)
φ(τ) = 1−ν
2
∞
4
φ(τ),
φ(pτ) +
p−1∑
j=0
φ
(
τ+j
p
)
= (p(νp+1)/2 + p(−νp+1)/2)φ(τ) for all prime numbers p.(1.10)
The family (ν∞, ν = {νp}p<∞) is called the spectral parameter of φ. Note that Ap(φ) =
diag(pνp/2, p−νp/2) for p < ∞. We recall the toric period integrals of Maass forms on
SL2(Z) following [29]. Let D denote the set of all the fundamental discriminants. For
D ∈ D, let χD : Z → {0, 1,−1} be the Kronecker character of conductor D. Let F(D)
be the set of all the primitive binary quadratic forms Q(x, y) with integral coefficients of
discriminant D such that it is not negative-definite. The group PSL2(Z) acts on the set
F(D) by the rule
(Q · γ)(x, y) = Q(ax+ by, cx+ dy), for γ = [ a bc d ] ∈ SL2(Z).
Let E = Q(
√
D) be the quadratic field of discriminant D. Then it is well-known that the
cardinality h = #(F(D)/PSL2(Z)) coincides with the narrow class number of E. Fix a
complete set of representatives {Qj}hj=1 of the PSL2(Z)-equivalence classes in F(D). We
remark that Γ(Q) = {γ ∈ PSL2(Z)|Q · γ = Q } is a group isomorphic to UD/{±1}, where
UD is the global unit group of E.
If D < 0, define
PD(φ) =
2
wD
h∑
j=1
φ(zQj),(1.11)
where wD denotes the number of root of unity in E, and zQj is the root of the quadratic
equation Qj(z, 1) = 0 such that zQj ∈ H. The right-hand side of (1.11) is independent
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of the choice of the representatives {Qj}hj=1. Indeed, for Q ∈ F(D) and Q′ = Q · γ
with γ ∈ SL2(Z), we have zQ′ = γ〈zQ〉, where zQ, zQ′ ∈ H are roots of Q(z, 1) = 0
and Q′(z, 1) = 0, respectively. Thus φ(zQ′) = φ(zQ) by the modularity of φ. Suppose
D > 0 and Q ∈ F(D). Then Γ(Q) is an infinite cyclic group. Let ΩQ be the semicircle
on H with end points zQ and z
′
Q, the two roots of the quadratic equation Q(z, 1) =
0. Let gQ,∞ ∈ GL2(R) be a matrix such that gQ,∞〈0〉 = zQ and gQ,∞〈i∞〉 = z′Q; by
changing the roles of zQ and z
′
Q, we may suppose det gQ,∞ > 0. By this matrix, we have
a parametrization z = gQ,∞〈it〉 (t > 0) of ΩQ by positive real numbers. Let us define a
line element |dQz| on ΩQ as |dQz| = dt/t for z = gQ,∞〈it〉 (t > 0). The line element thus
defined is independent of the choice of a matrix gQ,∞ ∈ GL2(R)+. Indeed, if h ∈ GL2(R)+
satisfies h〈0〉 = gQ,∞〈0〉 = zQ and h〈i∞〉 = gQ,∞〈i∞〉 = z′Q, then the fractional linear
transformation by h−1gQ,∞ fixes two points 0 and i∞ on the Riemannian sphere. Hence
there is α > 0 such that h−1gQ,∞〈τ〉 = ατ for all τ ∈ H. Then by a variable change,∫ ∞
0
f(gQ,∞〈it〉) dtt =
∫ ∞
0
f(h〈iαt〉) dt
t
=
∫ ∞
0
f(h〈it〉) dt
t
for any integrable function f on ΩQ. Define
PD(φ) =
h∑
j=1
∫
Γ(Qj)\ΩQj
φ(z) |dQjz|.
As in the case of D < 0, this is shown to be independent of the choice of a set of
representatives {Qj}hj=1.
Let ∆ be a non-zero integer such that ∆ ≡ 0, 1 (mod 4); it has a unique decomposition
∆ = Df 2 with f ∈ N and D ∈ D. For a finite set of prime numbers S and for ν =
{νp}p<∞ ∈
∏
p Xp, we set
BS(ν; ∆) =
∏
p|f
p 6∈S
 ζp(−νp)Lp (−νp+12 , χD) |f |
νp−1
2
p +
ζp(νp)
Lp
(
νp+1
2
, χD
) |f |−νp−12p
 ,(1.12)
and B(ν; ∆) = B∅(ν; ∆), where Lp(s, χD) is the local p-factor of the Dirichlet L-function
of χD and |f |p is the normalized p-adic absolute value of f .
For z ∈ C and a ∈ R, define
O+,(z)k (a) =
2π
Γ(k)
Γ
(
k + z−1
2
)
Γ
(
k + −z−1
2
)
ΓR
(
1+z
2
)
ΓR
(
1−z
2
) δ(|a| > 1) (a2 − 1)1/2P1−kz−1
2
(|a|),
O−,(z)k (a) =
πi
Γ(k)
Γ
(
k + z−1
2
)
Γ
(
k + −z−1
2
)
sgn(a) (1 + a2)1/2{P1−kz−1
2
(ia)−P1−kz−1
2
(−ia)},
where Pµν (x) is the associated Legendre function of the 1st kind which is defined for points
x ∈ C outside the interval (−∞,+1] of the real axis ([17, §4.1]). Note that O−,(z)k (0) is
understood as lima→0O−,(z)k (a).
Now we state the trace formula, which will be proved in §2.
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Theorem 1.3. Let n be a positive integer. For any D ∈ D, let T (n,D) be the set of
t ∈ Z such that t2 − 4n = f 2D with some f ∈ N. Then
4π
k−1n
1/2Ak,n(φ) =
1
4
Lˆ
(
1
2
, φ
) ∑
n=d1d2
d1,d2>0,d1 6=d2
B(ν; (d1 − d2)2)O+,(ν∞)k
(
d1+d2
d1−d2
)(1.13)
+ 1
2
∑
D∈D
2δ(D<0)PD(φ)
∑
t∈T (n,D)
B(ν; t2 − 4n)Osgn(t2−4n),(ν∞)k
(
t√
|t2−4n|
)
,
where Lˆ(s, φ) = ΓR(s+ ν∞/2)ΓR(s− ν∞/2)L(s, φ) is the completed L-function of φ. The
second sum on the right-hand side of (1.13) converges absolutely.
Let
E(z, τ) =
∑
γ∈{±[ 1 ∗0 1 ]}\SL2(Z)
Im(γτ)(z+1)/2, Re z > 1, τ ∈ H
be the non-holomorphic Eisenstein series on SL2(Z) and set E
∗(z) = ζˆ(z + 1)E(z). Then
for any D ∈ D,
PD(E
∗(z)) = 2−δ(D<0)|D|(z+1)/4ζˆQ(√D)((z + 1)/2), Re z > 1(1.14)
from [29, §2, Examples 1 and 2] (cf. [25, Proposition 7.7]). Moreover, Lˆ(1/2, E∗(z)) =
ζˆ
(
z+1
2
)
ζˆ
(
1−z
2
)
and
µf(E
∗(z)) =
ζˆ( z+1
2
)Lˆ( z+1
2
, f, sym2)
2k+1‖f‖2
Thus, the formula in [28, Theorem 1] can be equivalently written in the following form
for any n ∈ N and 3− 2k < Re z < 2k − 3:
4π
k−1n
1/2
∑
f∈Hk
µf(E
∗(z)) λf (n)(1.15)
=δ(
√
n ∈ N) ζˆ ( z+1
2
)
n1/2
{
ζˆ(−z) 21−zπ(3−z)/4 Γ(k + (z − 1)/2)
Γ(k)Γ((z + 1)/4)
n−(z+1)/4
+ ζˆ(z) 21+zπ(3+z)/4
Γ(k + (−z − 1)/2)
Γ(k)Γ((−z + 1)/4) n
−(−z+1)/4
}
+ 1
2
Lˆ(1/2, E∗(z))
∑
n=d1d2
d1,d2>0,d1 6=d2
B(z; (d1 − d2)2)O+,(z)k
(
d1+d2
d1−d2
)
+ 1
2
∑
D∈D
2δ(D<0)PD(E
∗(z))
∑
t∈T (n,D)
B(z; t2 − 4n)Osgn(t2−4n),(z)k
(
t√
|t2−4n|
)
,
where z is the diagonal image of z ∈ C in ∏p Xp. Theorem 1.3 can be regarded as an
analogue of this formula for Maass cusp forms. For deduction of the above formula from
[28, Theorem 1], we use the relation∑
0<d|f
µ(d)
(
D
d
)
d−(z+1)/2σ−z(f/d) = f−(z+1)/2B(z; ∆),
7
which is proved by an elementary computation for any non-zero discriminant ∆ = f 2D.
Here µ(d) is the Mo¨bius function and σ−z(n) =
∑
0<d|n d
−z is the divisor function.
1.2.2. Asymptotic formula. For convenience, we set P∆(φ) = PD(φ) for any discriminant
∆ = f 2D with f ∈ N and D ∈ D. One of the main ingredients of the proof of Theorem 1.2
is the following asymptotic formula of Ak,n(φ) deduced from Theorem 1.3.
Theorem 1.4. For any positive integer n,
(−1)k/2n1/2Ak,n(φ) =12P−4n(φ)B(ν;−4n)
+ 1
2
∑
t∈Z,
0<|t|<2√n
Pt2−4n(φ)B(ν; t
2 − 4n)
√
|∆|−1 {ρ (ρ¯/ρ)k/2 + ρ¯ (ρ/ρ¯)k/2}+O(k−1)
as k →∞. Here ∆ = t2 − 4n and ρ = 2−1(−t + i√|∆|).
As mentioned above, Theorem 1.4 can be regarded as a refinement of [14, Theorem
in p.22] of the first moment of µf(φ). The second main term on the right-hand side is
bounded with an oscillatory behavior as k → ∞. By taking an average with respect to
the weight k on the interval [K, 2K), we can make the oscillatory term smaller to have
the following:
Theorem 1.5. For any positive integer n,
lim
K→∞
1
2−1K
∑
k∈2N∩[K,2K)
(−1)k/2Ak,n(φ) = 1√4nP−4n(φ)B(ν;−4n).
The proof of these theorems will be given in §3.1.
1.3. Organization. In §2 we first recall necessary materials from [25, §9] in our setting
and then give a proof of Theorem 1.3 translating the adelic language into the classical
one. There are two ways to define the notion of toric period integrals of cusp forms, one
for the cusp forms over adeles as in [19] and [25] and the other for classical cusp forms on
the upper-half plane as in [29] and [10]. In §2.1, we make an explicit relation between the
two definitions. In §2.2, we recall the main result of [25, §10]. The final subsection §2.3
contains a detailed argument how Theorem 1.3 is deduced from the Jacquet-Zagier type
trace formula on adeles recalled in §2.2. In §3 we show the asymptotic formulas in Theo-
rems 1.4 and 1.5. In §4, we prove Theorem 1.2 invoking Theorem 1.5 and Theorem 1.1.
The final section §5 is independent of the other parts of the article and should be regarded
as a complement of [25, §10]; we complete [25, Theorem 7.9 (5)] by computing the orbital
integrals on GL2(Q2) to give its explicit formula, which allows us to lift the assumption
in [25, Theorem 1.1] that S should be disjoint from the dyadic places.
2. Proof of Theorem 1.3
Let ψ =
∏
v ψv be a unitary character of Q\AQ such that ψ∞(x) = e2πix for x ∈
R. Let Z be the center of GL2. Recall that φ is an even Hecke-Maass cusp form on
SL2(Z) with spectral parameter (ν∞, ν = {νp}p<∞). By the decomposition GL2(AQ) =
Z(AQ)GL2(Q)GL2(R)
+GL2(Zˆ), we lift φ to a function φ˜ on GL2(AQ) such that
φ˜(uγgh) = φ
(
ai+b
ci+d
)
for u ∈ Z(AQ), γ ∈ GL2(Q), g = [ a bc d ] ∈ GL2(R)+ and h ∈ GL2(Zˆ).
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Then the right translations of φ˜ by elements of GL2(AQ) span a cuspidal automorphic
representation πφ of GL2(AQ) isomorphic to the restricted tensor product⊗
v
Wψv(νv) ∼= πφ,(2.1)
whereWψv(νv) is theWhittaker model of the principal series representation IndGL2(Qv)B(Qv) (| |
νv/2
v ⊠
| |−νv/2v ) with respect to the character [ 1 x0 1 ] 7→ ψv(x) (see for example [2, §3.6]). The iso-
morphism (2.1) is given by the map which sends W ∈ ⊗vWψv(νv) (viewed as a global
Whittaker function on GL2(AQ)) to the cusp form g 7→
∑
α∈Q× W ([
α 0
0 1 ] g) in πφ. Under
the isomorphism (2.1) the function φ˜ corresponds to the pure tensor W newπ = 2
−1⊗vW (νv)v
with W
(νv)
v the local new vector of Wψv(νv) in the sence that the local zeta-integral∫
Q
×
v
W
(νv)
v ([ t 00 1 ]) |t|s−1/2v d×tv coincides with the local v-factor of Lˆ(s, φ) when Re(s)≫ 1.
The coefficient 2−1 in W newπ arises from our normalization of φ by (1.1) and the formula
W
(ν∞)∞
([
y 0
0 1
])
= 2|y|1/2Kν∞/2(2π|y|) for y ∈ R×. From the Fourier expansion
E∗(z, τ) = ζˆ(−z)y(1+z)/2 + ζˆ(z)y(1−z)/2 +
∑
n∈Z−{0}
|n|z/2σ−z(|n|) 2y1/2Kz/2(2π|n|y)e2πinx
for τ = x + iy ∈ H, it is seen that the lift φ˜ of φ = E∗(z) precisely corresponds to
the new vector W newπ = ⊗vW (z)v . This explains that the coefficient 1/4 of Lˆ(1/2, φ) in
(1.13) is replaced with 1/2 in the Eisenstein analogue. It is worth noting that Ap(φ) =
diag(pνp/2, p−νp/2) for all p < ∞. From the unitarity of πφ, we have Re νp = 0 or Imνp ∈
{0, 2πi(log p)−1}, |Re νp| < 1 for all p.
2.1. Period integrals. Let ∆ = Df 2 with D ∈ D and f ∈ N as before and E = Q(√D).
Define a Q-algebra embedding ι∆ : E →֒ M2(Q) by
ι∆(a+ b
√
4−1∆) =
[
a b
4−1∆b a
]
, a, b ∈ Q.
For a place v of Q, let dλv be a Haar measure on the additive group Qv such that λp(Zp) =
1 if v = p < ∞ and λ∞([0, 1]) = 1 if v = ∞. Then we fix Haar measures on the mul-
tiplicative groups A×Q and A
×
E by d
×t = ⊗vζv(1)dλv(tv)|tv|v and d×τ = ⊗vζEv(1)
dλv(xv)dλv(yv)
|x2v−4−1∆y2v|v ,
and then endow A×Q\A×E with the quotient measure d×τ˙ = d×τ/d×t. Here ζv(s) (resp.
ζEv(s)) is the local v-th factor of the completed Dedekind zeta function ζˆ(s) (resp. ζˆE(s))
of Q (resp. E). Fix mp ∈ Q×p such that 4−1∆m−2p ∈ pZp ∪ {1} ∪ {Z×p − (Z×p )2}. Let
R∆ = (R∆,v) ∈ GL2(AQ) be an element defined as
R∆,p =
{[
mp 0
0 1
]
(if χD(p) = 0,−1),
[ 1 11 −1 ]
[
mp 0
0 1
]
(if χD(p) = 1),
R∆,∞ =
{[√
|4−1∆| 0
0 1
]
(if D < 0),
[ 1 11 −1 ]
[√
4−1∆ 0
0 1
]
(if D > 0)
(cf. [25, §7]). From [25, §9], recall that the period integral of φ˜ is defined to be
PD(φ˜) = |D|1/2
∫
A×
Q
E×\A×E
φ˜(ι∆(τ)R
−1
∆ ) d
×τ˙ ×
{
1 (if χD(2) = 0, 1),
2−(1+ν2)/23(1 + 2−ν2)−1 (if χD(2) = −1).
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Proposition 2.1. Let φ be a Hecke-Maass form on SL2(Z) and φ˜ is its lift to the adeliza-
tion GL2(AQ). Then for any ∆ = f
2D with D ∈ D and f ∈ N, we have the equality
P∆(φ˜) = 2δ(D<0)PD(φ).
Here is some detail of the arguments. Basically we follow [19, §6]. Define a Q-algebra
embedding ΨD : E → M2(Q) by
ΨD(
√
D) =
[
0 2
D/2 0
]
if D ≡ 0 (mod 4)
and by
ΨD(
√
D) =
[
(D+1)/2 (D−1)/2
−(D−1)/2 −(D+1)/2
]
= [ 1 11 −1 ] [ 0 1D 0 ] [
1 1
1 −1 ]
−1
if D ≡ 1 (mod 4).
Then it turns out that the embedding ΨD is optimal of level 1, i.e., ΨD(E) ∩M2(Z) =
ΨD(oE) ([19, §6.2]). For a rational matrix δ ∈ GL2(Q) and a place v of Q, let δv denote
the image of δ in GL2(Qv). We write δQ for the diagonal image of δ in GL2(AQ). Set
δfin = (δp)p ∈ GL2(AQ,fin).
Lemma 2.2. Set ∆ = f 2D with f ∈ N. Then,
P∆(φ˜) = |D|1/2
∫
A
×
Q
E×\A×E
φ˜(ΨD(τ)γD,2γD,∞)d×τ˙ ×
{
1, (χD(2) = 0, 1),
3(2(ν2+1)/2 + 2(−ν2+1)/2)−1, (χD(2) = −1),
where
γD,2 =
{
[ 1 11 −1 ]2 (χD(2) = −1),
(12)2 (χD(2) = 0, 1),
γD,∞ =

[√
|D|/2 0
0 1
]−1
∞
(D ≡ 0 (mod 4)),
[ 1 11 −1 ]∞
[√
|D| 0
0 1
]−1
∞
[ 1 11 −1 ]
−1
∞ (D ≡ 1 (mod 4)).
Proof. Suppose D ≡ 1 (mod 4). Then D is square-free and hence we may take mp = f/2.
We have
ΨD = Ad
(
[ 1 11 −1 ]
[
f/2 0
0 1
]) ◦ ι∆
and
R∆,p =
{[
f/2 0
0 1
]
p
(χD(p) = 0,−1),
[ 1 11 −1 ]p
[
f/2 0
0 1
]
p
(χD(p) = 1),
R∆,∞ =

[
f
√
|D|/2 0
0 1
]
∞
(D < 0),
[ 1 11 −1 ]∞
[
f
√
D/2 0
0 1
]
∞
(D > 0).
By these,
ι∆(τ)R
−1
∆ =
[
f/2 0
0 1
]−1
Q
[ 1 11 −1 ]
−1
Q
ΨD(τ) [
1 1
1 −1 ]Q
[
f/2 0
0 1
]
Q
×
∏
p<∞
R−1∆,p ×R−1∆,∞
= γQΨD(τ) gfin g∞
with γQ =
[
f/2 0
0 1
]−1
Q
[ 1 11 −1 ]
−1
Q
and
gfin :=
∏
p<∞
[ 1 11 −1 ]p
[
f/2 0
0 1
]
p
R−1∆,p, g∞ := [
1 1
1 −1 ]∞
[
f/2 0
0 1
]
∞R
−1
∆,∞.
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Since [ 1 11 −1 ]p ∈ GL2(Zp) if p 6= 2 and χD(2) ∈ {1,−1}, we have gfin ∈ γD,2GL2(Zˆ). By
[ 1 11 −1 ]∞ =
√
2
[
cos(π/4) − sin(π/4)
sin(π/4) cos(π/4)
]
∞
[ 1 00 −1 ]∞ ∈ Z(R)O(2),
we have g∞ ∈ γD,∞Z(R)O(2). By the (Z(AQ)GL2(Q),K)-invariance of φ˜, we have the
conclusion. The case D ≡ 0 (mod 4) is similar since ι∆ = Ad([ 1 00 f ])ΨD and we may take
mp = f . 
Lemma 2.3. Suppose D ≡ 1 (mod 4) and χD(2) = −1. Then∫
u∈o×E2
φ˜(gΨD(u)γD,2) d
×u = 2
3
∑
η∈T (2)/GL2(Z2)
φ˜(gη)
= 2
3
(2(ν2+1)/2 + 2(−ν2+1)/2)φ˜(g), g ∈ GL2(AQ),
where T (2) = {h ∈ M2(Z2) | | deth|2 = 2−1}.
Proof. From definition, we have
ΨD(a+ b
√
D)γD,2 = γD,2 [ a bDb a ]
for a, b ∈ Q2. Since D ≡ 1 (mod 4) and χD(2) = −1, we can set D = 5t2 with t ∈ Z×2 .
Thus
ΨD(a+ bt
−1√D)γD,2 = γD,2
[
t−1 0
0 1
]
[ a b5b a ] [
t 0
0 1 ]
and o×E2 = {u = x+
√
5y| x, y ∈ 2−1Z2, x− y ∈ Z2, x2 − 5y2 ∈ Z×2 }. From this,∫
u∈o×E2
φ˜(gΨD(u)γD,2) d
×u
=
∫
(x,y)∈(2−1Z2)2
x−y∈Z2, x2−5y2∈Z×2
φ˜(gγD,2
[
t−1 0
0 1
] [ x y
5y x
]
) ζE2(1) dx dy.(2.2)
Set T = {[ x y5y x ] ∈ GL2(Q2)| τ = x + √5y ∈ o×E2} and T+ = GL2(Z2) ∩ T . From [25,
Lemma 7.2], we have T+ = {[ x y5y x ] |x, y ∈ Z2, x2 − 5y2 ∈ Z×2 },
T = T+ ⊔ [ 1 15 1 ]T+ ⊔ [ 3 15 3 ]T+.(2.3)
By the right GL2(Z2)-invariance of φ˜, the integral (2.2) becomes the product of
ζE2(1)
∫
(x,y)∈Z22
x−y∈Z×2
dx dy = (1− 2−2)−1{1× 1− (1
2
)2 − (1
2
)2} = 2
3
and
φ˜(gγD,2
[
t−1 0
0 1
]
) + φ˜(gγD,2
[
t−1 0
0 1
]
[ 1 15 1 ]) + φ˜(gγD,2
[
t−1 0
0 1
]
[ 3 15 3 ])
=φ˜(gγD,2) + φ˜(gγD,2
[
t−1 0
0 1
]
[ 1 15 1 ]) + φ˜(gγD,2
[
t−1 0
0 1
]
[ 3 15 3 ])
The following three elements belongs to the set T (2):
γD,2,
1
2
γD,2
[
t−1 0
0 1
]
[ 1 15 1 ]
1
2
γD,2
[
t−1 0
0 1
]
[ 3 15 3 ]
From the disjoint decomposition (2.3), these elements belong to different right GL2(Z2)-
orbits. Since #(T (2)/GL2(Z2)) = 3, these elements actually form a complete set of
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representatives of the orbit space T (2)/GL2(Z2). This completes the proof of the first
equality. The second equality follows from the fact that φ˜ is a Hecke eigenform with
eigenvalue (2(1+ν2)/2 + 2(1−ν2)/2) at the place 2. 
Recall that the measure d×τ = ⊗vd×τv on A×E is given as d×τ = ⊗vζEv(1) davdbv|a2v−(∆/4)b2v |v
for τv = av +
√
4−1∆ bv (av, bv ∈ Qv).
Lemma 2.4. We have vol(ô×E; d
×τfin) = |f/2|∞ × 2.
Proof. Since ∆ = f 2D, by the variable change and the product formula
∏
v |f/2|v = 1,
we have d×τfin = |f/2|∞×⊗pζEp(1) dxpdyp|x2p−Dy2p|p if τ = x+
√
Dy. We have oEp = Zp +
√
DZp
and vol(o×Ep) = 1 unless p = 2 and χD(2) ∈ {0,−1}. If p = 2 and χD(2) = 0, then
oEp = Z2 +
√
4−1DZ2 and vol(o×Ep) =
∫
x,2y∈Z2,x2−Dy2∈Z×2 (1 − 2
−1)−1dxdy = 2. If p = 2
and χD(2) = −1, then oEp = Z2 +
√
D+1
2
Z2 and vol(o
×
Ep
) = 3 × 2
3
= 2 from the proof of
Lemma 2.3. 
Let D > 0 and fix a complete set of representatives {aj} of the narrow ideal class group
of E. Let αj ∈ A×E,fin be the idele corresponding to aj. Let ǫ0 ∈ UD be the fundamental
unit. Set ǫ = ǫ0 if N(ǫ0) = 1 and ǫ = ǫ
2
0 if N(ǫ0) = −1. Then by the decomposition
A×QE
×\A×E/oˆ×E = E×\A1E/oˆ×E =
h⊔
j=1
αj · ǫZ\E˜1∞
with E˜1∞ = {τ ∈ E×∞/{±1}|NE/Q(τ) = 1}, using Lemmas 2.1, 2.3 and 2.4, we have the
following:
P∆(φ˜) = 2×D1/2
h∑
j=1
∫
ǫZ\E˜1
∞
φ˜(ΨD(αj)ΨD(τ∞)γD,∞) |f/2|∞d×τ˙∞,
where d×τ˙∞ is the measure on ǫZ\E˜1∞ derived from the measure d×τ˙ on E×A×Q\A×E . Let us
fix a decomposition of the element ΨD(αj) along GL2(AQ) = Z(AQ)GL2(Q)GL2(R)
+GL2(Zˆ).
This decomposition is explicitly obtained from an oriented Z-basis of aj in the following
way. Since ΨD is optimal, there exists a Z-basis {ω1, ω2} of oE such that
[τω1, τω2] = [ω1, ω2]ΨD(τ)(2.4)
for all τ ∈ E. Let {η1, η2} be a Z-basis of aj (which is a free Z-module of rank 2). Since
{η1, η2} and {ω1, ω2} are Q-bases of E, we have a rational matrix γj ∈ GL2(Q) such that
[η1, η2] = [ω1, ω2]γj.(2.5)
We suppose det(γj,∞) > 0. For any prime p, we have two Zp-bases {η1, η2} and {αj,pω1, αj,pω2}
of the Zp-module aj⊗Zp ∼= Zp⊕Zp. Thus, there exists a matrix kj,p ∈ GL2(Zp) such that
[αj,pω1, αj,pω2] = [η1, η2]kj,p (∀ p).(2.6)
From (2.4), (2.6) and (2.5),
[ω1, ω2]ΨD(αj) = [ω1, ω2]γj kj
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with kj = (kj,p)p<∞ ∈ GL2(Zˆ). Thus, ΨD(αj) = γj γ−1j,∞ kj holds in the adelization
GL2(AQ), where γj,∞ is the image of γj in GL2(R)+. Thus,
P∆(φ˜) = 2×D1/2
h∑
j=1
∫
ǫZ\E˜1
∞
φ˜(γ−1j,∞ΨD(τ∞)γD,∞) |f/2|∞d×τ˙∞.
Now set τ∞ = x ⊕ δy ∈ E×∞ with x, y ∈ R (this is an expression in the quotient ring
R[X ]/(X2 −D) = R⊕ δR with δ being the class of X). Then the connected component
(E×∞)
0 of 1 in E×∞ is {τ∞ ∈ E∞|x2 − Dy2 > 0, x −
√
Dy > 0 } and E1∞ = {τ∞ =
x⊕ δy| x2−Dy2 = 1}. For τ∞ = x⊕ δy ∈ E×∞, set t = x+
√
Dy ∈ R×. Then t (restricted
to E1∞) is a coordinate function on E
1
∞, giving a group isomorphism E
1
∞ ∼= R×. Note
E˜1∞ = E
1
∞/{±1} ∼= (E1∞)0. We have the direct product decomposition (E×∞)0 = R×+ E˜1∞
as τ∞ = rτ 1∞ with r > 0 and τ
1
∞ ∈ (E1∞)0. A computation reveals
dr
r
∧ dt
t
=
√
D
dx ∧ dy
x2 −Dy2 ,
which shows that the measure d1τ∞ on E˜1∞ derived from |f/2|∞d×τ∞ is 1√D dt|t| .
Suppose D ≡ 1 (mod 4). Then
ΨD(τ∞)γD,∞ = γD,∞
[
t 0
0 t−1
]
for any τ∞ = x⊕ δy ∈ E˜1∞ with t = x+
√
Dy. Hence by the definition of φ˜,
φ˜(γ−1j,∞ΨD(τ∞)γD,∞) = φ(γ
−1
j,∞γD,∞(it
2))
and we obtain the expression
P∆(φ˜) = 2D1/2
h∑
j=1
∫
ǫZ\E˜1
∞
φ(γ−1j,∞γD,∞(it
2)) 1√
D
dt
|t| .
Let QD(x, y) be the element of F(D) such that QD(x, 1) = 0 has the roots γD,∞(0) =
−√D+1√
D+1
and γD,∞(i∞) = −
√
D−1√
D−1 , or explicitly
QD(x, y) =
D−1
4
x2 + D+1
2
xy + D−1
4
y2.
Let Qj ∈ F(D) be an element that belongs to the same Q×-homothety class as QDγj.
Then Qj(x, 1) = 0 has the two roots γ
−1
j,∞γD,∞(0) and γ
−1
j,∞γD,∞(i∞) with det(γ−1j,∞γD,∞) >
0. Hence
P∆(φ˜) =
h∑
j=1
∫
Γ(Qj)\ΩQj
φ(z) |dQjz|
as desired. The case D ≡ 0 (mod 4) is similar.
Next, we consider the case D < 0. Let {aj}hj=1 be a complete set of representatives of
the ideal class group of E and αj ∈ A×E,fin the idele corresponding to aj . Then
A×QE
×\A×E/ô×E =
h⊔
j=1
αj ·WD\E1∞,
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whereWD is the set of roots of unity in E. We have that E
1
∞ = {x1+i
√|D|y1 | x21+|D|y21 =
1} is isomorphic to the unit circle by x1 = cos θ, y1 =
√|D|−1 sin θ (0 6 θ < 2π). By the
direct product decomposition E×∞ = R
×
+E
1
∞ with τ∞ = r(cos θ+ i sin θ), the measure dτ∞
is decomposed as
ζC(1)
dx dy
x2 + |D|y2 =
1√|D| drr dθπ ,
from which the measure d1τ∞ induced on E1∞ is seen to be equal to
1√
|D|
dθ
π
. Suppose
D ≡ 1 (mod 4). A computation shows the equality
ΨD(τ∞)γD,∞ = γD,∞
[
x −
√
|D|y√
|D|y x
]
∈ γD,∞ Z(R)0SO(2), τ∞ = x+
√
Dy ∈ E×∞.
(2.7)
Let γj ∈ GL2(Q) and γj,∞ ∈ GL2(R)+ be as above. Since φ˜ is right Z(R)SO(2)-invariant,
P∆(φ˜) = 2|D|1/2
h∑
j=1
∫
WD\E1∞
φ˜(γ−1j,∞γD,∞) d
1τ∞
= 2|D|1/2
h∑
j=1
φ˜(γ−1j,∞γD,∞)
1
#WD
∫ 2π
0
1√|D| dθπ = 2× 2wD
h∑
j=1
φ˜(γ−1j,∞γD,∞).
For the element QD(x, y) =
D−1
4
x2 + D+1
2
xy + D−1
4
y2 of F(D), the quadratic equation
QD(z, 1) = 0 has the unique root γD,∞(i) on H. Let Qj ∈ F(D) be an element belonging
to the same Q×-homothety class as QDγj. Then Qj(z, 1) = 0 has the unique root zQj =
γ−1j,∞γD,∞(i) on H. Hence, φ˜(γ
−1
j,∞γD,∞) = φ(zQj). This settles the proof of the equality
P∆(φ˜) = 2PD(φ) for D ≡ 1 (mod 4). The case D ≡ 0 (mod 4) is similar. 
Remark : Zagier’s formula (1.14) is compatible with [25, Proposition 7.7] by Proposition
2.1.
2.2. Adelic trace formula. Let q be a prime number and ∆ = f 2D a discriminant with
D ∈ D, f ∈ N. For a ∈ Q×q and s, z ∈ C, we set
S∆,(z)q (s; a) = −q−
s+1
2
ζq
(
s+ z+1
2
)
ζq
(
s+ −z+1
2
)
Lq(s+ 1, εD)
|a|
s+1
2
q , (|a|q 6 1),
(2.8)
S∆,(z)q (s; a) = −q−
s+1
2
{
ζq(−z)ζq
(
s+ z+1
2
)
Lq
(−z+1
2
, εD
) |a|−z+14q + ζq(z)ζq (s+ −z+12 )Lq ( z+12 , εD) |a| z+14q
}
, (|a|q > 1),
where εD is the idele class character of Q
× corresponding to χD.
Fix a finite set S of prime numbers and an even integer k > 4 once and for all, and let
s = (sq)q∈S denote a variable belonging to the space XS =
∏
q∈S Xq. For a ∈ Q×, set
Bφ,S(∆; a) =
∏
q /∈S
{
ζq(−νp)
Lq(
−νp+1
2
, εD)
|a|
−νp+1
4
q +
ζq(νp)
Lq(
νp+1
2
, εD)
|a|
νp+1
4
q
}
.
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Recall that QIrrQ is defined to be the set of all the equivalence classes (t : n)Q of pairs
(t, n) ∈ Q2 with t2− 4n ∈ Q×− (Q×)2, where two such pairs (t, n) and (t′, n′) are defined
to be equivalent if and only if t′ = ct, n′ = c2n (∃c ∈ Q×), and QIrrQ ∩ QSQ is the set of all
(t : n)Q such that there exists a finite idele c ∈ A×Q with cpt ∈ Zp, c2pn ∈ Z×p for all primes
p 6∈ S ([25, §7]). For ǫ ∈ {+,−}, let Qǫ(S) be a complete set of representatives of the
equivalence classes (t : n)Q ∈ QIrrQ ∩QSQ with ǫn > 0 and t, n ∈ Z. Set
Jellk,S(s) =
1
2
∑
(t,n)∈Q+(S)
PD(φ˜)Bφ,S(∆;nf−2){
∏
q∈S
S∆,(νq)q (sq;nf−2)}Osgn(∆),(ν∞)k
(
t√
|∆|
)
,
where ∆ = t2 − 4n = f 2D for (t, n) ∈ Q+(S) with f ∈ N, D ∈ D. Define
J
hyp
k,S (s) =
1
4
Lˆ
(
1
2
, φ
) ∑
a∈Z(S)×+−{1}
Bφ,S(1; a(a− 1)−2){
∏
q∈S
S1,(νq)q (sq; a(a− 1)−2)}O+,(ν∞)k
(
a+1
a−1
)
,
where Z(S)×+ denotes the set of rational numbers of the form
∏
q∈S q
mq with mq ∈ Z.
For s = {sq}q∈S ∈ XS, set
Ik,S(s) =
4π
k−1
∑
f∈Hk
µf(φ)
1∏
q∈S(q
1/2λf(q)− (q(1+sq)/2 + q(1−sq)/2)) .
Proposition 2.5. The series Jhypk,S (s) and J
ell
k,S(s) converge absolutely and locally uniformly
for Re sq ≫ 0 (q ∈ S). For all s ∈ XS with Re sq ≫ 0 (q ∈ S), we have the identity
Ik,S(s) = J
hyp
k,S (s) + J
ell
k,S(s).(2.9)
Proof. We apply [25, Theorem 10.1] 2 to the case F = Q, n = Z, ξ = πφ, noting that
the theorem in this setting holds true for any S by §5. For any f ∈ Hk, let πf be the
representation of GL2(AQ) generated by f˜ , the lift of f to GL2(AQ) constructed as in
[2, §3.6]. Then πf is irreducible and cuspidal and the set Πcus(k,Z) is exhausted by πf
with f ∈ Hk. We notice that ϕ0ξ in [25, §10] coincides with 2φ˜ (see the first paragraph of
§ 2). Under the normalization of the Haar measure on GL2(AQ) used in [25], we easily see
〈φ˜|f˜ ¯˜f〉L2 = µf(φ) and 〈f˜ |f˜1〉L2 = 〈f, f1〉 for f, f1 ∈ Hk. We note that if (t, n) ∈ Q−(S),
then |t/√t2 − 4n| < 1, which implies O+,(ν∞)k (t/
√
t2 − 4n) = 0; thus the summand over
Q−(S) is zero. Thus, the formula in [25, Theorem 10.1] multiplied by 2−1 is precisely our
(2.9). 
2.3. The proof of Theorem 1.3. We deduce Theorem 1.3 from Proposition 2.5. Re-
call the Chebyshev polynomials of the 2nd kind Um(X) (m ∈ N0) are defined by the
relation Um(cos θ) = sin((m + 1)θ)/ sin θ. Let dµq(s) denote the holomorphic 1-form
2−1(log q)(q(1+s)/2 − q(1−s)/2) ds on Xq, and let Lq(c) be the contour y 7→ c + iy (y ∈
R, |y| 6 2πi
log q
) on Xq for a sufficiently large c ∈ R.
2In the left-hand side of the formula in [25, Theorem 10.1], (−1)#S should be removed.
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Lemma 2.6. When a ∈ Q×q satisfies |a|q 6 1, we have the equality
−1
2πi
∫
L(c)
(−q− s+12 )ζq(s+
z+1
2
)ζq(s+
−z+1
2
)
Lq(s+ 1, εD)
|a|
s+1
2
q Um(2
−1(q−s/2 + qs/2))dµq(s)
=δ(m− ordq(a) ∈ 2N0)q−m/2
{
ζq(−z)q(m−ordq(a))(−z+1)/4
Lq(
−z+1
2
, εD)
+
ζq(z)q
(m−ordq(a))(z+1)/4
Lq(
z+1
2
, εD)
}
.
When a ∈ Q×q satisfies |a|q > 1, we have
−1
2πi
∫
L(c)
(−q− s+12 )
{
ζq(−z)ζq(s+ z+12 )
Lq(
−z+1
2
, εD)
|a|(−z+1)/4q +
ζq(z)ζq(s+
−z+1
2
)
Lq(
z+1
2
, εD)
|a|(z+1)/4q
}
× Um(2−1(q−s/2 + qs/2))dµq(s)
=δ(m ∈ 2N0)q−m/2
{
ζq(−z)q(m−ordq(a))(−z+1)/4
Lq(
−z+1
2
, εD)
+
ζq(z)q
(m−ordq(a))(z+1)/4
Lq(
z+1
2
, εD)
}
.
Proof. Suppose |a|q 6 1. By the variable change ξ = q−s/2, the integral is transformed to
−1
2πi
∮
|ξ|=q−c/2
1− ξ2χD(q)q−1
(1− ξ2q(−z−1)/2)(1− ξ2q(z−1)/2) |a|
1/2
q ξ
ordq(a)(ξm+1 − 1
ξm+1
)dξ
=Resξ=0
1− ξ2χD(q)q−1
(1− ξ2q(−z−1)/2)(1− ξ2q(z−1)/2) |a|
1/2
q ξ
ordq(a)−m−1.
When ordq(a) > m + 1, this quantity vanishes. When 0 6 ordq(a) 6 m, the residue as
above vanishes if ordq(a)−m is odd. If m− ordq(a) = 2b for b ∈ N0, then we have
Resξ=0
1− ξ2χD(q)q−1
(1− ξ2q(−z−1)/2)(1− ξ2q(z−1)/2) |a|
1/2
q ξ
ordq(a)−m−1
=|a|1/2Resξ=0
{ ∞∑
l=0
∞∑
j=0
ξ2l+2jq
−z−1
2
l+ z−1
2
j − χD(q)q−1
∞∑
l=0
∞∑
j=0
ξ2l+2j−2q
−z−1
2
l+ z−1
2
j
}
=|a|1/2
{ b∑
l=0
q
−z−1
2
l+ z−1
2
(b−l) − χD(q)q−1
b−1∑
l=0
q
−z−1
2
l+ z−1
2
(b−1−l)
}
=|a|1/21− q
−(b+1)z
1− q−z q
z−1
2
b − χD(q)q−1δ(b > 1)1− q
−bz
1− q−z q
z−1
2
(b−1)
=δ(b = 0)|a|1/2 − δ(b > 1)|a|1/2
{
1− χD(q)q(−z−1)/2
1− q−z q
b(z−1)/2 +
1− χD(q)q(z−1)/2
1− qz q
b(−z−1)/2
}
=q−m/2
{
ζq(z)
Lq(
z+1
2
, εD)
q
z+1
4
(m−ordq(a)) +
ζq(−z)
Lq(
−z+1
2
, εD)
q
−z+1
4
(m−ordq(a))
}
.
This yields the first identity. The case where |a|q > 1 is more easily obtained by noting
Resξ=0(
ξ−m−1
1−ξ2q(−z−1)/2 ) = δ(m ∈ 2N0)qm(−z−1)/4. 
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For a positive integer n =
∏
q∈S q
mq with mq ∈ N, let αn be a function on XS defined as
αn(s) =
∏
q∈S Umq(2
−1(q−sq/2 + qsq/2)). From Theorem 2.5, we have an equality between
(−1
2πi
)#S ∫
LS(c)
Ik,S(s)αn(s)dµS(s)(2.10)
and (−1
2πi
)#S ∫
LS(c)
J
hyp
k,S (s)αn(s)dµS(s) +
(−1
2πi
)#S ∫
LS(c)
Jellk,S(s)αn(s)dµS(s),(2.11)
where
∫
LS(c)
f(s)dµS(s) is defined as the iteration of the one-dimensional contour integral∫
Lq(j)(c)
dµq(j)(sq(j)) (j = 1, . . . , l) in any ordering S = {q(1), . . . , q(l)}. By the formula
−1
2πi
∫
Lq(c)
{q(1+ν)/2 + q(1−ν)/2 − q(1+s)/2 − q(1−s)/2}−1α(s)dµq(s) = α(ν),
which is valid for any holomorphic function α on Xq such that α(−s) = α(s), the quantity
(2.10) becomes
4π
k−1
∑
f∈Hk
{
∏
q∈S
Umq(2
−1(qνq(f)/2 + q−νq(f)/2))}µf(φ),
where νq(f) ∈ Xq is determined by λf(q) = qνq(f)/2 + q−νq(f)/2. Since
λf(n) =
∏
q∈S
Umq(2
−1(qνq(f)/2 + q−νq(f)/2)),
the above quantity is equal to the left-hand side of (1.13).
The first term of (2.11) becomes
1
4
Lˆ
(
1
2
, φ
) ∑
a∈Z(S)×+−{1}
BS(ν; (a− 1)2)O+,(ν∞)k
(
a+1
a−1
)
×
∏
q∈S
−1
2πi
∫
Lq(c)
S1,(νq)q
(
s; a
(a−1)2
)
Umq(2
−1(qs/2 + q−s/2)) dµq(s).(2.12)
By Lemma 2.6, the S-factor (2.12) is non-zero only if
mq > ordq((a− 1)−2a) > 0, mq ≡ ordq(a) (mod 2)(2.13)
or
ordq((a− 1)−2a) < 0, mq ≡ 0 (mod 2)(2.14)
for all q ∈ S. Let a ∈ Z(S)×+−{1} be an element satisfying these two conditions, and write
a = a1a
−1
2 with relatively prime integers a1, a2 > 0. Then (2.13) is equivalent to mq >
ordq(a1a2), mq ≡ ordq(a1a2) (mod 2) for all q|a1a2. Hence a1a2c2 = n with some c ∈ N.
Then we see that for all q ∈ S such that (q, a1a2) = 1, ordq((a−1)−2a) = −2 ordq(a−1) is
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a non-positive even integer, confirming the condition (2.14). If we set d1 = a1c, d2 = a2c,
then n = d1d2 and a = d1d
−1
2 . By Lemma 2.6, the q-factor of (2.12) becomes
q−mq/2
 ζq(−νq)Lq (−νq+12 , εD) |d1 − d2|(νq−1)/2q +
ζq(νq)
Lq
(
νq+1
2
, εD
) |d1 − d2|(−νq−1)/2q
 ,
whose product over q ∈ S together with BS(ν; (a − 1)2) = BS(ν; (d1 − d2)2) yields
B(ν; (d1 − d2)2). Thus we obtain the first term of the right-hand side of (1.13).
Let us examine the second term of (2.11). We need a lemma.
Lemma 2.7. Let n =
∏
q∈S q
mq with mq ∈ N be a positive integer. Let (t, n′) ∈ Q+(S) be
such that ∏
q∈S
−1
2πi
∫
Lq(c)
St2−4n′,(νq)q
(
s; n
′
f2
)
Umq(2
−1(qs/2 + q−s/2)) dµq(s) 6= 0,(2.15)
where t2 − 4n′ = f 2D with f ∈ N and a fundamental discriminant D ∈ D. Then there
exists c ∈ Z(S)× such that ct ∈ Zq and ordq(c2n′) = mq for all q ∈ S.
Proof. Set a = n′/f 2 and fix any q ∈ S. If ordq(a) > 0, then ord((a−1)−2a) = ordq(a) > 0.
If ordq(a) = 0, ord((a − 1)−2a) = −2 ordq(a − 1) > 0. If ordq(a) < 0, ord((a − 1)−2a) =
− ordq(a) > 0. By (2.13) and (2.14), we must have mq = ordq(a)+2ξq with some ξq ∈ N0.
Concequently, c =
∏
q∈S q
ξq is a required element. 
From this lemma, the second term of (2.11) becomes
1
2
∑
D∈D
∑
t∈T (n)
PD(φ)Bφ,S(ν;nf−2)Osgn(t
2−4n),(ν∞)
k
(
t√
|t2−4n|
)
×
∏
q∈S
−1
2πi
∫
Lq(c)
St2−4n,(νq)q
(
s;nf−2
)
Umq (2
−1(qs/2 + q−s/2)) dµq(s),(2.16)
where T (n) is the set of all t ∈ Z such that t2 − 4n ∈ Q× − (Q×)2 and both f ∈ N and
D ∈ D are determined from t ∈ T (n) by t2 − 4n = f 2D. From Lemma 2.6, the S-factor
is computed to be
n−1/2
∏
q∈S
 ζq(−νq)Lq (−νq+12 , εD) |f−2|(−νq+1)/4q +
ζq(νq)
Lq
(
νq+1
2
, εD
) |f−2|(νq+1)/4q
 ,
which together with Bφ,S(ν;nf−2) yields B(ν; t2 − 4n). Thus we obtain the second term
of the right-hand side of (1.13) using Proposition 2.1. This completes the proof of Theo-
rem 1.3. 
3. Proofs of Theorems 1.4 and 1.5
Let φ be as before with the spectral parameter (ν∞, ν = {νp}p<∞).
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Let us recall the function used in [28]. For ∆, t ∈ R such that t2 > ∆ 6= 0 and s ∈ C
with 1− k < Re s < k, it is defined as the integral
Ik(∆, t; s) =
Γ
(
k − 1
2
)√
π
Γ(k)
∫ ∞
0
yk+s−2
(y2 + ity −∆/4)k−1/2 dy.
Then from formulas on [28, p.134], if ∆ = t2 − 4n < 0,
O−,(z)k
(
t√
|∆|
)
= |∆|−k/2 22k−1 (−1)k/2 nk/2 {Ik
(
−4, 2t√|∆| ;
z+1
2
)
+ Ik
(
−4, −2t√|∆| ;
z+1
2
)
},
(3.1)
and if ∆ = t2 − 4n > 0 and n > 0,
O+,(z)k
(
t√
∆
)
=
Γ
(
z+3
4
)
√
πΓ
(
z+1
4
) |∆|−k/2 22k−1 (−1)k/2 nk/2 {Ik (4, 2t√∆ ; z+12 )+ Ik (4, −2t√∆ ; z+12 )}.
(3.2)
Lemma 3.1. If k > (|Re z|+ 1)/2, then
O−,(z)k (0) = 2k−1(−1)k/2
√
πΓ
(
k
2
+ −z−1
4
)
Γ
(
k
2
+ z−1
4
)
Γ(k)−1.
Proof. From (3.1), we have
O−,(z)k (0) = 4−k/2 22k−1 (−1)k/2
Γ (k − 1/2)√π
Γ(k)
2
∫ ∞
0
yk+(z−3)/2
(y2 + 1)k−1/2
dy.
By the variable change x = (1 + y2)−1, the y-integral becomes a half of the beta integral
B(k
2
+ −z−1
4
, k
2
+ z−1
4
) = Γ(k
2
+ −z−1
4
)Γ(k
2
+ z−1
4
)Γ(k − 1/2)−1. 
Lemma 3.2. Let t, n ∈ Z such that ∆ = t2 − 4n < 0. Set ρ = 2−1(−t + i√|∆|). For all
z ∈ iR, we have
O−,(z)k
(
t√
|∆|
)
=
2π√|∆| Γ(k + (z − 1)/2)Γ(k + (−z − 1)/2)Γ(k)2
×
{
ρ (ρ¯/ρ)k/22F1
(
1+z
2
, 1−z
2
; k; ρ¯−i
√
|∆|
)
+ ρ¯ (ρ/ρ¯)k/22F1
(
1+z
2
, 1−z
2
; k; ρ
i
√
|∆|
)}
.
Proof. By the definition of the associated Legendre function of the 1st kind (cf. [5, 8.702]),
P1−kz−1
2
(ia) = ( ia+1
ia−1)
(1−k)/2Γ(k)−12F1(1−z2 ,
z+1
2
; k; 1−ia
2
).
For a = t√|∆| , we have 1− ia =
2ρ¯
−i
√
|∆| and
sgn(a)i
√
1 + a2P1−kz−1
2
(ia) =(ia + 1)1/2(ia− 1)1/2( ia+1
ia−1)
(1−k)/2Γ(k)−12F1(1−z2 ,
z+1
2
; k; 1−ia
2
)
=2ρ(i
√
|∆|)−1(ρ¯/ρ)k/2Γ(k)−12F1(1−z2 , 1+z2 ; k; ρ¯−i√|∆|).
Here arg(ia±1) is taken so that arg(ia±1) ∈ (−π, π), which leads us (ia+1)1/2(ia−1)1/2 =
sgn(a)i
√
a2 + 1. Similarly, we have
sgn(a)i
√
1 + a2P1−kz−1
2
(−ia) =2ρ¯(−i
√
|∆|)−1(ρ/ρ¯)k/22F1(1−z2 , 1+z2 ; k; ρi√|∆|).
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By substituting these, we have the desired formula of O−,(z)k (a). 
Proposition 3.3. Let t, n ∈ Z be such that ∆ = t2 − 4n < 0. Set ρ = 2−1(−t + i√|∆|).
Let z ∈ iR. Then we have the asymptotic formula
O−,(z)k
(
t√
|∆|
)
/O−,(z)k (0) = 2
√
|∆|−1 {ρ (ρ¯/ρ)k/2 + ρ¯ (ρ/ρ¯)k/2} +O(k−1), k →∞.
Proof. This follows from Lemma 3.2 by applying the asymptotic formulas
Γ(k + α)
Γ(k + β)
= kα−β(1 +O(k−1)), 2F1(a, b; k, x) = 1 +O(k−1)(3.3)
found on [17, p.12] and [6, Appendix A, Theorem 1]. 
Lemma 3.4. For ǫ > 0 and z ∈ iR, we have
|Ik
(
4, a; z+1
2
) | ≪z,ǫ |Γ (k2 + −z−14 )Γ (k2 + z−14 )Γ(k)−1| 2k√ka−(k−ǫ−1/2)
uniformly in k and |a| > 2.
Proof. We have
|Ik
(
4, a; z+1
2
) | 6 √πΓ(k − 1/2)
Γ(k)
∫ ∞
0
yk−1/2
|y2 − 1 + iay|k−1/2d
×y.
By using y2 + y−2 > 2 and |a| > 2, the integral is estimated as
y−(k−1/2)|y2 − 1 + iay|k−1/2 = (y2 + y−2 + a2 − 2)(k−1/2)/2
= (y2 + y−2 + a2 − 2)(k−ǫ−1/2)/2 × (y2 + y−2 + a2 − 2)ǫ
> ak−ǫ−1/2 (y2 + y−2 + 2)ǫ/2.
Thus
|Ik
(
4, a; z+1
2
) | 6 √πΓ(k − 1/2)
Γ(k)
a−(k−ǫ−1/2)
∫ ∞
0
d×y
(y + y−1)ǫ/2
.
By the duplication formula Γ(k− 1/2) = 2k−3/2√π−1Γ(k/2− 1/4)Γ(k/2+ 1/4) and (3.3),
it is seen that
Γ(k − 1/2)
Γ
(
k
2
+ −z−1
4
)
Γ
(
k
2
+ z−1
4
) = 2k−3/2√π−1 × Γ(k/2− 1/4)
Γ
(
k
2
+ −z−1
4
) × Γ(k/2 + 1/4)
Γ
(
k
2
+ z−1
4
)
with growing k is majorized by 2k−3/2 × |(k
2
)z/4| × |(k
2
)−z/4+1/2| = 2k−2k1/2. 
Lemma 3.5. Let d1 > d2 be two positive integers. Then
Ik
(
4, 2d1+d2
d1−d2 ;
z+1
2
)
= 22−2kπ
Γ
(
k + z−1
2
)
Γ
(
k + −z−1
2
)
Γ(k)2
×
(
1
i
d
1/2
1 +d
1/2
2
d
1/2
1 −d1/22
)−k− z−1
2
2F1
(
k − 1
2
, k + z−1
2
; 2k − 1; 4(d1d2)1/2
(d
1/2
1 +d
1/2
2 )
2
)
.
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Proof. Set rj =
√
dj (j = 1, 2). Since y
2+2id1+d2
d1−d2 y−1 = (y+ i r1−r2r1+r2 )(y+ i r1+r2r1−r2 ), by using
the formula [5, 3.259.3], we have
Ik
(
4, 2d1+d2
d1−d2 ;
z+1
2
)
=
√
πΓ
(
k − 1
2
)
Γ(k)
∫ ∞
0
yk+
z−3
2
(
y + i r1−r2
r1+r2
)1/2−k (
y + i r1+r2
r1−r2
)1/2−k
dy
=
√
πΓ
(
k − 1
2
)
Γ(k)
B
(
k + z−1
2
, k + −z−1
2
)
×
(
1
i
r1+r2
r1−r2
)−k−(z−1)/2
2F1
(
k − 1
2
, k + z−1
2
; 2k − 1; 1−
(
r1−r2
r1+r2
)2)
.
By the duplication formula for the gamma function,
√
πΓ
(
k − 1
2
)
Γ(k)
B
(
k + z−1
2
, k + −z−1
2
)
=
√
πΓ
(
k − 1
2
)
Γ(k)
× Γ
(
k + z−1
2
)
Γ
(
k + −z−1
2
)
22k−2
√
π
−1
Γ
(
k − 1
2
)
Γ(k)
= 22−2kπ
Γ
(
k + z−1
2
)
Γ
(
k + −z−1
2
)
Γ(k)2
.

Lemma 3.6. Let x ∈ R be such that 0 < x < 1 and z ∈ iR. Then
|2F1
(
k − 1
2
, k + z−1
2
; 2k − 1; x) | 6 (1− x)−1 1
k − 1/2
Γ(2k − 1)
Γ(k − 1/2)2 .
Proof. From [17, p.54],
|2F1
(
k − 1
2
, k + z−1
2
; 2k − 1; x) | = ∣∣∣∣ Γ(2k−1)Γ(k−1/2)2 ∫ 1
0
tk−3/2(1− t)k−3/2(1− xt)−k−(z−1)/2dt
∣∣∣∣
6
Γ(2k−1)
Γ(k−1/2)2
∫ 1
0
tk−3/2(1− xt)−1 ( 1−t
1−tx
)k−3/2
dt.
Since 0 6 1−t
1−tx < 1 for 0 6 t 6 1, we have∫ 1
0
tk−3/2(1− xt)−1 ( 1−t
1−tx
)k−3/2
dt 6 (1− x)−1
∫ 1
0
tk−3/2dt = (1− x)−1 1
k−1/2 .

Lemma 3.7. Let d1 > d2 be two positive integers and z ∈ iR. Then
|O+,(z)k
(
d1+d2
d1−d2
)
O−,(z)k (0)−1| ≪z,d1,d2 k−1/2
(
4
√
d1d2
(
√
d1+
√
d2)2
)k
.
Proof. From Lemmas 3.1, 3.5 and 3.6, |O+,(z)k
(
d1+d2
d1−d2
)
O−,(z)k (0)−1| is majorized by
|(d1 − d2)2|−k/2(d1d2)k/222k × 2−2k
Γ
(
k + z−1
2
)
Γ
(
k + −z−1
2
)
Γ(k)2
(
d
1/2
1 +d
1/2
2
d
1/2
1 −d
1/2
2
)−k+1/2
1
k − 1/2
Γ(2k − 1)
Γ(k − 1/2)2
× 2−kΓ (k
2
+ −z−1
4
)−1
Γ
(
k
2
+ z−1
4
)−1
Γ(k).
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By applying the duplication formula to Γ(2k − 1), Γ (k + z−1
2
)
and Γ
(
k + −z−1
2
)
, this is
majorized by
( √
d1d2
(
√
d1+
√
d2)2
)k 22k−2√π−1Γ(k)Γ(k − 1/2)
Γ(k + 1/2)Γ(k − 1/2)
× 2k+(z−1)/2−1√π−1Γ (k
2
+ z−1
4
)
Γ
(
k
2
+ z+1
4
)
2k+(−z−1)/2−1
√
π
−1
Γ
(
k
2
+ −z−1
4
)
Γ
(
k
2
+ −z+1
4
)
Γ(k)−2
× 2−kΓ (k
2
+ −z−1
4
)−1
Γ
(
k
2
+ z−1
4
)−1
Γ(k)
≪
( √
d1d2
(
√
d1+
√
d2)2
)k
23k Γ
(
k
2
+ z+1
4
)
Γ
(
k
2
+ −z+1
4
)
Γ(k + 1/2)−1
=
( √
d1d2
(
√
d1+
√
d2)2
)k
22k+1/2
√
π
Γ
(
k
2
+ z+1
4
)
Γ
(
k
2
+ 1
4
) Γ (k2 + −z+14 )
Γ
(
k
2
+ 3
4
) ≪ ( 4√d1d2
(
√
d1+
√
d2)2
)k
1√
k
.
Here the last majorization is due to (3.3). 
From Theorem 1.3,
4π
k−1Ak,n(φ) =P−4n(φ)B(ν;−4n)O−,(ν∞)k (0)
+
∑
t∈T (n),
t2<4n
Pt2−4n(φ)B(ν, t
2 − 4n)O−,(ν∞)k
(
t√
|t2−4n|
)
+ 1
4
Lˆ
(
1
2
, φ
) ∑
n=d1d2
d1,d2>0,d1 6=d2
B(ν; (d1 − d2)2)O+,(ν∞)k
(
d1+d2
d1−d2
)
+ 1
2
∑
t∈T (n)
t2>4n
Pt2−4n(φ)B(ν; t
2 − 4n)O+,(ν∞)k
(
t√
t2−4n
)
.
From this and Lemma 3.1,
23−ki−k
√
πΓ(k − 1)
Γ
(
k
2
+ −ν∞−1
4
)
Γ
(
k
2
+ ν∞−1
4
)Ak,n(φ) = P−4n(φ)B(ν;−4n) + E1(k) + E2(k) + E3(k)
with
E1(k) =
∑
t∈Z
0<|t|<2√n
Pt2−4n(φ)B(ν; t
2 − 4n)O−,(ν∞)k
(
t√
4n−t2
)
O−,(ν∞)k (0)−1,
E2(k) =
1
2
∑
t∈T (n)
t2>4n
Pt2−4n(φ)B(ν; t
2 − 4n)O+,(ν∞)k
(
t√
t2−4n
)
O−,(ν∞)k (0)−1,
E3(k) =
1
4
Lˆ
(
1
2
, φ
) ∑
n=d1d2
d1,d2>0,d1 6=d2
B(ν; (d1 − d2)2)O+,(ν∞)k
(
d1+d2
d1−d2
)
O−,(ν∞)k (0)−1.
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By (3.3), the factor in front of Ak,n(φ) is estimated as
23−ki−k
√
πΓ(k − 1)
Γ(k
2
+ −ν∞−1
4
)Γ(k
2
+ ν∞−1
4
)
=
23−ki−k
√
π × 2k−2√π−1Γ((k − 1)/2)Γ(k/2)
Γ(k
2
+ −ν∞−1
4
)Γ(k
2
+ ν∞−1
4
)
= 2(−1)k/2 (k
2
)−1/2+(ν∞+1)/4 × (k
2
)−(ν∞−1)/4
+O(k−1)
= 2(−1)k/2 +O(k−1).
Next we consider E2(k). From [25, Lemma 7.14 (1)], for any t, f ∈ Z such that |t| > 2
√
n
and (t2 − 4n)/f 2 is a fundamental discriminant, we have
|B(ν; t2 − 4n)| 6
∏
p|f
3| ordp(f−2)||f−2|−(|Re νp|+1)/4p
6
∏
p|f
3| ordp(f−2)||f−2|−2/4p ≪ǫ (f 2)1/2+ǫ 6 (t2 − 4n)1/2+ǫ.
Since Pt2−4n(φ) = 2−δ(D<0)Pt2−4n(φ˜)≪ǫ (t2−4n)1/2+ǫ for |t| > 2
√
n follows from the proof
of [25, Theorem 9.1], by Lemmas 3.1 and 3.4, we have
|E2(k)| ≪ǫ
∑
t∈T (n)
t2>4n
|Pt2−4n(φ)| × |B(ν; t2 − 4n)| × {|Ik
(
4, 2t√
t2−4n ;
ν∞+1
2
)
|+ |Ik
(
4, −2t√
t2−4n ;
ν∞+1
2
)
|}
× 22k|∆|−k/2nk/2 × 2−k|Γ (k
2
+ −ν∞−1
4
)
Γ
(
k
2
+ ν∞−1
4
)
Γ(k)−1|−1
≪ǫ
∑
|t|>2√n
(t2 − 4n)1/2+ǫ × (t2 − 4n)1/2+ǫ × (t2 − 4n)−k/22knk/2
√
k
(
2|t|√
t2−4n
)−k+ǫ+1/2
≪ǫ
∑
|t|>2√n
(t2 − 4n)3/4+3ǫ/2
(
|t|√
n
)−k+1/2+ǫ √
k.
Let t0 be the least positive integer such that t0 > 2
√
n. With a fixed k0 > 2 and a
sufficiently small ǫ > 0, the last quantity is majorized by
√
k
(
t0√
n
)−(k−k0) × ∑
|t|>2√n
(t2 − 4n)3/4+3ǫ/2
(
|t|√
n
)−k0+ǫ+1/2 ≪ √k ( t0√
n
)−k
.
Hence E2(k) = O(
√
k(t0/
√
n)−k), which shows limk→∞E2(k) = 0. By Lemma 3.7,
|E3(k)| ≪ k−1/2
∑
d1,d2∈N
n=d1d2
d1 6=d2
|B(ν; (d1 − d2)2)|Cν∞,d1,d2
(
4
√
d1d2
(
√
d1+
√
d2)2
)k
,
where Cν∞,d1,d2 > 0 is independent of k. Since the pairs (d1, d2) are finite and we have
the strict inequality 4
√
d1d2 < (
√
d1+
√
d2)
2 which ensures the exponential decay, we see
E3(k) = O(k
−1). As E1(k) is estimated by Proposition 3.3, Theorem 1.4 follows from the
considerations so far. To deduce Theorem 1.5, we consider the average of E1(k) over k:
E˜1(K) =
1
2−1K
∑
k∈2N∩[K,2K)
E1(k).
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Here K is a positive even integer. For each (t, n) such that 0 < |t| < 2√n, let θt,n ∈ [0, 2π)
be the argument of the complex number ρ = 2−1(−t + i√|∆|). By t 6= 0 and ∆ 6= 0, we
have 4θt,n /∈ 2πZ. Hence
1
K
∑
K6k<2K
e±2iθt,nk =
1
K
∑
m∈N
K/26m<K
e±4iθt,nm =
1
K
e±2Kiθt,n − e±4Kiθt,n
1− e±4iθt,n = O(K
−1).
This combined with Proposition 3.3 yields
|E˜1(K)| ≪
∑
t∈Z
0<|t|<2√n
∣∣∣∣∣ 2K ∑
K6k<2K
O−,(ν∞)k
(
t√
|∆|
)
/O−,(ν∞)k (0)
∣∣∣∣∣
≪
∑
t∈Z
0<|t|<2√n
∣∣∣∣∣ 1K ∑
K6k<2K
(e2iθt,nk + e−2iθt,nk)
∣∣∣∣∣+
∣∣∣∣∣ 1K ∑
K6k<2K
1
k
∣∣∣∣∣ = O(K−1).
This completes the proof of Theorem 1.5.
4. Quantitative non-vanishing
In this section, we give a proof of Theorem 1.2. We rely on Theorem 1.5 as well as on the
asymptotic formula (1.5) which is proved by [15] with an additional argument as in [23,
§5] to remove the weight L(1, f, sym2). The convergence of the Euler product C(φ) follows
from the Kim-Sarnak bound [11, Appendix 2]; note that C(φ) > 0. Recall our counting
function Nφ,n(K). From Watson’s formula ([27]; see also [15, p.785]), L(1/2, φ)L(1/2, φ×
Ad f) 6= 0 if and only if µf(φ) 6= 0. Hence
Nφ,n(K) = #
{
f ∈
⋃
K6k<2K
Hk
∣∣∣∣ µf(φ)λf(n) 6= 0} if L(1/2, φ) 6= 0.
Let Y (φ) be the set of n ∈ N such that B(ν;−4n)P−4n(φ) 6= 0.
Proposition 4.1. Let φ be an even Hecke-Maass cusp form on SL2(Z) with λφ(1) = 1
and L(1/2, φ) 6= 0. For any n ∈ Y (φ) and for any ǫ > 0, there exists K(φ, n, ǫ) ∈ N such
that
Nφ,n(K)
K
>
(1− ǫ)2
8π(1 + ǫ)
|P−4n(φ)B(ν;−4n)|2
C(φ)L(1/2, φ)‖φ‖2 n d(n)2 for all K > K(φ, n, ǫ).
Proof. From Theorem 1.5, for any n ∈ Y (φ) and ǫ > 0, there exists K1(φ, n, ǫ) ∈ N such
that for any K > K1(φ, n, ǫ),
(1− ǫ)
∣∣∣∣ 1√4nP−4n(φ)B(ν;−4n)
∣∣∣∣ 6 2K
∣∣∣∣∣ ∑
K6k<2K
∑
f∈Hk
(−1)k/2µf(φ)λf (n)
∣∣∣∣∣ .
By the Cauchy-Schwarz inequality and by Deligne’s bound |λf(n)| 6 d(n), the quantity
on the right-hand side is no greater than
2
K
{ ∑
K6k<2K
∑
f∈Hk
|µf(φ)|2
}1/2{ ∑
K6k<2K
∑
f∈Hk;µf (φ)λf (n)6=0
1
}1/2
d(n).
24
Since L(1/2, φ) > 0 from the assumption in conjunction with [10, Corollary 1], the as-
ymptotic formula (1.5) yields a constant K2(φ, ǫ) > 0 such that the inequality∑
K6k<2K
∑
f∈Hk
|µf(φ)|2 6 (1 + ǫ)πK
2
C(φ)L(1/2, φ)‖φ‖2
holds for all K > K2(φ, ǫ). Set K(φ, n, ǫ) = max{K1(φ, n, ǫ),K2(φ, ǫ)}. Then for all
K > K(φ, n, ǫ), we end up with the desired equality in the form
(1− ǫ)
∣∣∣∣ 1√4nP−4n(φ)B(ν;−4n)
∣∣∣∣ 6 2K d(n)
{
(1 + ǫ)
πK
2
C(φ)L(1/2, φ)‖φ‖2
}1/2
Nφ,n(K)
1/2.

To have a smooth access to a result of [16], we bridge the two different notations of auto-
morphic L-functions. The standard L-function of any irreducible cuspidal representation
π of GLn(AQ) (n = 2, 3) is denoted by L(s, πφ) (completed by gamma factors); the Euler
product without gamma factors is denoted by Lfin(s, π). For D ∈ D, εD denotes the idele
class character of Q× induced by χD. Let πφ be the cuspidal representation generated by φ˜
(see the first paragraph of § 2). Then Lfin(s, πφ) = L(s, φ), Lfin(s, πφ⊗εD) = L(s, φ⊗χD)
and Lfin(s,Ad(πφ)) = L(s, φ, sym
2).
Lemma 4.2. Let φ be an even Hecke-Maass cusp form on SL2(Z) with λφ(1) = 1, and
let D < 0 be a fundamental discriminant. Then, we have
|PD(φ)|2
‖φ‖2 =
√|D|
4
Lfin(1/2, πφ)Lfin(1/2, πφ ⊗ εD)
Lfin(1,Ad(πφ))
.
Proof. Let φ˜ be the function on GL2(AQ) defined in § 2. We apply [16, Theorem 4.1] taking
F = Q, E = Q(
√
D), Ω = 1 and π = πφ. Let dτ be an additive Haar measure on AE
which is self-dual with respect to the self-duality defined by the character ψE = ψ ◦ trE/Q.
Then dτ = ⊗vdτv with dτv the self-dual Haar measure on Ev = E ⊗Q Qv with respect to
ψEv = ψE |Ev. Then vol(oEp, dτp) = p− ordpD/2 for all p < ∞ and oEp being the maximal
compact subring of Ep. Recall the optimal embedding ΨD : E →֒ M2(Q) of level 1
defined in § 2.1; then the order R(πp) in [16, §4.1] coincides with M2(Zp). When D ≡ 1
(mod 4), the formula (2.7) shows that R(γD,∞)φ˜ (the right translation of φ˜ by γD,∞) is
right Ψ−1D (SO(2))-invariant, and this Ψ
−1
D (SO(2))-invariance holds also in the case D ≡ 0
(mod 4) similarly. Thus the vector R(γD,∞)φ˜ satisfies the required local conditions for
[16, Theorem 4.1] to be applied. Hence
∣∣∣∣∣
∫
A
×
Q
E×\A×E
φ˜(ΨD(τ)γD,∞) d∗τ˙
∣∣∣∣∣
2
(φ˜, φ˜)−1 =
L(1/2, πφ)L(1/2, πφ ⊗ εD)
L(1,Ad(πφ))
1
2
√|D| C∞(E, πφ, 1),
(4.1)
where d∗τ˙ is the quotient measure on A×QE
×\A×E induced from the Haar measure d∗τ =
⊗vζEv(1) dτv|NE/Q(τv)|v on A
×
E and the Haar measure d
×t = ⊗vζv(1)dλv(tv)|tv |v on A×Q, ( , ) is the L2-
inner product on L2(Z(AQ)GL2(Q)\GL2(AQ)) and C∞(E, πφ, 1) is the constant evaluated
to be 1 in [16, p.175, line 7–12]. The Haar measure d∗τ on A×E is different from our
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d×τ = ⊗vζEv(1) dλv(x)dλv(yv)|x2v−4−1Dy2v|v (see § 2.1). By vol(o
×
E,p; d
∗τp) = p− ordp(D)/2 for p < ∞, from
Lemma 2.4, we have d×τfin = |D|1/2 d∗τfin for finite components. By a variable change,
it is immediately seen that d×τ∞ = |D|−1/2d∗τ∞ for the archimedian components. Thus
d×τ = d∗τ . Having this adjustment of Haar measures, from the proof of Proposition 2.1
(especially, the argument after (2.7)), we see∫
A
×
Q
E×\A×E
φ˜(ΨD(τ)γD,∞) d
∗τ˙ =
∫
A
×
Q
E×\A×E
φ˜(ΨD(τ)γD,∞) d
×τ˙
= |D|−1/2PD(φ˜) = 2 |D|−1/2PD(φ).
By comparing the normalization of Haar measures on GL2(AQ), it is comfirmed that
(φ˜, φ˜) = ‖φ‖2. Since D < 0, the gamma factor of L(s, πφ⊗ εD) is ΓR(s+ ν∞/2+1)ΓR(s−
ν∞/2+1). Hence on the right-hand side of (4.1), the archimedean L-factor are computed
as
L∞(1/2, πφ)L∞(1/2, πφ ⊗ εD)
L∞(1,Ad(πφ))
=
ΓR(
1+ν∞
2
)ΓR(
1−ν∞
2
)ΓR(
3+ν∞
2
)ΓR(
3−ν∞
2
)
ΓR(1 + ν∞)ΓR(1− ν∞)ΓR(1) = 2.
Thus we obtain the required formula from (4.1). 
Proof of Theorem 1.2 : By Lemma 4.2, we have X(φ) ⊂ Y (φ). From the formula (1.12),
we have B(ν;−4n) = 1 for any n ∈ X(φ). Thus, Theorem 1.2 follows from Proposition 4.1
and Lemma 4.2 immediately.
5. Appendix: explicit formulas of dyadic elliptic orbital integrals
The aim of the appendix is to complete [25, Theorem 7.9 (5)] by proving an explicit
formula of the integral
E(z)(γˆ) =
∫
Tτ\GL2(Q2)
Φ(s; g−1γˆg)ϕτ(g)dg,
the definition of whose ingredients is recalled in what follows. Let | · | be the 2-adic
valuation of Q2 such that |2| = 2−1. Let t, n be elements of Q2 with t2 − 4n 6= 0, which
are fixed throughout the appendix. Then, there exist m ∈ Q×2 and τ ∈ {1}∪2Z×2 ∪{Z×2 −
(Z×2 )
2} such that t2 − 4n = (2m)2τ . Set E = Q2[X ]/(X2 − τ). If τ 6= 1, then E/Q2 is
a quadratic extension and E is embedded into M2(Q2) by ιτ (a + b
√
τ) = [ a bbτ a ] for any
a, b ∈ Q2. Remark that all the quadratic extensions of Q2 are exhausted by Q2[
√
τ ] with
τ ∈ {−1,±2,±5,±10}. If τ = 1, then E is isomorphic to Q2 × Q2 and embedded into
M2(Q2) by ιτ (a + b
√
τ) = [ a+b 00 a−b ] for any a, b ∈ Q2. The subgroup Tτ := ιτ (E×) is an
elliptic torus of GL2(Q2) unless τ = 1, in which case it is a split torus. Associated with
(t, n), an element γˆ ∈ Tτ is defined as γˆ = [ a 1τ a ] if τ 6= 1, and γˆ = [ a+1 00 a−1 ] if τ = 1,
where a = t
2m
.
Set G = GL2(Q2). Let Φ(s) : G→ C be the 2-adic Green function defined by
Φ(s; g) = (2−
s+1
2 − 2 s+12 )−1{| det g|−1 max
16i,j62
(|gij|)2}− s+12 , g = (gij) ∈ G
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for Re s > 1 (cf. [25, §2.3]). We fix a Haar measure dg onG such that vol(GL2(Z2), dg) = 1.
We put d×x = ζ2(1)|x|−1dλ2(x) on Q×2 and define a Haar measure on E× as
d×u = ζE(1)|x2 −m2τy2|−1dxdy with u = x+
√
m2τ y.
By Tτ ∼= E×, we regard d×u as a Haar measure on Tτ and endow the space Tτ\G with
the quotient measure dg/d×u.
Recall that there exists a unique function ϕτ : G → C which satisfies the condi-
tions (i) ϕτ ∗ T2 = (2(1+z)/2 + 2(1−z)/2)ϕτ , (ii) ϕτ (tg) = ϕτ (g) (t ∈ Tτ , g ∈ G), and
(iii) ϕτ (12) = 1 (cf. [25, Lemma 7.5]), where T2 is the characteristic function of the set
{g ∈ M2(Z2) | | det g| = 2−1}. If τ = 1, the formula of ϕτ is given in [25, Lemma
6.1]. If τ 6= 1, the function ϕτ is constructed as follows. Let f be a spherical vector in
IndGB(Q2)(| · |z/2 ⊠ | · |−z/2) determined by f(12) = 1 and we define ϕ0 : G→ C by
ϕ0(g) =
∫
Z\T∆
f(tg)dt, g ∈ G,
where Z is the center of G. We need the value ϕ0(12) which is computed in [25, Lemma
7.4] as
ϕ0(12) =

|m|−1(1 + 2 z+12 ) (τ ∈ {±2,±10}),
|m|−1(1 + 2− z+12 ) (τ ∈ {−1,−5}),
|m|−13−12(1 + 2−z) (τ = 5).
(5.1)
Then ϕτ (g) = ϕ0(g)/ϕ0(12).
For s, z ∈ C such that Re s > (|Re z| − 1)/2 and b ∈ Q×2 , set
Sτ,(z)2 (s; b) = −2−
s+1
2
ζ2(s+
z+1
2
)ζ2(s+
−z+1
2
)
L(s+ 1, ετ)
|b| s+12 , (|b| 6 1),
Sτ,(z)2 (s; b) = −2−
s+1
2
{
ζ2(−z)ζ2(s+ z+12 )
L(−z+1
2
, ετ)
|b|−z+14 + ζ2(−z)ζ2(s+
z+1
2
)
L(−z+1
2
, ετ )
|b| z+14
}
, (|b| > 1)
as in (2.8), where ετ is the real-valued character of Q
×
2 corresponding to Q2(
√
τ )/Q2 by
local class field theory. Here is the main result of this section:
Theorem 5.1. Suppose Re s > (|Re z| − 1)/2. We have
E(z)(γˆ) =

|2m|S1,(z)2 (s; n4m2 ) (τ = 1),
|m|Sτ,(z)2 (s; nm2 ) (τ ∈ {±2,±10,−1,−5}),
|2m|2−z−12 3(1 + 2−z)−1Sτ,(z)2 (s; n4m2 ) (τ = 5).
5.1. Proof of Theorem 5.1. For proving Theorem 5.1, we must notice the following
deduced from Hensel’s lemma for Q2.
Lemma 5.2. If τ ∈ {±2,±10}, |τ − u2| = 1 for all u ∈ Z×2 .
If τ ∈ {−1,−5}, |τ − u2| = |2| = 2−1 for all u ∈ Z×2 .
If τ = 5, |τ − u2| = |4| = 2−2 for all u ∈ Z×2 .
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5.1.1. Split case. The case τ = 1 is computed in the same way as [25, Theorem 7.9], and
hence we have
E(z)(γˆ) = |2m|F(z)2 (s; a+1a−1),
where F
(z)
2 (s) is the function computed in [25, §10.1.4] and a = t2m ∈ Q2 − {1}. Set
b = a+1
a−1 . Then, we obtain Theorem 5.1 for τ = 1 by noting
b
(b−1)2 =
a+1
a−1(
a+1
a−1 − 1)−2 = a
2−1
4
= n
4m2
.
5.2. Ramified case. Set a = t
2m
and suppose a 6= 0. Put b = a−1. We start from the
expression
ϕ0(12)E
(z)(γˆ) =
∫
Tτ\G
Φ(s; g−1γ̂g)ϕ0(g)dg
=|1− b2τ | s+12 |τb|− z+12 (2− s+12 − 2 s+12 )−1
∫
Q
×
2
B(t)|t| z−12 d×t,(5.2)
where B(t) =
∫
Q2
max(|1− x|, |t−1(τb2 − x2)|, |t|, |1 + x|)−s−1dx (cf. [25, §10.2.4]).
First let us consider the case where Q2(
√
τ )/Q2 is a ramified quadratic extension. If
τ ∈ 2Z×2 , the same argument as in [25, §10.2.4] works without modification, and we have
Theorem 5.1 for τ ∈ {±2,±10}. In what follows, we consider the case τ ∈ {−1,−5},
which is computed similarly to [25, Lemmas 10.10 and 10,11]. We must modify arguments
using Hensel’s lemma in [25, Lemmas 10.10 and 10,11] with the aid of Lemma 5.2. Set
[2−l/2] = 2⌊−l/2⌋ for l ∈ Z.
Lemma 5.3. Suppose |a| > 1 and Re s > −1/2.
When |t| < |b2|, B(t) = |t|s+1|b|−2s−1(2−1 + 2s − 2−s−1)(1− 2−2s−1)−1.
When |b2| 6 |t| 6 1, B(t) = 2−1|t|s+1[|t|1/2]−2s−12−2s−1(1− 2−2s−1)−1 + [|t|1/2].
When |t| > 1, B(t) = |t|−s(1− 2−2s−2)(1− 2−2s−1)−1.
Proof. Let f(x) be the integrand of B(t), and set D1 = {x ∈ Q2 | |x| 6 max(|b|, |t|)} and
D2 = Q2 −D1. We divide B(t) into the sum B1(t) +B2(t), where Bj(t) =
∫
Dj
f(x)dx.
(i) When |t| 6 |b|, by noting Lemma 5.2, for any x ∈ D1,
f(x) =
{
max(1, |t−1b2|)−s−1 (|x| < |b|),
max(1, |2t−1b2|)−s−1 (|x| = |b|).
Hence
B1(t) =
{
|b| (|t−1b2| 6 1),
(2−1 + 2s)|t|s+1|b|−2s−1 (|t−1b2| > 1).
The formula of B2(t) is the same as in the proof of [25, Lemma 10.10].
(ii) When |t| > |b|, formulas of B1(t) and of B2(t) are the same as in the proof of [25,
Lemma 10.10].
Combining these, we have the assertion. 
Lemma 5.4. Suppose |a| 6 1 and Re s > −1/2.
When |t| < |b|, B(t) = |t|s+1|b|−2s−1(2−1 + 2s − 2−s−1)(1− 2−2s−1)−1.
When |b| 6 |t|, B(t) = |t|−s(1− 2−2s−2)(1− 2−2s−1)−1.
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Proof. The formula of B2(t) is same as in the proof of [25, Lemma 10.11]. Consider B1(t).
(i) Suppose |t| < |b|. Then, B1(t) = |t|s+1|b|−2s−1(2−1 + 2s).
(ii) Suppose |t| > |b|. Then, B1(t) = |t|−s.
Combining these, we have the assertion. 
From Lemmas 5.3 and 5.4, we have the following.
Lemma 5.5. Suppose Re s > (|Re z| − 1)/2. When |a| 6 1,∫
Q×2
B(t)|t| z−12 d×t = |b|−s+ z−12 (1 + 2−z−12 )ζ2(s+
z+1
2
)ζ2(s+
−z−1
2
)
ζ2(s+ 1)
.
When |a| > 1,∫
Q×2
B(t)|t| z−12 d×t = 1 + 2
−z−1
2
ζ2(s+ 1)
{ζ2(z)ζ2(s+ −z+12 ) + ζ2(−z)ζ2(s+ z+12 )|b|z}.
By noting L(s, ετ ) = 1 and (5.1), we have Theorem 5.1 for τ ∈ {−1,−5} when a 6= 0.
The case a = t
2m
= 0 is treated in the same way as the discussion at the end of [25,
§10.2.4]. Hence we obtain the desired formula.
5.3. Unramified case. Finally we consider the case where Q2(
√
τ )/Q2 is an unramified
quadratic extension. We may put τ = 5. The same argument as in [25, Lemmas 10.10,
10.11] works with minor modification. Set a = t
2m
and suppose a 6= 0. Put b = a−1. We
start from the expression (5.2). and use f(x), D1, D2, B1(t) and B2(t) introduced in the
proof of Lemma 5.3.
Lemma 5.6. Suppose |a| > 1 and set b = a−1. We have
When |t| < |b2|,
B(t) =
(
|t|s+1|b|−2s−11− 2
−2s−2
1− 2−2s−1 −
1
2
|t|s+1|b|−2s−1 + 1
2
|b|
)
.
When |b2| 6 |t| 6 1,
B(t) = {2−1|t|s+1[|t|1/2]−2s−12−2s−1(1− 2−2s−1)−1 + [|t|1/2]}.
When |t| > 1,
B(t) = |t|−s(1− 2−2s−2)(1− 2−2s−1)−1.
Proof. (i) Suppose |t| 6 |b|. For x ∈ D1, f(x) = max(1, |t−1b2|)−s−1 if |x| < |b|, and
f(x) = 1 if |x| = |b|. Thus
B1(t) = |2b|max(1, |t−1b2|)−s−1 + 2−1|b|.
The same formula of B2(t) as [25, Lemma 10.10] holds.
(ii) Suppose |t| > |b|. Then, B1(t) and B2(t) are computed as in the proof of [25,
Lemma 10.10], and the same formulas of B1(t) and of B2(t) hold.
Combining these, we have the assertion. 
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Lemma 5.7. Suppose |a| 6 1 and Re s > −1/2, and set b = a−1. When |t| < |b|,
B(t) =
{
2−1|t|s+1|b|−2s−1(22s+2 − 1)(1− 2−2s−1)−1 (|b| = 1),
|t|s+1|b|−2s−1{(22s+1 − 2−1)(1− 2−2s−1)−1 + δ(|t| = |2b|)(2s − 22s+1)} (|b| > 1).
When |b| 6 |t|, B(t) = |t|−s(1− 2−2s−2)(1− 2−2s−1)−1.
Proof. The same formula of B2(t) holds as in the proof of [25, Lemma 10.11]. Let us
consider B1(t).
(i) Suppose |t| < |b|. Let x ∈ D1. Then f(x) = |t−1b2|−s−1 if |x| < |b|.
If |x| = |b| and |t| 6 |4b|, then |1±x| 6 max(1, |x|) = |b| and |t−1(b2τ−x2)| = |4t−1b2| >
|b|. Thus f(x) = |4t−1b2|−s−1 = 22s+2|t|s+1|b|−2s−2.
If |x| = |b| and |t| = |2b|, we observe |t−1(b2τ − x2)| = |4t−1b2| = |t|. When |b| > 1,
then |1 ± x| = |x| = |b| > |t| holds, and whence f(x) = |b|−s−1. When |b| = 1, we
have 1 ± x ∈ 2Z2 and |t| = |2b| = 2−1, whence f(x) = (2−1)−s−1 = |4t−1b2|−s−1. Hence,
under |b| = 1, we have B1(t) = 2−1|t|s+1|b|−2s−1(1 + 22s+2). When |b| > 1, we have
B1(t) = |b|−2s−1|t|s+1{2−1 + 22s+1 + δ(|t| = |2b|)(2s − 22s+1)}.
(ii) When |t| > |b|, then |t| > 1 and D1 = {x ∈ Q2||x| 6 |t|}. Thus |1 ± x| 6 |t|,
|t−1(b2τ − x2)| 6 |t|, and whence we have the same formula B1(t) = |t|−s as in [25,
Lemma 10.11].
From the consideration above, we obtain the assertion. 
Combining (5.2) with Lemmas 5.6 and 5.7, we have the following.
Lemma 5.8. Suppose Re s > (|Re z| − 1)/2. If |a| > 1,∫
Q×2
B(t)|t| z−12 d×t = (1− 2−s−1){ζ2(z)ζ2(s+
−z+1
2
)
L( z+1
2
, ετ)
+
ζ2(−z)ζ2(s+ z+12 )
L(−z+1
2
, ετ)
|b|z2−z}.
If |a| 6 1, then∫
t∈Q×2
B(t)|t| z−12 d×t = |b|−s+ z−12 (1− 2−s−1)2s+−z+12 {ζ2(s+
z+1
2
)ζ2(s+
−z+1
2
)
L(s + 1, ε∆)
− δ(|b| > 1)}.
From this, by noting L(s, ετ ) = (1 + 2
−s)−1 and (5.1), we have Theorem 5.1 for τ = 5
when a 6= 0. The case a = 0 is treated in the same way as [25, §10.2.4]. Consequently, we
obtain the desired formula.
Remark : By Theorem 5.1, we can generalize [25] to the case Σdyadic ∩ S 6= ∅: Indeed,
discussions in §7.3, §7.4 and Lemma 8.3 of [25] work even when Σdyadic ∩ S 6= ∅.
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