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(q, t)-deformations of multivariate hook
product formulae
Soichi OKADA∗
Abstract
We generalize multivariate hook product formulae for P -partitions.
We use Macdonald symmetric functions to prove a (q, t)-deformation
of Gansner’s hook product formula for the generating functions of
reverse (shifted) plane partitions. (The unshifted case has also been
proved by Adachi.) For a d-complete poset, we present a conjectural
(q, t)-deformation of Peterson–Proctor’s hook product formula.
1 Introduction
R. Stanley [14] introduced the notion of P -partitions for a poset P , and
studied univariate generating functions of them. A P -partition is an order-
reversing map from P to the set of non-negative integers N, i.e., a map
σ : P → N satisfying the condition:
if x ≤ y in P , then σ(x) ≥ σ(y).
Let A(P ) denote the set of all P -partitions.
Typical examples of P -partitions are reverse plane partitions and reverse
shifted plane partitions. If λ is a partition, then its diagram
D(λ) = {(i, j) ∈ Z2 : 1 ≤ j ≤ λi}
can be viewed as a poset by defining (i, j) ≥ (k, l) if i ≤ k and j ≤ l, and the
resulting poset is called a shape. A P -partition for this poset P = D(λ) is a
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reverse plane partition of shape λ, which is an array of non-negative integers
pi1,1 pi1,2 · · · · · · pi1,λ1
pi2,1 pi2,2 · · · pi2,λ2
...
...
pir,1 pir,2 · · · pir,λr
satisfying
pii,j ≤ pii,j+1, pii,j ≤ pii+1,j
whenever both sides are defined. If µ is a strict partition, then its shifted
diagram
S(µ) = {(i, j) ∈ Z2 : i ≤ j ≤ µi + i− 1}
is also a poset called a shifted shape, and a S(µ)-partition is a reverse shifted
plane partition of shifted shape µ, which is an array of non-negative integers
σ1,1 σ1,2 σ1,3 · · · · · · σ1,µ1
σ2,2 σ2,3 · · · σ2,µ2+1
. . .
σr,r · · · σr,µr+r−1
satisfying
σi,j ≤ σi,j+1, σi,j ≤ σi+1,j
whenever both sides are defined.
E. Gansner [4] considered multivariate (trace) generating functions for
reverse (shifted) plane partitions. Let P be a shape or a shifted shape. To
each P -partition σ, we associate a monomial defined by
z
tr(σ) =
∏
(i,j)∈P
z
σ(i,j)
j−i ,
where zk (k ∈ Z) are indeterminates. This weights σ by the sums of its
diagonals. To state Gansner’s hook product formulae, we introduce the no-
tion of hooks for shapes and shifted shapes. For a partition λ and a cell
(i, j) ∈ D(λ), the hook at (i, j) in D(λ) is defined by
HD(λ)(i, j) = {(i, j)} ∪ {(i, l) ∈ D(λ) : l > j}
∪ {(k, j) ∈ D(λ) : k > i}. (1)
For a strict partition µ and a cell (i, j) ∈ S(µ), the shifted hook at (i, j) in
S(µ) is given by
HS(µ)(i, j) = {(i, j)} ∪ {(i, l) ∈ S(µ) : l > j}
∪ {(k, j) ∈ S(µ) : k > i}
∪ {(j + 1, l) ∈ S(µ) : l > j}. (2)
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For a finite subset H ⊂ Z2, we write
z[H ] =
∏
(i,j)∈H
zj−i. (3)
Gansner [4] used the Hillman–Grassl correspondence to prove the following
hook product formulae. (See also [13].)
Theorem 1.1. [4, Theorems 5.1 and 7.1] Let P be a shape D(λ) or a shifted
shape S(µ). Then the multivariate generating function for A(P ) is given by
∑
σ∈A(P )
z
tr(σ) =
∏
v∈P
1
1− z[HP (v)]
. (4)
The first aim of this paper is to prove a (q, t) deformation of Gansner’s
hook product formulae. Let q and t be indeterminates and put
fq,t(n;m) =
n−1∏
i=0
1− qitm+1
1− qi+1tm
. (5)
for non-negative integers n and m. And we use the notation
F (x; q, t) =
(tx; q)∞
(x; q)∞
, (6)
where (a; q)∞ =
∏
i≥0(1 − aq
i). If we take q = t, then fq,q(n;m) = 1 and
F (x; q, q) = 1/(1− x). Our main theorem is the following:
Theorem 1.2. (a) Let λ be a partition. We define a weight WD(λ)(σ; q, t)
of a reverse plane partition pi ∈ A(D(λ)) by putting
WD(λ)(pi; q, t)
=
∏
(i,j)∈D(λ)
∏
m≥0
fq,t(pii,j − pii−m,j−m−1;m)fq,t(pii,j − pii−m−1,j−m;m)
fq,t(pii,j − pii−m,j−m;m)fq,t(pii,j − pii−m−1,j−m−1;m)
,
(7)
where we use the convention that pik,l = 0 if k < 0 or l < 0. Then we
have ∑
pi∈A(D(λ))
WD(λ)(pi; q, t)z
tr(pi) =
∏
v∈D(λ)
F (z[HD(λ)(v)]; q, t). (8)
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(b) Let µ be a strict partition. We define a weightWS(µ)(σ; q, t) of a reverse
shifted plane partition σ ∈ A(S(µ)) by putting
WS(µ)(σ; q, t)
=
∏
(i,j)∈S(µ)
i<j
∏
m≥0
fq,t(σi,j − σi−m,j−m−1;m)fq,t(σi,j − σi−m−1,j−m;m)
fq,t(σi,j − σi−m,j−m;m)fq,t(σi,j − σi−m−1,j−m−1, m)
×
∏
(i,i)∈S(µ)
∏
m≥0
fq,t(σi,i − σi−2m−1,i−2m; 2m)fq,t(σi,i − σi−2m−2,i−2m−1; 2m+ 1)
fq,t(σi,i − σi−2m,i−2m; 2m)fq,t(σi,i − σi−2m−2,i−2m−2; 2m+ 1)
,
(9)
where σk,l = 0 if k < 0. Then we have∑
σ∈A(S(µ))
WS(µ)(σ; q, t)z
tr(σ) =
∏
v∈S(µ)
F (z[HS(µ)(v)]; q, t). (10)
Note that there are only finitely many terms different from 1 in the prod-
ucts in (7) and (9). If we put q = t, then fq,q(n;m) = 1 and all weights
WP (σ; q, q) are equal to 1, so Theorem 1.2 reduces to Gansner’s hook prod-
uct formula (Theorem 1.1).
S. Adachi [1] proves the formula (8) by generalizing the argument of [15].
We give a similar but more transparent proof. If λ is a rectangular partition
(rc), then reverse plane partitions of shape (rc) can be viewed as plane par-
titions by rotating 180◦, and the formula (8) gives Vuletic´’s generalization
of MacMahon’s formula [15, Theorem A]. O. Foda et al. [3, 2] uses fermion
calculus to re-derive the Schur (q = t) and Hall–Littlewood (q = 0) case of
Vuletic´’s generalization.
Gansner’s hook product formulae are generalized to other posets than
shapes and shifted shapes. R. Proctor [10, 11] introduced a wide class of
posets, called d-complete posets, enjoying “hook-length property” and “jeu-
de-taquin property,” as a generalization of shapes and shifted shapes. And
he announced [12] that, in collaboration with D. Peterson, he obtained the
hook product formula for d-complete posets, but their formulation and proof
are still unpublished. K. Nakada [7] gives a purely algebraic proof to a hook
product formula equivalent to Peterson–Proctor’s formula. The second aim of
this paper is to present a conjectural (q, t)-deformation of Peterson–Proctor’s
multivariate hook formula.
This paper is organized as follows. In Section 2, we use the theory of Mac-
donald symmetric functions to give a generating function for reverse shifted
plane partitions with prescribed shape and profile. Section 3 is devoted to
the proof of our main theorem by using the result in Section 2. In Section 4,
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we consider d-complete posets and give a conjectural (q, t)-deformation of
Peterson–Proctor’s hook formula.
2 Reverse shifted plane partitions of given
shape and profile
In this section, we give a generating function for reverse shifted plane parti-
tions of given shape and profile, from which our main theorem (Theorem 1.2)
follows. Our approach is based on an observation made in A. Okounkov et
al. [8, 9].
Let µ be a strict partition of length r and σ a reverse shifted plane
partition of shape µ. We put
σ[0] = (σr,r, σr−1,r−1, · · · , σ2,2, σ1,1)
and call it the profile of σ. And we associate to σ a weight VS(µ)(σ; q, t)
defined by
VS(µ)(σ; q, t)
=
∏
(i,j)∈S(µ)
i<j
∏
m≥0
fq,t(σi,j − σi−m,j−m−1;m)fq,t(σi,j − σi−m−1,j−m;m)
fq,t(σi,j − σi−m,j−m;m)fq,t(σi,j − σi−m−1,j−m−1, m)
×
∏
(i,i)∈S(µ)
∏
m≥0
fq,t(σi,i − σi−m−1,i−m;m)
fq,t(σi,i − σi−m,i−m;m)
. (11)
Here we use the convention that σk,l = 0 if k ≤ 0 or k > l, so only finitely
many terms in the product over m are different from 1. For a partition τ ,
we denote by A(S(µ), τ) the set of reverse shifted plane partitions of shape
µ and profile τ .
Theorem 2.1. Given strict partition µ of length r, let N be such that N ≥
µ1. Let µ
c be the complement of µ in [N ] = {1, 2, · · · , N}, i.e., {µ1, · · · , µr}⊔
{µc1, µ
c
2, · · · , µ
c
N−r} = [N ]. Let τ be a partition of length ≤ r. Then we have∑
σ∈A(S(µ),τ)
VS(µ)(σ; q, t)z
tr(σ) =
∏
µc
k
<µl
F (z˜−1µc
k
z˜µl ; q, t) ·Qτ (z˜µ1 , · · · , z˜µr ; q, t),
where the product is taken over all pairs (k, l) satisfying µck < µl, and
z˜0 = 1, z˜k = z0z1 · · · zk−1 (k ≥ 1).
And Qτ (x; q, t) is the Macdonald symmetric function.
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Here we recall the definition of Macdonald symmetric functions. (See [6,
Chap. VI] for details.) Let Λ be the ring of symmetric functions in x =
(x1, x2, · · · ) with coefficients in a field of characteristic 0, which contains q, t
and formal power series in zk’s. Define a bilinear form on Λ by
〈pλ, pµ〉 = δλ,µzλ
l(λ)∏
i=1
1− qλi
1− tλi
,
where pλ is the power-sum symmetric function. Then [6, Chap. VI, (4.7)]
there exists a unique family of symmetric functions Pλ(x; q.t) ∈ Λ, indexed
by partitions, satisfying the following two conditions:
(i) Pλ is a linear combination of monomial symmetric functions of the form
Pλ = mλ +
∑
µ<λ
uλ,µmµ,
where < denotes the dominance order on partitions.
(ii) If λ 6= µ, then 〈Pλ, Pµ〉 = 0.
Then the Pλ’s form a basis of Λ. The Macdonald Q functions Qλ(x; q, t) are
the dual basis of Pλ, i.e.,
〈Pλ, Qµ〉 = δλ,µ.
We use operator calculus on the ring of symmetric functions Λ to show
Theorem 2.1. We denote by gn the Macdonald symmetric function Q(n)
corresponding to a one-row partition (n). Let g+n and g
−
n be the multiplication
and skewing operators on Λ associated to gn respectively. They satisfy
g+n (h) = gnh, 〈g
−
n (h), f〉 = 〈h, gnf〉
for any f , h ∈ Λ. We consider the generating functions
G+(u) =
∞∑
n=0
g+n u
n, G−(u) =
∞∑
n=0
g−n u
n.
Also we introduce the degree operator D(y) defined by
D(y)Pλ = y
|λ|Pλ.
For a strict partition µ and a partition τ , we put
RS(µ),τ (z; q, t) =
∑
σ∈A(S(µ),τ)
VS(µ)(σ; q, t)z
tr(σ).
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Fix a positive integer N satisfying N ≥ µ1 and define a sequence ε =
(ε1, · · · , εN) of + and − by putting
εk =
{
+ if k is a part of µ,
− if k is not a part of µ.
The first step of the proof of Theorem 2.1 is the following Lemma.
Lemma 2.2. In the ring of symmetric functions Λ, we have
∑
τ
RS(µ),τ (z; q, t)Pτ(x; q.t)
= D(z0)G
ε1(1)D(z1)G
ε2(1)D(z2)G
ε2(1) · · ·GεN−1(1)D(zN−1)G
εN (1)1,
where τ runs over all partitions of length at most the length of µ.
For example, if µ = (6, 5, 2) and N = 6, then ε = (−,+,−,−,+,+) and
∑
τ
RS(µ),τ (z; q, t)Pτ(x; q, t)
= D(z0)G
−(1)D(z1)G
+(1)D(z2)G
−(1)D(z3)G
−(1)D(z4)G
+(1)D(z5)G
+(1)1.
Proof. For a map σ : S(µ) → N (or an array of non-negative integers of
shape µ) and an integer k (0 ≤ k ≤ N), we define the kth trace σ[k] to be
the sequence (· · · , σ2,k+2, σ1,k+1) obtained by reading the k-th diagonal from
SE to NW. For example, a reverse shifted plane partition
σ =
0 0 1 2 3 3
1 2 3 3 3
2 4
has traces
σ[0] = (2, 1, 0), σ[1] = (4, 2, 0), σ[2] = (3, 1), σ[3] = (3, 2),
σ[4] = (3, 3), σ[5] = (3), σ[6] = ∅.
For two partitions α and β, we write α ≻ β if α1 ≥ β1 ≥ α2 ≥ β2 ≥ · · · , i.e,
the skew diagram α/β is a horizontal strip. Then it is clear from definition
that a map σ : S(µ) → N is a shifted reverse plane partition if and only if
each σ[k] (0 ≤ k ≤ N) is a partition and{
σ[k − 1] ≻ σ[k] if εk = +,
σ[k − 1] ≺ σ[k] if εk = −.
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In the above example, we have
σ[0] ≺ σ[1] ≻ σ[2] ≺ σ[3] ≺ σ[4] ≻ σ[5] ≻ σ[6].
A key ingredient is the Pieri rule for Macdonald symmetric functions. For
two partitions α and β satisfying α ≻ β, we put
ϕ+α,β(q, t) =
∏
i≤j
fq,t(αi − βj ; j − i)fq,t(βi − αj+1; j − i)
fq,t(αi − αj ; j − i)fq,t(βi − βj+1; j − i)
,
ϕ−β,α(q, t) =
∏
i≤j
fq,t(αi − βj ; j − i)fq,t(βi − αj+1; j − i)
fq,t(αi − αj+1; j − i)fq,t(βi − βj; j − i)
.
(12)
Then the Pieri rule [6, Chap. VI, (6,24)] can be stated as follows:
G+(u)Pβ =
∑
α≻β
ϕ+α,β(q, t)u
|α|−|β|Pα,
G−(u)Pα =
∑
β≺α
ϕ−β,α(q, t)u
|α|−|β|Pβ,
(13)
where α in the first summation (resp. β in the second summation) runs over
all partition satisfying α ≻ β (resp. β ≺ α). (In [6, Chap. VI, (6.24)], the
coefficients ϕ+α,β = ϕα,β and ϕ
−
β,α = ψα,β are given in terms of arm and leg
lengths, but it is not hard to rewrite them in the form (12) by using fq,t(m,n)
defined by (5). See also [6, Chap. VI, 6, Ex. 2].) And the weight function
VS(µ)(σ; q, t) is expressed in terms of ϕ
±
α,β(q, t) as
VS(µ)(σ; q, t) =
N∏
k=1
ϕεkσ[k−1],σ[k](q, t).
Now the claim of Lemma easily follows by induction on µ1.
The second step is to rewrite the composite operators on the right-hand
side of Lemma 2.2 by using some commutation relations.
Lemma 2.3. Let µc be the strict partition formed by the complement of µ
in [N ], i.e.,
{µ1, · · · , µr} ⊔ {µ
c
1, · · · , µ
c
N−r} = [N ].
Then we have
D(z0)G
ε1(1)D(z1)G
ε2(1)D(z2)G
ε2(1) · · ·GεN−1(1)D(zN−1)G
εN (1)
=
∏
µc
k
<µl
F (z˜−1µc
k
z˜µl ; q, t)
r∏
k=1
G+(z˜µk)
N−r∏
l=1
G−(z˜µc
l
)D(z˜N),
where the first product is taken over all pairs (k, l) satisfying µck < µl.
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Proof. By the Pieri rule (13), we have
D(z) ◦G+(u) = G+(zu) ◦D(z),
D(z) ◦G−(u) = G−(z−1u) ◦D(z).
Also we have
D(z) ◦D(z′) = D(zz′).
By using these relations, we move D(zi)’s to the right and see that
D(z0)G
ε1(1)D(z1)G
ε2(1)D(z2)G
ε2(1) · · ·GεN−1(1)D(zN−1)G
εN (1)
= Gε1(z˜ε11 )G
ε2(z˜ε22 ) · · ·G
εN (z˜εNN )D(z˜N),
where z+ = z and z− = z−1.
By the same argument as in [6, Chap. III, 5, Ex. 8] for Hall–Littlewood
functions, we can show that
G−(u) ◦G+(v) = F (uv; q, t)G+(v) ◦G−(u),
where F (x; q, t) is defined by (6). (Details are left to the reader.) It follows
from this commutation relation that
Gε1(z˜ε11 )G
ε2(z˜ε22 ) · · ·G
εN (z˜εNN )
=
∏
µc
k
<µl
F (z˜−1µc
k
z˜µl ; q, t)
r∏
k=1
G+(z˜µk)
N−r∏
l=1
G−(z˜µc
l
).
Now we are in position to finish the proof of Theorem 2.1.
Proof of Theorem 2.1. It follows from Lemmas 2.2 and 2.3 that
∑
τ
RS(µ),τ (z; q, t)Pτ (x; q, t) =
∏
µc
k
<µl
F (z˜−1µc
k
z˜µl ; q, t)
r∏
k=1
G+(z˜µk)
N−r∏
l=1
G−(z˜µc
l
)D(z˜N)1.
By definition, we have D(z)1 = 1 and G−(u)1 = 1, so we see that
∑
τ
RS(µ),τ (z; q, t)Pτ(x; q, t) =
∏
µc
k
<µl
F (z˜−1µc
k
z˜µl ; q, t)
r∏
k=1
G+(z˜µk)1.
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Since the generating function of gn(x; q, t), where x = (x1, x2, · · · ), is given
by (see [6, Chap. VI, (2.8)])
∞∑
n=0
gn(x; q, t)u
n =
∏
i
F (xiu; q, t),
we have
∑
τ
RS(µ),τ (z; q, t)Pτ (x; q, t) =
∏
µc
k
<µl
F (z˜−1µc
k
z˜µl ; q, t)
r∏
k=1
∏
i
F (xiz˜µk ; q, t).
It follows from the Cauchy identity [6, Chap. VI, (4.13)] that
r∏
k=1
∏
i
F (xiz˜µk ; q, t) =
∑
τ
Qτ (z˜µ1 , · · · , z˜µr ; q, t)Pτ(x; q, t).
Hence we see that∑
τ
RS(µ),τ (z; q, t)Pτ(x; q, t)
=
∏
µc
k
<µl
F (z˜−1µc
k
z˜µl ; q, t)
∑
τ
Qτ (z˜µ1 , · · · , z˜µr ; q, t)Pτ(x; q, t).
Equating the coefficients of Pτ (x; q, t) completes the proof.
3 Proof of Theorem 1.2
In this section, we derive Theorem 1.2 from Theorem 2.1. If we put
bτ (q, t) =
∏
i≤j
fq,t(τi − τj+1; j − i)
fq,t(τi − τj ; j − i)
,
then we have (see [6, Chap. VI, (4,12) and (6.19)])
Qτ (x; q, t) = bτ (q, t)Pτ (x; q, t).
Proof of Theorem 1.2 (b). First we prove our (q, t) deformation for shifted
shapes. By comparing (9) and (11), for a reverse shifted plane partition σ of
shifted shape µ, we have
WS(µ)(σ; q, t) =
belτ (q, t)
bτ (q, t)
VS(µ)(σ; q, t),
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where τ = σ[0] is the profile of σ and
belτ (q, t) =
∏
i≤j
j − i is even
fq,t(τi − τj+1; j − i)
fq,t(τi − τj ; j − i)
.
with the product taken over all i and j such that i ≤ j and j − i is even.
Hence it follows from Theorem 2.1 that∑
σ∈A(S(µ))
WS(µ)(σ; q, t)z
tr(σ)
=
∑
τ
∑
σ∈A(S(µ),τ)
belτ (q, t)
bτ (q, t)
VS(µ)(σ; q, t)z
tr(σ)
=
∑
τ
belτ (q, t)
bτ (q, t)
∏
µc
k
<µl
F (z˜−1µc
k
z˜µl ; q, t)Qτ (z˜µ1 , · · · , z˜µr ; q, t).
By applying the Schur–Littlewood type formula [6, Chap. VI, 7, Ex. 4 (ii)]
∑
τ
belτ (q, t)
bτ (q, t)
Qτ (x; q, t) =
∏
i
F (xi; q, t)
∏
i<j
F (xixj ; q, t),
we see that
∑
σ∈A(S(µ))
WS(µ)(σ; q, t)z
tr(σ)
=
∏
µc
k
<µl
F (z˜−1µc
k
z˜µl ; q, t)
r∏
i=1
F (z˜µk ; q, t)
∏
1≤k<l≤r
F (z˜µk z˜µl ; q, t).
On the other hand, we can compute the monomial z[HS(µ)(i, j)] asso-
ciated to the shifted hook HS(µ)(i, j) at (i, j) ∈ S(µ). By using the fact
that the length of column j (j > r) of the shifted diagram S(µ) is equal to
j − µcN−j+1, we have
z[HS(µ)(i, j)] =


z˜µi z˜µj+1 if i ≤ j < r,
z˜µi if i ≤ j = r,
z˜−1µc
N−j+1
z˜µi if i ≤ r < j.
Noticing that (i, j) ∈ S(µ) if and only if µi > µ
c
N−j+1 for 1 ≤ i ≤ r < j ≤ N ,
the desired product has been obtained.
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Proof of Theorem 1.2 (a). Next we show the (q, t)-deformation for shapes.
For a given partition λ, let r = #{i : λi ≥ i} be the number of cells on the
main diagonal of D(λ) and define two strict partitions µ = (µ1, · · · , µr) and
ν = (ν1, · · · , νr) by
µi = λi − i+ 1, νi =
tλi − i+ 1 (1 ≤ i ≤ r),
where tλ is the conjugate partition of λ. Also we put
x0 = z
1/2
0 , xk = zk (k ≥ 1),
y0 = z
1/2
0 , yk = z−k (k ≥ 1).
Then a reverse plane partition pi ∈ A(D(λ)) is obtained by gluing two reverse
shifted plane partitions σ ∈ A(S(µ)) and ρ ∈ A(S(ν)) with the same profile
τ = σ[0] = ρ[0], and
z
tr(pi) = xtr(σ)ytr(ρ),
WD(λ)(pi; q, t) =
1
bτ (q, t)
VS(µ)(σ; q, t)VS(ν)(ρ; q, t).
Hence it follows from Theorem 2.1 that∑
pi∈A(D(λ))
WD(λ)(pi; q, t)z
tr(pi)
=
∑
τ
∑
σ∈A(µ,τ)
ρ∈A(ν,τ)
1
bτ (q, t)
VS(µ)(σ; q, t)VS(ν)(ρ; q, t)x
tr(σ)
y
tr(ρ)
=
∑
τ
1
bτ (q, t)
∏
µc
k
<µl
F (x˜−1µc
k
x˜µl ; q, t)Qτ (x˜µ1 , · · · , x˜µr ; q, t)
×
∏
νc
k
<νl
F (y˜−1νc
k
y˜νl; q, t)Qτ (y˜ν1, · · · , y˜νr ; q, t).
Now applying the Cauchy identity [6, Chap. VI, (4.13)], we obtain
∑
pi∈A(D(λ))
WD(λ)(pi; q, t)z
tr(pi)
=
∏
µc
k
<µl
F (x˜−1µc
k
x˜µl ; q, t)
∏
νc
k
<νl
F (y˜−1νc
k
y˜νl; q, t)
r∏
i,j=1
F (x˜µi y˜νj ; q, t).
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On the other hand, the monomial z[HD(λ)(i, j)] associated to the hook
HD(λ)(i, j) at (i, j) ∈ D(λ) is given by
z[HD(λ)(i, j)] =


x˜µi y˜νj if 1 ≤ i, j ≤ r,
x˜−1µc
N−j+1
x˜µi if 1 ≤ i ≤ r < j,
y˜−1νc
N−i+1
y˜νj if 1 ≤ j ≤ r < i.
This completes the proof of Theorem 1.2.
Theorem 1.2 (a) can be also obtained from Theorem 2.1 by specializing
τ = ∅.
4 (q, t)-deformation of Peterson–Proctor’s hook
formula
In this section we give a conjectural (q, t)-deformation of Peterson–Proctor’s
hook formulae for d-complete posets.
First we review the definition and some properties of d-complete posets.
(See [10, 11]). For k ≥ 3, we denote by dk(1) the poset consisting of 2k − 2
elements with the Hasse diagram shown in Figure 1. For example, d3(1) is
✉
✉
✉
✉ ✉
✉
✉
✉
❅
❅
 
 
 
 
❅
❅
Figure 1: Double-tailed diamond dk(1)
isomorphic to the shape D((2, 2)), while d4(1) is isomorphic to the shifted
shape S((3, 2, 1)). The poset dk(1) is called the double-tailed diamond poset.
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Let P be a poset. An interval [w, v] = {x ∈ P : w ≤ x ≤ v} is called a
dk-interval if it is isomorphic to dk(1). Then w and v are called the bottom
and top of [w, v] respectively, and the two incomparable elements of [w, v]
are called the sides. If k ≥ 4, then an interval [w, v] is a d−k -interval if it is
isomorphic to the poset obtained by removing the maximum element from
dk(1). A d
−
3 -interval [w; x, y] consists of three elements x, y and w such that
w is covered by x and y. (Precisely speaking, a d−3 -interval is not an interval,
but we use this terminology after Proctor [10, 11].)
A poset P is d-complete if it satisfies the following three conditions for
every k ≥ 3:
(D1) If I is a d−k -interval, then there exists an element v such that v covers
the maximal elements of I and I ∪ {v} is a dk-interval.
(D2) If I = [w, v] is a dk-interval and the top v covers u in P , then u ∈ I.
(D3) There are no d−k -intervals which differ only in the minimal elements.
It is clear that rooted trees, viewed as posets with their roots being the
maximum elements, are d-complete posets. And it can be shown that shapes
and shifted shapes are d-complete posets.
Proposition 4.1. ([10, §3]) Let P be a d-complete poset. Suppose that P
is connected, i.e., the Hasse digram of P is connected. Then we have
(a) P has a unique maximal element v0.
(b) For each v ∈ P , every saturated chain from v to the maximum element
v0 has the same length. Hence P admits a rank function r : P → N
such that r(x) = r(y) + 1 if x covers y.
Let P be a poset with a unique maximal element. The top tree T of
P is the subgraph of the Hasse diagram of P , whose vertex set consists of
all elements x ∈ P such that every y ≥ x is covered by at most one other
element.
Proposition 4.2. ([11, Proposition 8.6]) Let P be a connected d-complete
poset and T its top tree. Let I be a set of colors whose cardinality is the
same as T . Then a bijection c : T → I can be uniquely extended to a map
c : P → I satisfying the following four conditions:
(C1) If x and y are incomparable, then c(x) 6= c(y).
(C2) If x covers y, then c(x) 6= c(y).
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(C3) If an interval [w, v] is a chain, then the colors c(x) (x ∈ [w, v]) are
distinct.
(C4) If [w, v] is a dk-interval then c(w) = c(v).
Such a map c : P → I is called a d-complete coloring.
Example 4.3. In the case of shapes and shifted shapes, d-complete colorings
are given by contents.
(a) Let λ be a partition. Then the top tree of the shape D(λ) is given by
T = {(i, 1) : 1 ≤ i ≤ tλ1} ∪ {(1, j) : 1 ≤ j ≤ λ1}
and the content function c : D(λ)→ {−tλ1+1, · · · ,−1, 0, 1, · · · , λ1−1}
defined by
c(i, j) = j − i ((i, j) ∈ D(λ))
is a d-complete coloring.
(b) If µ is a strict partition with length ≥ 2, then the top tree of the shifted
shape S(µ) is given by
T = {(1, j) : 1 ≤ j ≤ µ1} ∪ {(2, 2)},
and a d-complete coloring c : S(µ) → {0, 0′, 1, 2, · · · , µ1 − 1} is given
by
c(i, j) =


j − i if i < j,
0 if i = j and i is odd,
0′ if i = j and i is even.
Figure 2 illustrates the top trees and d-complete colorings of the shape
D((5, 4, 3, 1)) and the shifted shape S((7, 6, 3, 1)). The top tree consists of
the nodes denoted by ◦.
Let P be a connected d-complete poset and c : P → I a d-complete
coloring. Let zi (i ∈ I) be indeterminates. For a P -partition σ ∈ A(P ), we
put
z
σ =
∏
v∈P
z
σ(v)
c(v) .
For example, if we use the d-complete colorings given in Example 4.3, the
monomial ztr(σ) is the same as zσ for a reverse plane partition σ ∈ A(D(λ)),
while, for a reverse shifted plane partition σ ∈ A(S(µ)), ztr(σ) is obtained
from zσ by putting z0 = z0′ . Instead of giving a definition of hooks HP (v)
for a general d-complete poset P , we define associated monomials z[HP (v)]
directly by induction as follows:
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1
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2
2
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3
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6
Figure 2: Top trees and d-complete colorings
(a) If v is not the top of any dk-interval, then we define
z[HP (v)] =
∏
w≤v
zc(w).
(b) If v is the top of a dk-interval [w, v], then we define
z[HP (v)] =
z[HP (x)] · z[HP (y)]
z[HP (w)]
,
where x and y are the sides of [w, v].
It is easy to see that, for shapes, this definition of z[HD(λ)(v)] is consistent
with the definition (1) and (3) given in Introduction. And, for shifted shapes,
the monomial z[HS(µ)(v)] defined above reduces to the monomial z[HS(µ)(v)]
defined by (2) and (3), if we put z0 = z0′ .
Now we are ready to state our conjectural (q, t)-deformation of Peterson–
Proctor’s hook formula. Let P be a connected d-complete poset with the
maximum element v0, and the rank function r : P → N. Let T be the top
tree of P . Take T as a set of colors and c : P → T be the d-complete coloring
such that c(v) = v for all v ∈ T . Given a P -partition σ ∈ A(P ), we define a
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weight WP (σ; q, t) by putting
WP (σ; q, t)
=
∏
x,y∈P
s.t. x<y, c(x)∼c(y)
fq,t(σ(x)− σ(y); d(x, y))
∏
x∈P
s.t. c(x)=v0
fq,t(σ(x); e(x, v0))
∏
x,y∈P
s.t. x<y, c(x)=c(y)
fq,t(σ(x)− σ(y); e(x, y))fq,t(σ(x)− σ(y); e(x, y)− 1)
,
(14)
where c(x) ∼ c(y) means that c(x) and c(y) are adjacent in T , and
d(x, y) =
r(y)− r(x)− 1
2
, e(x, y) =
r(y)− r(x)
2
.
Note that, if c(x) ∼ c(y), then r(y)− r(x) is odd, and, if c(x) = c(y), then
r(y)− r(x) is even, hence d(x, y) and e(x, y) are integers.
If we consider the extended poset Pˆ = P ⊔ {1ˆ}, and its top tree Tˆ =
T ⊔ {1ˆ}, where 1ˆ is the new maximum element of Pˆ and 1ˆ is adjacent to v0
in Tˆ , then the weight WP (σ; q, t) can be expressed in the following form:
WP (σ; q, t)
=
∏
x,y∈Pˆ
s.t. x<y, cˆ(x)∼cˆ(y)
fq,t(σˆ(x)− σˆ(y); d(x, y))
∏
x,y∈P
s.t. x<y, c(x)=c(y)
fq,t(σ(x)− σ(y); e(x, y))fq,t(σ(x)− σ(y); e(x, y)− 1)
,
(15)
where cˆ : Pˆ → Tˆ and σˆ : Pˆ → N are the extensions of c and σ defined by
cˆ(1ˆ) = 1ˆ and σˆ(1ˆ) = 0 respectively.
Conjecture 4.4. Let P be a connected d-complete poset. Using the nota-
tions defined above, we have∑
σ∈A(P )
WP (σ; q, t)z
σ =
∏
v∈P
F (z[HP (v)]; q, t). (16)
If we put q = t, then WP (σ; q, q) = 1 and F (x; q, q) = 1/(1 − x), hence
Conjecture 4.4 reduces to Peterson–Proctor’s hook formula (see [7]).
Our main theorem (Theorem 1.2) supports Conjecture 4.4.
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Proposition 4.5. (a) Conjecture 4.4 is true for shapes.
(b) Conjecture 4.4 is true for shifted shapes.
Proof. First we check that the expressions (7) and (9) coincide with (14).
Let σ be a reverse shifted plane partition of shape µ. Then, by noting the
convention that σk,l = 0 for k < 0, the expression (9) can be rewritten as
WS(µ)(σ; q, t)
=
∏
(i,j)∈S(µ)
i<j
i−2∏
m=0
fq,t(σi,j − σi−m,j−m−1;m)fq,t(σi,j − σi−m−1,j−m;m)
fq,t(σi,j − σi−m,j−m;m)fq,t(σi,j − σi−m−1,j−m−1, m)
×
fq,t(σi,j − σ1,j−i; i− 1)
fq,t(σi,j − σ1,j−i+1; i− 1)
×
∏
(i,i)∈S(µ)
i is odd
(i−3)/2∏
m=0
fq,t(σi,i − σi−2m−1,i−2m; 2m)fq,t(σi,i − σi−2m−2,i−2m−1; 2m+ 1)
fq,t(σi,i − σi−2m,i−2m; 2m)fq,t(σi,i − σi−2m−2,i−2m−2; 2m+ 1)
×
fq,t(σi,i; i− 1)
fq,t(σi,i − σ1,1; i− 1)
×
∏
(i,i)∈S(µ)
i is even
i/2−2∏
m=0
fq,t(σi,i − σi−2m−1,i−2m; 2m)fq,t(σi,i − σi−2m−2,i−2m−1; 2m+ 1)
fq,t(σi,i − σi−2m,i−2m; 2m)fq,t(σi,i − σi−2m−2,i−2m−2; 2m+ 1)
×
fq,t(σi,i − σ1,2; i− 2)
fq,t(σi,i − σ2,2; i− 2)
.
This expression can be transformed into (14). Similarly, we can show that
the expression (7) is the same as (14) for shapes.
Now (a) follows from Theorem 1.2 (a). To prove (b), we use the d-
complete coloring given in Example 4.3 (b) and modify the proof of Theo-
rem 1.2 (b), which corresponds to the case of z0 = z0′ . (This modification is
due to M. Ishikawa [5].) For a partition τ , we denote by o(τ) the number of
columns of odd length in the diagram of τ . Since we have
τ1 + τ3 + · · · =
1
2
(|τ |+ o(τ)), τ2 + τ4 + · · · =
1
2
(|τ | − o(τ)),
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the monomial zσ associated to σ ∈ A(S(µ)) is given by
z
σ =


(
z0′
z0
)(|τ |+o(τ))/2
z
tr(σ) if l(µ) is even,(
z0′
z0
)(|τ |−o(τ))/2
z
tr(σ) if l(µ) is odd,
where τ = σ[0] is the profile of σ. We appeal to Warnaar’s generalization of
the Schur–Littlewood type identity [16, (1.18)]
∑
τ
ao(τ)
belτ (q, t)
bτ (q, t)
Qτ (x; q, t) =
∏
i
F (axi; q.t)
∏
i<j
F (xixj ; q, t).
Replacing a, xi by a
1/2, a1/2x
1/2
i , or a
−1/2, a1/2x
1/2
i , respectively, we obtain
∑
τ
a(|τ |+o(τ))/2
belλ (q, t)
bλ(q, t)
Qτ (x; q, t) =
∏
i
F (axi; q, t)
∏
i<j
F (axixj ; q, t),
∑
τ
a(|τ |−o(τ))/2
belλ (q, t)
bλ(q, t)
Qτ (x; q, t) =
∏
i
F (xi; q, t)
∏
i<j
F (axixj ; q, t).
We use these identities with a = z0′/z0 together with Theorem 2.1 to derive
(16) for P = S(µ), by the argument similar to the proof of Theorem 1.2 (b).
Proposition 4.6. Conjecture 4.4 is true for rooted trees.
Proof. Let T be a rooted tree with root v0. Then z[HT (v)] =
∏
w≤v zw, and
the weight function (14) reduces to
WT (σ; q, t) =
∏
x,y∈P
s.t. y covers x
fq,t(σ(x)− σ(y); 0) · fq,t(σ(v0); 0),
because T itself is the top tree.
We proceed by induction on the number of vertices in the tree T . Since
it is obvious for #T = 1, we may assume #T > 1. Let v1, · · · , vr be the
children of v0, and T1, · · · , Tr be the rooted subtrees of T with roots v1, · · · , vr
respectively. Then there is a natural bijection
S : A(T1)× · · · × A(Tr)× N −→ A(T ),
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which associates to (pi1, · · · , pir, k) ∈ A(T1)×· · ·×A(Tr)×N, the T -partition
pi ∈ A(T ) defined by
pi(v) =
{
pii(v) + k if v ∈ Ti,
k if v = v0.
Under this bijection S, we have
WT (pi; q, t) = fq,t(k; 0)
r∏
i=1
WTi(pii; q, t), z
pi = z[T ]k
r∏
i=1
z
pii.
Hence we have
∑
pi∈A(T )
WT (pi; q, t)z
pi =
(∑
k≥0
fq,t(k; 0)z[T ]
k
)
·
r∏
i=1

 ∑
pii∈A(Ti)
WTi(pii; q, t)z
pii

 .
By using the binomial theorem∑
k≥0
fq,t(k; 0)z[T ]
k = F (z[T ]; q, t) = F (z[HT (v0)]; q, t),
and the induction hypothesis∑
pii∈A(Ti)
WTi(pii; q, t)z
pii =
∏
v∈Ti
F (z[HTi(v)]; q, t),
we can complete the proof.
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