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We report on nanosecond long, gate-dependent valley lifetimes of free charge carriers in monolayer
WSe2, unambiguously identified by the combination of time-resolved Kerr rotation and electrical
transport measurements. While the valley polarization increases when tuning the Fermi level into
the conduction or valence band, there is a strong decrease of the respective valley lifetime consistent
with both electron-phonon and spin-orbit scattering. The longest lifetimes are seen for spin-polarized
bound excitons in the band gap region. We explain our findings via two distinct, Fermi level-
dependent scattering channels of optically excited, valley polarized bright trions either via dark or
bound states. By electrostatic gating we demonstrate that the transition metal dichalcogenide WSe2
can be tuned to be either an ideal host for long-lived localized spin states or allow for nanosecond
valley lifetimes of free charge carriers (> 10 ns).
With band gaps in the optically visible energy range1–3
and spin-split valleys which allow the creation of
valley- and spin-polarized excitons by circularly polar-
ized light,4,5 monolayer (ML) transition metal dichalco-
genides (TMDs) are a very promising family of materials
in the field of both spin- and valleytronics.4,6–8 However,
the full potential of TMD-based devices for valleytronic
applications critically depends on their valley lifetime of
free charge carriers. So far, there is a huge variation
in experimentally reported valley lifetimes, which range
from the picosecond up to the microsecond timescale.9–18
Especially the longer lifetimes are not consistent with ab-
initio studies that predict valley lifetimes in the picosec-
ond range limited by electron-phonon coupling.12,13 This
discrepancy is partly due to the ambiguous use of the
term valley polarization, which can be explained in re-
spect to two measurement techniques typically used for
exploring spin and valley dynamics in ML TMDs: Time-
resolved photoluminescence (TRPL) and time-resolved
Kerr rotation (TRKR). Both techniques rely on the
valley-selective optical excitation of excitons by circularly
polarized laser pulses (see Fig. 1a, circles represent the
photo-excited electron-hole pair, shaded areas represent
the filling of the bands with free charge carriers). The
situation in Fig. 1a is sometimes called a valley polariza-
tion as, e.g., the numbers of holes in the valence band
differ between the K and K’ valleys. In this article we
identify how such an exciton valley polarization can cre-
ate a net valley polarization of free conduction and va-
lence band states after the photo-excited charge carriers
have recombined (see Fig. 1b) and determine the valley
lifetimes of the respective free charge carrier valley po-
larization. Here, TRPL reaches its limitations as it is re-
stricted to exciton lifetimes5 and is therefore not capable
to determine a valley polarization of free charge carriers
after exciton recombination. However, the probe pulse in
TRKR can detect the temporal decay of the valley polar-
ization from the Kerr rotation angle when tuned to the
trion energy, as the creation of the trion depends on the
availability of free charge carriers within each valley.
To identify the existence of a valley polarization of
free charge carriers and to determine its valley lifetimes,
we combine TRKR, electrical transport measurements,
and photoluminescence (PL) spectroscopy on ML WSe2
protected by hexagonal boron nitride and contacted via
graphite electrodes (see Supporting Information (SI) for
details on device fabrication). The combination of elec-
trical transport and PL measurements (Fig. 1c) allows to
assign the position of the Fermi level to the corresponding
back-gate voltage (VBG):
19 Between −80 V and −10 V
the Fermi-level is pinned within the band gap of the TMD
due to mid-gap states, resulting in a very low conduc-
tance with a current of some tens of pA due to residual
hopping transport20,21 and the dominance of bound ex-
citon states (Xbound) in the PL spectrum.
5,22,23 Between
−10 V and 10 V the current undergoes an exponential in-
crease as the Fermi level moves through the tail states of
the conduction band.24,25 Above VBG = 20 V the Fermi
level is tuned into the conduction band, resulting in a
linear gate voltage dependence of the current in accor-
dance to diffusive charge transport of free electrons and
the complete disappearance of the neutral exciton (X0)
emission in PL as enough free charge carriers are present
for the formation of the energetically favourable charged
excitons (trions, X+/−).5 At even higher electron densi-
ties we observe the appearance of the X′− feature, which
can either be attributed to the interaction of an exci-
ton with the Fermi sea of free electrons or to the onset
of filling the energetically higher, spin-split conduction
band.26–28
Fig. 1d shows TRKR traces for representative gate
voltages measured with pump and probe energies in the
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Figure 1. Valley polarization of free charge carriers in monolayer WSe2. (a) The circularly polarized pump pulse in time-resolved
Kerr rotation (TRKR) measurements valley-selectively creates electron-hole pairs (circles) in an n-doped WSe2 monolayer
(shaded areas represent free charge carriers within the bands). (b) The important question in TMD-based valleytronics is how
the initial exciton polarization in (a) can create a valley polarization of free charge carriers with a corresponding valley lifetime
τCBv . (c) Gate-dependent photoluminescence and electrical transport measurements are used to determine the position of the
Fermi level within the band structure of the TMD as a function of gate-voltage. (d) TRKR curves for respective gate-voltages
with bi-exponential fit functions (solid lines). Dashed lines represent the corresponding θK = 0 axes. (e) Gate-dependent Kerr
rotation amplitudes θK and (f) lifetimes. The black data points for positive gate voltages represent the valley polarization of
free charge carriers, identified by 1.) the linear increase of its amplitude with increasing charge carrier density, i.e. increasing
gate voltage, once the Fermi level crosses into the conduction band (green line in (e) is a guide to the eye), 2.) its maximum
amplitude appearing at the same gate voltages as the X′− emission in the PL spectra in (c), which indicates the onset of the filling
of the upper conduction band, and 3.) the decrease of the respective valley lifetimes in (f) for higher charge carrier densities.
The red data points in (e,f) correspond to a polarization from polarized excitons bound to band gap states. (g) Lifetimes of
polarized bound excitons (VBG < 0 V) and conduction band valley polarization (VBG > 0 V) at different temperatures.
trion regime at a temperature of T = 40 K, showing
two exponentially decaying signals. Within the band
gap (VBG = −40 V, orange data points, dashed line rep-
resents the axis with the Kerr rotation angle θK being
zero) a long-lived polarization with a lifetime exceeding
the laser repetition interval of 12.5 ns can be observed to-
gether with a short-lived polarization of around 1 ns. In
the transition regime between tail states and conduction
band (VBG = 20 V, green curve) the long-lived polariza-
tion starts to vanish, whereas the short-lived polarization
first undergoes a sign reversal and then shows an increas-
ing amplitude towards higher charge carrier densities at
larger VBG values (compare green, blue, and violet curves
within the first two ns). We fitted the data over the whole
gate-voltage range by the sum of two exponential decays
(solid lines) and plotted the extracted amplitudes and
lifetimes in Figs. 1e and 1f, respectively.
The Kerr rotation amplitude θK of the long-lived po-
larization is almost constant over the whole gap regime
and starts to disappear as soon as the Fermi level reaches
the tail regime (red data points in Fig. 1e), demonstrat-
ing its connection to band gap states. On the other hand,
the amplitude of the short-lived polarization (black data
points) shows a linear increase with increasing charge car-
rier density between VBG = 10 V and 50 V (see green line
in Fig. 1e as a guide to the eye). As this increase goes
hand in hand with the linear increase in current in this
gate voltage range, it is clearly connected to the increas-
ing number of free charge carriers in the conduction band
and, hence, can be attributed to a valley polarization of
these free charge carriers. This assignment is backed up
by the fact that the amplitude reaches a maximum at
around the same gate voltages where the X′− feature ap-
pears in the PL map of Fig. 1c. The decrease of θK is
3expected at even larger VBG values as the filling of both
the upper, spin-inverted conduction band and the bands
at the Q-valleys (Λ-valleys) will reduce the overall net
valley polarization of free charge carriers.5 Finally, the
strong decrease in lifetime towards higher gate-voltages
(see black data points in Fig. 1f) also supports our assign-
ment of the measured valley polarization to the free band
carriers, as such a decay is expected from both wave vec-
tor dependent electron-phonon and spin-orbit scattering
mechanisms.12,29–33 Especially the electron-phonon scat-
tering is expected to change as soon as the Q-valleys (Λ-
valleys) come into play at higher electron densities.13,34
The free carrier valley polarization and the band gap
polarization show distinctively different temperature de-
pendencies of their respective lifetimes as depicted in
Fig. 1g, where for VBG < 0 V only the band gap po-
larization and for VBG > 0 V only the valley polariza-
tion is plotted for simplicity (see dashed lines in Fig. 1f).
The valley lifetime of the conduction band polarization
strongly decreases from 20 ns at 10 K to below 200 ps
at 70 K. Such a strong temperature dependence is ex-
pected if electron-phonon scattering limits the valley
lifetimes.12,13,33 In contrast, the long-lived polarization
in the band gap is far more robust against temperature
and retains lifetimes of 10 ns at 70 K and can be well
observed up to temperatures of around 100 K. This is
the temperature at which the bound exciton emission
in PL typically disappears,18,38,39 highlighting a possi-
ble connection between this long-lived polarization and
bound excitons. This notion is backed up by compar-
ing other publications showing either long-lived TRKR
signals or bound exciton features in PL, respectively,
showing that both signals often have similar temperature
dependencies.10,14,15,18,38–40
The mechanisms which explain both the formation of
the free carrier valley polarization and the long-lived po-
larization in the gap region are depicted in Fig. 2. We
start with the Fermi level tuned into the conduction band
(VBG > 10 V) at equilibrium conditions, i.e. an equal
number of free charge carriers in both valleys (indicated
by the shaded areas in the band structure). A circularly
polarized laser pump pulse now excites valley-selectively
electron-hole pairs (circles in Fig. 2a).5 By the interaction
with the free conduction band carriers, the electron-hole
pairs first create bright trions which, however, cannot
directly be responsible for the TRKR signals in the ns
range as their recombination times are typically in the
ps range.5,41,42
If the photo-excited hole now recombines with the
photo-excited electron, the system will end up in its ini-
tial state, which means that no valley polarization of
free charge carriers can be created via this recombina-
tion channel. Instead, a net valley polarization can be
created if, in a first step, one charge of the electron-hole
pair scatters into the other valley. For WSe2 this can hap-
pen by an intervalley transition of the photo-excited elec-
tron into the energetically lower conduction band of the
same spin-orientation in the K’-valley (Fig. 2b), which
creates a dark exciton.5,43 For the recombination of the
dark exciton, the photo-excited hole has to recombine ei-
ther with an electron from the lower conduction band of
the K- or the K valley. The latter process is momentum-
forbidden and, hence, is possible only via an interaction
with a phonon. Although this process is possible, it will
not lead to a valley polarization of free charge carriers,
as the initial increase in electron number via the scatter-
ing of the photo-excited electron is undone by catching
an electron from the same valley for the recombination
process. Yet, a valley polarization of free charge carri-
ers can be created, if the photo-excited hole recombines
with an electron of the K-valley on the time-scale τdarkrec
(see Fig. 2c). Although this process is spin-forbidden
in case of dipole transitions, in-plane symmetry never-
theless dictates that it is possible via the coupling to
photons with in-plane propagation and out-of-plane lin-
ear polarization,36 which is demonstrated in several PL
studies.35,36,44–49 This kind of spin-flip recombination is
reducing the number of carriers in the K-valley (compare
Figs. 2c and 2d), whereas the electron number in the K’-
valley is increased by the leftover photo-exited electron,
creating a net valley polarization of conduction band elec-
trons (see Fig. 2d).
The dark exciton can always undergo a momentum-
forbidden recombination, because the number of avail-
able electrons in the K-valley, as given by the initially-
present free charge carriers plus the scattered photo-
excited electrons, is always larger than the number of
photo-excited holes. This is not the case for the spin-
forbidden recombination channel: especially for charge
carrier densities lower than the density of excited dark
excitons, the spin-forbidden recombination channel can
completely deplete the K-valley from electrons. In such
a situation, leftover photo-excited holes are limited to the
momentum-forbidden recombination channel (the one
that does not result in a valley polarization). Hence,
the maximum number of spin-flip recombination events
and, therefore, the maximum valley polarization is di-
rectly determined by the initial number of free charge
carriers in the K-valley. Overall, we expect that an in-
creasing number of free charge carriers in the K-valley
will increase the chance that a photo-excited hole recom-
bines via a spin-flip process. Therefore, we can assign
the TRKR signal, which shows an increasing amplitude
with increasing charge carrier density (black data points
between VBG = 10 V and 50 V in Fig. 1e), to a valley
polarization of free charge carriers created by the scatter-
ing channel of bright trions via dark states as depicted in
Figs. 2b-2d. Accordingly, the black data points in Fig. 1f
for VBG > 10 V represent the Fermi level dependent val-
ley lifetimes τCBv .
Next to the scattering via dark states, bright trions can
also bind to localized states within the band gap caused
e.g. by vacancies or dopant atoms. We identify these
bound states as the origin of the long-lived polarization
seen as the red data points in Fig. 1e and 1f. We note
that this polarization is also measured with a laser probe
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Figure 2. Formation of a valley polarization of free conduction band carriers by scattering of bright trions via dark or bound
states. (a) Initial state of an exciton polarization created by a circularly polarized laser pulse in an n-doped WSe2 monolayer.
The photo-excited electron-hole pair (circles) interacts with free charge carriers in the bands (represented by shaded areas) to
form a trion (interaction not shown for the sake of simplicity). (b) to (d) Scattering mechanism via dark excitons: The photo-
excited electron can scatter into the K’-valley, creating a dark state (b). The dark exciton can relax via a spin-flip transition
(c),35,36 resulting in the recombination of the photo-excited hole with an initial free charge carrier, whereas the photo-excited
electron now fills up the K’-valley. This results in a net valley-polarization of free charge carriers with a valley lifetime τCBv (d).
(e) Due to strain variations, monolayer TMDs can show conduction band minima (CBM) and valence band maxima (VBM)
energies which can spatially vary by hundreds of meV over length-scales as small as 10 nm,37 resulting in the appearance of
charge puddles depicted as shaded areas. (f) to (i) Scattering mechanism via bound states: The photo-excited electron-hole
pair can create a long-lived bound trion at a band gap state with an additional charge carrier from the charge puddles (f),
creating at the same time a valley polarization (g). During the bound trion’s recombination (h) the initially caught charge
carrier can transfer back into its original valley and, hence, will again create a valley polarization (i).
pulse at the bright trion energy. When probing at the
energetically lower bound exciton energies no Kerr ro-
tation signal is observed. Therefore, we do not directly
probe the polarization of the bound exciton states but
rather have to consider a charge transfer process between
bound excitons and the optically accessible conduction
band states. This leads to a complication: On the one
hand, the Fermi level has to be in the conduction band to
have free carriers available both for the formation of the
initially excited bright trions by the pump pulse and also
for the creation of the final valley polarization. But at
the same time, having the Fermi level in the conduction
band also means that all band gap states are occupied
by unpolarized charge carriers, preventing an interaction
with bright trions.
In this context, it is important to consider the exis-
tence of charge puddles in the transition regions between
gap and bands. Scanning tunneling spectroscopy stud-
ies revealed that monolayer TMDs can show conduction
band minima (CBM) and valence band maxima (VBM)
energies which can spatially vary by hundreds of meV
over length-scales as small as 10 nm due to strain varia-
tions (see schematic in Fig. 2e).37 In this situation, charge
puddles are formed as depicted by the shaded areas in
Fig. 2e. While bright trions are easily formed with the
charges in these puddles, their formation is diminished in
nearby regions where the Fermi level is in the band gap.
This picture accounts for the coexistence of both the ex-
citon (X0) and the trion feature (X+/−) over a part of
the gate voltage range in PL measurements as seen both
in Fig. 1c and previous works.5 Our model for the long-
lived polarization is now based on the assumption that a
photo-excited electron-hole pair can create a bound trion
at a band gap state with an additional charge carrier
taken from the conduction band (i.e. charges from the
puddles) (Fig. 2f). For the sake of simplicity, we dis-
cuss the case that the additional electron originates from
the K-valley, creating a bound exciton in a singlet state.
This state is energetically more favorable than the triplet
state, which would be created by an additional electron
from the K’-valley (see SI for a more detailed discussion).
The resulting imbalance of free charge carriers between K
and K’ valley will relax to equilibrium conditions within
the time-scale of the valley lifetime τCBv (Fig. 2g). This
explains why we also see the valley polarization within
the gap region (compare Figs. 2d with 2g) and that the
lifetime of the valley polarization (black data points in
Fig. 1f) shows a smooth transition over the whole gate
voltage range.
The bound excitons can have recombination times
5τboundrec up to the µs range
22,50 and show a certain de-
gree of polarization in PL,22 indicating that a spin po-
larization of these bound excitons is not completely re-
laxed at the time of their recombination. Therefore, dur-
ing the bound exciton’s recombination (Fig. 2h), we ar-
gue that the initially caught charge carrier will predom-
inately transfer back into the valley where it came from
(the one with the same spin orientation) and, hence, will
again create a valley polarization of free charge carriers
(Fig. 2i). The measured long-lived lifetime in the TRKR
data (red data points in Figs. 1e and 1f) is therefore
a valley polarization that is constantly decaying with a
valley lifetime in the lower ns range (the one which was
unambiguously determined in the band regime via the
process discussed in Figs. 2b-d), while being simultane-
ously replenished via the bound exciton recombination
process over a timescale of tens of ns. We developed
a model based on rate equations to simulate this com-
peting decay and replenishment, and to simulate the re-
sulting valley polarization over time (see Supporting In-
formation). This model demonstrates that the result-
ing lifetime in a TRKR measurement (red data points
in Fig. 1f) is mainly determined by the bound exciton
recombination time and not by the much shorter valley
lifetimes (τCBv < τ
bound
rec ). Although the recombination
process via bound excitons leads to a valley polarization
of free charge carriers, the respective lifetime in TRKR
thus cannot be assigned to the genuine valley lifetime. In
this respect, we note that the longest reported lifetimes of
bound excitons22,50 are interestingly close to the longest
reported lifetimes in TRKR measurements.10,11,13 Hence,
our study highlights the importance for a thorough gate-
dependent analysis of the TRKR signals combined with
electrical transport measurements to untangle the differ-
ent bright exciton scattering channels (Figs. 2b-2d vs.
Figs. 2f-2i). This is the sole path to an unambiguous de-
termination of the lifetime in the overall TRKR signal,
which can be assign to the genuine valley polarization of
free charge carriers.
The decrease in amplitude of the signal which origi-
nates from bound excitons (red data points in Fig. 1e)
towards the conduction band can be well understood,
as an increasing Fermi level will decrease the number of
unoccupied localized states in the band gap at which a
bright trion can be bound.22 An important aspect of our
model is that it predicts a sign reversal of the net valley
polarization for the two scattering mechanisms via dark
and bound excitons (compare Figs. 2d and 2i where the
net valley polarization is carried by K’ and by K states,
respectively), which is indeed seen in the measurements
(see black data points for positive and red data points
for negative gate voltages in Fig. 1e).
To confirm that our model indeed describes the under-
lying valley- and spin-dynamics consistently, we study
a device made from ML MoSe2. In contrast to WSe2,
in MoSe2 the formation of dark excitons is energetically
not favorable due to its inverted conduction band spin
ordering (see inset in Fig. 3a).5,43 Hence, the scattering
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Figure 3. Valley polarization in monolayer MoSe2. (a) Gate-
dependent current showing a tuning of the Fermi level into
the conduction band for top-gate voltages above VTG = 1 V.
Inset: Due to the inverted conduction band spin ordering,
the scattering mechanism via dark states (Figs. 2b to 2d) is
energetically not favourable in MoSe2 and, therefore, there is
no linear increase in the gate-dependent Kerr rotation am-
plitude (b) when tuning the Fermi level into the conduction
band. (b) Kerr rotation amplitudes and (c) polarization life-
times extracted from bi-exponential fits to TRKR traces.
mechanism via dark excitons (Figs. 2b to 2d), which is re-
sponsible for the linear increase of the valley polarization
with increasing charge carrier density, is not expected. In
contrast, the scattering mechanism via bound excitons is
still feasible in MoSe2 (Figs. 2f to 2i), but in that case the
amplitude of the valley polarization is not limited by the
amount of free charge carriers but rather by the number
of bound excitons which can be created (see transition
from Fig. 2f to 2g). And in fact, the TRKR data from
the MoSe2 sample shows both a long-lived and a short-
lived polarization (see Figs. 3b and 3c) consistent to the
scattering mechanism via bound states, but no increase
of the Kerr rotation amplitude towards higher charge car-
rier densities, although the increase of the measured cur-
rent by more than four orders of magnitude (Fig. 3a)
clearly demonstrates that the Fermi level can be tuned
into the conduction band of MoSe2.
Finally, to confirm that our model also holds for the
valence band we studied another WSe2 sample in which
we were able to tune the Fermi level all the way from the
valence band into the conduction band. Figs. 4a and 4b
show the Kerr rotation amplitude and the lifetime of the
respective valley polarizations of both bands which got
polarized by the scattering channel via dark trion states
(Figs. 2b to 2d). Next to the conduction band, also the
valence band shows the expected increase in the valley
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polarization and decrease in valley lifetimes with higher
charge carrier densities. Interestingly, the valley lifetimes
of the valence band states are a factor of 30 longer than
the corresponding valley lifetimes of the conduction band
states (see different y-axes).
Remarkably, the valley lifetimes in our samples are
found to vary between 100 ps and tens of ns at 10 K,
which is much longer than expected from ab-initio stud-
ies of pristine TMD monolayers that predict electron-
phonon-limited valley lifetimes in the lower ps-range.12,13
Accordingly, to achieve such long-lived valley lifetimes
the intervalley electron-phonon scattering has to be sup-
pressed, which is most likely accomplished by fabrication-
induced local strain variations in our samples. In this
respect, it was shown that strain indeed has a signif-
icant impact on the band structure of TMDs,37,51 be-
ing able to suppress the electron-phonon coupling32,52
and, hence, can e.g. lead to an increase in charge carrier
mobilities.32,53
Together with our model in Fig. 2 this possible strain-
induced decrease in electron-phonon coupling can explain
how an exciton valley polarization can create a nanosec-
ond long valley polarization of free charge carriers. This
valley polarization of free charge carriers can be clearly
identified in our experiments, as 1.) its amplitude in-
creases linearly with the gate-induced charge carrier den-
sity which goes hand in hand with a simultaneous in-
crease in electrical conductance, 2.) its amplitude de-
creases as soon as the upper, spin-inverted conduction
band starts to be filled, and 3.) its lifetime decreases
towards higher charge carrier densities in accordance
to theory about wave vector dependent electron-phonon
and spin-orbit scattering mechanisms.12,29–33 Overall, we
have shown that by changing the Fermi level via gating,
TMDs can be tuned to be either ideal hosts for long-lived
localized spin states or allow valley lifetimes of conduc-
tion and valence band states exceeding 10 ns at 10 K,
which are adequate timescales for both spin manipula-
tion and valley transport.
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This Supporting Information contains a description of
the device fabrication in section I, a discussion on how
to diminish the impact of the laser-induced screening of
the gate electric field in section II, a discussion of the
fitting method in section III, a discussion that the lifetime
which we attribute to the valley polarization cannot be
explained by a dark exciton lifetime in section IV, ad-
ditional explanations to the figures shown in the main
manuscript in section V, and a schematic of the used
TRKR setup in section VI.
I. DETAILED INFORMATION ABOUT DEVICE
FABRICATION
Fig. S1a shows an optical image and Fig. S1b the cor-
responding schematics of the WSe2 sample used for the
measurement presented in Fig. 1 of the main manuscript.
It consists of a monolayer WSe2 flake encapsulated by
hBN and electrically contacted with graphitic leads. The
sample is placed on a Si++/SiO2 substrate with an ox-
ide thickness dox ≈ 300 nm, which was used to apply a
back-gate voltage. The ML WSe2 flake was obtained by a
standard exfoliation technique from a commercially avail-
able bulk crystal (HQ Graphene) onto a polydimethysilox-
ane (PDMS) stamp. The ML was identified from optical
contrast, Raman spectroscopy and in-situ PL response.
Afterwards, the flake was covered with a top-hBN flake us-
ing a standard dry-transfer process. By means of reactive
ion etching (RIE) we etched the flake into a rectangular
shape. RIE was done with a gas mixture of O2/CF4 at a
ratio of 1:4.
The subsequent fabrication steps, which are neces-
sary to incorporate graphitic contacts, are depicted in
Fig. S2. First, we built an hBN/graphite heterostructure
on a Si++/SiO2 substrate. Then, the inverse image of
the contact geometry was written by means of electron
beam lithography into a spin-coated layer of polymethyl-
methacrylate (PMMA), which after development served
as an etching mask for the following RIE step. We em-
ployed a selective RIE process using only O2 that allows
to etch graphite at a much higher rate than hBN. How-
ever, this process still is supposed to attack the hBN,
resulting in a rougher surface inducing more strain than
normally expected from an atomically flat hBN crystals.
In the next step, the WSe2/hBN half-sandwich was
picked up at 130◦C with a PDMS/polycarbonate (PC)
stamp and transferred onto the pre-patterned contact
geometry by melting the PC membrane to the substrate.
Finally, after dissolving the PC membrane with chloro-
form, the metallic leads to the graphitic contacts were
patterned in a second electron beam lithography step
before depositing Cr(5 nm)/Au(50 nm) contacts.
The MoSe2 device used for the measurement discussed
in Fig. 3 of the main manuscript, is a half-sandwiched
ML MoSe2 device contacted with graphitic leads used for
transport measurements. Fig. S1c shows an optical image
of this device before contacting one side of the transparent
graphitic top-gate via a Cr/Au electrode. The MoSe2
ML is highlighted by the orange dashed line and the top
hBN flake by the green dashed line. The gate modulation
in this device was achieved by a transparent graphitic
top-gate (white dashed line). The MoSe2 monolayer was
exfoliated and covered with hBN in the same manner as
described for the WSe2 ML.
The fabrication steps for patterning the graphitic con-
tacts are depicted in Fig. S3. The graphite was exfoliated
onto a Si++/SiO2 substrate. Afterwards, the contact ge-
ometry was written by e-beam lithography as a positive
image into a PMMA layer to define an aluminum hard
mask. This hard mask was used for RIE etching with pure
O2. The aluminum mask was removed with tetramethy-
lammoniumhydroxid (TMAH) and the MoSe2/hBN half-
sandwich was transferred onto the contacts in the same
way as described for the WSe2 device. The graphitic top-
gate was added to the device with a similar hot-pick-up
and dry transfer method. Finally, the graphitic top-gate
and contacts were contacted by Cr/Au leads.
Fig. S1d shows an optical image of the CVD-grown
WSe2 device used for the measurements shown in Fig. 4
of the main manuscript. Directly after growth, an
hBN flake was placed on the WSe2 to protect it from
degradation. Using the before-mentioned hot-pickup
technique, the hBN/WSe2 stack was transferred onto a
Si++/SiO2(300 nm) substrate with prepatterned Cr/Au
electrodes.
We note that all fabrication steps were down under
ambient clean room conditions.
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FIG. S1. (a) Optical microscope image of the WSe2 device used for the measurements in Fig. 1 of the main manuscript and (b)
schematic representation of the device structure. (c) Optical microscope image of the MoSe2 sample used for the measurement in
Fig. 3 of the main manuscript. The image was taken before contacting the transparent graphitic top-gate via a Cr/Au electrode.
(c) Optical microscope image of the CVD-grown WSe2 sample used for the measurements in Fig. 4 of the main manuscript.
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FIG. S2. Fabrication process of the WSe2 device used for the measurements shown in Fig. 1 of the main manuscript. (a)
Graphite/hBN stack on a Si++/SiO2 substrate. (b) Reactive ion etching of the contact geometry as defined in an electron-beam
lithography step. The PMMA layer serves as an etching mask. (c) Device geometry after etching. The PMMA mask layer
was removed with aceton. (d) Transfer of the WSe2/hBN half-sandwich onto the contact geometry. The half-sandwich was
picked up with a hot pick-up method using a PDMS/PC stamp. (e) Deposition of the half-sandwich by melting the transfer PC
membrane to the substrate. Afterwards, the PC was dissolved in chloroform. (f) Growth of Cr/Au for contacting the graphitic
leads to finalize the device.
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FIG. S3. Fabrication process of the MoSe2 sample which measurement results are shown in Fig. 3 of the main manuscript.
(a) Graphite exfoliated onto a Si++/SiO2 substrate. (b) Aluminum hard mask deposition (25 nm) onto a mask written with
electron-beam lithography into a PMMA layer. (c) After the aluminum lift-off the contacts were etched with pure O2-RIE.
(d) Device geometry before aluminum hard mask removal with TMAH (AZ 326 MIF). (e) Deposition of the hBN/MoSe2
half-sandwich onto the contacts by using a hot-pick up method with a PDMS/PC stamp. The membrane is molten to the
substrate and dissolved with chloroform. (f) Adding of a graphitic top-gate similar to the technique in (e) before depositing
Cr/Au contacts to the graphitic leads to finalize the device.
II. HOW TO DIMINISH THE
PHOTO-INDUCED SCREENING OF THE
GATE-ELECTRIC FIELD
To unveil the true gate-dependent spin and valley dy-
namics, the standard optical measurement techniques
have to be modified to account for the screening of the
gate electric field by photo-excited charged defects in the
dielectric layer.1–3 We demonstrate that disregarding this
procedure can lead to erroneous conclusions drawn from
gate-dependent measurements.
Donor and acceptor like defect states in hBN and SiO2
(or defect states at the interface between these insulators
and a 2D material) can be optically active for photons
energies in the visible spectral range.1–3 In the presence
of a gate electric field, which is applied across the dielec-
tric layer, photo-excited charge carriers can either tunnel
towards the 2D material or the gate electrode, leaving
behind a charged defect state. This charged defect state
will then screen the gate-electric field, which in turn will
change the effective gate-induced charge carrier density
in the 2D-material.1–3
Furthermore, photo-induced changes in the properties
of the TMD device can occur on significantly different
time-scales.4–6 This complicates the optical measurement
of the gate-dependent valley and spin dynamics: Once the
gate-voltage is set to a certain value, the time-dependent
photo-induced screening of the gate-electric field will lead
to an unwanted change in gate-induced charge carrier
densities and therefore a shift of the Fermi level over
time. In particular, this is an issue in the ”conventional”
measurement technique where the gate-voltage is set to a
fixed value and then the full TRKR curve gets recorded by
varying the time delay ∆t between pump and probe pulses
over laboratory time. This is schematically depicted in
Fig. S4a, where we assume that for each TRKR curve
the Kerr rotation amplitude is measured at ten successive
time delays before the next gate voltage is applied.
In this method, data point #1 is recorded right after
setting the gate voltage, whereas the last data point of this
curve (#10 in this example) may be recorded minutes later
(this is the time we need to measure our actual TRKR
curves, which consist of up to 200 data point measured at
different time delays). But during this measurement time,
the photo-doping effect will continuously shift the Fermi-
level. As a result, the data points within a single TRKR
curves are recorded at different charge carrier densities.
To circumvent this problem, we adapted our measure-
ment scheme by first setting a time delay and then record
the Kerr rotation signal for a full gate voltage sweep (see
numbering of data points in Fig. S4b). For maximum
comparability, we use the same gate sweep direction and
velocity for all TRKR, PL, and electrical measurements,
which ensures the photo-doping effect impacts all mea-
surements in the same way.
With this method, each data point of a specific TRKR
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FIG. S4. (a) Schematic representation of the conventional TRKR measurement scheme where the time delay between pump and
probe laser pulses is successively increased from ∆t = 0 ns to 12 ns before the next TRKR trace gets recorded for the next gate
voltage (see numbering of data points). Due to temporal changes in the screening of the gate-electric field on laboratory time
scales, subsequent data point measured at the same gate-voltage might be recorded at a slightly different charge carrier densities.
(b) Schematic representation of our new TRKR measuring scheme, in which a full gate-sweep is performed for each time delay
(see numbering of data points). (c) As the time delays in this new method are distributed randomly, a change of device properties
over lab time can be identified by the same apparent ”noise” signal for different gate voltages. (d) to (f) Direct comparison
between the conventional and the new measurement method. Both gate-dependent TRKR measurements were conducted right
after each other on the same day, but yield significantly different amplitudes, lifetimes and overall gate-dependent changes.
curve has the same ”history”, i.e., each data point is not
only recorded exactly at the same time after setting the
corresponding gate voltage, but also the temporal course
of both setting and staying at previous gate voltages
during the continuous illumination of the sample is exactly
the same. Therefore, we can be certain that all data point
of a specific TRKR curve are in fact recorded at the same
charge carrier density.
In our new method we also randomize the sequence of
the time delays (see numbering of data points in Fig. S4b).
This is an important step for identifying changes of the
device properties on laboratory time-scales, which are
especially pronounced within the first few hours of each
new cooling cycle. We suspect that this temporal change is
due to an degassing of initially adsorbed molecules on top
of the devices due to laser illumination.7 In this context,
we note that one cooling cycle usually extends over five
days before we have to change the liquid helium container.
At this point, the device necessarily has to be warmed up
to room temperature and residuals from gas permeation
through the elastomer sealing gaskets, micro-leakages or
other gas loads my absorb on the devices.
When using the conventional measurement scheme, the
temporal change of the device properties due to the de-
gassing of absorbed molecules over laboratory time may
emerge in a TRKR measurement as an exponentially
decaying signal and therefore can lead to a misinterpre-
tation of the measurement. Instead, in our new method
this change over laboratory time is randomly distributed
over the whole range of measured delay times. There-
fore, a change in device properties over lab time can
easily be identified as an apparent, highly reproducible
”noise” signal when comparing delay scans at different
gate voltages. This is depicted in Fig. S4c where we show
a gate-dependent TRKR measurements recorded right af-
ter cooling down the device from ambient conditions. The
TRKR curves for the three gate voltages are vertically
shifted for better visibility. It becomes obvious that the
apparent noise of these curves is almost identical, showing
that in fact the device slowly changes its properties over
time and that the change in Kerr rotation amplitude due
to photo-induced effects is more pronounced than the
actual noise. Especially the first two measurements at
time delays of around 1.6 ns and 2.4 ns are clearly visible
as peaks because the exponentially decreasing amplitude
over laboratory time has its strongest impact. We discard
5measurements as shown in Fig. S4c and wait until the
device properties have settled to such an extent that the
random noise is visible between different traces.
A direct comparison between both methods is depicted
in Figs. S4d to S4f, where we plot the Kerr rotation
amplitude and lifetime of the Kerr rotation signal we
assign to the valley polarization of free charge carriers.
Both gate dependent TRKR measurements were taken
directly one after the other on the first day of a new
cooling cycle, first by the conventional method, then
by the new method. For the former, the first TRKR
curve was measured at a gate voltage close to 80 V and
then the gate voltage was continuously decreased to 20 V.
The extracted Kerr rotation amplitude almost decays
exponential in the gate sweep direction (see Fig. S4d).
This is a clear indication of the exponentially decaying
change in device properties due to the photo-induced
effects. In contrast, with our new method we clearly
observe the linear increase in polarization with increasing
gate voltage (see green line in Fig. S4e) which is expected
from a valley polarization of free charge carriers.
Next to the gate-dependent Kerr rotation amplitudes,
also the extracted lifetimes differ significantly between
both measurement methods as shown in Fig. S4f. The
apparent lifetimes in case of the conventional method
are much shorter than the ones obtained from the new
method. This discrepancy is due to the fact that in case
of the conventional method the exponentially decreasing
change in device properties over laboratory time is pro-
jected onto the sweep velocity of the delay-time: A slow
measurement of the time-delay trace would project the
largest change in the exponentially decreasing change of
device properties over laboratory time into the first few
measured time delays, yielding an apparent short lifetime.
A fast measurement of the time-delay trace would instead
distribute the same change in device properties over a
larger span of measured time-delays, therefore yielding a
longer apparent lifetime.
Finally, we note that the photo-induced screening of the
gate field leads to a minor complication in the comparison
of gate-dependent PL and TRKR data. As stated before,
we use the same gate sweep direction and velocity for all
TRKR and PL measurements, which ensures the photo-
induced effects impact all measurements in a similar way.
The only difference stems from the laser excitation energy
which was around 1.7 eV in case of TRKR and 2.33 eV in
case of PL measurements. But a higher laser energy yields
a stronger photo-doping effect as additional, energetically
lower defect states can be excited.1 This explains why
the three regions identified in both TRKR and PL data
(the gap region, the tail region, and the conduction band
region) seem to slightly differ by a few volts in the back
gate voltage dependent measurements in Fig. 1 of the
main manuscript.
III. FITTING METHOD AND RESULTS
The lifetimes τi (i = v for valley or i = b for bound
exciton) and Kerr rotation amplitudes Θi in the main
manuscript were acquired by fitting the TRKR curves by
a two-exponential function of the form:
ΘK(t) = Θv · exp
(
− t
τv
)
+ Θb · exp
(
− t
τb
)
(1)
However, when fitting the TRKR curves, we have to
consider that at low temperatures the long-lived bound
exciton polarization is much longer than the laser repeti-
tion interval of Trep = 12.5 ns. This leads to a non-zero
Kerr rotation signal slightly before the next pump pulse
reaches the sample at ∆t = 0 ns (see e.g. orange curve
in Fig. 1d or the schematic in Fig. S5(a)). Therefore,
we now consider the influence of the subsequent pump
pulse on an already existing exciton population stemming
from previous pulses. For this, we assume that the pump
pulse will have a negligible effect on the already existing
excitons. Accordingly, the TRKR data can be fitted by a
sum over several pulses and a bi-exponential decay of the
form:
ΘK(t) = Θv · exp
(
− t
τv
)
(2)
+
∑
n
Θ′b · exp
(
− t+ nTrep
τb
)
We note that equations 1 and 2 yield exactly the same
lifetimes τi as the terms which depend on the time t are
mathematically identical. The fitting procedures only
results in different Kerr rotation amplitudes of the bound
exciton polarization. Factoring out the exponential term
for the bound exciton signal in equation 2 yields the
following relationship:
Θb = Θ
′
b
∑
n
exp
(
−n ·Trep
τb
)
(3)
The two amplitudes Θb and Θ
′
b are schematically de-
picted in Fig. S5a. Here the solid black curve is the
TRKR curve which is the sum of the 1 ns long signal
stemming from the valley polarization (black dashed line)
and the longer-lived signal originating from the polarized
bound excitons (red dashed line). In the main manuscript
we plot Θb, i.e. the overall Kerr rotation amplitude of
the bound exciton signal measured from ΘK = 0 as this
amplitude is the most intuitive one when comparing the
fitted values to the raw data. According to equation 3 the
amplitude Θb not only considers the impact of the last
pump pulse, but is the weighted sum over all previous
pulses. Instead the amplitude Θ′b is the actual increase
in the long-lived TRKR signal created by each individual
pulse (see green arrow in Fig. S5a).
Fig. S5b shows the same data as Fig. 1e of the main
manuscript, which was obtained by using the fitting func-
tion of equation 1. Instead, Fig. S5c depicts results of the
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FIG. S5. (a) Schematic representation of the different Kerr rotation amplitudes obtained by the two fitting functions in
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pulse, whereas Θb represents the total amplitude, which also includes leftover polarization from previous pump pulses. (b) and
(c) Direct comparison of the results using the two fitting functions.
same set of raw data when using equation 2 for fitting. It
is important to emphasize that using equation 2 yields
Θ′b ≈ Θv within the band gap region. This is relevant
when considering our model depicted in Fig. 2 of the
main manuscript. There we assumed that the electron
which was caught during the formation of the bound trion
(Fig. 2f) will go back into the same valley from which it
came during the bound trions recombination (Fig. 2h).
In this case, the valley polarization created by these two
processes should be comparable (Figs. 2g and 2i). Of
course, the physical situation depicted in Figs. 2g and 2i
is quite different, as there are additional bound excitons in
case of Fig. 2g. These additional quasi-particles will most
likely have an impact on the Kerr rotation amplitude, as
they are not only polarized but also may energetically
shift the Kerr resonance due to band-gap renormaliza-
tion effects. This makes a direct comparison between
the expected Kerr rotation amplitudes between the two
situations depicted in Figs. 2g and 2i quite challenging.
Nevertheless, we note one common connection seen in all
of our samples shown in this study: Next to long-lived
polarization in the band gap region, there is always a
shorter-lived signal with an amplitude which is similar
to the amplitude increase of the long-lived Kerr signal
created by the new pump pulse, i.e. Θ′b. This observation
is in favor of our proposed model.
Next, we note that the amplitude of the valley polar-
ization Θv is most likely underestimated in the band gap
region by the used fitting model. To illustrate this, we
simulate the data shown in Figs. 1e and 1f based on the
model depicted in Fig. 2. We use a simplified three level
rate equation system representing the bound excitons |B〉,
the valley polarization |V 〉 and a ground state |G〉 (see
Fig. S6a). The coupled rate equation reads:
dNB
dt
= − 1
τ boundrec
NB (4)
dNV
dt
= − 1
τv
NV +
1
τ boundrec
NB (5)
with Ni (i = B, V) denoting the occupation numbers of
the respective levels, τ boundrec the recombination lifetime of
the bound excitons, and τv the valley lifetime.
We solve this system of coupled rate equations by nu-
merical integration. First, we focus on the process re-
sponsible for the creation of the valley polarization during
the recombination of the bound excitons (illustrated in
Figs. 2h to 2i). We therefore initialize the system by
putting 105 excitons in the |B〉 level and setting the occu-
pation numbers of the other levels to zero (see Fig. S6a).
The lifetime τ boundrec of the bound exciton level is set to
24 ns in accordance to the measurements in the band gap
region of Fig. 1f. The resulting temporal occupation
of |V 〉 is simulated for different valley lifetimes τv (see
Fig. S6b). We note that the occupation of the level |V 〉 is
most relevant for the Kerr rotation signal. This becomes
obvious as a Kerr rotation can only be measured for probe
pulse energies tuned into the bright trion regime. As ex-
plained in the main manuscript, this is due to the fact
that the additional charge carrier, which is needed for
the formation of the trion, has to come from the bands.
Hence, the valley-selective excitation of trions can directly
probe a valley polarization of free charge carriers. Con-
sistent to this, no Kerr rotation signal is observed when
probing at the energetically lower bound exciton energies.
Hence, we only plot the occupation of the level |V 〉 and
not the one of |B〉.
The corresponding temporal evolution of the |V 〉 oc-
cupations in Fig. S6b show three distinct regimes: As
the level |V 〉 is empty at ∆t = 0, there is an initial in-
crease in occupation number with the time constant of
τv. The occupation number then shows a maximum af-
ter approximately 3 · τv. At this point the filling of this
level through level |B〉 with the time constant τ boundrec is
equal to its emptying to the ground state with the time
constant τv. Afterwards, the occupation number of |V 〉
slowly decreases. We fit this decrease by an exponential
function and confirm that for τv  τ boundrec the decay time
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FIG. S6. (a) A three state model used to simulate the lifetime of the Kerr rotation originating from the bound exciton states.
Bound excitons recombine with a lifetime of τ boundrec and polarize the valleys during the recombination process (see Fig. 2h). The
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configuration of NV = 0 and NB = 10
5 at t = 0 for different τv. (c) Same data as in Fig. 1f. (d) to (f) Results of the three state
model by additionally assuming an initial occupation of the |V 〉 state at t = 0. Further explanation see text.
is equal to the recombination time of bound excitons used
for the simulation (τ boundrec = 24 ns). This is also expected,
as under such conditions the number of particles in |V 〉 is
only determined by the number of most recent transitions
from |B〉 to |V 〉 via the time τ boundrec . All other particles
in |V 〉 have already decayed into the ground state. The
fitted recombination time only deviates from the input
value if τv approaches τ
bound
rec . As the measured valley
lifetime in Fig. 1f (τv = 1 ns) is one order of magnitude
shorter than the long-lived bound exciton lifetimes (24 ns),
we are confident that this long-lived Kerr rotation signal
represents the bound exciton recombination time τ boundrec
(see green curve in Fig. S6b).
This conclusion is also important for the interpretation
of the gate-dependent lifetimes of bound excitons (red
data points in Fig. 1f and Fig. S6c), as the decrease in
lifetimes starting in the tail region cannot be due to the
decreasing valley lifetime. This is illustrated in Fig. S6c
by the open triangular data points, for which we assume a
gate-voltage independent bound exciton lifetime of 24 ns
and simulated the impact of the decreasing valley lifetimes
on the fitted values. As it is also depicted in Fig. S6b,
a decreasing valley lifetime from 1 ns (green curve) to
50 ps (red curve) changes the fitted exciton lifetimes only
marginally by a maximum of 0.1 ns. Accordingly, the
actual bound exciton recombination time τ boundrec has to
decrease towards higher gate voltages (i.e. higher free
charge carrier densities). This might be due to both
screening and band gap renormalization effects.
Of course, we do not observe the increase in polarization
seen in Fig. S6b in the raw data (see Fig. 1d). This is due
to the fact that we have neglected that the creation of the
bound trions also directly creates a valley polarization
(see Fig. 2f and 2g). Hence, we extent our simulation
by initializing both the |V 〉 and the |B〉 states with the
same initial occupation number (Fig. S6d) and assume
a valley lifetime of 1 ns. The resulting time evolution of
the |V 〉 state is depicted in Fig. S6e as a solid line and
shows an exponential decrease like in our TRKR data.
For comparison, we also include the curve from Fig. S6f
for the same valley lifetime as a dashed line.
The simulated curve can be fitted perfectly by the bi-
exponential function of equation 1 (see dashed red line in
Fig. S6f). Most importantly, the fit yields exactly the two
lifetimes put into the simulation, i.e. 1 ns for the valley
lifetime and 24 ns for the bound exciton lieftime. This is
8not self-evident, as the fit function assumes an erroneous
time-dependence of the long-lived signal (green dashed
line in Fig. S6f) compared to the actual time dependent
amplitude according to our model (solid green line). The
most important impact of this analysis is that the Kerr
rotation amplitude of the valley polarization at t = 0 gets
underestimated: Instead of N trueV , we only determine the
amplitude NfitV . Hence, the real amplitude of the valley
polarization ΘV is most likely larger than Θ
′
b in Fig. S5c.
A. Additional TRKR signals for ∆t < 1 ns
The rate equation system in the last section, which de-
scribed the valley polarization created by the recombina-
tion of bound excitons (Figs. 2f-2i in the main manuscript),
can also be applied to the valley polarization created by
the recombination of dark excitons (Figs. 2b-2d). Ac-
cordingly, the latter signal should exhibit a similar initial
increase as the one created by the recombination of bound
excitons (see dashed line for ∆t < 2 ns in Fig. S6e). This
initial increase would occur on the timescale of the dark
exciton recombination time, which is reported to be be-
tween 100 ps and 1 ns at cryogenic temperatures,8,9 and
is therefore expected to be well below 1 ns for the data
shown in Fig. 1d of the main manuscript which was
measured at 40 K.
As for the case of the bound excitons, such an increase
is not observed in our measurements (see Fig. 1d). Simi-
lar to the argumentation of the last section, we believe
that this initial increase is masked by other signals with
exponentially decreasing amplitudes and similar time con-
stants. In this context we note that in our study we
focus on the nanosecond time-scale to discuss the valley
and bound exciton dynamics. Especially the fast bright
exciton dynamics in the ps-range are not the scope of
our study. This is the reason why the time step between
two adjacent data points in Fig. 1d is around 50 ps. We
nevertheless conducted some measurements at increased
temporal resolution and frequently observed additional
TRKR signals with lifetimes ranging between tens and
hundreds of picoseconds (see e.g. Fig. S7). This is con-
sistent to varying values of measured bright exciton life-
times (both neutral and charged excitons) reported in
literature.10–13
There is also another aspect, which may explain the
absence of the initial increase in the TRKR signal be-
longing to the valley polarization. If dark trions were
also contributing to the TRKR signal, their decreasing
population would perfectly mask the increasing valley
polarization. Of course, due to their nature we do not
expect that dark trions directly interact with the photons
of the probe pulse. Nevertheless, we speculate that a
polarized dark trion population may influence the Kerr
signal of both bright excitons and the valley polarization
via two mechanisms: On the one hand, a pump-beam-
induced valley-polarized dark trion population will bind
a different amount of resident charge carriers in both K
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FIG. S7. Additional short-lived signal in the TRKR mea-
surements, which can be detected by increasing the temporal
resolution of the measurement. The signal is attributed to a
lifetime of bright excitons.
and K’ valleys. As these carriers are no longer available
for the creation of bright trions, the excitation probability
of bright trions between both valleys may be affected.
This will lead to different absorption of right and left
circularly polarized light and, hence, a Kerr signal (see
detailed discussion of this model in Ref. 14). On the
other hand, a dark exciton population may also shift the
Kerr resonances of both the bright exciton and the valley
polarization due to band-gap renormalization effects.15,16
An exponentially decaying shift in the resonance curve
due to an exponentially decaying dark exciton population
can manifest itself in a decaying Kerr signal.
IV. DARK EXCITONS
We now discuss that the TRKR signal, which we at-
tribute to the valley polarization (Fig. 1d) cannot be
assigned to dark excitons. Overall, there are three argu-
ments against such an assignment:
1.) By far the most important argument is that gate
dependent PL measurements show a decreasing amplitude
of dark exciton emission for increasing charge carrier
densities.9,17,18 This is in complete contradiction to the
increase of the valley polarization with increasing charge
carrier density as seen in Fig. 1e and 4a.
2.) Even at the lowest temperatures, gate-dependent
dark exciton recombination times (at zero magnetic field)
barely reach 1 ns.8,9 Instead, we measure lifetimes of up
to 30 ns (see Fig. 1f and 4b) for the Kerr rotation signal
we attribute to the valley polarization.
3.) A recent publication based on spin-noise measure-
ments excluded dark excitons as a source of long-lived
signals in TRKR measurements.19
9V. COMMENTS AND ADDITIONAL
EXPLANATIONS TO THE FIGURES OF THE
MAIN MANUSCRIPT
A. Fig. 1c
Schottky barriers: One main problem in contacting
2-dimensional semiconductors is the formation of Schottky
barriers between the TMD flake and the contacts.20–22
Depending on the sign of the applied dc bias voltage,
either the drain or the source contact is therefore reversed
biased, whereas the other contact is forward biased. In
this respect, our graphitic contacts are no different and
we observe pronounced Schottky barrier characteristics
in all of our devices. Therefore, the main drop of the
applied 5 V bias voltage will occur over the reversed biased
Schottky barrier and not across the TMD channel.
Furthermore, we note that the measured resistance
at a constant bias voltage varies significantly between
different contacts even on the same device. Unfortunately,
the impedance of some contacts are too high to even use
these contacts as voltage probes. This is the reason that
no Hall-effect measurement could be conducted on the
device shown in Fig. S1(a) to determine the free charge
carrier density as a function of gate-voltage.
X′− feature: At high electron densities we observe
the appearance of the so-called X′− feature in the PL
data, whose physical origin has not fully been determined.
One possible explanation of this PL feature is a different
interaction of excitons with low and high charge carrier
densities, respectively. It is argued that a trion can only be
considered as a three-particle object at low enough charge
carrier densities, whereas at higher charge carrier densities
the interaction between excitons and a Fermi sea of free
electrons leads to an exciton-polaron picture.23,24 How-
ever, we believe that this explanation is rather unlikely to
explain the X′− feature in our measurements, as the tran-
sition between the three-particle and the exciton-polaron
picture is argued to occur at quite low charge carrier
densities (the Fermi level position EF measured form the
conduction band minimum has to be much smaller than
the trion binding energy ET).
23 In contrast, we argue that
the X′− feature is due to the onset of the upper spin-split
conduction band.25 To support this picture, we estimate
the position of the Fermi level EF for the gate voltage
range of the X′− emission.
First, we model the ML TMD as a two-dimensional
electron gas (2DEG). This assumption is justified as the
electron’s Fermi wavelength λF is much larger than the
thickness of the monolayer TMD. As long as EF is close
enough to the conduction band minimums at the K/K ′
valleys the bands can be approximated to follow a nearly
quadratic dispersion relation, giving rise to a well-defined
effective mass m∗. Under these circumstances the position
of the Fermi level as a function of charge carrier density
is given as:26
EF =
2pih¯2n
m∗gsgv
, (6)
with the spin degeneracy gs, the valley degeneracy gv,
the effective mass m∗ and the reduced Planck’s constant
h¯. To express the charge carrier density n as a function
of gate voltage VG, we use the standard plate capacitor
model. As soon as the Fermi level is within the conduction
or valence band of the monolayer TMD, we consider all
effects due to the band gap, mid-gap states, tail states,
and quantum capacitance by introducing the so-called
threshold voltage Vth and write:
27–29
n =
ε0εr
d · e (VG − Vth) , (7)
with ε0 being the vacuum permittivity, εr the relative
permittivity of the dielectric, e the elementary charge, and
d the dielectric thickness. For the device shown in Fig. 1,
we estimate the threshold voltage to be Vth ≈ 10 V. This
is the gate voltage at which the current starts to increase
linearly with increasing back gate voltage. Putting in all
values, we end up with a charge carrier density of around
4 · 1012 cm−2 at a gate voltage of 80 V.
With this result the position of the Fermi energy at this
gate voltage can now be calculated from equation 6. In
case of a ML TMD the spin degeneracy is lifted (gs = 1)
and only valley degeneracy has to be considered (gv = 2).
We furthermore assume m∗ = 0.28 ·me,30 which finally
yields a Fermi energy of about 40 meV. This energy is well
within the range of the assumed spin splitting between
lower and upper conduction band.30,31
B. Figs. 1d, 1e and 1f
The reason for showing 40 K data: At 40 K the
lifetime of the valley polarization is significantly shorter
than the lifetime of the bound exciton signal over the
whole gate voltage range (see Fig. 1f). This is necessary
to reliable extract both lifetimes from a two-exponential
fit to the raw data. However, at lower temperatures (see
Fig. 1g) the lifetime of the valley polarization approaches
the lifetime of the bound excitons especially at low charge
carrier densities (i.e. low gate voltages). Therefore, it
gets difficult to distinguish both signals in a TRKR
curve and fitting gets challenging. We e.g. attribute the
small decrease in the bound exciton lifetimes towards 0 V
backgate voltage seen for 10 K and 20 K to this fitting
issue. Instead, for all other temperatures, at which valley
and bound exciton lifetimes are far enough apart, the
bound exciton lifetimes are almost constant over the
depicted gate voltage range.
Blue data points: As seen in Fig. 1e, the Kerr rota-
tion signal which we attributed to the valley polarization
of free charge carriers undergoes a sign reversal. Because
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of its small amplitude, the fitting gets very error-prone in
the region where it crosses the θK = 0 axis. Nevertheless,
the fitting routine yields the smooth transition of the
Kerr rotation amplitude as seen in Fig. 1e, if the degree of
freedom for the fit is reduced. This was done by assuming
a fixed valley lifetime in this gate voltage regime (see
blue data points in Fig. 1f) which allows for a continuous
transition between the positive and negative gate voltages.
C. Fig. 2
We note that Figs. 2b-i only show the kind of relax-
ation mechanisms that are responsible for the formation
of a valley polarization of free charge carriers. These are
the ones most relevant for the explanation of our experi-
mental data. We note, however, that the bright exciton
population created in Fig. 2a can also follow a few other
scattering and relaxation channels, such as direct recom-
bination, Auger-type exciton-exciton annihilation or the
formation of other exciton complexes such as biexcitons.10
Furthermore, in Figs. 2b-i we only depict those scat-
tering and relaxation processes which we deem to be the
most important ones with the highest transition proba-
bilities. So far, we neglected other possible transitions
which in some cases can create a valley polarization with
an opposite sign to the polarizations discussed in Figs. 2b-
i. One such case would concern the transition shown in
Fig. 2f. In principle, the bound exciton can capture the
excess electron not from the K-valley, as it is shown and
discussed so far, but instead from the K’-valley. This
would result in an inverted valley polarization both in
Figs. 2g and 2i. But in this case, the bound trion would
be in a triplet state (all three spins would be orientated in
the same direction). This state has a higher energy than
the singlet state depicted in Fig. 2g. We therefore assume
the transition probability to the singlet state to exceed
that to the triplet state. Although both transitions are
possible, any imbalance between the transitions probabil-
ities will result in a measurable net valley polarization
with a sign corresponding to the dominating transition.
D. Figs. 2d and 2g
As it is seen by the black data points in Fig. 1e, the
measured valley polarization shows opposite sign in the
gap and conduction band regimes. At first sight, this
may appear to contradict the model proposed in Fig. 2:
Fig. 2d depicts the valley polarization in the case that the
Fermi level is tuned into the conduction band, whereas
Fig. 2g depicts the case that the valley polarization is in
the gap region. As the polarizations in the conduction
bands show the same sign in Figs. 2d and 2g, the change
in sign in the experimental data is unexpected. However,
the physical situation depicted in Figs. 2g and 2i is quite
different, as there are additional bound excitons in case
of Fig. 2g. These additional quasi-particles will have
an impact on the Kerr rotation amplitude of the valley
polarization, as the bound excitons are not only polarized
but will also shift the Kerr resonance energetically due to
band-gap renormalization effects. In this context, we note
that in our new measurement technique, which diminishes
the photo-induced screening of the gate-electric field (see
section II), the same pump and probe energies have to be
used for every gate voltage. This makes it impossible to
account for a shift in the Kerr resonance dependent on
the gate voltage and, hence, renders a direct comparison
between the expected Kerr rotation amplitudes in the two
situations depicted in Figs. 2g and 2i challenging.
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FIG. S8. (a) Due to strain variations and substrate corru-
gations, monolayer TMD flakes can show conduction band
minima (CBM) and valence band maxima (VBM) energies
which can spatially vary by hundreds of meV over length-
scales as small as 10 nm,32 resulting in the appearance of
charge puddles depicted as shaded areas. (b) Two-dimensional
representation of the resulting charge puddles with a percolat-
ing electron path around the areas in which the Fermi level is
still in the band gap (white areas).
E. Fig. 3 in general
As discussed in the main manuscript, there are no dark
excitons in MoSe2 and therefore the only way to create a
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valley polarization is the scattering channel via excitons
which are bound to defect states within the band gap
(Figs. 2f to 2i). It is expected that this mechanism is
highly suppressed as soon as the Fermi level enters the
conduction band (see decrease in the amplitude of the
red data points in Fig. 1e). This argument seems to
be in conflict with the trend of the Kerr amplitude in
Fig. 3b, which only shows a slight decrease starting at
VTG = 2.5 V long after a measurable current appears at
VTG = 1 V.
There are two important differences in the device fabri-
cation of the MoSe2 sample which explain this apparent
conflict. On the one hand, the MoSe2 flake is not fully
encapsulated by hBN, but instead is in direct contact
with the SiO2 substrate (see Fig. S3). In this condition,
variations in the conduction band minima (CBM) and
valence band maxima (VBM) energies are especially high
as illustrated in Fig. S8a.32 The second difference is the
kind of gating: Whereas the WSe2 samples are gated via
a backgate consisting of a 300 nm thick SiO2 layer, the
MoSe2 sample is gated with a graphitic top gate using
an h-BN flake of approximately 20 nm thickness as the
gate dielectric. Hence, the capacitive coupling strength
between gate and TMD is quite different between these
devices:
εr(hBN)
d(hBN)
· d(SiO2)
εr(SiO2)
≈ 14 , (8)
with εr being the relative permittivity of the dielectric
and d being the thickness of the dielectric. Once the TMD
is fully tuned into either conduction or valence band, the
change in charge carrier density n with gate voltage VG
is derived as:27
n(VG) =
ε0εr
d · e (VG − Vth) , (9)
with ε0 being the vacuum permittivity, e the elementary
charge, and Vth the threshold voltage. But this is only
true because the so-called quantum capacitance can be
neglected within the bands. Instead, in both the gap and
tail region the quantum capacitance plays a significant
role in the gate voltage dependent shift of the Fermi
level.28,29,33,34 For example, the increase ∆VG in gate
voltage necessary to tune the Fermi level from the valance
band maximum to the conduction band minimum is given
in a first order approximation by:
∆VG =
EG
e
+
nD · e · d
ε0εr
, (10)
with EG being the band gap energy and nD being the
density of mid-gap states. Interestingly, only the second
term of this formula depends on the capacitive coupling
strength. Therefore, to overcome the band gap in case of
no mid-gap states, the same amount of voltage has to be
applied both to a back-gated or a top-gated device of the
same material. But due to the much higher capacitive
coupling strength of the top-gated device structure, this
change in gate voltage represents a much larger part of
the overall measured gate voltage range (a maximum gate
voltage of 3.5 V in case of the MoSe2 sample compared
to 80 V in case of the WSe2 samples).
Considering now the much larger fluctuations of the
band gap energy in case of the MoSe2 sample (Fig. S8a)
because of its interaction with the rough SiO2 substrate,
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makes it clear that there is a much more pronounced
overlap of the three different regimes (the gap region, the
tail region, and the conduction band region) of this device
for a given gate voltage compared to e.g. the device shown
in Fig. 1. In this respect it is important to note, that
the current shown in Fig. 3a is plotted on a logarithmic
scale and is quite small at a gate voltage of VTG = 1 V.
This small, exponentially increasing current can best be
explained by percolating transport. Fig. S8b represent
the charge puddles shown in Fig. S8a in two dimensions
together with a percolating electron path. This picture
explains how a small charge current can be measured,
whereas at the same time the TRKR still shows signals,
which can be attributed to a Fermi-level in or near the
band-gap (white areas in Fig. S8a).
F. Figs. 3b and 3c
The approximately 200 ps long Kerr rotation signal
shown in Fig. 3 of the main manuscript for the monolayer
MoSe2 device was attributed to the valley lifetime of this
sample. Inconsistent to this assignment is the fact that
its lifetime does not decrease for higher charge carrier
densities (i.e. higher positive gate voltages), which would
be expected from both electron-phonon and spin-orbit
scattering mechanisms.35–40 At the same time, the 200 ps
lie within the upper range of reported bright exciton
lifetimes.10 Therefore, we cannot exclude that this signal
could also result from relatively long recombination times
of bright excitons.
VI. TIME-RESOLVED KERR ROTATION
SETUP
Fig. S9 schematically depicts the setup used to conduct
the TRKR experiments. Two wavelength tunable mode-
locked Ti:sapphire lasers (Spectra Physics Tsunami)
operating at a 80 MHz repetition rate were used as pump
and probe laser sources with typical pulse widths of about
5 ps. Both lasers can be synchronized via a lock-to-clock
(LTCL) laser synchronization unit to set a variable time
delay between pump and probe pulses ranging from 0 ns
to 12.5 ns. The polarization of the pump beam can be
switched between σ+, σ− and linear by applying a voltage
to the liquid crystal variable retarder. The laser beams
are focused onto the sample by a 15 mm focal length
aspheric lens (0.66 NA). Typical spot diameters are 8 µm
FWHM. In order to distinguish and filter the pump from
the probe beam, the pump beam enters and leaves the
lens in a distance of 5 mm with respect to the probe beam
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FIG. S9. Schematic of the experimental setup. Pump and probe laser pulses stem from two independently tunable Ti-sapphire
ps lasers, which are synchronized and electronically delayed with a temporal jitter of less than 1 ps. The Kerr rotation signal is
detected by a polarization bridge with balanced photodiodes.41
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position, the latter passing the lens in its center. There-
fore, the probe beam hits the sample perpendicularly and
gets reflected into itself before being guided towards the
detection arm. Here, a pin-hole of 150 µm diameter is
placed to block any off-axis beam reflections that might
disturb the signal. After passing another half-wave plate
serving to equilibrate the detection diodes when the pump
is blocked, finally the probe beam gets split into its per-
pendicularly polarized components which are detected by
the diodes A and B, respectively.41
For measuring the Kerr rotation angle we modulate
the pump and probe beams with optical choppers driven
at a fast modulation frequency of 7 kHz (pump) and a
slower frequency of 340 Hz (probe). The pre-amplified
A-B diode signal can then be demodulated using two
lock-in-amplifier stages yielding the TRKR signal.
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