Traffic management in wireless networks by Jánoš, Radan
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH
TECHNOLOGIÍ
ÚSTAV TELEKOMUNIKACÍ
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION
DEPARTMENT OF TELECOMMUNICATIONS
ŘÍZENÍ PROVOZU NA BEZDRÁTOVÝCH SÍTÍCH
TRAFFIC MANAGEMENT IN WIRELESS NETWORKS
DIPLOMOVÁ PRÁCE
MASTER'S THESIS
AUTOR PRÁCE Bc. RADAN JÁNOŠ
AUTHOR
VEDOUCÍ PRÁCE Ing. PETRA LAMBERTOVÁ
SUPERVISOR
BRNO 2011
VYSOKÉ UČENÍ
TECHNICKÉ V BRNĚ
Fakulta elektrotechniky 
a komunikačních technologií
Ústav telekomunikací
Diplomová práce
magisterský navazující studijní obor
Telekomunikační a informační technika
Student: Bc. Radan Jánoš ID: 84331
Ročník: 2 Akademický rok: 2010/2011
NÁZEV TÉMATU:
Řízení provozu na bezdrátových sítích
POKYNY PRO VYPRACOVÁNÍ:
Nastudujte problematiku omezování provozu v bezdrátových sítítch. Proveďte klasifikaci provozu a
navrhněte a vytvořte administrativní systém, který bude umožňovat vzdálenou správu síťových prvků s
přihlédnutím na požadovanou kvalitu služby. Systém by měl také být schopen poskytnout statistické
informace o reálných průtocích dat.
DOPORUČENÁ LITERATURA:
[1] OSTERLOCH, Heather. TCP/IP - Kompletní průvodce. [s.l.] : SoftPress s.r.o., Praha, 2003. ISBN
80-86497-34-8
[2] PUŽMANOVÁ, Rita. Moderní komunikační sítě od A do Z. [s.l.] : Computer Press, Praha, 1998. ISBN
80-7226-098-7
Termín zadání: 7.2.2011 Termín odevzdání: 26.5.2011
Vedoucí práce: Ing. Petra Lambertová
prof. Ing. Kamil Vrba, CSc.
Předseda oborové rady
UPOZORNĚNÍ:
Autor diplomové práce nesmí při vytváření diplomové práce porušit autorská práva třetích osob, zejména nesmí
zasahovat nedovoleným způsobem do cizích autorských práv osobnostních a musí si být plně vědom následků
porušení ustanovení § 11 a následujících autorského zákona č. 121/2000 Sb., včetně možných trestněprávních
důsledků vyplývajících z ustanovení části druhé, hlavy VI. díl 4 Trestního zákoníku č.40/2009 Sb.
Anotace 
 
Diplomová práce „Řízení provozu na bezdrátových sítích“ pojednává o moţnostech zajištění 
kvality sluţby na těchto sítích. Pojem řízení provozu souvisí především s omezením 
a následnou prioritizací některých sluţeb a provozů na síti. 
 
Práce obsahuje přehled nejpouţívanějších bezdrátových technologií a popisuje přístup těchto 
technologií k zajištění QoS. Teoretická část práce dále navazuje definováním obecných 
principů řízení provozu na IP sítích a obsahuje přehled síťových parametrů pouţívaných při 
hodnocení kvality sluţby jednotlivých typů komunikací. Praktická část práce je zaměřena na 
nejrozšířenější bezdrátovou technologii standardu 802.11 a nasazení systému se vzdálenou 
správou na malé SOHO směrovače. Tyto systémy umoţňují vyuţití frontových disciplín 
k řízení QoS. Navrhnutá a realizovaná HTB disciplína je testována na modelu sítě s reálným 
provozem.  
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Abstract 
 
The Master´s thesis „Traffic management in wireless networks“ discusses how to ensure 
Quality of Service in these networks. A term „traffic management“ is connected mainly with 
certain restrictions and prioritization of some services and traffics in network.   
 
The thesis contains an overview of the most used wireless technologies and describes the 
approach of these technologies to ensure QoS. Theoretical part of the thesis follows with the 
definition of general principles of traffic management in IP networks and provides an 
overview of network parameters used in evaluating the quality of different types of 
communications services. Practical part is focused on the most widely used wireless 
technology of standard 802.11 and also on implementation of remote administration system 
on a small SOHO routers. These systems allow the use of queueing disciplines to manage 
QoS. Designed and implemented HTB discipline is tested on a real traffic network model. 
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Úvod 
Řízení provozu na sítích, ať uţ pevných či bezdrátových, je nevyhnutelnou nutností dnešní 
doby. Počet uţivatelů na síti stále roste a s ním i objem provozu na sítích. Tento objem není 
dán pouze zvyšujícím se počtem uţivatelů, ale také jejich vysokými nároky na dostupné šířky 
pásma. Tyto nároky jsou z velké části stanoveny i moderními aplikacemi, které vyţadují 
určitou kvalitu spojení po celou dobu relace. Řízení provozu spočívá především v zajištění 
bezproblémového přístupu k síti všem uţivatelům a musí dbát na to, aby kaţdému z těchto 
uţivatelů byla poskytnuta odpovídající kvalita spojení. Dostupná šířká pásma je však 
omezena, a proto je třeba na základě pokročilých mechanismů, omezit spojení některých 
uţivatelů tak, aby bylo moţné realizovat spravedlivé rozdělení dostupného pásma. Pokročilé 
mechanismy umoţňují i zvýhodnění některých uţivatelů v reálných přístupových sítích 
jednotlivých poskytovatelů. 
Technologie bezdrátových sítí zaţívají v posledních letech obrovský rozmach. Bouřlivý vývoj 
se týká také multimediálních sluţeb, které vyţadují přenos v reálném čase a kladou na 
bezdrátové sítě nemalé poţadavky. Tyto poţadavky i nároky ostatních aplikací vedly vývojáře 
jednotlivých technologií k implementaci podpory kvality sluţeb QoS (Quality of Service).  
Tato diplomová práce poskytuje přehled o jednotlivých nejpouţívanějších bezdrátových 
technologiích zajišťujících přístup k síti a zaměřuje se na problematiku schopnosti těchto 
technologií zabezpečit kvalitu sluţby. V práci jsou téţ probírány pokročilé mechanismy QoS 
se zaměřením na integrované sluţby IntServ a diferencované sluţby DiffServ. Poslední 
kapitola teoretické části pojednává o frontových disciplínách uţívaných v souvislosti se 
zabezpečením QoS. Veškeré další kapitoly jsou jiţ ve znamení standardu 802.11, který byl 
vybrán k realizaci modelu sítě a testování probíraných frontových mechanismů. Praktická část 
práce se zabývá problematikou nasazení alternativních operačních systému na malé SOHO 
směrovače a vytvořením prostředí systému umoţňujícího zaručit kvalitu sluţby některých 
datových provozů. Tyto systémy jsou na síťových prvcích nastavovány a konfigurovány 
pomocí zabezpečeného vzdáleného přístupu. Vybraná disciplína HTB je testována na modelu 
reálné sítě a závěrečná kapitola přináší výsledky o úspěšnosti pouţití této disciplíny na 
bezdrátové síti Wi-Fi. 
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1 Přehled bezdrátových systémů 
V současné době začínají bezdrátové sítě plně nahrazovat ethernetové pevné spoje a to 
především v oblasti domácích i podnikových sítí. Donedávna zaostávaly bezdrátové sítě za 
sítěmi pevnými hlavně díky nedostatečné kapacitě a také špatné architektuře bezpečnosti. 
Komunikační standardy procházejí poměrně rychlým vývojem a jiţ se můţeme setkat 
i s vysokorychlostními systémy. Nespornou výhodou je rychlejší realizace sítí, kdy odpadá 
nutnost kabeláţe. Bezdrátové sítě rozlišujeme nejčastěji dle typu signálu na [2]: 
 Radiové sítě - nejčastější typ, různé přenosové rychlosti - aţ stovky Mbit/s, dosah aţ 
desítky km 
 Optické bezdrátové sítě - přímá viditelnost, vysoké přenosové rychlosti - aţ několik 
Gbit/s, dosah aţ několik km 
 Infračervené sítě – malý dosah a neprůchodnost překáţkami, vysoká bezpečnost 
Dále můţeme bezdrátové sítě rozdělovat dle mobility na mobilní a pevné. Neplatí totiţ 
domněnka, ţe co je bezdrátové musí být také plně mobilní. Typů bezdrátových technologií 
pro přenos dat existuje velký počet a proto se v následujících podkapitolách zmíním jen o těch 
nejrozšířenějších. Dosah bezdrátových sítí je zobrazen na obr.1.1 [2]: 
 
Obr. 1.1: Dosah bezdrátových sítí  
1.1 Bluetooth 
Bluetooth
1
 je bezdrátovou komunikační technologií pracující v bezlicenčním ISM (Industrial, 
scientific and medical) pásmu, konkrétně v rozsahu 2,4000 aţ 2,4835 GHz. Počátky 
technologie datujeme do roku 1999, kdy vznikají první specifikace a standardy ve verzi 1.0. 
Bluetooth je definován standardem IEEE 802.15.1 a jeho moţný komunikační dosah pro 
rádiový přenos dat se pohybuje v rozmezí jednoho aţ desítek metrů. Můţeme vytvářet jak 
spojení dvoubodová, tak i vícebodové sítě, tzv. piconet či rozsáhlejší scatternet. Jednotlivá 
bluetooth zařízení dále dělíme do tříd dle jejich maximálního výstupního výkonu [1]: 
 Třída 1 - 100 mW, dosah do 100 metrů 
 Třída 2 - 2.5 mW, dosah do 10 metrů 
 Třída 3 - 1 mW, dosah do 1 metru 
                                                 
1
 Název technologie je odvozen od přezdívky dánského krále Haralda II – Blatand („modrý zub“, prý podle jeho 
mimořádné záliby v borůvkách a ostruţinách) 
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Bluetooth je technologie určená především ke komunikaci mezi mobilními komunikačními 
zařízeními (mobilní telefon, PDA) a periferními zařízeními (tiskárna) či počítači pro tisk, 
sdílení, přenos souborů a elektronickou komunikaci. Bluetooth lze vyuţít také ke komunikaci 
s domácími spotřebiči a spotřební elektronikou. V současné době je jiţ dokončen standard 
verze 4.0, jehoţ hlavními výhodami jsou: 
 teoretická rychlost aţ 24 Mbit/s 
 velmi nízká a optimalizovaná spotřeba energie 
 zvýšení dosahu signálu 
 128 bit AES (Advanced Encryption Standard) šifrování 
 24 bitový CRC (Cyclic redundancy check) kontrolní mechanismus 
Bluetooth se tedy zaměřuje na nízkoenergetickou komunikaci přístrojů v rámci malých sítí tzv. 
WPAN (Wireless personal area network) a není vhodný pro vytváření vysokorychlostních 
podnikových či větších domácích WLAN (Wireless local area network) datových sítí. 
1.2 Mobilní sítě 
Vývoj mobilních sítí můţeme rozdělit do tří generací. Kaţdá z nich se liší jak technikou 
mnohonásobného přístupu k médiu, tak i moţnou rychlostí datových přenosů. První generace 
mobilních sítí označujeme jako sítě 1G. Jednalo se o analogové systémy uţívané výhradně 
pro přenos hlasu. Druhá generace přichází s úplnou digitalizací všech systémů a tato souvisí 
také s následným doplněním moţnosti datové komunikace do této generace sítí označovaných 
jako 2G. Zatímco sítě 2G byly určeny opět především pro přenos hlasu a přenos dat s nízkými 
rychlostmi, sítě třetí generace jsou jiţ koncipovány pro multimediální a datový přenos vyšších 
rychlostí. 3G sítě jsou definovány velkým mnoţstvím standardů a technologií, avšak v ČR 
a Evropě vůbec se prosadil standard UMTS (Universal Mobile Telecommunication System) 
a v menší míře se můţeme setkat také s technologií CDMA2000 1xEV-DO. 
1.2.1 CDMA2000 
CDMA2000 je rodina standardů, schválených ITU (International Telecommunication Union) 
pro mobilní sítě 3 generace. CDMA2000 souhrnně označuje technologie CDMA2000 1xRTT, 
CDMA2000 1xEV-DO (Evolution Data Only/Optimized) a CDMA2000 1xEV-DV (Evolution 
Data/Voice). Systém je schopný pracovat v různých frekvenčních pásmech a v ČR je 
provozován v pásmu 450 MHz. Stejně tak jako u standardu UMTS, tak i u sítí CDMA2000 je 
teoretická dosaţitelná přenosová rychlost udávána na buňku. Tedy šířka pásma je sdílena 
mezi právě připojené uţivatele na danou buňku. Operátor Telefónica O2 provozuje na českém 
trhu variantu CDMA2000 1xEV-DO Rev.0 a CDMA2000 1xEV-DO Rev.A. Tabulka 1.1 
shrnuje vlastnosti těchto technologií. 
Tab. 1.1: Vlastnosti technologií (CDMA2000 1xEV-DO Rev.0 a CDMA2000 1xEV-DO Rev.A) 
CDMA2000 1xEV-DO Rev. 0 CDMA2000 1xEV-DO Rev. A 
 downlink max 2,4 Mbit/s 
 uplink max 153 kbit/s 
 chybí QoS 
 
 downlink max 3,1 Mbit/s 
 uplink max 1,8 Mbit/s 
 implementace podpory QoS 
 sníţení latence na spojení 
 moţnost IP telefonie 
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Výhodou sítí CDMA2000 oproti UMTS je vysoké procento pokrytí území ČR. CDMA2000 
1xEV-DO je tedy zajímavou technologií pro uţivatele mimo dosah větších krajských měst 
a tedy oblastí bez moţnosti spojení na UMTS nebo jiné alternativy pevného či bezdrátového 
připojení k internetu. Zákazník tak můţe získat, zároveň při úvaze malého počtu zákazníků 
v dané oblasti na konkrétní buňku, poměrně rychlý internet. 
1.2.2 UMTS 
Nyní se budeme věnovat evropskému standardu UMTS (univerzální systém mobilní 
telekomunikace). Standardizací a vývojem systému UMTS se zabývá organizace 3GPP (The 
3rd Generation Partnership Project), jejímţ cílem bylo vytvořit systém fungující na jádru jiţ 
vyspělých funkčních sítí GSM. Nový systém musel být také po spuštění kompatibilní se 
staršími GSM sítěmi a zároveň splňovat poţadavky na vyuţívání širších frekvenčních pásem, 
zvětšení kapacity sítě a tedy vyšší přenosové rychlosti. V průběhu vývoje systému vydala 
3GPP několik realizačních variant: 
 Release 99 - specifikuje strukturu sítě, nasazení přístupové metody WCDMA 
 Release 4 - zlepšuje parametry uplinku 
 Release 5 - jádro plně zaloţené na protokolu IP, zaveden IMS (IP Multimedia 
Subsystem), všechna data přes IP protokol, technologie HSDPA (High Speed 
Downlink Packet Access) s mechanismy rychlého plánování zvyšuje maximální 
teoretickou rychlost směrem k uţivateli na aţ 14,4 Mbit/s 
 Release 6 - zavedení specifikace MBMS (Multimedia Broadcast Multicast Service), 
distribuce multimediálního obsahu z jednoho na více terminálů, technologie HSUPA 
(High Speed Uplink Packet Access), zvyšuje rychlost směrem od uţivatele na aţ 5,76 
Mbit/s 
 Release 7 - zaměřeno na sníţení latence, zlepšení kvality sluţeb (QoS), podpora VoIP 
aplikací v reálném čase, zvyšování kapacity sítě, technologie HSPA+ (Evolved High-
Speed Packet Access), rychlost aţ 42 Mbit/s 
 Release 8 - sítě označovány jako LTE (Long Term Evolution), vývoj směřuje na sítě 
4G 
 
Obr. 1.2: Architektura UTRAN v UMTS 
Na obrázku 1.2 je zobrazena zjednodušená architektura rádiové přístupové sítě UTRAN 
(UMTS Terrestrial Radio Access Network), která má za úkol poskytovat spojení mezi 
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terminálem UE (User Equipment) a jádrem sítě CN (Core Network), a také sluţby řízení 
a přidělování rádiových kanálů. UTRAN vyuţívá ve spojení s CN rozhraní, řízené protokoly 
lu CS (okruhová spojení) a lu PS (paketová spojení). UTRAN plní především tyto funkce [3]: 
 vysílání systémových informací 
 šifrování přenosu 
 handover 
 měření kvality kanálů 
 řízení rádiových zdrojů zahrnující: 
o  řízení výkonu 
o  handover (předávka mobilní stanice z jedné buňky do druhé během spojení) 
o  řízení příjmu ţádosti o sluţbu 
o  ochrana před zahlcením 
o  plánování vysílání paketů 
o  správa síťových zdrojů 
 přenos dat přes rádiové rozhraní 
 kanálové kódování 
Součástí UTRAN jsou uzly Node B a RNC. Node B zajišťuje přenosové funkce, převádí 
uţivatelská a řídící data z transportních kanálů do fyzických kanálů WCDMA a naopak. Dále 
provádí řízení výkonu uţivatelských zařízení a měření velikosti rádiových signálů s jehoţ 
pomocí rozhoduje o provedení handoveru, a také o zatíţení buňky a řízení přístupu do buňky 
dle poţadavků RNC.  Jednou z funkcí je také zabezpečení kmitočtové a časové synchronizace 
UE se systémem. Uzel RNC přiděluje rádiové prostředky, stará se o řízení procesu handoveru, 
řídí výkon signálů, vysílá systémové informace o podmínkách v jednotlivých buňkách 
a  zajišťuje bezpečnost přístupové sítě. 
Systém UMTS vyuţívá pro zajištění mnohonásobného přístupu metodu WCDMA (Wideband 
Code Division Multiple Access). Získala přívlastek wideband (širokopásmová) díky šířce 
pásma na kanál, pohybující se v rozmezí 4,2 – 5,4 MHz. Duplexní přenos je zajištěn 
technologií FDD (Frequency Division Duplex). Můţeme se setkat také s metodou TD-CDMA 
(Time Division CDMA), kdy je duplexní přenos zajištěn technoloogií TDD (Time Division 
Duplex). FDD pracuje na oddělených kmitočtových pásmech pro downlink a uplink, kdeţto 
TDD sdílí pro downlink a uplink jedno pásmo. Rozdělení frekvenčního rozsahu ukazuje 
tabulka 1.2 [4]: 
Tab. 1.2: Frekvenční rozsah pouţitých technologií 
Frekvenční rozsah Šířka pásma Použitá technologie 
1900 – 1920 MHz 20 MHz TD-CDMA 
1912 – 1980 MHz 60 MHz WCDMA (uplink) 
2010 – 2025 MHz 15 MHz TD-CDMA 
2110 – 2170 MHz 60 MHz WCDMA (downlink) 
Slabým místem mobilních sítí je sdílený charakter přístupové části. Teoreticky dosaţitelné 
rychlosti nejsou a v brzké době ani nebudou běţně dosahovány. Rychlost především závisí na 
počtu „aktivních“ uţivatelů v daném sektoru. Ti sdílí šířku pásma a  počet uţivatelů bude 
v následujících letech rychle růst. Takovým tempem nebude operátory určitě budována 
hustější síť základnových stanic. Moţnost řešení spočívá v širším vyuţívání, v budoucnu snad 
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uvolněných, šířek frekvenčního pásma pro tyto technologie. Zatím se musíme spokojit 
s niţšími přenosovými rychlostmi kolísajícími v závislosti na aktuálních podmínkách. 
Přenosová rychlost je ovlivňována následujícími činiteli: 
 šířka pásma – vyšší kapacita         vyšší rychlosti 
 počet uzlů v dané síti – čím více uzlů v sítí, tím menší průchodnost 
 optimalizace používaných komunikačních protokolů 
 rádiové rušení spojení – rušivé elementy mohou sniţovat rychlost 
 vytížení sektoru sítě – čím více uţivatelů na buňce, tím niţší rychlost 
 režie přenosu – počet dat přidaných k uţitečné informaci 
 metody mnohonásobného přístupu a použité technologie 
 správné rozdělení funkcí jednotlivým prvkům sítě 
1.2.3 QoS v UMTS 
Architektura QoS v UMTS je definována vrstvovým modelem tzv. bearer (nosných) sluţeb 
[5]. Z obrázku 1.3 vyplývá, ţe komunikace probíhá z jednoho koncového TE (Terminal 
Equipment) zařízení k druhému. V UMTS uţivatel specifikuje svoje poţadavky a vyţadá si 
bearer service (nosnou sluţbu) s určitými zvolenými parametry.  
Obr. 1.3: Architektura QoS v UMTS 
Tyto parametry či atributy definují bearer service pro danou komunikaci, např. VoIP 
komunikaci. QoS v UMTS definuje tyto atributy nosné sluţby (vybrané parametry): 
 Traffic class - provozní třída 
 Maximum bit rate - maximální bitová rychlost 
 Guaranteed bit rate - garantovaná bitová rychlost 
 Transfer delay - přenosové zpoţdění 
 Maximum SDU size - maximální velikost servisního datového paketu 
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UMTS Bearer Service je sluţbou sloţenou ze dvou spodnějších vrstev Radio Access Bearer 
Service a Core Network Bearer Service. Tyto sluţby se starají o mobilitu účastníků a jejich 
profily. Radio Access Bearer Service obsahuje pravidla pro transport signalizačních 
a uţivatelských dat mezi mobilním terminálem a uzlem jádra s přihlédnutím na definované 
QoS parametry a protichybová zabezpečení. Core Network Bearer Service zajišťuje spojení 
uzlu jádra přes bránu do vnější sítě, kontroluje a efektivně vyuţívá páteřní síť vzhledem 
k dohodnutým parametrům. 
S ohledem na definované parametry nosné sluţby, rozlišuje QoS v UMTS 4 třídy pro různé 
nároky komunikací na síťové prostředky. Provozní třídy představují kategorizaci nosných 
sluţeb do následujících tříd [5]: 
1. Konverzační třída (Conversational class) – u této třídy je vyţadována minimální 
doba zpoţdění a také kolísání tohoto zpoţdění, zachováva vzájemné pořadí datových 
jednotek, jedná se o prioritně nejvyšší třídu, která je vhodná pro aplikace pracující 
v reálném čase, tedy například videohovory, hlasové VoIP sluţby či online hry. 
2. Třída proudového přenosu dat (Streaming class) – je méně náročná na dobu 
zpoţdění, citlivá však na kolísání zpoţdění, zachovává vzájemné pořadí datových 
jednotek, vhodná ke komunikaci na úrovni klient – server v reálném čase. Příkladem 
této třídy jsou audio/video multimediální vysílání. 
3. Interaktivní třída (Interactive class) – je třídou typu garantovaného doručení 
poţadavek – odpověď, není tolik náročná na zpoţdění (řádově jednotky sekund), 
vyţadována je také minimální chybovost, příkladem je prohlíţení internetových 
stránek, správa databází. 
4. Třída služeb na pozadí (Background best effort class) – jedná se o třídu, jak jiţ název 
napovídá, zahrnující komunikaci běţící na pozadí s nejniţší prioritou. Terminál 
neočekává data v konkrétním čase, třída není citlivá na zpoţdění a kolísání zpoţdění. 
Nutné je, aby byla data správně a bezchybně doručena uţivateli. Do třídy spadá 
posílání sms zpráv či FTP přenos. 
Jak sem jiţ uvedl, systém UMTS je sítí buňkové struktury, kdy typ buňky souvisí s mobilitou 
daného uţivatele. Cílem systému je dosáhnout moţnosti spojení pro uţivatele pohybujícího se 
určitou rychlostí. V UMTS rozlišujeme následující typy buněk: 
 „Nejmenší oblast představuje pikobuňka (picocell) o poloměru 10-50 m, která se používá 
obvykle uvnitř budov a poskytne přenosovou rychlost do 2 Mbit/s.  Mikrobuňka (microcell) o 
poloměru 300-500 m uvnitř městské zástavby poskytne přenosovou rychlost do 384 kbit/s. 
Mikrobuňka  o poloměru 2-4 km poskytne služby s přenosovou rychlostí do 144 kbit/s. 
Makrobuňka (macrocell) o poloměru 5-6 km v příměstské oblasti poskytne služby do 144 
kbit/s.“ [6] 
Přenosová rychlost je také řízena v závislosti na rychlosti pohybující se mobilní stanice a to 
následujícím způsobem: 
 2048 kb/s – při rychlosti mobilní stanice do 10 km/h 
 384 kb/s – při rychlosti mobilní stanice do 120 km/h 
 144 kb/s - při rychlosti mobilní stanice nad 120 km/h v dopravních prostředcích 
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1.3 WiMAX 
Technologie bezdrátových sítí WiMAX je zaloţena na standardech IEEE 802.16 a spadá do 
kategorie metropolitních sítí WMAN. Metropolitní neboli městské sítě jsou vyuţívány 
k propojení uţivatelů, budov a všeobecně sítí v rámci městské zástavby, kdy je vyuţito 
externích antén komunikujících s centrální rádiovou stanicí BS (base station). Dosah sítí 
WMAN, zaloţených na technogii WiMAX, se pohybuje v rozmezí 30-50 km a její název je 
odvozen od sdruţení WiMAX Forum (Worldwide Interoperability for Microwave Access), 
které technologii testuje a uvádí ji do praxe. První verze normy specifikovala rádiové rozhraní 
se šířkou pásma pohybující se v rozmezí 10 aţ 66 GHz a vyţadovala spojení dvou statických 
míst s přímou viditelností. To samozřejmě znamená vyšší sloţitost při budování sítě, ale 
relativně vysoké přenosové rychlosti kolem 140 Mbit/s. Současná norma IEEE 802.16 má 
následující vlastnosti [2]: 
 přidány pracovní kmitočty 2 aţ 11 GHz – provoz můţe probíhat jak v licencovaných 
tak i nelicencovaných pásmech 
 šířka pásma volitelně od 1,5 do 20 MHz 
 jiţ neplatí poţadavek přímé viditelnosti – systémy NLOS (Non-Line-Of-Sight), 
realizováno pomocí OFDM v reţimu TDD a FDD 
 dosah sítě v zastavěné oblasti 3 aţ 5 km, ve volném prostředí aţ 50 km 
 přenosová rychlost aţ 75 Mbit/s 
Fixní technologie WiMAX byla v roce 2005 normou IEEE 802.16e rozšířena na technologii 
poskytující mimo pevného také mobilní přístup. Podporuje uţivatele do rychlosti 150 km/h 
a vyuţívá kmitočtů 2 aţ 6 GHz. Do budoucna se počítá také s vyvíjeným standardem 802.16m, 
který nabídne vyšší přenosové rychlosti a moderní technologie: 
 100 Mbit/s pro mobilní uţivatele, aţ 1 Gbit/s pro stacionární uţivatele 
 navýšení šířky pásma vyuţitím OFDM a vyspělých anténních systému MIMO 
(Multiple-Input, Multiple-Output) 
 konkurence mobilním sítím 4G 
1.3.1 Fyzická a MAC vrstva 802.16 
Standard IEEE 802.16 definuje vrstvu fyzickou a vrstvu přístupu k médiu MAC (Medium 
Access Control), které odpovídají fyzické a spojové vrstvě modelu RM-OSI [2]. Fyzická 
vrstva podporuje efektivní vyuţití dostupného pásma pomocí technologií TDD (přenos 
s časovým dělením) a FDD (přenos s frekvenčním dělením), přičemţ samotný přenos probíhá 
po rámcích. Dle kvality komunikačního kanálu jsou rámcům přidělovány parametry jako např. 
délka rámce, modulace či kódování. Struktura vrstev standardu IEEE 802.16 je zobrazena na 
obrázku 1.4. Vrstva MAC je rozdělena do tří podvrstev: 
 Podvrstva konvergence služeb - zajišťuje zpracování a klasifikaci příchozích 
datových jednotek PDU (Protocol Data Unit) z vyšších vrstev a ty jsou předávány 
příslušným podvrstvám: 
o část ATM – podpora pro přenos ATM buněk, asynchronní přenos dat, 
okruhová spojení 
o část IP – zajišťuje paketově orientovanou komunikaci 
 Společná podvrstva MAC - stará se o zajištění přístupu do sítě, vytváří a ruší 
jednotlivá spojení, těmto spojením alokuje dostupná pásma, alokace je prováděna 
i v závislosti na poţadované kvalitě sluţby, zodpovídá tedy za kvalitu sluţby 
a bezchybnost přenosu, realizuje handover. 
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 Podvrstva zabezpečení spoje – zajišťuje autentizaci uţivatele k síti, výměnu klíčů 
a celkové šifrování přenosu 
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Obr. 1.4: Vrstvová struktura standardu IEEE 802.16 
Vrstva MAC definuje pouţití metody TDM pro směr downlink (od základnové stanice 
směrem k účastnické jednotce) a pouţití TDMA pro uplink (zpětný směr od účastníka 
k základně) s centralizovaným plánováním. Centralizovaný způsob řízení zjednodušuje 
celkové hospodaření s dostupnou kapacitou a její rozdělování jednotlivým účastníkům. 
Základnová stanice je schopna měnit strategii řízení sítě a rozdělování kapacit dle poţadavků 
a aktuálních podmínek. MAC vrstva je spojově orientovaná, kdy mezi základnovou stanicí 
a účastnickou jednotkou dojde k navázání spojení, vlastnímu přenosu a také k ukončení 
spojení. WiMAX tedy umoţňuje v rámci navazování spojení dohodnout poţadovanou kvalitu 
sluţby mezi základnovou stanicí a účastníkem. Mezi základnou a účastníkem jsou vytvářeny 
dva druhy spojení a kaţdému z nich je přiřazeno jedinečné 16bitové identifikační číslo CID 
[14]: 
 Řídící spojení 
o základní - určeno pro krátké a naléhavé řídící zprávy (nastavení parametrů 
rádiového spojení) 
o primární – určeno pro nenaléhavé zprávy (autentizace, nastavení modulace, 
vytvoření transportního spojení) 
o sekundární - vytvořeno na poţádání pro zapouzdření IP zpráv (DHCP) 
 Transportní spojení - Spojení pro datový přenos na základě sjednaných sluţeb 
s případnými dohodnutými parametry QoS 
WiMAX podporuje také mechanismus ARQ (Automatic Repeat reQuest). ARQ je zajišťován 
společnou podvrtsvou vrstvy MAC a umoţňuje opakovaný přenos dat v případě, ţe při 
přenosu došlo k chybě. Jestliţe chce účastnická stanice pro určité spojení ARQ vyuţít, musí 
se na pouţití dohodnout se základnou jiţ při sestavování a vytváření spojení. Během vytváření 
spojení se dohodnou parametry ARQ. Mechanismus je zaloţen na potvrzování správnosti 
přijetí a nebo naopak nepřijetí jednotlivých bloků. Rozlišujeme tři typy ARQ mechanismů 
[15]: 
 Stop and Wait – výhoda spočívá v jednoduché implementaci, má malé nároky na 
paměť, nevyuţívá však přenosovou kapacitu efektivně, velikost okna činí 1 blok 
 Go Back-N – nevýhoda spočívá v opětovném přenosu i správně přenesených bloků, 
přenosová kapacita je lépe vyuţita, velikost okna činí N bloků 
 Selective repeat - výhodou je efektivně vyuţitá přenosová kapacita, znovu se vysílají 
jen chybné bloky, nevýhodou je sloţitější implementace, velikost okna činí N bloků 
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1.3.2 WiMAX a QoS 
Důleţitou součástí systému WiMAX je nativní podpora kvality sluţeb QoS. WiMAX se snaţí 
vycházet vstříc jednotlivým druhům provozu a to od běţných datových přenosů aţ po real-
time aplikace. Centralizované plánování umoţňuje silnou podporu QoS a veškerá příchozí 
a odchozí spojení jsou spravována základnovou stanicí. Spojově orientovaná architektura 
vytváří MAC-to-MAC logické kanály mezi účastnickou stanicí a základnou. Jestliţe 
účastnická stanice potřebuje zahájit datový přenos, poţádá základnovou stanici o vytvoření 
spojení pro tento přenos s určitou třídou sluţby. Základna odpoví zprávou obsahující QoS 
parametry pro daný přenos. Účastnická stanice přijatou zprávu potvrdí a dojde k vytvoření 
poţadovaného přenosu. WiMAX definuje 5 typů servisních tříd [16]: 
 UGS (Unsolicited Grant Service) - třída má vyhrazenu přenosovou kapacitu, kterou 
garantuje jednotlivým přenosům. Účastnická stanice nemusí znovu ţádat o jednotlivé 
dílčí přenosy. Třída je zaloţena na modelu CBR (Constant Bit Rate) konstantní bitové 
rychlosti, kdy zdroj generuje stále stejný a dopředu odhadnutelný datový objem. 
Řadíme sem např. sluţbu VoIP. 
 rtPS (real-time Polling Service) - tato třída odpovídá modelu rt-VBR (real-time 
Variable Bit Rate), tedy modelu, kdy jednotlivé aplikace generují datový tok 
s proměnlivou bitovou rychlostí. Reţim rtPS je vhodný pro přenosy komprimovaného 
videa a zvuku v reálném čase. Vzhledem k podstatě přenosu, zaloţeném na objemově 
proměnlivém datovém toku, nevyhrazuje základnová stanice dopředu aplikacím 
pevnou šířku pásma, ale průběţně se koncových stanic dotazuje, zdali je co vysílat 
a  na základě poţadavků na vysílání upravuje šířku pásma, jedná se o tzv. pooling. 
Aby u real-time aplikací nedocházelo k většímu zpoţdění, musí základnová stanice 
provádět obsluhu jednotlivých účastníků velmi rychle. Můţeme sem zařadit např. 
MPEG stream videa. 
 nrtPS (non-real-time Polling Service) - servisní třída nrtPS je určena pro přenosy 
paketů s různou délkou, velikost datových toků se v čase mění, vyţadují určitou 
minimální garanci šířky pásma, a pro které není větší přenosové zpoţdění tolik 
kritické. Třída je vyuţívána např. pro FTP přenosy. 
 best-effort - v tomto reţimu neprobíhá pooling, základnová stanice se sama 
nedotazuje účastnických stanic. Jednotlivé koncové stanice, komunikující ve stejném 
reţimu, soutěţí s ostatními o přidělení provozu. Třída je vhodná pro přenosy mající 
nízké poţadavky, např. komunikace s webovým serverem pomocí protokolu HTTP. 
 ertPS (extended real-time Polling Service) - třída je určena pro pakety proměnlivé 
délky, vyţadující určitou datovou propustnost. Návrh počítá s aplikacemi generujícími 
proměnnou datovou rychlost a s garancí zpoţdění. Příkladem jsou VoIP aplikace s 
podporou potlačení ticha. Tato poslední třída byla dodefinována ve standardu IEEE 
802.16e [17]. 
Shrnutí jednotlivých tříd a jejich mapování vzhledem ke stanoveným parametrům QoS 
standardu IEEE 802.16 zobrazuje tabulka 1.3. 
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Tab. 1.3: Třídy a jejich mapování vzhledem ke stanoveným parametrům QoS 
Servisní 
třída 
Aplikace Minimální 
přenosová 
rychlost 
Maximální 
přenosová 
rychlost 
Zpoždění Kolísání 
zpoždění 
UGS VoIP s pevnou 
velikostí paketů 
 x x x 
rtPS audio/video 
streaming 
x x x  
nrtPS přenos FTP x x   
best-effort HTTP  x   
ertPS VoIP s podporou 
potlačení ticha 
x x x x 
x – QoS parametr specifikován 
1.4 IEEE 802.11 (Wi-Fi) 
Sítě zaloţené na standardu 802.11 jsou nejrozšířenějším typem bezdrátových sítí. Tento typ 
sítí dosáhl během posledních let velkého rozmachu a to především díky cenové dostupnosti 
jednotlivých komponent. Bohuţel daní za rychlý vývoj technologie byla nepropracovaná 
oblast poskytování kvality sluţeb a také nedostatečná bezpečnost. Nejnovější standardy 
technologie však jiţ obsahují poměrně robustní zabezpečení a opomenuta nezůstala ani oblast 
poskytování QoS. Architektura těchto sítí je dána vzájemným uspořádáním dvou hlavních 
komponent sítě a způsobem jejich komunikace přes rádiové rozhraní. Těmito hlavními prvky 
jsou [18]: 
 Přístupový bod AP (Access Point) – je centrálním prvkem sítě, který umoţňuje 
připojení jednotlivých terminálů k síti. Plní veškeré řídící funkce sítě, zajišťuje 
autentizaci a bezpečnost komunikace na síti. 
 Klientský terminál – jedná se o koncové stanice v síti, kdy tímto typem zařízení 
mohou být např. notebooky, mobilní telefony, PDA či tiskárny. 
Základní verze standardu 802.11 definuje tři typy sluţeb, které souvisí se vzájemnou 
konfigurací hlavních prvků (obrázek 1.5) [18]: 
 
 BSS (Basic Service Set) -  jedná se o základní sadu sluţeb, kdy se jednotlivé stanice 
připojují přes přístupový bod jednak do vnější sítě či komunikují mezi sebou. 
Komunikace tedy probíhá vţdy přes AP, není moţná komunikace v rámci 
jednotlivých stanic. Identifikace k dané síti je zajištěna jedinečným identifikátorem 
BSSID (Basic Service Set Identifier, MAC adresa zařízení). 
 ESS (Extended Service Set) - tato rozšířená sada sluţeb můţe obsahovat dva a více 
přístupových bodů a tyto mohou být propojeny mezi sebou pomocí metalického 
distribučního systému či bezdrátovou sítí. K oddělení provozu v různých sítích se 
vyuţívá jedinečný identifikátor SSID (Service Set Identifier). SSID je vysílán jako 
součást hlavičky kaţdého vyslaného rámce a je 2 aţ 32 znaků dlouhý. Veškerá 
komunikace probíhá opět přes přístupové body a konfigurace ESS je vyuţívána téţ 
pro roaming. 
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 IBSS (Independent Basic Service Set) - nezávislá sada sluţeb je síťovou konfigurací 
bez přístupového bodu a jednotlivé stanice komunikují přímo mezi sebou. 
Konfigurace jednotlivých stanic je nahodilá a jedná se o tzv. ad-hoc mód, kdy síť je 
tvořena jedinou buňkou se společným identifikátorem. 
Doplňkový standard IEEE 802.11e, zabývající se podporou kvality sluţeb, definuje čtvrtou 
poslední sluţbu QBSS (Quality Basic Service Set). Jedná se o sadu sluţeb podporující QoS 
a zmíněnému standardu bude věnována samostatná kapitola. 
Obr. 1.5: Typy konfigurací WLAN IEEE 802.11 [2] 
1.4.1 Fyzická a MAC vrstva 802.11 
První verze standardu 802.11 definují na fyzické vrstvě metody přenosu s rozprostřeným 
spektrem. U těchto systémů se signál co nejvíce rozptýlí do širokého spektra a je pouţito 
matematických metod pro rozprostření výkonu signálu do širšího frekvenčního pásma. 
V prvopočátcích technologie byly definovány tyto tři metody přenosu [2]: 
 DSSS (Direct Sequence Spread Spectrum) – jedná se o techniku přímo rozprostřeného 
spektra, kdy je nejprve kaţdý jednotlivý bit toku dat nahrazen určitou sekvencí bitů. 
Tato sekvence bitů je volena pseudonáhodně a aţ tato sekvence bitů je skutečně 
modulována na nosný signál a dále přenášena. K tvorbě sekvencí pseudonáhodného 
charakteru je vyuţíváno např. Barkerových kódů, sekvence někdy označujeme jako 
tzv. chip. Signál je rozprostřen do pásma 22 MHz a jde o umělé zvětšení šířky pásma. 
Signál rozprostřený do větší části spektra je více odolný vůči rušení. V těchto 
systémech je však kmitočtové pásmo hůře vyuţito díky velké míře redundance 
(nadbytečnosti). 
 FHSS (Frequency Hopping Spread Spectrum) – metoda rozprostřeného spektra 
s přeskakováním mezi kmitočty je zaloţena na vysílání namodulovaného nosného 
signálu na určité frekvenci jen po velice krátkou dobu. Dále pak po uplynutí krátkého 
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okamţiku (řádově milisekundy) dojde k přeskoku a vysílání na jiné frekvenci. Přesný 
plán, kdy a jak bude docházet k přeskokům, zná pouze vysílač a přijímač. Tato metoda 
byla u standardu 802.11 zavedena kvůli moţnosti současného vyuţití stejných 
kmitočtů různými přenosy a případným vzájemným rušením. 
 DFIR (Diffused Infrared) – varianta infračerveného rozptýleného záření se jako 
způsob lokální datové komunikace, kdy paprsky neprocházejí pevným materiálem 
a dochází k odrazům, neprosadila. 
Hlavní metoda mnohonásobného přístupu k médiu vrstvy MAC je pro všechny vývojové 
normy standardu 802.11 stejná, jedná se o metodu CSMA/CA (Carrier Sense Multiple 
Access/Collision Avoidance). Tato technika mnohonásobného přístupu s nasloucháním nosné 
a vyvarováním se kolizí je v principu podobná jako klasická metoda u Ethernetu CSMA/CD 
(Carrier Sense Multiple Access/Collision Detection), kdy jednotlivé stanice naslouchají a 
zjišťují, zdali je přenosové médium volné, po uvolnění mohou začít vysílat. V rámci 
CSMA/CA byly dále definovány dvě koordinační funkce přístupu. Jedná se o centralizovanou 
a distribuovanou koordinační funkci, kdy ani jedna z těchto funkcí neumoţňovala uplatňovat 
QoS. 
 DCF (Distributed Coordination Function) – představuje distribuovanou koordinační 
funkci, která zajišťuje přístup k médiu na základě soutěţení jednotlivých stanic 
o moţnost vysílat. Stanice, která chce vysílat, nejprve naslouchá, zda není pásmo 
obsazené jiným vysíláním. Po případném uvolnění média musí stanice čekat 
minimálně dobu danou tzv. mezirámcovou mezerou DIFS (Distributed Coordination 
Function Interframe Space). Po uplynutí této doby můţou jednotlivé stanice začít 
soutěţit o médium, kdy pak v průběhu této soutěţe čekají ještě další náhodnou dobu 
kvůli předcházení kolizím. Tuto čekací dobu po DIFS si stanice volí náhodně, kdy 
zvolí číslo, kterým vynásobí časový čekací interval slot time. Stanice, která svůj 
náhodný interval čekání odpočítá jako první, můţe začít vysílat. Jestliţe dojde během 
přenosu ke kolizi, bude zvoleno nové náhodné číslo z většího rozsahu. Pomocí měření 
signálu na anténě je realizována detekce obsazeného signálu. DCF pouţívá také kratší 
mezirámcovou mezeru SIFS (Short Interframe Space). Tato mezera je vyuţívána 
v případech potřeby vyslání důleţitých řídících a koordinačních rámců před vypršením 
povinné doby čekání DIFS (situaci znázorňuje obrázek 1.6). SIFS zajišťuje prioritní 
přístup k médiu zejména pro rámce: 
 
o RTS (Request To Send) – rezervace prostředků 
o CTS (Clear To Send) – potvrzení rezervace prostředků 
o ACK (Acknowledgement) – potvrzování správně přijatých rámců 
Vzhledem k nemoţnosti detekce kolizí kříţícími se vlnami v atmosféře vysílačem, je nutné 
zavést systém potvrzování správně přijatých rámců. Příjemce po obdrţení dat počká dobu 
SIFS a následně vyšle potvrzení. 
Mezi zásadní problémy a nedostatky přístupové metody CSMA/CA patří otázka skryté stanice 
(hidden station problem). Problém nastává v případě, kdy jednotlivé stanice, připojené ke 
stejnému přístupovému bodu, nedokáţí identifikovat jedna druhou v síti. Dochází k tomu 
především u venkovních sítí, kdy jsou stanice příliš daleko či za překáţkou. Jednoduše řečeno 
stanice o sobě nevědí. Jestliţe tyto stanice začnou současně vysílat, dojde ke kolizi a je třeba 
přenosy opakovat. Tento nešvar sítí standardu 802.11 je třeba řešit přes centrální prvek sítě 
(AP) a zavést tzv. mechanismus RTS/CTS (Request to Send/Clear to Send). Mechanismus je 
zaloţen na ţádosti vysílací stanice o rezervaci pásma pro budoucí přenos. V rezervaci je 
mimo jiné uvedena i předpokládaná doba přenosu a je realizována vysláním rámce RTS. 
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Jesliţe je médium volné, dostává stanice potvrzení CTS a právo vysílat. Při pouţití 
mechanismu RTS/CTS klesá výkonnost sítě díky značné reţii a je uplatňován vyjímečně. 
Obr. 1.6: Přístup k vysílacímu kanálu 
 PCF (Point Coordination Function) - centralizovaná řídící funkce je zajišťována skrze 
přístupový bod, kdy se musí jednotlivé stanice před vyuţitím PCF, k tomuto 
centrálnímu prvku registrovat. Po registraci jsou stanice pravidelně dotazovány 
přístupovým bodem, zda nemají data k vysílání. Jedná se o přístupovou metodu bez 
soutěţení a na základě výzvy můţe koncová stanice získat na určitou dobu povolení 
vysílat, a to s garantovanými parametry spojení. Metoda byla pouţívána např. 
k zajištění multimediálních přenosů citlivých na zpoţdění, v praxi se ovšem příliš 
nepouţívá. Vyuţívá se mezirámcové mezery PIFS (Point Coordination Function 
Interframe Space). 
1.4.2 Přehled norem IEEE 802.11 
Obsahem této podkapitoly bude stručný přehled jednotlivých nejdůleţitějších norem 
a doplňků standardu IEEE 802.11. Původní standard vznikl v roce 1997 a pracuje v pásmu 2,4 
aţ 2,485 GHz. Jeho maximální definovaná přenosová rychlost 2 Mbit/s byla velmi brzy 
nedostačující a stejně tak bylo slabým místem i zabezpečení sítě. Postupně začaly vznikat 
jednotlivé doplňky standardu, které se snaţily pokrýt vysoké nároky aplikací i uţivatelů. 
 802.11a – pracuje v bezlicenčním pásmu 5 GHz a dosahuje výrazně vyšších 
teoretických rychlostí. Pásmo 5 GHz je méně vytěţované a umoţňuje uţití více 
kanálů bez vzájemného rušení. Doplněk byl schválen v roce 1999 a vyšších 
přenosových rychlostí dosahuje díky pouţití mechanismu ortogonálního multiplexu 
s kmitočtovým dělením (OFDM, Orthogonal Frequency Division Multiplexing) 
k přenosu na fyzické vrstvě. 
o OFDM – pouţívá pro přenos více nosných vln, kdy široké frekvenční pásmo 
je rozděleno do několika uţších částí. Jednotlivá dílčí pásma se mohou 
vzájemně překrývat a celkové dostupné kmitočtové pásmo se tak vyuţívá 
efektivněji. OFDM pouţívá různé typy modulací (BPSK, QPSK, QAM) a 
vzhledem ke způsobu paralelního vysílání se účinně brání zkreslení při 
přenosu signálu různými cestami. Vzhledem k pouţitému typu modulace 
umoţňuje rychlosti 6, 9, 12, 18, 24, 36, 48 a 54 Mbit/s. 
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 802.11b – nízká přenosová rychlost v pásmu 2,4 GHz zapříčinila vznik nové normy 
a zvýšení teoretické rychlosti aţ na 11 Mbit/s. Pro dosaţení této rychlosti se vyuţívá 
tzv. doplňkového kódového klíčování CCK (Complementary Code Keying) v rámci 
DSSS na fyzické vrstvě. Reálná přenosová rychlost této revize je však téměř aţ o 40 
procent níţší, a to kvůli velké reţii. Navíc je rychlost ovlivňována aktuálními 
podmínkami a můţe být dále sniţována. Nejvyšších rychlostí se dosáhne na krátké 
vzdálenosti bez rušivých elementů. S příchodem této revize se začíná uplatňovat 
obecný název 802.11 sítí tzv. Wi-Fi (Wireless Fidelity). 
 802.11g – tato revize byla dokončena v roce 2003 a navazuje na 802.11b. Zvyšuje 
teoretickou přenosovou rychlost aţ na 54 Mbit/s, pracuje v pásmu 2,4 GHz a je se 
svým předchůdcem 802.11b plně kompatibilní. Kombinuje různé techniky přenosu 
dat na fyzické vrstvě, nejvíce však OFDM a DSSS. 
 802.11n – snaha o další navyšování rychlostí vyvrcholila v roce 2009 schválením 
revize 802.11n. Umoţňuje přenos v pásmech 2,4 i 5 GHz, zvyšuje efektivní 
přenosovou rychlost na 100 Mbit/s a teoretickou maximální aţ na 600 Mbit/s. 
Vysokých rychlostí dosahuje díky technologii MIMO (Multiple Input Multiple 
Output), která je zaloţena na pouţítí více antén k přenosu, a také rozšířením šířky 
přenosového kanálu na 40 (2x20) MHz. Reţie provozu je sníţena na základě agregace 
rámců na vrstvě MAC. 
Tab. 1.4: Přehled jednotlivých nejdůleţitějších norem a doplňků standardu IEEE 802.11 
Revize Kmitočtové 
pásmo 
Maximální 
teoretická 
rychlost 
Reálná 
efektivní 
rychlost 
Mechanismus 
přenosu 
Podpora QoS 
802.11 2,4 GHz 2 Mbit/s do 2 Mbit/s DSSS/FHSS  
ne 
(pouze s 802.11e) 
802.11a 5 GHz 54 Mbit/s do 25 Mbit/s OFDM 
802.11b 2,4 GHz 11 Mbit/s do 6 Mbit/s DSSS 
802.11g 2,4 GHz 54 Mbit/s do 22 Mbit/s OFDM/DSSS 
802.11n 2,4/5 GHz 600 Mbit/s do 100 Mbit/s OFDM/DSSS/
MIMO 
Veškeré standardy uvedené v přehledu se zabývaly především navyšováním přenosových 
rychlostí, definovaly různé metody přenosu na fyzické vrstvě, ale opoměly definovat 
spravedlivé přidělování prostředků jednotlivým klientům. Jednotliví klienti mohou mít různé 
poţadavky na sdílené médium a přístup k němu jen na základě soutěţení je zcela 
nedostačující. Nejsou aplikovány prioritní mechanismy a politiky rozdělování provozu. 
V rámci tlaků na skupinu IEEE 802.11 vzniká v roce 2005 norma 802.11e, která doplňuje 
specifikaci QoS do podvrstvy MAC na podporu všech typů 802.11 sítí. Shrnutí norem 
z hlediska rychlostí, pouţívaného pásma a mechanismů přenosu uvádí tabulka 1.4. 
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1.4.3 IEEE 802.11e 
Vysoké nároky dnešních aplikací a vůbec provozů citlivých na parametry jako šířka pásma, 
zpoţdění, kolísání zpoţdění, by nebyly schopny v zatíţené síti korektně fungovat bez 
propracované metody zajištění kvality sluţeb QoS. Proto vzniká norma IEEE 802.11e, která 
definuje pokročilé mechanismy zabezpečení kvality sluţeb v sítích 802.11. Bylo také 
pamatováno na to, aby norma podporovala i vývojově starší technologie a byla tak zajištěna 
vzájemná kompatibilita. Nově vzniklá norma je určitou nádstavbou nad původními 
základními metodami řízení přístupu. Norma definuje jiţ zmíněnou čtvrtou sadu sluţeb QBSS 
(Qos Supporting Basic Service Set), jejímţ centrálním prvkem je tzv. hybridní koordinátor 
HC (Hybrid Coordinator). Funkci hybridního koordinátoru zastupuje přístupový bod, k 
němuţ jsou připojeny koncové stanice podporující QoS. Norma dále definuje dvě nové 
koordinační funkce: 
 EDCF (Enhanced Distributed Coordination Function) - tato rozšířená distribuovaná 
koordinační funkce vyuţívá řízení přístupu ke kanálu EDCA (Enhanced Distributed 
Channel Access) 
 HCF (Hybrid Coordination Function) - tato hybridní koordinační funkce vyuţívá 
řízení přístupu ke kanálu HCCA (HCF Controlled Channel Access) 
Nyní blíţe k jednotlivým metodám řízení přístupu ke kanálu [19] [20]: 
o EDCA – metoda rozšířeného řízení přístupu ke kanálu dělí provoz do 4 tříd 
(kategorie provozu) a definuje 8 úrovní priorit. Jednotlivé úrovně odpovídají 
specifikaci úrovní priorit v 802.1d (spanning-tree) protokolu vyuţívaného na 
ethernetu (definováno téţ v 802.1p). Takto je zajištěna kompatibilita a vzájemná 
interoperabilita s pevnými sítěmi LAN. Nově je definována mezirámcová mezera 
AIFS (Arbitration Interframe Space), která určuje povinnou čekací dobu stanice 
před moţností započatí soutěţení a vysílání. Přístup k médiu metodou EDCA a 
jednotlivé časové úseky jsou vidět na obrázku 1.7. 
 
Obr. 1.7: Přístup k médiu metodou EDCA a jednotlivé časové úseky 
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Hodnota AIFS souvisí s prioritou provozu, kdy se se sniţující prioritou doba AIFS 
prodluţuje, a naopak s vyšší prioritou je čekací doba kratší. Stejná úměra platí také 
u volby časového intervalu okna soutěţení (CW, Contention Window). Stanice 
s vyšší prioritou mají zvolené toto okno kratší a naopak nízkoprioritní stanice delší. 
CW je násobkem časových úseků slot-time a brání kolizím paketů stejné kategorie. 
Po kaţdé nastále kolizi zdvojnásobuje svou délku a vrací se zpět na minimum po 
úspěšném přenosu. Vztah mezi jednotlivými kategoriemi provozu a prioritními 
úrovněmi ukazuje tabulka 1.5. 
 
Tab. 1.5: Vztah kategorií provozu a jednotlivých prioritních úrovní 
Úroveň 
priority 
Kategorie 
provozu 
802.1d 
specifikace 
Charakter přenosu AIFS Okno 
soutěžení 
Celková 
doba čekání 
1 pozadí background datové soubory 7 0 aţ 15 7 aţ 22 
2 spare 
0 best-effort best-effort interaktivní aplikace 
necitlivé na zpoţdění 
3 0 aţ 15 3 aţ 18 
3 excellent-effort 
4 video controled load video toky 2 0 aţ 7 2 aţ 9 
5 video 
6 hlas voice VoIP s minimálním 
zpoţděním 
2 0 aţ 3 2 aţ 5 
7 network control 
 
Kaţdá ze čtyř tříd provozu má svoji odpovídající frontu, do které je její provoz 
následně zařazen. Stejně tak jako stanice soutěţí o médium, soutěţí i fronty o tzv. 
příleţitost přenosu TXOP (Transmission Oportunity). 
 
o HCCA - metoda řízení přístupu HCCA je zaloţena na dotazovacím mechanismu, 
podobně jako tomu bylo u PCF. Koncové stanice si ţádají od přístupového bodu 
moţnost vysílat. Ţádost obsahuje konkrétní specifikace poţadavků, a na základě 
volných či obsazených kapacit, AP QoS ţádost přijme, a nebo odmítne. Přístupový 
bod se během intervalu bez soutěţení dotazuje registrovaných stanic, zda mají co 
vysílat. Přístupový bod HC přiděluje právo vysílat na základě identifikátorů 
provozu (TSID, Traffic Stream Identifier). 
 
 
 
 
 
25 
 
2 Kvalita služby (QoS) 
Původní koncepce sítě internet v jeho počátcích nepočítala s objemným provozem, jak jej 
známe dnes, ale vznikala jako síť, jejímţ cílem bylo poskytovat sluţbu „dobré vůle“. Tedy 
neposkytovala ţádnou garanci doručení datagramů do určité doby a nezajišťovala jednotlivým 
typům provozu přidělování určité šířky pásma. V dnešní době je na datových sítích stále více 
potřeba rozlišovat různé poţadavky na kvalitu sluţby (Quality of Service). Jedinou garancí 
pro provoz v původních sítích či sítích bez řízení provozu je fakt, ţe bude v závislosti na 
dostupných prostředcích přenesen co nejlepším způsobem. Mluvíme o tzv. sluţbě best-effort. 
Tato základní úroveň sluţby můţe být na některých sítích stále dostačující a to nejen pro 
datové přenosy souborů, ale také pro hlasovou komunikaci či videopřenos. Takováto síť se 
všemi sluţbami bude fungovat pouze do doby, nedojde-li k jejímu přetíţení. Zpoţdění či 
dokonce ztráta paketů je totiţ u úrovně best-effort nepředvídatelná. Architektura protokolu IP 
nebyla stavěna tak, aby sám zajišťoval kritéria spadající pod kvalitu sluţby. Nabízí však 
moţnost definovat volitelně několik typů sluţeb přímo v datagramu, konkrétně v poli ToS 
(Type of Service). Nejdříve bylo vyuţíváno pole IP Precedence, které prostřednictvím 3 bitů 
umoţňovalo roztřídit provoz do osmi tříd. IP Precedence bylo později nahrazeno DSCP 
(Differentiated Service Code Point), který obsahuje 6 bitů a je tedy schopen rozlišovat aţ 64 
tříd provozu. 
2.1  Důležité parametry QoS 
Pro kaţdý z jednotlivých typů provozů jsou méně či více důleţité jednotlivé síťové parametry 
a provozy jsou tedy různě citlivé například na šířku pásma, zpoţdění, kolísání zpoţdění či 
ztrátu paketů. 
2.1.1 Šířka pásma (bandwidth) 
Šířka pásma je udávána v jednotkách Hertz. Příkladem nám můţe být běţný telefonní okruh, 
jenţ je schopen přenášet frekvence od 300 do 3400 Hz. Šířka pásma takového okruhu je tedy 
3100 Hz. Zároveň obecně platí, ţe čím větší šířku pásma na daném spoji zvolíme, tím 
dosáhneme teoreticky vyšších přenosových rychlostí. Ovšem přesná závislost mezi dostupnou 
šířkou pásma a dosaţitelnou přenosovou rychlostí neexistuje a nelze ji jednoznačně stanovit. 
Existují teoretické poznatky, které poskytují odhad této závislosti. 
2.1.2 Jednosměrné zpoždění (one-way delay) 
Zpoţdění neboli také tzv. latenci definujeme jako čas, který je potřeba na přenos datové 
jednotky od zdroje k cíli, kdy tato musí překonat cestu celou architekturou sítě mezi dvěma 
koncovými zařízeními. Celkové výsledné zpoţdění je sloţeno ze zpoţdění kódováním 
a serializací, zpoţdění při přenosu, zpoţdění ve frontě odbavení a zpoţdění při přepínání v síti. 
První dvě uvedená zpoţdění jsou neměnná a pevná, druhá se můţou dynamicky měnit. Pokud 
jsou pakety krátké je samozřejmě zpoţdění způsobené paketizací malé. Naopak dlouhé pakety 
způsobí velké zpoţdění paketizací, a proto je nutné pouţít fragmentaci a prokládání na spoji 
LFI (Link Fragmentation and Interleaving). Důleţitým typem zpoţdění je také zpoţdění při 
čekání ve frontě propojovacích zařízení (směrovače, přepínače). Pokud jsou zvoleny 
v zařízení dlouhé fronty, paket bude odbavován pomalu a to znamená delší zpoţdění. Příliš 
krátké fronty však také nejsou výhrou, neboť při přetíţení fronty, která nestačí pakety 
v dostatečně rychlém tempu odbavovat, musí být nové zahozeny, ty se jiţ do fronty nevejdou. 
Propojovací zařízení by měli podporovat architekturu bez vzájemného blokování portů 
a optimálně vyuţívat dynamických paměťových prostorů dle aktuálních potřeb. 
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2.1.3 Kolísání zpoždění (jitter) 
Z předchozích definic zpoţdění, kdy se některá mohou měnit vyplývá, ţe ne vţdy přichází 
všechny pakety od zdroje k cíli se stejným zpoţděním. Kolísání zpoţdění tedy definujeme 
jako rozdíl zpoţdění jednoho a následujícího druhého příchozího paketu. Tato variabilita ve 
zpoţdění je důleţitým parametrem především pro hlasovou komunikaci. Ta je na kolísání 
zpoţdění velmi citlivá a problém se snaţí řešit speciálními vyrovnávacími paměťmi, které 
jsou schopny přizpůsobit hlasový provoz aţ po odchylky v rozmezí 20-50 ms. 
2.1.4 Ztrátovost paketů (packet loss) 
Ztrátovost je definována jako procentuální poměr paketů, které nedorazí od zdroje k příjemci, 
ku všem vyslaným paketům za určitou jednotku času. Ztráta paketů na síti můţe mít mnoho 
příčin. Nejčastějším případem je dočasné zahlcení a tím přetíţení síťového zařízení na 
komunikační trase. Zařízení není schopno rychle odbavovat nově příchozí pakety a dojde 
k přetečení vyrovnávací paměti. Ke ztrátám můţe dojít téţ vlivem vnějšího rušení a také 
v případě, kdy je paket pozdrţen na příliš dlouhou dobu a vyprší časovač. Aplikace 
neprobíhající v reálném čase jsou vůči výpadkům v některých případech tolerantnější neţ 
aplikace probíhající v reálném čase, kdy ztrátu dvou hlasových paketů vnímá uţivatel jako 
výpadky v konverzaci. Různé typy provozů jsou různě citlivé na výše zmíněné parametry. 
Některé typy často vyuţívaných přenosových sluţeb shrnuje tabulka 2.1 [2]: 
Tab. 2.1: Některé typy často vyuţívaných přenosových sluţeb 
typ provozu 
citlivost na 
šířku pásma ztrátu paketů zpoždění kolísání 
hlas velmi nízká střední vysoká vysoká 
elektronický obchod nízká vysoká vysoká nízká 
transakce nízká vysoká vysoká nízká 
e-mail nízká vysoká nízká nízká 
telnet nízká vysoká střední nízká 
občasné prohlíţení 
webových stránek 
nízká střední střední nízká 
náročné prohlíţení 
webových stránek 
střední vysoká vysoká nízká 
přenos souborů vysoká střední nízká nízká 
video-konference vysoká střední vysoká vysoká 
skupinové vysílání vysoká vysoká vysoká vysoká 
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Konkrétní hodnoty parametrů QoS pro čtyři vybrané sluţby shrnuje tabulka číslo 2.2: 
 
Tab. 2.2: Hodnoty parametrů QoS pro čtyři vybrané sluţby 
typ provozu maximální 
ztráty paketů 
maximální 
jednosměrná latence 
maximální 
kolísání 
garantovaná prioritní 
šířka pásma na relaci 
VoIP 1 % 200 ms 30 ms 12-106 kbit/s (v 
závislosti na rychlosti 
vzorkování, kodeku 
a reţii na 2. vrstvě) 
videokonference 1 % 200 ms 30 ms objem relace plus 20 % 
streaming video 2 % 5 s - závisí na formátu 
kódování a rychlosti 
toku videa 
data různé různá různé různá 
 
2.2 Techniky pro zajištění QoS v IP sítích 
Málokdy můţe síť vyhovět naráz všem poţadavkům na ni kladeným a tehdy se začínají 
uplatňovat různé mechanismy zajištění kvality sluţeb. Existují různé standardy a techniky na 
zajištění QoS v síti, ale všechny vycházejí ze dvou základních hlavních modelů [7]: 
 předběžná rezervace síťových prostředků – je zaloţena na rezervaci zdrojů ještě 
před vybudováním spojení. Aplikace si na základě signalizačního protokolu vyhradí 
určitou šířku pásma pro svoji komunikaci. Takto rezervované prostředky jiţ nemohou 
vyuţívat jiná spojení. Zástupcem tohoto modelu je technologie IntServ (Integrated 
Services) s podporou signalizačního protokolu RSVP (Resource reSerVation Protocol). 
 upřednostňování určitého provozu – kvalita sluţby je sítí poskytována na základě 
politiky, tedy předem dohodnutém souboru pravidel, který klasifikuje provoz do 
různých tříd dle aktuálních poţadavků. Klasifikace a prioritizace jednotlivých provozů 
je zajišťována několika metodami na různých úrovních komunikace. Typickými 
představiteli jsou technologie DiffServ (Differentiated Services) a MPLS 
(Multiprotocol Label Switching).  
Tyto dva hlavní modely pracují co nejefektivněji s dostupnou šířkou pásma a pouţívané 
mechanismy nejsou schopny poskytnout ţádnou šířku pásma navíc. Samozřejmě jedním 
z řešení zajištění kvality sluţeb můţe být i předimenzování spoje a zvýšení kapacity sítě, 
takových moţností však nebývá příliš často vyuţíváno a při stále větších nárocích současných 
aplikací je kaţdé další zvyšování pouze dočasné. 
2.2.1 Integrované služby (IntServ) 
Technologie integrovaných sluţeb je zaloţena na rezervaci síťových prostředků cílovou 
stanicí, tedy stanicí, která očekává data a pro tyto data si chce vyčlenit síťové prostředky. 
Především je tedy nutné ověřit, zdali je síť schopná zaručit dané prostředky a to vzhledem ke 
všem prvkům sítě. Jestliţe není z nějakého důvodu moţné poţadavkům vyhovět je spojení 
buď zrušeno, a nebo jsou poţadavky aplikací sníţeny. Kladná ţádost o rezervaci je potvrzena 
vysláním paketu pozitivního potvrzení. Model IntServ umoţňuje vyuţívat tři třídy sluţeb: 
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 řízená zátěž (controlled load) – u této sluţby je zaručeno vysoké procento doručení 
odeslaných dat, pakety rezervovaného datového toku budou zahazovány jako poslední, 
simuluje sluţbu best-effort v nezatíţené síti. Vhodná pro aplikace typu RTT (Real-
Time Tolerant), které tolerují občasné zvýšení zpoţdění a ztrátu paketů na síti. 
 garantovaná QoS (Guaranteed QoS) – zaručuje maximální zpoţdění, které 
nepřesáhne sjednanou hodnotu, dohodnutou šířku pásma a minimální ztrátovost. 
Vhodná pro aplikace typu RTI (Real-Time Intolerant), tedy aplikace vyţadující 
minimální zpoţdění a kolísání zpoţdění. 
 služba best-effort 
Informace o rezervaci prostředků je předávána kaţdému z prvků sítě, dochází tak k zvětšení 
zátěţe na jednotlivé prvky, směrovače musí udrţovat informace o jednotlivých spojeních 
a pravidelně je aktualizovat. S rostoucím objemem provozu roste i počet spravovaných 
rezervací, a proto není technologie IntServ vhodná pro rozsáhlé sítě z důvodu velké reţie. 
V rámci sítě se nacházejí i uzly, které nezpracovávají zprávy signalizačního protokolu a je 
nutné je nakonfigurovat tak, aby je alespoň transparentně propouštěly. 
Jako signalizační protokol v rámci integrovaných sluţeb je v praxi vyuţíván protokol RSVP. 
RSVP definuje několik druhů zpráv, z nichţ funkčně nejdůleţitější jsou zprávy resv a path, 
prostřednictvím kterých spolu uzly sítě komunikují. Path zprávy jsou vysílány zdrojem 
datového toku přes všechny uzly sítě k cíli. Ke směrování vyuţívá standardních unicastových 
či multicastových směrovacích protokolů. Kaţdý další router na cestě od zdroje k příjemci 
zapisuje do zprávy sebe, jakoţto původce zprávy. Příjemce můţe ze zprávy zjistit vlastnosti 
celé trasy. Zdroj dále do zprávy zapisuje parametry toku dat, které vysílá. Na základě 
získaných údajů vysílá příjemce zprávu resv, v nichţ stanoví svoje poţadavky na QoS. Zprává 
resv je vysílána proti směru datového toku, kdy správná cesta ke zdroji se dá určit 
z předešlých zpráv path. Jednotlivé uzly sítě na cestě ke zdroji dat zkoumají oprávněnost 
rezervace obsaţené ve zprávě a případně rezervace zajistí, jestliţe mají dostatečné zdroje. 
V případě, ţe nejsou dostupné prostředky pro vybudování spojení, zašle router příjemci 
chybovou zprávu. Rezervované prostředky příslušející danému toku lze zrušit pomocí zpráv 
pathtear či resvtear, situaci znázorňuje obrázek 2.1. 
 
Obr. 2.1: Průběh rezervace prostředků pomocí RSVP 
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2.2.2 Diferencované služby (DiffServ) 
Metodou diferencovaných sluţeb se zabývá pracovní skupina IETF, která vytvořila 
mechanismus slouţící k rozčlenění sluţeb dle jejich nároků na síť. Mechanismus DiffServ je 
vyuţíván v páteřních sítích, kde fungování mechanismu IntServ není moţné. Nároky na 
vyrovnávací paměti směrovačů, které jsou jiţ v dnešní době vytěţovány objemnými provozy 
na svoje maxima, by prudce rostly. Rezervace prostředků by bylo nutné provádět přes celé 
spektrum sítě internet a to opakovaně, díky opětovnému potvrzování jednotlivých rezervací. 
Skupina IETF tedy přichází s řešením značkováním paketů před jejich odesláním, kdy značka 
určuje příslušnost k určité třídě přenosu. Při obdrţení takto označkovaného paketu 
směrovačem dojde k určení metody jeho zpracování. Jednotlivé směrovače si jiţ nemusí 
uchovávat informace o kaţdém jednotlivém spojení, jak tomu bylo u IntServ, ale pouze 
informace o třídách přenosu. V současné době je architektura DiffServ oproti jiným metodám 
díky své jednoduchosti nejvíce uţívána k zajištění kvality sluţeb. 
K označení paketů pro průchod sítí je vyuţíváno osmibitového pole ToS (součást IP 
datagramu), které je v architektuře DiffServ označováno jako pole DS [8]. Jeho strukturu 
znázorňuje obrázek 2.2, z kterého vyplývá, ţe prvních 6 bitů pole, označovaných souhrnně 
jako DSCP (DiffServ Code Point), je vyuţíváno k označení třídy provozu a zbylé 2 bity jsou 
volitelně vyuţívány hodnotou ECN (Explicit Congestion Notification), která umoţňuje 
oznámení o přetíţení sítě mezi dvěma uzly beze ztráty paketů. 
  
Obr. 2.2: Osmibitové pole ToS 
 
U technologie DiffServ rozlišujeme tzv. DiffServ domény. Jde o části sítě analogické 
autonomnímu systému, kdy uvnitř domény platí stejná administrativní strategie pro zacházení 
s pakety (oprávněnost poţadavků, klasifikace toků, značení paketů). Schéma sítě DiffServ je 
zobrazeno na obrázku 2.3. V DiffServ doménách rozlišujeme 3 typy síťových uzlů [9]: 
 Okrajový uzel – nachází se mezi vnější sítí a DiffServ doménou, je tedy 
vstupně/výstupním zařízením ze sítě nepouţívající značkování do domény DiffServ 
a naopak. Na základě vytíţení sítě a dalších administrativních mechanismů provádí 
tento uzel klasifikaci paketů jednotlivých vstupních datových toků a tyto opatří 
značkami. Takto označené pakety posílá dále na další uzel, který je jiţ součástí 
DiffServ domény. 
 Vnitřní uzel – dle předem definovaných pravidel a na základě značky v záhlaví 
paketu směruje datové toky dále sítí. Neprovádí ţádnou klasifikaci. 
 Hraniční uzel - nachází se na rozhraní dvou DiffServ domén a je tedy jejich 
vstupně/výstupním zařízením. DiffServ domény mohou mít i jiná klasifikační pravidla, 
a proto provádí reklasifikaci paketů dle nastavených pravidel jednotlivých domén. Na 
základě původní značky, cílové adresy, čísel portů přiřadí uzel paketu novou značku. 
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Obr. 2.3: Schéma sítě DiffServ 
 
Ať uţ se jedná o okrajový či hraniční směrovač, je nejprve provedena klasifikace či 
reklasifikace vstupního toku. Na základě předem definovaných pravidel třídí klasifikátor 
jednotlivé pakety do určitých skupin. Klasifikace je prováděna na základě údajů obsaţených 
v hlavičce paketů. Rozlišujeme dva základní druhy klasifikace [10]: 
 Sdružené chování (Behavior Aggregate) – tento typ klasifikace je jednoduchým 
modelem DiffServ třídiče, který třídí pakety pouze na základě hodnoty DSCP 
obsaţené v poli DS. Tento typ klasifikace je vyuţíván tehdy, jestliţe byla hodnota 
DSCP určena jiţ dříve jiným síťovým zařízením. 
 Klasifikace dle více položek (MultiField) – klasifikátor třídí pakety nejen podle 
hodnoty DSCP, ale můţe ke klasifikaci vyuţít téţ ostatních poloţek v hlavičce IP 
paketu jako např: 
o zdrojový/cílový port 
o zdrojová/cílová adresa 
o zdrojová/cílová MAC adresa 
o kombinace parametů 
Model DiffServ určuje dále vazbu mezi označeným paketem a jeho zpracováním v kaţdém 
síťovém zařízení na dané komunikační cestě. Kaţdé síťové zařízení na třetí vrstvě má jasně 
definován způsob zacházení s jednotlivými pakety, tedy chováni v rámci skoku (PHB, Per 
Hop Behavior). Volba a výběr správného PHB pro daný paket můţe být určena na základě 
různých poţadavků na daný síťový uzel: 
o nároky na vyrovnávací paměti, šířku pásma 
o poţadované parametry zpoţdění, kolísaní zpoţdění, ztrátovosti 
V rámci DiffServ byly definovány tři kategorie způsobu zacházení s pakety, rozumějme tři 
typy chování PHB: 
 urychlené předávání (Expedited Forwarding) – pro datový tok zajišťuje minimální 
ztráty paketů, maximální zpoţdění a stejně tak jeho kolísání. Garantuje určitou šířku 
pásma a je tedy vhodné např. pro VoIP hlasové sluţby.  Je definované v doporučeních 
RFC 2598 a nově RFC 3246 a odpovídá poskytnutí virtuálního okruhu, coţ vede 
k vyuţívání prioritních front a moţnosti poskytnout spojení pouze omezenému počtu 
toků. 
 zajištěné předávání (Assured Forwarding) – zaměřuje se na minimalizaci ztrát paketů 
a na sluţby vyţadující určitou spolehlivost. Není však orientován na zajištění 
maximálních zpoţdění a stejně tak můţe výrazněji růst i kolísání zpoţdění. Nehodí se 
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pro aplikace pracující v reálném čase a definuje čtyři různé třídy pro zacházení 
s pakety v dokumentu RFC 2597. Rozdělení do tříd je na síťovém zařízení zpravidla 
zaloţeno na různých poţadavcích na vyrovnávací paměti a šířku pásma. Jednotlivé 
třídy jsou ještě děleny na tři podtřídy dle priorit zahození. 
 služba best-effort 
Urychlené předávání je náročnějsí a omezené na určitý počet datových toků. Zajištěné 
předávání zase nezaručuje přesné dodrţení všech parametrů QoS. Tabulka 2.3 shrnuje 
hodnoty DSCP pro všechny typy PHB [11]. 
Tab. 2.3: Hodnoty DSCP pro všechny typy PHB  
typ chování označení třídy DSCP priorita zahození 
EF EF 101110 - 
AF 
 
AF 41 100010 nízká 
AF 42 100100 střední 
AF 43 100110 vysoká 
AF 31 011010 nízká 
AF 32 011100 střední 
AF 33 011110 vysoká 
AF 21 010010 nízká 
AF 22 010100 střední 
AF 23 010110 vysoká 
AF 11 001010 nízká 
AF 12 001100 střední 
AF 13 001110 vysoká 
best-effort BE 000000 - 
2.2.3 Přepojování na základě značek (MPLS) 
Technologie MPLS (Multiprotocol Label Switching) přináší především zrychlení směrovacího 
procesu uvnitř MPLS sítě, kdy dochází k přepínání podle speciální značky. Při vstupu paketu 
do MPLS sítě je tento paket zpracován okrajovým směrovačem ELSR (Edge Label Switching 
Router). Paket je na tomto směrovači opatřen speciální značkou a dále směrován pouze na 
základě této značky. Vnitřní směrovače MPLS sítě se jiţ nezajímají o cílové IP adresy 
obsaţené v hlavičkách paketů a nesměrují na základě klasických směrovacích tabulek 
a protokolů. Díky tomu se výrazně omezuje zátěţ směrovačů a urychluje se proces předávání 
datagramů sítí. Po průchodu paketu MPLS doménou je okrajovým výstupním směrovačem 
paketu speciální značka odebrána a dále je jiţ směrován klasickým způsobem. Velkou 
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výhodou technologie je nezávislost na pouţitém komunikačním protokolu a není specificky 
určena pouze pro IP. MPLS značka má celkovou délku 32 bitů (obrázek 2.4) a skládá se 
z následujících částí [12]: 
 hodnota značky (LABEL) - 20 bitů 
 hodnota v rámci QoS (Class of Service) – 3 bity 
 označení dna zásobníku (bottom of stack) – 1 bit 
 hodnota TTL (Time to Live) – 8 bitů 
 
LABEL 
20 bits 
EXP (Class of  Service) 
3 bits 
S (bottom of stack) 
1 bits 
TTL (Time to Live) 
8 bits 
 
Obr. 2.4: Formát značky MPLS 
Pakety mohou být opatřeny i více neţ jednou značkou label a v takovém případě se vyuţije 
jednobitového pole dna zásobníku, které označuje, ţe ţádná další značka label v zásobníku 
není. MPLS značka je vkládána mezi hlavičku paketu (síťová vrstva) a hlavičku rámce 
(pouţitá technologie linkové vrstvy, ta můţe být různá). K výměně informací mezi 
sousedními směrovači je uţíván protokol LDP (Label Distribution Protocol). MPLS definuje 
třídy datového provozu FEC (Forward Equivalence Class) se stejnými poţadavky na svůj 
přenos. Rozhodováni o příslušnosti k FEC můţe být zaloţeno na [13]: 
 topologii – navazuje na klasické směrování 
 ţádosti – konkrétní přenosy si vyţádají určitou úroveň QoS 
 provozu – MPLS síť reaguje na dosavadní průběh provozu 
 kombinaci parametrů 
MPLS slouţí k efektivnímu řízení provozu na úrovní linkové vrstvy a v části sítě, která je 
zaloţena na přepínání dle značek, jsou vytvářeny obdoby virtuálních okruhů. Architekturu 
MPLS domény znázorňuje obrázek 2.5. 
 
Obr. 2.5: Architektura MPLS domény  
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3 Frontové disciplíny 
Způsob řazení paketů do front na síťových zařízeních a s tím související odesílání paketů 
z front je rolí pro méně či více pokročilé algoritmy kvality sluţeb. Hovoříme tedy o tzv. 
frontových disciplínách (queueing disciplines) a tyto dělíme na beztřídní (classless) a třídní 
(classfull). V následující podkapitole se nejprve zaměřme na disciplíny beztřídní. 
3.1 Beztřídní frontové disciplíny 
Tento typ disciplín se standardně pouţívá ve většině operačních systémů a neslouţí ke 
komplexnější prioritizaci paketů a dělení provozu. Jsou vhodné pro celkové nastavení 
přenosového pásma bez aplikace sloţitějších pravidel. Určují zacházení s pakety ve výstupní 
frontě a není moţné na ně navázat další disciplíny. Umoţňují zařazení, zdrţení či zahození 
paketu [21]. 
 
 FIFO (First-in First-out) – jedná se o nejzákladnější disciplínu front, která nevyuţívá 
ţádný ze speciálních algoritmů pro řízení odesílání paketů. Jedná se o řešení vhodné 
pro typ sluţby best-effort, kdy se aplikuje na všechny pakety stejné pravidlo zacházení. 
Nejstarší typ fronty pracuje na jednoduchém principu „kdo dříve přijde, ten i dříve 
odejde“ a vyuţívá jediné výstupní fronty. Schéma fronty FIFO je znázorňeno na 
obrázku 3.1 [22]. Jednoduchost zpracování však omezuje pouţití fronty pro 
spravedlivé rozdělení provozu či prioritizaci. 
 
 
 
Obr. 3.1: Fronta typu FIFO  
 
Modifikovaný typ disciplíny vyhovující alespoň částečně kvalitě sluţby nazýváme 
pfifo_fast. Kaţdý z paketů přijatých na výstupu síťového zařízení je zařazen do 
jednoho ze tří kanálů. Toto zařazení je prováděno na základě analýzy datového pole 
ToS (Type of Service) obsaţeného v IP datagramu. Jednotlivé kanály odpovídají 
frontám typu FIFO a jsou číslovány v rozmezí nula aţ dva, kdy pakety s nejvyšší 
prioritou jsou řazeny do kanálu nula, s niţší do kanálu jedna a nejniţší do kanálu dva. 
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Mapování hodnoty pole ToS vzhledem k poţadované vlastnosti datového toku ukazuje 
tabulka 3.1 [23]. 
 
Tab. 3.1: Mapování ToS vzhledem k datovému toku 
ToS bity význam Linux priorita kanál 
0x0 0 Normal Service - normální služba 0 Best Effort 1 
0x2 1 Minimize Monetary Cost - minimální finanční náklady 1 Filler 2 
0x4 2 Maximize Reliability - maximální spolehlivost 0 Best Effort 1 
0x6 3 mmc+mr 0 Best Effort 1 
0x8 4 Maximize Throughput - maximální propustnost 2 Bulk 2 
0xa 5 mmc+mt 2 Bulk 2 
0xc 6 mr+mt 2 Bulk 2 
0xe 7 mmc+mr+mt 2 Bulk 2 
0x10 8 Minimize Delay - minimální zpoždění 6 Interactive 0 
0x12 9 mmc+md 6 Interactive 0 
0x14 10 mr+md 6 Interactive 0 
0x16 11 mmc+mr+md 6 Interactive 0 
0x18 12 mt+md 4 Int. Bulk 1 
0x1a 13 mmc+mt+md 4 Int. Bulk 1 
0x1c 14 mr+mt+md 4 Int. Bulk 1 
0x1e 15 mmc+mr+mt+md 4 Int. Bulk 1 
 
 TBF (Token Bucket Filter) - jednoduchá a výpočetně nenáročná disciplína vyuţívající 
opět principy pfifo. Je vhodná v případě, ţe chceme omezit celkovou přenosovou 
rychlost na daném síťovém zařízení. Algoritmus není schopen prioritizace paketů na 
základě IP adres či portů, coţ je dáno jiţ charakterem pfifo. Funguje na principu 
ţetonů (token) jimiţ je konstantní rychlostí plněn kbelík (bucket). Jestliţe kbelík 
obsahuje ţetony odpovídající datovému toku, mohou být jeho pakety odeslány, jestliţe 
neobsahuje, jsou pakety zahazovány či pozdrţeny ve vyrovnávací paměti. Princip 
činnosti ukazuje obrázek 3.2 [24]. Ke konfiguraci algoritmu jsou vyuţívány parametry 
jako latence, poţadovaná přenosová rychlost, hodnota krátkodobého překročení této 
rychlosti (burst) či minimální velikost paketu.  
 
 
Obr. 3.2: Token bucket filter 
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 SFQ (Stochastic Fairness Queueing) - disciplína zajišťuje rovnoměrné rozdělení 
datového proudu, a tedy tzv. „férové“ vyuţití přenosového pásma jednotlivými proudy 
TCP a UDP komunikace. Tyto jsou děleny do poměrně velkého počtu front, kdy 
kaţdému typu komunikace je přidělena právě jedna fronta (obrázek 3.3). Rozdělení 
komunikace do jednotlivých front je prováděno pomocí hash funkcí a obsluha front 
realizována algoritmem round-robin. Tím je umoţněn jednotlivým frontám 
spravedlivý přístup na přenosovou linku. Díky volenému konfiguračnímu parametru 
perturb dochází k rekonfiguraci hash tabulek za předem zvolený časový úsek a je tak 
zajištěno správné mapovaní toků na jednotlivé fronty. 
 
 
Obr. 3.3: Princip SFQ 
 
3.2 Třídní frontové disciplíny 
Třídní frontové disciplíny rozdělují provoz do jednotlivých nakonfigurovaných tříd. Do těchto 
tříd jsou pakety rozdělovány na základě pravidel definovaných uţivatelem, jedná se o tzv. 
klasifikaci provozu. Ke klasifikaci je jiţ moţné vyuţít informací obsaţených v hlavičkách 
paketů (IP adresa, port…). Kaţdá z definovaných tříd můţe obsahovat další classfull či 
konečnou classless disciplínu. Třídy jsou tedy děleny do podtříd, které mohou obsahovat 
i různá pravidla rozdělování provozu (definované filtry). Je zde moţnost vytvářet sloţité 
stromové struktury a efektivně se zaměřit na odlišné druhy síťového provozu. 
 
 PRIO (Priority Queueing) - opět je vyuţíváno principů fronty pfifo ve výchozím 
nastavení s tím rozdílem, ţe provoz je dělen do jednotlivých tříd pomocí filtrů 
definovaných uţivatelem. Je zde tedy moţnost nakonfigurovat filtr dle uváţení 
administrátora. Lze realizovat vícepoloţkovou klasifikaci paketů, dle odlišných 
informací v záhlaví, coţ doposud nebylo v předchozích disciplínách moţné. 
Standardně jsou nastaveny tři fronty pro jednotlivé provozy, můţe jich však být aţ n 
(obrázek 3.4). Vzniklým frontám jsou nastaveny různé priority a právě obsluha fronty 
s nejvyšší prioritou je velkou nevýhodou disciplíny. Pokud bude totiţ tato fronta příliš 
dlouhá, hrozí riziko její nepřetrţité obsluhy a nedostane se tak na fronty s prioritami 
niţšími. Dokud není prioritní fronta vyprázdněna, nelze odesílat z front podřízených. 
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Obr. 3.4: PRIO disciplína 
 
 CBQ (Class Based Queueing) - nejstarší classfull disciplína zaloţená na sloţitém 
algoritmu, který je komplikovaný a je těţké ho korektně nakonfigurovat. Podporuje 
opět rozdělování provozu do tříd a také moţnost libovolného vnořování tříd. Tento typ 
disciplíny byl dlouho pouţíván, avšak v současné době je nahrazován algoritmem 
HTB. Vyniká bohatostí nastavení, obsahuje nastavování priorit a umoţňuje téţ 
omezení šířky pásma. Jednotlivé třídy si mohou mezi sebou půjčovat nevyuţitou část 
ze své přidělené šířky, tedy půjčování konektivity podtřídám či získávání od předků. 
Třídy jsou cyklicky obsluhovány odebíráním definovaného počtu dat (obrázek 3.5). 
Obsluha je zajištěna mechanismem WRR (Weighted Round Robin). CBQ je zaloţeno 
na procentuálním měření doby, po kterou je linka prázdná. Tato hodnota času je 
odvozena od počtu mikrosekund, které uběhnou k dalšímu poţadavku na přenos. 
Disciplína není vhodná pro moderní operační systémy a poskytuje poměrně nepřesné 
výsledky. 
 
 
Obr. 3.5: CBQ disciplína 
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 HTB (Hierarchical Token Bucket) – nová a v nastavení výrazně jednodušší disciplína 
českého autora Martina Devery, eliminující některé nedostatky předchozího 
mechanismu CBQ. Pouţívá hierarchický strom tříd provozu a jednotlivým třídám 
umoţňuje nastavit opět šířku pásma i různou prioritu. Hodí se zejména do situací, kdy 
potřebujeme rozdělit dostupné pásmo mezi více uţivatelů a sluţeb. Těmto pak 
definujeme zaručený datový tok, ale i maximální dosaţitelnou rychlost za podmínek 
neúplného vytíţení linky. HTB standardně nastavuje: 
 
o assured rate - poţadovaný a garantovaný tok pro danou třídu 
o ceil - v překladu znamená strop, jde o maximální dosaţitelnou rychlost, 
rychlosti vyšší neţ strop nelze dosáhnout 
 
HTB rozlišuje navíc stavy uzlů hierarchického stromu tříd z hlediska aktuální velikosti 
datového toku actual rate, měřeného v krátkém časovém okamţiku [25]: 
r -  garantovaný tok, c - maximální rychlost, a - aktuální velikost toku 
 
o mód zelená - platí a ≤ r 
o mód oranţová - platí c > a > r, třída přesáhla svůj garantovaný tok, můţe si 
však za určitých podmínek půjčit od rodičů respektive sourozenců 
o mód červená - platí a ≥ c, třída překročila svůj strop a není moţné odesílat 
další pakety 
 
Algoritmus HTB tedy splňuje následující: 
 
o dodrţení garantovaného toku dané třídy 
o kratší doby odezvy u třídy s vyšší prioritou 
o třída s vyšší prioritou získává tok od společného rodiče přednostně 
o třídy se stejnou prioritou si tok od společného rodiče půjčují v poměru jejich 
garantovaných toků 
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4 QoS prakticky 
Pro realizaci praktické části práce bylo především nutné rozhodnout, která z technologií bude 
vzhledem k moţnostem testování kvality sluţby nejvhodnější. Rozhodujícím faktorem byla 
také rozšířenost dané technologie a dostupnost síťových prvků a zařízení. Nakonec byl zvolen 
standard 802.11, tedy nejrozšířenější technologie pouţívaná v bezdrátových sítích, která díky 
cenově dostupnému hardware umoţňuje i vytvoření potřebné testovací sítě. Testy budou 
zaměřeny na bezdrátové síťové prvky SOHO (Small Office Home Office). Tyto typy zařízení 
umoţňují propojení počítačů v domácnosti či menší kanceláři se sítí internet. I v těchto 
případech platí, ţe se zvyšujícím se počtem aktivních připojených uţivatelů na tato zařízení 
síťový provoz roste a vzhledem k omezené rychlosti internetové přípojky je nutné 
implementovat funkce zajišťující kvalitu sluţby. Nastavení těchto a dalších základních funkcí 
by mělo být umoţněno vzdáleně přes datovou síť.  
 
4.1 SOHO směrovače 
Směrovače pro malé firmy a domácnosti jsou většinou vybaveny jedním WAN portem pro 
připojení na internetovou přípojku a několika LAN porty pro připojení lokálních počítačů. 
Tento typ směrovačů dnes ve většině případů umoţňuje připojení počítačů v lokální síti právě 
pomocí Wi-Fi rozhraní. Sám můţe téţ vystupovat jako klient při vyuţití standardu 802.11 
jako připojení poslední míle. Hovoříme o zařízeních integrujících kromě běţného klasického 
směrování také funkce internetové brány (firewall), překladu síťových adres (NAT) či serveru 
dynamického přidělování síťových adres (DHCP). 
4.1.1 Architektura a výběr zařízení    
Bezdrátové směrovače spadají do oblasti tzv. vestavěných (embedded) systémů, kdy jsou 
součásti včetně všech konektorů osazeny na jedné základní desce. Embedded systémy jsou 
schopny poskytnout vysoké výkony, přičemţ důraz je kladen také na spotřebu a spolehlivost 
[26]. Jsou postaveny na procesorových architekturách ARM, Atmel, MIPS a mnoha dalších. 
Jedná se v podstatě o systém SoC (System on Chip), který integruje procesor, paměti a další 
periferie do jednoho celku. SoC můţe dále obsahovat řadič USB (Universal Serial Bus) 
rozhraní, řadič pro asynchronní komunikaci UART (Universal Asynchronous Receiver 
Transmitter)  nebo řadič vstupně/výstupního rozhraní GPIO (General Purpose Input Output). 
 
Organizace paměti spočívá ve vyuţívání energeticky závislých i nezávislých pamětí jak typu 
RAM tak i ROM. V případě RAM se jedná o energeticky závislou rychlejší paměť, slouţící 
ke spouštění aplikací a ukládání potřebných dočasných souborů. Energeticky nezávislá paměť 
ROM byla vyuţívána spíše dříve, kdy byl firmware zařízení nakopírován přímo do paměti 
a nebylo moţné jej např. jednoduše nahradit novější verzí. Dnes funkci ROM obstarává 
paměť typu FLASH, která je přepisovatelná a dovoluje tak rychlou aktualizaci firmwaru. Pro 
ukládání speciálního nastavení je dále vyhrazeno v paměti FLASH místo pro paměť 
označovanou jako NVRAM (Non-Volatile RAM), čítající řádově kilobajty [27]. Část paměti 
zaujímá také zavaděč neboli bootloader, jde o část kódu, kterou můţeme přirovnat k BIOSU 
u klasické architektury PC-AT. Pro bliţší seznámení zjednodušenou organizaci paměti 
ilustruje obrázek 4.1. 
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Obr. 4.1: Organizace paměti SOHO směrovače 
 
Výrobců vhodných bezdrátových SOHO routerů je celá řada, ale některé jednotlivé levnější 
typy nepodporují moţnost nahrazení originálního firmwaru směrovače alternativním 
operačním systémem. Těmto systémům bude záhy věnována samostatná podkapitola. Bylo 
pamatováno i na hardwarové vybavení testovacího směrovače, zejména pak dostatečná paměť, 
moţnosti rozšíření přes USB port, výkon procesoru. Jako nejlepší varianta byl posléze zvolen 
a zakoupen model ASUS WL-500gP revize V2. Tato revize přináší především novější verzi 
SoC obsahující síťový přepínač uvnitř čipu a integrované bezdrátové radiové rozhraní. 
Předchozí revize disponovala MiniPCI slotem s bezdrátovou síťovou kartou.  S ohledem na 
QoS je zvláště důleţitá moţnost nastavit v originálním firmware podporu WMM a zajistit tak 
přenosové prostředky pro mutimediální datové toky. Alternativní operační systém nám dává 
naopak moţnost aplikovat frontové disciplíny a ověřit fungování algoritmů v praxi. ASUS 
WL-500gP je postaven na procesoru firmy Broadcom BCM5354. Integrovaný obvod 
směrovače obsahuje především tyto součásti [28]: 
 
 32-bitový mikroprocesor architektury MIPS s taktovací frekvencí 240 Mhz 
a jednotkou pro správu operační paměti MMU (Memory Management Unit) 
 32 MB operační paměť 
 8 MB paměť flash 
 integrovaný síťový přepínač 
 integrované radiové rozhraní 802.11 b/g 
 USB řadič verze 2.0 
 vstupně/výstupní rozhraní GPIO (např. LED diody) 
 rozhraní JTAG 
 rozhraní UART 
 jednotlivá rozhraní pro komunikaci s flash a operační pamětí 
 
 
 
 
 
 
 
40 
 
4.1.2 Alternativní OS 
Pro embedded bezdrátové směrovače s architekturou MIPS existují, kromě originálních 
distribucí firmware poskytovaných výrobcem, také alternativní moţnosti v podobě modifikací 
linuxových distribucí určených právě pro síťová zařízení. Alternativní operační systém by měl 
splňovat následující vlastnosti: 
 
 hardwarová náročnost – systém musí být schopen bezproblémového provozu na 
hardwarové konfiguraci pouţité pro SOHO směrovač (takt procesoru, paměť…) 
 rozšířitelnost systému – moţnost doplnění systému o aplikace umoţňující plně vyuţít 
moţností daného síťového zařízení (doplňky pro podporu rozhraní USB…)  
 moţnost konfigurace – schopnost nastavení potřebných parametrů pro jednotlivá 
rozhraní 
 
Po uvolnění zdrojových kódů operačních systémů některých modelů výrobcem ASUS, 
dochází ke vzniku komunit, zaměřujících se na vývoj vlastních modifikací. Původní firmware 
je zaloţen na bázi Linuxu a zdrojové kódy byly zveřejněny pod licencí GNU-GPL (General 
Public License). První a do jisté doby také nejrozšířenější byl firmware Oleg. Umoţňoval 
mnoho přídavných funkcí a také poskytoval moţnost instalace balíčků. Tato modifikace však 
jiţ není dále vyvíjena a její poslední verze pochází z konce března 2008. Nyní si představíme 
některé velmi rozšířené a stále vyvíjené alternativy: 
 
 DD-WRT – jedná se o firmware určený pro zařízení postavená na čipové platformě 
Broadcom či Atheros. Je vyvíjen pod licenci GPL a jiţ podporuje mnohá zařízení. 
Podporovaná zařízení je moţno vyhledat na domovské stránce projektu. Firmware je 
nabízen zdarma, existují ovšem i zpoplatněné verze rozšířené o některé speciální 
funkce. Nové verze obsahují i pohodlné webové rozhraní umoţňující nastavit síťové 
parametry a sluţby bez nutnosti konfigurace přes příkazový řádek. 
 
 Freifunk – německá modifikace distribuce OpenWRT (bude zmíněno později). 
Vznikl na základě potřeby implementace směrovacího protokolu OLSR se zaměřením 
na samoorganizující se sítě. Freifunk je vhodný zejména při vytváření vlastní sítě 
hotspotů či experimentech se směrovacím protokolem OLSR a nehodí se pro provoz v 
běţných firemních či domácích sítích. 
 
 EWRT (Enhanced WRT) -  projekt pochází z dílen tvůrců komunitní bezdrátové sítě 
Portless Network. Rozšiřuje funkce routeru pro provoz metropolitních Wi-Fi sítí, 
provoz v hotspot reţimu a s tím související přihlašování a autorizaci uţivatelů 
(NoCatSplash) [29]. 
 
 Tomato - tomato je malý, štíhlý a jednoduchý firmware určený pro zařízení čipové 
platformy Broadcom. Je vybaven novým, snadno pouţitelným grafickým rozhraním, 
obsahuje statistické nástroje zobrazení vyuţití přenosového pásma a pokročilejší 
konfiguraci QoS. Disponuje funkcemi pro reţim bezdrátového klienta a připojení přes 
telnet či SSH. Lze jej doporučit méně zkušeným uţivatelům. 
 
 OpenWRT – distribuce podporuje širokou škálu bezdrátových směrovačů, klade si za 
cíl dosaţení vysokého výkonu a flexibility. Primárně je pro konfiguraci systému 
vyuţíváno příkazové řádky, v posledních verzích jsou však k dispozici balíčky 
umoţňující konfiguraci skrze webové rozhraní. Chceme li však ušetřit místo v paměti, 
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spokojí se většina zkušených administrátorů s příkazovým řádkem a volné místo 
v paměti mohou poté vyuţít jinak. Projekt se více přibliţuje klasickým Linux OS 
pouţívaným na architektuře Intel x86 pro osobní počítače. Narozdíl od běţných 
firmware pro SOHO směrovače vyuţívá plně zapisovatelného souborového systému 
a obsahuje balíčkovací mód pro pohodlné doinstalování potřebných utilit. Těchto 
balíčku existuje jiţ velké mnoţství a uţivatel je po instalaci můţe ze systému kdykoli 
odebrat. Mezi nejdůleţitější vlastnosti OpenWRT patří: 
 
o souborový systém JFFS2 (Journalling Flash File System version 2) – 
bezproblémový zápis do flash paměti, komprese dat (zlib, rubin) 
o balíčkovací systém ipkg – vytvořené balíčky na míru pro doinstalování 
specifických funkcionalit 
o logy pro zaznamenávání událostí 
o cron (plánování spouštění sluţeb a procesů) 
o moţnost zálohy systému a aktualizace firmwaru 
o WDS (Wireless Distribution System) – propojení směrovačů v reţimu klient 
o firewall, filtrování komunikace 
o DHCP server, SSH, statické a dynamické směrování 
o podpora 802.11 
o skriptování 
 
 
OpenWRT se tedy ukázal jako nejvhodnější systém pro testovaný SOHO směrovač ASUS. 
Měl by umoţňovat vzdálenou administraci, je plně modifikovatelný i pro potřeby QoS 
a obsahuje balíčkovací systém, pomocí kterého si potřebné balíčky pro realizaci QoS 
doinstalujeme. 
 
4.2 OpenWRT na ASUS WL-500gP 
Jestliţe jsme se rozhodli pro systém OpenWRT, je potřeba jej na vybrané zařízení 
nainstalovat. Instalace můţe být provedena více způsoby a v následujícím textu se 
o jednotlivých typech instalací zmíníme. 
4.2.1 Instalace a nastavení systému 
První moţností instalace systému na směrovač je vyuţití originálního webového 
administračního rozhraní routeru. Tento typ instalace je moţné vyuţít jedná-li se o první 
instalaci systému OpenWRT na dané zařízení. Tento typ instalace je velice pohodlný 
a intuitivní, uţivatel nemusí zadávat ani jeden konsolový příkaz. Instalace probíhá 
v následujících krocích: 
 
 Nejprve navštívíme domovské stránky projektu a stáhneme aktuální binární obraz OS 
na disk osobního počítače (http://downloads.openwrt.org/backfire/10.03/brcm-
2.4/openwrt-brcm-2.4-squashfs.trx) 
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 Směrovač má v továrním nastavení nastavenu IP adresu LAN rozhraní na 192.168.1.1, 
ke směrovači se připojíme ethernetovým kabelem na jeden z LAN portů a počkáme na 
přiřazení IP adresy DHCP serverem. 
 
 Spustíme webový prohlíţeč a zadáme adresu 192.168.1.1, tím dojde k načtení 
webového rozhraní směrovače, přejdeme do záloţky Administration -> Firmware 
Upgrade 
 
 Vybereme správný soubor s obrazem na disku a stisknutím tlačítka Upload zahájíme 
nahrávání firmware do směrovače 
 
 Směrovač by se měl restartovat a po max. 5 minutách bude přístupný opět na adrese 
192.168.1.1, připojit se můţeme buď telnetem a nebo opět na webové rozhraní 
OpenWRT 
 
Další moţností je nahrání firmware přes TFTP protokol v diagnostickém reţimu směrovače. 
Tento typ instalace uvítáme v případech, ţe některá z jiných instalací selhala a není moţné se 
síťovým zařízením komunikovat. Nejprve je nutné uvést zařízení do jiţ zmíněného 
diagnostického reţimu následujícími kroky [30]: 
 
 Odpojíme napájení směrovače, stiskneme a drţíme tlačítko Restore a opětovně za 
drţení tlačítka po dobu přibliţně 10 sekund připojíme napájení 
 
 Správná incializace diagnostického reţimu je signalizována pomalým blikáním diody 
kontrolky napájení 
 
Po přepnutí zařízení do diagnostického reţimu provedeme následující: 
 
 Spojíme LAN port číslo 1 síťového přepínače zařízení ethernetovým kabelem se 
síťovým adaptérem PC 
 
 Na PC přiřadíme adaptéru statickou IP adresu z rozsahu 192.168.1.0/24 (tedy např. 
192.168.1.5), směrovač bude komunikovat opět na adrese 192.168.1.1, správnost 
a funkčnost zapojení je moţné ověřit příkazem ping. 
 
 Spustíme terminál (příkazový řádek) a příkazy tftp nahrajeme binární obraz do 
zařízení 
 
o  Pro OS Linux 
 
 
 
 
 
 
 
Windows Vista a vyšší verze neobsahují standardně zapnutou podporu pro protokol tftp. Je 
třeba ji zapnout v nastavení programů a funkcí (Start -> Nastavení -> Ovládací panely -> 
Programy a funkce -> Zapnout nebo vypnout součásti systému Windows). 
 
tftp 192.168.1.1 
tftp> binary 
tftp> trace 
tftp> put openwrt-brcm-2.4-squashfs.trx 
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o  Pro OS Windows 
 
 
 
 
Přenos nového firmware trvá přibliţně 10 sekund, dále pak necháváme zařízení v klidu 
zhruba dalších 5 minut. Směrovač by se měl restartovat samovolně, často však k tomu 
nedojde a je třeba zařízení restartovat ručně odpojením napájení. K výpadku napájení by 
nemělo dojít na začátku procesu nahrávání, jinak hrozí moţnost poškození zavaděče. 
 
Poslední variantu instalace volíme zejména v případech, jestliţe chceme nahradit 
nainstalovanou verzi systému verzí novou. Vyuţijeme příkazovou řádku systému směrovače 
a zadáme následující příkazy. 
 
 
 
 
 
Po provedení jednoho z typů instalací je směrovač připravený pro přihlášení skrze webové 
rozhraní či protokol telnet. Pro přihlášení telnetem ke směrovači vyuţijeme výchozí jméno 
uţivatele root a po vstupu do systému zadáme příkaz passwd. Tím systém vyzve 
superuţivatele k dvojtému zadání hesla a následné další připojení je jiţ moţné pouze 
zabezpečeným protokolem SSH. Přístup telnetem na portu 23 je zablokován. Zabezpečené 
připojení k terminálu je moţné realizovat například programem PuTTy. 
 
Nyní přistoupíme ke konfiguraci síťových parametrů zařízení. Prvně provedeme konfiguraci 
WAN a LAN rozhraní směrovače. Tato konfigurace se nachází v souboru /etc/config/network. 
 
Zkrácený výpis obsahu souboru /etc/config/network 
 
 
 
 
 
 
 
 
 
 
K rozhraní WAN je namapováno vnitřní rozhraní směrovače eth0.1 a vyuţívá získání 
síťových adres od DHCP serveru. Rozhraní LAN je v síťovém mostu společně s radiovým 
rozhraním Wi-Fi. LAN má přiřazenu statickou IP adresu s maskou podsítě definující rozsah 
moţných adres. 
 
Změnou konfigurace souboru /etc/config/dropbear je moţné zajistit změnu výchozího portu 
pro SSH připojení k terminálu. Dropbear je démon startující po spuštění systému a zajišťující 
zabezpečené SSH připojení k terminálu, ale také dovoluje přes SCP protokol kopírování 
souborů do a z systému. Není tak třeba instalace SFTP serveru. 
 
 
tftp -i 192.168.1.1 PUT openwrt-brcm-2.4-squashfs.trx 
cd /tmp/ 
wget http://downloads.openwrt.org/latest/brcm-2.4/openwrt-brcm-2.4-
squashfs.trx 
sysupgrade /tmp/openwrt-brcm-2.4-squashfs.trx 
config 'interface' 'wan' 
 option 'ifname' 'eth0.1' 
 option 'proto' 'dhcp' 
 
config 'interface' 'lan' 
 option 'type' 'bridge' 
 option 'ifname' 'eth0.0' 
 option 'proto' 'static' 
 option 'netmask' '255.255.255.0' 
 option 'ipaddr' '192.168.3.1' 
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Nastavení DHCP serveru je prováděno v souboru /etc/config/dhcp  
 
 
 
 
 
 
 
 
 
 
 
 
 
DHCP server je přidělen k rozhraní LAN, počítá se tedy s tím, ţe bude přidělovat IP adresy 
počítačům z lokální sítě. Parametr leasetime definuje dobu zapůjčení adresy, parametr start 
počáteční číslo z rozsahu 254 adres pro prvního klienta a parametr limit rozsah adres. 
Konfigurační řádek hosta nastavuje přidělení přednastavené adresy konkrétnímu klientu se 
zadanou adresou MAC. 
 
Konfiguraci Wi-Fi rozhraní najdeme v souboru /etc/config/wireless 
 
 
 
 
 
 
 
 
 
 
 
Radiové rozhraní je spuštěno na kanálu 6. Směrovač funguje v reţimu přístupového bodu 
v lokální síti. Identifikátor sítě je nastaven parametrem ssid  a způsob zabezpečení 
parametrem encryption. Parametr key uchovává tajné heslo pro připojení klienta k síti. 
 
Brána firewall by v dnešní době měla být součástí kaţdé sítě. Je základním kamenem 
bezpečnosti a chrání naši síť především před útoky zvenčí. OpenWRT přichází s vlastní 
koncepcí firewallu a sloţitou oblast nastavování pravidel hodně zjednodušuje. Konfigurace je 
sjednocena pro všechny sluţby a brána je plně dostačující k zabezpečení intranetové firemní 
sítě či sítě domácí. OpenWRT řeší firewall na základě tzv. zón, kdy jednotlivé zóny pokrývají 
jednotlivá rozhraní [31]. V našem nastavení tedy zóna pro lokální síť LAN a zóna pro vnější 
síť přístupu WAN. Kaţdá ze zón definuje pravidla pro provozy INPUT, OUTPUT a 
FORWARD: 
 
 INPUT - provoz ze zóny ke zpracování pravidly lokálního zařízení (pakety směřující 
dovnitř zóny) 
 
 OUTPUT - provoz opačný k provozu INPUT 
 
config 'dhcp' 'lan' 
 option 'interface' 'lan' 
 option 'leasetime' '12h' 
 option 'start' '110' 
 option 'limit' '10' 
 
config 'host' 
 option 'name' 'denisa-pc wifi' 
 option 'mac' 'D8:5D:4C:93:40:35' 
 option 'ip' '192.168.3.101' 
 
config 'host' 
 option 'name' 'radan-pc wifi' 
 option 'mac' '74:EA:3A:92:C3:30' 
 option 'ip' '192.168.3.100' 
config 'wifi-device' 'wl0' 
 option 'type' 'broadcom' 
 option 'disabled' '0' 
 option 'channel' '6' 
 
config 'wifi-iface' 
 option 'device' 'wl0' 
 option 'network' 'lan' 
 option 'mode' 'ap' 
 option 'ssid' 'diplomka' 
 option 'encryption' 'psk2+aes' 
 option 'key' 'aaaaaaaa' 
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 FORWARD - pakety neprocházejí sadou pravidel INPUT a OUTPUT, jedná se o 
provoz přímo mezi zónami 
 
Jednotlivým provozům mohou být dále přidělena následující pravidla: 
 
 ACCEPT – paket bude ze zóny propuštěn 
 
 DROP – paket bude zahozen 
 
 REJECT- paket bude zahozen, avšak jeho původce bude o tomto stavu informován 
vysláním chybového hlášení protokolu ICMP 
 
Konfigurace firewallu ve výchozím nastavení splňuje základní zabezpečení sítě a případné 
změny lze provádět v souboru  /etc/config/firewall 
 
 
 
 
 
 
 
 
 
 
Ze zkráceného výpisu obsahu souboru vybíráme pravidla, která bylo nutné definovat pro 
potřebu testování hlasového provozu na síti. Hlasová komunikace probíhá oboustraně 
a program zajišťující generování udp toku navazuje spojení s počítačem ve vnitřní síti s IP 
adresou 192.168.3.100 na zvoleném portu 5060. První pravidlo povolí akceptaci paketů 
s cílovým portem 5060 v zóně WAN, druhé pak zajistí přesměrování těchto paketů k uţivateli. 
Vztahy mezi zónami a jednotlivá pravidla přibliţuje obrázek 4.2. 
 
 
 
Obr. 4.2: Firewall v OpenWRT 
config 'rule' 
 option 'src' 'wan' 
 option 'target' 'ACCEPT' 
 option 'proto' 'tcpudp' 
 option 'dest_port' '5060' 
 
config 'redirect' 
 option 'src' 'wan' 
 option 'proto' 'tcpudp' 
 option 'dest_port' '5060' 
 option 'dest_ip' '192.168.3.100' 
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4.2.1 Realizovaný model sítě 
 
 
Obr. 4.3: Model sítě 
 
 
Na obrázku 4.3 je zobrazen zrealizovaný model sítě. Tento model odpovídá firemnímu 
poţadavku na zajištění kvality sluţby u hlasového kanálu. Budoucí firemní síť bude vyuţívat 
osmi aţ deseti bezdrátově připojených klientů, kdy linka směrem do sítě internet bude 
omezena na hodnotu přibliţně 3000/1000 kilobitů za sekundu. V rámci testování v domácích 
podmínkách byly k dispozici tři klientská PC a příchozí linka ke směrovači C byla fyzicky 
omezena směrovačem B na hodnotu 1024/320 kilobitů za sekundu. Vzneseny byly také 
poţadavky na budoucí firemní komunikaci a tedy jednotlivé povolené provozy. Pracovníci 
budou mít moţnost vyuţívat webových sluţeb, FTP protokolu pro přenos dat z firemního FTP 
serveru, e-mailu a musí být zajištěn bezproblémový provoz jednoho hlasového proudu pro 
VoIP komunikaci. Směrovač C je zastoupen vybraným modelem ASUS WL-500gP a bude 
pouţit v reálném provozu firmy. Na klientském PC s IP adresou 192.168.3.100 byl 
nainstalovaný program Iperf, který umoţňuje generování UDP provozu odpovídajícího 
hlasové komunikaci. Zbývající klientské PC slouţily k vytíţení sítě a v rámci testování 
vyuţívaly stahování z FTP serveru a webových sluţeb. Do vnější sítě byl zařazen také Iperf 
a FTP server s IP adresou 192.168.1.100. Na klientském PC s nainstalovaným programem 
Iperf probíhal pouze provoz související s komunikací programu a nebyla tak ovlivněna 
výpočtová část aplikace. Iperf je schopen podávat informace o aktuálním kolísání zpoţdění, 
přenosové rychlosti a ztrátě paketů ve zvolených sekundových intervalech. 
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4.2.2 Kvalita služby v OpenWRT 
Cílem této podkapitoly je popsat moţnosti řízení toku dat a ovlivňování kvality sluţby na 
systému OpenWRT. Nástroje a součásti systému umoţňující řízení jsou stejné jako 
u operačního systému Linux pro klasická PC. Hlavní zásadou řízení toku dat je fakt, ţe 
efektivně lze ovlivňovat pouze odchozí tok dat. Jinak řečeno, to co nám přijde většinou 
jednoduše neovlivníme. Pro směr ze sítě internet do lokální zóny uplatňujeme nástroje QoS na 
rozhraní LAN, naopak ve směru z lokální sítě na rozhraní WAN. V drtivé většině případů je 
připojení do sítě internet realizováno některým z ISP. Nemáme tedy kontrolu nad celou sítí, je 
zde ale moţnost vyuţít vlastností protokolu TCP a tok dat zprostředkovaně ovlivňovat. 
Jestliţe pozdrţíme tok určitých TCP paketů ve frontách směrovačů, jeţ máme pod kontrolou, 
nedostane protistrana, rozumějme původce vyslaných paketů, včas potvrzení o jejich doručení. 
Dochází tak k umělému sníţení rychlosti toku dat daného spojení ze strany odesílatele. Tímto 
způsobem lze řídit pouze ta spojení, která fungují nad protokolem TCP. U protokolů UDP je 
situace odlišná, vyplývá to ze základních principů komunikace nepotvrzovaných paketů. 
V tomto případě je moţné řešit problém na úrovní jednotlivých aplikací vyuţívajících tento 
druh spojení. 
 
K samotné realizaci kvality sluţby na systému OpenWRT je vyuţíváno nástrojů tc (traffic 
control) a iptables. Přesněji řečeno iptables bude slouţit k odchytávání a značkování paketů 
dle poţadovaných provozů a nástroj tc bude provoz třídit do jednotlivých tříd, které mají 
definovánu svoji frontovou disciplínu. Součástí nástroje tc jsou následující komponenty [32]: 
 
 qdisc - qdisc je zkratkou výrazu queueing diciplines a zajišťuje navázání příslušné 
frontové disciplíny na navolené rozhraní. Určuje tedy jak bude s daty na tomto 
odchozím zařízení zacházeno. Zařízení většinou obsahuje více neţ jednu kořenovou 
frontovou disciplínu navázanou na kořenovou třídu. Jednotlivé qdisc jsou 
identifikovány jednoznačným 32 bitovým označením handle. Jedná se o dvě 16bitová 
čísla zapisovaná ve formě X:Y. Číslo X je označováno pojmem major number a číslo 
Y minor number. V případě frontových disciplín je číslo minor vţdy rovno nule. 
 
 class - nástroj slouţící k nastavování jednotlivých tříd. Na jednotlivé třídy 
navazujeme jednak další frontové disciplíny, ale také v těchto třídách provoz 
tvarujeme. Je tím myšleno především nastavování rychlosti pro daný provoz či 
prioritizace paketů v této třídě. Klasicky nastavené QoS v systému obsahuje zpravidla 
kromě kořenové disciplíny a třídy, také třídy pro jednotlivé provozy a na tyto třídy 
jsou navázány příslušné fronty. Dochází tak k tvorbě hierarchického stromu tříd, kdy 
klasifikace paketů je prováděna aţ k listům stromu a odbavování z front naopak aţ ke 
kořenu stromu. Přiřazení paketů jednotlivým třídám mají na starost filtry (tzv. 
klasifikátory). 
 
 filter -  filtry, neboli také klasifikátory, klasifikují provoz a rozřazují pakety do 
příslušných větví vytvořeného stromu QoS. Pomocí klasifikátorů lze testovat poloţky 
obsaţené v hlavičkách paketů, lze kontrolovat příznak nastavený pro pakety po 
průchodu iptables (mark značkování), je zde i moţnost prohledávat obsah paketů a 
snaţit se rozpoznat sluţbu v paketu obsaţenou. V rámci klasifikátorů tedy definujeme 
pravidla určující zařazení paketu. Hlavními typy klasifikátorů jsou: 
 
o  fw (netfilter mark) - první typ klasifikátoru o kterém se zmíníme, bude 
pouţíván i v následujících částech práce. Tento typ klasifikátoru vyuţívá 
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předznačkování paketů pomocí nástroje netfilter mark v iptables. Třídění 
paketů se tedy přesouvá spíše do reţie nástroje iptables, který obsahuje mnoho 
moţností jak testovat například data obsaţená v hlavičce paketů. Jde 
především o zdrojovou či cílovou IP adresu, pouţitý protokol, zdrojový či 
cílový port a další. Jedním z mocných nástrojů integrovaných do iptables je 
rozlišování provozu dle filtru L7 filter. Tato utilita dokáţe testovat obsah 
paketu a určit na základě analýzy typ pouţitého protokolu. Hodí se tedy 
zejména v případech, kdy nejsme schopni určit přesně protokol např. na 
základě pouţitého portu. Vyuţíván je především k detekci P2P protokolů 
(bitTorrent). Současné balíčky L7 filtru obsahují podporu a tedy moţnou 
detekci pro širokou škálu současných protokolů. Ne vţdy je však úspěšnost 
detekce stoprocentní. Více informací lze zjistit na domovské stránce projektu. 
V neposlední řadě je důleţité také pamatovat na to, ţe analýza obsahu paketů 
je výpočetně náročnější a při objemném provozu by mohl systém kolabovat. 
Doporučuje se, tam kde je to moţné, vyuţít jednodušších filtrů např. na 
základě čísla portu. 
 
o  u32 - jde o stále pouţívaný a v nastavení o něco sloţitější filtr neţli fw. Opět 
umoţňuje dle informací obsaţených v hlavičce paketů, zařadit paket do 
definované třídy. Klasifikátor vyuţívá seznamu pravidel obsahující podmínky 
pro úspěšnou klasifikaci. Přiřazení do seznamu je provedeno na základě 
handle identifikátoru. Ten je tvořen třemi čísly H:B:I, H identifikuje hash 
tabulku, B bucket uvnitř hash tabulky a I umístění filtru v rámci seznamu. 
 
 
Nyní přejdeme ke tvorbě samotného QoS stromu pouţitého pro zajištění kvality sluţby 
hlasového provozu. Vzhledem k tomu, ţe bude pouţito frontové disciplíny HTB a SFQ, 
případně pouţit L7 filter, je třeba potřebné komponenty do systému OpenWRT doinstalovat. 
Tyto balíčky nejsou součástí standardní instalace. Distribuce OpenWRT obsahuje také 
propracovaný balíčkovací systém opkg, který je velmi podobný běţnému linuxovému apt-get. 
Cesty a informace k balíčkům jsou uvedeny v souboru /etc/opkg.conf. 
 
Potřebné balíčky nainstalujeme s opkg následovně. 
 
 
 
 
 
 
 opkg  update - zajistí načtení posledních verzí dostupných balíčků 
 opkg  install název - nainstalování poţadovaného balíčku 
 opkg remove název - odinstalování balíčku 
 opkg list - seznam nainstalovaných a dostupných balíčků 
 
Jestliţe máme prostředí připraveno, nic nám nebrání pustit se do tvorby HTB stromu 
odpovídajícího daným poţadavkům na provoz. Schéma vytvořeného HTB hierarchického 
stromu ukazuje obrázek 4.4 na následující straně.   
 
 
opkg update 
opkg install tc 
opkg install iptables-mod-ipopt 
opkg install l7-protocols 
opkg list 
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Obr. 4.4: HTB strom pro směr stahování (download) 
 
Klasifikace datových paketů přicházejících z vnější sítě internet je prováděna přes kořen 
stromu aţ k listům, které jsou představovány jednotlivými třídami. Pakety vyhovující 
nastaveným podmínkám iptables jsou opatřovány značkami a filtrem přiřazeny do 
odpovídajících tříd. 
 
Konfigurační skript pro vytvoření stromu je umístěn v souboru /etc/init.d/htb. Obsahuje 
funkce start a stop. Tyto funkce reagují na následující první dva příkazy terminálu.   
 
 
 
 
 
 
Příkazy start a stop zajišťují spuštění či zastavení HTB disciplíny na routeru, enable a disable 
zajistí moţnost startu skriptu po restartu zařízení automaticky. Prvotně je třeba nalinkovat 
soubor na spustitelný (příkaz ln -s). V hlavičce souboru jsou definovány proměnné LAN_IF 
a WAN_IF v nichţ jsou uloţeny názvy WAN a LAN rozhraní směrovače. Obsahem funkce 
start je jiţ zmíněný skript pro tvorbu HTB stromu, zařazování paketů do tříd a všechna ostatní 
nastavení..   
 
Nejprve načteme do paměti moduly, které budeme vyuţívat, tedy konkrétně mód pro HTB 
frontovou disciplínu, mód SFQ, mód PRIO a filtr fw. Načtení do paměti se provede příkazem 
insmod (insert mode). Ještě nadefinujeme proměnné pro maximální rychlost stahování 
a nahrávání. 
/etc/init.d/htb start 
/etc/init.d/htb stop 
ln -s /etc/init.d/htb /etc/rc.d/S99htb 
/etc/init.d/htb enable 
/etc/init.d/htb disable 
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Další kroky jsou jiţ ve znamení tvorby modelu stromu, tedy jednotlivých tříd a k nim 
navázaných příslušných frontových disciplín. Nejprve odstraníme případné existující frontové 
disciplíny na daném rozhraní příkazem qdisc del. Na toto rozhraní naváţeme kořenovou 
disciplínu a také třídu, slouţí k tomu příkazy qdisc add a class add. Nezapomínáme na 
definování jedinečných identifikátorů disciplíny a třídy, přičemţ u kořenové třídy definujeme 
také parametrem rate její maximální přenosovou rychlost. U kořenové disciplíny dále 
definujeme parametr default, kdy zvolené číslo za tímto parametrem udává, kam bude řazen 
všechen ostatní provoz, který nevyhovuje některému z typů definovaných provozu. 
 
 
 
 
 
 
 
 
Na kořenovou třídu navazujeme vytvořením tříd dle jednotlivých provozů na síti. Kromě 
definovaných poţadavků na firemní komunikaci je třeba myslet i na některé protokoly 
související s provozem a konfigurací sítě. Těmto protokolům je přiřazena třída 1:11 
s rychlostí 32 kilobitů za sekundu a stejně jako většina následujících tříd vyuţívá také 
parametru ceil, který umoţňuje třídám vyuţít maximální rychlost kořenové třídy (nastavena 
dle rychlosti linky). Tato třída má také definovánu svoji prioritu a to konkrétně prioritu 
nejvyšší vzhledem k ostatním třídam. Následuje třída s niţší prioritou 1 a slouţící hlasové 
komunikaci. S prioritou 3 vystupují ve stromu třídy určené pro komunikaci FTP, webovou 
a e-mailovou. Přestoţe mají tyto třídy stejnou prioritu, je u třídy pro datový tok FTP 
nastavena vyšší garantovaná rychlost rate. Při uvaţování situace provozu FTP jako jediného 
v dané chvíli na síti, můţe tato odpovídající třída zapůjčit datový tok od třídy kořenové 
a splnit tak nastavené hodnoty definované parametrem ceil (bude vyuţívat maximální rychlost 
linky 1024 kilobitů za sekundu). 
 
 
 
 
 
 
 
 
 
 
 
 
 
insmod sch_prio 
insmod sch_htb 
insmod sch_sfq 
insmod cls_fw 
 
DOWN_SPEED=1024 
UP_SPEED=32 
 
# Na rozhrani (interface) LAN_IF smazeme vsechny predchozi vytvorene stromy 
  tc qdisc del dev $LAN_IF root 
 
# Vytvorime korenovou frontovou disciplinu (qdisc) 
  tc qdisc add dev $LAN_IF root handle 1:0 htb default 15 
 
# Vytvorime a nastavime hlavni korenovou tridu (class) 
  tc class add dev $LAN_IF parent 1:0 classid 1:1 htb rate ${DOWN_SPEED}kbit 
# Trida pro provoz SSH, Telnet, SNMP, DNS, SYN FLAGS   
tc class add dev $LAN_IF parent 1:1 classid 1:11 htb rate 32kbit ceil 
${DOWN_SPEED}kbit prio 0 
 
# Trida pro provoz VoIP   
tc class add dev $LAN_IF parent 1:1 classid 1:12 htb rate 96kbit ceil 
${DOWN_SPEED}kbit prio 1 
 
# Trida pro provoz FTP   
tc class add dev $LAN_IF parent 1:1 classid 1:13 htb rate 544kbit ceil 
${DOWN_SPEED}kbit prio 3 
 
# Trida pro provoz HTTP, HTTPS, POP3, IMAP, SMTP   
tc class add dev $LAN_IF parent 1:1 classid 1:14 htb rate 320kbit ceil 
${DOWN_SPEED}kbit prio 3 
 
# Trida pro nedefinovany provoz   
tc class add dev $LAN_IF parent 1:1 classid 1:15 htb rate 32kbit prio 5 
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Pro spravedlivé rozdělení šířky pásma vyuţívaného jednotlivými třídami mezi klienty je třeba 
navázat na třídy jejich frontové disciplíny. Vyuţijeme qdisc sfg s přepočítáváním kaţdých 10 
sekund (perturb). 
 
 
 
 
 
 
Nyní jiţ zbýva nastavit správně iptables pro „označkování“ jednotlivých poţadovaných 
paketů a dle přiřazené značky zajistit filtr, který pakety dle značky do příslušné třídy zařadí. 
V nástroji iptables budeme vyuţívat těchto parametrů: 
 
 -t mangle - typ tabulky mangle 
 
 -A POSTROUTING - řetěz typu POSTROUTING 
 
 -o $LAN_IF - výstupní zařízení LAN 
 
 -p udp - zvolený udp protokol 
 
 --sport, --dport - zvolené číslo komunikačního portu 
 
 -j MARK --set-mark číslo - označení paketu značkou pod zvoleným číslem 
 
Následující část kódu uvádí příklad nastavení pro testování hlasové komunikace. Dochází 
k označení všech paketů s číslem portu 5060 značkou 12. Nakonec je aplikován filtr, který 
všechny pakety s touto značkou přiřadí třídě s identifikátorem 1:12, tedy třídě pro VoIP. 
 
 
 
 
 
 
 
 
HTB strom pouţitý pro směr nahrávání (upload), tedy komunikaci směřující z lokální sítě do 
vnější, je realizován totoţným stromem jako pro směr stahování s drobnými změnami. Jsou 
změněny jednotlivé identifikátory tříd a frontových disciplín a pozměněny jsou samozřejmě 
také přenosové rychlosti tříd tak, aby byly v souladu s nastavenou nejvyšší rychlostí pro daný 
směr komunikace. Je nutné dbát na to, aby součet všech garantovaných rychlostí jednotlivých 
tříd nepřesahoval nastavenou rychlost kořenové třídy. Model HTB stromu pro probíraný směr 
znázorňuje obrázek 4.5.  
 
 
 
 
 
 
 
tc qdisc add dev $LAN_IF parent 1:11 handle 11:0 sfq perturb 10 
tc qdisc add dev $LAN_IF parent 1:12 handle 12:0 sfq perturb 10 
tc qdisc add dev $LAN_IF parent 1:13 handle 13:0 sfq perturb 10 
tc qdisc add dev $LAN_IF parent 1:14 handle 14:0 sfq perturb 10 
tc qdisc add dev $LAN_IF parent 1:15 handle 15:0 sfq perturb 10 
# VoIP 
iptables -t mangle -A POSTROUTING -o $LAN_IF -p udp --sport 5060 -j MARK --set-
mark 12 
iptables -t mangle -A POSTROUTING -o $LAN_IF -p udp --dport 5060 -j MARK --set-
mark 12 
 
# Filtr na tridu s prioritou 2       
tc filter add dev $LAN_IF protocol ip handle 12 fw classid 1:12 
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Obr. 4.5: HTB strom pro směr nahrávání (upload) 
 
Jak jiţ bylo uvedeno soubor /etc/init.d/htb obsahuje také funkci stop s následujícím kódem. 
 
 
 
 
 
 
Kód funkce stop nejprve prvním příkazem odebere veškeré iptables data z tabulky mangle. 
Dalšími dvěma řádky odebere všechny třídy a disciplíny z LAN a WAN rozhraní a nakonec 
uvolní paměť směrovače odebráním načtených modulů z paměti. 
 
Pro účely sběru statistických informací o reálném průtoku dat na jednotlivých rozhraních byl 
na systém nainstalován balíček bandwidthd. Bandwidthd je schopen zobrazit informace o 
tocích dat přímo pro jednotlivé klienty, navíc umí přenosy rozlišovat na základě pouţitého 
protokolu. Pro jednotlivé IP adresy generuje grafy a veškeré statistiky jsou dostupné přes 
webové rozhraní. Jedinou jeho nevýhodou je vyšší zatíţení systému. Nejdříve je tedy 
samozřejmě nutné balík nainstalovat. To provedeme jiţ známým příkazem opkg install 
bandwidthd. 
 
stop()  { 
  iptables -t mangle -F 
  tc qdisc del dev $LAN_IF root 
  tc qdisc del dev $WAN_IF root 
  rmmod sch_prio 
  rmmod sch_htb 
  rmmod sch_sfq 
  rmmod cls_fw 
} 
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Po instalaci nebylo webové rozhraní dostupné. Link mezi sloţkami /www/bandwidthd a 
/tmp/bandwidthd, kam se ukládaly grafy a webové stránky programu nebyl v námi instalované 
verzi systému OpenWRT funkční. Proto bylo nutné provést editaci spouštěcího skriptu 
/etc/init.d/bandwidthd a upravit jeho funkci start. 
 
 
 
 
 
 
 
 
 
Konfigurace programu se provádí v souboru /etc/config/bandwidthd 
 
 
 
 
 
 
 
 
 
 
 option dev - nastavení síťového rozhraní pro sběr dat 
 option subnets - nastavení podsítě pro kterou bude probíhat zachytávání 
 option graph_cutoff - minimální mnoţství dat pro vykreslení grafu 
 option promiscuous - promiscuitní mód 
 option output_cdf - povolení ukládání logů (statistická data máme k dispozici i po 
restartu uloţená v souboru) 
 option recover_cdf - povolení načítání z logů 
 option filter - moţnost filtrování pouze určité komunikace 
 option graph - povolení/zakázání vykreslování grafů 
 option meta_refresh - rychlost obnovy statistických dat v souborech v sekundách 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
[ -d /www/bandwidthd ] || mkdir -p /www/bandwidthd && cp /www/legend.gif 
/www/bandwidthd/ 
[ -e /htdocs ] || ln -s /www/bandwidthd /htdocs 
#[ -e /www/bandwidthd ] || ln -s /tmp/bandwidthd /www/bandwidthd 
 
[ -d /tmp/bandwidthd ] || mkdir -p /tmp/bandwidthd && cp /www/legend.gif 
/tmp/bandwidthd/ 
[ -e /htdocs ] || ln -s /tmp/bandwidthd /htdocs 
[ -e /www/bandwidthd ] || ln -s /tmp/bandwidthd /www/bandwidthd 
config bandwidthd 
 option dev   br-lan 
 option subnets  "192.168.3.0/24" 
 option graph_cutoff 1024 
 option promiscuous true 
 option output_cdf  false 
 option recover_cdf false 
 option filter  ip 
 option graph  true 
 option meta_refresh      150 
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4.2.3 Test realizovaného HTB stromu 
Testování vytvořeného stromu bude probíhat na síti, jejíţ model byl popsán v kapitole 4.2.2. 
Zaměříme se především na účinnost upřednostnění hlasového provozu při podmínkách 
zatíţené sítě. Zátěţ na síti bude vytvořena stahováním a odesíláním dat ze serveru a na server 
FTP, sledováním ţivého vysílání na webu a také stahováním HTTP protokolem. 
Nejdůleţitější částí komunikace je správné nastavení parametrů aplikace Iperf, slouţící ke 
generování TCP a UDP provozu. V případě hlasové komunikace půjde o generování UDP 
paketů s určitou přenosovou rychlostí a velikostí těchto paketů. Pro VoIP provoz je pouţíváno 
nejčastěji 20 milisekund obsahu hlasu přenášeného v jednom UDP (RTP) paketu. 
Jednoduchým výpočtem zjišťujeme, ţe budeme posílát 50 paketů za sekundu. Program musí 
také zajistit moţnost oboustranné komunikace a to současně. Jedině takto můţeme simulovat 
reálný hlasový provoz. Dle zvoleného kodeku, v našem případě jsme zvolili kodek G.711, 
vypočítáme velikost paketu a přenosovou rychlost na IP vrstvě [33]: 
 
 velikost paketu na vrstvě IP (obrázek 4.6) 
 
velikost =  [záhlaví (IP+UDP+RTP)] + data G.711 = [20+8+12] + 160 = 200 B 
 
 přenosová rychlost na vrstvě IP 
 
rychlost = 200 B * 50 paketů/s * 8 bitů = 80 kbit/s 
 
 
IP záhlaví 
20 bytů 
UDP 
záhlaví 
8 bytů 
RTP 
záhlaví 
12 bytů 
DATA G.711 kodek 
160 bytů 
 
Obr. 4.6: Hlasový paket na IP vrstvě 
 
Instance programu byla spuštěna jak na straně klienta tak na straně serveru. Důleţitým 
krokem je nastavení správných parametrů programu klienta a serveru. Pro klientskou část byla 
komunikace zahájena zadáním následujícího příkazu: 
 
 
 
 
 
 
 
 
Význam jednotlivých parametrů je následující: 
 
 -c - stanice nastavena do klientského reţimu, za parametrem udáváme IP adresu 
serveru 
 -u - nastavení komunikace v reţimu vysílání UDP paketů 
 -p - volba čísla portu serveru očekávajícího připojení na tomto portu 
 -l - volíme celkovou velikost paketu včetně všech záhlaví 
iperf -c 192.168.1.100 -u -p 5060 -l 200 -b 80k -d -i 2 -t 60 
 
Server listening on UDP port 5060 
Receiving 200 byte datagrams 
 
Client connecting to 192.168.1.100, UDP port 5060 
Sending 200 byte datagrams 
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 -b - definuje pouţitou přenosovou rychlost (moţnost pouţívat násobky k,M...) 
 -d - přepínačem zajistíme současnou obousměrnou komunikaci 
 -i - intervaly výpisu hodnot přenosové rychlosti, kolísání zpoţdění a ztrátovosti paketů 
v daný časový okamţik 
 -t - doba simulace v sekundách 
 
Na straně serveru byla aplikace spuštěna s následujícími parametry: 
 
 
 
 
 
 
 
 
 
 -s - stanice nastavena do reţimu server 
 
Na následujících grafech jsou zobrazeny hodnoty přenosových rychlostí ve vybraných 
časových intervalech za dobu provozu jedné minuty. Grafy slučují všechny tři scénáře 
simulací, tedy pro nezatíţenou, zatíţenou a zatíţenou HTB síť (obrázky 4.7 a 4.8). 
 
 
 
Obr. 4.7: Přenosové rychlosti směr klient-server 
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Obr. 4.8: Přenosové rychlosti směr server-klient 
 
Při přenosu paketů v zatíţené síti výrazně kolísala přenosová rychlost v obou směrech, 
docházelo k doručování paketů mimo pořadí. Vyšší doručování paketů mimo pořadí 
zapříčiňuje zhoršení kvality komunikace. HTB disciplína vyrovnávala přenosovou rychlost na 
hodnotu téměř shodnou s ideálním přenosem v nezatíţené síti a při její aplikaci byly veškeré 
pakety doručeny ve správném pořadí. Další grafy se jiţ týkají hodnot kolísání zpoţdění 
(obrázky 4.9, 4.10 a 4.11). 
 
 
Obr. 4.9: Kolísání zpoţdění zatíţená síť směr klient-server 
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Obr. 4.10: Kolísání zpoţdění zatíţená síť HTB směr klient-server 
 
 
 
Obr. 4.11: Kolísání zpoţdění směr server-klient 
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Významným činitelem v hodnocení kvality sluţby hlasového provozu je kolísání zpoţdění 
neboli jitter. Maximální hodnoty pro kvalitní komunikaci jsme uvedli v kapitole 2.1. Některé 
prameny uvádějí hodnotu maxima 20 milisekund pro VoIP provoz bez výpadků hlasu. 
Hodnoty kolísání v nezatíţené síti se pohybovaly do maxima jedné milisekundy a nejsou tudíţ 
v grafech zahrnuty. Při zatíţené síti ve směru klient-server se jedna z hodnot vyšplhala na 
zpoţdění aţ 1008 milisekund a výsledné průměrné zpoţdění činilo přibliţně 42,409 
milisekund. Zátěţ v síti způsobila v tomto směru také ztrátovost paketů 28 procent. Tyto 
hodnoty jsou pro zajištění kvality sluţby neakceptovatelné. Průměrné kolísání zpoţdění 
v opačném směru dosáhlo hodnoty téměř 31 milisekund a ztrátovost 0,5 procent. HTB 
zapříčinilo pokles kolísání ve směru klient-server na hodnotu 1,358 milisekund a v druhém 
směru na 13,657 milisekund. Ztrátovost paketů byla vţdy nulová. Tyto hodnoty jsou zcela 
dostačující pro provoz hlasu se zvoleným kodekem v dané síti. Tabulka 4.1 shrnuje průměrné 
hodnoty naměřených parametrů pro jednotlivé scénaře a potvrzuje úspěšnost nasazení HTB 
frontového mechanismu na bezdrátové síti. 
 
Tab. 4.1: Tabulka průměrných naměřených hodnot jednotlivých scénářů 
 Nezatížená síť Zatížená síť Zatížená síť HTB 
 klient-server server-klient klient-server server-klient klient-server server-klient 
Jitter 0,118 ms 0,041 ms 42,409 ms 30,900 ms 1,358 ms 13,657 ms 
Ztrátovost 0 % 0 % 28 % 0,5 % 0 % 0 % 
  
Po ověření funkčnosti HTB disciplíny došlo ke zpětnému přehrání firmware směrovače na 
originální verzi výrobce ASUS. V pokročilém nastavení konfigurace radiového rozhraní 
poskytuje moţnost zapnutí podpory WMM (Wi-Fi Multimedia). WMM reaguje na 
nastavenou hodnotu DSCP v záhlaví paketu a dle hodnoty případně tento paket upřednostní. 
Program Iperf povoluje přepínač -S, pomocí kterého si můţeme do pole DSCP nastavit 
poţadovanou hodnotu. Po spuštěné zátěţi v síti, povolené sluţbě WMM na směrovači a 
nastavené hodnotě DSCP pole generovaných paketů nedocházelo k ţádnému upřednostnění 
provozu a proto byl na klientské stanici spuštěn program Wireshark na zachytávání paketů. 
Bylo zjištěno, ţe pakety opouštějící síťové rozhraní stanic s operačním systémem Windows 
Vista obsahují nulová DSCP pole. Operační systém pravděpodobně nedovoluje aplikaci 
nastavit hodnotu pole DSCP a tuto skutečnost nebylo moţné ovlivnit ani nastavením pravidel 
zásad v editoru objektů zásad skupiny (gpedit.msc). Měření přes veškerou snahu nebylo 
moţné provést. Zachycený paket programem Wireshark: 
 
 
 
 
 
 
 
 
 
 
 
 
 
Internet Protocol, Src: 192.168.3.100 (192.168.3.100), Dst: 192.168.1.100 
(192.168.1.100) 
  Version: 4 
  Header length: 20 bytes 
  Differentiated Services Field: 0x00 (DSCP 0x00: Default; ECN: 0x00) 
    0000 00.. = Differentiated Services Codepoint: Default (0x00) 
    .... ..0. = ECN-Capable Transport (ECT): 0 
    .... ...0 = ECN-CE: 0 
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Závěr 
Cílem diplomové práce bylo přiblíţit problematiku bezdrátových sítí z hlediska řízení 
provozu a zajištění kvality sluţby. První kapitola, nazvaná "přehled bezdrátových 
technologií", podává ucelený přehled o současných, v praxi nejvíce vyuţívaných, 
technologiích bezdrátového přístupu k síti. V dílčích podkapitolách této části práce jsou 
jednotlivé technologie probírány z hlediska vývoje, nejnovějších trendů a samozřejmě téţ 
moţnosti zabezpečení kvality sluţby na síti. Čtenář tak získává podvědomí o problematice 
bezdrátového přenosu, vhodnosti pouţití technologií v závislosti na aktuálních podmínkách 
a jejich výhodách či nevýhodách. Vzhledem k obrovskému rozmachu technologií 
bezdrátového přenosu se dá očekávat, ţe tento trend bude pokračovat i nadále, a stále větší 
mnoţství uţivatelů bude tyto technologie vyuţívat k přístupu do sítě internet. S rozvojem 
multimediálních aplikací souvisí téţ nutnost zajistit širokopásmové připojení, a proto je třeba 
prozkoumat, zda-li jsou technologie vůbec schopny na fyzické vrstvě takové připojení 
poskytnout. 
Zajištění QoS je velice rozsáhlou tématikou, na které se stále pracuje a zatím neexistuje 
komplexní standardizované řešení, které by zahrnovalo všechny aspekty problematiky. 
Přístup k problematice zabezpečení QoS je pro kaţdou z technologií specifický a jejich hlavní 
metody přístupu jsou v práci popsány. Po přehledu v první kapitole následuje kapitola druhá, 
zaměřená na detailnější pohled na kvalitu sluţby. Jsou zde zmíněny a detailně popsány 
nejdůleţitější parametry QoS a jejich reálné hodnoty vzhledem ke specifickým datovým 
tokům. Nejen obyčejné datové přenosy, přenos videa, prohlíţení datových stránek, ale 
i hlasové sluţby jsou dnes čím dál více paketově orientovány a vyuţívají potenciálu protokolu 
IP, a proto jsou obsahem druhé kapitoly také techniky zajištění QoS v IP sítích. Kapitola třetí 
pojednává o frontových disciplínách, které budou později vyuţity k realizaci QoS v praktické 
části práce. 
V praktické části práce, o níţ pojednává kapitola čtvrtá, bylo nejprve nutné stanovit 
a rozhodnout jaká z technologií bude vzhledem k zajištění kvality sluţby testována. Na 
základě největší rozšířenosti a také dostupnosti síťových prvků byla zvolena síť standardu 
802.11 neboli Wi-Fi. Na zvolený síťový prvek, představující přístupový bod pro klienty 
firemní sítě, byl nainstalován a posléze konfigurován alternativní systém umoţňující 
zabezpečenou vzdálenou administraci. Pro splnění poţadavků zadání práce a  potřeby 
sledování vytíţenosti zařízení v reálném provozu byl v systému pouţit balíček bandwidthd, 
zajišťující sběr statistických informací o reálných průtocích dat jednotlivých připojených 
klientů. 
V systému byla dále implementována frontová disciplína HTB, jejímţ úkolem bylo 
prioritizovat pakety hlasové komunikace v zatíţené síti. Pomocí tří simulačních scénářů 
a generátoru síťového provozu Iperf byla testována úspěšnost disciplíny při nasazení na 
bezdrátovou síť Wi-Fi. Výstupy programu Iperf byly zpracovány do přehledných grafů 
a tabulky. Výsledky potvrzují pozitivní vhodnost pouţití HTB na sítích standardu 802.11. 
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Seznam zkratek 
 
ACK Acknowledgement 
AES Advanced Encryption Standard 
AP Access Point 
ARQ Automatic Repeat reQuest 
ATM Asynchronous Transfer Mode 
BS Base Station 
BSSID Basic Service Set Identifier 
CDMA Code Division Multiple Access 
CID Connection Identifier 
CN Core Network 
CRC Cyclic Redundancy Check 
CSMA/CA Carrier Sense Multiple Access/Collision Avoidance 
CSMA/CD Carrier Sense Multiple Access/Collision Detection 
CTC Clear to Send 
DHCP Dynamic Host Configuration Protocol 
DiffServ Differentiated Services 
DIFS Distributed Coordination Function Interframe Space 
EDCA Enhanced Distributed Channel Access 
EDCF Enhanced Distributed Coordination Function 
FDD Frequency Division Duplex 
HCCA HCF Controlled Channel Access 
HCF Hybrid Coordination Function 
HSDPA High Speed Downlink Packet Access 
HSUPA High Speed Uplink Packet Access 
IEEE Institute of Electrical and Electronics Engineers 
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IMS IP Multimedia Subsystem 
IntServ Integrated Services 
IP Internet Protocol 
ITU International Telecommunication Union 
LTE Long Term Evolution 
MAC Medium Access Control 
MBMS Multimedia Broadcast Multicast Service 
OFDM Orthogonal Frequency Division Multiplexing 
PDA Personal Digital Assistant 
QoS Quality of Service 
RM-OSI Reference Model of Open System Interconnection 
RSVP Resource reSerVation Protocol 
RTS Request to Send 
SIFS Short Interframe Space 
SSH Secure Shell 
SSID Service Set Identifier 
TD-CDMA Time Division CDMA 
TDD Time Division Duplex 
TTL Time to Live 
UE User Equipment 
UMTS Universal Mobile Telecommunication System 
UTRAN UMTS Terrestrial Radio Access Network 
VoIP Voice over Internet Protocol 
WCDMA Wideband Code Division Multiple Access 
WLAN Wireless Local Area Network 
WPAN Wireless Personal Area Network 
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Seznam příloh 
A Konfigurační skript HTB 
#!/bin/sh /etc/rc.common 
# Copyright (C) 2011 Radan Janos 
 
START=99 
WAN_IF=eth0.1 
LAN_IF=br-lan 
 
start() { 
  echo "Startuji QoS" 
     
# Definice promennych pouzitych ve skriptu pro aktualne nastavene rychlosti linky 
# a nacteni potrebnych modulu 
 
  insmod sch_prio 
  insmod sch_htb 
  insmod sch_sfq 
  insmod cls_fw 
  iptables -t mangle -F    
 
  DOWN_SPEED=1024 
  UP_SPEED=320 
 
# ------------------------------------------------------------------------------  
# Kod pro tvorbu HTB stromu s tridami a disciplinami pro smer STAHOVANI (DOWN)  
# ------------------------------------------------------------------------------ 
 
# Na rozhrani (interface) LAN_IF smazeme vsechny predchozi vytvorene stromy 
  tc qdisc del dev $LAN_IF root 
# Vytvorime korenovou frontovou disciplinu (qdisc) 
  tc qdisc add dev $LAN_IF root handle 1:0 htb default 15 
# Vytvorime a nastavime hlavni korenovou tridu (class) 
  tc class add dev $LAN_IF parent 1:0 classid 1:1 htb rate ${DOWN_SPEED}kbit 
# Tvorba listu stromu v podobe trid sdilejicich pasmo tridy korenove 
    # Trida pro provoz SSH, Telnet, SNMP, DHCP, DNS, SYN FLAGS   
      tc class add dev $LAN_IF parent 1:1 classid 1:11 htb rate 32kbit ceil ${DOWN_SPEED}kbit 
prio 0 
    # Trida pro provoz VoIP   
      tc class add dev $LAN_IF parent 1:1 classid 1:12 htb rate 96kbit ceil ${DOWN_SPEED}kbit 
prio 1 
    # Trida pro provoz FTP   
      tc class add dev $LAN_IF parent 1:1 classid 1:13 htb rate 544kbit ceil ${DOWN_SPEED}kbit 
prio 3 
    # Trida pro provoz HTTP, HTTPS, POP3, IMAP, SMTP   
      tc class add dev $LAN_IF parent 1:1 classid 1:14 htb rate 320kbit ceil ${DOWN_SPEED}kbit 
prio 3 
    # Trida pro nedefinovany provoz   
      tc class add dev $LAN_IF parent 1:1 classid 1:15 htb rate 32kbit prio 5 
       
    # Jednotlivym tridam priradime obsluhujici frontovou disciplinu, sfq zajisti 
    # spravedlive rozdeleni pasma pro jednotliva spojeni tridy 
      tc qdisc add dev $LAN_IF parent 1:11 handle 11:0 sfq perturb 10 
      tc qdisc add dev $LAN_IF parent 1:12 handle 12:0 sfq perturb 10 
      tc qdisc add dev $LAN_IF parent 1:13 handle 13:0 sfq perturb 10 
      tc qdisc add dev $LAN_IF parent 1:14 handle 14:0 sfq perturb 10 
      tc qdisc add dev $LAN_IF parent 1:15 handle 15:0 sfq perturb 10                         
       
# ------------------------------------------------------------------------------  
# Znackovani jednotlivych provozu pomoci iptables a prirazeni jednotlivym tridam 
# pro smer STAHOVANI (DOWN)   
# ------------------------------------------------------------------------------             
 
# SSH   
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --sport 22 -j MARK --set-mark 11 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --dport 22 -j MARK --set-mark 11 
# Telnet 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --sport 23 -j MARK --set-mark 11 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --dport 23 -j MARK --set-mark 11       
# DNS 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --sport 53 -j MARK --set-mark 11 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --dport 53 -j MARK --set-mark 11 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p udp --sport 53 -j MARK --set-mark 11 
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  iptables -t mangle -A POSTROUTING -o $LAN_IF -p udp --dport 53 -j MARK --set-mark 11   
# DHCP   
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p udp --sport 67 -j MARK --set-mark 11 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p udp --dport 68 -j MARK --set-mark 11 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p udp --sport 68 -j MARK --set-mark 11 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p udp --dport 67 -j MARK --set-mark 11       
# SNMP 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -m layer7 --l7proto snmp -j MARK --set-mark 11 
# SYN,RST,ACK SYN 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp -m tcp --tcp-flags SYN,RST,ACK SYN -j 
MARK --set-mark 11    
# Filtr na tridu s prioritou 1       
  tc filter add dev $LAN_IF protocol ip handle 11 fw classid 1:11 
 
# ------------------------------------------------------------------------------ 
   
# VoIP 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p udp --sport 5060 -j MARK --set-mark 12 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p udp --dport 5060 -j MARK --set-mark 12 
# Filtr na tridu s prioritou 2       
  tc filter add dev $LAN_IF protocol ip handle 12 fw classid 1:12 
 
# ------------------------------------------------------------------------------ 
   
# FTP 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --sport 20 -j MARK  --set-mark 13 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --dport 20 -j MARK  --set-mark 13 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --sport 21 -j MARK  --set-mark 13 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --dport 21 -j MARK  --set-mark 13 
# Osetreni pasivni rezim   
  iptables -t mangle -A POSTROUTING -o $LAN_IF -m helper --helper ftp -j MARK --set-mark 13           
# Filtr na tridu s prioritou 3       
  tc filter add dev $LAN_IF protocol ip handle 13 fw classid 1:13 
 
# ------------------------------------------------------------------------------ 
   
# SMTP 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --sport 25 -j MARK --set-mark 14 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --dport 25 -j MARK --set-mark 14   
# POP3 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --sport 110 -j MARK --set-mark 14 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --dport 110 -j MARK --set-mark 14 
# IMAP 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --sport 143 -j MARK --set-mark 14 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --dport 143 -j MARK --set-mark 14      
# HTTP 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --sport 80 -j MARK --set-mark 14 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --dport 80 -j MARK --set-mark 14 
# HTTPS 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --sport 443 -j MARK --set-mark 14 
  iptables -t mangle -A POSTROUTING -o $LAN_IF -p tcp --dport 443 -j MARK --set-mark 14  
# Filtr na tridu s prioritou 4       
  tc filter add dev $LAN_IF protocol ip handle 14 fw classid 1:14   
 
# ------------------------------------------------------------------------------  
# Kod pro tvorbu HTB stromu s tridami a disciplinami pro smer ODESILANI (UP)  
# ------------------------------------------------------------------------------ 
 
# Na rozhrani (interface) WAN_IF smazeme vsechny predchozi vytvorene stromy 
  tc qdisc del dev $WAN_IF root 
# Vytvorime korenovou frontovou disciplinu (qdisc) 
  tc qdisc add dev $WAN_IF root handle 2:0 htb default 25 
# Vytvorime a nastavime hlavni korenovou tridu (class) 
  tc class add dev $WAN_IF parent 2:0 classid 2:2 htb rate ${UP_SPEED}kbit 
# Tvorba listu stromu v podobe trid sdilejicich pasmo tridy korenove 
    # Trida pro provoz SSH, Telnet, DHCP, SNMP, DNS, SYN FLAGS   
      tc class add dev $WAN_IF parent 2:2 classid 2:21 htb rate 32kbit ceil ${UP_SPEED}kbit 
prio 0 
    # Trida pro provoz VoIP   
      tc class add dev $WAN_IF parent 2:2 classid 2:22 htb rate 96kbit ceil ${UP_SPEED}kbit 
prio 1 
    # Trida pro provoz FTP   
      tc class add dev $WAN_IF parent 2:2 classid 2:23 htb rate 112kbit ceil ${UP_SPEED}kbit 
prio 3 
    # Trida pro provoz HTTP, HTTPS, POP3, IMAP, SMTP   
      tc class add dev $WAN_IF parent 2:2 classid 2:24 htb rate 64kbit ceil ${UP_SPEED}kbit 
prio 3 
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    # Trida pro nedefinovany provoz   
      tc class add dev $WAN_IF parent 2:2 classid 2:25 htb rate 16kbit prio 5 
       
    # Jednotlivym tridam priradime obsluhujici frontovou disciplinu, sfq zajisti 
    # spravedlive rozdeleni pasma pro jednotliva spojeni tridy 
      tc qdisc add dev $WAN_IF parent 2:21 handle 21:0 sfq perturb 10 
      tc qdisc add dev $WAN_IF parent 2:22 handle 22:0 sfq perturb 10 
      tc qdisc add dev $WAN_IF parent 2:23 handle 23:0 sfq perturb 10 
      tc qdisc add dev $WAN_IF parent 2:24 handle 24:0 sfq perturb 10 
      tc qdisc add dev $WAN_IF parent 2:25 handle 25:0 sfq perturb 10                         
       
# ------------------------------------------------------------------------------  
# Znackovani jednotlivych provozu pomoci iptables a prirazeni jednotlivym tridam 
# pro smer ODESILANI (UP)   
# ------------------------------------------------------------------------------             
 
# SSH   
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --sport 22 -j MARK --set-mark 21 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --dport 22 -j MARK --set-mark 21 
# Telnet 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --sport 23 -j MARK --set-mark 21 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --dport 23 -j MARK --set-mark 21       
# DNS 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --sport 53 -j MARK --set-mark 21 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --dport 53 -j MARK --set-mark 21 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p udp --sport 53 -j MARK --set-mark 21 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p udp --dport 53 -j MARK --set-mark 21   
# DHCP   
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p udp --sport 67 -j MARK --set-mark 21 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p udp --dport 68 -j MARK --set-mark 21 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p udp --sport 68 -j MARK --set-mark 21 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p udp --dport 67 -j MARK --set-mark 21       
# SNMP 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -m layer7 --l7proto snmp -j MARK --set-mark 21 
# SYN,RST,ACK SYN 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp -m tcp --tcp-flags SYN,RST,ACK SYN -j 
MARK --set-mark 21    
# Filtr na tridu s prioritou 1       
  tc filter add dev $WAN_IF protocol ip handle 21 fw classid 2:21 
 
# ------------------------------------------------------------------------------ 
   
# VoIP 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p udp --sport 5060 -j MARK --set-mark 22 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p udp --dport 5060 -j MARK --set-mark 22 
# Filtr na tridu s prioritou 2       
  tc filter add dev $WAN_IF protocol ip handle 22 fw classid 2:22 
 
# ------------------------------------------------------------------------------ 
   
# FTP 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --sport 20 -j MARK  --set-mark 23 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --dport 20 -j MARK  --set-mark 23 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --sport 21 -j MARK  --set-mark 23 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --dport 21 -j MARK  --set-mark 23 
# Osetreni pasivni rezim   
  iptables -t mangle -A POSTROUTING -o $WAN_IF -m helper --helper ftp -j MARK --set-mark 23        
# Filtr na tridu s prioritou 3       
  tc filter add dev $WAN_IF protocol ip handle 23 fw classid 2:23 
 
# ------------------------------------------------------------------------------ 
   
# SMTP 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --sport 25 -j MARK --set-mark 24 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --dport 25 -j MARK --set-mark 24   
# POP3 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --sport 110 -j MARK --set-mark 24 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --dport 110 -j MARK --set-mark 24 
# IMAP 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --sport 143 -j MARK --set-mark 24 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --dport 143 -j MARK --set-mark 24      
# HTTP 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --sport 80 -j MARK --set-mark 24 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --dport 80 -j MARK --set-mark 24 
# HTTPS 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --sport 443 -j MARK --set-mark 24 
  iptables -t mangle -A POSTROUTING -o $WAN_IF -p tcp --dport 443 -j MARK --set-mark 24  
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# Filtr na tridu s prioritou 4       
  tc filter add dev $WAN_IF protocol ip handle 24 fw classid 2:24 
} 
  
stop()  { 
# Odstranujeme data z tabulky mangle 
  iptables -t mangle -F 
# Odstranujeme vytvorene qdisc 
  tc qdisc del dev $LAN_IF root 
  tc qdisc del dev $WAN_IF root 
# Odstranujeme mody z pameti 
  rmmod sch_prio 
  rmmod sch_htb 
  rmmod sch_sfq 
  rmmod cls_fw 
} 
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