The SPS control system introduced many new concepts and created substantial interest during its design and construction. It was the subject of papers at this conference in 1975 and 1977 . In 1975 the design concepts were presented, then in 1977 the realisation and initial operating experience were described. Since then the SPS has had four years of continuous operation and development, up to the long shutdown in 1980 for preparation of its part-time use as a proton-antiproton collider. This paper describes, from the point of view of the Operations Group, the experience in using the control system, and its evolution, over this period.
performance and evolution of these aspects is also described.
SPS Operation History
In April 1976 10 GeV protons were injected from the CPS down the injection line TT10, and in June protons were accelerated to 400 GeV. Extraction followed soon after, and intensities of 5 * 1012 protons per pulse were achieved.
By the end of 1976 the SPS was in regular operation for physics experiments in the West Hall at 200 GeV, and for neutrino physics at 400 GeV. At the end of the first four year operation period which is the subject of this paper, some 20 experiments were scheduled, sharing up to 2.7 * 1013 protons per pulse at a 12 second repetition rate. This represented about 85% of the beam from the CPS, and was supplied for about 90% of the scheduled time.
The SPS was about 3 years behind FNAL in its physics program, but had the advantage that an experimental area and several experiments were all ready to go in 1976.
As a result there was strong pressure from the experimental physicists for good and reliable running right from the start. This in turn put pressure on the control system and our use of it.
Fortunately, the control system had been considered an important and integral part of the SPS, and was immediately able to fulfill its role of complete computer control.
Nevertheless this operational pressure on a new system led to a very rapid evolution in the first few years.
Operation Requirements
The control system is used in three main phases of SPS operation; start-up, regular running with optimisation, and machine development.
There is a danger of considering a control system to be applicable to only one of these phases. In the SPS we initially put most emphasis on the commissioning of hardware and the start-up of the accelerator as these had to be successful to satisfy the physics requirements and to prove the new control concepts. Most of the publicity lor the SPS control system so far has been linked to this first stage. This paper indicates how the SPS controls have evolved since 1976 in all three phases, and how the control system has made a vital contribution to overall accelerator management.
Although start-up is the shortest phase in normal operation, it is an exacting time for both the staff and the control system. We have certainly not reached the limit of computer assistance in this area of accelerator management.
Normal running lasts for about 10 days after start-up and is therefore the longest phase of operation. The most spectacular programs come into play at this time for machine optimisation.
The surveillance and alarm programs are also vital during this phase. 
control systems. There were some exceptions of course. The main power supply program just took the basic cycle parameters from the operator and automatically calculated and set up the physical parameters. Perhaps even more significantly, the beam line programs introduced the-concept of file handling which has become very important.
A very considerable shock, or stimulus, to our work occurred with the advent of the thunderstorm season in mid-1977.
By this time the operators had learned most of the equipment and specialists were becoming less interested in day to day running. Setting up took some time, 24 hours were allowed, but this was considered acceptable.
However, a sudden thunderstorm would switch everything off, usually with some equipment damage. This episode launched a program of work which is progressing towards fully computerised setting up.
Setting-up can be divided into two parts; switch on with equipment check-out, and the loading of operational values. The latter, which we tend to call file handling, is required most often as it is used for loading machine development cycles as well as switching between operating cycles and at setting-up.
A two tiered file handling system is used. Each accelerator sub-system has its own file handling for experimental purposes, tuning, etc. Then an overall system is used for the whole machine, often using floppy disks for archival storage. It is now possible to reload a complete machine from files in a few minutes, provided of course that all the equipment is operational. This results in a working machine with 60-70% transmission instead of-80%, and with beam on targets, but not of good quality. The tuning programs must then be used to get correct performance. The file handling for the individual sub-systems had been developed separately and by different people. It The above work is difficult due to the wide range of knowledge required. We believe only engineers and operators with a wide experience can attempt it. It is also less glamourous than the tuning, measurement, and modelling, programs. Nevertheless it is of vital importance for successful operation, and is where the benefits of computer control are felt most strongly.
Programming
The work described above is essentially the performance of the programs. These can be considerd the heart of the control system. On the one hand the programs have access to the accelerator parameters via the computers, data modules, CAMAC, multiplex, etc. On the other hand we have the control centre facilities which allow the programs to communicate with people. What the control system really does for the operation, however, is determined by the quality of the programs, their coherence, and the experience of machine physics and operation built into them.
The speed of execution and ease of program writing are sensitive issues at the SPS. They are closely linked through the decision to use an interpreter. This was a fundamental design decision in the SPS control system,2 and has proved very successful.3 In particular, the way in which the operations staff, at all levels, have been able to take an increasing share of the programming has been very gratifying. 
