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Let (I - K)g = h be an integral equation with a continuous kernel on C = CIO, l] 
with the uniform norm. An existing approximation method (cf. [l]) involves the 
equation (I - K,)g,, = h, where the operator K, is defined by means of a quadrature 
formula Q, such that Q,(j) + s: f(t) dt as n + co. Then 11 K, f - Kf jl + 0 as 
n + ~0, but II K,, - K/I c, 0 unless K = 0. If (I - K)-l exists, then (I - K,)-’ 
exists for n sufficiently large, /I g, - g jl + 0 as n + co, but 11 (I - K,)-’ - (I - 
K)-l II -I+ 0 unless K = 0. 
This paper is concerned with a related method which has certain advantages. 
First, (1 - K)g = h is equivalent to an equation of the form (I - KP)g = u, where 
p > 2. We generalize this to (I - KL)g = u, where L has a continuous kernel. 
The advantage of this form is that jl K,,L - KL // + 0 as n -+ co. Consider 
(I - K,L)g, = u. If (1 - KL)-1 exists, then (I - K,,L)-1 exists for n sufficiently 
large, I/g -g, I/ + 0 and I] (I - KJ-1 - (I - KL)-’ I/ + 0 as n ---f co. 
Error bounds are obtained. Generalizations to mildly discontinuous and weakly 
singular kernels are indicated. Finally, practical examples of equations (I - KL)g = u 
are given. 
I. INTRODUCTION 
This paper is concerned with a certain method of successive approxima- 
tions for the solution of Fredholm integral equations of the second kind, 
&> - J’ m, Y)dY) dY = w, O<X<l. 
0 
(1-l) 
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Although the presentation will be given in terms of (1 .I), equations with 
other limits (finite or infinite) and in more than one dimension can be handled 
in a similar fashion. The method is related to but is more efficient than the 
classical approach in which numerical integration is used in order to replace 
the integral equation by a system of algebraic linear equations. An extension 
of the method, not presented here, treats the associated eigenvalue problem. 
We begin by putting (1 .l) into a formal setting. Let C delcne the Banach 
space of complex continuous functions f(x), 0 < x < 1, with the uniform 
norm, Ml = maxoGzG1 1 f(x) 1. Let K be the integral operator on C with the 
kernel K(x, y) : 
Kf)W = 1: KcT Y) f(Y) dYY O<x<l. U-2) 
For the present, assume that K(x, y) is continuous and, hence, bounded on 
the closed unit square. More general kernels, including those for Volterra 
and weakly singular operators, will be considered later. 
Let 
M= ogy<l I %Y) I * 
The operator K is bounded and 
II KII = sup II m = 
II f II =1 
oF$$ J*l I K(%Y) I dY G M* 
. . 0 
(1.3) 
(1.4) 
The functions Kf with 11 f II < 1 are uniformly bounded and equicontinuous. 
Hence, by the ArzelB-Ascoli theorem, the set {Kf: (If II < l> has compact 
closure. Thus, K is a compact (completely continuous) operator. 
Equation (1 .l) has the equivalent form 
(I - K)g = h. (1.5) 
By the Fredholm alternative and the closed graph theorem, whenever (I -K)-l 
exists it is a bounded operator defined on all of C. 
Let the correspondence 
&nnrf(~J --rf(t)& n > 1, f E C, (1.6) 
P=l 0 
indicate a quadrature formula of order n. Assume that1 
1 Actually, (1.7) implies (1.8) by the principle of uniform boundedness. 
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for some B < co. The rectangular, trapezodial, Simpson and Gauss quadrat- 
ure formulas have these properties, but the Newton-Cotes formula does not. 
Replace the integral in (1.2) by the nth quadrature formula sum to define 
an approximation K,, to the operator K: 
Then K,, is a bounded operator on C and 
Since the range of K, is finite dimensional it is a compact operator. 
In place of (1 S) consider the equation 
(I- Knlg, = h (1.11) 
or, equivalently, 
g&> - 2 Wn&(% tnk)&(tnk) = h(x), O<X<l. (1.12) 
k=l 
This equation is essentially equivalent to the system of algebraic linear 
equations 
%&hi 9 tnkhz(tnk) = h(&i), j = 1, . ..) n. (1.13) 
k=l 
Certainly, (1.12) implies (1.13). Conversely, if (1.13) is satisfied, then (1.12) 
yields gn(x), 0 < x < 1, explicitly in terms of the gn(tnk). 
Ordinarily in the classical approach one replaces (1.5) directly by a system 
of the type (1.13). The above variation involves, in effect, using the integral 
equation to define an interpolation scheme. It has the advantage that both 
(1.5) and (1.11) are equations on the same space C, whereas (1.13) pertains 
to an n-dimensional vector space. The idea goes back at least to Nystrijm [2]; 
cf. [l] for a detailed treatment of the method. 
It is apparent from (1.13) that the efficiency of the classical method depends 
on the smoothness of both the kernel K(x, y) and the given function h(x). 
On the other hand, the efficiency of the method of this paper, which is describ- 
ed next, depends relatively little on the smoothness of the given function. 
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II. DESCRIPTION OF THE METHOD 
The method consists of first replacing (1.5) by an equivalent equation of the 
form (I - KL)g = u and then replacing K by K,. In particular, if (I + K)--‘ 
exists (i.e., if -1 is not an eigenvalue of K), then (1.5) is equivalent to the 
equation 
(I - K2)g = (I + K)h, (2.1) 
which is of the desired form. 
In the general case we proceed as follows. For some prime p 3 2, operate 
on (1.5) with I + K + ... + AY1 to obtain2 
(I - KP)g = (I + K + .‘. + Kqh. (2.2) 
This equation is equivalent to (1.5) if and only if (1 + K + ... + KP-l)-l 
exists. Since 
9-l 
I+K+ 1.. + K”-l = n (K - a&), 
lpi 
(2.3) 
where the agn are the nontrivial pth roots of unity, (I + K + ... + KP-l)-l 
exists if and only if no 01~~ is an eigenvalue of K. Since the eigenvalues of the 
compact operator K form either a finite set or an infinite sequence converging 
to zero, and the 01~~ are distinct numbers of modulus one, there is a smallest 
prime p 3 2 such that no (Yap is an eigenvalue of K. For this value of p, (1 5) 
and (2.2) are equivalent. For a typical problem it seems likely that p < 5. 
Thus, (1.5) is equivalent to an equation of the form 
(I - KL)g = u, (2.4) 
where L is an integral operator with a continuous kernel L(x, y). Hence, 
KL is the integral operator with the continuous kernel 
(KL)(x, y) = I1 K(x, W(t, Y> dt. 
0 
(2.5) 
The approximation method applies to equations of the general form (2.4), 
which includes (2.2) as a special case. Integral equations of the form (2.4) 
sometimes arise in applications. Examples from mechanics and electromag- 
netic theory are given in Section IX. 
In place of (2.4), consider 
(I - K&k;, = u, n > 1. (2.6) 
B Added in proof: Alternatively, we can operate on (1.5) with I + K + cKa, where 
c is chosen such that (I + K + cP)-~ exists and, perhaps, has minimal norm. 
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Although K, is not an integral operator, K,L is the integral operator with 
the continuous kernel 
(K&)(x~Y) = k$ QJ+, bc)Wn, 9~). (2.7) 
Since (K,L)(x, y) is a kernel of finite rank, (2.6) is equivalent to a system of 
algebraic linear equations. We can solve (2.6) conveniently as follows: 
Operate on (2.6) with L and evaluate to obtain 
kJ@nd - WGLg,)(tnj) = (LWni). (2.8) 
By straightforward calculation, 
where 
(Kf)(Q = 2 A;;‘f(t,,), f E C, 
kl 
1 
A;;' = w nk L(hzj ,Y)K(Y, hzk> dY- 
0 
(2.9) 
(2.10) 
By (2.8) and (2.9) with f  = Lg, , 
(2.11) 
For each 11, this is a system of n algebraic linear equations for the (Lg,)(tnj), 
j = 1, . . . . 71. If the system is solved, then (1.9) yields K,Lg, and (2.6) yields 
& . 
In order to deal with questions of the existence and the convergence of the 
successive approximations g, to g, additional properties of the operators K,, 
and K will be needed. These are derived next. 
III. CONVERGENCE PROPERTIES OF THE OPERATORS K, 
The following well-known proposition will be used several times. 
LEMMA 3.1. Every convergent sequence of equicontinuous functions from 
one metric space to another converges un$ormly on each compact set. 
By (1.2), (1.7) and (1.9), 
WdK4 - (Kf )(x) as n - ~0, O<X<l, feC. (3.1) 
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For each fixed f E C, the functions Knf, n > 1, are equicontinuous by (1 A) 
and (1.9). Since convergence in norm is uniform convergence, Lemma 3.1 
yields 
liK,f-Kfli-+O as n--+co, fEC. 
However, it is quite easy to show that 
~lK,-K~IoO as n+oo if K(x, y) + 0. 
Thus, the convergence in (3.2) is not generally uniform for 11 f 11 < 1 
In contrast with (3.3), 
IIK,L -KLI/-+O as n--too. 
, 
We shall give two proofs of (3.4). The first proof is based on 
By (1.7), (2.5), and (2.7), 
(KJ)(x, y) - (KL)(x, y) as n - a, 0 < x, y < 1. 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
By (1.8) and (2.7), the lunctions (K&)(X, y), n > 1, are equicontinuous’ 
So the convergence in (3.6) is uniform by Lemma 3.1. This result and (3.5) 
imply (3.4). 
The second proof of (3.4) is as follows. Since the K, , n > 1, are uniformly 
bounded by (1.10), they are equicontinuous functions on C. Therefore, by 
Lemma 3.1, the convergence in (3.2) is uniform on compact subsets of C.3 
Since L is a compact operator, the set {Lf ]I f /) < I} has compact closure. 
Hence, 
II&?--KLfll+O unif. for llfll G1 as n-m, (3.7) 
which is equivalent to (3.4). In this proof, the compactness of the operators 
K and K, , n > 1, was not used. 
IV. INVERSE OPERATORS; CONVERGENCE AND EFLROR BOUNDS 
We consider again briefly the variation of the classical method which is 
based on (1 .l 1). It is known (cf. [1]) that (I - K)-l exists if and only if, for 
3 Elementwise convergence of bounded linear operators on a Banach space is 
always uniform on compact sets (by Lemma 3.1 and the principle of uniform bounded- 
ness). 
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all n sufficiently large, (1 - K&l exists and is bounded uniformly in n; in 
either event, 
)I (I - Km)-% - (I - K)-l/2 Jj + 0 as n + co, hEC, (4.1) 
uniformly on compact subsets of C. However, 
11 (I - K&l - (I - K)-l 11 -H 0 as n -+ co if K(x, y) E/Z 0. (4.2) 
Thus, the convergence in (4.1) is not generally uniform for (1 /z I( < 1. 
The method of this paper does not have this limitation. It follows from 
(3.4) that (I- KL)-l exists if and only if, for all n sufficiently large, (I--K,L)-1 
exists and is bounded uniformly in n; in either event, 
11 (I - KY&-l - (I - KL)-lIj ---f 0 as n --+ co. (4.3) 
We shall justify these statements and exhibit error bounds. 
For notational brevity and to put things into a standard setting, let 
T=I-KL, (4.4) 
T, = I - K,L, (4.5) 
A,, = T - T, = K,,L - KL. (4.6) 
BY (3.41, 
I/ 4, II -+ 0 as n--+00. (4.7) 
Since the following material is familiar in more generality (cf. [3]), our 
arguments will be rather succinct. 
Suppose that T-l exists and, hence, is bounded. By (4.7), there exists 
no such that 
II T-l II II An II -=E 1, n > n, . (4.8) 
Since T, = T - A, = T(I - T-l A,), it follows from (4.8) that z1 exists 
for n > z,, and 
II T-l II 
I’ *,-’ I’ ’ 1 - 1) ‘J-1 1) Jj A, 1) ’ 
n > n,. 
Whenever T-l and T;l exist, 
T;l - T-1 = T;l(T - Tn)T-1 = T;ld*~-l 
and hence, 
II T;l - T-l II < II T;;l II II An II II T-l /I. (4.10) 
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By (4.9) and (4.10), 
(1 T,-l _ 
T-l, < _!I T-l Ii2 I I  A, ~’ 
_-____.-- ,  n 
” ‘- 1 - /I T-l // // A, ‘1 
By (4.7) and (4.11), 
11 T;l - T-‘/i--+0 as n--t CO, 
which is the same as (4.3). 
(4.12) 
Suppose now that, for n sufficiently large, T;l exists and is bounded 
uniformly in n. By (4.7), there exists n, such that 
II Til !I II An /I < 1, n 3 n,. (4.13) 
For 71 > 5, T = T,, + A,, = T,(I + ?‘;’ A,), so that T-l exists, 
II Tit? II 
” T-1!! ’ 1 - I! T;l /I 11 Aa I/ ’ n > n, > 
(4.14) 
and by (4.10), 
/I Til - T-l 11 < II K1 II2 II An II 
1 - II T;l II II A, II ’ 
12 > 711. (4.15) 
Moreover, if T;l exists and satisfies (4.13) for any single value of n, then 
T-1 exists and satisfies (4.14) and (4.15). 
Equations (2.4) and (2.6) are, in the present notation, 
Tg = u, (4.16) 
T,gn = u, n 2 1. (4.17) 
Whenever T-l and T;l exist, g = T-L and g, = T;k and the various 
inequalities derived above yield estimates for II g 11, I/g, 11, and 1) g -g, II. 
Instead of exhibiting these estimates, we shall present others which are both 
more general and more practical (cf. [4]). 
In place of (4.17), consider 
Trig, = un 3 n >, 1, (4.18) 
II zr, -ul(I--+O as n-+co. (4.19) 
The motivation for introducing the approximations u, to u is that in the case 
of (2.2) we have u = (I + K + ... + Kp-r)h, the calculation of which 
ordinarily incurs some error. 
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Assume that both T-l and T;;l exist. Then 
g, - g = g, - T-L = T-‘(Tg, - u) = T-‘(Tg, - Tag,, + u, - u) 
and, by (4.6), 
Hence, 
g, -g = T-‘(A,,gn + u, - u). (4.20) 
II gn -g II d II T-l II (II 4 II II gn II + II un - u II). (4.21) 
Interchange g and g, above to obtain 
II gn - g II G II K1 II (II 4 II II g II + II un - 
By (4.9) and (4.22), 
I/g, -gll <II T-lll’l’A;l~l~~~~,~l~A~,Ull’, 
n 
By (4.14) and (4.21), 
,,g, _ g ,( < ,l T-‘,/(i!A,ll /I&I! + 11% - *!I) 
?I 1 - II T;l II II An II ’ 
It follows from (4.7), (4.19), and (4.23) that 
l/g,--glI/-+O as n-+co. (4.25) 
u II). (4.22) 
n 2 n, . (4.23) 
n >, n, . (4.24) 
Inequalities (4.11) and (4.23) provide absolute error bounds-they involve 
T-l but not T;l. These bounds are used theoretically in proving the conver- 
gence in(4.12) and(4.25). However, they are of limited practical value because 
T-l is not ordinarily known a priori. Inequalities (4.15) and (4.24) provide 
relative bounds-they involve T;l but not T-l. They are useful in numerical 
calculations, which are discussed in the next section. 
The concluding remark in this section pertains to (2.2). I f  (I- G-l 
exists, then (I- K,Kp-1)-1 exists for all sufficiently large n and, by (4.3), 
1) (I - K,Kp-l)-l - (I - KP)-l// + 0 as 1z -+ Go. (4.26) 
It follows that 
(1 (I - K,KP-l)-l(I + K + ..* + KP-I) -(I- K)-l//-+0 as n+cu. 
(4.27) 
Thus, in contrast with (4.2), we have a sequence of operators which converges 
in norm to (1 - K)-I. 
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V. NUMERICAL CALCULATIONS 
In order to use the relative bounds (4.15) and (4.24), it is necessary to 
estimate // T;i 11, 1) A, 11, and 11 u, - u /I. Recall that 7YVL = 1 - K,L, where 
K,L has a kernel of finite rank n. Hence, T;’ = I -+ S, , where S, has a 
kernel of rank 71 which can be determined by inverting an n x n matrix. 
The estimation of the norm of Til presents no serious difficulties. 
By (3.5) and (4.6), 
where (KL)(x, y) and (K&)(x, Y) are given by (2.5) and (2.7). So 11 A,, I] can 
be estimated with any desired accuracy. Moreover, since 
FnLk Y) - W)(x, Y) (5.2) 
in the sense of (1.6), any error formula for the particular quadrature formula 
used yields an estimate for II A, 11. 
Since the calculation of g, requires the solution of n algebraic linear 
equations, the amount of work increases rapidly with n-n the order of n3. 
So it pays to accelerate the convergence of g, to g as much as possible. Since 
all nth order quadrature formulas of the type (1.6) require the same amount 
of automatic computing time, it is advisable to use a very accurate quadrature 
formula. We recommend the Gauss formula (cf. [5]). The nth order Gauss 
formula integrates an arbitrary polynomial of degree 2n - 1 exactly. It 
follows by means of the triangle inequality that the error in the nth order 
Gauss approximate integral of a function does not exceed twice the maximum 
error in the best approximation of the function by a polynomial of degree 
2n- 1. 
The error in a quadrature formula depends on the smoothness of the 
function integrated. Therefore, the efficiency of the method of this paper 
depends on the smoothness of the kernels K(x, y) and L(x, y). 
Since u,, is regarded as an explicit approximation for U, we may assume 
that 11 u, - u I] can be estimated with any desired accuracy. For example, 
consider once again the original situation with u given by the right member 
of (2.2). In this case we might have 
24, = (I + KN + *** + Kg-l)h, N = N(n), (5.3) 
where KN is defined as in (1.9) and N( 71 is chosen large enough for practical ) 
purposes. In view of (4.21) and (4.22), it would suffice to make [I u, - u I] 
about the size of II An II Ilg, II or II 4 II II g Il. 
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Note that the determination of g, requires the solution of 71 algebraic linear 
equations no matter how large N(n) is taken. Hence, the efficiency of the 
method depends much less on the smoothness of u than on the smoothness 
of the kernels K(x, y) and L(x, y). In contrast, the efficiency of the classical 
method depends critically on the smoothness of both the kernel and the 
given function. 
VI. MILDLY DISCONTINUOUS KERNELS 
Suppose now that K is an integral operator on C with a kernel K(x, y) 
which is continuous except possibly at points on a finite number of continuous 
curves 
Y = %(X>> O<X<l, i=l , . . . . m. (6.1) 
Assume also that K(x, y) is bounded. Such a kernel will be called mildly 
discontinuous. For example, a Volterra kernel which is continuous for y  < x 
and vanishes for y  > x is mildly discontinuous on the unit square. In this 
case we may take m = 1 and vr(x) = x. 
Note that, by (1.9), K,f is not necessarily continuous even if f is continuous. 
To deal with this fact we extend C to a larger space. Let X denote the space of 
proper Riemann integrable functions f(x), 0 < x < 1, with supremum 
norm. Then C is a closed subspace of X. Define K and K, on X by (1.2) 
and (1.9). Almost all of the results derived above for continuous kernels 
hold also for operators on X with mildly discontinuous kernels. We shall 
merely indicate the major differences in proofs and results. 
It follows from (1.2) by the Lebesgue dominated convergence theorem 
or an elementary direct argument that 
Kfg C if fEX, (6.2) 
and that the functions Kf with 11 f jl < 1 are equicontinuous. Therefore, 
the set {Kf: 11 f/j < l} h as compact closure and K is a compact operator. 
As before, K is bounded and 11 K 11 < M = sup I K(x, y) I. 
In addition to (1.7) and (1.8), we now assume that the quadrature formula 
also has the property 
Wnk 2 O, k = 1, . ..) n, n > 1. (6.3) 
The rectangular, trapezoidal, Simpson and Gauss formulas satisfy (6.3). 
It is a consequence of (1.7) and (6.3) that 
$nkf(tnJ+rf(t)dt as n- ~0, fEX. 
k=l 0 
(6.4) 
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The proof of (6.4) uses the fact that each f~ X is the 9r limit of continuous 
functions both from above and from below. 
In particular, X contains the characteristic function +E of every interval 
E C [0, 11. We assert that 
unif. for intervals E as n + Co. (6.5) 
k=l 
For E = [0, X] or E = [0, X) the convergence is uniform because the sum 
in (6.5) is then a monotone function of x and the convergence of monotone 
functions to a continuous function on a closed interval is always uniform. 
Since every interval is the set difference of two such intervals, subtraction 
yields (6.5) in general. 
As before, the operators K, are uniformly bounded, )/ K, /I < MB, each 
K, is compact, and 
(K&(x) ---f (Kf)(x) as n + 00, O,<X<l, fEX. (6.6) 
For K(x, y) continuous, the functions K,f, n 2 1, are equicontinuous for 
each fixed f E C. Now, however, the K,f are not necessarily even continuous. 
In place of the former equicontinuity, we have the weaker condition, 
W>(x) - Kf X4 + 0 unif. for 0 < x < 1 as x’ --f X, 71 ---f 00 (6.7) 
for each f  E X, which we call asymptotic equicontinuity. We shall prove (6.7) 
only for the case of a kernel K(x, y) with a single curve of discontinuities, 
y  = v(x). The proof for the general case is very similar. 
For each E > 0, there exists 6(c) such that 
I dx) - 9(x’) I < E if 1 x - x’ / < 6(e). 
Let 
S(e)=((x,y):O~~,Y~1,/Y-~(~)I >-I, E > 0. 
I f  (x, y) E S(E) and 1 x - x’ 1 < 8(~/2), then (x’, y) E S(E/~). Since 
and K(x, y) is uniformly continuous on the compact set S(E/~), there exists 
S’(E) < 8(42) such that 
] K(x, y) - K(x’, y) / < E if (x, y) E S(E) and I x - x’ I < a’(~). 
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Therefore, if fE X and / x - x’ j < F(E), then 
where E = [0, I] n (v(x) - E, y(x) + l ). By (6.5) there exists n(e) such that 
k=l 
if n b n(e). 
Hence 
I (&f)(x) - (K,&(d) I -=c llfll (B + 6Mk if I x - x’ I < VE) and n > n(c), 
which implies (6.7). 
Thus, for each f E X, the functions KJ, n 2 1, converge pointwise by 
(6.6) and are asymptotically equicontinuous by (6.7). Since Lemma 3.1 
remains valid if equicontinuity is replaced by asymptotic equicontinuity, 
IIK,f-Kfll-+O as n-co, fEX. 68) 
As before, the convergence is uniform on compact subsets of X. 
If  L is an integral operator on X with a mildly discontinuous kernel, then 
(3.5) and (3.6) hold and the functions (K,L)(x, y), n > 1, are asymptotically 
equicontiuuous. Hence, once again we have 
IIK,L-KL//I+O as ~E--+co. (6.9) 
More generally, (6.8) implies (6.9) if L is compact. 
The operator L was introduced originally as a generalization of K’ for 
some p > 2. If  K(x, y) is discontinuous just for x1 < x < xs , y  = y1 , 
then (KP)(x, y) can be discontinuous for 0 < x < 1, y  = y1 . Since the 
curves (6.1) can contain an infinite number of horizontal line segments, the 
kernel (K*)(x, y) may be discontinuous along an infinite number of segments 
o~x~l,Y=Yl,Y2,.... Hence, (Kp)(x, y) may not be mildly disconti- 
nuous. Nevertheless, since K is compact, L = KP also is compact and (6.9) 
is valid. 
All of the convergence results and error bounds in Section IV remain 
valid as written. 
6 
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VII. KERNELS U'ITH WEAK SINGULARITIES 
Now let K be an integral operator on C with a kernel 
wx, 3’) 
q&Y) = (x-y /a (0 c a (’ 11, (7.1) 
where H(x, y) is continuous (we could let H(x, y) be mildly discontinuous). 
Then K maps C into C. The kernel of K” has the form 
fLz(x> Y > 
W”)(X~ Y) = , x _ y  ,m(a-l).+l 1 m = 1, 2, . . . ) (7.2) 
where H,(x, y) is continuous. Thus, for m > (1 - a)-i, K”” has a continuous 
kernel and the method of this paper can be applied after a suitable iteration. 
However, there is a more efficient and more direct procedure. For each 
6 (0 < 6 < 1) let K6 be the integral operator with the continuous kernel 
(7.3) 
An elementary calculation yields 
261-U 
!lK8--lI~1- -y o<~;~l / ff(x, Y) I * (7.4) 
Therefore, 
IlKa--KII+O as 6-O. (7.5) 
If  (1 - K)-l exists, then (I - K&r exists for all sufficiently small 6 and 
11 (I - K&l - (I - K)-l /I --f 0 as 6 -+ 0. (7.6) 
Error bounds may be obtained by changing the notation in Section IV. 
The method of this paper applies with K8 in place of K. Thus, in the case 
of a kernel with a weak singularity we have a two-step approximation proce- 
dure. Error bounds can be obtained by means of the triangle inequality from 
the error bounds for each of the two steps. Further details are omitted. 
More generally, if K is any operator which is the limit in norm of operators 
with continuous kernels, then such a two-step procedure can be employed. 
VIII. COMPARISONS WITH OTHER METHODS 
A familiar class of approximation methods for solving (1 .l) involves replac- 
ing the kernel K(x, y) by one of finite rank. There are various ways of doing 
this. For example, interpolation can be used to approximate the kernel 
with a polynomial. 
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Another approach is to expand K(x, y) in a series of orthogonal functions, 
such as a double Fourier or Legendre series, and retain only a finite number 
of terms. Let Pj(x), 0 < x < 1, j = 0, 1, . . . . be any complete orthonormal 
system on [0, 11. Then the products Pips form a complete orthonormal 
system on the unit square. Hence, 
where the series converges in the mean square and 
11 
Cjk = 1s K(x, r)%+?c(y> dxdy. 0 0 
(8.1) 
For each 11 consider the approximation & to K with the kernel 
KL(~Y Y) z 2 3 cjlPj(x)pk(Y)* (8.3) 
j=O k=O 
Since &(x, y) is a kernel of finite rank, the inversion of I - Z?n reduces 
to a matrix problem. 
Other partial sums may be taken. If  the sum on eitherj or K is finite then 
the resufting kernel will be of finite rank. Thus, consider 
E,L(x~ y> = 2 2 cjkpj(x)pk(y)- 
j=O k=O 
It is easy to show that 
E(x, Y) = 2 Cj(Y)~k4~ 
j=O 
where 
(8.4) 
C,(Y) = I1 K(x~ y)Fj(X) dx* 
0 
(84 
Here again, !?,Jx, y) is of finite rank. 
The inversion of I - & or I - ?m reduces fundamentally to the inversion 
of a matrix with elements Sjjlc - cik , where the circ are given by (8.2). Note 
that the cjk are expressed as double integrals. In contrast, the method of this 
paper involves the calculation of the single integrals (2.10) for the coefficients 
A::‘. This can be of considerable importance if these integrations have to be 
done numerically, as is usually the case. 
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The series (8.1) does not necessarily converge uniformly, even if K(x, y) 
is continuous. This is true, for example, for Fourier series or Legendre 
series. Therefore, without further conditions on K(x,y), we cannot assert 
that 
II rl;, - K II + 0 or [I ??V -~ K ~j +O as 12--t co. 
Rather, the orthogonal series approach is designed primarily for integral 
equations on Pa[O, 11. Thus, mean square convergence of successive approxi- 
mations is obtained. 
IX. EXAMPLES OF EQUATIONS WITH PRODUCTS OF OPERATORS 
The method of this paper consists of two steps. First, (I - K)g = h is 
replaced by an equivalent equation of the form (I - KL)g = u and then 
that equation is approximated by (1 - KnL)gn = U. Clearly, if one is faced 
with an integral equation which is already of the form (1 - KL)g = U, 
then the second step can be applied immediately. We shall give several 
examples of integral equations of that form from mechanics and electromag- 
netic theory. 
The first example concerns a beam supported at both ends x == 0 and 
x = 1 (cf. [6], [7]). The influence function for the beam is 
G(x, Y) = j1 W, t)T(t, y)F(t) & (9.1) 
where 
0 
x <YY, 
x 2Y, 
(9.2) 
(9.3) 
E(t) is Young’s modulus, and I(t) is the second moment of the cross section. 
In the important case of stationary transverse oscillations described by 
a(x) eiwr, where 7 is time, u(x) satisfies an integral equation, 
u(x) - cd-2 J ’ G(x, YMYMY) dr = W+ 0 
where p(x) is the linear density of the beam. Let 
to obtain 
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H(% Y> = ~2444P(Y) G(x, Y)* (9.7) 
Thus, (I - H)g = U, where H is the integral operator with the kernel 
H(x, y). By (9.1) and (9.7), H has the ( nonunique) factorization H = KL, 
where 
K(x, Y) = urn % YNY), L(%Y) = 4dY) WYY). (9.8) 
Therefore, (I- KL)g = u. 
For a beam clamped at both ends, the influence function is (cf. [S]) 
G(x, y) = j-l T&, t>Tz(t> YW) & (9.9) 
0 
where 
T&T Y> = T2(Y, 4 = I;‘- y, 
x <Y, 
x 2-Y. 
(9.10) 
Once again we are led to an integral equation of the form (I- KL)g = u. 
Another example from mechanics concerns the forced stationary oscilla- 
tions of a homogeneous elastic plate which is simply supported at the edge. 
In this two-dimensional problem, the Green’s function is 
G(x, y) = j- j" T(x, t>T(t> Y) 44 9 (9.11) 
where T(x, y) is the Green’s function for the homogeneous elastic plate 
with zero boundary condition. In this case we are led to an integral equation 
of the form (I- KL)g = u, where g and u are functions of two variables. 
The approximation method applies with appropriate notational changes. 
Our final example concerns the diffraction of electromagnetic pulses by 
a dielectric wedge. Papadopoulos [9] derived a pair of simultaneous integral 
equations 
g-Kf=v, f-Lg=w, (9.12) 
where f and g are density functions in singular integral representations of 
the arguments of the potentials. Elimination off yields 
(I - KL)g = v + Kw, (9.13) 
which is of the desired form. 
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