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A general theorem on the complexity of a class of recognition problems is 
proved. As a particular case the following result is given: There is no algorithm 
which. for any 2coloration of the infinite complete graph, can produce a 
monochromatic subgraph of k vertices within 2k’2 steps (at each step the color of 
an arbitrary edge is questioned). 
1. INTR~OU~TI~N 
Let N be the set of positive integers. If A is a set, the family of subsets of 
A containing exactly r elements is [A I’. 
Suppose we are given in 2-coloration (red and blue) of the infinite 
complete graph [NJ’. The problem is to find a monochromatic complete 
subgraph of k vertices (Ramsey’s theorem implies the existence of such a 
graph). At each step we may ask the color of an arbitrary edge and we are 
interested in the minimum number of questions necessary. The well-known 
“ramification” method guarantees that we can find a monochromatic 
complete subgraph of size k within 4k steps. Here is an outline of the 
procedure. In the first 22k-2 - 1 steps we ask for the colors of the edges 
{I, 2}, { 1, 3} )...) (1, 22k-2 }. Let (l,r), rER and {l,b}, bEB be the set of 
red and blue edges, respectively. The sum of the cardinalities of R and B is 
22k-2 - 1, therefore one of them, say R, has cardinality of at least 22k-‘. 
Choosing an element s2 from R we ask for the colors of the 22km3 - 1 edges 
from the edge set (s2, r), r E R \{s,} and so on. Finally, we obtain a 
sequence of vertices s, = 1, s, ,..., szk- I satisfying the property that the color 
of the edges (si, sj}, 1 < i <j < 2k - 1, depends only on the index i. Let this 
color be denoted by c(i), 1 < i < 2k - 2. From this above property it follows 
that the complete subgraphs induced by the vertex sets {si: c(i) is red} U 
{sZk-,} and {si: c(i) is blue} U (sZk-, 1 are nonochromatic. Furthermore, one 
of them has size of at least k, which was to be proved. The procedure stops 
within Cfr;’ (2’ - 1) < 4k steps (questions). 
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We will prove that no method can perform much faster than the 
ramification procedure above. 
THEOREM 1. An algorithm which, for any 2-coloration of [N]‘, will 
determine a monochromatic complete subgraph with k (>3) vertices requires 
more than 2k’2 steps. 
Theorem 1 was suggested by a well-known result of Erdos [ 1] stating that 
there exists a 2coloration of the complete graph of 2k’2 vertices which does 
not contain a monochromatic complete subgraph of k vertices. Recently 
Erdos and Selfridge [2] found a new, algorithmic proof for Erdos’ theorem 
(which was originally proved by a probabilistic argument). 
Consider the following game-theoretic equivalence of the problem above. 
The players, I and II, are playing on the “board” IN]‘. On each move, I 
selects a previously unselected edge of [N]’ and II colors it by red or blue. I 
wins if there exists a monochromatic complete subgraph of k vertices in the 
graph selected by him during the play; otherwise II wins. That is, the aim of 
II is simply to prevent I from achieving his goal. Observe that Theorem 1 is 
equivalent to the statement 
II has a strategy such that I is unable to win within 2k’2 moves. 
This Ramsey-type game falls into the following general class. Let a be a 
given real number, f < a < 1. Two players, I and II, are playing on some 
hypergraph 3. On each move I selects some previously unselected vertex 
and II colors it by red or blue. I wins if a of the vertices of some edge of Z 
have the same color; otherwise II wins. Let this game be denoted by 
G(Z, a). Our objective is to give a lower bound on the minimum length of 
the winning strategies of I for the game G(Z, a). Before stating the result we 
introduce some important definitions. 
Consider a play according to the rules. Suppose that the vertex selected by 
I on his ith move is xi. Let Xi = {xi,..., xi} and let 5 be a set-valued 
function defined on the edges of 2 by 
&(A)=0 p~$EBnX~zAnx~} (A E R). 
Clearly,5(A)?AnXi and&(A)Ejrz(A)c . . . . 
Let A be an edge of Z containing xi. We say that xi is a “nondetermined” 
vertex of A if 
&(A)#&-,(A). 
Let 
P(X 1,**.,Xi;A)=l{j: 1 <j<i,&(A)#~-,(A)}[, 
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i.e., p&i ,..., xJ; A) denotes the number of the nondetermined vertices of A of 
the sequence x, ,..., xi. 
Let u = u(Z) denote the cardinality of the vertex set of R. The 
hypergraph GP is said to be of type t if, for any enumeration x1 ,..., x, of the 
vertex set of X and any edge A E Z we have p(x ,,..., x,;A) < t. For 
example, if any two edges of Z have at most c - 1 common vertices, then 
OS?+ is of type t. 
Denote by Z(r, k) the (:)-uniform hypergraph with the vertex set [N]’ 
having edges of the form A = [K]‘, where K is any k-element subset of N. 
For a given enumeration x,, x2, x1 ,..., of the vertex set [N]’ of Z(r, k), xi is 
a nondetermined vertex of A E Z’(r, k) if it is not covered by the union of 
the previously chosen vertices, i.e., xi & lJjcixj. It follows from this that 
Z(r, k) has type k = r + 1. 
THEOREM 2. Let SF be an n-uniform hypergraph of type t. Then there is 
a strategy for player II that forces player I to make more than (4n))“’ 
exp(h(a)n/t} moues to win the game G(Z’, a), where h(a) = (1 - a) 
log( 1 - a) + a log a + log 2. 
Note that h(a) is positive and increasing for f < a < 1 and that 
h(1) = log 2. Applying Theorem 2 to the hypergraph X(r, k) we obtain 
COROLLARY. An algorithm which, for any 2-coloration of [N]‘, will 
determine an edge A E X(r, k) so that a of the vertices have the same color 
requires more than c,exp{h(a)(:)/(k - r + l)} steps, where c,(> 1) is an 
absolute constant. 
Remark 1. Choosing r = 2 and a = 1 we conclude Theorem 1. 
Remark 2. In the case r > 3 and a is near to i the corollary is sharp as 
far as the order of the exponent is concerned. This follows from a result of 
Erdijs and Spencer [3, Theorem 12.31 who proved that there exist E, > 0 and 
c, > 0 such that for any 2-coloring of [{ 1,2,..., n)]‘, where n = exp{c,k’-‘}, 
there is a k-element set KC { 1, 2,..., n} of cardinality >k such that (4 + E,) 
of the members of [K]’ have the same color. 
2. THE PROOF OF THEOREM 2 
Consider a play according to the rules. Let x,, x2, x3,..., denote the 
vertices chosen by I and let c(x,) be the color (red or blue) of xi assigned by 
II. Let 
Ri = {x,: 1 <j Q i, c(xj) is red}, 
Bi = (xi: 1 ,< j Q i, c(x,) is blue}. 
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Let 
cay= pqA):A EZ}. 
Given E E & let 
where A is any edge such that -(A) = E. Note that P, is well defined since if 
&(A) =5(B), then p(xi ,.,., x, ; A) = p(x, ,..., x,; B) (A, B E Z). For any 
subsets R, B of the vertex set of 2’ and for any E E &, put 
Q(E, R, B) = (1 + ,u)IEnR’ (1 - &‘Ene’ 
(here and in what follows denote by ISI the cardinality of the set S). The 
parameter p = ~(a) (0 <p < 1) will be fixed later. Given E E 4 let 
r~(iv E) = Q(E,Riv Bi) + Q(E,Bi,Ri)v 
that is, 
p&E)= (1 +P) Ii7nRI cl -p)IEnhl + (1 _tC1)IEnBA (1 -p)IEnRil. 
Introduce the weight functions 
v/k(i) = 1 rp(i, El, 
E&Z,: PILE) = k 
Suppose now that we are after the (i + 1)th move of I. Our aim is to 
assign a good color to xi+ r. Given E E 4 let 
~“‘(i,E)=Q(E,RiU{X,+,},B,)+Q(E,Bi,R,U{Xi+,}), 
qeb’(i, E) = Q(E, Ri 3 B, U {Xi+ 1)) + Q(Ev B U {Xi+ I}, Ri). 
Moreover, let 
t&‘(i) = 2 p”‘(i,E) + C’ {(l +P) Q(FpRi,Bi) 
EeR-,:pI(E)=k 
+ (1 -PI Q(F,B,,R,)L 
VP’(i) = 1 p’b’(i,E)+C” ((1 +P)Q(F,B,,R,) 
Ecoll:pi(E)=k 
+ (1 -PI Q(F,R,,B,)L 
where both summations C’ and C” are taken over those F E Sa; for which 
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pi(F)=k- 1, Xi+lG?GF and for some A ER, &(A)=F and x~+,EA. 
Finally, let 
p’(i) = 4 y;‘(j)(i + 1)-‘k-“, 
k=l 
A(b)(i) = <’ yp’(i)(i + l)-‘k-l’. 
k:l 
Observe that L(i + 1) = L”‘(‘) I or ;lCb’(i) according as c(xi+ 1) is red or blue. 
Now the coloring strategy is as follows: Assign to xi+ 1 red or blue according 
as L”‘(i) < Acb’(i) or L”‘(i) < Lcr’(i), in other words, we choose the color of 
xi+ 1 to ensure that L(i + 1) = min{A”‘(i), L(“)(i)). 
We claim 
vy’(i) + vib’@> < 2vk(i) + 2vk- I(i) for k > 2, 
v/l”(i) + wyyi) < 2Wl(i) + 4. 
Indeed, 
(1) 
l&‘(i) = Y 
xi+ldEez:pi(E)=k 
v(i, El 
K- + - ((l+iu)Q(E,Ri,Bi)+(l-~)Q(E,Bi,Ri>}+C’, 
Xi+lEEEoP;:pi(E)=k 
ty$‘(i) = \’ 
Xi+tdEEz:pi(E)=k 
di, El 
T‘ + - ((‘-~>Q(E~Ri,Bi)+(l+~)Q(E,Bi,Ri)}+\”’. 
xi+,EEEX~:pi(E)=k 
From this we get 
l&‘(i) + lyLb’(i) = 2 r 
Xi+IdEEz:pi(E)=k 
(PO, El 
+2 -7 {Q(E, Ri, Bi) + Q(E, Bi, Ri)} 
.Yi+leEEXi:Oi(E)=k 
+y+y 
=2 -T 
Emil =k 
cp(i, E) + x’ + I” = 2yk(i) + \“ + x”. (2) 
By definition, for k > 2 
y< K- 
Fd’;:pF)=k-1 
((1 +P> Q(F,Ri,Bi) + (1 -P) Q(F,Bi,Ri)}, 
\-I1 < \‘ 
FER&i)=k-1 
{(I -P) Q(l;,Ri,Bi) + (1 +P) Q(J’,Bi,Ri)}, 
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therefore, for k > 2 we obtain 
In the case k = 1, if n &“= 0, then C’ = C” = 2. Note that one can 
assume without loss of generality that n Z= 0. For, if Z is an n-uniform 
hypergraph of type t (al), and if n Z# 0, then consider 3’ obtained by 
adjoining one new edge A* where A* f7 lJ Z= 0. It will not help the first 
player to choose elements of A * and of course 0 X’ = 0 and ST’ also has 
type t. Returning to (2) we conclude (1). 
Multiplying the left side of (1) by (i + l)-‘k-” and the right side by 
iCck-” and summing for k = l,..., t we have 
A”‘(i) + A@‘(i) < 2 k$z {vk(i) + yk-l(i)} i-‘k-” 
+ 2iy,(i) + 4 = 2 v {tyk(i) ieck-“} 
k:l 
f-l 
+2 r {yk(i)iTk}+4 
k=l 
< 2 x n(i) + 2i-‘L(i) + 4 = 2( 1 + i-l) L(i) + 4. (3) 
From the strategy we get n(i + 1) = min{1”‘(i), n’“‘(i)}, thus (3) implies 
L(i + 1) < f(ncr)(i) + n@)(i)) < (1 + i-‘) J(i) + 2. (4) 
Using (4) we prove the upper estimate 
L(i) < 4i log i for i>3 (5) 
by induction on i (Log denotes the natural logarithm). It is easy to see that 
A(l) = 2, thus by (4) we have A(2) < 6 and J(3) < Il. Since 11 < 4i log i for 
i = 3, the first step is proved. Assume now that for i > 3 (5) holds and we 
prove it for i + 1. Again by (4) 
~(i+l)<(l+i-‘)L(i)+2<(1+i-‘)4ilogi+2 
=4(i+ 1) logi+2<4(i+ 1) log(i+ l), 
completing the induction step. 
Now we are in the position to end the proof. Let h = 2a - 1. I wins on the 
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ith move if and only if for some A * E Z, IA * n R,I > an or IA * n B,I > an. 
In both cases 
&,A*)>(1 +p)““(l -~(l)(‘-a)n=exp{h(a)n}, 
and 
A(i) > fp(i, A *) i- (‘--I) > exp{h(a)n} i-(1-1) 
Therefore, in order to finish the proof if suffices to verify that 
A(i) < exp(h(a)n) i-“-” 
for i < exp{h(a)n/t}(4n)-I”. This follows from (5) by an elementary 
calculation and the proof is complete. 
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