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ABSTRACT 
Let A be a countable atomless Boolean algebra and let X be a countable 
partial ordering. We prove that there exists an embedding of X into A which 
is recursive in X,A and which destroys all suprema and infima of X which 
can be destroyed. We show that the above theorem is false when we try to 
preserve all suprema and infima of X instead of destroying them. Finally 
we indicate that if A and Bare countable Boolean algebras and Bis atomless 
then A can be embedded into B by a function which is recursive in A,B. If 
A is also atomless, then there is an isomorphism from A into B which is 
recursive in A,B. 
KEY WORDS & PHRASES: countable atomless Boolean algebras, partial orderings, 
recursive embeddings 
This paper is not for review; it is meant for publication elsewhere. 
§ 1. PRELIMINARIES * 
Throughout the paper w denotes the set of natural numbers, and~ the 
n 
empty set. If Xis a set and n a natural number then X denotes the set 
of all n-tuples of elements of X. We say that Xis a partial ordering on a 
2 . 
set A (p.o. on A), if for some B c A X c B and for all x,y,z EB 
1 • 
2. 
3. 
(x,x) EX, 
((x,y) E X A (y,x) E X)--+ x = y, 
((x,y) EX A (y,z) EX)--+ (x,z) Ex. 
If (x,y) EX, we write x:,; xY· If (x,y) EX Ax 'f' y, we write x < xY· 
If (x,y) i X and (y,x) i X, we say that x and y are X-incomparable and we 
write xllxY· 
z is called the supremum of x and yin X(xuy=z), if 
z is called the infinum of x and yin X(xny=z), if 
By Fld (X) we denote the set· {x : (x,x) E X}. 
For the definition of a Boolean algebra we refer the reader to SIKORSKI [4]. 
If A is a Boolean algebra then O denotes its smallest element and 1 the 
greatest one. 
If x and y are dements of A, then we write x:,; y if x u y = y and x < y if 
x :,; y and x .; y. We write xlly if 7(x:,;y) and 7(y:,;x). 
We say that A is a Boolean algebra on a set A, if every element of A 
is an element of A. 
In this paper we are interested in partial orderings on wand Boolean 
algebras on w. 
* Some of the results of this paper were obtained in 1971 when the author 
was a student at Wroctaw University, Poland. 
2 
DEFINITION l. Let X be a p.o. on a set A and A a Boolean algebra. f is 
called an embedding of X into A if f is an injective function from Fld(X) 
into A such that for all x,y E Fld(X) 
x <xy -H- f(x) < f(y) 
We say that an embedding f of X into A preserves all suprema and infima 
of X if 
I) 
II) 
whenever x u y = z 
whenever x n y = z 
then f(x) u f(y) = f(z), 
then f(x) n f(y) = f(z). 
We say that an embedding f of X into A destroys all suprema and infima 
of X if 
I) 
II) 
whenever xii y and x u y = z X 
whenever xDXy and x n y = z 
then f(x) u f(y) r f(z), 
then f(x) n f(y) ~ f(z). 
Observe that if x ~xY then x u y = y and x n y = x, so for any em-
bedding f of X into A f(x) u f(y) = f(xuy) and f(x) n f(y) = f(xny). 
Thus an embedding of X into A cannot destroy suprema and infima of X-compa-
rable elements. 
All the notions from recursion theory we use can be found in SHOENFIELD 
[2]. In particular Seq(x) means that x codes a finite sequence of natural 
numbers, lh(x) is the length of that sequence. If Seq(x) then 
x = < (x) 0 , ••. , (x)lh(x)-l >. If a=< al' ... ,an > and 
b = < b 1, ••• bn > then a*b = < a 1, ••• ,an,bl, ... bn >. 
All the mentioned functions and relations are recursive. 
If A= {a 1, ••• ,ak} then xis called the code of A (x=<A>) if xis the 
least number z such that seq(z), lh(z) = k and {(z). i < lh(z)} = A. 
l. 
If f(x 1, ... xn) is a function then graph(£)=· {(x 1, ••• ,xn,y) : f(x 1 , ... ,xn = y}. 
DEFINITION 2. Let A=< A,u,n,-,0,1 > be a Boolean algebra on w. 
We say that f is recursive in A if f is recursive in' {A, graph(u), graph(n), 
graph(-)}. 
Similarly we define that f is recursive in A,B where Bis another 
Boolean algebra on w or that f is recursive in X,A for a set X. 
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DEFINITION 3. Let A be a Boolean algebra. Suppose that A and Bare sets of 
elements of A. Then 
I) if a $ b for all a E A, b E B we write A $ B, 
II) if a < b for all a E A, b E B we write A < B, 
III) if 7(a$b) for all a E A, b E B we write A -t B, 
IV) if allb for all a E A, b E B we write All B. 
Instead of· {a} < A we write a < A. Similarly with ot·her relations. 
Observe that for every set A ¢<A, A<¢, ¢-/, A, A -t ¢ and ¢UA. 
If A is a finite set of elements of A then sup A denotes the least 
element a of A such that A$ a, and inf A denotes the greatest element a of 
A such that a$ A. Observe that sup¢= 0 and inf¢= 1. Recall that a Boolean 
algebra A is atomless if O < x implies for some y O < y < x. 
§2. EMBEDDINGS DESTROYING SUPREMA AND INFIMA 
We prove in this section the following theorem: 
Theorem I. Let X be a partial ordering on wand let A be an atomless Boolean 
algebra on w. Then there exists an embedding f of X into A such that 
I) 
II) 
f destroys all suprema and infima of X 
f is recursive in X, A. 
We present at first an informal idea of the proof. Let Fld(X) = {a0 ,a1, ... } 
be a recursive in X enumeration of Fld(X). We want to build the required 
embedding by induction. Suppose that for i $ n we already defined some 
elements b. of A such that 
1. 
~ b. < b. 
1. J 
for i,J $ n. 
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We want to define an element b I of A such that n+ 
If 
a. <Xa. +-i- b. < b. 1. J 1. J 
for 1., J :,; n + l. 
we do not impose any conditions on b.-s we can be stuck. For example if 1. 
(in the picture 
r ~2 
r\ 
) 
and we chose b0 , b1 and b2 in such a way that b0 u b 1 = b2 then there is no 
b 3 such that b3 < b2 , b0 < b3 and bl < b3 • 
In order to prevent such situations we choose b.-s in a more careful 1. 
way. For example the above difficulty would not occur if b0 u b 1 < b2 • 
Thus we assume that the elements b0 , ••• ,bn satisfy certain additional pro-
perty, namely that the set {b0 , ... ,bn} is normal (see Definition 4). 
Let A = {b. a. <Xan+l' i s n} 1. 1. 
B = {b. an+l < Xai' i s n} 1. 
C = {b. a 1"xa., i s n} 1. n+ 1. 
Then Au Bu C = {b0 , ... ,bn}. Observe that A< B, Ci A and Bi C. Since 
A u B u C is a normal set we get from this that sup A< inf B, C -f;, sup A and 
inf Bi C. We are looking for an element b 1 such that sup A< b 1 < inf B n+ n+ 
and bn+lllc. Then(*) holds. The existence of such a bn+l is guaranteed by 
lemma I. 
But we want also to preserve our additional condition, so we claim 
also that the set Au Bu Cu· {bn+I} is to be normal. The lemma 2 shows 
that the required bn+l still can be found. Its proof uses the lemma l, 
but 1.n an approximately modified way. 
Thus the induction step works. The obtained embedding destroys all 
suprema and infima of X which is an immediate consequence of the fact that 
for each n the set' {b0 , •.. ,bn} is normal. 
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Choosing at each time the smallest bn+l satisfying the above conditions 
(look at the Definition of the function gin the proof of theorem I) we 
ensure that the above embedding is recursive in X, A. 
We present now the precise proof of the theorem: 
We prove at first two lemmata 
Lemma I. Let A be an atomless Boolean algebra. Suppose that Au {a,b} 
is a finite set of elements of A, such that: 
I. 
2. 
3. 
a < b 
A i a 
b i A 
Then there exists an element c of A, such that a < c < b and cllA. 
Obviously the conditions 2. and 3. have to be satisfied if we want to prove 
the claim. The lemma shows that 2. and 3. are also sufficient conditions. 
Proof. At first we "modify" A to a set A' such that a< A' < b. We find 
then an element c such that a < c < b and cllA'. It turns out that also cllA. 
Let 
A' = {b n d : d E A & a < b n d} u · {a u d d E A & a u d < b}. Suppose 
that x = b n d for some d EA such that a< b n d. Then x 5 b. If x = b 
then b $ d which violates our assumptions. Thus a< x < b. 
Suppose now that x =au d for some d EA such that au d < b. Then 
a 5 x. If a= x then d 5 a which violates our assumptions. Thus a< x < b. 
So a < A' < b. 
We can treat the set B = {x 
operations induced by A. 
X u y = X u y 
. 
X n y = X n y 
b = a 
. 
1 = b 
..:. X = a u (bn-x) 
a$ x $ b} as a Boolean algebra with the 
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Let A'= {a1, ••• ,an}. We just proved that b < ai and O < - a. for all i s n. l. 
Let C = {bl ••. n b for all i $ b. b. . a.} • Then each n n = a. or = -n l. l. l. l. 
a. or - a. is a sum of elements of c. 
]. ]. 
For each J s 2 n pick an element c. from C such that J () < c. s a. 
b 
J J 
< c. ~ .:.. a. for all j s n. J+n J 
A is atomless so there exist elements d. such that for i s 2n 
l. 
. 
0 < d. < c .• 
l. l. 
We can choose d.-s in such a way that d. = d. if c. = c .• 
l. l. J l. J 
Finally let c = d u ••• u d2n. We claim that c is the desired element. 
We prove at first that cUA'. Suppose that for some 1 s n cs a .• Then 
l. 
0 < d.+ s a. and d. < 1. n l. 1.+n 
.!. a. 
l. 
which is clearly impossible. If for some is n a. s c then 
l. 
c. n .!. d. s c. s a. s c. 
l. ]. ]. l. 
Observe that for x,y € C either x = y or x n y = b. 
ck= c. or ck n c. = 0. In the first cased. = d., 
]. .i 7c l. 
~ n (cin.!.di) = O. So in both cases we obtain~ n 
Finally we obtain: 
2n 
Hence forks neither 
in the second 
(c.n.!.d.) = O. 
l. l. 
c. n .!. d. = 
l. l. ci n .!. din c = k~l \ n (ci n.:. d.) l. = o. 
which contradicts the choice of d .• 
l. 
Observe that by construction a < c < b. We prove now that cllA. 
Suppose that x €A.There are 3 possible cases 
I) xlla and xUb. 
Then for every y such that a s y s b xHy, so in particular xttc. 
II) X < b 
There are two possible cases 
1. a u x < b 
Then a u X E A' , So a u xii c. 
If X $ C then a u X $ C which is impossible 
If C $ X then c ::,; a U X which 1S impossible. Thus ell X, 
2. a u X = b 
If X $ C 
If C $ X 
then aux s c, sobs c which is impossible 
then a$ x, so aux= x i.e. b = x which 
contradicts our assumptions. 
III) a< x 
There two possible cases 
l.a<bnx 
Thus cllx. 
Then b n x E A' , sob n xllc 
If X $ C 
If C $ X 
Thus xllc. 
then b n x s c 
then cs b n x 
which is impossible. 
which is impossible. 
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2. a= b n x 
If X $ C then x s b , sob n x = x i.e. a= x which contra-
diets our assumptions. 
If C $ X then c ::,; b n X i.e. C ::,; a which is impossible. 
Thus cllx. 
This concludes the proof of the lemma. D 
DEFINITION 4. Let A be a Boolean algebra. A finite set T of elements of A 
is called normal if for all A and B, such that Au B c T. 
A< B implies sup A< inf B, 
Ai B implies inf A~ sup B. 
Lemma 2. Let A be an atomless Boolean algebra. Suppose that for some finite 
sets A,B and C of elements of A 
A < B 
C i A 
B i C 
Au Bu C is normal 
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Then there exists an eiement a of A suah tha.t 
sup A< a< inf B 
anc 
Au Bu C u{a} is normal 
Proof. Let S be a subalgebra of A generated by the set Au Bu C. Let 
T = {x: x ES A l(x~sup A) A 1(inf Bsx)}. The set Tis of course finite. 
Since Au Bu C is norm.al we get from our assumptions that 
sup A< a< inf Band allT. We claim that a is the required element. 
If c EC then c ~ A and BI c. Since Au Bu C is normal. c ~ sup A and 
inf B t c. Thus Cc T i.e. aHc. 
It is left to prove that Au Bu Cu {a} is normal. 
Let Ku L c Au Bu C. We have to consider the following four possible 
cases 
I. K <Land a< L 
We prove that then sup(Ku{a}) < inf L 
Always sup(Ku{a}) s inf L. Suppose that sup(Ku{a}) = inf L. 
then sup Ku a= inf L, so 
inf L n - sup Ks a 
which indicates that inf L n - sup Ki T. There are two possibi-
lities 
I) inf B s inf L n - sup K. Then inf B ~ a which contradicts the 
choice of a 
II) inf L n - sup Ks sup A. Then 
inf Ls sup Au sup K 
i.e. inf Ls sup(AuK). 
The assumption a< L implies by the choice of a that L c B. 
Thus A< L since A< B. So Au K < L. But Au Bu C is normal, 
so we get that sup(AuK) < inf L, which contradicts our pre-
vious statement. 
2. K <Land K < a 
We prove that sup K < inf(Lu{a}) 
3. 
Always sup Ks inf(Lu{a}). Suppose that sup K = inf(Lu{a}). Then 
sup K = inf L n a, so as sup Ku - inf L. 
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This indicates that sup Ku - inf Li T. There are two possibilities 
I) sup Ku - inf Ls sup A. 
Then as sup A which is impossible. 
II) inf B s sup Ku - inf L. 
K i 
Then inf B n inf Ls sup K 
1.e. inf(BuL) s sup K. 
But K < a, so Kc A i.e. K < B. Thus K <Lu B. Since Au Bu C 
is normal we get 
sup K < inf(BuL), 
which contradicts the former statement. 
Land a f, L 
We prove that inf(Ku{a}) f;, sup L. 
Suppose that inf (Ku{a}) s sup L, 1.e. 
inf Kn as sup L. 
Then as sup Lu - inf K, so L u - inf Kt T. 
There are two possibilities 
I) sup Lu - inf Ks sup A. 
Then as sup A which contradicts the choice of a. 
II) inf B s sup Lu - inf K. 
Then inf B n inf Ks sup L, i.e. 
inf(BuK) s sup L. 
But a i L, so by the choice of a B /;, L i.e. Bu Ki L. Since 
Au Bu C is normal we get that inf(BuK) i sup L, which contra-
dicts the former statement. 
4. Ki L, Ki a 
We prove that inf Ki sup(Lu{a}). Suppose that inf K $ sup(Lu{a}) 
i.e. inf Ks sup Lu a. Then 
inf Kn - sup Ls a, so inf Kn - sup L l T. 
There are two possibilities 
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I) inf Kn - sup Ls sup A. 
Then inf Ks sup Au sup L i.e. 
inf Ks sup(AuL) 
On the other hand Ki a, so by the choice of a 
Kt A i.e. Kt Au L. 
Au Bu C is normal, so inf K $ sup(AuL) which gives the contra-
diction. 
II) inf B s inf Kn - sup L. 
Then inf B s a which contradicts the choice of a. 
This completes the proof that Au Bu Cu {a} is normal, so the proof of the 
lemma is concluded. 0 
Proof of the theorem J. 
Observe that the relation 
P(x) +-+xis a code of a finite set 
is recursive. 
It is easy to see that the relation 
T(x) +-+xis a code of a normal set of elements of A 
is recursive to A. 
Define a function gas follows: 
g(x,y,z) 
~
if x,y and z are respectively codes of the 
= and C satisfying the conditions of lemma 2 
then µ a (a satisfies the claim of lemma 2) 
else 0 
Then g is a total function recursive in A. 
sets A, B 
Fld(X) is a recursive in X set, so for some total injective function a(x), 
which is recursive in X • 
Fld(X) = {a(O),a(l), ..• ,} 
For any total function h(x) and n ~ 0 let 
A(h,n) = {h(k) 
B(h,n) = {h(k) 
C(h,n) = {h(k) 
a(k) <X a(n+l), k $ n} 
a(n+l) <x a(k), k $ n} 
a(k) "x a(n+l), k $ n} 
Let b be an arbitrary element of A such that O < b < 1. 
Define a function has follows: 
h(O) = b 
h(n+I) = g(<A(h,n)>, <B(h,n)>, <C(h,n)>). 
I I 
his a well defined total function. It is easy to see that his recursive 
in X, A. 
Finally define 
f(a(n)) :a h(n) for n 2:: O. 
We claim that f is the required function. 
Observe that 
f(x) = y +-+ 3n(x=a(n) A y=h(n)). 
so f is recursive in X, A. 
By induction on k, we prove that for all k 
I) a(i) <x a(j) iff f(a(i)) < f(a(j)) for all i,j s k, 
II) the set {f(a(i)) : i $ k} is normal. 
Observe that the set {f(a(O))} is normal, so I) and II) is true fork= 0. 
Suppose that I) and II) are true fork, Then I) implies that 
A(h,k) < B(h,k) 
C(h,k) i A(h,k) 
B(h,k) -/a C(h,k) 
Also A(h,k) u B(h,k) u C(h,k) = {f(a(i)) : i $ k} so it is a normal set. 
Thus the sets A= A(h,k), B = B(h,k), C = C(h;k) satisfy the claim of the 
lemma 2. 
g(<A(h,k)>, <B(h,k)>, <C(h,k)>) = f(a(k+I)), 
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so by the definition of the function g 
sup A(h,k) < f(a(k+l)) < inf B(h,k), 
f(a(k+l))IIC(h,k) and A(h,k) u B(h,k) u C(h,k) u {f((a{k+I))} is a normal 
set. 
Observe now that for i < k + I 
a(i) <x a(k+l) +-+- f(a(i)) E A(h,k) +-+- f(a(i)) < f(a(k+l)) 
a(k+l) <x a(i) +-+- f(a(i)) E B(h,k) +-+- f(a(k+l)) < f(a(i)) 
a(i) DX a(k+l) +-+- f(a(i)) E C(h,k) +-+- f(a(i)) II f(a(k+l)) 
Thus I) and II) are true fork+ I. 
Hence by induction for all i and j 
a(i) <x a(j) +-+- f(a(i)) < f(a(j)) 
Since f is also injective it is an embedding of X into A. 
It is left to show that f destroys all suprema and infima. 
Suppose that for some i,j,k a{i) IIX a(j) and a(i) u a(j) = a{k). 
Then a(i) <x a(k) and a(j) <x a(k), so f(a(i)) < f(a(k)) and f(a(j)) < f(a(k)). 
The set {f(a(n)) : n ~ max(i,j,k)} is normal thus 
f(a(i)) u f(a(j)) < f(a(k)). 
i.e. f destroys the supremum a(i) u a(j). The same argument applies in the 
case of infinum of X-incomparable elements. 
This concludes the proof of the theorem. 0 
§3 EMBEDDING PRESERVING SUPREMA AND INFIMA 
Let A= {x: Seq(x) A Vi(i<lh(x) • ((x).=Ov(x).=1))} 
]. ]. 
Thus A is the set of codes of all finite sequences of zeroes and ones. 
Let u and n be some operations on A satisfying the following property; 
if 
then 
<k 1, ••• ,kn> EA 
<k 1 , ••• ,kn,O> ,u <k 1·, ••• kn, l> 
<k 1 , ••• ,kn,O> n <k 1, ••• ,kn,l> 
= <kl, ... ,kn> 
= <O>. 
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Let M be the Boolean algebra generated by A and by operations 11 u and n 
satisfying the above property. It is well known that Mis (isomorphic to) 
the Boolean algebra of all clopen subsets of the Cantor Space. The elements 
of Mare just all the finite joins and meets of A. 
It is easy to see that Mis recursive, that is to say 
M = <AM,u,n,~,0,1> where 
AM is a recursive set and the graphs of partial functions u,n and - are 
recursive.Mis an atomless Boolean algebra. 
We prove the following theorem. 
Theorem 2. There exists a recursive partial ordering X on w, such that 
I) there is an embedding of X into M which preserves all suprema 
and infima of X. 
II) no such embeddings are recursive. 
Proof. Let P(x) be a E~ n~ relation. For some recursive R 
P(x) ++ 3y YzR(x,y,z) 
Define a partial function gas follows: 
g(x,y) Q:I <x,y,µz7R(x,y,z)> 
Observe that graph (g) is recursive. 
Define 
h(x,y) Q:I <g(x,O), .•• ,g(x,y~l)> where y ~ = max(y-1 ,0) 
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Clearly his a partial recursive function. 
Observe that 
I. 
2. 
3. 
(h(x,y) is defined & z < y)-+ (h(x,z) is defined) 
For all x [Ayh(x,y) is total++ Ayg(x,y) is total] 
graph (h)(x,y,z) +-+ Seq(z) A lh(z) = y A Vi(i<y-+graph (g)(x,i,(z}.). 
. i 
Our ordering X looks as follows 
<<O>> 
More formally 
<<)>> 
h(O, l) 
h (O, 0) 
<<2>> 
h(l,l) 
h( I ,0) 
... 
X = {(<<x>>, <<x>>) x ~ O} u {(h(x,m), h(x,n)) : x ~ 0, n ~ m ~ O} ·u 
u {(h(x,m), «x»): m ~ O, x <!: 0} u {(h(x,m), ·«x+I») : x ~ O, m ~ O}. 
Xis clearly a recursive set. 
Let now T be the following relation 
T(x) ++ <<x>> n <<x+I>> exists 
Then 
T(x) +-+ Ayh(x,y) is not total, 
+-+ :>.yg (x,y) is not total, 
+-+ 3y(g(x,y) is not defined), 
++ 3y(VzR(x,y,z)), 
+-+ P(x). 
Hence Tis a r~ - IT~ relation. 
It is easy to see that there is an embedding of X into M which preserves 
all suprema and infima of X. 
Let f be such an embedding. 
Then 
T(x) ++- 3z(zEFld(X) A (f(<<x>>) n f(<<x+l>>) = f(z)). 
Thus if f was recursive then T would be a E~ set, which is not the case. 
Hence no such embeddings are recursive. 
The above theorem shows that theorem 1 is not true 
when I) is changed for 
I') f preserves all suprema and infima of X. 
We pass now to the problem of recursive embeddings of Boolean algebras 
into Boolean algebras. Abian in ABIAN [I] proves the following lemma. 
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Lemma 3. (Abian). Let A and B be countable Boolean algebras and let B be 
atomless. Let f be an isomorphism from a finite subalgebra A1 of A onto a 
finite subalgebra B1 of B. Then for every a EA - A1 there exists b EB - B1 
such that the assignment f(a) = b extends the isomorphism f from the sub-
algebra of A generated by A1 u {a} onto the subalgebra of B generated by 
B7 u {b}. 
Using this lemma Abian gives an algebraic proof of the well known 
theorem that two countable atomless Boolean algebras are isomorphic. In fact 
this isomorphism is recursive in the considered algebras. More precisely 
we have the following theorem. 
Theorem 3. Let A and B be countable Boolean algebras on wand let B be 
atomless. Then 
I) There exists an embedding of A into B (as Boolean algebras) which 
is recursive in A,B. 
II) if A is atomless then there exists an isomorphism of A and B which 
is recursive in A,B. 
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Proof. 
I) Due to the repeated use of the lemma 3. 
II) Using repeatedly the lemma 3 in the back and forth way. 
It is clear that in both cases the constructed embedding f is recursive 
in ,4.,B. 
REMARK. This paper is closely related with the VAN EMDE BOAS [2] paper. 
Van Emde Boas proves there that every recursive partial ordering can be 
recursively embedded into the Boolean algebra M defined on page 13. 
We obtained the theorem I independently of his paper. 
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