Abstract-Although a support vector machine (SVM) is one of the most frequently used classifiers in the field of intelligent transportation systems and shows competitive performances in various problems, it has the disadvantage of requiring relatively large computations in the testing phase. To make up for this weakness, diverse methods have been researched to reduce the number of support vectors determining the computations in the testing phase. This paper is intended to help engineers using the SVM to easily apply support vector number reduction to their own particular problems by providing a state-of-the-art survey and quantitatively comparing three implementations belonging to postpruning, which exploits the result of a standard SVM. In particular, this paper confirms that the support vector number of a pedestrian classifier using a histogram-of-oriented-gradientbased feature and a radial-basis-function-kernel-based SVM can be reduced by more than 99.5% without any accuracy degradation using iterative preimage addition, which can be downloaded from the Internet.
I. INTRODUCTION
A SUPPORT vector machine (SV machine or SVM) is a supervised machine learning method proposed by Vapnik in 1995 [1] and has been reported to show competitive performances in various pattern classification problems. While the SVM shows outstanding performances in the field of recognition systems for intelligent vehicles (IVs) and intelligent transportation systems (ITSs), it has become one of the most popular tools for pedestrian detection [2] - [8] , vehicle detection [9] , [10] , driver monitoring [11] - [13] , traffic sign recognition [14] , [15] , license plate recognition [16] , traffic monitoring [17] - [21] , and intelligent control [22] - [24] .
In spite of its superior accuracy, the SVM has been pointed out as having a significant weakness in that it generally requires more computations than existing competitors such as neural networks in the testing phase (or feedforward phase) and, as a result, requires significantly longer execution time [25] . The computations of an SVM testing phase are proportional to the number of SVs, and Steinwart showed that the SV number of a standard SVM is proportional to the size of the given problem in 2003 [26] . This means that the more learning samples are used to enhance the generalization of a classifier in an actual application, the longer the execution time required in the testing phase. For this reason, since soon after the SVM was published, diverse methods reducing the SV number of a standard SVM without accuracy degradation have been researched and published regularly. In 1996, Burges et al. showed that the solution of a standard SVM could be represented by less information and named such an operation the "reduced-set method" [27] , [28] . Generally, support vector number reduction (SVNR) methods are divided into either prepruning or postpruning as in [29] , according to whether they exploit the results of a standard SVM. This paper categorizes SVNR methods that have been researched for a long period of time into five approaches and summarizes them. This categorization is proposed by incorporating categories of previous works [29] - [32] , [86] and analyzing them from the viewpoint of an application engineer. Although SVNR has been researched for quite some time and has produced useful outcomes, it is little known to the field of recognition systems for IVs and ITSs. This is due to the fact that SVNR has been discussed mainly between experts researching machine learning and pattern recognition theory. Although there were some reports about the application of SVNR in the field of recognition systems for IVs and ITSs, none of them provided any quantitative evaluation for practical-sized problems or any comparison between different approaches. According to [34] and [35] , Papageorgiou et al. developed a waveletfeature-based pedestrian detector and reduced the SV number from 331 to 29 using the method shown in [27] . However, the problem was too small compared with recent classifiers developed for practical systems: The dimension of the feature vector was 29, and the number of positive and negative samples was 1848 and 7189, respectively. Recently, according to [36] , Natroshvili et al. developed a wavelet-feature-based pedestrian detector similar to that in [34] and [35] and produced an execution speed 70 times faster by applying the method in [27] . However, they did not provide any detailed numerical data such as the number of learning samples and SVs. Furthermore, as the previous works did not provide any information about how the accuracy was changing while the SV number was reducing, they were not sufficient to dispel any anxieties regarding the stability and robustness of SVNR. This paper is intended to help engineers using the SVM easily apply SVNR to their own problems by providing a state-of-the-art survey and quantitatively comparing three implementations belonging to different postpruning approaches. For an application engineer using the SVM but not developing its theory, postpruning is thought to be more suitable than prepruning, which should deal with complicated SVM theory. The targets of the quantitative evaluation have been selected by considering whether it is easy to use and whether it is expected to show stable performance. By applying these three implementations to three practical-sized classification problems, SVNR performances are compared. The problems are the histogram of oriented gradient (HOG)-based pedestrian classifier [37] , the Gabor filter bank (GFB)-based pedestrian classifier [5] , and a light-blob classifier for intelligent headlight control (IHC) [38] . Based on the results with these three implementations, iterative preimage addition (IPA) belonging to reduced-set construction is concluded to show the best SVNR performance.
II. SURVEY OF SVNR
This section provides a survey of SVNR, which is categorized by five approaches and three target criteria. It starts with a brief review of the SVM to introduce the basic principles of SVM and related terminologies and then discusses the position of SVNR and proposes a new taxonomy of SVNR. Then, two prepruning and three postpruning approaches are explained sequentially. Where, with respect to the reduced-set method, a brief review including the coefficient estimation method is followed by two SV selection methods, namely, reduced-set selection and reduced-set construction.
A. Brief Review of an SVM
The SVM learning phase estimates a classification function f : X → Y based on a measurement set {x i , y i }, 1 ≤ i ≤ s, which is frequently referred to as the learning sample set [39] , [40] , where x i ∈ X ⊆ R N is an input vector, and y i ∈ Y = {−1, 1} is the corresponding target. To accept a nonlinear classification function, kernel function (or reproducing kernel) k is introduced. According to Mercer's theorem, k can be represented by a dot product in the feature space as
where the nonlinear mapping function Φ maps an input vector x in the input space X onto Φ(x) in the feature space F, that is Φ : X → F. The feature space is a reproducing kernel Hilbert space, and a linear algorithm in the feature space can be represented by the linear span of mapped input vectors Φ(x). The classification function f is given by
where Ψ is the normal vector of a hyperplane in the feature space, and ρ is a scalar offset. The SVM learning phase is implemented by constrained quadratic programming (CQP) searching for a hyperplane having the maximum margin, which is the cost of the optimization problem. When all input vectors cannot be correctly classified, the cost is increased by the multiplication of penalty parameter C and slack variable ξ i , which denotes how far the misclassified sample x i goes beyond the hyperplane. Such a formularization, which is frequently referred to as primal CQP, can be written as
where s is the number of learning samples. Based on the Kuhn-Tucker theorem, the primal CQP is transformed into a dual form, which is written as
The optimization problem is transformed into problem searching for the optimal coefficient α i of each input vector x i belonging to the learning sample set. It is well known that input vectors with nonzero coefficients will determine the hyperplane and are called support vectors. The most frequently used kernel functions are linear (5) and Gaussian (6), which is also known as radial basis function (RBF). Thus
Kernel matrix (or kernel Gram matrix) K is defined by applying a specific kernel function to every pair of input space vectors such as
B. Position and Taxonomy of SVNR
SVM-related research can be roughly divided into either SVM development or SVM application. SVM development is related with SVM theory and efficient implementation, and SVM application is related with feature selection, kernel selection, and hyperparameter optimization for a specific problem. However, the SVNR being discussed in this paper could be thought to be between SVM development and SVM application. SVNR deals with SVM theory and efficient implementation; however, it focuses on the minimum SV number rather than the optimal accuracy unlike general SVM development. Simultaneously, it is not restricted to any specific application. Although efficient implementation of the SVM can reduce the SV number resultantly [30] , it is distinguishable as its major and explicit goal is not the minimum SV number. The efficient implementation of the SVM includes "dividing by small problems and solving" such as Platt's sequential minimal optimization [102] , approximation of a kernel matrix with smaller matrices [103] , and SV selection using various criteria and methods [104] , [105] . Meanwhile, as SVNR aims to reduce the SV number to reduce the execution time of the testing phase, it could be thought to belong to a hardware-friendly SVM. The hardware-friendly SVM, aiming to implement the SVM on an embedded system, includes hardware-based online learning [40] , feedforward SVM without multipliers using Laplacian kernel [41] , and SVM with integer parameters [42] . This paper categorizes SVNR methods into five approaches by incorporating categories of previous works [29] - [32] , [86] and analyzing them from the viewpoint of an application engineer. First, SVNR methods are divided into either prepruning or postpruning as in [29] according to whether they exploit the result of a standard SVM. Prepruning is again divided into either customized optimization or learning sample selection, and postpruning is again divided into three approaches of reduced-set selection, reduced-set construction, and learning sample selection. Notice that although there is a learning sample selection approach in both prepruning and postpruning, they are distinguished by whether a standard SVM is used or not.
Every SVNR method has been commonly based on [27] and [28] , which proved that the solution of a standard SVM has room for simplification, but there is great diversity of opinion about what should be the target of selection or elimination. This paper classifies the target selection criteria into three categories: 1) SVM performance: selecting learning samples according to SVM performance or cost; 2) representative sample: based on the idea that duplicate learning samples have no contribution to the SVM solution, duplicate learning samples are replaced with a representative learning sample; and 3) boundary sample: based on the fact that SVM solution is determined only by learning samples adjacent to the boundary between classes, learning samples far from the boundary are eliminated. Such target selection criteria are applied to the learning samples in the case of prepruning and to either learning samples or SVs in the case of postpruning. Table I arranges the main research according to the five approaches and three target selection criteria. Hereafter, each approach will be briefly summarized.
C. Customized Optimization of Prepruning
Methods in [43] - [45] add a term about the SV number, i.e., the sum of coefficient α i multiplied by a constant, to the cost of (4). As a result, a solution with fewer SVs becomes preferable during the optimization procedure. The constant is referred to as a budget parameter, a sparseness weighting parameter, or a penalty parameter.
The methods in [46] and [47] add a constraint that the normal vector Ψ of the hyperplane is determined by a predefined number of input space vectors to (3). This could be thought of whereby the optimization problem is modified to incorporate the reduced-set method into the standard SVM. The method in [46] initializes the input space vectors with randomly selected learning samples and estimates the input space vectors and their coefficients simultaneously while solving the CQP. The method in [47] iteratively solves the CQP while increasing the number of input space vectors one by one until the performance reaches the required level. In [47] , the input space vectors are restricted to be one of the learning samples such as reduced-set selection; however, they are not restricted in [46] in the way reduced-set construction does.
D. Learning Sample Selection of Prepruning
Methods belonging to this approach are based on a common assumption that if the number of learning samples is reduced, the problem scale is also reduced, and consequently, the number of SVs is decreased. However, they can be categorized into two groups according to the criteria about which learning samples should be left alone.
The first group removes duplicate learning samples and leaves only representative learning samples. The methods in [48] - [51] , which are called "SVM via clustering," detect cluster centers using an unsupervised clustering method such as k-means clustering and leave only the cluster centers [48] - [50] or learning samples near the cluster centers [51] . In the case of [50] , it gives weight to each remaining cluster center considering their cluster size to compensate for the information loss that might be caused by the learning sample removal. The methods in [52] - [54] , which are called "reduced SVM (RSVM)," assume that randomly selected learning samples can represent all learning samples. Although they apply constraints of (4) to the whole learning sample set, they search for the solution only among the selected subset.
The second group leaves only learning samples near the decision boundary based on the fact that SVs are selected among the learning samples near the decision boundary. The methods in [55] - [61] assume that learning samples whose nearest neighbor belongs to other classes are supposed to be close to the decision boundary. They have investigated various nearestneighbor detection methods and various criteria to determine whether a learning sample is near the decision boundary. The methods in [30] , [62] , and [63] detect clusters for each class using an unsupervised clustering method and remove learning samples near the cluster centers. They assume that if clusters are detected from learning samples belonging to the same class, learning samples close to the cluster centers have little chance of being near the decision boundary. Even though the same unsupervised clustering method is used, its application method should be carefully noted as it can be applied to all learning samples [48] - [51] or each class separately [30] , [62] , [63] . The cluster centers can be left [48] - [51] or removed [30] , [62] , [63] .
E. Brief Review of Reduced-Set Method
The reduced-set method approximates the SVM normal vector Ψ with a reduced set (or reduced SV set), which consists of a smaller number of input space vectors than the original SV set [39] . It could be thought of as a preimage problem of Ψ [27] , [28] . Where if the input space vectors are selected among the original SV set, it is referred to as reduced-set selection. Otherwise, it is known as reduced-set construction.
Once the reduced SV set {z i }, 1 ≤ z i ≤ m, is determined (the determination will be explained in Sections II-F and G), their coefficients β i can be calculated from the coefficient α i of the original SV set {x i }, 1 ≤ x i ≤ l [39] . Let vector Ψ in feature space F be represented by an expansion of mapped input space vectors Φ(
where α i ⊂ R. We are looking for a reduced SV set expansion Ψ , given by (8) , corresponding to the preimage of Ψ. Thus
where m < l, β i ⊂ R and z i ⊂ R N . The problem at hand can be changed into searching for β i and z i minimizing the squared error ε defined in (9) between Ψ and Ψ . Hereafter, ε is referred to as the approximation error of Ψ . Although absolute error could be used [27] , [28] , squared error is used following [39] and [64] . Thus
Using (7) and (8), (9) can be rewritten as
By differentiating (10) with respect to β k , we have
By substituting (7) for Ψ and assuming the result is zero with the optimal β = (β 1 , . . . , β m ), we have
, and
Therefore, coefficients of the reduced SV set can be determined as
F. Reduced-Set Selection of Postpruning
Methods belonging to this approach select the input space vectors among the original SV set. They can be categorized into two groups.
The first group focuses on SVM performance. The methods in [25] , [32] , [33] , and [65] - [69] search for a subset of the original SV set minimizing the approximation error. The method in [65] starts from an empty set and iteratively adds an SV that is expected to make the largest decrease in the approximation error. Reversely, in [67] and [68] , they start from the original SV set and iteratively remove an SV that is expected to make the least increase in the approximation error. In particular, in [68] , an efficient method is proposed for the calculation of the approximation error of the reduced SV set, which should be iteratively recalculated while SVs are being removed, by exploiting the kernel matrix of the original SV set. It will be explained in detail in Section III-A. In [32] and [66] , the approximation error, which generally requires a large number of calculation, is estimated with the span of SV. In [25] , [33] , and [69] , a solution represents whether each of the original SV set will be included in the reduced SV set or not, and the optimal solution is searched for using either genetic algorithm or particle swarm optimization. The method in [29] exploits genetic algorithms as in [69] but minimizes the sum of the misclassified sample number and SV number instead of the approximation error. Meanwhile, the method in [70] removes SVs with small SV coefficient α i based on the fact that a significant portion of the original SV set has very little α i and contributes little to the classification.
The second group focuses on the fact that a reduced SV set is representative of the original SV set. The methods in [71] - [74] remove linearly dependent SVs that can be presented by a linear span of the remaining SVs. In this case, the coefficients of the reduced SV set can be calculated by (11) or a crosswise propagation process [73] , [74] in which the coefficients of the remaining SVs are updated using the linear relationship with the removed SVs. Linearly dependent SVs are detected with a reduced row echelon form or row kernel vector projection. The method in [75] assumes that regions with a high SV density contain important information about the classification function and leaves SVs with a high-SV-density region using density-based clustering. In [76] , the classification function is approximated with a fewer number of SVs by applying support vector regression to the original SV set.
G. Reduced-Set Construction of Postpruning
Methods belonging to this approach estimate the reduced SV set using various principles. They can be categorized into three groups.
The first group searches for an input vector set minimizing the approximation error. The concept of the reduced-set method was originally proposed in [27] and [28] , which show that searching for a reduced SV set is equivalent to estimating the preimage of feature space vector Ψ. They simultaneously estimate the whole of the reduced SV set by using unconstrained optimization. The methods in [39] , [64] , and [77] incrementally add input space vectors one by one. They estimate the preimage with one input space vector and iteratively reduce the problem at hand by subtracting the preimage from the feature space vector Ψ. Additionally, in [39] and [64] , a fixed-point theoremlike equation corresponding to the search for the reduced SV set is derived, and it is interpreted as a procedure searching for cluster centers. The method in [77] will be explained in detail in Section III-B. A method for speeding up the calculation required for new data by exploiting the previous results is proposed in [78] .
The second group uses the cluster center searching concept in [64] to establish the direction of preimage estimation. The methods in [79] and [80] assume that two vectors in the feature space are supposed to be closer to each other when their kernel function outputs a larger value. They replace the closest two SVs with their weighted average. If the kernel is RBF, it can be thought of as two close Gaussian modes being merged into a single mode. In [81] , SV cluster centers in the feature space are detected using an unsupervised clustering method, and their preimages are used as the reduced SV set. In [82] , SV clusters are detected based on the local quantization error, and the reduced SV set is estimated by applying function approximation to the clusters. In [83] , a fixed number of SVs located near each other in the input space are iteratively replaced with their weighted average. Meanwhile, in [84] , the principal components are estimated by applying kernel principal component analysis to the original SV set, and the reduced SV set is estimated with their preimage.
The third group focuses on the boundary SVs. The method in [85] is about an online update method of SVM. If new data close to the decision boundary are entered, it removes the SV farthest from the decision boundary or merges two SVs closest to each other to maintain the number of SVs. The method in [86] estimates representative input space vectors near the decision boundary using weighted learning vector quantization (LVQ). As LVQ is generally used to estimate prototypes, it can be thought to be similar to the methods estimating representative input space vectors using detected cluster centers. However, it is different because it weights input space vectors such that they are more preferable when they are nearer the decision boundary. This group is different from prepruning as it exploits the classification function f of the original SVM to evaluate the proximity to the decision boundary.
H. Learning Sample Selection of Postpruning
This approach trains an SVM with all of the learning samples and trains a simplified SVM with a smaller number of learning samples selected by the trained SVM. These two SVMs are referred to as the original SVM and the RSVM, respectively. Methods belonging to this approach can be categorized into two groups.
The first group, which is known as separable case approximation (SCA), notices that the penalty parameter C of (3) introduced to address inseparable cases drastically increases the complexity of the given problem and that the SV number increases unnecessarily [31] . They assume that learning samples misclassified with the original SVM are noisy and remove them while training the RSVM. Basically, they remove learning samples with a classification function output of less than 0, instead of which the smoothed SCA (SSCA) uses a tunable threshold [88] . In [31] , the threshold is established adaptively according to the statistics of the classification function output of the original SVs. In [31] and [87] , confidently recognized learning samples are additionally removed. It is supposed to leave only learning samples close to the decision boundary. The method in [88] will be explained in detail in Section III-C.
The second group focuses on SVM performance. The methods in [89] and [90] iteratively remove an SV that is expected to make the least increase in the approximation error from the learning sample set and use the span of SV to estimate the approximation error increase, which requires a lot of computations. In [91] , SVs having a large generalized curvature when projected on the hyperplane are assumed to be noisy and are removed from the learning sample set.
III. INVESTIGATED IMPLEMENTATIONS OF POSTPRUNING METHODS
This paper quantitatively compares three implementations belonging to different postpruning approaches. The targets are selected considering whether they are easy for application engineers to use and whether they are expected to show stably competitive performance. In detail, 1) Does it provide a detailed explanation of the implementation method? Additionally, is its implementation open to the public and downloadable by anyone? 2) Does it show that it has superior performance to the previous works by quantitative evaluations? 3) Is it expected to produce similar results with repetitive operations? That is, are random initialization and selection minimized? 4) Does it focus on general learning problems, not just online learning?
A. AEbSE
Approximation-error-based sequential elimination (AEbSE) [68] belonging to reduced-set selection iteratively removes an SV that is expected to make the least increase in the approximation error. The AEbSE name is designated in this paper for the reader's convenience and is evaluated with a code provided by Kobayashi and Otsu in [68] . The SV determined to be removed, i.e., x i , is assumed to be linearly dependent on the other SVs. Thus
In this case, Ψ of (7) can be rewritten as
Using this relationship, the approximation error and the SV coefficient of the reduced SV set, which are required to be calculated repeatedly, are efficiently calculated using the kernel matrix and SV coefficients of the original SV set. That is, the approximation error increase ε i , when the ith SV is removed, is calculated by (13) instead of (10), exploiting the projection of the SV onto the remaining SVs written as (12) , where K (i) is the submatrix of K excluding the ith row and column, k (i) is the ith column vector of K excluding the ith row, and λ is introduced as a regularization parameter for avoiding rank reduction of the kernel matrix. Thus
After the SV index making the least approximation error increase, i * , is determined (i.e., i * = arg min i ε i ), SV coefficient vector β is calculated by (14) instead of (11), where α (i * ) is the SV coefficient column vector excluding the i * th row. Thus
After the i * th SV is removed, the reduced SV set is regarded as the new original SV set, and the removal procedure is iterated until the requirements are satisfied: α = β, K = K (i * ) . In [68] , the iteration is terminated when Hinge loss [85] becomes larger than a threshold. Additionally, a method solving the least square problem of (12) exploiting the inverse matrix H = (K + λI) −1 of the original SV set is proposed, and it is reported to drastically reduce the computation time.
B. IPA
IPA [77] belonging to reduced-set construction implements a method iteratively estimating the preimage of Ψ using unconstrained optimization and subtracting its contribution to reduce the given problem. The name, i.e., IPA, is designated in this paper for the reader's convenience. It is open to the public as a function of Statistical Pattern Recognition Toolbox (STPRtool) [77] .
Originally, the method iteratively estimating the preimage of Ψ and subtracting it from the continuously shrinking Ψ is proposed by Scholköpf et al. in [39] . The acquired preimages are used as the reduced SV set. Let us assume that we can estimate a preimage z of a vector Ψ in the feature space. If the preimage z m and its coefficient β m of time step m are determined, feature space vector Ψ m+1 of time step m + 1 can be calculated by subtracting their product from Ψ m as
The feature space vector Ψ m of time step m can be expressed by training samples and acquired preimages by that time step as Therefore, once z m is determined, β m can be calculated by (11) . Such iteration continues until m reaches the target SV number or approximation error ε becomes smaller than a threshold. Now, the remaining problem is only how to estimate the preimage of feature space vector Ψ. STPRtool [77] provides three implementations, namely, fixed-point theorem-based [39] , unconstrained optimization-based, and distance constraints (in the feature space)-based [92] . Among them, as the unconstrained optimization-based shows the best performance in our experiments, it is used for our experiments with IPA. The preimage problem is finding an input space vector z ∈ X of which feature space image Φ(z) ∈ F approximates best the feature space vector Ψ ∈ F aŝ
As the first and third terms are constants, the problem is the same as finding z maximizing the second term. That iŝ
Finding z maximizing the cost function
is conducted by gradient descent optimization in three steps. 1) Randomly select 50 input space vectors from the training data and select one having the maximum cost function output as the initial preimage. 2) Determine the optimal step size t in the direction of ∇f (z) using MATLAB function "fminunc." 3) Iteratively update z as z = z − t · ∇f (z). The iteration continues until the changing amount of z becomes smaller than a threshold. Where, as "fminunc" finds the minimum, the minus of cost function output square is temporarily used.
If an RBF kernel is used, (16) is rewritten aŝ
The cost function of steps 2) and 3) above is
and the gradient ∇f (z) with respect to z is
Therefore, in the optimization iteration, once z is determined, ∇f (z) is determined, and the quadratic term of the cost function is approximated by a 1-D function in the direction of gradient ∇f (z).
C. SSCA
SSCA [88] belonging to learning sample selection of postpruning removes learning samples in which the absolute value of the classification function output is smaller than threshold D and retrains a new SVM. SSCA is proposed as an extension of the SCA [31] , [87] .
Let the label of an input vector x be y(x) and the output of the original and RSVM with respect to x beŷ(x) and y (x), respectively. The fact that an RSVM approximates the original SVM can be thought of as the minimization of the approximation error given by
As the output of the RSVM with respect to the input vector that is misclassified by the original SVM does not have a negative influence on the accuracy of the RSVM, those input vectors can be ignored by modifying the approximation error as
It can be interpreted that if the outputs of the RSVM with respect to learning samples that is correctly classified by the original SVM are coincidental with those of the original SVM, the approximation error could be minimized. Based on this assumption, SCA proposes that if misclassified learning samples are removed and a new SVM is trained, the problem complexity will be significantly decreased, and the resultant SV number will be decreased without any accuracy degradation. To remove the redundant complexity around the decision boundary, SSCA proposes to additionally remove the learning samples satisfying
IV. EXPERIMENTAL RESULTS SVNR performance is evaluated by applying three target implementations to three problems with practical size. The problems are pedestrian classification and light-blob classification. In particular, pedestrian classification is known to be one of the most complicated recent problems in the field of ITS classification [2] - [4] , [7] , [8] . The problem to solve is to determine whether a given image contains a pedestrian or not. As classifiers using different kinds of features are regarded as different classifiers even though their objectives are common, this paper deals with a HOG-based pedestrian classifier and a GFB-based pedestrian classifier as two different problems for SVNR.
While changing the parameters of each implementation, the SV remaining ratio is measured. The SV remaining ratio is the ratio of the SV number of the RSVM with respect to that of the original SVM. The minimum SV remaining ratio means the smallest SV remaining ratio without accuracy degradation. We investigate whether each implementation shows stable performance and whether they are sensitive to parameter tuning by observing the accuracy graph around the minimum SV remaining ratio. LIBSVM [93] generally used in our field is used as the standard SVM required to apply postpruning methods, and only the RBF kernel shown in (6) is dealt with because of practical issues. There are two reasons for the selection of the RBF kernel. First, an RBF kernel is generally known to show competitive and stable performance and requires comparatively fewer numbers of hyperparameters [94] . Second, it is proven that in the case of a homogeneous polynomial kernel, which is one of the polynomial kernels, the reduced SVs should be eigenvectors of the feature space [27] . Therefore, as the exact solution can always be determined, differences between implementations are not supposed to be significant.
A. Application to HOG-Based Pedestrian Classification
The three implementations are applied to HOG-based pedestrian classification. The "Daimler pedestrian classification benchmark data set" is used for training and testing. It is used in [8] and is available to the public and downloadable at [95] . It consists of one training set and one test set, and each consists of three and two data sets, respectively. Each data set contains 4800 pedestrian images and 5000 nonpedestrian images. Consequently, the training set contains 29 400(= 4800 × 3 + 5000 × 3) images, and the test set contains 19 600(= 4800 × 2 + 5000 × 2) images. Fig. 1 shows the examples of the data set. The first row shows examples of pedestrian images, and the second row shows examples of nonpedestrian images. The image resolution is 36 × 18.
The HOG proposed by Dalad and Triggs in [37] has been reported to show competitive performance in the pedestrian classification problem [2] - [4] , [6] . Feature extraction from an input image is implemented by a function that is open at MATLAB CENTRAL [96] . Feature-extractionrelated parameters and SVM parameters are set following [6] : bin number = 18 (signed gradient), cell size = 3, block size = 2, description stride = 2, L2 norm clipping = 0.2, RBF hyperparameter γ = 0.01, penalty parameter C = 1. Consequently, the total feature length is 3960. The accuracy of the original SVM trained using the parameters is 93.55%, and the SV number is 4947. Fig. 2 shows accuracy graphs with respect to the SV remaining ratio when the three implementations are applied to the HOG-based pedestrian classifier. The red dotted line represents the accuracy of the original SVM. Each implementation is repeatedly applied to the original SVM while changing the dominant parameter for its performance. The parameter is set according to the coarse-to-fine strategy: After the overall range is tested with rough grids, parameters around the point with the largest performance change are tested with finer grids. For AEbSE, 338 Hinge loss thresholds in the range of 0-3.37 are used. For IPA, 339 SV number thresholds in the range of 1-339 are used. For SSCA, 79 threshold values, where D is defined in (18) , in the range of 0-4 are used. In the case of IPA, as it uses random initialization when estimating the preimage, a test with a parameter value is repeated ten times, and the final result is acquired by their average. Fig. 2(a) shows that IPA shows the best SVNR performance. To investigate the changing portion of the IPA graph, the area of the SV remaining ratio of 0%-3% is enlarged in Fig. 2(b) . In particular, it is noticeable that the RSVM with an SV remaining ratio of 0.42% (the SV number = 21) shows the same accuracy as the original SVM.
B. Application to GFB-Based Pedestrian Classification
The three implementations are applied to GFB-based pedestrian classification. The "Daimler pedestrian classification benchmark data set" is used for training and testing.
The Gabor filter is defined as a product of a 2-D Gaussian function and a sine wave and is supposed to be able to measure the image power of a specific frequency and direction at a specific location. The GFB is a group of Gabor filters of various shapes in a frequency domain. The GFB-based feature has already shown good performance in various recognition problems [5], [99] - [101] . Feature-extraction-related parameters and SVM parameters are set following [5] : orientation number = 6, scale number = 4, the lowest average frequency = 0.05, the highest average frequency = 0.4, the filter size = 16 × 16, RBF hyperparameter γ = 0.00095013, penalty parameter C = 582791681602951.6. For each Gabor filter response, mean, standard deviation, and skewness are extracted and used as features. Consequently, the total feature length is 648. The accuracy of the original SVM trained using the parameters is 89.74%, and the SV number is 3253. Fig. 3(a) shows that IPA shows the best SVNR performance. To investigate the changing portion of the IPA graph, the area of the SV remaining ratio of 0%-10% is enlarged in Fig. 3(b) . In particular, the RSVM with the SV remaining ratio of 7.65% shows the same accuracy as the original SVM.
C. Application to Intelligent Headlight Control
To investigate whether the target implementations work well with a multiclass problem and a classifier under development, in other words, when the classifier is not finely tuned and the accuracy is not so high, the three implementations are applied to a light-blob classifier [97] for IHC under development.
IHC enhances a driver's convenience and safety by preventing glare of other vehicles' drivers and improving the usability of the high beam during nighttime driving [38] . IHC detects image areas brighter than the surrounding, which are called light blobs, corresponding to lamps on other vehicles, and classifies them into four classes such as headlamp, tail lamp, street lamp, and nonlamp including reflective traffic signs. The given problem is a multiclass classification with four classes, and LIBSVM decomposes it into six two-class classifications, where LIBSVM uses the 1-against-1 approach, and the detailed information can be found at [98] .
The data set used for training and testing is collected by applying the light-blob detection method in [97] to images acquired on a normal suburb roadway at night. Fig. 4 shows the examples of nighttime frontal scene images used for the experiments. The training data set contains 31 263 images, and the test data set contains 16 739 images. The features for the light-blob classifier have 12 dimensions and are extracted by measuring the location, velocity, intensity, area, and color of the detected light blobs. SVM parameters are set by searching with a rough grid: RBF hyperparameter γ = 4 and penalty parameter C = 4096. The accuracy of the original SVM trained using the parameters is 73.33%, and the SV number is 8301. and results of IPA are the average of ten experiments with a specific parameter. Fig. 5 shows that IPA shows the best SVNR performance. In particular, the RSVM with an SV remaining ratio of 24.70% shows the same accuracy as the original SVM. This suggests that the target implementations can significantly reduce the SV number even when the accuracy of a classifier is relatively low. In addition, it means that the similar SVNR performance can be achieved with a multiclass classifier.
D. Discussion
By applying three implementations to three problems with practical size, it is confirmed that IPA shows the best SVNR performance. 1) Its minimum SV remaining ratio is the smallest. 2) When the SV remaining ratio is larger than the minimum SV remaining ratio, its accuracy maintains that of the original SVM. 3) As it uses the SV number as the threshold determining whether the iteration will continue or not, users can intuitively set the threshold.
The reasons why AEbSE shows poorer SVNR performance compared with expectations are analyzed as follows. 1) When the dimension of the input vector becomes higher, the possibility that the input vector samples are linearly dependent seems to become lower. 2) The strategy to subtract one-by-one from the original SV set seems unstable and prone to collapse. More than two SVs might be linearly dependent. In such a case, the kernel matrix becomes singular, and the inverse matrix calculation of (12) tends to be unstable. The regulation parameter λ inserted to prevent such a situation makes tuning difficult but seems to fail in terms of clearing the problem. In the experiments explained in the previous sections, various λ values are tested, and the optimal one among them is used.
3) The experimental results of AEbSE coincide with the results in [73] , i.e., that a standard SVM generally contains 1%-9% linearly dependent SVs (or dispensable SVs).
The reason why SSCA shows poorer SVNR performance compared with expectations can be explained by the metaphor of the force and torque balance between SVs. If the decision hyperplane is imagined to be a paper sheet, of (4) means the sum of forces that SVs apply on the paper sheet should be 0, and
of (7) means the sum of torques that SVs apply on the paper sheet should be also 0 [28] , [79] . Therefore, even when an SV is misclassified by the original SVM, it might help the other SVs to be correctly classified by attracting or pushing the decision hyperplane. In other words, the assumption of (17) that misclassified samples could be removed without any accuracy degradation seems to be invalid.
Meanwhile, in the case of IPA, as it estimates the preimage of Ψ, which is continuously reduced by subtracting the previous preimages as in (15) , the elements of the reduced SV set are supposed to be virtually orthogonal to each other and are less likely to be linearly dependent. As IPA [77] can initialize the reduced SV set exploiting the original SVM, it is expected to show statistically superior performance compared with [46] , which belongs to prepruning, and randomly initialize the reduced SV set.
A hypothesis that the SVNR performance is proportional to the accuracy of the original SVM could be derived from the previous experimental results. In other words, can we expect higher SVNR performance if the original SVM shows higher accuracy? To verify the hypothesis, an additional experiment is conducted. By training the HOG-based pedestrian classifier using only one of three data sets, a new original SVM with lower accuracy is constructed. It is noticeable that every condition except the size of the learning data set is the same as the original experiment. The SVM using three data sets is referred to as the full-set classifier, and the SVM using only one data set is referred to as the subset classifier. The accuracy of the subset classifier is 81.84%, and the SV number is 2025. While changing the SV number threshold from 1 to 223, an accuracy graph is acquired. Fig. 6 shows the accuracy graphs of the fullset and subset classifiers with respect to the SV remaining ratio. Although the SV numbers of two original SVMs are different, the SVNR performances are observed to have almost similar tendency. Considering that the SVNR performance of the subset classifier is almost the same as that of the full-set classifier although the accuracy of the subset classifier is definitely lower than that of the GFB-based pedestrian classifier, it can be concluded that the SVNR performance is dependent on the characteristics of the given problem, such as the feature used, rather than the accuracy of the original SVM.
Finally, to compare the robustness of the three implementations, they are applied to two SVMs trained with extremely different illumination conditions. The "Daimler pedestrian classification benchmark data set" is used for training and testing. Based on the average intensity of the training set (= 122.97), the training and testing sets are divided into two subsets. The images with greater average intensity are referred to as the bright subset, and the images with less average intensity are referred to as the dark subset. For each subset, HOG-based classifiers are trained. The bright subset contains 13 233 images for training and 7466 images for testing. The accuracy of the bright subset SVM is 91.24%, and the SV number is 2348. The dark subset contains 16 167 images for training and 12 134 images for testing. The accuracy of the dark subset SVM is 91.13%, and the SV number is 3151. The accuracies are similar to the full-set classifier because the test set is also divided into two subsets. According to the procedures described in Section IV-A, the SVNR performances of the three implementations are compared. Fig. 7 shows the accuracy graphs of the bright subset, and Fig. 8 shows the accuracy graphs of the dark subset. Although the relationship between the SVNR performances of the three implementations does not change, we can conclude that their robustness to constructed SVM is significantly different: The SVNR performances of IPA are almost the same, but those of AEbSE are extremely different.
V. CONCLUSION
This paper has categorized SVNR reducing the SV number of an SVM into five approaches and quantitatively compared three implementations belonging to different postpruning approaches from each other by applying them to three problems with practical size. Experiments have been conducted with data sets having a similar scale with practical applications, and tuning sensitivity and SVNR performance stability have been evaluated by measuring not only the minimum SV number maintaining the accuracy without degradation but also the accuracy graph with respect to the SV remaining ratio.
Consequently, IPA shows the best SVNR performance in all problems. That is, its minimum SV remaining ratio is the smallest, and its accuracy maintains that of the original SVM when the SV remaining ratio is larger than the minimum SV remaining ratio. Furthermore, IPA is intuitive and easy to use because its iteration is controlled by the SV number threshold. It has been confirmed that SVNR methods can significantly reduce the SV number even when the accuracy of the original SVM is low and the problem is a multiclass classification. It is proven that SVNR performance is dependent on the characteristics of the given problem rather than the accuracy of the original SVM. Therefore, if an application engineer has problems with the execution time of the SVM testing phase or data size, this paper highly recommends that they preferentially apply IPA to their own particular problem using STPRtool open to the public.
Topics requiring further studies are as follows: 1) finding the requirement or common characteristics of features having good SVNR performance; 2) a comparison between various implementations with various problems; and 3) developing or finding efficient preimage estimation methods for various kinds of kernels and problems.
