Introduction
The problem of multi-robot coordination and cooperation has drawn great interest in recent years [1] . Generally speaking, for a given task, utilizing more than one robot may enhance the quality of the solution. Furthermore, many inherently distributed tasks must require a distributed solution. However, if the robots are not properly organized, the interference among them will block the task. Many challenging issues should be considered carefully. In this paper, we conduct our research in the context of multi-robot hunting. The hunting task concerning mobile robots and its target to be hunted is a particular challenge due to the nature of unknown and irregular motion of the target. In order to coordinate the motion of multiple mobile robots to capture or enclose a target, a novel feedback-control law [2] , linear autonomous system [3] and Multiple Objective Behavior Coordination [4] have been used. Other related works including pursuit game [5] - [7] , whose environments are usually modeled in grid. In this chapter, we choose non-grid environments where each robot with a limited visual field moves in any collision-free direction. This chapter considers a typical hunting task where multiple mobile robots (pursuers) cooperatively hunt an invader with certain intelligence in unknown environments. After the invader is found, its position information is broadcasted. If each robot knows where other robots are, it may take action from the group's perspective. However, this will generate a communication burden that is too heavy to be practical. An approach where no positions of the robots are exchanged must be pursued. With less information, what action should the individual robot take? In this paper, an approach called Cooperative Local Interaction (CLI) is proposed to achieve cooperative hunting. This chapter is organized as follows. Section 2 describes CLI approach where the hunting task is divided into four states and the detailed design in each state is given. In section III, the motion strategies for the invader are designed. Simulations are conducted in section IV and section V concludes the chapter.
CLI Approach
Assume that a multi-robot team is used to perform a hunting task. We label each robot
. In order to avoid possible collisions, a range sensor model range S is used to perceive the environment. We assume that the robots and the invader can see each other with the same range as that of range S . Each robot may recognize other teammates and also can recognize the invader. The task is divided into four states, which are as follows: search state ⎯ each robot will search the environment until the invader is found. pursue state ⎯ when a robot knows the position of the invader either by perception or by communication and it thinks that the occasion to catch the invader hasn't come yet, it keeps pursuing the invader. catch state ⎯ when a robot thinks that the condition to catch the invader has been met, it will catch the invader within a period of time. predict state ⎯ after a robot loses track of the invader, it will predict the invader within a period of time.
The central idea of CLI approach can be stated as follows: each robot determines its current state, makes decisions based on the information of the invader and other robots near it. The task is executed through local interaction among the robots. In the following, the detailed design in each state is introduced.
Search State
The robot endeavours to find the invader in the search state. The individual robot keeps away from other robots to utilize the resources better when it sees them (Boolean variable b1=1), and in other cases (b1=0) it moves randomly. Regardless of initial distribution of robots and the environment's shape, an effective search can be accomplished. The robot's moving direction ( ) 
Pursue State
Let T P , T C denote the current position of the invader and its center, respectively. robot is it meaningful to judge whether the condition to catch the invader is satisfied.
robots near it and itself. The robots involved consist of a set i ℵ . The process judging whether the condition to catch the invader is satisfied is described in the following.
Step_1: if 
, the condition to catch the invader is considered to be satisfied.
When a robot thinks that the condition to catch the invader is not satisfied, it is in the pursue state and has to pursue the invader first. Considering any robot i R , the local decision-making process is as follows.
Step_1 Step_6: the ideal motion position ( )
Catch State
For the robot i R , once the condition to catch the invader is satisfied, it is in the catch state and will catch the invader by moving to the ideal position , it means that the invader maybe breaks away from being caught. In this case, the relevant robots need to re-analyze the situation.
Predict State
Because of the complexity of the task and its environment, the robots possibly lose track of the invader. For i R , when it loses track of the invader, it is in the predict state and has to predict the invader within certain steps , it shows that it is difficult to find the invader by prediction. This requires i R to research the environment.
Motion Strategy
The above decision-making of each state generates an output (a moving direction or a motion position) without considering the obstacles. Therefore, an effective motion strategy is indispensable to make each robot move effectively and safely. It combines the corresponding output with readings from sensors to control the robot. The strategy proposed here may enable each robot to obtain its safe moving direction that has the least angle with its ideal direction on the premise of predetermined step size. The robot adopts a range sensor model range S to perceive the environment. The detecting zone of each sensor is a sector. Fig. 1 shows the layout of sensors whose numbers are assigned from 0 to 8 as starting from the reverse direction of the robot's heading, which is shown in arrow. The robot can know the presence or absence of other objects in each sector as well as the distance to them. For any robot i R , it establishes a polar coordinate system Ri Σ whose pole and polar axis direction are its center and current moving direction, respectively. Denote ( ) (2) The final value of θ should satisfy eq. (2) The set of the values of θ satisfying the conditions of all sensors is defined as Ω , which is the intersection of ( )( )
When Ω is not empty, the most preferred value of θ can be obtained to make r θ θ − a minimum, or else, the proper θ cannot be found. In this case, the robot will turn right angle max r ζ without any change in its position.
Strategies for the Invader
Assume that the invader adopts the same model as that of the individual robot. While the invader does not see any robot or static obstacle, it moves randomly; otherwise, it will move along a safety direction determined by the safety-motion strategy. The invader establishes a polar coordinate system e Σ whose pole is its center and the polar axis direction is its heading. Denote ( ) . Based on the invader's current direction, Q (a multiple of 4) directions are generated and their set ℑ is depicted as follows.
The invader may move to the position ( ) q e q n V P ζ , on the premise of the predetermined step size e V without any collisions when the distance from the position to the detecting border of each sensor should be greater than or equal to a safety distance safe L influenced by the invader's velocity and its radius, that is,
satisfying eq. (8), the invader is still capable of moving, otherwise, no feasible moving direction is available and the invader is captured.
We label Ψ as the set of all directions within 
Simulations
In the following simulations, a random noise d D with a mean µ and a variance 
72
-- Table 1 . The values of parameters concerned (a) Before the invader is found (b) After the robotic system detects the invader Figure 2 . The trajectories of the robots and the invader in simulation 1 Fig. 2(a)~(b) show the trajectories of the robots and the invader before/after the invader is found in simulation 1, respectively. Three robots are chosen to execute the task. From Fig.  2 , it is seen that at the initial stage of motion, the robot of ID 1 and 2 will keep away from each other to enlarge their visual fields. When the robot of ID 2 detects the invader T, it informs other robots and the pursuit begins. Each robot decides its own movement. By local interaction among the robots, finally the invader is captured. In simulation 2, four robots are adopted and the environment is depicted in Fig. 3(a) . Fig.  3(b) shows the coordinates of robots and the invader. We cans see that when the robot of ID 1 is trying to move closer to the invader, the other three robots have already captured it. Although perhaps there are many robots (4 in this simulation) executing the task, it may be completed by local interaction among three robots. In general, more robots' participation within certain range may shorten the task time. Simulation 3 considers the case where a robot is suddenly abnormal. The initial environment is shown in Fig. 4(a) . We denote with m_State the robot's state. When m_State is chosen 1, 2, 3, 4, the robot is in the search, pursue, catch, and predict states, respectively. The variations of m_State for each robot as the task progresses are plotted in Fig. 4(b) . The process may be described as follows: The robot of ID 2 sees the invader after a short period of searching, and it broadcasts the invader's information to others. The other robots begin to move intentionally. However, several steps later, the robot of ID 2 suddenly becomes dysfunctional. The only source to provide the invader's information is cut off. Thereupon other robots try to predict the invader, and it does not work. They have to research the environment. Later, the robotic system finds the invader again and ultimately captures it. To further confirm the validity of CLI approach, it is also compared with individual action (IA), an approach where each robot takes individual action regardless of other robots. Not any local interaction among the robots adopting IA approach exists. A series of simulations (simulation 4) are conducted with the distance d increasing (see Fig. 5 ). For each d, 20 runs were performed and the results are shown in Fig. 6 , which describes the relationship of average step numbers of the robots adopting different approaches versus d. It can be seen that although the robots adopting IA approach sometimes may shorten the completion time than those adopting CLI approach, in many cases, the selfish behaviour of the robots adopting IA approach will lead to a delay of completion time. From all simulations conducted, CLI approach is considered an effective one. 
Conclusions
This chapter has mainly focused on the problem of cooperative hunting by multiple mobile robots in unknown environments. Because the positions of the robots are not exchanged among them in order to reduce the communication burden, it is hard for each robot to make a global decision. A better idea is to complete the task by local interaction among the robots. In this chapter, an effective approach called Cooperative Local Interaction (CLI) has been proposed. The approach is robust and independent of the environments. As the invader actively tries to escape by adopting the safety-motion strategy, the difficulty of hunting is increased. The validity of CLI approach is supported by simulations.
