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第1章　はじめに
　近年、半導体微細加工技術の急速な発展により、電子デバイスの性能は飛躍的に向上し
た。それに伴い電子機器、なかでもコンピュータの性能は以前では考えられないほど向上
しており、現在の爆発的な情報産業の発展を支えている。このように、コンピュータは性
能が向上するほどその用途が広がり、さらなる高性能が期待される。
　しかしながら最近、その性能の向上にも陰りが見え始めている。これまで、CPUやIC
などの電子デバイスは、マクロ的な挙動を仮定した上で集積率を高めることによって、よ
り高速に動作し、かっエネルギーの消費量も少なくしてきた。その線幅はすでに60nm、
そして45nmと原子数百個程度の大きさにまでなってきている。この大きさは、既にマク
ロではなくマクロとミクロの中間であるメゾスコピック系の領域に入りつつある。このた
め、電子の位相を考慮しないオームの法則は成り立ち無くなり、これまでの電子デバイス
の動作原理は崩壊するe
　そこで、メゾスコピック系で成り立つ新たな動作機構が数多く提案され、さまざまな研
究が行われている。しかしながら、メゾスコピック系は系全体に電子の波動関数が広がっ
ており、非常に系の形に敏感である。そのため、試料ごとに結果が異なることがあり、よ
り普遍的な物理現象を利用した動作機構が求められている。
　そこで、本研究ではメゾスコピツク系でのスピントロニクスデバイスの解析を行う。ス
ピントロニクスは電子の電荷に加え、電子のスピンを利用した新たなデバイスの研究を行
う分野であり、近年注目されている。なかでも、金属人口格子における巨大磁気抵抗効果
（GMR）は、ハードディスクのヘッダに利用され、ヘッダの磁気抵抗比を劇的に高めるこ
とに成功した。それによりディスクの記憶密度を上げることが可能になり、ハードディス
クの大容量化に大きく貢献した。これによって、2007年にグリューンベルクとフェールト
はノーベル物理学賞を受賞している。また、トンネル磁気抵抗効果（TMR）は次世代のメ
モリといわれているMRAMに利用され、すでに量産が始まっている。［i］
　本研究では、メゾスコピック系における任意形状の系の電子のスピン状態を考慮した量
子伝導特性の解析を行う。メゾスコピック系は、非常にクリーンであるため系全体でコヒー
レンスであり、スピン緩和時間も十分に長い。そのため、系内部でスピンの操作を行い、
それを観測できればスピンを利用したさまざまなデバイスの開発が期待される。［2，3，4，5］
また、スピンはアップスピンとダウンスピン、2つの状態しか持たないため、それらを0
と1に見立てれば電子一つで動作するデバイスも作製できる可能性がある。
　このようなスピンを操作する効果として、本研究では磁化スピン相互作用とラシュバス
ピン軌道相互作用を想定する。まず、磁化スピン相互作用の研究では、半導体中に磁化を
導入し、その局在磁気モーメントと伝導電子とのスピン間の相互作用により生じるスピン
反転やスピン分極の解析を行う。磁化を持ちいたすピント路に楠デバイスのデバイスの特
徴として、外部磁場により磁化の向きを変えることが出来るため、試料を作成した後でも
1
スピンへの作用を変えることが出：来るという点がある。［7，8，9］
　また、ラシュバスピン軌道相互作用は、2次元電子系に外部電場を印可することによる
対称性の乱れを原因とした相対論的な効果である。デバイスの応用への利点として、磁場
ではなく電場によりその強さを制御できるため、扱いやすい。なかでもDattaとDasによ
り提案されたスピンFETは、ドレインとソース電極に磁性体を導入しソース電極よりス
ピン注入させ、ゲート電圧によってラシュバスピン軌道相互作用の強さを制御してスピン
反転を起こしスピン状態を操作する。［6］その後、ドレイン電極の磁化の向きによってアッ
プとダウンスピンでの透過率が変わるため、これによりゲート電圧によってスイッチング
を制御するものである。従来のFETとくらべてスピンの向きを変えるだけなので小さな
ゲート電圧で済み、高速に動作する。そのうえドレインとソース電極の磁性体の磁化の向
きを変えることが出来るので、これを利用して新たな論理回路を作ることも可能である。
　メゾスコピック系にこれら2つの効果を導入した場合の数値解析を行う。また、メゾス
コピック系では、系の形状が伝導に大きく影響するため任意の形状に対応した数値計算が
必要である。任意形状の計算では、これまで強束縛近似や波束を入射しその時間発展を
見るウェーブパケット法など近似的な計算は行われているが、有限要素法や境界要素法と
言った支配方程式を直接解く方法はあまり用いられてこなかった。
　そこで、本研究では、有限要素法や境界要素法を用いて、任意形状の系を持つ2次元電
子系に一様磁場や磁化スピン相互作用および、ラシュバスピン軌道相互作用がある場合の
電子伝導特性の解析を行う。このような電子のスピンを考慮した有限要素法、そして境界
要素法はこれまでにないものである。メゾスコピック系において、境界要素法を用いた場
合は、系の支配方程式とそれに対応するグリーン関数から境界積分方程式を立て、境界上
の積分を実行することにより内部の未知変数を計算する。一方、有限要素法の場合は、波
動関数と試行関数とを形状関数を基底として展開し、それらにより作られる汎関数の停留
を求めることによって、節点での波動関数を求める。境界要素法は境界の離散化のみで良
いため、系全体を離散化する有限要素法と比べて、次元が一つ小さく、そのためメモリー
の使用量が少なくてすむ。よって、大きなメモリー量を要求する大規模かつエネルギーの
大きな計算においては、境界要素法の方が有利である。そこで、磁化スピン相互作用があ
る：場合については、境界要素法を用いる。本研究では境界要素法を複数の任意形状、もし
くは点状の磁性散乱体が含まれる系にも適用できるように拡張する手法を提案する。
　つぎに、ラシュバスピン軌道相互作用については、有限要素法を用いる。これは、境界
要素法を適用するにはグリーン関数が必要であるが、ラシュバスピン軌道相互作用がある
場合には、グリーン関数が分からないため適用できないためである。また有限要素法は、
ほとんどの微分方程式に対応でき、古くから多くの分野で用いられている計算手法である。
それにもかかわらず、これまでメゾスコピック系で有限要素法を用いた解析はほとんど行
われていない。特に、磁場がある場合を実際に解析を行った例はほぼないものと思われる。
そこで、本研究では、まず一様磁場がある場合の有限要素法による解析を行い、ABリン
グやランダム形状の量子ドットなどの計算例を示す．その後、ラシュバスピン軌道相互作
用を導入したポイントコンタクトでの計算結果を示す。
2
第2章　メゾスコピツク系の電子輸送
2．1　メゾスコピツク系とは
　近年の微細加工技術の発達により、平均自由行程と同じオーダーの試料の作成、および
その電気抵抗等の測定が可能となった。そのような系ではマクロスコピックな系とは異な
る電子伝導特性が期待され、マクロとミクロの中間という意味でメゾスコピック系［10〕と
呼ばれている。そこでまず最初にマクロスコピツク系での電子伝導現象について簡単に説
明し、次にメゾスコピック系との違いを述べる。
2．1ユ　ドリフト速度とフェルミ速度
　マクロスコピックな系において、電子は多数のフォノンなどの散乱体により散乱されあ
る終端速度で移動していると考えられる。今、電界E中に有効質量肌串の電子がある時の
運動方程式は
　　　　　　　　　　　　　　　㎡誓一一eE－kv　　　　　（2…1）
で表せる。ただし、VDは電子の電界によるドリフト速度でkは散乱体による抵抗の比例
係数である。これを解くと
　　　　　　　　　　　　　　　　　e　　　　　　k　　　　　　　　　　　　　　VD　＝＝一泥（1　一一・xp（一諺））　　　　（2・1・2）
となる。定常状態を考え古→ooとすれば
　　　　　　　　　　　　　　　　　　　　　e　　　　　　　　　　　　　　　　　VD＝一万E　　　　　　（2・1・3）
ここで数回の散乱により運動量が失われるまでの時間をTmとし、散乱により運動量が完
全に失われるとしたときの失われる運動量と、その間に外場から得られる力積が等しいと
考えられるので
　　　　　　　　　　　　　　　　＿－M＊VD＝eETm　　　　　　　　　　　　　　　　　　　　　　（2．1．4）
となり、（2．1．3）式よりk＝πLツ玩となる・よってドリフト速度VDは
　　　　　　　　　　　　　　　VD．一一讐E－一μE　　　　　（2．1，5）
　　　　　　　　　　　　　　　　　　脇
と表せる。ここでTmは運動量緩和時間・μは移動度と呼ばれる・また電流密度ゴd。潰は
　　　　　　　　　　　　　　　　　　　　　ne27：肌
　　　　　　　　　　　　　　　　　　　　　　　　E＝σE　　　　　　　　　　　　　　（2．1．6）　　 　　ゴdT乏μ＝－neVD＝　　　　　　　　　　　　　　　　　　　　　m＊
3
となりオームの法則が成り立つ。nは伝導に寄与する単位体積あたりの電子数、σは電気
伝導率である。
　ところで、電子は電界による運動だけではなくドリフト速度と比べて非常に速い速度で
ランダムな方向に運動している。ここで、伝導に寄与するのはフェルミエネルギー　Ef近
くのエネルギーを持つ電子なので
　　　　　　　　　　　　　　　　　E∫－1畷　　　　（2…7）
より、電子はこのフェルミ速度VF程度の速度で散乱体問を運動し散乱によりランダムな
運動をしている。
　また、電子が散乱により運動量が失われるまでの平均の距離である平均自由行程は
lm＝VFTm （2ユ．8）
と表せる。
　よって、マクロスコピックに見れば電子は全体としてはドリフト速度で移動しているが、
ミクロでは散乱体と散乱体の間をフェルミ速度で移動し散乱されランダムな運動をして
いる。
2．1．2　状態密度とフェルミ分布
　フェルミエネルギーEfが与えられたとき、電子の分布はフェルミ分布で与えられる。
　　　　　　　　　　　　　　　　　　　　　　1　　　　　　　　　　　　　　綱＝・＋。xp（皿K’BT）　　　（2’1’9）
十分に温度が低い場合、E－　Ef》kBTとすれば（2．1．9）式はボルツマン分布となり、
　　　　　　　　　　　　　f・（E）　・￥　・xp（一（篇E∫））
となる。さらに温度を低くし、TをOK近くまで下げるとステップ関数となり、
fo（E）iu・e（Ef－E）
（2．1．10）
（2．1ユ1）
となる。また、2．1．4節でも述べるがメゾスコピック系の実験の多くがフォノンによる散乱
を少なくするためこのような低温で行われる。
　2次元系の状態密度はπ炉の中に
　　　　　　　　　　　　　　　　跨一誓　　　（一）
がいくっ含まれているかを考え、スピンの縮退を考慮して含まれる全ての状態の数は
　　　　　　　　　　　　　　　　　　　　　　　た2πん2　　　　　　　　　 　　　　mS　　　　　　　　　　　　　　　　　　　　　　　　　　　E　　　　　　　　　　　　　　（2．1．13）　 　 NT（E）＝2x　 　 　 　 ＝s－＝　　　　　　　　　　　　　　　　　　　　　　　　　　π充24π2／3 2
4
となる。ただし、k＝v／翫万海とした。状態密度は単位面積・単位エネルギーあたりの
電子数なので　　　　　　　　　　　　　　N（E）一去響）一鼻　　　（2・…4）
で与えられる。同様にして1次元系の状態密度は
　　　　　　　　　　　　　蝸一2x21先一2孚　　（2…15）
であるので　　　　　　　　　　　　　　N（E）一夢讐L論　　・（2ユ・・6）
となる。ただし、v＝繁である。
　ところで、極低温での2次元系の電子密度は（2．1．11）式と（2．1．14）式よりバンドの底の
エネルギーをEsとすれば
　　　　　　　　　　ns－f．？N（E）綱dE一幕（EノーEs）　（2・…7）
となる。
　また、ボルツマン分布で与えられるときは（2．1．10）式より
　　　　　　　　　　　　　　　…諺脚（翠）　　　　　　　　　　　　（2．1ユ8kBT）
となる。
2．1．3　拡散電流とアインシュタインの関係式
　試料中に電子の濃度勾配があり、それによる拡散電流を考える。試料の左端でのフェル
ミエネルギーをμ1、右端をμ2とすればこのエネルギーの間にある電子密度は極低温であ
れば（2．1．17）式よりNs＝論として
　　　　　　　　　　　　　　　　η、＝ハ「s（μ1一μ2）　　　　　　　　　　　　　　　　　　　　　　　（2．1．19）
であり試料の長さをL、拡散係数をDとすれば拡散電流ゴは
　　　　　　　　　加一一eD▽…・2砥μ1孟μ2－－e2DN・E　（2…2・）
で与えられる。
　定常状態ではドリフト電流（2．L6）式と拡散電流（2．1．20）式が釣り合うと考えられるの
でゴ禰π＋伽∫∫＝0とすれば
　　　　　　　　　　　　　　D一畿一砦（μ・一μ2）　　　（2…2・）
となる。
5
また、分布がボルツマン分布で与えられるとき（2．L19）式は（2．1．18）式より
　　　　　　　　　　　　　n一農・xp（一（μ1一μ2　　k・BT））
であるので同様にすれば（2．1．21）式は
　　　　　　　　　　　　　　　　　D＝μ塑
　　　　　　　　　　　　　　　　　　　　　e
（2．1．22）
（2．1．23）
となる。この拡散係数と移動度との間に成り立つ関係をアインシュタインの関係式という。
2．1．4　位相干渉長
　ここまでは電子が散乱により失われるのは運動量のみとしてきた。この場合には不純物
等による散乱が全て弾性散乱であり、他の散乱がないものとすれば干渉性が保れる。しか
し、実際にはフォノンやクーロン相互作用により非弾性散乱も起きる。そこで、電子が数
回の非弾性散乱によりその位相の記憶を失う、つまり干渉性が失われるまでの時間を㍗
とすればその位相干渉長は1回のステップで平均自由行程lmだけ進むランダムウォーク
と考えられる。位相干渉長をlpとすれば％／τ附回のステップの分散で与えられるので
　　　　　　　　　　　　　場一鯛・s・θ〉一摯　　（2・・24）
となる。ただし、〈〉は統計平均を表し
　　　　　　　　　　　　　（・・s2θ〉一記・・s2θdθ一1　　（2…25）
である。さらに、（2．1．21）式より
　　　　　　　　　　　　　　　　　13　一　DTp　　　　　　（2・126）
となる。
　温度が低ければフォノンによる影響が少なくなるので知は大きくなる。また、（2．121）
式より電子濃度が高ければDも大きくなる。っまり、位相干渉長ls。は低温で高濃度であ
れば長くなり、より大きな試料においても干渉効果が起こるようになる。
2．1．5　メゾスコピック系の分類
　ミクロスコピックな系とはフェルミ波長λfと同程度の系である・またマクロスコピッ
クな系とは平均効果が生じる、つまり位相干渉長lpよりも十分に大きな系のことである。
このミクロとマクロの中間はメゾスコピック系と呼ばれている。つまり、系の長さをLと
すれば
ミクロスコピック系　L≦λf
メゾスコピック系　　λf＜L≦ら
マクロスコピック系　lq≦L
6
と分類できる。
　また、メゾスコピック系はその特徴的な長さに注目すればさらに細分化できる・もし・
系が平均自由行程lmよりも小さければ電子は全く散乱されずに流れることになる・この
領域をバリスティック領域という。散乱されないのでランダムウォークによる拡散はなく
なり位相干渉長（2．L26）式は、
　　　　　　　　　　　　　　　　　　lp　＝＝　VfTp　　　　　　　（2・127）
となる。
　次に系に散乱体を導入しいくつかの散乱体により散乱され拡散が起きている領域を拡散
領域という。さらに散乱体を増やし多数の散乱体により散乱され局在が起きる領域を局在
領域という。
　それぞれを特徴的な長さによってまとめると
バリスティック領域　λf＜L≦lm
拡散領域　　　　　　lm＜L≦ll
局在領域　　　　　　lt〈五≦転
となる。ただし、ltは局在長である。
22　Landauerの公式
2．2．1　2次元電子ガス
　近年、メゾスコピック系の実験の多くがGaAsとAIGaAsのヘテロ界面上に形成される
2次元電子ガスを用いて行われている。構造図を図2．1に示す。
　　一`IGaAs
GaAs
ヘテロ界面
図2．1：GaAs／AIGaAsヘテロ結合
　図22は結合前のバンドを模式的に書いたものであるがSiを添加しn型にしたAIGaAs
は絶縁体でありワイドギャップになっている。また、真性半導体であるGaAsはAIGaAs
と比べてナローギャップであるe
　これらを結合するとフェルミエネルギーをそろえようとn－AIGaAsからGaAsへと電子
が流れ出し、n－AIGaAsの界面近くにイオン化したドナーを残す。この影響によりGaAs
の界面近くにZ軸方向に静電ポテンシャルが生じ電子を閉じこめる。ただし、X－Y平面上
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図22：結合前のバンド図
図2．3：結合後のバンド図
では電子は自由に動ける。この層が2次元電子ガスである。また、これを用いたFETは
HEMTと呼ばれている。
　この構造の特徴はチャネルが真性半導体上に形成されることであり、MOSFETのよう
な不純物を添加した半導体にチャネルがある場合と比べて非常に高い移動度が得られる。
　実際に平均自由行程は温度にもよるが金属では10～100A、　si－MOSFETの界面電子
系では400A以下、　GaAs／AIGaAs界面電子系では1～10μmと4桁以上も大きな平均自
由行程が得られる。
2．2．2　サブバンド
　ポテンシャルを（x，Y）の関数とzの関数とに分離できるとき・自由電子のSchr6dinger
方程式は
　　　　　　　　　　　一蓋▽2ψ（r）一（Vi　（x，　y）　＋　v・（君））ψ（r）
とかける。ψ（r）を変数分離し、ψ（r）＝ψ⊥（x，の砺（z）とすれば
　　　［篇（∂2　　∂2∂x2十∂y2）ψ⊥司＋卜録急＋鷲卜E
（22．1）
（2．22）
である。ここで、（2．22）式の左辺最初のカッコは（x，y）のみの関数であり2番目のカッコ
は君のみの関数である。また、右辺は定数であるのでx，y，之が任意の変数であることを考
えれば
　　　　　　　　　　　［一篇（∂2　　∂2∂x2十∂y2）ψ⊥＋司一E⊥　（2・2・3）
　　　　　　　　　　　陽講蝋嵩　　　圏
と変数分離でき、また
E＝E⊥十E， （22．5）
である。
　2次元電子界面において電子はxy平面では自由に動けるがz軸方向では閉じこめられ
ている。
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図2．4：井戸型ポテンシャル
図2．5：エネルギーサブバンド
　っまり、V±＝0で込は図2．4のような井戸型のポテンシャルであると考えられるので
Ezが離散化され
　　　　　　　　　　　　E一蓋（鳶塁＋碍）＋蓋（η・Z7「　d）2　　　（2・2・6）
となる（図2．5）。ここで、隔，砺はx，y方向の波数でdは井戸の幅・nz　＝　1，2，3，…である・
　さらに、図2．6のようにy軸方向にも井戸型の閉じこめポテンシャルを作れば電子はx
軸方向のみ自由に動けることになる。この非常に細い導線を量子細線という。通常、名軸
方向のポテンシャルはかなりシャープでありn。＝1のモードのみをとる。このときのエ
ネルギーは
　　　　　　　　　　　　　E釜茎＋藷（n割Tw）2＋Ez・　　（2・2・7）
　　　　　　　　　　　　Ez・一蓋G）2　　・
となる。wはy軸方向の細線の幅、　ny＝1，2，3，・・一である。また、　y軸方向の閉じこめポ
テンシャルが調和振動子型ならば
　　　　　　　　　　　　　v・」（Y）　”　VO（誰）2－lmω言’　　　（2・2・8）
　　　　　　　　　　　　　　　　　　　　　ω・一～　鶏　　
（2．2．9）
という形でありこのときのエネルギーは
　　　　　　　　　　　　E一蓋硯＋（ny＋1）ha・＋・Es・　　　（2・2・1・）
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図2．6：量子細線
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図2．7：量子細線のサブバンド
となり（図2．7）、エネルギー間隔は一定間隔になるe
　また、彩軸方向のポテンシャルもシャープにしny＝1のみのモードをとるようにすれ
ば1次元導体となる。それに対してnyが1だけではなくいくつかのモードをとれる場合
を擬1次元系という。
22．3　1次元系のLandauerの公式
　メゾスコピック系は位相干渉長よりも十分に小さいので電流の表式は2．1ユ章のような
平均効果を考えている場合とは全く違ったものになると考えられる。電流と電流の相関か
ら系のconductivityを求める一般的な式として久保公式［11］がある。久保公式は無限に大
きい系を想定し電子間相互作用、電子格子相互作用等があっても成り立っ。しかしながら・
メゾスコピック系は当然有限な系であるので左右にっけたリザーバ（電子溜め）を無限に大
きいものとしてそれを含めて考えればよい。さて、この久保公式に対して電子間相互作用
や電子格子相互作用を考えない直感的な公式としてLandauerの公式がある。それではこ
のLa皿dauerの公式を図2．8のように試料（conductor）の左右にリード線（量子細線）をつ
けリザーバ（contact）を介して電流を流した場合を考え導出しよう。ここで、リザーバは
十分に幅が広くエネルギーが連続的であり少しぐらい電流が流れても熱平衡状態のままで
あるものとする。また、試料をエネルギーEの電子が透過する確率丁（のは左から右に透
過しても、逆に右から左に透過した場合でも同じとする。すると、このときの試料を通り
抜ける全電流1は右向きを正として電流が流れるためには透過した側の状態が空いていな
1G
71ead1一　　7 1ead2
conductor
　　　　　　　　　　　　　　　　図2．8：1次元導体
ければならないので
　　　　　　　イT（轍一μ・）（・一ゐ（・一μ2））ev（・）iN（・）d・
　　　　　　　　　　　co　　　　　　　　　　　　　　　　　　　1　　 　　 －f， “”　T（・）　f・ （E一μ2）（・一’・f・（・一μ・））・v（・）S・IV（・）d・（2・2・11）
となる。ここで、fo（∈）はフェルミ分布関数v（E）は群速度でありN（ε）は状態密度である。
1次元の状態密度は
　　　　　　　　　　　　坊ω一圭肇一皇
　　　　　　　　　　　　　N（・）一∂夢一響差一楽　　　（2・2・・2）
であるが、この場合編が正の向きのみをとるとしているのでN（c）が半分となる。（2．2．11）
式の1／2はそのためにかけてある・また・v（∈）は群速度であるので
　　　　　　　　　　　　　　　　　　　　1∂∈　　　　　　　　　　　　　　　　　”（c）＝颪　　　　　　（2・2・13）
であることから（22．11）式は
　　　　　　　　　J一剥゜°聯（・一μ1）－f・（・一μ・））d・　（2・2・14）
となる。ここで、両端のポテンシャル差e△V＝μ1一μ2が十分に小さいので
　　　ん（・一μ・國・一・△y）一あ（・一μ・）＋誓　（一・△η＋…
　　　　　　　　　　　　　　　　　　　　　　　　　　　E＝E　SL2
　　　f・（・一μ・）－f・（・一μ・）一一讐　・△V　　　（22．・5）
　　　　　　　　　　　　　　　　　　e＝E一μ2
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と近似できる。これにより（2．2．14）式は
　　　　　　　　　　　　i　・・　f2　AV　fX　T（E）（一讐）dc
となり、コンダクタンスgはスピンの自由度を考慮して2倍すれば
　　　　　　　　　　　　　9一響∬Tωc讐）dE
で表せる。極低温であれば（2⊥11）式より
一讐一δ（・一・f）
（2．2．16）
（2．2．17）
（2．2．18）
であるのでコンダクタンスは
　　　　　　　　　　　　　　　　　9÷（E∫）　　　（2・2．19）
となる。この式よりバリスティック領域においてコンダクタンスは透過率がわかれば求め
られることがわかる。
2．2．4　擬1次元系のLandauerの公式
それでは図2．9のように試料に擬1次元系を接続した系ではLandauerの公式はどのよ
うになるだろうか。
ア
κ
1ead1 lead2
con　uctor
v
図2．9：擬1次元系の伝導
図2．10：サブバンドnからサブバンドmへ
透過確4tC　Tmnで流れる
　擬1次元系においてはリード線でエネルギーが離散化されるのでそれぞれのモードから
それぞれのモードへ伝導することが考えられる。このとき、左側のリード線での波動関数
Ψ1と右側のリード線の波動関数Ψ2は左側から振幅1でモードnでそれぞれ入射したと
12
すれば
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2，2．20）w・＝・Σw・n
重濯鴫・弗（y十）～傷s血（i（z＋告））
　　　　　＋　1；1）　・mne－ikm・’～阜血（響（y＋1））袴甑（葦←＋告））（　・）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．222）Ψ・一ΣΨ・n
　　　　　　臨Σ舌一げ　傭・in（篭π（・＋1））～傷・in（葦（2＋）（一）
　　　　　　T
である。1．はz軸方向の細線の幅である。ただし、1＝n，mとすれば
　　　　　　　　　　　　　　E∫一錘＋勧　　（2・2・24）
である。このときの電流は確率の流れの式より
　　　　　㌔論起（％閣一ザ劉d卿　（2・2・25）
　　　　　摩蒜44（w2n（∂募）＊一蟻（∂舞））dyd・
となる。これらは直交関係からきれいにまとめることができて
　　　　　　　　　　　　　i・n一券（K・。　一一　£1・mn12K・m　　　　　m）　（－6）
　　　　　　　　　　　　　嶋（　）　1tmn　1・K・・）　　（－7）
となる。ここで、電流保存則からiln－i2n＝0が成り立たなくてはならないから
　　　　　　　　　　　　　Σi7襯【2鋤＋Σ1オー12篶一1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2228）
　　　　　　　　　　　　　m　　　　　　　　　　　　　　　　m
が成り立つ必要がある。このことから（2．2．28）式は確率の保存を与えていてモードπから
モード鵬への透過確率をTmn、反射確率をRmnとすれば
　　　　　　　　　　　　　　　　　Tmn－1亡一12矯　　　（2・2・29）
　　　　　　　　　　　　　　　　　砺一1・－12篶　　　　　　（2・2・3・）
　　　　　　　　　　　　　　　　　　Tn一ΣTmn　　　　　（2・231）
　　　　　　　　　　　　　　　　　　　　　祝
　　　　　　　　　　　　　　　　　　・R，，一ΣR。，n　　　　　（2232）
　　　　　　　　　　　　　　　　　　　　　鵬
　　　　　　　　　　　　　　　　　　　Tn－F．1｛｝ri＝＝1　　　　　　　　　　　　　　　　　　　　（2．2．33）
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と表すことができる。よって、（2．2．26）式と（2227＞式は
　　　　　　　　　　　　i・n一摩甑一等（・－Rn）　　（22・34）
となり、電流は群速度に透過確率をかけたもので表される。さて、この電流の式を使って
擬1次元系を流れる電流を導こう。それぞれのチャネルでは電子は独立に流れていて1次
元系と見なすことができるのでnチャネルの状態密度、群速度は
　　　　　　　　　　　　　　　　　　　　（hkn）2
　　　　　　　　　　　　　　　　　En＝　　　　　　　　　　　　　　　　　　　　2m＊
　　　　　　　　　　　　　　　　Nn（・）一畿
　　　　　　　　　　　　　　　　”n（c）一畿
となる。よって、トータルの電流∫は
　　　　∫嘱゜°Σ・i・n（・）f・（・一μ・）（1一ん（・一μ2））i”n（E）dE
　　　　　　－f。°°Σ・i・n（E）f・（・一μ2x・－f・（・　一　pa・））iNn（・）dE
　　　　　－f。°°Σ聯・一μ・）（1－fo（∈一μ2）剛のIA聯
　　　　　　一f。°°lil　）　Tn　（・）　f・　（E一μ2）（・＋μ・）鴎聯
（2．235）
（2．2．36）
となる。これは、（2．2．11）式と同じ形であるので同様にして変形することができ（2・2・17）
式に対応したコンダクタンスが
　　　　　　　　　　　　9一窺｝ω（∂fo∂∈）dE　（2．2．37）
となり、さらに極低温であれば
　　　　　　　　　　　　　　　9－i穿Σ1ら（Ef）　　　　　　　（2・2・38）
　　　　　　　　　　　　　　　　　　　n
が成り立っ。
2，2．5　コンダクタンスの量子化
　さて、極低温であれば擬1次元系のコンダクタンスは（22、38）式で与えられることがわ
かった。さらにバリスティック領域であれば散乱されることがないので反射確率が0にな
りTn（Ef）＝1となる。すなわち、
　　　　　　　　　　　　　　　　　9一繁　　　　（2・2・39）
となりモードの総数Nに比例する。（22．10）式や図2．7よりha。ごとにモードの総数が増
えるのでコンダクタンスは量子化され図2．11のようになる。
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図2．11：コンダクタンスの量子化［12］
2．2．6　2端子測定と4端子測定の違い
　ところで、（2．2．19）式や（22．38）式をみて違和感を感じないだろうか。直感的に考える
とT（Ef）＝1もしくはTn（Ef）＝1であれば透過確率が1であり抵抗がないと思われる。
しかし、これらの式では1／9＝h／2e2となり有限の値である・この原因はどこで抵抗を測
定しているかによる。もともとのLandauerが導いた公式［13］は図2．12のような状況を想
　　　　　　　　　　　　　　　　　conductor
　　lead　l
1－一一
、Rぐ＿一一・
1＋R
一一→T
1－R
　　　　　　　　　　　　　　　図2．12：2端子測定
定し、試料による反射確率をRとすれば試料の左側での電子密度が（1＋R）nで右側での
電子密度が（1－R）nとなりそのときの拡散方程式は
　　　　　　　imff　＝：　一・DVn　＝一・Dn（1＋R）E（1－＆）　・＝一・D曙　（2・2・4・）
となる。また、ドリフト電流は試料を通り抜けた電子を考えればよいので
　　　　　　　　　　　　　　　idrift＝　n（1－R）ev　　　　　　　　　　　　　　　　　　　　（22．41）
となる。アインシュタインの関係式の時と同様にこれらが釣り合うことから拡散係数Dは
　　　　　　　　　　　　　　　　　　　vL（1－R）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．2．42）　　 　　 Dニ　　　　　　　　　　　　　　　　　　　　2R
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となる。このときのコンダクタンスgは（2．1．20）式と（2⊥16）式より
　　　　　　　　　　　　e2工）1V3　22v（1－R）　2e21－R
　　　　　　　　　　9＝＝　　　L　　　＝　e　蒲　　　21：t　　　＝一万一　　、R （2．2．43）
となる。
　（2．2．19）式と（2．2．43）式は両方とも試料の抵抗を測ったものであるが異なった表式であ
る。この原因はどこで抵抗を測定しているかということであり、（2．2．19）式は図2．8での
左右のcontactに電流を流し左右のリード線での電圧を測定する4端子測定であるのに対
して、（2．2．43）式は左右のリード線で電流も電圧も測定する2端子測定なのである・この
ことから、もしR＝0とすれば（2．2．43）式は発散し直感と一致する。また、
　　　　　　　　　9－・一錫一ゐ＋蛎丁一・ξ1＋G；1　（22⑭
とすれば0♂が実際の試料の抵抗であり0ε1が残留抵抗であると理解できる。この残留
抵抗は、連続な状態を持つリザーバから離散的な状態を持つリード線に入射する際に生じ
る接触抵抗であると考えられる。
2．2．7　複数の端子がある場合のS行列
　図2．13のような試料に複数の端子をつけた場合をS行列を使って考える。ここで全端
　　　　　　　　　　　　：ンケm
図2．13：多端子回路
子のそれぞれのモードを1つのチャネルとして考え、あるチャネルnからあるチャネルm
への透過確率をTmnとする。このとき、　S行列は
（2．2．45）
とすれば
b＝sα （2．2．46）
16
α10α10
conductor 一」乏J
LOα
　　　　　　　　　　　　　　　　　図2、14：S行列
となる。ただしα、bはある入射チャネル、透過チャネルでの振幅に波数の平方根をかけ
たものであり電流を表す。また、合計総チャネル数をA4とした。たとえば（2・2・21）式・
（22．23）式をS行列で表せば
t　in　Vkf
亡。。西
砺符v煽
凋：悔…雁
　
ち　
妬　
M
　　オ源：擁三漂
有　
砺　
M
　　亡 舌・M～鷹
tnM＞疇
tMM＞厩
ー－西－ー
と表せる。また透過確率は
　　　　　　　　　　　　　　　　　Tmn　＝1Smn　12
で表せ、さらに電流が保存する必要があるので
　　　　　　　　　　　　　　　Σ　la．12一Σlbmi2
　　　　　　　　　　　　　　　　m　　　　　　　　　　　m
がなりたつから（22．46）式を使って
　　　　　　　　　　　　ata＝　btb＝［Sa］†［Sal＝a†s†Sa
となるので
　　　　　　　　　　　　　　　　s†s＝s8†＝1
である。これはS行列のユニタリー性を表しており、また
　　　　　　　　　ぬ　　　　　　　　　　　　　　　　　Ad’　　　　　　ハイ
　　　　　　　　　Σ　1・mn　12一Σ　1・nm12一ΣTmn一ΣTnm－1
　　　　　　　　　m　　　　　　　　　　　m　　　　　　　　　　　m　　　　　　　　　m
であることがわかる。端子盛から端子ゴへの透過確率
　　　　　　　　　　　　　　　　η＝ΣTmn
　　　　　　　　　　　　　　　　　　　n⊂i，m⊂ゴ
とし、Miを毫端子に属するチャネルの総数とすれば
　　　　　　　　　　　　　M　　　　　　　　　　ムゴ
　　　　　　　　　　　ΣΣT・n・n一ΣΣTn・n一Σ1・・Mi
　　　　　　　　　　　n⊂｛　m　　　　　　　　n⊂i　m　　　　　　　　n⊂i
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（2．2．47）
（22．48）
（2．2．49）
（2．2．50）
（2．2．51）
（22．52）
（2．2．53）
（2．2．54）
という総和則が成り立ち（2．2．53）式を用いて表せば
Σ　T」i一ΣT，ゴーM五
ゴ　　　　ゴ
（22．55）
であるe
2．2．8　透過確率の時間反転対称性
　端子iから端子ゴへの透過確率ヱ｝‘は次のような関係が成り立つ。
　　　　　　　　　　　　　　　　［乃霊］B＝＝［Tiコ・］＿B　　　　　　　　　　　　　　　　　　　　　　　　（2・2・56）
ここでBは系にかかっている磁場である。この関係はもちろん磁場がかかっていないと
きにも成り立つ。そこで、この関係を磁場がかかっている場合を含めて簡単に示す。時闘
を含むScr6dinger方程式は
　　　　　　　　　蝪ψ（凶一ド≠
でありtと一tを入れ替えれば
　　　　　　　　一充農ψ（－t，A）一［2m
である。また（2．2．57）式の複素共役をとると
　　　　　　　　　一緩鰐一［2m
＋v
nψ（t，A）
（　eA）2{γnψ圃
（’hV　一　eA）2
{v
（2．2．57）
（2．2．58）
（2．2．59）
である。（22．58）式と（22．59）式を比較して（2．2．59）式のAを一Aに置き換えればそれが
（22．57）式の時間反転に対応していると考えられる・つまり・
　　　　　　　　　　　　　　　ψ（一ちA）＝ψ（t，－A）±　　　　　　　　　　　　　（22・60）
が成り立つ。また、S行列の時間反転も同様にして
　　　　　　　　　　　　　　　　　　b＝［S］Ba　　　　　　　　　　　　　　　　　　　　　　　　　（22．61）
を時間反転すれば
　　　　　　　　　　　　　　　　　a＊＝［S］＿Bb＊　　　　　　　　　　　　　　　　　　　　　　（2．2．62）
であり、（22．61）の複素共役をとったものと（22．62）式から
　　　　　　　　　　　　　　　　　　げ＝［s＊］Bα＊
　　　　　　　　　　　　　　　　ゲ・＝［S一i］一一．Bα’　　　　　　　　　　　　　　　　　（22．63）
であるから
　　　　　　　　　　　　　　　　［s’ユB　＝＝　ls－’］一一．　　　　　　（22・64）
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が成り立っ。
　さらに、S行列のユニタリー性（2．2．51）式から
　　　　　　　　　　　　　　　　［S－11－B－［S†］－B　　　　　（22・65）
であり、（2．2．64）式から
　　　　　　　　　　　　　　　　｛5申］B－［st］－B
　　　　　　　　　　　　　　　　　［5］B－［stユーB　　　　　　（22・66）
となる。これは、（2．2．48）式より
　　　　　　　　　　　　　　　　［Tmn｝B　＝　［Tnml－B　　　　　（2・2・67）
であるから（2．2．56）式が成り立っ。
22．9　Landauer－BUttikerの公式
　低温における多端子のLandauerの公式（22．38）より端子iから端子ゴへの電流ち‘は
　　　　　　　　　　　　　　　㌍斐（触一鯛　　　（2・2・68）
である。ただし、μi、μゴは端子iとゴでの化学ポテンシャルである。端子iでの電流るは
全ての端子について足しあわせればよいので
　　　　　　　　　　　　Ii一Σi，，－i寄Σ怖μf－Tiゴμゴ）　　　　（2・2・69）
　　　　　　　　　　　　　　　ゴ　　　　　　ゴ
となる。このとき、総和則（22．55）式より
　　　　　　　　　　　　　　　ム考Σ恥一μゴ）　　　（22・7・）
　　　　　　　　　　　　　　　　　　　」
となる。この式をLandauer－Bifttikerの公式［14］といい、メゾスコピック系における多端
子回路の解析によく用いられている。
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第3章　スピンの性質
　本研究ではメゾスコピック系の試料に磁性散乱体を導入した場合またラシュバスピン
軌道相互作用がある場合の伝導特性を解析している。メゾスコピック系の実験で用いられ
ている試料の多くは基本的に非磁性半導体であり特に磁性的な性質を持たない。そのよう
な試料では電子のスピン状態は縮退しており、スピンに依存した伝導は見られない。そこ
へ磁性体を導入、もしくはラシュバスピン軌道相互作用が生じることによって、初めて縮
退が解けスピン状態に依存した伝導が現れる。そこで本章では、電子のスピンの一般的な
性質と磁性体の性質［16，17］を説明する。
　さらに電子の電荷だけではなくスピンを用いたデバイス工学であるスピントロニクスに
ついても説明し、そのいくつかの例を紹介する。
3．1　電子のスピン
3．1．1　スピン角運動量
　電子は軌道角運動量のほかにスピン角運動量を持つ。スピンは古典的には電子の自転に
相当するがその方向が離散化されており2つの状態のみをとることができる。軌道角運動
量は2ゴ＋1個の状態を持つがスピンの場合2つであるので」＝岩となる。
　またスピン角運動量演算子をsとすれば、軌道角運動量と同じ交換関係が成り立つので
　　　　　　　　［Sx，Sy］＝伽。，　［Sy，Sz］＝ihSXi　［Sz，Sx］ニを砺
　　　　　　　　［s。，　s2］一防ε『一［Sz，s2］－0　　　　　　（3・Ll）
となる。これらの交換関係からSx，Sy，szのどれか一つの固有値を決定すればほかの固有
値が決まらないことがわかる。そこで通常はs。の固有値を決定する。また、s、とs2の固
有値は同時に決定できることがわかる。
　このスピン角運動量演算子szは固有値圭餐を持つのでその固有関数は
　　　　　　　　　　　　　　s。α一告α，s。β一1β　　　（3・・2）
を満たす必要がある。これを行列で表せば、
　　　　　　　　　　　　Sz［1－lli61’　Sz［1－－1［1　　（3…3）
であるのでこれらからszを行列で表せば
　　　　　　　　　　　　　　　　Sz一奢［lP，］　　　　（3…4）
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となる。
　さらに、軌道角運動量と同様に
　　　　　　　　　　　　　　　　s＋＝Sx十　ZSy
　　　　　　　　　　　　　　　　s＿＝Sx－iSy
を定義すれば
　　　　　　　　　　　　　　　　　　　　1　1　1　1　　　　　　　　s＋α＝0，　　s一α＝h　（iΣ＋三；．）（ニー一十122）β＝hβ
　　　　　　　　　　　　　1　1　1　1　　　　　　　　s＋β＝h　（一十一・22）（互一百＋1）α＝充α，　　s一β＝0
が成り立ちs＋，s＿を行列で表せば
　　　　　　　　　　　s＋　・・　h「91］・s－　－h［28］
となる。よってs2，，　SYは
亀十＋の一豊［？6］・殉一躯の一ll劉
となる。これらのスピン角運動量演算子を
　　　　　　　　　　　　　　　　　　　　h．
　　　　　　　　　　　　　　　　　　5＝－a　　　　　　　　　　　　　　　　　　　　2
とおけば
　　　ax－［21］，　a・　＝［1ず］，　a・　＝［6　P，］，
と表せ、このσをパウリのスピン行列と呼ぶ。
　また、s2は（3．1．11）式や（3．1．12）式から
　　　　　　　　　　　　　　　’割副
（3．1．5）
（3ユ・6）
（3．1．7）
（3．1．8）
（3．1．9）
（3．1．10）
（3ユユ1）
（3．1．12）
（3、1．13）
となる。さらに、s2の固有値は軌道角運動量の場合と同様にがゴ（ゴ＋1）＝＝　h2S－2であり上
式からも確かめられる。ただし、ゴ＝　」（ゴ＋1）である。
3．1．2　磁気モーメント
　電子が角運動量を持っとそれにともない磁気モーメントが生じる。これを電子が円運動
しているものとしてみてみよう。半径rの円電流iは磁気モーメントmを生じる。
　　　　　　　　　　　　　　　　　m・＝pa。ir・2　　　　　　　（3ユユ4）
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角速度をωとすれば
　　　　　　　　　　　　　　　　　　　　　の　　　　　　　　　　　　　　　　　　i　・・　－e7．　　　　　　（3ユ・15）
であるから
　　　　　　　　　　　　　　　　　　　　　　　2　　　　　　　　　　　　　　　　m－一μ゜響　　　　　（3ユ・16）
となる。
　ここで角運動量の大きさはm，を真空中での電子の質量とすれば
　　　　　　　　　　　　　　　1＝＝r（meV）＝metur2　　　　　　　　　　　　　　　　　　　　　　（3ユユ7）
であるから
　　　　　　　　　　　　　　　　　m－一舞　　　　（3…18）
となる。
　しかし、量子力学的には角運動量は離散化されており12の固有値がh21（1＋1）であるこ
とからtの大きさはh　l（1＋1）＝hlである。よって、
　　　　　　　　　　　　　　　　m一欝一μ4　　　（3・1ユ9）
となり、このμBをボーア磁子といいおおよそ電子1個分の磁気モーメントを表す。また、
（3．1．18）式から磁気モーメントと角運動量は逆向きであり
　　　　　　　　　　　　　　　　　m－一峠　　　　　　　（3…20）
であることがわかる。
　以上は軌道角運動量の場合であったがスピンの場合は
　　　　　　　　　　　　　　　　　　m＝2μ、BS　　　　　　　　　　　　　　　　　　　　（3．1．21）
となる。これは実験的に確かめられており、さらにディラックによって理論的にも説明さ
れている。
　ここで、（3．1．19）式と（3．1．21）式を統合して
　　　　　　　　　　　　　　　　　　　　　　ll，s
　　　　　　　　　　　　　　　　m＝－9μβ一万
とする。ただし、gは軌道角運動量の場合は1でありスピンの場合は2である。
　実際には電子はこのスピンと軌道角運動量の両方を持っており全角運動量は
　　　　　　　　　　　　　　　　　　」＝t＋s
で表せる。よって合計の磁気モーメントは
　　　　　　　　　　　一一μBl－2μ÷一μB（1十28　　h）
であるができれば（3⊥22）式のように表したい。
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（3．1．22）
（3．1，23）
（3．124）
　そこで（3．1．23）式と（3．1．24）式から
　　　　　　　　　　　　　m←μB（1十2s　　h）伽）
　　　　　　　　　　　　　－r穿（1ゴ2－1吋の　　（鋤
であり、さらに（3．122）式から
　　　　　　　　　　　　　　m　　　hm・ゴ
　　　　　　　　　　9＝一μBゴ／苑＝一死ア胴
　　　　　　　　　　　÷蒙2÷8（5号詰1＋1）　　（3…26）
となる。これはs＝Oであれば9＝1であるし、1＝0であれば9＝2であるので（3・1・22）
式と確かに一致している。
3．1．3　スピン間の交換相互作用
　スピンとスピンとの間には平行もしくは反平行にしようとする交換相互作用が働いてお
り、これが磁性の一つの要因となっている。そこで、ここでは簡単に2つの原子について
考え交換相互作用を求める。図3．1のような2つの原子にそれぞれ1つの電子がある場合
　　　　　　　　　　　　　　　　　　　　　　　　　2
　　　　　　　　　　　　図3．1：2電子間の交換相互作用
を想定し、それぞれの波動関数の軌道部分をΨa（1），Ψb（2）とすれば2電子系の波動関数
Ψ（1，2）はその積で表せ
　　　　　　　　　　　　　　Ψ（1，2）＝Ψa（1）重b（2）
となる。また、この2つを交換した
　　　　　　　　　　　　　　Ψ（2，1）＝重a（2）Ψb（1）
もまたこの波動関数であるので、結局Ψ（1，2）はこれらを1次結合した
　　　　　　　　　　　　　　　1　　　　　　　　　　Ψs（1，2）＝175（ep　a（1）Ψδ（2）＋Ψ・脳（1））
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（3．1．27）
（3．1，28）
（3．1．29）
で与えられる。この波動関数は1と2の入れ替えについて対象である。
　それに対して反対称の波動関数も定義できる。
　　　　　　　　　　　　　　　　1　　　　　　　　　　ΨA（1，2）＝」（Ψ・（1）Ψb（2）一Ψa（2）Ψb（1））
　また、スピンについても同様に
　　　　　　　　　　　xs（・，　2）一騰β②＋　a（2）P（1））
　　　　　　　　　　　　　　　　1　　　　　　　　　　　）CA（1，2）＝泥（α（1）β（2）一α（2）β（1））
となる。
（3．1．30）
（3ユ，31）
（3，1．32）
　ここで1と2の合成スピン角運動量演算子を8＝S1÷S2と定義すればXSに対しては
5zの固有値が一1，0，1であるからS＝1であり、　XAに対しては5zの固有値が0のみで
あるのでS＝oであることがわかる。
5濯 θ
x5（1，2）
毒（α（1）β（2）＋α（2）β（1））
@　　　　α（1）α（2）
@　　　　β（1）β（2）
01－1 111
XA（1，2）毒（α（1）β（2）一α（2）β（1）） 0 0
（3．1．33）
　これらから3つの状態を持つxsをスピン3重項、1つの状態を持つ状態J）CAをスピン1
重項と呼ぶ。
　さて2電子系の波動関数は（3．1．29）式、（3．1．30）式・（3・1・31）式・（3・1・32）式の積で与え
られるが電子はフェルミオンであるのでその波動関数は交換に対して反対称でなければな
らない。よって、
　　　　　　　　　　　　　　　　　Φ1＝Ψ5XA
　　　　　　　　　　　　　　　　　Φ2＝9｝Al＞（s
の2つの反対称な波動関数となる。
　また、図3．1からそのハミルトニアンは
H－一W（▽1＋▽1）＋嘉（÷畜）＋端（銑
となる。
　これらからΦ1，Φ2のエネルギーEl，E2は
（3．1．34）
（3．1、35）
一＋
求{÷謀）（3・1・36）
E・－^Φ歪鰍一、旱，・（Q÷」）
E2－^ Φ御丁一1≒（（i？－J）
（3．1．37）
（3．1．38）
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と計算できる。ただし、
　　　　　　　　　　・－／Ψ：（1卿一／Ψ芭（2）Ψb（2）dr　（3…39）
　　　　　　　　　　（？－／Ψさ瞬（2脚）Ψb（2）dr　　醐
　　　　　　　　　　」一仲）Ψ：（2脚）Ψb（・）dr　　（3・1・41）
とした。cは重なり積分、　Qはクーロン積分、」は交換積分と呼ばれる。
　1と2の波動関数の重なりが十分に小さくc2を無視できるとすればこの二つのエネル
ギー差は
　　　　　　　　　　　　　　　　コ雪1－E2＝－2」　　　　　　　　　　　　　　　　　　　　　　（3．1．42）
で与えられる。つまり、もし」＞0であればスピンが平行の方が安定であり、」〈0であ
れば反平行の方が安定であることがわかる。
　また、スピンによる交換相互作用を
　　　　　　　　　　　　　貼一」G＋25蓋152）
で与えられると仮定してみる。ここで、
　　　　　　　　　　　　　　2Sl・S2＝S2－8ぞ一53
であるから平行であれば
　　　　　　　2S1・S・－1（・＋・）・2　一一　IG＋1）－IG＋・）寺
であり、反平行であれば
　　　　　2S・・S・一・（・＋・）h・－IG＋・）－1（1＋・）一一2
である。よって、平行の時のエネルギーが
　　　　　　　　　　　　　　E－－」（1＋1）一一」
であり、反平行の時のエネルギーが
　　　　　　　　　　　　　　E－－」G－1）－」
項を省いて
　　　　　　　　　　　　　　　ffex＝一一2JS1・S「2
とする。
（3．1．43）
（3．1．44）
（3．1．45）
（3．1．46）
（3ユ．47）
（3．1．48）
で与えられる。この結果は（3．1，42）式と一致しており（3⊥43）式が成り立つ・通常は定数
　　　　　　　　　　　　　　　　　　　　　（3．1．49）
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3．2　スピノル場の回転
　（3．1．2）式ではスピン角運動量演算子szを決定し・その固有値として±h／2をとった。こ
の場合、sxやSyの固有値を同時に決めることは出来ない。一方、　SxやSyを決定し、そ
の固有値を±h／2ととることもできる。この場合にも、他の固有値を決定することは出来
ない。ここでは、szの固有値を決めた場合とsxやSyの固有値を決めた場合との関係を示
し、さらにスピノル場の回転を議論するe
　まず、最初に3次元ベクトルの回転を考える。ある座ec　x＝（Xl，x2，x3）を回転軸e＝
（e1，e2，e3）の周りにθ回転させた座標ゴ＝（　’　　”Xl，二じ2，2｝3）を考える・ここで・Levi－Civitaの
全反対称テンソル吻た
鰍一
o÷乏，ゴ，んが1，2，3の偶置換であるとき
i，ゴ，kが1，2，3の奇置換であるとき
　　　　　　それ以外
（3．2・1）
を定義する。このとき、
　　　　　　　　　　　　　Σ・御伽一δ‘δガδ伽δ」ε　　　　（32・2）
　　　　　　　　　　　　　　k
が成り立っ。
　この記号を用いれば、単位ベクトルeまわりのθ回転させた座標変換婿＝Σゴ％鞠は
ai」．一（δザ・，eゴ）・。・〔θ）＋賜＋Σ・乏鰍・in（θ）
　　　　　　　　　　　　　　　k
と表せられる。実際にだ軸まわりの回転の変換A＝Σ毎％は
A一
hlll）：判
となり、成り立つことがわかる。
次に、スピノル場の回転を考える。［15］ここで、
　　　　　　　　　　　　　　　　　　　θ　　　　　θ　　　　　　　　　　　　　　　α一・。・（i）＋・i・3・si・・（E）
　　　　　　　　　　　　　　　　　　　　　　　　θ　　　　　　　　　　　　　　　　β一i（e・－i・2）sin（5）
を定義する。eは単位ベクトルなので、αとβには
1α12÷P12＝1
なる関係がある。このとき、以下の行列を考える。
ー
β，α
　＊
αβ
ー　謂　5
（32．3）
（32．4）
（3．2．5）
（3．2．6）
（3．2．7）
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この行列は
SS†－S†　u］匿HlαP吉1β㌦嗣一∫（3・2・8）
よりユニタリー行列である。また、
5－P鷲協織郭）鵡踏醜）］
一［19］鰐）＋，［？6］e・　・in（1）＋i［1三1％超）＋i［6　P，］艶畷）
－1…（1）＋ia・e・in（1）　　　　　　　（3・2・9）
と表される。ここで、σ＝（σ1，σ2，σ3）はパウリのスピン行列である。また、逆行列は
S－1＝　St　＝　l　coS（旦2）一　ia　・　e　sin（号）である。
　このユニタリー行列Sを用いて、（3．2．3）式を表す。パウリのスピン行列は・次の交換
関係
　　　　　　　　　　　　　　［σi，σゴ］－2話Σ・奄鰍　　　　　　　（3・2・1G）
　　　　　　　　　　　　　　　　　　　　k
と反交換関係
　　　　　　　　　　　　　　　　｛σi，σゴ｝＝2δ乞ゴ　　　　　　　　　　　　　　　　　　　　　（3．2．11）
を満たすeよって、
　　　　　　　　　　　　　　δi6」　＝＝　6iゴ刊Σ・正ゴ乱σκ　　　　（32・・2）
　　　　　　　　　　　　　　　　　　　　　k
が成り立つ。これを使えば、ε励＝－6伽より
　　［c・・，・a…e］一Σ駒・ゴーΣσゴ・ゴσ‘
　　　　　　　　ゴ　　　　　　ゴ
　　　　　　ー写（い写ゆ一琴（娠＋郊ゆ一2琶多6糊
（3．2．13）
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を得る。同様に、
　　　　　（σ・e）姻一寡σ幽・＋琴一）e・
　　　　　　　　　　　　一（σ・e）ei＋信ΣWゴ’σ鳶・ゴ’・」
　　　　　　　　　　　　　　　　　　　ゴみゴ　
　　　　　　　　　　　　一（σ・e）一黒q・趣写・・一σ細）　
　　　　　　　　　　　　一（σ・e）・i＋乞Σqゴ醐一Σ嚇w和’・ゴ’・ゴ
　　　　　　　　　　　　　　　　　　　ゴゐ　　　　ゴたゴ　た　
　　　　　　　　　　　　一（σ・e）e・・＋i（exe）Σ　a」　・・eゴーσi
　　　　　　　　　　　　　　　　　　　　　　jk
　　　　　　　　　　　　＝2（σ・e）一σi　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．2．14）
を得る。ここで、S－1σiSを計算すると
　　　S－・σ・S－［・…（1）－iσ・e・sin（1）］σ｛［∫…（1）＋iσ・e・in（1）］
　　　　　　　－c・s2（1）σi・＋i・in（1）…（1）［σi，（σ・e）］＋・in2（1）（σ・e）σi（σ・e）
　　　　　　　一・・s2（1）ai－2・in（1）・・s（1）多・ゴゴ酬sin2（1）（2…・e一σ｛）
　　　　　　　一・。・eσi＋（1－…θ）・・σ・ε＋Σsinθ・｛鰍σゴ
　　　　　　　　　　　　　　　　　　　　　　ゴん
　　　　　　　一￥（…e6ik　＋　（1－c・・　e）ei・k＋琴si　一》
　　　　　　　一　2　a・kah　　　　　　・　　　　（32・15）
　　　　　　　　　k
となり、ユニタリー行列Sは3次元ベクトルの変換（32．3）式と結び付けられる。また、
（3．2．15）式の両辺に左からS、右からS－1をかければ
　　　　　　　　　　　　　　　　σ・　一　2　aikSσkSm’　　　　　（3・2・16）
　　　　　　　　　　　　　　　　　　　鳶
を得る。さらに、α芭ゴをかけ、iにっいての和をとると
　　　　　Σα｛ゴσオーΣ　ai」　aik　Sσk　S－’一Σδゴた5σ丸5－1－SσゴS－1　　（3・2・17）
　　　　　　i　　　　　　　ik　　　　　　　　　　　　　h
となる。ここで、働の直行性Σ鈎αオゴ鰍＝δ齢を用いた。
　ある3次元ベクトルをxとおく。このベクトルのeまわりのθ回転した座標x’は（3．2．3）
式で表され、
　　　　　　　　　　　　　　　　　置1一Σ鰯ゴ　　　　　　（32ユ8）
　　　　　　　　　　　　　　　　　　　　ゴ
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であった。
　次に、2成分のスピノル場ψ＝Σ邑ψ．の回転を考える。ここで、田＝ψ†σψとすれば
これは3次元のベクトルとなる。よって、これを（3．2．18）式に代入し・（3．2．17）式を用い
れば
ψ†’σivt’　＝＝　X　aiゴvi†σゴψ一ψ†sσiS－’ψ
　　　　　ゴ
（3．2．19）
となる。つまり、スピノル場のe軸周りのθ回転は．
ψ’　＝　Sip （3．220）
で表される。
3．3　常磁性体
　磁性体を大きく分類すると、自発磁化を持つ強磁性体、自発磁化を持たず磁界を印可す
るとわずかに磁化する常磁性体に分類することができる。本研究は非磁性な半導体に磁化
を導入するものであり、また磁界がない場合を想定している。よって、導入する磁化は自
発磁化であり、強磁性体を導入することとなる。しかしながら、強磁性体の性質は常磁性
体の性質と密接な関わりがあるため、ここでは常磁性体の性質を簡単に2つのモデルで説
明する。
3．3，1　常磁性体のハイゼンベルグ模型
　常磁性体とは磁場によってわずかに磁場方向に磁化するような磁性のことである。これ
は熱振動によって電子のスピンが振動しておりランダムな方向を向いているためである。
（図3．2）ここで磁界王τをかけるとスピンはわずかにH軸方向に向きをそろえる・このと
＼ノ　〈e－1
ノ＼＼＼ー→←ーノ＼〆＼
図3．2：常磁性体のスピン
きの1つのスピンの磁気エネルギーは
u＝－M・H＝－MHc・s（θ）＝μ8Ec・s（θ） （3．3．1）
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である。ただし、磁場はz軸方向とし磁気モーメントMがHとのなす角をθとした。こ
のスピンの向きの分布はボルツマン分布で与えられθの方向に向く確率は
　　　　　　　　　　　exp（一紛…p（一響…（θ））　　（3・3・2）
に比例する。
　よってスピンがeとθ＋dθの間に向く確率p（θ）dθは球の表面で規格化することにより
　　　　　　　　　　　　　　　　exp（一響c。s（θ））2π・in・edθ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．3．3）　P（θ）dθ＝　　　　　　　　　　　　　　　f。°°・xp（」留…（θ））2π・in・edθ
で与えられる。よって、単位体積あたりのスピンの数をnとすれば観測方向の磁化1は
　　　　　　　　　　　　　　一ズP（θ）…θde　　　醐
となる。ここで雁五＝α、co8θ＝xとすれば
　　　　　　　　　　詣一鴇i誓一α÷L（α）　（3・3・5）
と計算できる。このL（α）をランジュヴァン関数といい図3・3のようになっている。L（α）
（ご）q
1
0，8
0．6
0．4
0．2
0
0 1 2 3 4 5 6 7
α
　　　　　　　　　　　　　　図3．3：ランジュヴァン関数
はαが十分に大きければ1に近づき1＝nMとなりスピンがすべてそろう。しかし・通常
ではそのような大きな磁界をかけることは難しい。逆にαが十分に小さければ
　　　　　　　　　　　　　　　L（α）－9÷…　　　（3鋤
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と展開でき第1項のみを採用すれば
　　　　　　　　　　　　　　　　　　　　　nM2πM　　　　　　　　　　　　　　　J＝一一：一一α＝一丑　　　　　　　　　　　　　　　　　　　　　3kT3
となり磁化は磁界に比例する。よってその磁化率xは
　　　　　　　　　　　　　　　　　　∫　　nM2
　　　　　　　　　　　　　　　　X＝万＝3K－T
となる。この磁化率が温度に逆比例する法則をキュリーの法則という。
（3．3．7）
（3．3．8）
3．3．2　常磁性体のイジング模型
　前節ではスピンはあらゆる方向を向くとしたが実際には前章でやったようにスピンの向
きは量子化されいる・軌道角運動量とスピン角運動量を足した全角運動量は璃＝ゴ，ゴー
1，…，一ゴ＋1，一ゴまで2ゴ＋1個の向きを持つ。このときの磁場がz軸方向であれば磁場中
でのポテンシャルエネルギーは
　　　　　　　　　　σ＝＝－9μB鋳∬一一9μB癒H・。・（θ）　　　（3．a9）
と表せる。ただし、
　　　　　　　　　　　　Mj　：jcos（θ）＝　　O（，フ十1）cos（θ）　　　　　　　　　　　　　　　（3．3．10）
である。
　またθ方向を向く原子のtw　nはボルツマン分布で与えられ
　　　　　　　　　　　　　　　　　　j
　　　　　　　　　　　　　　　n一Σn。・xp（U）　　　　　（3．3．11）
　　　　　　　　　　　　　　　　　　－j
であるから・磁化は（3．3．3）式と（3．3．4）式に対応して
　　　　　　　　　　・一ΣnM　＝＝　！LE（一9μB一ハ4j・）exp（u／k2「Σ⊃exp（σ／燕】T））　（3・3・・2）
である。ここで
　　　　　　　　　　　　　　　　　　σ　　　　　　　　　　　　　　　　　　翫＝by　　　　　　（3・3・13）
とおく。ただし、
　　　　　　　　　　　　　9一響b－←M」）　　　（3．3．・4）
とした。これらより
　　　　　　　　　　　　　　　　　　　　Σ　beby
　　　　　　　　　　　　　　　　I・＝π9μB　　　　　　　　　　　　　　　　　　　　（3．3．15）　　　　　　　　　　　　　　　　　　　　Σeby
となる。
　ところでi2）　ebY　＝　e－mjy＋e－（ゴー功＋…＋e知は等比級数であるので
　　　Σ幽÷1磐一盛繋≒睾伽一豊毒llデ）”（3・3・・6）
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となる。
　また、
…密一孟（lnΣ⑳ （3．3．17）
であるので
　　　　｝欝一（2号1）c・th（2ゴ芳1）α一毒・・th蕩一β・（α）（3・3・18）
となる。ただし、α＝ゴgである。このBゴ（α）はブリュアン関数と呼ばれている。また全
て磁界方向に向きがそろったときの磁化恥＝πgμBゴを使って磁化は
」＝loBゴ（α） （3．3．19）
で表せる。
　ここでゴ＝1／2を考える。これは軌道角運動量が1＝oでスピンがs；1／2，－1／2のど
ちらかを持つ場合に相当するeこのとき、g＝2であるので
　　μBE
α＝－　　kT
であり
　　　　　　　　　　　　　　　　B⊥（α）＝七anh（α）
　　　　　　　　　　　　　　　　2
となるので磁化は
　　　　　　　　　　　　　　　f＝π9μBtanh（α）
でありその磁化率はαが十分小さければ
（3．3．20）
（3，3．21）
（3．3．22）
　　　　　　　　　　　　　　　　　　　　　り　　　　　　　　　　　　　　　　　X－1藷　　　　　（3・323）
となる。これはさきほどのハイゼンベルグ模型と比べて3倍大きな値になっている。また・
このときのブリュアン関数B1／2（α）は図3・4のような形になっている。このゴ＝1／2の場
合のモデルをイジング模型という。
3．4　強磁性体
3．4．1　強磁性体の自発磁化
　常磁性体ではスピンはランダムな方向に向いていたが、強磁性体ではスピンの集団はあ
る特定の方向を向く。これは磁界をかけていなくても成り立ちそのような磁化を自発磁化
という。これにはスピン問の交換相互作用が大きく影響していると考えられる。交換相互
作用は（3．1．49）式より
　　　　　　　　　　　　　　　H，。一一2JSi・Sゴ　　　　　　（3・4・1）
で表される。これから」＞0ならば平行が安定であり図3．5のような強磁性体になり・
」』 モOであれば反平行が安定であるから図3．6のような反強磁性体になることがわかる。
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）1
0．8
O．6
0．4
0．2
0
Blrz（α）
α
図3．4：ブリュアン関数
図3．5：強磁性体 図3．6：反強磁性体
33
　さて、この強磁性体の磁化率をブリュアン関数をつかって求めてみよう、先ほどの交換
相互作用に外部磁界による項を加えて全体のエネルギーは
　　　　　　　　　　　σ一　一Σ2」s，　・　s」－91・B　Z　Si・H　　　　（3・42）
　　　　　　　　　　　　　　　話，ゴ　　　　　　　　　　　i
である。
　ここであるスピンSiに注目し相互作用する相手のスピンをその平均くSゴ〉で置き換える・
さらに単純化するため最隣接のスピンのみを考慮し向きがすべて同じ方向を向いているも
のとすれば
　　　　　σ一一琴2晒〉－9μB写無一9μB写島（H＋2讐〉）
　　　　　　　一一9μBΣ3i（H＋Hm）　　　　　　　　　　（3・43）
　　　　　　　　　　　　i
となる。つまり、相互作用の効果を仮想的な磁界に見立てて計算すればよい。この仮想的
な磁界をワィスの分子磁界という。この分子磁界は磁化1＝1VgμB〈Sゴ〉を使って
　　　　　　　　　　　　Hm－2讐L雛〉・一ω∫
となり磁界に比例する。ただし、nは単位体積あたりのスピンの数である。
　よって磁化はαを
　　　　　　　　　　　　　　　　　9μBゴ（H十Hm）
　　　　　　　　　　　　　　　α＝　　　　　　　　　　　　　　　　　　　　kT
とすれば常磁性の場合と同様に考えることができ（3．3ユ9）式より
1　・1・Bゴ（α）
（3．4．4）
（3．4．5）
（3．4．6）
で与えられる。ただし、Hmは∫を含んでいるからこの2式が成り立つように求める必要
がある。（3．4．4）式、（3．4．5）式から
　　　　　　　　　　　　　　　　素一課α一藷　　　（鋤
であるからBゴ（α）と（3．4．7）式を図に表せば図3・7となる・ただし外部磁界H＝0とした・
この図から温度が低いうちは自発磁化が存在するが温度が上がるにつれて大きさが小さく
なっていきある温度θに達した後は自発磁化がなくなってしまうことがわかる。この温度
をキュリー温度といいαが十分小さければ
　　　　　　　　　　　　　　　　B・（α）一嵜α　　　圃．
であることを使って（3．4．6）式と（3．4．7）式より
　　　　　　　　　　・一票寄一π92μ染＋1）ω一婆ω　（3・4・9）
となる。ただし、πL＝gμB　ゴ（」＋1）である。
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O．8
O．6
O．4
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T＞θ
τ＜θ
　　　α
図3．7：磁化の温度依存性
3．4．2　磁区構造
　このように強磁性体は磁界がかかっていなくても自発磁化を持つ。さらにその磁化は図
3．8のようにいくつかの磁区に分かれている。磁区はその中ではスピンの向きがそろって
図3．8：強磁性体の磁区構造
Magnetic　　Domain　Wall　　Magnetic
Domah1
図3．9；磁壁の形成
いるが隣り合う磁区同士では異なっている。隣り合う磁区間でのスピン間の相互作用は
U＝：－2．T　Si・Sj （3．4．10）
Domain
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で表せるから急激にスピンの向きを変えるよりも少しずつ向きを変えた方がエネルギー的
に得である。よって、磁区と磁区との間にはスピンが徐々に向きを変える磁壁が存在する。
（図3・9）
　メゾスコピックな試料に磁区を導入した場合もこの磁壁が形成され、その存在が伝導に
影響を与えることが考えられる。
3．5　スピントロニクス
　現在、半導体デバイスの多くは電子の電荷のみを利用したデバイスである。他方、HDD
等の記憶素子の多くは磁気モーメントつまりは電子のスピンを利用したデバイスであるe
これまで、これらは独立に研究が行われてきたがお互いに相反するものではなく、むしろ
同じ電子を用いたデバイスであるeスピントロニクス［18］とは電子の持つ電荷とスピン両
方に着目し、今までにない新しいデバイスを作成しようとするものである。
　このスピントロニクスは異方性磁気抵抗効果（AMR）や特に金属人工格子の巨大磁気抵
抗効果（GMR）の発見以来盛んに研究が行われている。これらの現象は金属のみであるが、
トンネル磁気抵抗効果（TMR）は強磁性半導体においても確認されている・
　また、スピントロニクスは遠い未来の技術でなくGMRはすでに且DDのヘッドに使わ
れ広く世間に広まっている。そこで本研究では、メゾスコピック系に磁化、もしくはラシュ
バスピン軌道相互作用を導入し、電子のスピン状態を考慮した伝導特性の解析を行う。こ
れにより、メゾスコピック系でのスピンを利用した新たなデバイスの基礎となることが期
待できる。
　そこで以下ではこられ3つの磁気抵抗効果｛19］と、メゾスコピック系でのスピントロニ
クスデバイスについて説明する。
3．5．1　異方性磁気抵抗効果
　異方性磁気抵抗効果（AMR）とは強磁性体のような自発磁化を持つ物質に磁界を印可し
その磁化状態によって抵抗が変化する現象である。これは以下のように理解できる。通常、
常磁性体ではアップスピン、ダウンスピンが対をなしてフェルミエネルギーまでの状態を
占有していく。ところが強磁性体はスピン問に相互作用が働いており特定の方向に磁化し
ていて、磁化した方向のスピンが多く占有される。よって、そのバンド図は図3．10のよう
にアップスピンとダウンスピンとで異なる。
　ここで電子が散乱され上の準位から入ってくる場合を考えてみよう。上の図ではアップ
スピンの状態はほぼ埋まっており散乱された電子がアップスピンに入ることは考えにくい。
一方、ダウンスピンでの状態は空いているのでダウンスピンが入ることは出来る。その結
果、アップスピンとダウンスピンでの抵抗が異なっており電流を流したときにアップスピ
ンの電子はダウンスピンに反転しなければ流れなれないことになる。これが異方性磁気抵
抗効果のおおまかな原因であると考えられる。
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図3．10：強磁性体のバンド構造
3．5．2　巨大磁気抵抗効果
　巨大磁気抵抗効果（GMR）は強磁性体の薄膜を何十にも重ねた入工金属格子において確i
認されている。それぞれの層間では反強磁性体の場合と同様に」〈0の時の交換相互作用
によって磁化が反平行となっている。そこに磁界を印可することにより反平行から平行と
なりそれによって抵抗が変わる現象である。抵抗は平行なときの方が小さく反平行の時は
非常に大きくなる。
　これは次のような2流体モデル［20］を用いて現象論的に説明できるe電子が散乱され
↑ρ
↓P
図3．11：2流体モデル
アップスピン、ダウンスピンそれぞれでの抵抗が違うとすればそれは図3．11のような並列
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回路と見なすことができる。よって合成した抵抗は
　　　　　　　　　　　　　　　　　ρ・＝ρ1ρ↓　　　　　　（3．5．1）
　　　　　　　　　　　　　　　　　　　ρ↑十ρ↓
である。
　次にこの2流体モデルを用いて何層もの磁性体があるときの抵抗を計算する。図3．12の
　　　　　　　　　　　　　　　　　　　N
　　　　　　　維二二二二〉
　　　　　　　　　　　　　　ρ．
　　　　　　　　　　　　図3．12：強磁性体の多層膜中の伝導
ようにアップスピンとダウンスピンが独立に伝導すると考えるeこのとき、スピンと磁化
が平行なときの抵抗をρ＋、反平行なときの抵抗をρ＿とする。磁化が平行なときの抵抗は
それぞれのスピンでの抵抗が層の総数をNとすれば
　　　　　　　　　　　　　　　　　　ρ↑＝＝i＞p＋　　　　　　　　　　　　　　　　　　　　　　　　　　（3．5．2）
　　　　　　　　　　　　　　　　　　ρ↓＝Nρ＿　　　　　　　　　　　　　　　　　　　　　　　　　　（3．5．3）
であるから、その合成抵抗は
　　　　　　　　　　　　　　ρF一ρ鐸1↓一譜笠　　　（3・5・4）
となる。また、反平行であれば2つの反平行な磁化での抵抗を平均した（ρ＋＋ρ⇒／2を用
いて　　　　　　　　　　　　　　　P↑一ρ↓－Nρ＋吉ρ一　　　（3・5・5）
であるから反平行なときの合成抵抗は
　　　　　　　　　　　　　　　　ρAF　・・　Nρ＋去ρ一　　　　（3・5・6）
で与えられる。
　このとき磁気抵抗比を
　　　　　　　　　　　　　　　　生一ρAF・一・P・F’　　　　　（3．5．7）
　　　　　　　　　　　　　　　　PO　　　　PF
と定義すれば
　　　　　　　　　　　　　　　ρ㌣F－（α云1）2　　（3・5・8）
となる。ただし、α＝ρ＋ρ＿である。
　この式よりα・＝kつまりp＋＝ρ＿であれば磁気抵抗比は0であり磁気抵抗効果がない
がα≠1であれば磁気抵抗が存在することが確かめられる。
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3．5．3　トンネル磁気抵抗効果
トンネル磁気抵抗効果（TMR）は非磁性な絶縁体を強磁11k体で挟んだ構造となっている。
このとき、非磁性な絶縁体ではスピンフリップなしでトンネルすると考えられる。よって
↓ ↓
・　，
↓
・　，
↓
↑ ↓
↑ ↓
pa　3．13：トンネル磁気抵抗効果
左右の磁化が平行であれば両方のスピンとも状態が空いているのでほぼ抵抗なしに伝導す
ることができる。ところが、反平行であるとどちらかの空いている状態が少なくなり大き
な抵抗を生じる。これがTMRの原因である。
　このTMRは次世代のメモリといわれているMRAMにも用いられており、左右の磁化
を平行か反平行にすることにより抵抗が変わりそれが0と1に対応する。
3．5，4　メゾスコピック系でのスピントロニクス
　メゾスコピック系は系全体がコヒーレントであり、スピンの情報が失われる時間である
スピン緩和時間も長い。そのため、電子のスピン状態を操作し観測できれば、電子1つで
動作するデバイスが実現される可能性も十分に考えられる。メゾスコピック系でのスピン
トロニクスデバイスは大きく分けて3つに分類される。まず、その一つがSpin　Filterであ
る。（図3．14）Spin　Filterはスピン分極していない、つまりアップスピンかダウンスピン
か分からない電子を入力し、スピンの向きを特定の方向にそろえ、どちらかの向きに分極
したスピンを出力するデバイスである。Spin　Filterとして最も単純な構造のものは図3．13
のように強磁性体を導入したものである。ただし、TMRでは問に絶縁体を挟んでいたが、
メゾスコピック系では2次元電子系など半導体を挟むことになる。この場合、強磁性体と
半導体との界面で散乱が生じ、透過確率が低くなったり、界面でせっかく揃えたスピンの
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スピン分極
していない電子
↑or↓？
system
図3．14：Spin　Filter
向きが変わってしまったりする。そのため、より効率よく半導体にスピン注入できる機構
が望まれている。
スピン分極　　　　　　　　スピン分極
　した電子　　　　　　　　　した電子
一→　　　　一一一→レ
　　↑，↓　　　　　↑，↓
　　　　　　　スピン状態を操作
図3．15：Spin　Device
　次の1つがSpin　Deveiceである。（図3．15）Spin　Deviceは、　Spin　Filterによってスピン
分極させた電子をスピン注入し、そのスピン状態を電場や磁場、磁化などにより操作する
デバイスである。
　そして、最後の1つがSpin　Analyzerである。　Spin　Analy2erではSpin　Deviceによって
操作したスピンを観測するためのデバイスである。これにはさまざまな機構が考えられて
おり、例えば垂直磁場を印可し、そのサイクロトロン半径がゼーマンエネルギーによって
スピンで異なることを利用した磁気フォーカシングによる測定［2，3］や、量子ドットにス
ピン状態の分かっている電子を閉じこめ、近くを流れる電流とのクーロン相互作用を利用
した測定［4］などがある。
Spin　Analyzer
Spin　DeviceSphl　Filter
図3ユ6：メゾスコピック系でのスピントロニクスデバイスの構成
　メゾスコピック系でのスピントロニクスデバイスの多くはこれら3つのデバイスによっ
て構成されている。（図3．16）本研究では、磁化やラシュバスピン軌道相互作用を利用した
新たなSpin　FilterとSpin　Deviceを提案する。その性能の指標として・ここで2つのスピ
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ン分極率を定義する。まず、Spin　Deviceの性能を評価するための指標として・透過確率
に対するスピン分極率を以下のように定義する。
　　　　　　　　　　　　　　　　　　　TT－Ts　　　　　　　　　　　　　　　　　　　　　　　T，↓　　　　　　　　　　　　　　　　　　　　　　（3・5・9）　 　 P↑，↓＝　　　　　　　　　　　　　　　　　　　TT＋T！
ここで、TT，↓はスピン分極した電子を入射させたときのアッブもしくはダウンスピンで
の透過確率であるe
　一方、Spin　Filterの性能を評価するための指標として、コンダクタンスに対するスピン
分極率を以下のように定義する。
　　　　　　　　　　　　　　　　　　　G↑－G↓　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．5．1G）　　 　　 Pニ　　　　　　　　　　　　　　　　　　　G↑÷G↓
ここで、G↑＝GT，↑＋G↓，↑・G↓＝＝　G↑，↓＋G↓，↓であり・それぞれスピン分極させていない電
子を入射させたときのアップ、もしくはダウンスピンで透過するコンダクタンスである。
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第4章　磁壁の影響
　3．42節でみたように磁区には磁壁と呼ばれるなだらかに磁化が変化する場所が存在す
る。［23］そのような場所の解析には後で述べるが境界要素法は不向きである。
　そこでこの磁壁の影響を1次元において転送行列法を用いて調べる。転送行列法を適用
するに当たって磁区がある場合のSchr6dinger方程式を導きそれをヘルムホルツ方程式に
変換する方法を示す。
4．1　磁区がある場合のSchr6dinger方程式
4．1．1　磁化中でのスピンのエネルギー
　スピンの磁気モーメントは（3．1．11）式や（3．1．12）式・（3．1．22）式から
　　　　　　　　　　　　　　　　　　　　s　　　　　　　　　　　　　　　　m－2μB万一μBσ　　　　　（4⊥1）
と表せる。この磁気モーメントをある磁化M（r）中においた場合そのエネルギーは
　　　　　　　　　　　　　　E＝－m・M＝一μBσ・M　　　　　　　　　　　　　（4．1．2）
と表せる。
　ところでスピンを考慮した場合、電子はアップスピンもしくはダウンスピンのどちらか
を持ちその波動関数はそれぞれ
　　　　　　　　　　　　　　　　ψω一（謝
とかける。ここで、一般的なポテンシャルがある場合のSch6dinger方程式は
　　　　　　　　　　　　（一蓋▽2＋v（r））（II）－E（8’1）
である。この場合はψ↑もψ↓も同様な式を満たしている。
　　　　　　　　　　　　（－3？▽2＋v（r））ψL↓－E・iPT，1
（4．1．3）
（4ユ．4）
（4．1．5）
つまり、この場合はアップスピンとダウンスピンはお互いに独立でありスピンフリップは
起こらない。
　ところが磁化がある場合のScr6dinger方程式は（4．1、2）式より
　　　　　　　　　　（一蓋▽2－paBσ　・　M（r））（II）－E（1：）　（鯛
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となる。ここで重要なことはパウリのスピン行列σの成分がそれぞれ2×2の行列である
ことである。つまり、アップスピンとダウンスピンが混ざり合うことが考えられる。まず、
上式を展開する前にスケーリングを行う。
4．1．2　スケーリング
（4．1．6）式のスケーリングを行う。長さの次元をdでとる。すると、
　　　　　　（－v2－2z’IIEi＄u！z！”glMld2c・・A2t（r））（ID－2響d2（II）
　　　　　　　　　　　（－e・－Mσ・AZf（r））（ID－（h・d）2（＄1）
（4，1．7）
（4．1．8）
と無次元化できる。ここで、▽は無次元の▽でありMはMの単位ベクトルである。
　よってパラメーターとしては
　　　　　　　　　　　　　　　　　築2一㈹2　　　（4…9）
　　　　　　　　　　　　　　　2㎜箒1Mld・－M　　　（4・1ユ・）
の2つとなる。
　なお、これ以降においては簡略化のために（4．1．8）式を次のように書くことにする・
（一▽2…M（r））（II）一（kd）2（ll） （4ユユ1）
4．1．3　スピンフリップ
次に、（4．1．11）式を展開していく。まず
　　　　　　σハ4－［ll］M・＋［1ず］My＋［乙」91］M一
（4．1．12）
であるから
　　　　　　　　　σ　（ψ↑ψ↓）一（瓢撒亡II笠）
となり結局（4．1．11）式はアツプスピン、ダウンスピンそれぞれに対して
｛　一▽2ψ↑＝（（kの2＋Mz）ψ↑＋（Mx－i　Atfy）ψ↓
　一▽2ψ↓＝（（kdd）2－Mのψ↓＋（．Mx＋iMy）ψ↑
（4．1．13）
（4．1ユ4）
となる。
　これをみると、磁化ベクトルを導入することによって、それぞれのスピンに対してSchr6dinger
方程式が独立ではなくなっている。しかしながらこの式を元に計算を行う場合、グリーン
関数が知られているヘルムホルツ型の式ではなく扱いづらい。そこでこの式をヘルムホル
ツ方程式に変換する方法を考える。　　一
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4．1．4　ヘルムホルツ方程式への変換
　磁化ベクトルMが一定であるとみなせる領域に分割する。そのゴ番目の領域において
次のように新たな波動関数を定義する。
　　　　　　　　　vil”）一（M（の±M！ゴ））ψ1ゴ）±（M9）－iMgゴ））ψP
この式に（4⊥14）式を代入すればψ皇）はそれぞれヘルムホルツ方程式
　　　　　　　　　　　　一▽2ψ皇）＝（（iCd）2±M（ゴ））ψ皇）
（4．1．15）
（4．1ユ6）
に従う。ただし、M（の＝1、M〔ゴ）1である。式（4．1．16）を使えばthy’）とψ9）に対して通常
のポテンシャルのように解くことができる。
さらに岬と把がわかれば搾）とψP）は逆変換
　　　　　　　（ψ彰）vti」））－2諺ω（器曙聯ψ望）（4助
により求めることができる。つまり、この新しく定義した波動関数を用いればヘルムホル
ッ方程式が得られ、そのグリーン関数が分かっているので境界要素法を適用できるeしか
しその際、磁化が一定の領域に分割する必要があり、磁壁のように磁気モーメントが連続
的に変化する場合は扱いにくい。
　そこでまず1次元系においてこの磁壁の影響を議論する。［25］
4．2　1次元系における磁壁の影響
4．2．1　磁区と磁壁の形状
　3．4．2節で述べたように磁区にはその周りに磁壁が形成される。磁化のない非磁性の試
料に磁化した領域を導入した場合もその境界近傍に磁壁が形成される。そこで磁区の磁気
モーメントをM＝（0，My，O）とし・Myを図4．1のように幅Lの磁i区の両端にλwの磁壁
がある場合を考える。∬軸正の向きに振幅1でアップスピンの電子波が入射し、振幅7↑，↓
でアップスピン、ダウンスピンそれぞれで反射され、振幅t↑，↓で透過するものとする。ま
た、長さの次元dはこの幅Lでとる。磁気モーメントが一定の領域に分割する必要がある
ので図42のように磁壁を短冊状に分割する。ここでは計算の都合上磁区も同様の幅で分
割してある。次に、（4．1．16）式を用いて転送行列法で計算を行う・
4．2．2　転送行列法
　転送行列法ではそれぞれの領域での転送行列を求め全体の転送行列をそれぞれの領域で
の転送行列を次々と掛け合わせることによって求める。ここで注意しなければならないの
は（4．1．11）式は連続でなめらかであるが（4．1．16）式はその逆変換（4・1・17）式からわかるよ
うに重みがかかるために連続ではない。よって、ψ士を一度ψ↑，↓に変換してから境界条件
により転送行列を求める必要がある。
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図4．2：磁区と磁壁の分割
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　まず、図4．2のように磁壁を幅aの領域に分割しある領域」に注目すれば領域」の左側
での波動関数は
　　　　　　　　　　　　　　ψ！斧一・de’kde＋D．・一’kde　　　　（4・2・・）
　　　　　　　　　　　　　　ψ！2－Od・’kd：＋Dd・一’kdm　　　　（4・2・2）
であり領域」の右側では
　　　　　　　　　　　　　ψ！ll　Eue聯一α）＋Fu・一‘hd（x一α）　　　（4・2・3）
　　　　　　　　　　　　　ψ！｛IEd・｛た伽｝縄・一’KAd（x”a）　　　（4・2・4）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．2．5）
である。
　領域」での波動関数は（4．1．16）式から
　　　　　　　　　　　　　ψ皇）一魂）e魂）・＋β皇）e－1海皇）・　　　（42。6）
で表せる。ここでkpm（ゴ）＝　（kd）2圭Mωとした。いま・M＝（0，　My，O）としたので逆
変換（4．1．17）式より
（ψ1ゴ）ψ1ゴ））－2毒）C謎）））
　　　　　－iltillls（」）（4宰）・雌）・＋B9）確〉・幽＋B皇）畿欝濃｛雌））（4・2・7）
である。
　これらの式に境界条件
　　　　　　　　　　　　　　　　　融・）一ψ皇）（・）
　　　　　　　　　　　　　　∂ψ！盆＠）一∂ψ皇）＠）
　　　　　　　　　　　　　　　∂x　　　　　　∂x
　　　　　　　　　　　　　　　　　　　　　　　　　　x＝O　　　　　　　　　　　　　　　　　　x＝O
　　　　　　　　　　　　　　　　　ψ皇）（α）＝ψ鼻盆（α）
　　　　　　　　　　　　　　∂ψ皇）（c）　　　　　∂ψ臼≧＠）
　　　　　　　　　　　　　　　∂x　　　　　　　∂x
　　　　　　　　　　　　　　　　　　記＝a　　　　　　　　　　　　　＄＝＝α
を適用すれば転送行列T（ゴ）が決まる。さらに全体の転送行列はT＝T（AT）T（N－1）…T（1）
から求まるe
　また領域1の左側の入射電子の波動関数は
　　　　　　　　　　　　　・ψ1㌣e｛櫨＋r↑・一’k’dz　　　　（4・2・8）
　　　　　　　　　　　　　　　　ψ1？－r↓・一’K’dx　　　　　　（4・2・9）
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であり、領域Nの右側の透過電子の波動関数は
ψ！窪）－t↑・’K’d（コじ一Nα）
ψ！ぼ）－t↑・’kd（x－Na）
（4．2．10）
（4．2．11）
である。よって先ほどの全体の転送行列とこれらの式からそれぞれのスピンでの透過反射
係数が得られる。
4．2．3　計算結果
　まず最初に磁壁がある場合の結果を示す。なお、全て全体の要素数N＝60でIMI＝
My＝8として計算を行った。図4・3は磁壁の幅λω＝1／2としたときの各スピン状態の
→←㌶．→
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図4．3：λω＝1／2、L＝1での透過反射スペクトル
透過、反射スペクトルである。磁性散乱体によりスピンフリップが起こりアップスピンだ
けではなくダウンスピンでも透過、反射していることがわかる。また、波数が低いときは
アップスピンのままほとんど反射しており、高くなるとスピンフリップが起こり始め、ダ
ウンスピンでの透過、反射が起こる。さらに高くなるとアップスピンでそのまま透過して
いくようになる。
　っぎに磁壁がない場合の結果を示す。図4．3と図4．4を比べるとスピンフリップ自体は
同様に起こっているがスペクトルが大きく異なっており、磁区の両側に磁壁がある場合と
ない場合とではその結果は異なる。
　そこで磁区と磁壁を適当な幅に調整する。図4．5は磁壁がない場合の図4．4にかなり近
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図4．4：λω＝0、L＝1での透過反射スペクトル
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図4．5：λω　＝3／4、L＝3／8での透過反射スペクトル
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L
い。これは逆に言えば、磁壁がない場合でも有効な磁区幅を考えれば磁壁があるときと同
じようなスペクトルが得られるということである。したがって、2次元系での磁性散乱体
の影響は磁壁を考慮しなくても定性的には議論できる。
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第5章　磁場中の自由電子の運動
　本研究では、有限要素法を用いてメゾスコピック系に一様磁場がある場合の解析を行う。
メゾスコピック系に磁場を印加した場合、電子の軌道が大きく変わり、さらに時間反転対
称性も崩れ、それらが電子伝導に影響する。そのため、量子ホール効果や、アンダーソン
局在や負の磁気抵抗効果など磁場を印加して初めて表れる現象も多く知られている。［21］
そこで本章では、磁場中の自由電子の運動を古典論と量子論の両面から説明する。
5ユ　古典論
5．1．1　ハミルトニアン
古典論での磁場中の自由電子のハミルトニアンを導出する。次のラグラジアンを考える。
　　　　　　　　　　　　　　弓伽2－・y＋・帰　　　（5ユユ）
ここで、mは電子の質量、　eは電子の電荷、　Vはスカラーポテンシャル、　Aはベクトルポ
テンシャルである。また、VとAは時間によらないものとする。このx成分を考える。　x
方向の正準運動量は
　　　　　　　　　　　　　　　瑞一髪一禰慨　　　 侮2）
で与えられる。また、この時間微分は
誓一幡e（箒＋筆＋箒う （5，1．3）
であり、（5、1．1）式をxで微分して
髪一÷e（箒＋箒＋讐う （5．1．4）
よりオイラー方程式は
　　　　　　　　　　　些＿聾＿o
　　　　　　　　　　　　　　　∂xdt
　　　　　　　　　　　　　　　　　　　　　∂v　　　　　　　　　　　　　　　　　＝＝mX＋ε孫「－e（OfxB）x
となる。yや3成分についても同様にとけば・電子の運動方程式として
m“罵一eE＋e（ゲ・×β）
（5ユ・5）
（5、1．6）
5⑪
が得られる。これは、ローヒンツカを受けている場合の電子の運動方程式を示しており、
この場合のラグラジアンとして（5．1．1）式を用いればよいことがわかる。次に、このラグ
ラジアンを用いてハミルトニアンを求める。
　　　　　　　　　　　　　H＝P4－L
　　　　　　　　　　　　　　－P・弓融・y－・di・・A　　　（5．・．7）
ここで、一般化運動量pは
　　　　　　　　　　　　　　　　　∂L　　　　　　　　　　　　　　　Prア＝mdi÷eA　　　　　（5ユ・8）
であるので、（5．1．7）式は
　　　　　　　　　　　　　　H一鑑（P－eA）2＋・γ　　　（5ユ．9）
となる。（5．1．9）式が、磁場中の電子のハミルトニアンとなる。
5．1．2　電子の運動
　次に・2次元系にz方向の一様磁場B＝＝（O，O，B）がある場合の電子の運動を考える。
（5．1．9）式より、ポテンシャルがない場合のハミルトニアンは
　　　　　　　　　　　　　　　∬一論（IP－・A）2　　　（5．・．1・）
であるeこの正準方程式は
　　　　　　　　　　　　　　｛集：1＝禦　　　　（5・・…）
で与えられる。ここで、
　　　　　　　　　　　　　　　π＝η電φ＝P－eA　　　　　　　　　　　　　　　　　　　　　　（5ユ．12）
を定義する。この時間微分はボアソン括弧oを用いて
　　　　　　　　　　　　　　dπ　　　　　　　　　　　　　　万＝（π，H）
　　　　　　　　　　　　　　　　∂πOH　　∂7r∂H　　　　　　　　　　　　　　　　＝扉砺一砺蕊　　　　　　　　（5ユ・13）
となる。x，　y成分で表すと
　　　　　　　　　　　　　仁講：［：；調　　（－4）
である。ここで、
　　　　　　　　　　　　　　（7・・，・・Z）一（πy，π多）－0　　　　　（5．1ユ5）
　　　　　　　　　　　　　　　　（π。，π3）－2・Bπ，　　　　　（5．1．16）
　　　　　　　　　　　　　　　　（πy，　rZ）一一2・BTx　　　　　（5．1．17）
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という関係が成り立つので、（5．1．14）式に代入して
　　　　　　　　　　　　　　　｛　　　　　　　　　　　　　　　　毎一ωπy＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．1．18）
　　　　　　　　　　　　　　　　πy＋ωπ。＝0
を得る。ここで、ω＝霧はサイクロトロン振動数である。さらに、（5．L12）式を用いて
　　　　　　　　　　　　　　島儲雛）　　　（5・・9）
となるe
　次に中心座標X、Yを導入する。
　　　　　　　　　　　　X－、，＋L・，Y・・y一互　　　　　（5．1．20）
　　　　　　　　　　　　　　　　　mω　　　　　　　　　　mω
Xとyは、（5．1．19）式より
　　　　　　　　　　　　　　　鋸）一・　　（5・1・21）
なので、時間によらず保存する。つまり、後で見るように回転運動の中心の座標となる。
そして、相対座標として
　　　　　　　　　　x－Xニー一型一＝ξ，　y－y＝πx＝η　　　　　　　　（5．122）
　　　　　　　　　　　　　　　mω　　　　　　　　　　　　　？7zw
を定義する。tで微分し、（5．1．18）式を用いれば
　　　　　　　　　　　　　　調一ωω　　（　3）
となる。これを行列で表すと、
　　　　　　　　　　　　　［；］一［島北］　　（5…24）
となる。より簡単に記述するため、（5．1．24）式を
　　　　　　　　　　　　　　　　　Ci）＝Av　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．1．25）
と書くことにする。（5．1．25）式を解くと
　　　　　　　　　　　　　　　　v（t）一・Atv（0）　　　　　　（5・1・26）
となる。つぎに、Anを求めるためにAを対角化する。ここで、ユニタリー行列jp
　　　　　　　　　　P一圖・グー1［k．i］　侮27）
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を用いて、Anは
An　・　P（P－－iAP）np－・　一　pm（㌔ア（一掛司戸
で表せる。よって、eAtは
　　　　　　　　eAt　＝1＋At＋＿翌＋．．
　　　　　　　　　　　　　　　　　n！
　　　　　　　　　　－Ph毫㌔…闘戸
　　　　　　　　　　一P［骸］が
　　　　　　　　　　一［禦，：副
となる。結局、相対座標ξ、ηは
［紹］一隠影濃1協］隅］
（5．1．28）
（5．1．29）
（5．1．30）
となる。っまり、ξ、ηは角速度ωでの回転を表している。c＝X＋ξ、　y＝y＋ηなので、
（x，　y）は（X，Y）を中心とするサイクロトロン運動となる。
　ここまでは、ポテンシャルがない場合で考えてきた。ポテンシャルがない場合は、中心
座標（X，y）は（5．1．21）式より時間によらず保存する。では、ポテンシャルがある場合は
どうなるだろうか。ポテンシャルがある場合のハミルトニアンは（5．1．9）式で与えられる。
（X，y）の時間微分は
x－（x，H）一一警
v－（珊一警
（5．1．31）
となる。ここで、Eは電場である。　R＝（X，y）として、ベクトルで表すと
　　　　　　　　　　　　　　　　　・　　ExB　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．1．32）　　 　　 R＝－　　　　　　　　　　　　　　　　　　　　B2
となる。つまり、中心座標Rは電場Eと磁場Bに垂直な向きに速度一E／Bで移動する。
2次元系でz軸方向のみ磁場が印加されている場合には、図5．1のようにxy面内で電場と
垂直な向きに移動することがわかる。
5．2　量子論
　ここまで、古典論により磁場中の自由電子の運動を見てきた。つぎに、量子論で古典論
との対応を見ながら議論する。
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○一一＞EB
図5．1：電場と磁場がある場合の電子のサイクロトロン運動
5．2．1　交換関係
　古典論との対応により、運動量、中心座標、相対座標を
　　　　　　　儲；：：窒；，｛委‡彙，綜霧　（叫
とおく。これらの交換関係を見ていく。まず、磁場はz軸方向のみB＝（0，0，B）とすれば
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　h2　　　　　　　　　　［凋一［晒］－ih，［π・，　Ty］一溜一乍　　　（5・2・2）
が成り立つ・ここで・1－～傷は纐長である・これを用いて・
　　　　　　　　　　　　　　［X，y］一一il2，［ξ，η｝　＝　il2　　　　　（5・2・3）
を得る。つまり、量子論においては中心座標（X，Y）と相対座標（ξ，η）は交換せず、これら
はそのどちらかのみしか決めることが出来ない。
　っぎに、ハミルトニアンH
　　　　　　　　　　　　　　　　　　　π塁＋π3　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（52．4）　　　　 H＝　　　　　　　　　　　　　　　　　　　　2m
を用いて、中心座標（X，Y）との交換関係を見ると・
　　　　　　　　　　　　　　　［H，X］：IH，　yl－0　　　　　　（52・5）
となる。つまり、古典論と同様にポテンシャルがない場合には（X，Y）は保存量である・
5．2．2　ランダウゲージ
　前で見たように、中心座標（X，Y）は保存するが、交換しないためそのどちらかのみし
か決めることが出来ない。そこでXを固定して考えるために、ベクトルポテンシャルと
して次のランダウゲージを用いる。
　　　　　　　　　　　　　　　　　A＝（0，Bx，0）　　　　　　　　　　　　　　　　　　　　　　　（5．2．6）
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すると、
x　。＝　＿il2．e－
　　　　∂y
となる。波動関数を変数分離して、ψ（x，y）＝ψ（x）th（ll）とおき、　Xを固定すれば、
となるので、解けば
鞭）一一琶92ｻψ圃
　　　　∂答警L秀ψω
　　　　　　　xψ（の＝Oeitt　y
（52．7）
（5．2．8）
（52．9）
を得る。つまり、波動関数のy成分は平面波となる。よって、ψ（x，y）＝♂麹ψ（x）を
Schr6dinger方程式に代入すれば
　　　　　　　　　　h2∂2　　　　mω2　　　　　　　　　“一協1扉ψ＠）＋一葦一（x－x）ψ（x）＝Eip　（x） （5．2．10）
が得られる。これは、x＝Xを中心とした調和振動子とまったく同じ形式となっている。
よって、エネルギーは
E－
in＋1）hc‘．，
（5．2．11）
と離散化される。このnはランダウ準位である。また、ψ（x）はエルミート多項式ff．を用
いて
　　　　　　　　　ψ（x）一扇π緬葛（rりe－s（孚）2
で与えられる。
　Yを固定する場合には次の形のランダウゲージを用いると良い。
　　　　　　　　　　　　　　　A＝＝（－By，0，0）
すると、
　　　　　　　　　　　　　　　　y＝話‘2互
　　　　　　　　　　　　　　　　　　　　∂c
　　　　　　　　　　　vであるので・ψ（x， y）　＝e一寧ψ（x）として同様に解くことが出来るe
（5．2．12）
（5．2．13）
（52．14）
5．2．3　対称ゲージ
　これまではXやYを固定してランダウゲージを用いて解いたが、X2＋Y2を固定する
ことも出来る。この交換関係は
　　［X，X2＋y2］一一2il2y，［Y，　X2＋Y2］一　2il2X，［H，　X2＋Y2］－0　（5．2．・5）
であり、XやYとは交換しないが、保存量である。ベクトルポテンシャルとしては、次
の対称ゲージを用いる。
　　　　　　　　　　　　　　4《一孚，聖・・）　　（5・2・16）
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すると、x2＋Y2は
　　　　　　　　　　X2＋y2－（πZ＋πZ）＋等（xPy　一　yPx）　（5鋤
となる。（5．2．11）式より
　　　　　　　　　　　（πz＋π書）　　　　　ψ＠，叙　2m）・・　（n＋S）h・vth（x，y）　（5・2・18）
なので、（5．2．17）式は
　　　　　　　　　　　　　X・＋y・＝：　212（　　　　　1n＋Mx＋至）　　（5・2・・9）
となる。ここで、M宕は角運動量で、　hMz　＝　XPy－Yl）a，である。っまり、　X2＋y2を固定
した場合は角運動量を固定した場合と同等である。よって、Mzの固有値を一mzとおき、
波動関数を極座標で表しψ（r，θ）ニψ（r）ψ（θ）とすれば
M・ψ（θ）一s療晶）ψ（θ）一一暢ψ（θ） （5．220）
より
　　　　　　　　　　　　　　　　ψ（θ）一σ・－imzθ　　　　　　（5．2．21）
となる。mzはX2＋Y2＞0より、　m。　＝＝　n，　n－1，…，－OQである。ψ（r，θ）＝e－im・θvt（r）
をSchr6dinger方程式に代入して、極座標で表示すれば
鴎（r2　　　－m212）2＋㈲穿）ψω一・
となる。この微分方程式の解は、ラゲール多項式五艶を用いて、
　　　　　　　　ψω一÷識〆（v勿）1五禁（fi）
となる。
（5．222）
（52．23）
5．2．4　ゲージ変換
　これまで、ベクトルポテンシャルとしていくつかのゲージを用いて議論してきた。ある
ベクトルポテンシャルのゲージAから別のゲージA’への変換を考える。ここで、
　　　　　　　　　　　　　A・－A＋▽x，v’　＝＝　V一警　　　（5・2・24）
とする。これらを
　　　　　　　　　　　　E－－W一釜β一▽×A　　（5・2・25）
に代入すれば、AとAt、　VとV’は同一の式を満し、電場Eと磁場Bを変えない変換で
あることがわかる。っまり、古典的にはこのようなゲージ変換に対して不変である。
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っぎに、A’とV’をSchr6dinger方程式に代入すれば、
・充ｩψ僻素（－ih▽舶＋・▽hC）2燗一・（v一警）姻（5・2・26）
となる。さらに、波動関数をψ（t，A’）　＝＝e一景xψ∫（t，Aノ）と変換すれば、
　　　　礁（t，　A・）－Si7　（－ihV　＋　・A＋・）2ψ（t，　A’）一一　eVcb’（t，　A’）
を得る。つまり、波動関数の位相を変えれば、ゲージ変換に対して不変となる。
（－13跳一」B皿70）より、
　　　　　　　　　　　　　　　　　j￥＝－Bxy
となるので、位相e鰐を波動関数にかければ変換できる。
（5．2．27）
例えば、ランダウゲージA＝（0，Bx，　O）からA’＝（一一By，0，0）への変換は▽X＝
　　　　 　　　　　　　　　　　　　　　　　　　　　（5．2．28）
5、2．5　ランダウ準位の縮退
　無限系における磁場中の電子の状態数を求める。Xを固定した場合、波動関数のy成分
は平面波となり．
　　　　　　　　　　　　　　　　　　　　x　　　　　　 th（y）　一・一脚＝・－ikxY　　　　　（5．229）
であった。ここに周期的境界条件を課す。Lx×Lyの長方形が無限に並んでいる系を考え、
そのひとつに収まっている電子の数を求める。ψ（一五四／2）＝ψ（Ly／2）より、　Xは
　　　　　　　　　　　　　　　　　　2πn　　　　　　　　　　　　　戸噺r写，n＝＝1，2ジ“　　　（5・2・3°）
となる必要がある。さらに、一恥／2≦x≦Lr／2でなければならないので、
　　　　　　　　　　　　　　　　　　｛眺参　　　　（5・2．31）
を満たす。よって・L＝　×　Lyの中に納まっている電子の数はkxが長さLx／l2の中に2π／Ly
の閤隔で電子が存在するので、ひとつのランダウ準位に対して
　　　　　　　　　　　　　　　　　　　雛　　　　　（5．2．32）
の電子数がある。すべての可能なランダウ準位で足しあわせば、単位面積当たり
珊一z毒Σ｛錐θ（E－En）一Σ藁θ（E一瑞）一Σ藁肋θ（E－En）
　　　　　　　　鴨　　　　　　　　　　　　　　　　　　　　　　　　7L
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5、2．33）
である。ここで、θはステップ関数である。よって、状態密度N（E）は単位エネルギー中
での電子数なので
　　　　　蝸一響一Σ藁δ（E－En）一Σ鋸δ（E－En）　（5．2．34）
　　　　　　　　　　　　　　it　　　　　　　　　　　　　　　　　　　　n
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で与えられる。
　また、磁場がない場合の単位体積あたりの電子数は
　　　　　　　　　　　　　　　　　r（E）一箒　　　　（5・2・35）
であるので、（52．33）式と比べるとひとつのフェルミ準位に対して1／（2π12）だけ縮退して
おり、磁場がない場合の電子数をheの幅で量子化した形になっている。
5．3　AB効果とAAS効果
図5．2：ABリング
　図5．2のようなリングに磁場を印加したときの伝導率を考える。［24］AからBへの遷移
は、パスインテグラルにより
　　　　　　　　　　　　　〈BIA＞イPT・尭3卵）
　　　　　　　　　　　　　　　　－LB　Dr・調岬）　　　　（5・3・・）
で与えられる。ここで、∫Drは可能なすべてのパスに対してとるものとし・Sは作用・L
はラグラジアンで（5．1．1）式で与えられる・
　まず図5．3のように．リングを1周するようなパスを考える。ここで、
　　　　　　　　　　　　　卿）一｝mdi2－ey＋・帰
　　　　　　　　　　　　　　　　＝Lo（r，　di）十e≠・A　　　　　　　　　　　　　　　　　　　　　（5・3・2）
とおく。よって、（5．3．1）式は
〈Bl孟〉イ伽調翻・畳膚繭仇ナ）
　　　一∬D僧・纏酬恥 （5．3．3）
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図5．3：リングを周回する軌道
となる。ここで、瓦＝誹∫㌘d輪（「’di）とした。また、リングを1周するので
讐君一一誓∬d古霧・A一箸（士〆殉一土砦／揺5・▽xA－±髪Φ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．3．4）
となる。よって、このパスでの遷移は
　　　　　　　　　　　　　　（BIA＞・一（e誓Φ＋・　讐Φ）F・　　　（5・3・5）
となる。これ以外のパスでの遷移を〈BIA＞ノとすれば、〈BレA＞＝〈BIA＞。÷〈BiA＞tであるの
で、この遷移確率は
　　　　　　　　1（BIA＞12　・・　1〈BIA＞。12＋1＜BIA＞’12＋2se［〈BIA＞。〈BIA＞’＊］　　（53．6）
となる。ここでKB鋤’12は磁束Φによらないので、無視する。挽［〈BIA＞。〈BIA＞’＊］は、お
互いに相関がないためすべての可能なパスを取ったときに、位相がランダムなので消えて
しまう・よって、1（BIA＞。i2のみを考える。
　　　　　　　　1〈BIA＞・12－41　F・　12　c・s2（9Φ）一　21F・　12（・＋…（2π妾））　（5・3・7）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　2
となる。Φ。＝　h／eは磁束量子である。つまり、このときコンダクタンスはΦ0／2の周期で
振動する。これがAAS振動である。
　次に、図5．4のようなリングの上部分と下部分を通る場合を考える。それぞれのパスを
1と2とし、これらのパスはほかのパスとの相関はないためこの2つのパスのみを考える。
この遷移確率は、
　　　　1〈BIA＞ユ＋〈BIA＞212－i＜BIA＞・12＋1（BIA＞・】2＋2n［〈BIA＞、〈BiA＞E］　（5．3．8）
で与えられる。1〈BIA＞1i2と1〈BIA＞212は磁束Φには依存しないので無視する。よって、
　　　2n［〈BIA＞・〈BIA＞i］　一　2n［e讐（A肋一f・　A・d・）・差（f・　dtL（・場蜘1≠））］　（5．3．9）
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図5．4：リングの上を通る軌道（1）と下を通る軌道（2）
であるので、叡12＝te　fi　dtL（r，の一f2　dtL（r，　di）とおけば、
2se［〈BIA＞エ〈BIA＞E］－2ee［・弩d・・A・｛x・・］－2ee［・’畳Φ＋x・2］　・・　2c・s（2π妾÷x・2）（5・3ユ・）
となる。つまり、この場合にはコンダクタンスにΦ。の振動が現れる。これがAB振動で
ある。
図5．5：円筒状の導体
　図5．2に示すABリングにおいては、　AAS効果とAB効果の両方が観測されている。し
かし、図5．5のような円筒状の導体の場合には、AAS効果のみでAB効果は消えてしま
う。これは（5．3．10）式では、Φ。に加えX12によるランダムな位相が加わるが、これが可能
なパスが増えるとこのランダムな成分の影響が大きくなり消えてしまうためである。
　これらの効果は磁場がない場合も存在する。例えば、次のベクトルポテンシャルを想定
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する。
A　＝＝
iΦ　　　　　Φ2π，c°sθ，2π，　sinθ，0）
（5．3．11）
このとき、r≠0であれば
▽×A＝B＝0 （5、3．12）
となり、リングに磁場は存在しない。しかしながら、
動・4一ズAZ＋A3・de　一　¢ （5．3．13）
であるため、磁束Φがリングを貫いている。これまで見てきたようにAB効果やAAS効
果では磁場ではなく磁束で振動するので、貫く磁束があればこれらの効果が現れる。この
AB効果は、超伝導体を用いてリングの中心に完全に磁束を閉じ込めリング状には磁場が
ない実験でも現れることがわかっており、それによって電子は磁場ではなくベクトルポテ
ンシャルを感じているということが証明されている。
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第6章　境界要素法
　境界要素法は系の支配方程式とそれに対応したグリーン関数を用いて系の内部の波動関
数を境界上の積分で表す計算方法である。考えている空間全体を離散化する必要のある有
限要素法と比べて境界を離散化するのみでよいのでメモリが少なくてすむという利点があ
る。さらに内部の波動関数を求めることなく透過確率、反射確率を得ることができる。本
研究では2次元の境界要素法を磁性散乱体がある場合にも適用できる手法を開発し、メゾ
スコピック系の解析を行う。
　そこで、本章ではまず磁性散乱体がない場合で境界要素法［26，27，28］を説明する。
6．1　境界要素法とは
6．1．1　グリーン関数
ポテンシャルがない場合のSchr6dinger方程式
　　　　　　　　　　　　　ih∂φ舞亡L蓋▽2φ（r，t）　　　　（6・…）
はiP（r，t）ニT（t）th（r）と変数分離すれば
　　　　　　　　　　　　　　　抗蕃一響丁（‡）・　　　（6…2）
　　　　　　　　　　　　　　　▽2ψ（r）十1釜2ψ（T）＝0　　　　　　　　　　　　　　　　（6．1．3）
となる。ここで、k＝n励／hである。（6．1．3）式はヘルムホルツ方程式である・実は・波
動方程式や拡散方程式も変数分離することによヘルムホルツ方程式となる。つま軌これ
らの問題における支配方程式はヘルムホルツ方程式である。より一般的にポテンシャルが
ある場合も含めて
　　　　　　　　　　　　　　▽2ψ（r）＋k2ψ（r）＝F（r）　　　　　　　　　　　　　　（6・1・4）
とかける。ここで
　　　　　　　　　　　　　（▽2十k2）G（r，Tt）＝δ（r－？噛’）　　　　　　　　　　　　　　　　　（6ユ・5）
を満たすグリーン関数G（r，　rt）を定義する。　F（〆）に（6．1．5）式をかけて積分すれば
（▽2＋　k・2）／F（rt）σ（r，　r’）dr’　・・　F（T’）
を得る。これを（6．1．5）式と比べれば
　　　　　　　　　　　　　　ψ（r）－／F（〆）G（r，　r’）drt
（6ユ．6）
（6．1．7）
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となる。したがってグリーン関IS（　G（r，〆）がわかればψ（r）を知ることができる。
　そこで、ここでは1次元のグリーン関数を求める。（6．1．5）式の岱一〆→xと置き換え
れば
　　　　　　　　　　　　　　（券＋のσ（x）一δ＠）　　（6…8）
となる。ここでG（x）をフーリエ変換した
　　　　　　　　　　　　　　H（q）一罵o＠）e－・q・・dx　　　　　（6…9）
とすれば（6．1．8）式のフーリエ変換は
　　　　　　　　　　　　　　　←q2＋k2）H（q）－1　　　　　（6・1ユ0）
　　　　　　　　　　　　　　　　　　　　　　－1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6．1．11）　　　　　 H（q）＝　　　　　　　　　　　　　　　　　　　　　q2一鳶2
である。よってグリーン関数σ（x）は
G（記壕∠ン（q四q一鉱二α2去2遡q一裁（q論ず⑳吻
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6．1．12）
となる。ここで、kを少しだけずらしてん→kP再～k（1＋i△／2）とすれば
　　　　　G＠）一顎（q十ic（1十i△／2〉）1い（1＋i△／2））e・a・　dq　（6・…3）
であるから、留数を使って積分すれば
　　　　　σ（x）一｛嚢臨；1購誕蕉盤ll。
　　　　　　　　一痛・iki・1　　　　　　　（6…14）
となる。これが1次元のグリーン関数である。
　2次元のグリーン関数も（6．1．5）式から求められるが導出が難解であるのでここでは省略
するe2次元のグリーン関数は0次第1種のハンケル関数E！1）で表すことができて
　　　　　　　　　　　　　σM－IH61）（K・lr－〆1）　　　（6・…5）
である。
6．1．2　境界積分方程式
　2次元のSchr6dinger方程式は
　　　　　　　　　　　　　　　一▽’2ψ（r〆）＝h2ψ（〆）　　　　　　　　　　　　　　（6．1．16）
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である。このψをグリーン関数を用いて境界条件を内包した積分方程式で表すことがで
きる。
上式に対応したグリー一ン関数が満たす式は
一▽ノ2（穿（r，7ノ）＝＝K－2G1（7・，7ノ）十δ（・r－7ノ）
である。これら2式から波動関数ψは
（6ユユ7）
／（σM∀2ψ（〆）一ψの∀2G圃dr’
－／←σ（T，　T’）　k－2　iV　（r’）＋ψ（〆）k2G（r，　r’）＋th（r’）6（r　一　T’））　dr’
＝ψ（r）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6・1ユ8）
で表すことができる。
　さらにガウスの定理を使えば
ψ（r）－
^（G（r，　r’）v’2th（r’）　一　v／（r’）v’2G（r・r’））　dr’
　　－／∀・（G（r，r’）∀ψ（〆）一ψ（〆）v’G（r・　r’））　dr’
　　－f（制∀ψ（〆）一ψ（〆）VG（T，r’））　・　ndS’
－f（G（納暴ψ（〆）一ψ（rt）論G（r・　r’））・ndS’（6．1．19）
と境界積分表示することができる．ここで、積分は境界上での線積分としnは境界からみ
て外向きの単位法線ベクトルである。
　つまり、境界上の波動関数とその法線方向の微係数がわかっていればこの（6．1．19）式か
ら内部の波動関数を計算できる。
6ユ．3　境界条件
　前節より境界上の波動関数とその法線方向の微係数がわかっていれば内部の波動関数を
求めることができることがわかった。しかしながら、多くの場合そのどちらかが未知変数
となっていおり解析的に解くことはほとんど不可能である。そこで数値計算で計算する場
合、まずrを境界上のすべての離散点において境界上の未知変数に対する連立方程式をた
てそれを解くことにより未知変数を求める必要がある。
　この境界条件を分類すると3つに分類することができる。
境界条件 未知変数
第1種 波動関数の値（Dirichlet境界条件） 波動関数の法線方向の微係数
第2種 波動関数の法線方向の微係数（Neumann境界条件） 波動関数の値
第3種 波動関数の値とその微係数の線形結合 その結合の定数
第3種はわかりにくいがたとえば後で述べるような透過、反射係数がそれにあたる。
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6．2　境界要素法の適用
6．2．1　未知変数の連立方程式とグリーン関数の特異性
　境界上の未知変数を求める場合．　（6．1．19）式において一つ問題となる事がある。2次元
のグリーン関数は（6ユ15）式より
　　　　　　　　　　　　　G（r，　T’）－IH6’）（klr－r’1）　　　（6・2・・）
であるがハンケル関数瑞1）㈲は第1種と第2種のベツセル関数Jo（z）とYo（z）を使って
次のように定義される。［22］
　　　　　　　　　　　　　　H61）（z）…」。（・）＋iY。（の　　　　　（6．2．2）
さらに、ベッセル関数は次のように展開できる。
　　　　　　　　　　　」・　（・）－1一部＋（該；！2＋…
　　　　　　　　　　　Y・（2）一鼻｛ln（痔／2）＋7｝　」・（z）＋…　　（6・2・3）
ただし、7はオイラー定数である。よって、zが十分に小さければハンケル関数は
　　　　　　　　　　　H6・）（z）　・f・＋，三（ln（z）＋”）’－1n（2））　　　（6．2．4）
　　　　　　　　　　　　　　　　　　π
と近似できる。つまり、グリーン関数はr＝〆となる点でlogで発散する。
　ここで、（6．1．19）式にもどったときG（T，〆）を含む項は積分により収束してしまうので
問題ないが▽’G（r，〆）を含む項は発散してしまう。そこで・
　　　　　　　　　　　　　f（ψ（〆）∀GM）・ndS’　　（6・2・5）
を図6．1のようにT＝〆近傍で、主値積分とTを内部に含む半径ρの微少な円弧に分離し
積分を評価した後にρ一→0とする。つまり、（6．2．5）式を主値積分と微少な円弧部分に分
けて表すと
　　吋（ψ（rt）∀G（r・　rt））・ndS「＋1鴎
となる。ただし、P、V．はコーシーの主値積分を表す。
　ところでT＝〆近傍で▽’G（r，〆）は
　　　　　　　　　　　　　∂G（T，r「）　　1　ct－X
　　　　　　　　　　　　　　　　　　ヘノ　－－　　　 　　　 ∂a／　 　　　　2π1・rノーr12
　　　　　　　　　　　　　∂G（r，　rt）　　1　y’　一一　y
　　　　　　　　　　　　　　　　　　r’v　－－　　　　 ∂汐’　 　　　 2πlrt－r｛2
　2π一βf。
　　　（ψ（rt）▽’G（r，　r’））・nρdα （6．2．6）
（62，7）
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図6．1：ア＝〆の時の取り扱い
である。また、円弧部分の外向きの法線方向の単位ベクトルは（cosα，　sinα）であり、げと
lytはxl＝x＋ρ　cos　a、　y’　＝＝　y＋psinαであるから（62・6）式の第2項は
一鵡嘱㌦＋ρ・・Sa，y＋ρSinα）♪（ρC・Sa・ρ・in　a）・（・・S　a，・inα）ρdα
一一
X㌦＋ρ…a・y＋ρ・inα）釜
一一
一一
i1＿互　　2π）th（x，y）
となる。
　よって、r＝〆を含むときの境界積分方程式は主値積分を使って
　　　　　　嘉ψ圃一P・V・f（G（蝪ψ（rl）一ψげ）詣Gゆ9
（6．2．8）
（6．2．9）
で表せる。
6．2．2　未知変数の決定
　次に（6．29）式を用いて連立方程式をたて、未知変数を求める。
　数値計算を行うに当たって境界を離散化し境界条件を与えなければならない。通常、境
界条件として節点における値が与えられるので要素の始点と終点の間の値を補完する必要
がある。代表的な補完法としては要素内で一定とする一定要素、線形に補完する1次要素、
2次補完する2次要素があるが本研究では1次要素を用いて計算を行っている。
　そこで、1次要素による離散化を説明する。図6．2のように境界をN個の節点に分割し・
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　　　　　　　　　　　　　　　図6．2：境界の分割
それぞれでの座標を7ゴとすればj番目の要素rゴは
　　　　　　　　　　　　　コrゴ　＝N1（ξ）㌍ゴ＋N2（ξ）㌍ゴ＋1
と線形補完できる。ここでN1，N2は
　　　　　　　　　　N・一与｛，N2－1吉ξ，一・≦ξ〈1
であり図6．3のような形になっている。
ノ＋1
（6．2．10）
（6．2．11）
．．＿一一．－ 一　　　　　髄　　　　　一　　　　　一　　　　　一　　　　　一　　　　　一　　　　　棚　　　　　　一
@　　：@　醜I@　　i　　　：
一1 0 1ξ
　　　　　　　　　　　　　　図6．3：形状関数
これらを使って、要素rjでの波動関数の値とその法線方向の微係数の値は
　　　　　　　　　　ψ（rゴ（ξ））＝Nl（ξ）ψゴ＋N2（ξ）ψゴ＋1
　　　　　　　　　　∂ψ（工’ゴ（ξ））　 　　　　　　　　　　∂ψゴ　 　　　　　　　　　　　　　∂ψゴ＋1　　　　　　　　　　　　　　　　　　　　＋N2（ξ）＝N1（ξ）　　　　　　　　　　　　　　　（6．2．12）　　　　　　　　　　　∂n　　　　　　　∂n　　　　　　∂n
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と補完できる。
　よって、これらを使って（6．2．9）式の右辺の第1項と第2項は
　　　　fr，　G（r，　r’）島ψ（〆）dS’　・　A・，・，」∂岩砦）＋蜘1∂畿1）
　　　　　．7　　　　弄ψ（rt）論σ（r，ri）dS’－B1，i，J・v（r」）＋B2，i・」＋・ψ（r・＋・）
　　　　　J
と表せる。ただし、
　　　　Ai・i，」　一　f，，　a（r，T’）N・dS’A・，…＋・－frゴG（r・　rt）N2as’
　　　　B…“・－fr」∂σ詳）NldS’β踊ゴ＋・－fr」∂警）N・dS’
である。
　ここでj番目の内角をβゴとして
　　　　　　　　　　　　Biゴニ」B1，i，ゴ＋B2，i，ゴ，　i≠ゴ
　　　　　　　　　　　　Bii－B・，i，i＋B2，i，i＋募一一ゴ
　　　　　　　　　　　　砺＝五切＋42諏
と定義すれば、（6．2．9）式は行列を使って
Au　A12
A21　A22
一一・@AIN
…　　A2N
A！＞1　んV2　・・・　…　　ノINN
∂ψ1／∂n
∂ψ2／∂n
∂ψN／∂n
（6．2．13）
（6．2．14）
（6．2．15）
（6．2．16）
（6．2．17）
（62ユ8）
（6．2．19）
B1ユ　Bl2　…　　　　　BIN
B21　B22　…　　一■・　B2N
BNI　BN2　－・　…　　B1＞N
ψψ
ψN
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6．220）
と表すことができる。ただし、簡単にするためψ（rj）を吻と書いた。あとはこの解を求
めれば未知変数を求めることができる。
6．2．3　ダブルポイント
　前節の方法を実際に適用するには一つ注意しなければならない点がある。1次要素では
それぞれの節点での波動関数やその法線方向微分を与える。ここで図6．4のように角度が
鋭くなっている場合、波動関数は問題ないが法線方向微分は図のどちらの法線方向微分を
与えるかで大きく結果が異なってしまう。そこで、節点ゴの近くを拡大した図6・5のよう
に内角もしくは外角が鋭くなっている場合はその節点を取り除きその両側の要素を少しだ
け短くし2つの新たな節点を作る。そうすることにより法線方向をきちんと決定すること
ができる。ただし、図の破線となっている部分の積分は行わない。このように1次要素は
0次要素と比べて節点を少なくしても精度が下がりにくいといった利点があるが、0次要
素でダブルポイントをとるようなことはする必要がなく1次要素の方がプログラムが複雑
になるといった欠点もある。
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∂Ψ19
∂Ψ1
　　？∂n
∂Ψlj
∂n，”　∂罵＋1
∂1z
図6．5：ダブルポイント
図6．4：角度が鋭くなっている場合
6．2．4　リード線の接続
　前節までの方法を使えば第1種と第2種の境界条件に囲まれた任意の形状の領域の解析
が行えることがわかった。次に任意の形状の試料にリード線（量子細線）をつなげた場合ど
のようになるか考えてみる。たとえば、図6．6のようなひょうたん型の試料の左右にリー
y
「セLレ
図6。6：リード線の接続
ド線をつける。ここで、図のネズミ色の部分はポテンシャルの壁であり無限に高いものと
する。また左右のリード線の幅はdとする。ここで境界を分類すると左側の赤い線は入射
するリード線との接続部分でありT1とする。また、右側の黄色い線は出ていくリード線
との接続部分で1「3とする。青い線は系と壁との境界部分でこれをr2とする。　r2での境
界条件は無限に高いポテンシャルであるからψ＝0である。また未知変数は法線方向の微
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分∂ψ／∂nである。リード線との接続部分r1，r3では波動関数がリード線の固有関数で展
開することになる。つまり、第αモードで入射する場合のrlでの波動関数は
ψ圃等（y＋1）幽苓ゆ警（賀＋1）轡
である。ただし、
　　　　　　　　　　　　　　　kα一k2－（απd）2
である。βに関しても同様である。同様にr3では
　　　　　　　　　　　ψ＠）一恥鰐（　dy＋喜））e”C・X
（6．2．21）
（6．2．22）
（6．2．23）
と書ける．これらは第3種の境界条件であり、それぞれでの未知変数は反射係is（　raβであ
り透過係数㌔7である。
　また、このときの和をとるモードの数であるが伝導に寄与するのは基本モードから
（6．222）式が実数となるモードまでである。っまり、
　　　　　　　　　　　　　　　　　　α〈璽　　　　　　（6．2．24）
　　　　　　　　　　　　　　　　　　　　π
までの範囲である。しかしながら、この伝導モードのみでr’1，r3を離散化した場合節点の
数が少なく十分に精度がでないことが考えられる。よって、実際にはα〈響となるエバ
ネッセンスモードまでとり十分に分割してやる必要がある。ただし、それらのモードでの
反射係数、透過係数はもちろん0となる。
　それではこれらのことをふまえて境界積分方程式を立ててみよう。まず簡単のために
　　　　　　　　　　　　　uα一eik・X・in（誓（y＋1））
を定義すればそれぞれでの波動関数とその法線方向微分は
r1：
r2：
r3：
ψ＝嘘＋ΣerafiUβ
霧一一｛碧一一細計Σβ細αβ吻
ψ＝0
髪
ψ＝Σぜα7鳩
窪＝髪＝Σ語編α魑
（6．2．25）
（6．2．26）
（6．227）
（6．2．28）
である。
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よってその境界積分方程式は
差G匝＋￥蜘→dst一趣＋￥－1置
＋ん・矩一ゑψ器認
＋ムG（lli　ikl’taorUl’）　dS’　一　fr，・（￥t・p．zL），）　dSt
一嘉ψ（rの （6．2．29）
となる。ra6，tαッは積分から出せるので先ほどと同様にこれらを行列の形に直すことがで
き未知変数を求めることができる。透過、反射係数が決まれば（2．2．29）式と（2．2．30）式か
ら透過、反射確率が導ける。
　　　　　　　　　　　　　　　　Rafi一籍1㌔β12　　　（6・2・3・）
　　　　　　　　　　　　　　　　Ta・一毎1㌔・12　　　　　（6・2・31）
このように、境界要素法の大きな特徴はその内部の波動関数を計算することなく透過、反
射確率を求めることができるということである。
　実際に計算した結果を下に示す。なお、計算は長さの次元をリード線の幅dでとり
Schr6dinger方程式を
　　　　　　　　　　　　　　　　一一ウ2th＝（kの2ψ　　　　　　　　　　　　　　　　（6．2．32）
と無次元化した上で行った。また、数値積分はガウス積分の20点公式を用いている。
図6．7：kd＝10でのひょうたん型試料における確率密度
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　図6．7は左側からkd＝10で基本モードで入射した場合であり内部の形状に応じて波が
伝達していく様子が分かる。
　　　　　　　　　　　図6．8：K・dニ6での細線中の確率密度
　また、図6．8は試料自体も同じ幅のリード線とした場合であり左側から基本モードで
K・d＝6で入射している。当たり前ではあるがそのまま全て抜けており計算が正しいこと
を確認できる。
　このときの計算の誤差は確率の保存ΣβRαβ＋Σ7Thッ＝1からある程度見積もること
ができ、これらの計算における誤差は小数点第3位以下であった。また、要素数は両方と
も500程度である。
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第7章　2次元系における任意形状、有限強度
　　　　　　　の磁性散乱体がある場合の境界要素法
　4章では1次元系において磁壁の影響を議論し磁壁を考慮しなくても定性的には議論で
きることをみた。っぎに、本章においては4．1．4節で行ったSchr6dingr方程式を磁気モー
メントが一定である領域に分割しヘルムホルツ方程式に変換する手法を用いて2次元系で
任意形状の有限強度の磁性散乱体が存在する場合にも境界要素法を適用できるようにする
手法を提案する。［30］ただし、以降の計算においては磁壁の影響は考えないこととするe
7．1　境界積分方程式
　（4．1．16）式に対応したグリーン関数が満たす式は
　　　　　　　一▽’σ皇）M－（㈹2士M（ゴ））GS”）（T〆）＋δ（r　一一・rt）
である。ただし、G（ゴ）（7，〆；（kd）2±M（」））コG望（r，　rt）とした。
　よって、ψSj）に関する領域」での境界積分方程式は
　　　ψ皇）（r）－f（σ皇）M論ψ皇）（rt）一ψ望）（〆）晶σ皇）M）・ndst
となるe
（7．1．1）
（7．1．2）
　しかしながらψ皇）（r）は連続ではないので境界要素法を適用するに当たってセルフコンシ
ステントな積分方程式を得るにはψ↑，↓を境界積分表示する方がよい。（7．1．2）式と（4．1．15）
式から
幽一〆＠ω颯ゴ））（GS”）M轟ψ1コLψ曝σ皇））
　　　　　　　土雌⑱＠（r・嶋ψPLψ1ゴ）継））・ndS’
を得る。これを逆変換（4．1．17）式の右辺に代入して
　　　　　　ψ皇〉（r”）－f［▽’ψ皇）（〆）（MS」）σ皇）M＋確）GS」）（T・　r’））
　　　　　　　一ψ皇）（〆）（雌）▽’σ宰〉（r，rt）確）▽’融丁〆））］・ndS’
　　　　　　　　　　　　＋f［▽’ψ♀）（〆）m贈）（7〆）－GL」）（7，rり）
　　　　　　　　　一ψ宰）（伽望）（▽’σ％T’）一▽’σL」）（T〆））］・ndst
（7．1．3）
（7．1．4）
73
を得る。ここで
　　　　　　　　　　　　　Ml」）－2這ω（M（ゴ畷の），　　（7…5）
　　　　　　　　　　　　　魂）－f．（ゴ）（ME」）T　iM！・））　　（7・1・6）
とした．（7ユ．4）式の右辺での第狽こ左辺の波動関数ψlllとは逆のスピンの波動蹴ψlll
を含んだ項が現れており、これがスピン反転を表す。
7．2　定式化
　図7．1のように任意形状の系の左右にリード線となる導波路を取り付け、その系の内部
に任意形状、有限強度の磁気モーメントを導入したモデルを考える。また、リード線の幅
をdとするここで、リード線との接続部分である境界1と3では波動関数は導波路の固有
　Up，　DownSpie
図7．1：任意形状の系に磁性散乱体がある場合の：境界条件
関数で展開できる。また、境界2では電子は入り込めない無限に高いポテンシャルの壁を
想定し、波動関数を0とする。磁気モーメントの直外の境界4と直内の境界5では、積分
の向きが逆になっている。また、境界4と境界5における方程式を連立して解くため節点
の数は同じにする必要がある。次に磁化Mが一定な領域に分割すると、境界1，2，3，4に
囲まれた領域GではM（o）＝0であり、境界5に囲まれた領域1ではM（1）（≠0）である・
領域0では磁化は0であるから、波動関数は、アップスピンで第α番目のモードのみが入
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射する場合、
エ・ψ↑（r）一・in（響（・J＋9））・xp（噸）
　　　　　　　＋写聯㎝（警囲）exp（一一iK－px）
ψ↓（T）　・　2r－crfi・in（警（y＋9））・xp（一綱
2：ψ↑，↓＠）
3：ψ↑，↓（r）
＝　0β
＝：
ｰt±α，・in（讐（y＋髪））・xp（綱
　　7
（72ユ）
となる。ここで、K・a，p，orは柘＝　k2－（απ／の2である。未知変数は境界1ではγ士αβ、境
界2では法線方向の波動関数の微係数∂ψ圭／∂n、境界3では蔓αッとなる。また、境界4，5
では波動関数とその法線方向の微係数の両方が未知変数となるが、法線方向が散乱体の外
側に向いた（境界4についての）式と内側に向いた（境界5についての）式の両方について
未知変数と同じ数だけ連立方程式を立てられることになり、解を得る。領域1では（7．1．3）
式に基づいて積分を行う必要がある。このようにアップスピンとダウンスピン両方の式を
連立して自己無撞着に解くことにより全ての未知係数を求めることができる。また、この
ときのアップスピンでの反射率E↑、透過率箸、ダウンスピンでの反射率1記↓・透過率墳
は
RT，↓Zレ　12・
TT，1一Σ籍土α712
（7．2．2）
（7．2、3）
で与えられる。
7．3　磁化の大きさの検討
　磁性散乱体に電子が散乱されスピンフリップが起きたときに入射電子のみならず、その
相互作用により磁性散乱体自身にも影響がある。その場合、磁性体の局在スピンと伝導電
子との相互作用により、近藤効果が起こることも考えられる。［31］そこで、計算を行う前
に磁気モー一メントの大きさを見積もる。（4．1．10）式より
　　　　　　　　　　　　　　　2聖Md・一泌　　　（叫
である。ただし、m＊は電子の有効質量である。
　また、（3．1．19）式よりボーア磁子μβは
　　　　　　　　　　　　　　　　　　　　μ⑪eh　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（7．3．2）　　　　　　　　μβ＝：：　　　　　　　　　　　　　　　　　　　　2Me
である。Meは電子の質量である。
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　よって磁化の大きさIMIは
　　　　　　lMi一μβ2義評一藷孚岨・・×・・2°響（蘭
である。ここで有効質量m申＝o．05meとした。
磁化の大きさは単位体積中の磁気モーメントであり、一つのスピンがおおよそボーア磁
子μBの磁気モーメントを持っている。ここで量子細線のz方向の幅をO．1dとし、　y方向
の幅d＝10nmとすれば磁化中に存在するスピンの数はだいたい
　　　　　　IMI（゜・4の2（°・1のFe．9．。×1。2・（・．4）・（・．1）dM　，u　1．44　×…iM　醐
　　　　　　　　　μB
である。よって、M≡10の時はだいたい1．44×1012個となり十分に大きな数のスピンが
存在していることになる。つまり、電子が1つぐらい入射したところで磁化自体にはほぼ
影響がないものと考えられる。
7．4　計算結果
7．4．1　磁性散乱体の形状依存性
　最初に透過、反射スペクトルにおける磁性散乱体の形状による依存性を調べる。特にそ
れぞれのスピンでの透過、反射率にどのような影響があるか興味深い。ここで計算を行っ
　　　　　　　　　　　　　　；蹴fi盛番．コ、鍵，顎聡羅籍“’甦　e量張
ε⊥璽≒レ
　Fundamentel　Mode
図7．2；任意形状の磁性散乱体がある場合の量子細線
た系は図7．2のように、散乱体による電子波の散乱の影響を見やすくするため系自体も導
波路となっている量子細線に任意形状の散乱体を導入したものである。散乱体の形状とし
て、円、正方形そして正三角形の三つの場合の比較を行う。散乱体の面積は全て等しくなっ
ており、磁化もMニ（0，10，0）で全て同じである。以降の全ての計算で電子波は振幅1で
基本モー一ド、アップスピンで入射するものとする。図7．3はそれぞれの形状での透過、反
射スペクトルを示す。透過、反射スペクトルはほとんど形状に依存していないことがわか
る。これは波数が小さい領域では電子波が散乱体の波長程度以下の構造を感じないためそ
の形状によらず、また波数が高い領域ではエネルギーが高くなるためほとんど散乱体の影
響を受けることなく透過してしまうためであると考えられる。図7．4と図7・5は醐＝5
とk・d　＝・　leでのそれぞれの形状における電子の確率密度を示す。左図がアップスピン、右
図がダウンスピンとなっている。これを見ると確率密度もいずれの形状についてもほぼ同
様で、特にkd　＝　leではほとんど散乱されることなく通過することが分かる。この計算で
は散乱体の数が1っだったが、複数導入すれば共鳴が起こりやすくなり、散乱体の形状の
影響が大きくなるものと思われる。
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図7．3：M＝（0，10，G）の時の透過反射スペクトル。　kdは無次元の波数R↑とTTはアッ
プスピンでの透過反射確率、R↓とTiはダウンスピンでの透過反射確率。
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　　　　　　　　　　　　　　　　　一一
　　　・　　口　　　　　口
　　　一一　E：19111i：9＄giEg＃i　　　　　　　　△　　　　△
図7．4：配＝5、M＝（0，10，　O）での確率密度。左図はアップスピン、右図はダウンスピン。
○
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図7．5：kd・＝10、　M＝（O，　10，0）での確率密度、
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7．4．2　ポテンシャルと磁区との比較
　次に、散乱体がポテンシャルの場合と磁気モーメントの場合との比較を行う。量子細線
中に図7．2に示す形状の磁化MもしくはポテンシャルVが散乱体として存在する場合の
計算を行う。磁化の場合はM＝（0，10，0）で、ポテンシャルの場合はV＝　10とした。ま
た、散乱体の面積は先ほどの3つのモデルと等しくしてある。
1
0．8
嬉　0・6
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4 5 6 7 8 9 10
k
図7．6：散乱体がポテンシャルV＝　10の場合の透過反射スペクトル。
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図7・7：散乱体が磁化M・＝（0，10，　O）の場合の透過反射スペクトル。
図7．6と図7．7はそれぞれ散乱体がポテンシャルの場合と磁化の場合の透過、反射スペク
トルである。まず、図7．7を見ると先ほどの3つのモデルと比較すると、ほぼ同じ曲線を描
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いており、形に依存していないことが確認できるeポテンシャルの場合、図7．6では、波数が
大きくなるにっれ透過率が高くなりk－d＞8でほぼ透過率は1となっている。これに対して
図7．7は各スピンの透過率と反射率それぞれを足せば、ポテンシャルの場合の透過率と反射
率にほぼ同じである。図7．7では、アップスピンで入射した電子波は磁気モーメントに散乱
されることによりスピン反転が起こりアップ、ダウン両方のスピンで透過、反射している。
ダウンスピンに注目してみると、波数が小さい方がスピン反転が起こりやすく、大きくなる
と逆に起こりにくくなる。これは（7．1．4）式を見れば明らかで、スピンフリップを示す第2
項に列一ン関数が傾叩’）－GL」）M）もしくは（▽σ宰）（r・　r’）－V’GY’）（r，r’））
という形で含まれており、グリーン関数はσ望（r，〆）＝　G（ゴ）（r，〆1解士M（」））で与えられ
るからM（」）が（kd）2に比べて小さくなるとほぼG＋と（］一一が等しくなってしまうため第2
項が非常に小さくなってしまうためである。つまり、電子は波数が大きくなると磁気モー
メントを感じなくなってしまうことがわかる。しかし、より強くスピン反転を起こすため
に波数に対して磁化の大きさMωを大きくすればよいわけではない。それは図7．7にお
いて波数裾が一一一9＄低いところがダウンスピンの確率が高いわけではないことから確認で
きる。これも（7．1．4）式から次のように理解できる。波数の差に対して磁化の大きさM（」）
が十分大きい場合、グリーン関数σ士の差、もしくはその微係数の差が大きくなる。しか
し、（7．1．4）式において波動関数もしくはその微係数を自己無撞着に決める必要があるた
め、左辺の波動関数が大きくなりすぎてはいけない。したがって、右辺第2項が大きすぎ
てはいけない。そのためには、右辺第2項に含まれる左辺の波動関数のスピンと逆のスピ
ンの波動関数の値が小さくなければならない。つまり、波数と比べて磁化の大きさが大き
い場合、電子は磁気モーメントの内部に入り込むことなく反射されてしまい、磁気モーメ
ントと相互作用しないため、スピン反転が起こりにくいと考えられる。スピン反転を利用
したデバイスを作るためには、より効率よくスピン反転を起こす必要がある。そのために
は、波数と磁化の大きさMωを大きすぎず、小さすぎず適切な大きさに最適化する必要
がある。
7．4．3　ランダムな形状による影響
　次に、図7．8のように量子ドットに円形の磁気モーメントがある場合とそれをランダム
に変形させた場合との比較を行う。実際にこのようなデバイスを作成するには、整った理
想的な形状を作成するのは難しく、ある程度その形状が荒れてしまう。そこで、理想的な
形状の場合とドットと磁区両方とも面積は一定のままランダムに形状を変化させた場合と
の比較を行う。
　図7．9と図7．10は、それぞれ系が理想的な形状をしている場合とランダムに変形させた
場合での透過、反射スペクトルである。両図とも激しく振動しているが、その振る舞いは
明らかに異なる。また、今回のモデルでは一部に確率の保存が保たれていない箇所がある。
ただ、もともと激しく振動しており特定の波数での値よりも全体の傾向が重要であると考
えられるため、その全体的な挙動を考察する。まず、図7．9を見るとその振動のピークの
高さが波数が大きくなっても大きく、ほぼ1近く達している。それに対して・図7・10では
波数が低いときは、ピークが0．7を越えているが波数が大きくなってくると振幅が小さく
なり、全ての透過率、反射率が0．25付近へと収束している。これは系の形状が理想的な場
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図7．8：円の量子ドットとランダムに生成した量子ドット。
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図7．9：図7．8の上図の透過反射スペクトル。M＝（0，10，0）。
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図7．10：図7．8の下図の透過反射スペクトルeM＝（0，10，0）。
合には電子波は系の形状に対応して全体として特定の波数で共鳴が起こりやすく、それが
最大値が1近くもあるピークとなって現れる。また、ピークの形状も鋭いものが多いが、
幅の広いピークも見られスピンを利用したデバイスを作成することも十分可能であると考
えられる。一方、ランダムに変形している場合はその複雑な形状に対応して電子波は局所
的には共鳴を起こすが系全体の共鳴は起こりにくく、そのピークも鋭くなる。つまり波数
が小さい間は電子波は波として系の細かな形状の変化をあまり感じないので、まだ系全体
の共鳴を起こしやすい。しかし、波数が大きくなるにつれて、波長程度の細かな構造を感
じるようになるため、複雑な形状により局所的な共鳴が起こりやすくなる。そのため、磁
性散乱体付近にも局在し何度も散乱されスピンが混ざり合い、それぞれのスピンでの透過
率、反射率がほぼ等しくなる。
　図7．11は理想的な形状の場合のkd　・・　5とkd＝10での電子の確率密度である。どちら
の波数においても系の形状と波長に対応して系全体に対称的な形の干渉パターンができて
おり、それが先ほどの振幅の大きなピークへとつながる。また、図7．12はそれをランダム
に変形させた場合のkd＝5とkd＝10における電子の確率密度である。波数が小さいと
きは図7．11の上図に近い形の干渉パターンができており、これは電子波が系の変形にあ
まり影響されていないことがわかる。他方、波数が大きくなると磁性散乱体の内部にも電
子波が入りやすくなるため、スピン反転が頻繁に起こり、ほぼ等確率でスピンおよび反射
波、透過波が混ざり合っていることが分かる。これらの結果から共鳴を利用すれば図7．9
のように、一定の周期でピークが見られるスペクトルが得られ、それを用いたスピンフィ
ルターのようなスピントロニクスデバイスを作成することも可能かもしれない。ただし・
そのためには境界を整った形状で作成し特定の波数で共鳴を起こさせる必要がある。
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図7．11：図7．8の上図の確率密度。M＝（0，10，0）で、上図がkd＝5・下図がk”d　＝　10。
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図7．12：図7．8の下図の確率密度。M＝（0，10，0）で、上図がkd＝5・下図がkd＝10。
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7．4．4　計算精度
　これまでの計算において、図7．8のモデルを除けば、確率の保存の精度はおおむね1パー
セント以下の誤差であった。ただ、図7．8のモデルを含めて、局所的に精度が落ちること
があった。これはポテンシャルが異なる境界上で物理上は意味のない固有モードを励起し
ている可能性があり、それが解に影響していることが考えられる。［29］ただし局所的なも
のであり、全体の傾向を議論することは十分に可能である。また、計算時間はPentium4、
3．OGHz、　Linux　OS、　Intel社製Fortranコンパイラのハードウェアとソフトウェアの組
み合わせの計算機を用いて計算を行ったが、確率密度の計算は波数によるが要素数1000・
5000点のプロットで約6時間、スペクトルの計算は2週間程度かかった。これは複数の
CPUを利用すれば十分に実用的な時間だと考えられる。
7．5　議論
　2次元電子系に磁気モーメントがある場合を定式化し、磁気モーメントによる散乱の効
果を取り込んだ境界積分方程式を導出し、モデル計算を実行した。結果として・効率よく
スピン反転を起こすためには磁化の大きさMωを大きすぎず、小さすぎず適切に決定し、
共鳴を利用して磁気モーメント内部での電子の存在確率を高くする必要があることがわ
かった。それには一定間隔ごとに複数の磁気モーメントを導入すれば強い共鳴が起こるこ
とが予想される。ここでは、磁気モーメントを1つのみ導入した場合のみの計算を行った
が、ここで提案した境界積分方程式は磁気モーメントが多数存在する場合も計算可能であ
る。ただし、図7．1を見るとわかるように磁気モーメントの周りの要素数は外側と内側で
2倍、アップスピンとダウンスピンとで2倍となるため合計4倍もの要素数となる。その
ため．多数の磁気モーメントがある場合は要素数が膨大な数となり非常に時間がかかって
しまう。複数の磁区による共鳴がある場合の解析を行うためには、波動関数の変化の激し
くないところではあまり要素をとらないなど要素数を減らす手法が必要となる。
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第8章　2次元系における複数の点状磁性散乱
　　　　　　　体がある場合の境界要素法
8．1　境界積分方程式
　無次元化したSchr6dinger方程式は系に磁化を含む場合、（4．1．14）式から
　　　　　　　　　｛　　　　　一▽2ψ↑＝（（kd）2＋Mz）ψ↑＋（Mx－iMy）　Cb↓
　　　　　　　　　　一▽2ψ↓＝（（kの2－Mg）ψ↓＋（tVfx＋iMy）ψ↑
である。
　っぎにこのグリーン関数が満たす式は
　　　　　　　一▽’2σ（r〆；㈹2）嵩（（kd）2）o（r〆；㈹2）＋6（r－r’）
である。
　よって、これら2式からψ↑，↓（r）は境界積分方程式で表すことができて
贈）－f［σ（r，　r’）▽’ψ↑，↓（〆）一ψも↓（〆）∀σ（ア〆）］・ndst
　　　　＋／曜）（MT（艦↑（〆）圭Mz（〆）ψ↑，↓（〆））dr’
（8．1．1）
（8ユ．2）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（8⊥3）
となる。ただしM±（〆）”　Mx（rt）土iMy（〆）とした・境界要素法を適用するに当たって・
（8．1．3）式右辺第2項の体積積分を工夫して評価する必要がある。
8．2　近似
　N、個の点状磁性散乱体がある場合を考える。［32，33］ここで、図8．1のようにn番目の
点状の磁性散乱体を高さM±（瑞）、Mz（瑞）で中心Rn，半径aの円柱であると考える。
ただし、s　＝t，↓である。このとき、磁化ベクトルM±（r）、　Mz（r）は
　　　　　　　　　　醐一SiLM士（畦12θ（α一1㌍一卵
　　　　　　　　　　　　　　n＝1
　　　　　　　　　　M（r）一砦鵬）α2島θ（α一卜瓦1）　（叫
　　　　　　　　　　　　　　　　　　　　　Ta　　　　　　　　　　　　　　n＝＝1
で表せる。θ（x）は単位ステップ関数である。
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巫π
＝　con…∋t：．
図8．1：点状の磁性散乱体
点状の磁性散乱体を想定しているので、M±a2、　M『2a2を一定のままでαを十分に小さ
くする。すると（1／πa2）θ（a－Ir　一　Rez　l）はデルタ関数δ（r　一一　Rh）に近似できる。よって、
（8．1．3）式右辺第2項は
　　　　　　　／G（r，r’）　（M干（噺↑（r’）　±　M・　（r’）iPT，i（Tw
　　　　　　　，・Σσ（r，Rn）（M干（Rn）a2cb↓，↑（－Rn）　±　M・（瑚ψ↑，↓（・11，，，））　（8・2・2）
と表せる。
　ただし、このままでは（8．22）式のグリーン関数G（r，．R，，）のrがRmになったとき・
G（－Rr7’i，RbU）はグリーン関数の特異性によって発散してしまう・（62ユ節）
　そこでrがR肌となるときは（8．1．3）式の積分
　　　　　　　　碕1争）α2／σ剛θ（α一lr’一・Rml）zbi，↑（T’）・iTt
　　　　　　　士響）α2／σ剛θ（α一1〆－Rin・1）ψ↑・s（Tw
をより正確に近似する必要がある。
　（8．1．2）式のグリーン関数は0次第1種のハンケル関数
　　　　　　　　　　　　　G（r，rt）－IH61）（kdlr－r’1）　　　（8・2・3）
で与えられる。ここでこのハンケル関数は6．2．1節と同様にxが十分に近ければ（62．4）式
より
　　　　　　　　　　　　H6・）（卵・＋β（ln（・）＋・ty－ln（2））　　　（82・4）
　　　　　　　　　　　　　　　　　　　π
と近似できる。
　この近似したグリーン関数を用いてさきほどの積分を議論する。ここでψ↑（〆）・ψ↓（〆）は
中心一Rl’r，i，付近ではM±（R皿）、　Mz　（Rm）が有限な値を持っているのでそれほど大きく変化しな
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いと考え積分の外に出す。つまり、中心R肌で半径αの円内部においてψ↑，↓（〆）弼ψ↑，↓（瓦η）
とする。よってこの積分はMF（R－rTz）の項に関しては次のように評価できる。
　　　　　　雌票）9L2　f　G（Rh，　r’）θ（a－lr’　一　R・nl）ψム↑（r’）dr’
　　　　　　－3M藷）diψs，↑呵H61）（kdlr　一　r’1）
　　　　　　　　　　　　　　　　　　θ（a－一　lr’－Rh　1）d（rt－Rm）
　　　　　　一溜豫）α2ψム↑（．R，，ez）
　　　　　　　　　　　　∬｛・＋e（ln（・）＋1n㈹＋ツー1n（2））｝2舳
一一
竅i21n箏＋2ツー一）M午（Rm）a2tht，T（Rm）
Mz（．ll，，，）の項に関しても同様に評価する。
　よって．　（8．2．2）式においてrがIFI，，，をとるときはグリーン関数σ（Rm，Rh）を
一1／（4π）（21n（（醐の／2）＋2ツー1－iπ）で置き換えてやればよい。
　最終的に波動関数ψ↑，↓（r）は
ψも↓（r）－f［σM∀ψち↓（〆）一ψち↓（〆）∀・（r〆）］・ndst
　　　　＋Σび（r，Rπ）（MT（．l　l，，，）α2ψ↓，↑（瑞）±Mz（瑞）ψ↑，↓（瑞））
　　　　　　π
（82．5）
（8．2．6）
であらわせる。ここで
G’（r，　Rh）　一o一姦｛鐸鳴凸1≧伽），鷲 （8．2．7）
である。つまり散乱体による影響はGノ（T，Rh）（M干（．llt，，，）ψ↓，↑（R，，，）：L　M。（．Rri）ψ↑，i（Rπ））を
足しあわせるだけでよいことになる。
8．3　全ての磁性散乱体の磁化ベクトルMが等しい場合
　もしも全ての磁性散乱体の磁化ベクトルが等しければ、その磁性散乱体による影響がxy
面内での磁化の向きによらないことを証明する。
磁化・xy面内での大きさM・y－IM±1－～癖とす轍その位相θを用いて
，」M＋＝Mx十iMy＝Mxy　exp（iθ）
M－＝Mx－iMy　＝・Mmy　exp（－iθ） （8．3．1）
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と表すことができる。次にψ↑exp（ie／2）＝ψ1とψ↓exp（－ie／2）＝ψ↓を定義すれば（8・1・3）
式にexp（：Lie／2）をかけて
ψ篇（r）・±w［σ（r〆）v’zbT，↓（〆）・士’9一贈り・±’9∀・（r，〆）］・ndst
　　　　　　　＋ΣG’（r，・ll1・，，，）（M・y（Rn）a2tht，T（・ll，，）・　F’9圭M・（Rn）ψ↑，↓（R・）e±‘9）
　　　　　　　　　n　　　ψ↑，↓（r）－f［σ（r，〆）∀ψt↓（rt）一ψ↑，↓（〆）v’G（r・〆）］・ndS「
　　　　　　　＋ΣG’（r，Rn）（M。ya2di↓，↑（Rπ）±Mz（R7’iL）ψ↑，↓（島））　（8・3・2）
　　　　　　　　　n
となる。それゆえ、もしMz＝0であれば磁性散乱体による影響はMxya2のみによるこ
とになる。
8．4　4つ点状の磁性散乱体を並べた場合
8．4．1　定式化
　（8．2．6）式を使って図82のように量子細線中に4つ並べた場合を考える・入射波はアッ
プスピン、基本モードで系の左側のリードより入射するものとし、それぞれのスピンでの
透過係数亡↑とt↓で透過し、反射係19c　rTとr↓で反射する。
r2
1 ア
（↑，α κ r3rl4
r4
図8．2：量子細線中に点状磁性散乱体を導入したモデル
このときの波動関数はrlとr3では細線の固有関数で表せ、またr2では0である。よって
r・・ψ、（r）一・（s）・in（等（y＋砦））・xp（細
　　　　　　　＋写鰯畷蜘＋9））頭一綱
r2：ψ5（r）　＝　O
r・・ψ、（r）一Σ　t・，a，，・in（讐（y＋9））・xp（綱， （8．4．1）
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となる。ここで8ニ↑，↓でka＝　解一（απ／の2であり、1（8）＝1（8＝↑）もしくは0（8＝↓）
と定義する。またr1からr4での未知変数はそれぞれrs，αβ，、∂ψ、／∂n、　ts，αッ、ψS’とψ、で
ある。ここで8’＝↓，↑でsとは逆のスピンとする。これらの未知変数は連立して解くこと
によって求められる。未知変数が求められた後に、（8．2．6）式に従って系内部の波動関数の
値が得られる。
8．4．2　全ての磁化ベクトルの向きが等しい場合
　まず、最初に4つの磁化とも全て同じ場合を考える。［34］この場合、8．3節よりxy面内
の向きによらないことがわかっている。また、Mz＝0で磁性散乱体の半径α＝0．05とし
た。図8．3はMx・yα2＝700の時の透過、反射スペクトルである。このときの透過、反射確
1
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　　　0．4
0．2
0
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屈
R7πτ
9 10　　11
図8．3：Mxyα2＝700の時の透過反射スペクトル
率は（2．2．31）式や（2．2．32）式から次式で与えられる。
噂匙β12渦一写毎1触β12 （8．4．2）
図8．3のR↑やTTは共鳴によるものと考えられるいくつかのピークやディップが存在する
が、R↓やTiは波数によらずほとんど0である。
　これは（8．3．2）式より理解できる。（8．3．2）式のψ↑とψ↓はセルフコンシステントに決ま
る必要があるから、もしMxy　a2が大きくなるとψ↓が小さくならなければならない。つま
り、強く磁化した領域に電子は入り込めないためである。これは、例え系に大きな磁化が
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一あってもスピン間でのカップリングが起こらないため、ポテンシャルによる散乱体と同じ
ように振る舞うということを示している。
　次に磁化の大きさを小さくしてみる。図8．4はMx〃a2＝4のときの透過・反射スペクト
1
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　蒔　　0．6
£
　　　0．4
0．2
0
4 5 6 7　　8
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9 10　　11
　　　　　　　　　図8．4：Mxya2＝4のときの透過反射スペクトル
ルである。今度はスピン問のカップリングが起こりR↑やTTが0ではなく激しく変化して
いることがわかる。また、この磁化の大きさは（7．3．3）式などよりd＝10nmでz方向の
幅0．1dとすれば
　　　　　　　lM1πα2　d2（°・1の舘9．。　x・・2・π（・．・）dM。yα2　ks・．・3　x…3　（8．4．3）
　　　　　　　　　　μB
であり妥当な値であると考えられる。
　次にこのスペクトルを元に興味を引くいくつかのピークやディップにおける確率密度を
示す。まず、最初にR↓が鋭いディップになっているK・d　＝4．6での確率密度が図8．5であ
る。図の灰色の部分は壁、もしくは磁性散乱体である。両方のスピン状態において4つの
散乱体の間で強く局在している様子が分かる。電子は、散乱体間でいったり来たりするた
め、他方のスピン状態への遷移が頻繁に起こる。散乱体付近でも電子の確率密度は高く、
散乱体にぶつかることによりスピン反転が起こることがわかる。
　図8．6はK・d＝7．11の時であり、Tlが急激なピークになっている点である。ダウンスピ
ンでの透過確率が80％以上になっており、アップスピンで入射したほとんどの電子がダウ
ンスピンで透過することになる。さきほどの図8．5と同様に電子は散乱体間に強く局在し
ており、先ほどが散乱体間での基本モードであればこちらは2番目のモードでの共鳴であ
ると理解できる。
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「8．4．3　磁化ベクトルの向きが等しくない場合
　前節では4つの散乱体とも同じ磁気モーメントの場合のみを計算した。そして、その対
称性により共鳴が引き起こされスペクトルに鋭いピークが現れていたと考えられる。そこ
で、図8．7のように磁気モーメントの向きを変えていくらか対称性を崩すとどうなるだろ
うか。
図8．7：対象性を崩した配置。Ml＝（0，　m，0）、　M2＝（m，0，0）。
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図8．8：図8．7の配置におけるmα2＝0．01のときの透過反射スペクトル
　おおまかな特徴は図8．4と同じであるが、図8．4にはなかったいくつかのピークやディッ
プが現れていることがわかる。また、図8．4と比べてピークやディップが少しなだらかに
なっている様子が分かる。
　図8．9はK・d　＝8．37の時の電子密度である。図8．4ではみられなかったTTがゆるやかな
ピークになっている点である。対称性が崩れ4つとも同じ場合にはなかった電子の通り道が
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図8．9：mα2＝：0．01でK・d＝8．37の時の確率密度。R↑Af　O．05、　TT～0．63、　R↓NO．17、
Tt　f・O・15
できることによりTTが大きくなったと考えられる。また、　Ml＝（O，　m，0）とM2＝（m，0，0）
では明らかに散乱の仕方が違うことがわかる。
　しかしながら、もしも磁性散乱体が1つであるならばxy面内での磁化の向きにはよら
ないのでM1とM2の違いは現れてこない。磁性散乱体が複数ある場合のみ、　M1とA‘t2
の違いが現れてくる。
8．4．4　入射スピンによる違い
　このように、磁化ベクトルの向きが等しいかそうでないかで結果が大きく異なることが
分かった。さらにこれまでは、アップスピンで入射した場合のみを示してきたが、ダウン
スピンで入射した場合の結果をまとめると次のような関係があることがわかった。
全ての磁化ベクトルの向きが等しい場合
TT↑＝Tl↓，　TT↓＝T！↑
全ての磁化ベクトルの向きが等しくない場合
TT↑≠Tt↓，　TT↓≠T！↑ （8。4．4）
ここで、TT↓はアップスピンで入射しダウンスピンで透過する場合の透過確率を示す。
　この関係は次のように理解できる。M、ニ0の場合のSchr6dinger方程式は
｛　一▽2ψ↑＝（kd）2ψ↑＋Mxyα2e一乞θψ↓
　一▽2ψ↓＝（1この2ψ↓＋M、，yα2e歪θψ↑
（8．4．5）
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であった。（8．4．5）式にexp（±iθ）をかけ・ψ↑，↓＝ψ↑，↓exp（±iθ）とおけば
　　　　　　　　　　　｛謝」（麟鵬懲↑　（84・6〉
となる．これは（8．4．5）式のスピンを遡こしたものと全く同じ形をしている・つまり・磁1
化ベクトルの向きθが全て等しい場合には波動関数の位相に含めてしまえば・アップスピ
ンで入射した場合の表式とダウンスピンで入射した場合の表式とを同一になる・ただし・
波動関数の位相が違うので、振幅の位相も位相差にして2θ異なる。よって、全ての磁化
ベクトルがM＝（0，My，0）である場合には振幅に関して以下の関係が成り立つ。
　　　　　　　　　　　　　　　　　tT↑＝t↓↓
　　　　　　　　　　　　　　　　　t↑↓一一t↓↑　　　　　　　（8・4・7）
しかしながら、（8．4．2）式より透過、反射確率では振幅の絶対値をとるのでこれらの位相は
消えてしまう。よって、（8．4．4）式の関係が満たされる必要がある・
8、5　規則的に配置した場合
8．5．1　定式化
　8．4節では点状の磁性散乱体を4つ並べその散乱体間で共鳴が起こることにより、スピ
ン反転する透過スペクトルにも共鳴ピークが現れることが分かった。この結果より細線中
に点状の磁性散乱体をより共鳴が起こりやすいように配置することによって、フェルミエ
ネルギーによりスピンを制御できるスピンデバイスが実現できる可能性がある・ただし・
8．4．4節で見たように、Mz＝0で面内の磁化ベクトルの向きが等しい場合にはTT↑＝TJ↓
かつTT↓ニTs↑であるため、アップスピンからダウンスピンに遷移する確率とダウンスピ
ンからアップスピンへ遷移する確率が等しく、打ち消しあってしまうため3・5・4節のスピ
ンフィルタとしては動作しない。
　そこで、ここではスピンデバイスとしての性能を評価するため、（3．5．9）式と同じくス
ピン分極率を以下のように定義する。
　　　　　　　　　　　　　　　PT，↓十卸　　　（8・5・・）
このスピン分極率を高くするためにはより頻繁に共鳴を起こさせてスピンフリップさせる
必要がある。これまでの結果から、磁性散乱体を何層にも格子状に配置すればある波数に
おいて強い共鳴が期待される。
　そこで、図8ユ0のように格子状に点状磁性体を配置し、その共鳴状態を解析する。図
8ユ0は3層配置であり、細線の幅dを長さの次元にとり点状磁性散乱体の半径α＝0．05で
その格子間隔は0．2とした。1層、2層の時も同様な間隔で配置する。また・全ての磁性散
乱体の磁化ベクトルMは同じとする。以下の結果ではすべて入射電子波は左からアップ
スピン、基本モードで振幅1で入射するものとするe
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図8．10：3層の格子状配置
8．5．2　1層配置
　まず最初に磁化を1層に配置した場合の結果を示す。この場合はy方向の散乱体間での
共鳴が期待され、それは2，3層と増やしていったときにも同様な傾向がみられると考えら
れる。M、＝0でMxya2は4．0とした。図8．11は1層配置の時の透過反射スペクトルで
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図8．11：1層配置の時の透過反射スペクトル
ある。波数によらずR↓とTlが全く同じ値になっている。これは、アップスピンで入射し
た電子が、磁性散乱体によりスピン反転しダウンスピンとなる。そのとき、この配置は左
右対称性があるのでダウンスピンでの反射も透過も全く同じように起こるためだと考えら
れる。
　っぎに、いくつかの興味を引く波数での確率密度を示す。図8．12はkd　＝　26．54の時の
確率密度で、すべての透過、反射確率が等しく0．25となっている。これは共鳴が起こり散
乱体間に強く局在し、電子がいわゆるトラップされた状態となりなかなか出てこれないた
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図8．12：kd＝26．54での確率密度。　R↑suO．25、　TT　fsO．25、　R↓RsO．25、　Ti　uO．25
図8．13：裾＝28．27での確率密度・R↑NO・0・TT　N　1・0・R↓舘0・0・図8．14：UpSpin
Tt￥O・0　　　　　　　　　　　　　　　　　　　　　　　　　　　　散乱体付近拡大図
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図8・15：ha　＝34・55での確率密度。　R↑NO・0・TT　N　1・0・R↓rv　O・0・図8．16：UpSpin
Tt　u　O・O　　　　　　　　　　　　　　　　　　　　　　　　　　　　散乱体付近拡大図
めだと考えられる。
　次に、図8．13はTTが鋭いピークで1になっている場合である。これは図8．14の拡大図
をみるとよくわかるが、このときの波数K・d＝28．27はλ＝2π／（kd）とすれば細線のy方
向にちょうど1／（λ／2）～9個のモードを持つ波数でありこのモードのちょうど節の部分に
散乱体が存在しているため散乱体に全く散乱されることなく抜けていってしまうためだと
考えられる。これはy方向のモードであるので2，3層と増やしていったときもこの波数に
おいてTTが1となると考えられる。
　同様に、図8．15もTTが鋭いピークで1になっている場合である・この波数kd＝34・55
は1／（λ／2）N11個のモードを持っ波数であり、上の場合と同様にちょうどモードの節の
部分に位置しているためアップスピンでの透過が1となっている。これは拡大図8．16でよ
く確認できる。
　このように、1層の場合においてもy方向に共鳴が起こり鋭いピークが確認できた。ま
た、このような共鳴状態を解析するときに散乱体付近でのモードを確認するためその周辺
だけより解像度を高くしたいときがある。このようなとき、境界要素法は境界上の未知変
数がいったん計算できれば内部の波動関数の値は任意の場所で計算できるのでより解像度
を高くしたいときでも最初から未知変数を計算し直す必要がないという利点がある。
8．5．3　2層配置
　次に2層配置の場合の結果を示す。この場合は、先ほどのy方向の共鳴に加えてx方向
の共鳴が起こることが期待される。また、1層配置の時と同様にM、＝0でM吻α2は4．0
とした。図8．17は2層配置の透過、反射スペクトルである。先ほどの1層配置の時と比べ
ていくつか似たような傾向がみられる。とくにTTのkd＝28．27と34．55でのピークは先
ほどの時と全く同様であり、これはやはりy方向でのモードによるものだと考えられる。
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図8．17：2層配置の時の透過反射スペクトル
5 40
　また、いままでに全くなかったピークも現れている。そこで、いくつかの波数における
確率密度を示す。
図8．18：kd＝11．69での確率密度。　R↑yO・23・TT　uO・10・R↓fu　O・22・TJ　fsO・45
図8．18はkdニ11．69での確率密度であり、　Tlでの最初の緩やかなピークとなってい
　　　　　　　　　　　　　　　　　　98
図8．19：K・d＝27．88での確率密度・R↑Rs・O・24・TT　f　s　O・26・R↓fu・O・26・71舘024
図8．20：k・d＝28．27での確率密度。R↑u・O．O、雪舘1．0、　R↓fu・O．0、　Ti　fy　o．o
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る場合である。これは最初の層と2番目の層との間にちょうど1つモードが立っており、
それによって散乱体間に局在しダウンスピンでの透過確率が大きくなったものだと考えら
れる。
　次に、図8．19はkd　＝　27．88での確率密度で、　Ttが急激に落ち込んでいる場合である・
このとき、それぞれの透過、反射確率はほぼ等しく0．25となっていてこれは1層の時の
kd　＝　26．54（図8．12）に対応しているものと考えられる。
　図8．20はkd＝2827での確率密度で、　TTが1となっている場合である。図を見れば明
らかに先ほどの1層の場合のkd＝28．27（図8．13）に対応していることがわかり・ちょうど
散乱体をよけるようにモードができている様子がわかる。
8．5．4　3層配置
　最後に3層配置の場合の結果を示す。この場合は、2層に加えてより激しくピークが現
れることが予想される。また、1層、2層配置の時と同様にM、＝0でMxya2＝4．0とし
た。図8．21が3層配置の時の透過、反射スペクトルであり1層、2層配置の時と比べてよ
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図8．21：3層配置の時の透過反射スペクトル
り複雑になっている。また、非常に興味深い事にTiがほぼ1となっている場合もみられ
る。kd　＝　28．27と34．55でのTTでの鋭いピークは1層、2層配置の場合と同様にy方向の
モードであると考えられる。
　そこでこれらの波数での確率密度を示す。図8．22はkd＝10．33での確率密度である。
これはTtでの最初にピークであり、図8．22においても1層目と3層目との間に1つのモー
ドが立っておりこれがその原因となっていることが考えられる・このとき・λ／2uO・304
100
t
図8．22：屈＝10．33での確率密度。R↑uO．29、7｝紺0．30、　R↓uO．21、　Ti　kO．20
図8．23：kdニ13．48での確率密度。　R↑fu　O．28、7｝～0．16、　R↓f￥　O．20、　TS　f　s　O．36
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図8．24：版＝22．44での確率密度。R↑uO．0、雪魁0．0、　R↓uO．0、　Ti　fu　1．0
であることからも確認できる。しかしながらモードの真ん中に2層目が入っているためあ
まり強くないピークとなっている。
　次に、図8．23はkd＝13．48の時でこのときはTsの2番目のピークとなっている・こ
れは先ほどの最初にピーク（図8．22）と比較するとよくわかるが、1層目と2層目、2層目
と3層目の間にモードが立っている。このときは、λ／2＝0233でありだいたい格子間隔
と近いことからも確認できる。先ほどと比べてモードの中に散乱体がないため先ほどより
ピークが大きくなっていることがわかる。
最後に図8．24であるがこれ｝謁カミほぼ・となっている・つまり・基本モード・アップ
スピンで入ってきた電子がすべてダウンスピンで透過していくことになる。このときの共
鳴状態は波長λ駕0．28　fU　O．2v／至でありちょうど1つの格子の対角線の長さと等しくなっ
ている。つまり、1つのセルにおける4つの散乱体の間で共鳴され、散乱体間に局在する
ためだと考えられる。
8．5．5　3層配置のスピン分極率
　3層配置においてある波数でTTが1、またある波数でTsが1となるという特定のスピ
ンを入射したときにそのスピンを制御できるスピンデバイスとしての可能性を見た。そこ
で、このときのスピン分極率を図8．25に示す。このスピン分極率P↑．↓は（8・5・1）式で与え
られる。
　図8．25では屈二28．27や裾＝34．55ではP↑＝1であり・ha＝22・44でP↓＝1となっ
ている。つまり、入射電子波の波長を変えてやることによりそのスピン分極率が制御でき、
さらに特定の波数では分極率が1である。つまり・アップスピンを入射したときに・フェ
ルミエネルギーによってはそのままアップスピンとして透過し、またエネルギーを変えれ
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図8．25：3層配置のスピン分極率
ば全てダウンスピンへとスピン反転させて透過させることが出来る。ここでは、アップス
ピンで入射した場合を見たが、8．4．4節よりダウンスピンで入射した場合にはスピンに対
して全く反対に動作する。つまり、特定のエネルギーで入射したスピンを全て反転させる
論理回路におけるNOT回路のような動作をする。
8．5．6　磁化の大きさによる影響
　これまではすべてM、＝0でM吻α2＝4．0として計算を行ってきた。この磁化の大きさ
を変えるとそれに伴い透過、反射スペクトルも大きく変化する。そこで3層配置において
磁化を変化したときのそれぞれのスピンでの透過、反射スペクトルを図8．26、8．27、8．28、
8．29に示す。
　これらからわかることは磁化が小さいうちはスピンフリップすることなくそのまま抜
けていく。少し大きくなるとスピンフリップが起こり、特定の波数において共鳴が起こり
ピークが現れる。さらに大きくなると今度は磁化の内部に入り込めないためにスピンフリッ
プが起こりにくくなり、アップスピンでの反射が大きくなる。このときポテンシャルによ
る散乱体と変わらなくなるのでバンド構造が現れてくる。格子間隔が0．2なのでバンドは
2π／（0．2x2）駕15．7＝b程度の間隔で現れ・特に図826ではb×1＝15・7・b×2　＝　31・4
あたりにはっきりと現れている。また同様に少し崩れているがダウンスピンでのバンドも
みられる。
　っぎに、分極率が磁化の大きさによってどのように変化するかを示す。このときの分極
率は図8．28、8．29でのTT，↓から求めたものである。
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図8．26：3層配置でのアップスピンでの反射確率R↑
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図8．27：3層配置でのアップスピンでの透過確率T↑
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図8．28：3層配置でのダウンスピンでの反射確率R↓
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図8．29：3層配置でのダウンスピンでの透過確率Tt
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図8．30：3層配置でのアップスピンの分極率PT
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図8．31：3層配置でのダウンスピンの分極率P↓
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　図8．30でのアップスピンの分極率は1層、2層、3層に共通して現れた裾＝28．27や
kd　＝＝　34．55でのピークを中心にピークとなっており、散乱体をそのまま抜けていくモード
によるものだと考えられる。このピークはその磁性体の配置によるものなので磁化の大き
さを変えても変わらない。
　また、図8．31でのダウンスピンの分極率はピークとなるのがM吻α2＝1．5や4付近しか
なくそれ以上の磁化ではピークが現れてこない。これは磁化が大きすぎるとスピンフリッ
プが起こりにくいためであり、高い分極率を得るためには磁化の大きさはフェルミエネル
ギーに対してある程度小さくなければならない。
8．6　議論
　本章では点状磁性散乱体のモデルを定式化し、それが複数ある場合のいくつかの計算結
果を示した。それにより、磁化ベクトルの向きが等しいときはxy面内での向きによらな
いことや磁化が大きい場合は電子は入り込めずにスピンフリップが起こりにくいことなど
意外な結果が得られた。また、とくに規則的に配置した場合の共鳴状態の解析を行い、電
子は共鳴により散乱体間に局在しスピン反転が頻繁に起こることを明らかにした。さらに
これらの配置でのコンダクタンス、そしてスピン分極率を示した。それにより格子状配置
でのスピンデバイスとしての可能性を示し、特に3層の場合には入射したスピンを全て反
転させるスピンNOT回路が実現できることを見た。
　また、本章で行った定式化は（8．2．6）式で示したように磁性散乱体による影響を体積積分
を実行することなく足しあわせるだけでよく、計算精度、時間の面からみても優秀であっ
た。たとえば、図8．5のような確率密度の計算では境界の要素を500個、内部を250×1000
程度に分割し計算を行った結果、計算精度は確率の保存が小数点第3位以下の誤差であり、
計算時間が3GHzのPentium4を用いて内部の未知変数を求めるのに15分程度、確率密
度を計算するのに1時間半程度であった。さらに磁性散乱体を増やしても足しあわせるだ
けでよいため、多くの点状磁性散乱体を扱うことも可能である。
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第9章　境界要素法、有限要素法の加速
9．1　専用計算機による境界要素法の加速
　近年の科学技術計算の多くは、スーパーコンピュータをはじめとする汎用計算機により
行われている。しかしながら、それらの計算の大部分が同じ計算の繰り返しであり、その
部分に関しては汎用計算機を用いる必要はなく、その計算に特化した専用計算機により加
速させることが出来る。そこで、理化学研究所で分子動力学シミュレーションの専用計算
機として開発されたのが、MD－GRAPE2である。　MD－GRAPE2は、分子動力学における
クーロンカや分子間力、また惑星間の重力の計算など2体間の相互作用を求め、それらを
足し合わせることに特化した専用計算機である。実はこのMD－GRAPE2を用いて、境界
要素法を加速させることが出来る。
　MD－GRAPE2は大きく分けて2つの計算が出来る。ひとつがフォースモードで、2体
間に働く力をすべての粒子に対して足し合わせるものである。
　　　　　　　　　　　　　　fi一Σわ乞ゴ9（αiゴ1矧2）riゴ　　　　　　（9・1・1）
　　　　　　　　　　　　　　　　　ゴ
ここで、αijと％は定数、　gは相互作用を表す関数、丁歪ゴ＝TゴーTiは粒子iから粒子」へ
の位置ベクトルである。そしてもうひとつがポテンシャルモードで、すべての粒子からの
ポテンシャルを足し合わせる計算を行う。
　　　　　　　　　　　　　　　φ乞一Σb，ゴ9（αiゴ1矧2）　　　　　（9・1・2）
　　　　　　　　　　　　　　　　　　ゴ
MD－GRAPEではこれらの計算を内部で並列化し、最適化された回路を用いることによっ
て非常に高速に処理することが出来る。
　この2式は一見すると境界要素法とは結びつかない。2次元電子系での境界要素法は6
章で見たように、Schr6dinger方程式とグリーン関数が満たす式
　一▽’2ψ（〆）＝（K・d）2v／（r’）
一▽’2G（7・，　rノ）＝（kd）2G（7・，r’）十δ（T－7・’）
より、グリーンの公式を用いて、境界積分方程式
　　　　　　　ψ（r）一八σ（r・　rt）券ψ（rt）一ψ（rt）論σ（T〆））・ndS’
（9．1．3）
（9．1．4）
をたて、これを解くことによって内部の波動関数ψ（r）を求めた。実際に数値計算を行うに
あたって、上式は数値積分により評価される。このとき、0次要素・つまり要素上でψ（〆）
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とsil7zb（〆）が一定とした時の（9．1．4）式右辺第1項はある要素rゴにおいて、
轟吻∠σ（ri，T’）dS’
　　　　」
となる。この積分に対し、ガウス積分法を適用すれば、
讃吻Σωmσ（ri，rm）等
　　　m
（9．1．5）
（9．1．6）
である。ここで、Wmはガウス積分の重み、　lmは要素巧の長さである・この式は・MD－
GRAPEのポテンシャルモード（9．1．2）式とまったく同様の形式となっている。さらに（9．1．4）
式右辺第2項もある要素巧において、
吻続G色，r’）dst
であるので、ガウス積分を適用すれば、
吻Σ（ωm誌G囲鵠守））讐
　m
と表すことができ、これはフォースモード9．1．1式と同一の形をしている。
（9．1．7）
（9．1．8）
・－二
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図9．1：境界積分方程式に対するガウス積分
　つまり、境界積分方程式をガウス積分で求める場合には、図9．1のようにガウス積分で
の分点をそれぞれひとつの粒子と捉え、それらとの相互作用を足し合わせたものとみなす
ことが出来る。つまり、分子間力や惑星間の重力の計算とまったく同じ計算であるといえ
る。このようにして、MD－GRAPEを用いて境界要素法による内部の波動関数を求める計
算を加速できる。この内点の計算では、MD－GRAPE2を2枚用いて要素数1500、内点数
40000の計算を行ったところ、Pentium43．OGHzに対して約240倍もの加速を得ることが
出来た。
　また、境界上の未知変数や透過、反射確率を求める場合には反復解法を使えばよい。そ
の場合、未知変数に適当な初期値を入れ、その解ベクトルをMD－GRAPEを用いて係数行
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列と掛け合わせる。この残差より、解ベクトルを修正し係数行列にかける。これを繰り返
すことによって、解を求めることが出来る。ただし、本研究では反復解法としてGMRES、
前処理法として点ヤコビ法を用いて計算を行ったが十分な収束性が得られず、MD－GRAPE
による加速を行うことは出来なかった。これは、（9．1．8）式のグリーン関数を関数テーブル
により近似しているためその誤差が蓄積されたため、または係数行列のリード線部分と、
境界部分との行列の性質の違いに起因するものではないかと考えられ、より適切な前処理
を行うことにより改善するのではないかと考えられる。
9．2　MPIによる境界要素法の加速
　最近のスーパーコンピュータの傾向として、専用に設計された高速に動作するCPUを
用いたものから、汎用のCPUを数多く設置し並列計算を行う超並列マシンが主流となっ
ている。とくに、コストの面から複数のPCやワークステーションをネットワークで結合
し並列計算を行うPCクラスタ、そしてより巨大なグリッドコンピューティングが注目さ
れている。このことは、プロセスを微細化すれば高速化する半導体のスケーリング則の崩
壊により、CPU単体での性能向上の限界が見えてきたことが大きい。このため、科学技
術計算の加速化も並列計算を用いたものが主流となっている。このことは科学技術計算の
多くが同じ計算の繰り返しであるため、並列化しやすいことも手伝っている。
　本研究では、スーパーコンピューターとPCクラスタを用いてMPI並列計算により境
界要素法や有限要素法の計算を行っている。現在の並列計算は大きく分けて2つあり、全
てのプロセスが同じメモリーを共有する共有メモリー型とそれぞれのプロセスが異なるメ
モリーを持つ分散メモリー型がある。前者ではSMP並列計算が可能でOpenMPなどが
用いられ、後者ではMPI並列計算が可能である。分散メモリー型の利点は、メモリを共
有しないのでネットワークで繋がっていれば異なるマシン間でも並列計算を実行できるこ
とにある。そのため、同一のプログラムでスーパーコンピュータからPCクラスタまで実
行可能である。本研究ではこの分散メモリー型であるMPIを採用し、加速化を行った。
9．2．1　ループの分割
　一般的に並列計算ではループを分割しそれぞれのプロセスに割りあて、計算時間を理想
的には1／プロセス数とすることを目指す。そのため、どのような方法でループを分割する
かが重要となってくる。ループの分割法として最も単純な方法がブロック分割である。ブ
ロック分割は、図9．2のように全ループ数Nをプロセス数Pで割りN／Pのブロックに分
割し、それぞれのプロセスにそれらのブロックを割り当てる方法である。非常に単純なた
め、プログラミングが容易であり通信も少なくてすむ。しかしながらロードバランスが一
定ではない場合、例えばスペクトル計算のようにエネルギーもしくは波数によって分割数
を変え、要素数が1Vの前半と後半部分で大きく異なってくる様な場合にはブロック間で
の仕事量が変わってしまい、効率よく計算できない。また、PCクラスタのようにプロセ
ス間での演算性能に差がある場合にも同様に効率が悪くなってしまう。
　他の分割法としては、サイクリック分割がある。サイクリック分割では、全ループ数N
からプロセス数Pだけ取り出し、その1つをそれぞれのプロセスに割り当て、全てのプロ
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N プロセス1　プロセス2　プロセス3
図9．2：ブロック分割
…
プロセス1　プロセス2　プロセス3
図9．3：サイクリック分割
セスでの計算が終わったら、再びPだけ取り出し割り当てていく方法である。この方法で
の利点は一回ずつ割り当てていくので、ロードバランスが一定でないループの分割に有効
である。しかしながら、計算するたびに結果を通信する必要があるので、通信によるオー
バーヘッドが大きくなる。また、プロセス間での演算性能に差がある場合にはブロック分
割と同様に効率が良くない。
　これまでの分割法では割り当てられる仕事はそれぞれのプロセスに平等に、そして最初
から決められたものが割り当てられる。そのためプロセス間の演算性能に差がある場合を
考慮したものではなく、PCクラスタでの実行に適していない。　PCクラスタに適した方法
として、マスタースレーブ方式がある。マスタースレーブ方式は、一つのプロセスをマス
タープロセスとして割り当て、ジョブを管理させる。他のプロセスはスレーブプロセスと
して、実際の計算を行う。このようにすれば、計算が終わったプロセスにはすぐジョブが
割り当てられ、他のプロセスが終わるまで待つ必要がない。そのため、PCクラスタでも
効率よく計算できる。欠点としては、マスタープロセスとして1つプロセスを要する、通
信回数が多くなるのでそれによるオーバーヘッドが大きくなる、さらにプログラムが複雑
になると言ったことがあげられる。
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　　　　　　図9．4：マスタースレーブ方式
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図9．5：SR11000とPCクラスタにおける1ループの計算時間
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9．2．2　境界要素法、有限要素法でのMPI並列計算
　図9．5は、境界要素法によるスペクトル計算をスーパーコンピュータ（SR11000）とPC
クラスタにより計算した時の1ループの計算時間である。要素数は波数kdに比例して増
大するため、どちらも波数が大きくなると計算時間が長くなる。そのため、ループを単純
に全プロセス数で割ったブロック分割では波数が低い部分と高い部分とでロードバランス
が不均等になるため効率がよくない。また、このPCクラスタはそれぞれのスペックがバ
ラバラなため計算時間に大きな幅ができている。それに対しSR11000は全て同じ性能の
CPUであるのでばらつきがない。そのため本研究では、　SR11000はサイクリック型、　PC
クラスタはマスタースレーブ方式により計算を行っている。
　境界要素法、有限要素法によるスペクトル計算ではループ間に依存関係がないため、容
易に並列化できる。境界要素法で量子細線中に点状磁性散乱体を50個配置し、kd＝3．5
から40まで0．01刻みで計算した場合の計算時間はSR11000、1CPUで16時間であった。
同様の計算をMPIによる並列計算を適用し、2ノード、32CPUにより行ったときの計算
時間は30分であった。ほぼ、CPU数倍の加速が実現しており、スペクトルの計算にMPI
並列計算は非常に有効であるといえる。
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第10章多数の格子状、ランダムに配置した
点状磁性体がある場合の解析
　9章では、専用計算機や並列計算による境界要素法の加速を行った。それにより、これ
までは難しかった多数の点状磁性散乱体がある場合でも、実用的な時間で計算できるよう
になった。そこで、本章では多くの点状磁性散乱体を格子状、そしてランダムに配置した
場合の比較を行う。［35］さらに、点状磁性散乱体を格子状に配置した場合に現れるバンド
構造を利用した、新たなスピンフィルターを提案しその性能を示す。
10．1　正方格子状配置とランダム配置との比較
　8章で、正方格子状に3層配置した場合に、スピン分極率が1となるという非常に興味
深い結果を得た。そこで本節では、正方格子状により多くの層を配置した場合の解析を行
う。さらに、同数の点状磁性散乱体をランダムに配置した場合との比較を行う。図10．1の
●　●　●●
●　●　●　●　●　●　●　●　●　●
●　●　●　●　●　●　●　●　●　●
●　●　●　●　●　●　●　●　●　●
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図10．1：正方格子状配置（左図）、ランダムな配置（右図）
ように、点状磁性散乱体を配置し、左側から基本モード、アップスピンで電子を入射させ
る。また、パラメータは8章同様で、磁性散乱体の半径は0．05dで正方格子の格子間隔は
0．2d、そして磁化の大きさはM、＝0でM吻α2＝4・0である・
　図10．2は、正方格子状に6，8，10層もしくはランダムに30，40，50個配置したときの・透
過反射スペクトルである。まず、正方格子状配置については、層数が増えるたびに共鳴で
きるモードの数が増えるため、振動が細かくなることが分かる。また、裾＝15程度まで
は、アップスピンとダウンスピンでの透過確率が等しくなっているが、これは波長が格子
間隔と比べて十分に小さいため、共鳴し散乱体間で長く滞在しているため、入射スピンに
よらずにスピンが混ざり合った状態で透過するためだと考えられる。また、明らかに反射
が強い領域と透過が強い領域が現れており、それは層数が増えると振動が激しくなり最終
的にはバンドになると思われる。興味深いのは、屈＝20から版＝24程度に現れている
透過バンドが、6層ではアップスピン、8層ではダウンスピンが強くなっている・つまり・
透過バンドのスピンは層数によって入れ替わることがある。
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図10．2：正方格子状配置（左図）、ランダムな配置（右図）における透過反射スペクトル。上
から、左図は6，8，10層、右図は30，40，50個
115
　つぎに、ランダム配置については、激しく振動しておりこのままでは、その性質を見る
ことは難しい。そこで、kd＝3．5からkd＝25の問で、波数に対して透過、反射確率の平
均と標準偏差をとったものが図10．4である。まず、平均についてみてみると、正方格子状
配置の場合は層数が増えても反射確率の平均はあまり変わっていない。これは、振動は激
しくなってもその振幅はあまり変わらないためである。透過確率の平均は、6層と8層で
はアップとダウンスピンで異なるが10層では、ほぼ同じなっている。つまり、スピンデ
バイスとして用いる場合には、あまり層数を増やさない方が良い結果が得られることも考
えられる。
　対して、ランダム配置の場合はR↓が散乱体数が増えるたびに増加し、50個の場合には
R↑とほぼ同じになっている。これは、散乱体の数が増えるほど散乱体間での局在が起こ
りやすくなり、そのためスピンが混ざり合ったためである。また、散乱体数が増えるたび
に反射が多くなっているが、これはアンダーソン局在が起こり始めており、入射波と反射
波での間で共鳴が起こり、それにより反射振幅が大きくなるためであると考えられる。
　つぎに、標準偏差についてみてみる。まず、正方格子状配置の場合は、反射確率につい
てはほぼ等しくなっている。これは、やはり層数が変わっても振幅が変わらないことに起
因している。たいして、ランダム配置では散乱体数が増加するたびに反射については増加
し、透過については減少している。これは、単純に散乱体の数が多くなると反射確率が大
きくなり透過確率が小さくなるため、その分、反射、透過スペクトルに現れる振幅も大き
くもしくは小さくなるためである。
0．5
0．45
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RT T↑ R↓
図10．3：図10．2に対する平均。それぞれ左から正方格子6・8・10層（s6・s8・s10）・ラン
ダム配置30、40、50個（r30、　r40、　r50）
10．2　格子状配置によるバンドの形成
　これまでに、点状散乱体を格子状に配置することにより透過スペクトルにバンド構造が
現れることを見た。そこで、本節ではまず散乱体がポテンシャルの場合を想定し、縦方向
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図10．4：図10．2に対する標準偏差
の層数を増やした場合と、散乱体領域の長さを固定したままで格子間隔を小さくした場合
とを比較する。その後、散乱体がポテンシャルの場合と、磁化との場合を比較する。
　まず、最初に散乱体がポテンシャルである場合の解析を行う。ポテンシャルがある場合
の無次元化したSchr6dinger方程式は
　　　　　　　　　　　　一▽2ψ（r）＝（（K・d）2－1／（T））ψ（r）　　　　　　　　　　　（10・2・1）
である。点状の散乱体を想定し、8．2節と同様の近似を行えば、この場合の境界積分方程
式は
ψ（T）－f［G（r・　rt）∀ψ（〆）一ψ（r’）v’G（r・　rt）］・ndst
　　　　　　　　　　　＋ΣG’（r，1ち）V（瑞）α2ψ（瑞）　　　　　　（10・2・2）
　　　　　　　　　　　　n
となる。
　この境界積分方程式を用いて、図10．5のような三角格子状配置の解析を行う。ここで
も、左のリード線よりアップスピン、基本モードで電子波を入射させるものとする。
鐸蕪癌懸黙璽二ニコ照’ゴ犠LL＿董
図10．5：三角格子状配置、横方向に8層、縦方向に35層、散乱体領域の長さ鴛d
　最初にポテンシャルVα2＝4．0、半径α＝0．Oldの散乱体を三角格子状に配置し、縦方
向の層数を増加させたときの比較を行う。
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図10．6：三角格子状配置、横方向に3層、縦方向に1層（左上）、3層（左下）、5層（右上）、
29層（右下）での透過反射スペクトル
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　図10．6は、縦方向に1，3，5，29層と増加させた場合での透過・反射スペクトルである。ス
ペクトルの上の図が、それぞれの配置を表す。まず、全ての場合についていえるのは、波
長が格子間隔と比べて十分に小さい場合には、散乱体領域を通り抜けることが出来ず、ほ
ぼ全て反射する・格子間隔はZ一論dであり・矩・3・6であるので・波数が13・6あた
りまではどの場合も反射となる。その後、1層の場合には共鳴ピークが一つ現れ、それが
その格子間隔での基本モードに対応する。3層、5層と増えるにつれその共鳴ピークの数
が増えていき、最終的に29層ではピークである1とピークでない0のみ存在し、それが
バンドを形成する。
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図1・・7・三酪子状配置・散乱体領域潟d酪子間隔論d（左上）・論d（左下）・森d（右
上）、論d（右下）での透過反射スペクトル
　次に、散乱領域の長さはそのままで、格子間隔を変えた場合についてみてみる。パラ
メータは先ほどと同じVα2＝4・α＝0・Oldである・図10・7が・格子間隔Zを9％dから・
論dまで変えたときの透過・反射スペクDレである・これをみると酪子間隔が変わっ
ても、バンド構造はそのままで波数に対してシフトしていく様子が分かる。最初のバンド
119
は先ほどと同様に考えると・豊舘13・6，16・3，19・0，27・2までとなるが・Z＝7％d，論dの
場合は、若干ずれている。これは、ポテンシャルは一定であるのに対して、層数が増加す
るとバンドが始まる波数が大きくなるため、ポテンシャルに対してエネルギーが大きくな
り透過しやすくなるためであると考えられる。
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図・・．8・三角格子状配置・散乱体領域3sd，格子間隔は上から論広命dで散乱体力s’
ポテンシャルVα2＝4（左）、磁化ベクトルMa2＝（0，4，0）（右）での透過反射スペクトル
　これまでは、散乱体がポテンシャルの場合についてどのようにバンドが形成されるかを
見たが、つぎに散乱体を磁化モーメントとした場合について比較を行う。ポテンシャルは
Vα2＝4、磁化モーメントはMα2＝（0，4，0）、半径は同じくα＝0・Oldとする。図10・8
は、図10．7の左上と右下の配置における、ポテンシャル、磁化モーメント双方の透過、反
射スペクトルである。全体的な振る舞いは似ている点が多いが、興味深いのは最初のバン
ドにおいてポテンシャルの場合は全反射している場合でも、磁化モーメントの場合には透
過していることである。その透過スペクトルは、振動しており、アップスピンとダウンス
ピンでの透過確率が等しくなっている。
　そこで、この時の挙動を見るため、図10．9に最初のピークkd＝13．75、次のピーク
kd＝14．6での確率密度を示す。これをみると、最初のピークは散乱体領域全体の基本モー
ド、次のピークは2番目のモードに対応しており、それによって磁性散乱体間に長く滞在
し、スピンが完全に混じり合った状態で透過したものと考えられる。
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図10．9：kd＝13．75（左図）、14．6（右図）におけるアップスピン（上図）、ダウンスピン（下
図）の確率密度
10．3　格子状モデルでのコンダクタンス
　これまで、電子を特定のモード、スピンで入射させた場合での透過率を見てきた。次に
ランダウアーの公式（2．2．38）を用いて格子状モデルのコンダクタンスを求める。この場合、
入射する全ての伝導モードをそれぞれ2つのスピンに関して計算を行う必要があり、その
計算量は膨大なものとなる。そこで、本研究では9．2節で示したMPIによる並列計算を用
いて加速を行っており、十分に実用的な時間で計算することが可能となっている。
10．3．1　コンダクタンスにおけるバンドの形成
　10．2節では、点状の散乱体を格子状に配置することにより、それぞれの入射モードに関
して透過スペクトルにバンドが形成されることを見た。つぎに全ての入射モードについて
計算を行い、ランダウアーの公式よりコンダクタンスを求める。
　ポテンシャルの散乱体を想定し、（10．2．2）式を用いて境界要素法を適用する。また、パ
ラメータはVα2＝4、半径α＝0．01dとする。この散乱体を、次の3種類の格子状に配置
する。
　これらの格子における散乱体の間隔は、量子細線の幅方向に5分割した縦方向に平行な
線上に散乱体を配置し、縦方向に層数を増やしていくものとする。図10．10、10．11、10．12
は縦方向に20層配置した場合を示してある。
　図10．13、10．14、10．15はそれぞれの格子状配置の層数を1から20層まで増加させたと
きのコンダクタンスである。このように、格子状に散乱体を配置することにより、コンダ
クタンスにもバンド構造が現れ、それは層数が増えるにつれてはっきりと形成されていく。
また、層数が増えると伝導バンドの振動がより細かくなるが、それは層数が増えることに
よって可能な共鳴モードの数が増えるためであり、その共鳴ピークが伝導バンドを形成し
ていく。一方、バンドの数が最も多いのは蜂の巣格子で、つぎに三角格子、最も少ないの
が正方格子となっている。これは、正方格子の場合は縦と横方向の2種類の方向のみに共
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　　　　　図10．11：三角格子（20層）
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図10．12：蜂の巣格子（20層）
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図10．13：正方格子の層数（total　number　of　layers）を1から20層まで増加させた場合の
コンダクタンス
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図10．14：三角格子の層数（total　number　of　layers）を1から20層まで増加させた場合の
コンダクタンス
鳴が起こるが、三角格子の場合にはそれぞれの辺の法線方向に3種類の共鳴モードが存在
しうる。さらに、蜂の巣格子の場合には辺の法線方向に4種類の方向に共鳴が起きるため、
最も多くのバンドが形成されたものと考えられる。
　そこで、蜂の巣格子に着目し、その透過スペクトルの解析を行う。図10．16は、図10．15
の20層におけるコンダクタンスである。このように、はっきりとバンド構造が現れてお
り、そのコンダクタンスはだいたい2e2／hの整数倍となる。このことを見るため、図10．17
に蜂の巣格子（20層）における透過スペクトルを示す。ここでTnは、入射モードをn、透
過モードをmとしたときの入射モードnに対しての透過確2XI　Tn＝＝　Z）m　Tnmである。図
10．16はランダウアーの公式（2．2．38）を用いて、図10．17の全ての入射モードに対する透
過確率を足し合わせることによって得られる。さらに、図10．17ではバンドが形成されて
いるため、透過確率はほぼ0か1のみとる。よって、それらを足し合わせた図10．16のコ
ンダクタンスは2e2／hの整数倍のみをとる。
　次に図10．17のいくつかの興味を引く点における確率密度を示す。図10．18は入射モー
ドα＝1でkd＝12での確率密度を示す。図10．17より、この場合の透過確率はほぼ0で
ある。実際に、電子は散乱体領域の奥には入り込むことが出来ずにほとんど反射されてい
る様子が分かる。
　次に、入射モードα＝1でkd・＝16．15での確率密度である図10．19について見てみる・
この場合は、図10．17より伝導バンドにおける1つの共鳴ピークで、その透過確率はほぼ
1である。格子状配置によって、強く共鳴を起こしておりそれによる共鳴であることが分
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図10．15：蜂の巣格子の層数（total　number　of　layers）を1から20層まで増加させた場合
のコンダクタンス
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図10．16：蜂の巣格子（20層）におけるコンダクタンス
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図10．17：蜂の巣格子（20層）におけるそれぞれの入射モードに対する透過スペクトル
図10．18：K・d　＝　12、入射モードα＝1での確率密度
図10．19：kdニ16．15、入射モードα＝1での確率密度
図10．20：kdニ18、入射モードα＝5での確率密度
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かる。
　一方、図10．17を見ると、5番目のモードでの透過確率であるTsは5番目の伝導モード
が存在する波数以降は波数に関係なくほぼ1となっている。そこで、図10．20にkd＝18、
入射モードα＝5での確率密度を示す。これを見ると、明らかに散乱体が5番目のモード
の節部分に存在しており、そのため電子は散乱体を全く感じることなく伝導していること
が分かる。これによって、波数と関わりなく5番目のモードでの透過確率は1となる。た
だし、実験ではここまで正確に散乱体を配置することは難しいと考えられ、その上量子細
線も完全に井戸型であるということはまず無いと思われるので、このようなことは起こり
にくいと考えられる。
10．4　点状磁性散乱体の格子状配置
　このように、点状の散乱体を格子状に配置することにより透過スペクトルにバンド構造
が現れ、それがコンダクタンスにも反映されバンドが形成されることが分かった。そこで、
本章では散乱体に磁性的な性質を持たせ、磁化によるゼーマン分離を起こすことによって
バンドの位置をそれぞれのスピンに対してずらすことで実現されるスピンフィルターを提
案する。まず最初に、磁化ベクトルの向きとスピンの量子化方向の関係を明らかにし、そ
の後提案したスピンフィルターの解析を行う。
10．4．1　スピンの観測方向の回転
　8章では、z方向に±h／2の固有値をとる場合のスピンをアップスピン、ダウンスピンと
し透過確率やそのスピン分極率を求めた。しかし、実際にはxやy方向に士h／2の固有値
をとることもできる。これらの関係は、3．2節で見たようにスピノル場の回転を行うこと
によって結びつけることが出来る。本研究では、z方向のスピンに対してSchr6dinger方
程式を解いているが本章ではz方向のみではなく、xやy方向でのコンダクタンスに対す
るスピン分極率を求めるため、ここではスピノル場の回転を行う。
　z軸からx軸への回転は、y軸周りにπ／2回転させればよい。（3．2．9）式、（3．2．20）式よ
りe＝（0，1，0）で・θ＝π／2なので・
　　　　　　　　　　　　　　　s一お［211］　　　　（…4・・）
となるので、
　　　　　　　　　　　　　　　　　　　1　　　　　　　　　　　　　　　ψ＋・＝泥（ψ＋＋ψ一）
　　　　　　　　　　　　　　v／－x一お（一ψ＋＋ψ一）
と変換できる。ここで、＋はアップスピン、一はダウンスピンとする。
　同様にz軸からy軸への回転は、e＝（1，0，0）、θ＝一π／2より
　　　　　　　　　　　　　　　s一お［2、三／
（10．42）
（10．4．3）
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となり、
　　　　1ψ＋・＝ D（ψ＋一づψ一）
ψfお（一乞ψ＋＋ψ一） （10．4．4）
と変換すればよい。
　これまで、z方向のスピンで入射し、　z方向のスピンで反射、透過する場合の解析を行っ
てきた。その場合の反射透過確率は
　　　　　　　　　　　　　　RaP，±．，±2　＝　11ttlrap，±，±’12
　　　　　　　　　　　　　　％嘱一籍iオー12　　（…4・5）
であった。ここで・RαP，士。，土いTa，7，±。，士2はαモード・スピン士zで入射した電子がスピ
ン±2、βモードで反射、”）’モードで透過する場合の確率を表す。
　よって、z方向のスピンで入射しx、　y方向のスピンでの透過、反射振幅は、
聯㌔一
ｨ（rα，β±，＋’十rα，β±，一’），
亡幡㌔一 ﾅ（ta，7±，＋t＋オ嚇⇒・
γ一一秩i一一i－），
転噛一
ｨ（tα，7士，＋’－itα，7土，一’），
ra，P，±，一・　・・　ll5（一一＋ra，P±，”）
ta，7，±，一・一
秩i－t・・，7±，＋i＋t・・’ty±’一’）
r－一
ｨ（－ira，P±，＋・　＋・ra，P±・－t）
オー一 ｨ（一細＋ta・ty±・－t）（…4・6）
と変換できる。
　さらに、z方向のスピンで入射したときのx、　y方向スピンに対するコンダクタンスは
ランダウアーの公式により
　　　　　　　　　　　　G↑1。、，Tt、，，y一箏Σ篶1亡一堀12　　（…4・7）
　　　　　　　　　　　　　　　　　　　　α，7
と表される。
10．4．2　MxまたはMyのみがある場合
　次に磁化ベクトルとスピンの量子化方向との関係を明らかにするため、図8．10の配置
で、全ての散乱体の磁化ベクトルをM＝（0，4，0）としたときの1層配置での各方向のコ
ンダクタンスを図10．21に示す。
　ここで、Gは散乱体として磁化ではなく同じ大きさ、つまりV＝4のポテンシャルを配
置した場合のコンダクタンスである。また、G↑，↓。，Y，。は
G↑x，ytz＝＝　G↑。，↑x，y，z十G↓。，↑x，y，z
G↓。，y，z＝G↑。，↑。，y，z＋G↓。，↑x，y，z （10．4．8）
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図10．21：1層配置、M＝（0，4，0）での各方向のスピンに対するコンダクタンス
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と定義した。これは分極していない電子を入射させたときのそれぞれのスピンでのコンダ
クタンスである。
　図le．21には次の関係があることが分かる。
　　　　　　　　　G↑：，Tx＝（穿↓。，↓x，　G↑。、↓＝＝G↓。，↑x，　（穿↑＝＝G↓x
　　　　　　　　　（穿↑：，↑y＝G↓：，↑y，　G↓；，iy＝（］↑：，↓y，　（］↓y＝（］　　　　　　　　　　　　（10・4・9）
　　　　　　　　　G↑。，↑＝＝G↓。，↓。，　Gf↑。，↓＝＝G↓。，↑。，　G↑＝＝G↓2
　これらの関係は・8・4・4節と同様に理解できる。つまり、（8．4．5）式と（8．4．6）式より振幅に
は2θの位相差が現れる・ここで・　（Mx±iMy）a2＝Mxya2　exp（±iθ）なので・M＝（0，　My，0）
の場合の位相はθ＝π／2となる。よって、透過振幅に次の関係が成り立つことになる。
　　　　　　　　　　　　　　　　　　t↑，↑＝t↓，↓
　　　　　　　　　　　　　　　　　t↑1↓＝－t↓，↑
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（1α4．10）
この関係を用いると、t±。，士。tyには
　　　　　　　　　　　　t＋。，＋x＝t－一。，一一x，　t－』，－x＝－t－。，＋x
　　　　　　　　　　　t＋x｝＋y＝一馳一。，＋y，　古一；7－y＝－it＋。、－y
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（10．4．11）
が成り立っ。
　また・（8・1・1）式をy方向のスピンに対する式に置き換え、Mニ（O，M，0）を代入すれば
　　　　　　　　　　　　｛　　　 　　　 一▽2ψ↑（t）＝（（L－d）2＋My）ψ↑（の
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（10412）　　　　　　　　　　　　　一▽2ψ↓（の＝（（kの2－．ハ4のψ↓（の
となる。これはポテンシャルがある場合の式である
　　　　　　　　　　　　　一▽2th（t）　＝（㈹2－y）ip（‘）　　　　（10．4．13）
と全く同じ形をしているので・G↓y＝Gとなる。よって、（10．4．9）式が得られる。
　次に磁化の大きさはそのままで、Mxのみがある場合の1層配置でのコンダクタンスを
図10・22に示す。この場合もMyのみがある場合と同様に考えればよく、θ＝Gなので
t↑，↑＝t↓，↓
t↑，↓・＝t↓，↑
（10．4．14）
が成り立ち、
　　　　　　　　　　　　t＋：：＋r＝t－。，＋＝7　t－。，－xニーt＋皇，＿＝
　　　　　　　　　　　　t＋。，＋y＝t－。，－y・　t＋。，－v＝t－。，＋y
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（10．4．15）
となる。つまり、Myのみがある場合とMxのみがある場合のコンダクタンスのGx、（］y
を入れ替えたものが等しくなる。
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図10．22：1層配置、M＝（4，0，0）での各方向のスピンに対するコンダクタンス
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「
10．4．3　コンダクタンスのスピン分極率
図10．23に、図10．21に対してのスピン分極率を示す。
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図10．23：1層配置、M・＝（0，4，0）での各方向のスピンに対するスピン分極率
　ここで、（3．5．10）式と同様にコンダクタンスに対するスピン分極率として以下のように
定義した。
　　　　　　　　　　　　　　肺一211：：奉暮芒：1：：　　（…4・16）
図10．23を見ると、y方向のみスピン分極が起こることが分かる。これは、　y方向以外は
G↑．↑＝C↓，↓かつG↑，↓＝C↓，↑であるため、あらかじめスピン分極させていない電子を入
射した場合には、スピンフリップは起こるがアップからダウンスピン、そしてダウンから
アップスピンへの遷移確率が等しいため打ち消しあってしまい、スピン分極した電子を得
ることは出来ないためである。
　つまり、スピンフィルターとして機能させるためにはスピンの観測方向と同じ向きの磁
化を導入し、それによるゼーマン分離によってアップスピンとダウンスピンでのコンダク
タンスを分離させればよい。
10．4．4　点状磁性散乱体の格子状配置スピンフィルター
　10．3節で見たように、ポテンシャルの散乱体を格子状に配置することによってコンダ
クタンスにバンド構造が現れることが分かった。この散乱体に磁性的な性質を持たせるこ
とによって、伝導電子のスピン縮退が解けスピンに依存した伝導が期待される。さらに、
10．4．3より磁化ベクトルを導入すれば、磁化によるゼーマン分離によってスピン分極が起
131
こることが分かった。そこで、本節では点状の磁性散乱体を格子状に配置した場合の解析
を行い、新たなスピンフィルターを提案する。
　磁化ベクトルM＝（0，0，Mz）、ポテンシャルがある場合の無次元化したSchr6dinger方
程式は
　　　　　　　　　　　｛　　　　：；：珍1：瀦障蹴　　（…4・・7）
である。このポテンシャル、磁化ベクトル両方を点状の散乱体と想定し、8．2節を同様の
近似を行い、境界要素法を適用する。つまり、アップスピンの場合はV－Mz、ダウンス
ピンの場合にはV＋Mzの実効的なポテンシャルがある場合に相当する。パラメータはポ
テンシャルVα2＝4、磁化ベクトル脇α2＝1そして半径α＝0．Oldとした。散乱体の配
置は図10．12の20層の蜂の巣格子を用いた。
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図10．24：蜂の巣格子（20層）のコンダクタンスとスピン分極率
図・・．24にコンダクタンスとスピン分極率P一謡を示3・これらのスピンの観測
方向はz方向とする。M、によって、ゼーマン分離が起こり、アップスピンとダウンスピ
ンとでバンドの位置、幅が少しずつずれる。それによって、スピン分極率にもバンド構造
が現れ、Pが1と一一1のバンドが生じている。つまり、この場合には散乱体の磁化ベクト
ルの向きや配置などをいっさい変えることなく、フェルミエネルギーを変えるだけで分極
していない電子を全てアップスピン、もしくはダウンスピンへとスピン分極させることが
出来る。
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第11章　有限要素法
　これまでは、境界要素法により2次元電子系に散乱体や、磁化モv－一一メントがある二場合の
解板を行った、境界要素法は、境界上の離散化のみでよいので大規模、高エネルギー計算
に有効である。しかし、適用するためには系のグリーン関数が必要となる。そこで、この
章では有限要素法を2次元電子系に適用し、解榜を行う。有阪要素法はほとんどの偏微分
方程式に適用することができ、構造力学や熱伝導問題、電磁気学など工学分野では広い範
睡で用いられている。しかしながら、これまで2次元電子系、特にり一ド線を考慮した計
算を行った研究はほとんどない。そこで、本章では2次元電子系へ有限要素法を適用する
手法について述べるe［27，36］
11議　ガラーキン法
有効質量Schr6dinger方程式は
h2
　　▽2ψ（r）＋yψ（r）＝・Eψ（r），
2m’
（1L1．1）
で与えられるeここで、m＊は有効質量、ψは波動関数、　yはポテンシャル、　Eはエネル
ギーである。
　上式に長さのスケールdで無次元化を行うと
一ウ2ψ（r）＝（ibd）2ψ（r）， （11．1．2）
となる。ここで、無次元化したエネルギー一を（kd2＞＝寧（E－V）とした。また、ウ＝d▽
である。簡単のため、今後は▽は▽と書くものとする。
　（11．12）式に、試行麗数ψを乗じて、系全体の領域Ωで積分する。試行関数ψは、波動
関数と詞じ境界条件を満たす任意の関数とする、
　　　　　　　一る納鵡一蓋㈹2伽繕・
－4（▽（綱一▽醐蕊Ω孟（kd）2divf　dSt　－e（11．13）
であるから、ガウスの定理を適用すれば、
蓋▽ψ・▽岬伽吋ψ▽th・if・ 〈1u虜
となり、（11．1．2）式の弱形式を得る。ここで、rは轟の境界である。
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F　つぎに、数値計算を行うにあたり波動関数ψを離散化する。領域をN，個の要素に分割
し、それぞれに節点を割り当てる。節点は領域全体でNp個あるものとする。節点間を補
完する形状関数は一次要素の場合、節点iを含むある要素」において
Ni（r）＝α乞＋biX＋CiY （11．1．5）
で表せられ、節点間は1次関数で補完される。ただし、形状関数Ni（r）は要素」において
のみ値を持ち、他の要素においては0とする。この形状関数を用いて波動関数は次のよう
に近似される。
　　　　　　　　　　　　　　　　　　　Np
　　　　　　　　　　　　　　　ψ（r）舘Σ戚（r）　　　　　　（11・1・6）
　　　　　　　　　　　　　　　　　　　i
ここで、ZLiは節点iにおける波動関数の値ψ（ri）である。（11．1．6）式を表したのが、図11．1
で2Liが形状関数Niにより線形に補完される。同様に、試行関数も同じ形状関数を基底と
図11．1：一次要素の場合の形状関数
して展開する。
　　　　　　　　　　　　　　　　　　　1Vp
　　　　　　　　　　　　　　　ψ（r）舘Σ晒（r）
　　　　　　　　　　　　　　　　　　　i
　次に、（11．1．6）式と（11．1．7）式を（11・1・4）式に代入し・
以響＋響一鵬鵬一琴砺鰐孤
（11．1．7）
（11．1．8）
を得る。ここで、∂ψ／∂nは波動関数ψの法線方向の微分である。これは、ベクトルで表
すと
　　　　　　　　　　　　　　　冠丁’A°u＝｛LT・B　　　　　　　　　　　　　　　　　　　　　　（11．1．9）
と表せる。ただし、a，　u，　BはNp個の列ベクトルで、　AはNp　x　Np個の行列である。よっ
て、両辺からEを消すことが出来て
A・u＝B （11．1．10）
となり、この連立一次方程式を解くことにより節点での波動関数zeiを求めることが出来る。
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11．2　変分法との比較
　前節ではガラーキン法により、（11．12）式の弱形式（11．1．4）式を導出した。本節では、そ
れと変分法との比較を行う。（11．1．2）式に波動関数の複素共役の変分δψ＊を乗じて、領域
Ωで積分する。
　　　　　一f．δ納dΩ一蓋㈹2嗣Ω一・
δ（蓋▽ψ㌔▽ψ一醐禰一孫ψ＊wr）一・ （11．2．1）
よって、汎関数として
五一 ?D▽が・▽ψ一㈹21ψ12dΩ一frth’▽th・1・・7（112．2）
とおき、Lのψ＊に対する停留を求めれば、境界条件の下で（11．12）式を満たすψを求め
たことになる。ψとψ＊をガラーキン法と同様に（11．1．7）式で展開すれば、（11．2．2）式は
　　　　　　　　　　　　　L＝（u＊）T囑A’u－（u＊）T・B　　　　　　　　　　　　　　　　　（11．2．3）
となり、ガで両辺を微分すれば、
　　　　　　　　　　　　　　　∂L　　　　　　　　　　　　　　　　　＝・A・u－B＝0　　　　　　　　　　　　　　　　　　　　（112．4）
　　　　　　　　　　　　　　　∂u＊
を得る。これは、ガラーキン法の（11．1．10）式と一致しており、有限要素法におけるガラー
キン法は変分法と同一である。
11．3　境界条件
　図11．2に、想定している系を示す。任意形状の系Ωの左右にリード線を取り付けた構
Ω
図11．2：リード線を取り付けた場合の境界条件
造を想定する。電子は、左のリードからαモードで振幅1で、入射するものとする。リー
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ド線との接合部分はrl，2とし、系と無限に高い障壁との境界はr3とする。よって、境界
条件は
r・・ψ一・in（誓（y　＋　1））・・k’・・　÷　2　rαβ・in（警（y＋1））・噸
　　　　　　　　　　　　　　　β
r2・ψ　一　2tα，　sin（讐（y＋9））・綿
r3：ψ＝0
（11．3．1）
（11．3．2）
（1L3．3）
と想定する。ここで、rl，2ではリード線の固有関数で展開し、未知変数は透過、反射振幅
rαβ・tα7である。また・r3ではハードウォールを想定しているので波動関数ψはO・未
知変数は波動関数の法線方向の微分∂ψ／∂nとなる。長さのスケールはリード線の幅dと
した。
　r’1，2以外では、波動関数は0なので同じ境界条件を満たす試行関数も0であり、（11．1．8）
式は
㍗儒讐＋饗欝一鵬鵬一㍗‡か矩醐
と書ける。しかしながら、rl，2において波動関数の法線方向の微分霧は与えてられてお
らず、未知変数はrαβ、ta7である。よって、（11．3．4）式の右辺は別に考える必要がある。
11．4　リード線の取り扱い
　r1，2での未知変数は透過、反射振幅raβ、　taryである。しかしながら、（11．3．4）式の左辺
の面積積分に現れるのは、V1，2での波動関数である。したがってこのままでは、有限要素
法を適用できないので、り一ド線の固有関数の直交関係を利用して、波動関数を透過、反
射振幅で表す。rlにおいて、（11．3．1）式より波動関数は左のリード線での固有関数で表さ
れる。この時
　　　　　　　　　　　d
であるから、
　　i｝庫Sln（απ　　d7（y＋喜））Sln（宅工（y＋｛姜））dy一δaβ
（11．3．1）式にsin（警＠＋藍））を乗じて・r1で積分すれば
　　　　dl存ψ・i阜＋1匪遡β＋鰯畑
（11．4．1）
（11．4．2）
となる。よって・rαβは
　　　　　　　d
rafi一
S々ψsin（警（y＋1））dy－e2’kBX6aβ（11．4．3）
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と表される。（11．4．3）式を代入すれば、波動関数の法線方向微分∂ψ／∂nは
∂ψ　　∂ψ
　∂n　　　∂x
－一
ﾙ噂＋1））＋写舗ψ鰐（y＋1））蜘誓（y＋1））
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（11．4．4）
と表されるe（11．1．6）式より波動関数を形状関数で展開し、（11．4．3）式を離散化すれば
　　　　　　　　　r．β　・2・警童幅画βu，）一・2iks・δ．β　（・1．4．5）
　　　　　　　　　　　　　　　　i，ゴ
となる．ここで舜㈲β一慮暁ゴ・in（ig（y＋9））dyとした洞様に試（1・．4．4）も騰化
　　　　　　　　　　　　2すれば、
霧一㍑融sin（απ　　d石「（y＋？））＋Σ・21β圭（幅÷舳）・in（誓（y＋1））（11．4．6）
　　　　　　　　　　　　　　　　β　　　　宙，ゴ
を得る。よって、（11．1．8）式の右辺は、境界r’1のある節点i、ゴにおいて
艦一C2確縛鷺（脇…）abiβ）
　　　　　　　　　＋癖麿縛鷺（ハTIIi　Ztl十IVmβum」）Njβ）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（11．4．7）
と表される。ここで・XlはVlの岱座標である。このようにして、（11，1．8）式の右辺から、
反射振幅γαβを消すことが出来る。
　同様に、境界r2における透過振幅ta7は2Liで表すことができて
　　　　　　　　　　　　オが2・響£鰍＋隔）　　（・・．4．8）
　　　　　　　　　　　　　　　　　　　1，ゴ
となる。
　よって・　（11・1・8）式の両辺に試行関数撹が現れ、（11．1．10）式を得る。（11．1．10）式を解け
ば・節点での波動関数物を求めることができ・反射・透過振幅は（11．4．5）式、（11．4．8）式
に従って得られる。このようにして、2次元電子系に有限要素法を適用できる。
　実際に計算を行う上で注意したいのは、十分な離散化のためエバネッセントモードまで
とる必要があることである。エバネッセントモード（kd　・＝　2螺（E－V），　E＜y）は決
して伝導に寄与せず、その振幅は0となるが境界王「1，2の十分な離散化のためには必要と
なる。
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11．5　Delaunay三角形分割
11．5．1　Delaunay三角形分割とは
　前節まで、2次元電子系での有限要素法の定式化を行った。さて、実際に計算を行うた
めには、領域Ωを要素分割する必要がある。しかしながら、有限要素法においてメッシュ
の品質はその解析精度に大きく影響する。とくに、ここで用いた形状関数（11．L5）式は隣
り合う要素の境界上の連続性は保証されているが、その法線方向の連続性は保証されてい
ない。そのため、全ての要素は歪みが少なく、正三角形に近いことが要求される。
　そこで本研究では、数多くある要素分割法の中からDelaunay三角形分割を採用した。
［37］三角要素は非常に柔軟で、どのような複雑な形状も三角形のみで分割できる。また、
Delaunay三角形分割はどの要素をとっても、その三角形の外接円が他の要素の節点を含
まない分割法であり、そのため大きさが均一で歪みの少ない要素分割が期待できる。また、
Vbronoi分割とは双対関係にあり、　Delaunay三角形分割の垂直2等分線をつないだものが
Voronoi図である。図113は、ランダムな形状をDelaunay分割し、それからVoronoi図
を求めたものである。Vioronoi図はある節点と付近に存在する節点間を均等に分割したも
ので、それぞれの節点からの勢力図とみることができる。このVioronoi図は、自然界にも
多く現れており生物の細胞や、泡の断面図、また物性の分野ではウィグナーザイツセルな
どがある。
図11．3：Delaunay三角形分割（左図）、　Voronoi分割（右図）
11．52　Delaunay三角形分割の判定条件
　本研究では、逐次添加法によりDelaunay三角形分割を行う。この方式では、既にDe－
launay三角分割を満たしている図形の内部に、新たに節点を追加しその節点により生成さ
れる新たな要素がDelaunay三角形分割の条件を満たすよう要素分割を行う。まず、この
判定条件を示す。
　Delaunay三角形分割では、ある要素の外接円に他の要素の接点を含まないことが要求
される。図11．4は、隣り合う要素がちょうど外接円に含まれている場合を示す。いま、考
えている要素の節点をA，B，Dとし、　B，0，Dで構成される要素が隣の要素であるとする。
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このとき、図の破線部分において
　　　　　　　　　　　　　　　2∠ノ4十2∠0＝2π
　　　　　　　　　　　　　　　　　∠A十∠0＝π　　　　　　　　　　　　（11，5．1）
であるから、∠A＋∠0がπより小さければ隣の要素の節点0は外接円の外にあり、大き
ければ内側にある。
　　　　　　　　　　　　　　D　　　　　C
　　　　　　　　　　　　　　図11．4：四角形の外接円
　節点A，B，0，　Dの座標を（XA，YA），（XB，YB），（xσ，yc），（XD，YD）とする。ここで、考えや
すいように複素平面で考える。節点AからB，Dへのベクトルをa，b、節点σから．B，D
へのベクトルをc，dとする。このとき、
　　　　　　　　a＝（XB－XA，　YB－YA）ニar十iai＝rαexp（iθa）
　　　　　　　　b＝＝（XD－XA，YD－YA）＝br十ibi＝rb　exp（iθb）
　　　　　　　　c＝（XB－xσ，　YB一彩C）＝（：7’十iCl＝rc　exp（iθc）
　　　　　　　　d＝（XD－XC，YD一宮C）ニdr十idi・＝rd　exp（iθd）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（11．5．2）
とおけば、
　　　　　　£÷xp蜘一聯砺≒i（a’　b’一鴫L讐磁
　　　　　　差÷x軸）一岨牲i（d”C’　一　d’Cr）一瓦碧
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（11．5．3）
でなる。ここで、Mr，Mi，瓦，瓦を新たに定義し、θb。＝θb一θ、・＝∠A，θ、d　・e，一θd＝∠0
とした。上式をかければ
號・xp（i（eba＋θ・の）一凧噸鑑毒1響＋M’　N’）
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であるので、（11．5ユ）式より1鴎鑑＋1鴎瓦が負であれば節点0は外接円の内側、正であ
れば外側となる。もし外接円の内側にある場合には、対角線をBDからAOに入れ替え
れば節点BはA，0，Dで構成される要素の外側になる。対角線を入れ替えた場合、新たな
要素の隣接要素もこの条件を満たしているか調べ、満たしていなければ対角線を入れ替え
る。このようにして、次々と隣の要素をチェックし、それらがすべてこの条件を満たすま
で繰り返す。
11．5．3　アルゴリズム
　考えている系の境界の節点が与えられているものとする。まず、境界の節点を全て含む
三角形を最初の要素とする。その三角形に境界の節点を、判定条件を満たすよう次々と加
えていく（図11．5）。
図11．5：境界の分割
　境界の分割が終わったら、その内部にある要素の扁平率を計算し、正三角形から離れて
いて扁平率の大きな要素から分割を行う。それを繰り返して十分な分割を行った後、一つ
の節点を取り出し、その節点を含む全ての要素により構成される多角形の重心へその節点
を移動させる。移動後、付近の要素が判定条件を満たしているか調べ満たしていなければ、
その付近が全て満たすまで対角線の入れ替えを行う。最後に、考えている領域外の要素を
全て削除し要素分割が終了する。このようにすれば、Delaunay三角分割を満たした大き
さが均一で歪みの少ない要素を生成できる。
11．6　係数行列
　有限要素法では、（11．1．10）式のA，Bを計算し、連立一次方程式を解くことにより節点
での波動関数を求める。A，Bを求めるには、（11、3．4）式の積分を実行する必要がある・こ
の積分は全ての節点の組み合わせに対して行われるが、形状関数はある要素のみ値を持ち
他の要素では0となるため、全ての要素に対してその要素内の節点の組み合わせに対して
行えばよい。そこで、本節では一次要素と二次要素の場合について要素行列を導出する。
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11．6．1　1次要素
面積座標
要素行列を求めるにあたり、面積座標を導入すると非常にわかりやすい。
3
1 2
図11．6；面積座標
　節点1，2，3で構成されるある要素を考える。ここで、ある節点から他の節点を［0，1］の
間で線形に補完する面積座標ξ1，ξ2，ξ3を考える。
　　　　　　　　　　　　　　｛　　　　　ξ1＝a工＋b1X→－CIY
　　　　　　　　　　　　　　　ξ2＝a2＿i＿b2x＋c2Zノ　　　　　　　　　　　　　　　　　　　　　　　（1161）
　　　　　　　　　　　　　　　ξ3＝a3－←b3X→－C3Z／
1次要素の場合は、形状関数（11．1．5）式は面積座標と一致する。
　　　　　　　　　　　　　　　　｛　　N1＝ξ1
　　　　　　　　　　　　　　　　　　N2＝ξ2　　　　　　　　　　　　　　　　　　　　　　　　　　　　（11．62）
　　　　　　　　　　　　　　　　　　N3＝ξ3
　節点iの座標を（Vi，　lyi）とすれば、ξiは節点iで1で、他の節点では0となるので
　　　　　　　　　　　［驚i1匿斗∫　（…6・3）
より
lil　ii　ii］一毒隙≡讐≡警1；判
（11．6．4）
となる。ここで、sは要素の面積で5＝1／2（（Xl－x3）（Y2－Y3）一（x2－x3）（Yi　一　Y3））であ
る。また、面積座ue　eiは
ξ1＋ξ2＋ξ3　＝　1 （11．6．5）
を満たす。このように、面積座標ξ毫は要素内の任意の座標が与えられたときに図11．6で
のξiが全体の面積に占める割合を意味する。
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積分公式
　次に要素行列を計算する前に、よく用いられる積分公式を導出する．
f。’（・一一　c）mcndξ一儒警1（（n＋・）＋i≒一葺）dξ
m＋乱＋i　（（n＋・）f。’（1　一　C）mcndξ＋f。’m（1一ξ）m－・cndξ＋か（・一ξ）m－・cn＋idξ）
諒＋、（［（1一ξ）Mcn＋・ユ占イ鵬（1一ξ）m－icn＋idξ
　　　＋fe’m（1一ξ）m－・gndξ　＋　f。1m（1一ξ）m－－icn＋・dξ）
㍊＋、f。1（1一ξ）m－・cndξ
であるので、m回繰り返せば
　　　　　　　（＿留講1…1．（綱沌1ξηdξ（諜÷、）！
となる。よって、ξ1＋ξ2ニ1とすれば、
　　　　　　　　　　　　　　1　　　　　　　m！n！f。　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（1L6、6）　　　 　　　　ξ｛㍗ξ穿dξ2＝　　　　　　　　　　　　　　　　　　　　（m　十n十1）！
が成り立っ。
2
ξ
1
Ω
1
0 圭
ξ
図11．7：面積座標の積分範囲
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　同様にξ1＋ξ2＋ξ3＝1であ為とき、積分範囲を図11．7のΩとすれば、
　　　　　　　　　　／蓋ξ1鰍・dξ・
　　　　　　　　　　　一創1－°ξ穿（1－一ξ・一一・C2）ndξ2dξ・
　　　　　　　　　　　イξi＠黒、）1（・一ξ・）m＋n＋・dξ・
　　　　　　　　　　　　　m！n！　　1！（m十n十1）！
　　　　　　　　　　　　（7’1“L十n十1）1（1十m十n十2）！
　　　　　　　　　　　　　　1！m！n！
　　　　　　　　　　　　（1十？n十？z十2）！
を得る。途中、（11．6．6）式を用いた。よって、
　　　　　　　　　　／趣鰍2－（講！窒！＋2）1
が成り立っ。
要素行列
　（11．3．4）式の左辺第1項と第2項を
　　　　　　　　　　　Kij一る讐讐＋鰐欝触
とおく。ここで、
　　　　　　　　　　　　　　　あ　　あ　　　　　　　　　　dxdz／a　　　輩と　　豊　　d＆　dξ2＝2sdξユdξ2
　　　　　　　　　　　　　　　∂ξ1　∂ξ2
であるので、要素行列Kは
　　　　　　　　　毒瞭iill：簸：：鞍i：：］
となる。同様に（11．3．4）式の左辺第3項を
　　　　　　　　　　　　　砥ゴー蓋㈹2脚吻
とおく。（kd）2も形状関数により補完する場合は
　　　　　　　　　　　㈹2＝N、㈹呈＋碗圃1＋N3㈹1
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（11．6．7）
）8611（
）9611（
）01611（
）11611（
）21611（
とおく。積分公式（11．6、7）式を用いれば、要素行列Mは
A，t－一
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（11．6．13）
となる。（11．3．4）式の右辺は、（11．4．7）式などになるがその際、瓦αと1＞｝’αが必要となる。
Ni＝1一ξ，ハら＝＝　9，　y（ξ）・＝yiNi＋yj　Njとおけば、
・zVlta一ｩ・in（απ　　　dπ＠＋E））dy
－（剛鴻1（・一ξ）sin争＋1））dξ
÷・・（απ　　　（17（yi＋至））＋（島）∵駒（一・in（讐（・，＋1））＋・in（誓（y・＋1）））
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（11．6．14）
となる。同様に、
IV」a－÷・S（α7r　dI－（汐ゴ＋E））＋（畜）2跳≒（sin（等（yi＋1））－sin（誓（y」＋1）））
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（11．6．15）
である。これらの要素行列を全ての要素に対して計算し、結果を全体の行列A，Bに代入
すればよい。
11．6．2　2次要素
　2次要素の場合は、1次要素の3つの節点に加え、それらの中点が加わり節点の数は6
個となる。（図11．8）形状関数は2次の補完となり、面積座標で表せば
　　　　　Ni（ξ1，ξ2）＝aiξ？－i－b，ξ暑＋c｛ξ書＋d｛ξ2ξ3－｛－eiξ3ξ1＋fiξ1ξ2　　　　　　　　　　（11．6，16）
となる。この形状関数は
000001耳
α1　α2　　α3　α4　　α5　　α6
δ1　　δ2　　　わ3　　　b4　　　bs　　　う6
CI　　　C2　　　C3　　　C4　　　C5　　　C6
dld2d3d4砺d6
el　　e2　　e3　　e4　　e5　　e6
／1f2∫3！4∫5　f6
＝∫ （11．6．17）
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31 6 2
図11．8：2次要素
を満たすので、結局
ノ＞1：・＝ξ1（2ξ1－1）
i＞2：＝ξ2（2ξ2－1）
N3ニ（！一ξ1一ξ2）（1－2ξ1－2ξ2）
1＞4＝4（1一ξ1一ξ2）ξ2
Ns＝4（1一ξ1一ξ2）ξ1
N6＝4ξ1ξ2
（11．6．18）
を得る。後は、積分公式（11．6．7）式などを用いれば、同様に要素行列を計算できる。
11．7　ポイント1ンタクト
　前節までに、有限要素法による2次元電子系の数値解析法を説明した。境界要素法と比
べ、有限要素法は連続に変化するポテンシャルを扱えるという利点がある。よって、本節
では量子細線中にポイントコンタクトを導入した構造のコンダクタンスを計算する。ポイ
ントコンタクトの形状としては・（11・7・1）式で表される形状を用いた。（図11．9）［38］
陶畢＠峠（1綱舞））＋砺写寧）2
則一±6一畷），L・　：｛五1　（－L1＜x＜〇五2（0＜x＜L2））
θ（土（y　－y土（x）））
（11．7、1）
ただし・E⑪＝IO2，　Vo＝O・7Eo，　Ll＝L2＝Wb＝dで△＝d／4とした。
　図11．10は、左のリードから基本モードで入射させた場合の、各モードiでの透過確率
である。kd＝10付近まで、全てのモードで透過確率が0となっている。これは、ポイ
ントコンタクトの隙間に対して波長が長いためである。実際にkd＝10の時の波長は、
λ＝2π／kd　fS　o、628dであり、ポイントコンタクトを基本モードで透過すると考えれば波
145
図11．9：ポイントコンタクト
　1
0．8
0．6
0．4
0．2
　0
　　　　5　　　　　　10　　　　　　15　　　　　　20　　　　　　25　　　　　　30
　　　　　　　　　　　　　　　kd
図11．10：基本モードを入射させた場合の透過スペクトル
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長の1／2であるo．314d程度の間隔を電子は感じているものと考えられる。また、図11．10
は最初は基本モードのみで透過しているが、波数が高くなると他のモードでも透過する。
これは、ポテンシャルに散乱されることによって異なるモードへの遷移が起こることを意
味している。しかし、kd　＝　10以降ではΣi臨はほぼ1となっており、入射した電子波が
全て透過している。
　図ユL11は、ランダウアーの公式により求めたコンダクタンスである。ここで、　Tn＝
z）m　Tnmである。ポイントコンタクトの最も狭い隙間に関して、新たなモードが開くたび
8
7
6
く」4ΩJ
蒔＝囚
2
1
0
5 10 15 20 25 30
kd
図11．11：ポイントコンタクトのコンダクタンス
にコンダクタンスが2e2／hあがり、その結果として階段状のコンダクタンスが現れる。
11．8　磁性ポイントコンタクト
　11。7節ではポテンシャルの形状として、ポイントコンタクトを想定し解析を行った。本
節では・このポイントコンタクトに磁性的な性質を持たせた場合の解析を行う。［7］ここ
で10．4．4節より、磁化ベクトルM＝（0，0，嶋）、ポテンシャルがある場合の無次元化した
Schr6dinger方程式は
　　　　　　　　　　　　｛　　　　　　　一▽2ψ↑＝（（kの2・一γ＋Mz）ψ↑
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（11．8ユ）　　　　　　　　　　　　　一▽2ψ↓＝（（kの2－v－Mz）ψ↓
である。ポテンシャルの形状は11．7節とおなじ（11．7．1）式とし、パラメータも同じもの
を用いる。一方、磁化Mzも（11．7．1）式で与えられるものとし、その大きさはEo＝52と
する。つまり、磁性ポイントコンタクトとして、その磁化を含めたポテンシャルがそれぞ
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図11．12：磁性ポイントコンタクトのコンダクタンス
れのスピンに対してEo＝102：F　52であるとする。図11．12にコンダクタンスを示す。こ
こで、G↑とG↓はアップもしくはダウンスピンでのコンダクタンス、　Gは磁化がない
場合、つまり図11．11でのコンダクタンスそしてPは（3．5．10）式におけるスピン分極率で
ある。このように、磁化を導入することによってそれぞれのスピンでのエネルギーが変わ
るため、スピン縮退が解け磁化がない場合のコンダクタンスから少しずつずれる。それに
よってスピン分極がおき、そのスピン分極率は階段型に増加するコンダクタンスに対応し
て減少していく。
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第12章　一様磁場がある場合の有限要素法
12．1　弱形式
　一様磁場がある場合にも有限要素法を適用できるよう拡張する。139，40，41］一電子の
磁場中のSchr6dinger方程式は
　　　　　　　　　　　　　　（P÷eA）2　　　　　　　　　　　　　　　　　　　ψニ（E－v）ψ　　　　　　　　　　（12．1．1）　　　　　　　　　　　　　　　　2m
である・ここで・Aはベクトルポテンシャルであるe2軸方向に一様な磁場jB＝（O，　O，　B）
を印可し、ランダウゲージA＝←By，　O，0）をとる。よって、
素（－h2▽2＋2話e恥券＋・2B2y2）岬一V）ψ
となる。
次に無次元化を行う。長さのスケールをdとすれば、（12．1．1）式は
　　　　　　　　　　　Cウ2＋2鴫＋剃唄んd）2ψ
（12、1．2）
（12ユ．3）
と書ける。ここで、劒＝x．9d　・y、　B＝穿d2ニ412であり1は磁気長、そしてkd＝
2m｛冾凵jdであるe今後は、簡単のため＾は省略して記述する。後は、磁場がない場合と同
様に試行関数ψを乗じて、考えている領域Ωで積分しガウスの定理を用いれば、
　　　4▽ψ・▽ψ＋2¢鴫ψ÷（B2y2一㈹2）伽Ωイψ▽th・lli，（12…4）
を得る。
12．2　境界条件
　次に、境界条件について説明する。図12ユは、想定する境界条件を表す。磁場は、考え
ている領域ΩにおいてB＝＝（0，0，B）とし、リード線では零磁場とする。領域Ωでは、ベ
クトルポテンシャルはランダウゲージAニ（－By，　O，0）をとる。このとき、リ・一一一一ド線は零
磁場であるが、ベクトルポテンシャルは連続につながなくてはならない。なぜなら、静電
場の場合には
　　　　　　　　　　　　　　　　　▽×B＝μゴ　　　　　　　　　　　　　　　　　　　　　　　　（12．2．1）
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Xi X2
B＝（0，0，0）　　　　iBニ（0，0，B）　i、B＝（0，0，0）
A＝（一」BiY，－B（x－」の，0）i．4＝（一βγ，0，0）iA＝（－By，－B（x－x2），0）
　　　　　　　　　　　図12．1：一様磁場がある場合の境界条件
であるが
　　　　　　　　　　　　　　　　　▽x（▽xA）＝μゴ
　　　　　　　　　　　　　　　▽（▽・A）一▽2A叩ゴ
　　　　　　　　　　　　　　　　　　　　▽2A＝一μゴ　　　　　　　　　　　　　　　　　　（12．2，2）
なので、ベクトルポテンシャルを連続に接続しないと、境界上で電流が発生してしまう。よっ
て、左のリード線でA＝←By，－B（x－Xl），0）、右のリード線でA＝（－By，－B（x－x2），0）
とする。このため、リード線の固有関数に対してゲージ変換する必要が生じる。A＝（0，0，0）
から・A’＝（－By，－B（x－x1），0）へのゲージ変換を考える。
　　　　　　　　　　　　　　　　　ノ隻’＝ノ吐十▽）（　　　　　　　　　　　　　　　　　　　　　　（12．2．3）
より、
　　　　　　　　　　　　　　▽）（＝（－By，－B（x－x1），0）　　　　　　　　　　　　　　　　　（12．2．4）
であるので、
　　　　　　　　　　　　　　　　）C＝－B（x－Xl）シ　　　　　　　　　　　　　　　　　　　　　　（12．2．5）
となる。したがって、A’の波動関数ψ’へのゲージ変換は、ψ’＝ψe（　t一万ex）より、無次元
化して表すと
　　　　　　　　　　　　　　　　ψ’＝eiB（x　Xi）写ψ　　　　　　　　　　　　　　　　　（12．2．6）
となる。右のリードでも同様にゲージ変換を行う。よって、境界条件は
　一
瘁{1）幽苓鰐（y＋1））e－－ik・・x）e・B（・一・・）y（1227）
r21vt－
i￥　t…　・in（　itlL（y＋1））・ik…）e・B（・一・・）・　　（・2・2・8）
　r3：ψ＝0，　　　　　　　　　　　　　　　　　　　　　　　　　　　　（122．9）
　　　　　　　　　　　　　　　　　　　150
となる。
12．3　解の信頼性
12．3．1　解の収束性
　有限要素法の解は、微分方程式を直接解いた場合と違い、弱形式の積分方程式を解いた
解であり弱解である。よって、得られた解が必ずしも正しい解と一致しているとは限らな
い。そこでまず最初に、節点数を変えても解が変わらないかどうかを調べる。（12．1．3）式
ではランダウゲージA＝（－By，　O，0）をとったため、左辺にB292という項が現れる。そ
のため、yが大きくなるにつれ振動が激しくなり、十分な計算精度が確保できないことが
予想される。そこで、ランダウゲージA＝（－By，0，0）を採用したときに特に精度が悪化
するであろう形状として、図122のような十字型の系の計算を行う。パラメータとして、
図12．2：十字型量子細線
波数裾＝10、磁場B＝1～5、節点is（　Ns＝600～7000とし、一次要素、二次要素の場
合を計算した。図123、12．4は一次要素、二次要素での節点数に対する透過確率であるe
電子は、左のリードより基本モードで入射し、透過確率は全てのモードでの透過確率の合
計をTとした。まず、一次要素の場合についてみていく。零磁場B＝＝Oの場合には節点
数3000程度でほぼ収束している。このとき、この系の面積が9であり、全ての要素が同
じ大きさの直角二等辺三角形として一つの辺の長さを見積もればVて2x論）fU　o．e77sと
なる・また・波長がλ＝鵜FU　O・628であるので・織得8、1よりだいたい波長の8分の
1程度に離散化すれば十分であることが分かる。B＝1、弱磁場の場合も節点数が少ない
間は激しく振動しているが、5000程度の節点数で十分に収束している。しかし、それより
磁場が強くなると7000程度の節点数をとったとしても、収束していない。また細かい振
動が見られるため、波動関数が激しく振動していると考えられる。
　っぎに、二次要素の場合についてみてみる。一次要素の場合と比べて、かなり改善して
おりB＝0，1，2，3あたりまではほぼ収束している。しかし、それより磁場が強くなるとや
はり収束していない。
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　図12．4：二次要素での透過確率の収束性
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　このように、ランダウゲージA　・＝（－By，0，0）をとったときには、　y方向に長くなってい
る構造に対してはある程度大きな磁場になると十分な収束性が得られないことが分かる。
12．3．2　確率の保存
　境界要素法の場合には、確率の保存を見ることでその収束性を見積もることが出来た。
では、有限要素法では確率の保存と収束性に関連はあるだろうか。図12．5は図12．3、12．4
の場合の透過確率と反射確率を足したものである。これより、一次要素、二次要素どちら
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　図12．5：一次要素（左図）、二次要素（右図）での確率の保存性
の場合も節点数2000程度で0．02％以下という十分な保存を示している。つまり、有限要
素法の場合は確率の保存よりその収束性を見積もることは出来ない。これは、境界要素法
と比べて有限要素法の場合は領域全体を離散化するので、十分な離散化がなされており、
要素の形に歪みが少なければ、要素・要素間の確率の流れが保存されるため全体して保存
しているものだと考えられる。これらのことより、磁場がある場合に有限要素法を適用す
る場合は、入射波の波長の何分の一という目安で離散化すればよいわけではなく、またそ
の収束性も確率の保存を見ただけでは分からない。そのため、実際に節点数を変えてその
収束性を十分に調べてから、適用する必要がある。
12．3．3　波動関数の位相
　では、この収束性を悪化させている原因は何であろうか。そこで、図12．6と図12．7に、
kd＝10、　B＝5，20、節点数7000で左のリード線より基本モードで入射させたときの一
次要素、二次要素での電子の確率密度を示す。図12．3、12．4より分かるように、これらは
十分に収束していないときの確率密度である。まず、B＝5の場合について見てみると、
一次要素、二次要素で全く同じパラメータを用いているにもかかわらず、その波動関数の
様子は全く異なる。しかも、やっかいなことにどちらもそれらしく見え、この確率密度だ
けを見てその解が妥当かどうかを見分けることは難しい。
　っぎに、B＝20と強磁場の場合についてみていく。古典的なサイクロトロン半径rcは
rc一k一勢一たz2 （12．3．1）
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図12．6：kd＝10、　B＝5、一次要素（左図）、二次要素（右図）での確率密度（収束してい
ない）
図12．7：裾＝10、B＝20、一次要素（左図）、二次要素（右図）での確率密度（収束してい
ない）
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である・tcだし・1一屠は磁気長である・これを漁次元化した場合で考えると
　　　　　　　　　　　　　　　　髪峠謬　　　醐
となる。よって、この場合のサイクロトロン半径は10／20＝1／2となる。この磁場の強さ
だと、ほぼエッジ状態に入り始めており、古典的にははだいたい1／2程度の半径でサイク
ロトロン運動をし、障壁との境界に沿って進んでいく様子が期待される。しかし、図12，7
は一次要素、．二次要素どちらの場合も波動関数が全体に広がっておらず、途中まで入って
そのまま透過していってしまう。つまり、強磁場の場合は確率密度を見れば明らかにおか
しいことが分かる。
　この原因としてゲージ変換で導入された位相の影響が予想される。そこで、図12．8に、
図12．7での波動関数の位相を示す。これをみると、y座標の絶対値が大きくなるにっれ位
麟にド
網
図12・8：K・dニ10・B　・＝　20・一次要素（左図）・二次要素（右図）での位相
相の変化が大きくなることがよくわかる・これは、ランダウゲージA＝（一．By，0，0）が位
相に直に現れているためと考えられる。つまり、磁場が強くなるほど、そして劉座標が大．
きくなるほど記座標に対して位相は激しく変化する。特にこの十字型の形状の場合にはy
方向に長いため、この節点数では井戸の奥で波動関数を十分な精度で補完することが出来
なくなり、波動関数が全体に広がらない状況を引き起こしたものと考えられる。
　さて収束性が悪化する原因に見当がついたところで、もう一度図12．3に戻って一次要素
での収束性について考察を行う。零磁場の場合には離散化の目安として、波長の8分の1
程度まで離散化すれば十分であることが分かった。磁場がある場合にはそのままではそれ
を当てはめることは出来ないので、ゲージ変換での位相eiBxyをふくめて、平面波諮砒に
位相をかけ、ei（kd＋By）Xの形を取ると仮定して、　kd＋Byを実効的な波数として見積もる。
　図12．2の井戸の奥のy座標は4である。よって、B＝1のときに実効的な波数は10＋4　＝＝
14となり、節点数6000で実効的な波数の波長の8分の1程度となる。実際に、図12．2を
みるとその近くで収束している。つぎに、B＝2のときは波数は10＋4＊2＝18となり、
節点数7000で波長の1／6．88程度となる。これは．零磁場で換算すると節点数2100程度と
なり、B＝0のグラフはその節点数では収束していないことと一致する。さらに、、B＝2
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のときは、節点数7000で波長の1／5．53程度となり、零磁場換算で1450程度の節点数と
なる。この節点数だと、B＝Oは振動しており収束していない。
　このように、kd＋Byを実効的な波数として考えれば、磁場がある場合の離散化の程度
の大まかな見積もりが出来ることがわかる。ただし、これは図12．2という単純な形状の場
合で、より複雑な形状の場合には難しいかもしれない。
12．4　ゲージによる違い
　これまでランダウゲージA＝（一、By，　O，　O）を用いて、その場合に特に精度が低下する
例として図12．2の形状の計算を行った。次に、異なるゲージを用いて図12．2の形状の計
算を行う。図12．9にベクトルポテンシャルA＝（一αBy，（1一α）Bx，0）での境界条件を示
Xl X2
B＝（0，0，0）　　　　声＝（O，O，B）　　　i召二（0，0，0）
A＝（一α8ア，－B＠・兀’），0）鋒一（一α角・，（1一のBx，　O）IAニ（－aBy，一β（ax－x2），0）
図12、9；ベクトルポテンシャルA＝←aBy，（1－a）Bx，　e）の場合の境界条件
す。αは任意の定数で、a＝oでランダウゲージA＝（o，　Bx，　o）、　a　＝＝1／2で対象ゲージ
A＝（・一　1／2By，1／2Bx，　o）となる。このベクトルポテンシャルと連続につなぐため・左の
リードでA＝（一αBy，－B（ax－Xl），O）とし、右のリードでA：（一αBy，－B（ax－x2），0）
というゲージをとる。（12．1．1）式にA＝（－aBy，（1－一α）Bx，　O）を代入して
素C苑2▽2＋2蝋一α暢＋（・一α）暢）＋・2B2（a2　y2＋（・一α吻ψ一（E－V）ψ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（12．4．1）
を得る。長さのスケールdで無次元化すれば、
（一▽2＋2iB（一舜（1一蝪）＋嚇2÷（1一α）2x2））ψ一㈹2ψ（12・4・2）
となる。ただし、Aは省略した。また、左のリード線の波動関数ψ1と右のり一ド線の波動
関数ψ2は
　　　　　　　　　　　　　　　　ψi＝eiB（ax－xl）写ψ1
　　　　　　　　　　　　　　　　ψ1－etB（ax－x2）Yψ2　　　　　　（12．4．3）
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図12．10：K・d　＝　10、B＝20、二次要素、α＝0（左図）、α＝0・5（右図）での確率密度
図12．11：kd＝10、　B＝20、二次要素、α＝0（左図）、α＝0．5（右図）での位相
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とゲージ変換する。後は、同様に計算できる。
　図12．10、12．11にkd・＝　10、　B＝20でランダウゲージ（O，Bx，0）と対称ゲージ←1／2By，1／2、Bx，0）
での確率密度と位相を示す。確率密度をみると、ランダウゲージ（－By，　O，O）をとった場
合である図12．7と比べ、波動関数は全体に広がっている。また、位相は（12．4．3）式のゲー
ジ変換の際の位相が直接的に現れていることがよくわかる。このようにゲージの取り方で
結果は大きく代わる。そのため、実際に計算を行うにはその形状に合わせて、位相の変化
が大きくならないようなゲージを選択する必要がある。ここでは十字型の系の計算を行っ
たが、この場合にはA＝（0，Bx，　O）のゲージを用いれば、現実的な要素数で十分な収束性
を得ることが出来る。
12．5　任意形状量子ドット
次に、任意形状の量子ドットの計算を行う。
　　　　　　　　　　　　　　　　　N　　　　　　　　　　r（θ）＝　rm・x＋Σαπ竿・・s（nθ＋πψn）　　（12・5・1）
　　　　　　　　　　　　　　　　　n＝1
　量子ドットの形状としては、（12．5．1）式によりランダムに形状を生成した。［42］現実の
量子ドットは、必ずしも円形ではなく界面が荒れており複雑な形状をしている。メゾスコ
ピック系では、系の形状が伝導に大きく寄与するため、そのような複雑な形状を取り込ん
だ計算が必要となる。（12．5．1）式のrmaxは変形前の円形ドットの半径で、　amaxは変形の
強さを表すパラメータである。これらのパラメータを適切にとることで、現実の量子ドッ
トに近い形状を得ることが出来る。ここでは、rmax＝1．2d、　amax＝O．2d、　N＝8とし
an、9nには［0：1］の一様乱数を与えランダムな形状を生成した・（図12．12）
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灘
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図12．12：ランダムな形状の量子ドット
　図12．13にこの形状のコンダクタンスの計算結果を示す。
　磁場が弱い領域ではランダムな形状に対応して、複雑に振動している。しかし、磁場が
強くなってくるとエッジ状態が形成され形に寄らなくなるので、振動が小さくなっていく
様子が分かる。また、コンダクタンスの離散化により階段状のコンダクタンスとなってい
るが、磁場が強くなるとそれが全体的に高い波数の方ヘシフトしている。これは、磁場に
よって波動関数が端の方へ押し込まれ、それによって伝導モードの数が減るためである。
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図12．13：ランダムな形状量子ドットのコンダクタンス
また、波数と磁場に対して一次関数的に谷となっている構造がいくつか見られる。これは
ドットのいくつかの場所で共鳴が起きており、その半径が（12．3．2）式の古典的なサイクロ
トロン半径r。＝kd／Bと一致した箇所で現れているものだと考えられる。
12．6　ABリング
　次に、図12．14に示すABリング型の計算結果を示す。ここで、外側の円の半径は12d、
内側の円の半径は0．7dとした。
康譲簸、
懇鍵講
騨難　≧ごゾ 藤羅・－i懇躍難
瀞…騨…
〆癖
図12．14：ABリング
　また、磁場は系全体に印可しB＝0～40、波数はK・d＝10とした。この場合のコンダ
クタンスを図12．15に示す。明らかにAB振動が現れていることが分かる。また、磁場が
強くなるにつれてピークが鋭くなっている。5．3節で見たように、磁場中のABリングに
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図12．15：kd＝10、　B＝0～40でのコンダクタンス
はAB振動が現れ、その振動は
　　　　　　　　　　　　　G－G・＋Cc・・（2π妾＋¢）　　（・2・6・・）
で表される。ここで、φはリングを貫く磁束で、φo＝ん／eは磁束量子である。無次元化し
たパラメータに直すと
　　　　　　　　　　　　　妾一e舞2一誰一IBr2　　（・2・6・2）
となる。ここで、rはリングの半径である。よって、磁場に対するピークの周期は2／r2とな
る。図12．16にコンダクタンスのピークを示す。またこれらのピークを、2πn＝2π（B／T＋φ）
とし、最小二乗法によりフィッティングした結果も示してある。非常によい一致を示して
いる。ここで、1／Tu2．17、li　fs　－O．466であった。これより磁束が貫く半径はrF￥O・960
と見積もられる。つまり、リングのちょうど中間あたりの大きさとなっている。
　式（12．6．1）で表されるAB振動は、リングは擬一次元系とみなせる非常に狭い量子細線
で出来ており、磁場もリングには印可されていない場合を想定している。しかし、ここで
行った計算は図12．14に示されるようにかなり幅のある細線であり、また磁場もリング内
に印可されている。そのため、式（12．3．2）の古典的なサイクロトン半径7’c＝襯／Bがリ
ングの内側の半径と比べて十分に大きな間は、サイクロトロン運動によりリングの量子細
線でのモードが制限されることはなく、AB振動を示す・しかし・より磁場が強くなると
ピークが鋭くなり、cos型の振動でなくなる。これは、サイクロトロン半径が外側の半径
r＝1．2dよりも小さくなる、つまりB＝10／1．2　N8．33あたりからリングを回り続ける
ような軌道が現れ、それによって共鳴がおきリングでの確率密度が高くなる・そのため・
ピークが強調されて、鋭いピークになるのではないかと考えられる・
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図12．16：コンダクタンスのピーク
　図12．17、12．18、12．19、12．20に弱磁場（B＝0～2．3）と強磁場（B＝19～21・3）での
電子の確率密度と位相を示す。入射モードは基本モードで、波数はha＝10、ベクトルポ
テンシャルはランダウゲージA＝（－By，0，0）とした。
　まず、図12．17、12．18の弱磁場の場合について見てみると、磁場が強くなるにつれリン
グの上での確率密度は高くなるが、それ以外は余り変化が無く、共鳴している様子も見ら
れない。次に位相について見てみると、B＝・0ではリングの上部分に山が3つあるが・磁
場を強くしていくと少しずつずれていきピー・…一クであるB＝1．7あたりでちょうど山が4つ
となる。この時に、リングの上部分を通った電子と下部分を通った電子の位相がそろい、
干渉が起こるAB振動をよく表している。このように弱磁場の場合は磁場による変化は比
較的穏やかである。
　ところが図12．19、12．20の強磁場になると劇的に変化する。確率密度を見ると、ピーク
B＝19．1と21．3においてリング部分で非常に高くなっている。これは、強磁場ではリン
グの半径がサイクロトロン半径よりも小さくなり、リングを回り続ける軌道が現れ共鳴が
強められるためだと考えられる。ピーク以外では波動関数は全体に広がっており、共鳴を
起こしていない。位相に関しては、AB振動をよく表している。ピークの時にリングの上
部分と下部分の境目での位相が左右ともπもしくは一πとなっていることがよく分かる。
ピーク以外では位相がずれており、それによりリング部での共鳴は起こらない。
　このように、ABリングにおいては波動関数の絶対値のみならず、位相の解析も有効で
ある。
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図12．17：B＝0～2．3での確率密度
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図12．18：B＝0～2．3での位相
163
図12．19：B＝19～21．3での確率密度
164
図12．20：B＝19～21．3での位相
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12．7　ポイントコンタクト
12．7．1　ゼーマンエネルギーを考慮しない場合
　最後に、ポイントコンタクトに一様磁場を印可した場合の結果を示す。ポイントコン
タクトの形状は、11．7節と同じで図11．9である。（11．7．1）式のパラメータはEo＝52，
Vo＝0．7Eo，　L　l＝L2＝1砺＝dで△＝d／4とした。
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図12．21：一様磁場中ポイントコンタクトのコンダクタンス
　図12．21は、波数kdと磁場Bを変えた場合のコンダクタンスである。ポイントコンタ
クトによってコンダクタンスは波数に対して階段状に増加するが、磁場が増加すると、磁
場と波数に対して線形に減少していく。これは、Qpcの最も細い部分を通る電子の伝導
モードが磁場によって制限されるためであると考えられる。つまり、（12．3．2）式のサイク
ロトロン半径を固定した場合に対応し、B＝暑kdより磁場と波数に比例する。また、コ
ンダクタンスが0から1へと増加する境界、つまり基本モードが透過し始める境界に注目
すると、Bニ10から20あたりの境界が乱れている。この構造を見るため、図12．22に図
1221のB＝20での横断図を示す。これをみると、確かにコンダクタンスがあがり始め
る境界でいくつかの小さなピークやディップが見られる。
　そこで、図12．23に最初のディップ部分であるkd＝6．4での確率密度を示す。これから、
入射した電子は上の壁に沿って進み、ポイントコンタクトを通過できずにその形状に沿っ
て下の壁へと進む。そして、下の壁に沿って反射波となり元のリード線に戻っていく様子
が分かる。これは、古典的なスキッピング軌道を考えるとわかりやすい。っまり、上の壁
に沿ってスキッピング運動しながら進んできた電子は、スキッピング軌道によりポイント
コンタクトの穴を飛び越え下の壁に進み、そのままスキッピング運動しながら帰っていく。
この波数では、そのような軌道に対応しているため反射が強くなったものだと考えられる。
　一方、コンダクタンスが上がりきった点であるkd＝6・9での確率密度を図12・24に示
す。これを見ると、kdニ6．4の場合とほとんど波数は変わっていないにも関わらず・ほぼ
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図12．22：図12．21のB＝20でのコンダクタンス
図12．23：K・d＝6．4、B＝20、入射モードα＝1での確率密度
図12．24：kd＝6．9、　B＝　20、入射モードα＝1での確率密度
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全て透過している。この場合には、ポイントコンタクトの穴を飛び越えない軌道に対応し
ており、それによってポイントコンタクトを通過したものだと考えられる。
　このように、磁場がそれほど強くなくエッジ状態が完全には形成されていない場合は、
コンダクタンスにスキッピング軌道に起因する構造が現れる。しかしながら、図12．21を
見ると分かるようにさらに磁場が強くなると完全にエッジ状態が形成されるため、このよ
うな構造は消えてしまう。
12．7．2　ゼーマンエネルギー一一一一を考慮した場合
　これまでは、ゼーマンエネルギーをフェルミエネルギーに含めてしまい、電子のスピン
状態を考慮した計算は行ってこなかった。しかし、実際にはゼーマンエネルギーによって
電子のスピン縮退が解け、アップスピンとダウンスピンとで異なる伝導をするはずである。
そこで、本節ではゼーマンエネルギーを含めた計算を行う。
　一様磁場中B＝（0，0，B）のハミルトニアンには以下のゼー一…一マンエネルギーが加わる。
　　　　　　　　　　　　　　　　　　　充2B 充E・　＝－ms’H＝μBσ盗祷nεBσ・≡扁σ・ （12．7．1）
ここで・msはスピンの繍モーメント・1－・vi’奄撃撃堰fは隙長である・よって・スピンを考
慮した一様磁場中のSchr6dinger方程式は
（（P＋eA　　2m）2＋v土銅聾EψL↓
となる。（12．1．3）式と同様にスケーリングを行えば、
｛1：；：軽離；套灘ll：麟1
となる。（12．7．3）式に対して、境界要素法を適用する。
（12・7・2）
（12．7．3）
　図12．25にゼーマンエネルギーを考慮した場合のコンダクタンスとスピン分極率を示す。
パラメータは、図12．22と同じである。ここで、G↑＝・G↑t↑＋G↓，↑、　G↓ニGT，↓＋G↓，↓で、
P＝1（G↑－G↓）／（G↑＋（］↓）1である・また・Gはゼーマンエネルギーを考慮しない場合・
つまり図12．22のコンダクタンスである。このように、ゼーマン分離によってGから（］↑
と（；↓は少しずっつれる。それによって・ダウンスピンへのスピン分極が生じる・興味深
いのは、そのスピン分極率が1、1／3、1／5とn＝1，2，3，…とすれば1／（2n－1＞で階段状
に減少していくことである。このような構造は、11．8節の磁性ポイントコンタクトにおい
ても見られた。
　また、G↓に注目してみると、コンダクタンスがあがった直後にGやG↑には見られれ
ない乱れが見られる。
　そこで、その乱れのピーク部分であるK・d　・＝　6．1での波動関数の確率密度を示すと図12．26
となる。この波数駕＝6．1では、1番目のモードのみが存在しており、2番目のモード
2×π　e　6．28はまだ存在していない。しかし、磁場がかかっている領域では、（12．7．3）式
よりゼーマンエネルギーによってエネルギーがあがり2番目のモードが存在する。そのた
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図12．25：B＝20でのコンダクタンスとスピン分極率
図12．26：K・d　＝6．1、入射モードα＝1、ダウンスピンで入射した場合のダウンスピンでの
確率密度1ψ↓12
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め、基本モードで入射してきた電子は、ポイントコンタクトによって散乱されいくらかが
2番侶のモードとなり左のリード線へと戻ってくる。そのとき、リード線には磁場がかかっ
ていないためリード線の内部では2番目のモードが存在できず、リード線との境界部分で
2番目のモードは0となる。それによって、ポイントコンタクトとリード線との境界部分
でモードのマッチングがうまくいかずに反射が起き、図12．25のコンダクタンスに現れた
ものだと考えられる。ただし、実験ではこのように磁場をシャープに印可することはほと
んどないと思われるので、このような構造は現れないと考えられる。
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第13章　ラシュバスピン軌道相互作用がある
　　　　　　　　場合の有限要素法
13．1　弱形式
　近年．2次元電子系でのスピン状態を操作する効果として、ラシュバスピン軌道相互作
用が注目されている。［43］ラシュバスピン軌道相互作用は、2次元電子系に印可された外
部電場により系の対象性が乱れ、それにより生じる相対論的な効果である。xy面内を伝
導する系において、ラシュバスピン軌道相互作用は
　　　　　HR5・一怐iσxp）’2 （13ユユ）
と表せる。ここで、αは外部電場に依存した定数、σはパウリのスピン行列、pは運動
量、2は：軸方向の単位ベクトルである。よって、ラシュバスピン軌道相互作用を含めた
Schr6dinger方程式は
）ψψ（
ラy
　］
E（
　＝）ψψ（
）
　Ψ　σ　P　一　σ　Ψ
ψ
α一泥
　十）ψψ（　ホゲ蹄
となる。長さのスケールdで無次元化すれば、
一ウ2ψr戴（∂∂一±一一∂9∂al）ψ払↑一（K・d）2ψち↓・
（13．1．2）
（13．1．3）
と裁る．ここでウ畷▽x　ar一響α、2　・Z・　9一麗・（励一2率（E－V）とし
た。ただし．今後は＾を省略して書く。スピン縮退が解けるので、波動関数はスピノルと
なるeまた、（13．1．3）式の左辺第2項がラシュバ効果に相当し、波動関数のスピンが反対
になるe
　：〉ぎ垂乙妊意の形状に対して（13．13）式を数値計算する方法を検討する。既に、強束縛
透継法による解撰は行われており．量子細線中にポイントコンタクトを設けることにより
轟馨スピン分麺率解得られることが知られている。［43］ただし、強束縛近似法は系を強く
離徴麹した手法であ弩、電子はそれぞれのサイトで局在しているものと考え、サイト間を
覆霧移ること麺よって系を伝導する場合を想定している。一方、境界要素法や有限要素法
鑑系全韓麺波勤雛数が広がっている場合を想定している。メゾスコピック系は系全体でコ
と一シン卦であるので、後考の方がより現実に即した解析手扶であると考えられる。そこ
で．本撰二甕で多ま髪雰要素法や有離要素洗を駕いた解析を行う。。
　シ塵むこの笏会．境界要素海ま（1言．L3｝式のグリーン関数が分からないので直接適用す
るこ≧鑑でき彦扉sそこでラシュバスピン較選根互作溺がない場合のグリ・一ン関数を用い
て．蓬麦韓鑑漿労を実行すれば境舞要素法を適用できるが、その場合にはラシュバ項を含
17三
んだ体積積分の項が現れる。そのため体積積分の評価法や、逐次計算の収束性などを考慮
すると精度良く計算できない可能性がある。
　そこで、本研究では（13．1，3）式を有限要素法により解く。［44］（13．1．3）式に試行関数ψ↑，↓
を乗じて考えている領域Ωで積分し、ガウスの定理を適用すれば
る▽diT，↓▽ψ　（嚇↓ψT，↓一嫡（£圭か↑dΩ一江ψも↓晶ψL↓cll・n・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（13ユ．4）
を得る。
　ただし、波動関数はアップスピンとダウンスピンで2種類あるので、係数行列の大きさ
はスピンを考えない場合と比べて4倍となる。（13．1．4）式の左辺第1，2項と右辺は（11．1．4）
式と同様に計算でき、それらは全体の行列のスピンに対する対角成分に入る。第3項は非
対角成分に入り、それがスピンフリップを表す。
13．2　境界条件
図13．1に境界条件を示す。ラシュバ効果は考えている領域Ωでのみα≠0とし、リー
Ω
図13．1：ラシュバ効果がある場合の境界条件
ド線ではα＝0とする。また、電子は左のリードよりαモードで、1方向のスピンが±砦
の固有値を持つとしたときのアップ、もしくはダウンスピンで振幅1で入射するものとす
る。アップスピンを＋、ダウンスピンを一とおけば、δ±，±’は入射するスピンを士とし・
土’が入射するスピンと同じスピンを取るときのみ1となり、ほかは0とする。これらよ
り、：境界条件は
rl・v±，－6±，±・・in（απ　　　dｹω＋5））・’k・x＋Σ・・P，
　　　　　　　　　　　　　　　　　　　β
r2・wt±’　：Σta7，±±’・in（誓（y＋1））e・k…
　　　　　ツ
r3：ψ土’＝0，
±±t・in（瓢＋1））・噸 （13．2．1）
（1322）
（132．3）
となる．
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13．3　量子細線モデル
　まず最初に、図13．2のようにリード線と同じ幅の量子細線のモデルを解析する。ラシュ
バ項の大きさαは考えている系のみラシュバ項があるものとしα＝0．4、リード部では
α＝0とする。
今　　α＝0
α＝0．4 α＝0
図13．2：量子細線モデル
図13．3に、この場合の透過確率を示す。ここで、Tn，↑，↓はモードn、アップスピンで入
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短
　　　　図13．3：α＝0．4でのそれぞれの入射モードnに対する透過確Zk1　Tn，↑，↓
射し、ダウンスピンで透過する透過確率を示す。図13．3では、Tn，↑，↓のみを示したが・他
の透過確率との関係は以下の関係が成り立つことが分かった。
　　　　　　　　　　　　Tn，↑，↑＝Tn，↓，↓，　Tn，↑，↓＝Tn，↓，↑　　　　　　　　　（13．3．1）
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つまり、この場合にはスピン分極が起こらない。この関係は、αを大きくしても成り立つ。
また、スピン反転する割合は図13．3を見てみると、モードの立ち上がり付近が乱れること
以外は波数haによらずほぼ一定である。その割合はほぼラシュバ項の大きさαで決まる。
図13．4：kd＝15、基本モード、アップスピンで入射した場合の確率密度（左図がアップス
ピン、右図がダウンスピン）
　図13．4に、K・d＝15、基本モード、アップスピンで入射した場合の確率密度を示す・ラ
シュバ項によって、系の内部で少しずつスピン反転していく様子がわかる。
13．4　ポイントコンタクト
　次に、量子細線中にポイントコンタクトを導入した場合の解析を行う。ポイントコンタ
クトの形状は、11．7節と同じ形状を用いた。ただし、ラシュバ効果は図13・5において四
図13．5：ポイントコンタクト
角の枠で囲まれている領域のみ存在し、ほかの領域ではα＝0とした。
　図13．6は、ラシュバ項の大きさα＝0．4でのそれぞれの方向から観測したスピンにおけ
るコンダクタンスである。G↑↓はアップスピンで入射した電子が、ダウンスピンで透過す
る場合のコンダクタンスであり、入射モードα、透過モード”〉’としたとき
　　　　　　　　　　　　　　G↑↓一等Σ籍α凧↑↓12　　　　　　（13・4・・）
　　　　　　　　　　　　　　　　　　　　afi’
で表される。また、G↑、　G↓はそれぞれ
　　　　　　　　　　　　G↑－G↑↑＋G↓↑，G↓－G↑↓＋G↓↓　　　（13・4・2）
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であり、Gはラシュバ効果がない場合での透過確率である。
　まず、図13．6より、α＝0．4ではスピンの観測方向にかかわらず次の関係が成り立つこ
とがわかる。
c↑↑＝G↓↓
G↑↓ニG↓↑
（13．43）
（13．4．4）
さらに、この関係より
　　　　　　　　　　　G＝（］↑＝（1；↓＝（］↑↑十G↑↓＝G↓↑十G↓↓　　　　　　　　　　　　（13．4．5）
も成り立つ。つまり、どちらかのスピン状態しか持たない完全に分極した電子を入射した
場合、ラシュバ効果がない場合と比べて、全体のコンダクタンスは変えずにスピンがある
程度混ざり合った状態で伝導する。逆に、スピンが混ざり合った分極していない電子を入
射させた場合のコンダクタンスはアップスピンでもダウンスピンでも同じである。つまり、
スピンフリップは起こるがアップからダウンスピン、ダウンからアップスピンへの確率が
同じなので、打ち消しあってしまいスピン分極は起きない。さらに、アップからアップス
ピンで透過する確率とダウンからダウンスピンで透過する確率も等しいので、磁化ベクト
ルがある場合と違ってその差からスピン分極した電子を得ることも出来ない。このように、
αが小さな場合はラシュバ効果によるスピン分極は期待できない。
　次に、（3．5．10）式に従い、スピン分極率を
　　　　　　　　　　　　　　　　　　　G↑－G↓　　　　　　　　　　　　　　　　　P＝　　　　　 　　　　　　　　　　　　　　　　　　　（13．4．6）　　　　　　　　　　　　　　　　　　　G↑十G↓
と定義する。このときのスピン分極率は図13．7となる．このように、スピンの向き、波数
にかかわらず0となる。
　次に、図13．6のスピンの向きによる違いに注目する。まず、x方向と2方向はほとんど
変わらない・スピンフリップするコンダクタンスσ↑↓、G↓↑の割合も少なく、あまりスピ
ンフリップせずに入射したスピンでそのまま透過していく。
　これに対して、y方向はスピンフリップする割合がかなり高く、スピンフリップせずに
そのまま透過する確率と同程度の大きさとなっている。
　α＝0，4では、スピン分極はほぼ見られなかった。次に、ラシュバ項の大きさを大きく
した場合の結果を示す。図13．8はα＝1．0での各方向から観測したスピンのコンダクタン
スである。x・x方向に関してはα＝e．4の場合と同様に（13．4．3）式．　（13．4．4）式の関係が
成り立っている・しかし・y方向に関してはG↑↑とG↓↓、a↑↓とG↓↑が重なっておらず、
それぞれ少しだけずれている。そこで、スピン分極率を表すと図13．9となる。x、ε方向
は0であるが、y方向に関してはK－d＝9．15付近で0．06近くのスピン分極が得られている。
　図13．10と図13．11に基本モードで、図13．12と図13．13に2番目のモードで入射した
場合の確率密度を示す。波数は両方とも屈＝9．15である。これを見ると、基本モードで
入射した場合も2番・目のモードで入射した場合も、iψ↑，↑12と1ψ↓，↓｛2、1ψ↑，↓12と1ψ↓，↑12がほ
ぼ上下対称な確率密度を示しており、スピンに関して対称であるeこの場合のスピン分極
率はP　Ft　O．06であるため、波動関数にすればその差はほとんど現れてこない。しかし注
意深く見ると、基本モードで入射した場合の1ψ↑，↓12と1ψ↓，↑12はポイントコンタクトの右
側部分の波動関数の振幅の大きさが若干異なっている。
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図13．7：α＝0．4での各方向に対するスピン分極率
　そこで、この差を強調して考えると以下のように解釈できる。（13．1．2）式のハミルトニ
アンを非摂動Hoと摂動H’とに分けて考える。
　　　　　　　　　　　　　　H・－4？－2P。ay　＋　v　　　（・3・4・7）
　　　　　　　　　　　　　　H’＝・　9Pyσ・　　　　　（・3・4・8）
ここでリード線はx方向に取り付けられており、Pyはpxよりも十分に小さいので、　H’を
摂動とみなせるとした。
　波動関数ψ＠，y）を変数分離してψ（x，y）＝ψ＠）ψ（y）、ポテンシャルをV（x，y）＝V（x）＋
V（y）、エネルギーをE±＝E±，x＋E士，〃とすれば非摂動部分のSchr6dinger方程式は
　　　　　　　　　　2嘉ψ±＠）聯・ψ干＠）一（E±，・一γ（x））ψ±＠）
　　　　　　嘉ψ±ω一（E±，y　一　v（y））ψ±（y）
（13．4．9）
（13．4．10）
となる。ここで、アップスピンを＋、ダウンスピンを一とした。量子細線を想定し、V（x）＝
0、V（y）は幅dの井戸型ポテンシャルとすれば、
　　　　　　　　　　　　　　　En，±，“一蓋（γLπd）2
である。また、x方向の波数をkx、　ayの固有関数をx±とおけば、
　　　　　　　　　　　　　　ψ士（x）＝exp（ik転x）X±
（13．4．11）
（13．4．12）
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図13．8：α＝1．0での各方向のスピンに対するコンダクタンス
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図13．9：α＝1．0での各方向に対するスピン分極率
図13．10：kd＝9．15、入射モードα＝1、アップスピンで入射した場合の確率密度（左図
がアップスピン、右図がダウンスピン）
図13．11：kd＝9．15、入射モードα＝1、基本モード、
率密度（左図がアップスピン、右図がダウンスピン）
ダウンスピンで入射した場合の確
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図13．12：kd＝9．15、入射モードα＝2、基本モード、アップスピンで入射した場合の確
率密度（左図がアップスピン、右図がダウンスピン）
図13．13：kd＝9．15、入射モードα＝2、基本モード、ダウンスピンで入射した場合の確
率密度（左図がアップスピン、右図がダウンスピン）
より、x方向のエネルギーは
　　　　　　　　　En，±，x一誓鴨一蓋（脇）2一蓋た護
となる。ここで、kα＝繋とした。よって、エネルギーE士は
En，±一
W（（kx　Fka）2一砥＋（誓）2）
となる。これを、無次元化したエネルギーEn，±で表せば、
　　　　　　2響2瑞士一En，±一（K・n，・d　T　9）2－（書）2＋（ππ）2
となる。以降は、無次元化したパラメータで表し＾は省略する。
（13．4．13）
（13．4．14）
（13．4．15）
　さて、再びα＝0．4，1．0の計算結果に戻って考えてみる。図13・14・13・15はα＝0・4，1・0
での非摂動部分（13．4．15）式による隔d＞0でのサブバンドを表している。ラシュバ効果
により、サブバンドがアップスピンとダウンスピンでαだけずれる。このずれによって、
図13．15では異なるスピン、モードにおけるサプバンドの交点が現れている。対して、図
13．14では交点はない。一般的に最初の交点は、E2，＋とEl，＿のサプバンドにおいて存在す
る。このとき、
　　　　　　　　　　　　　　　　　　　2　　　　　2
であるので、その交点は
E2，＋＝
iK・・d一号）
c・，一一
ikxd＋号）2
（α2）＋（2π）2
（α2）2＋（π）2
　　　3π2
kxd＝一
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（13．4．16）
（13．4．17）
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図13．14：α＝0．4での非摂動サブバンド
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図13．15：α＝1．0での非摂動サブバンド
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で与えられる。つまり、α＝0．4の場合の最初の交点はK・xd　fy　37に存在し・kd＝3・5～20
の間には存在しない。対して、α＝1．0の場合の交点はkxd　fU　14．8に存在する。この交点
において、非摂動項H’によりスピンが混ざり合う。ただし、これらの交点はポイントコ
ンタクトを考慮しない、系が量子細線とした場合での交点である。
　もし系が量子細線である場合には、ラシュバ項の大きさαや交点の有無にかかわらずス
ピン分極は生じない。なぜなら、アップスピンからダウンスピンへの遷移確率とダウンス
ピンからアップスピンへの遷移確率が等しいため、それらが打ち消しあってしまいスピン
分極した電子は得られない。っまり、スピンフィルターのようなスピン分極していない電
子からデバイスを通過した後にスピン分極した電子を得るデバイスを作成するためには、
アップスピンとダウンスピンでの遷移確率が異なるようにする何らかの機構が必要となる。
　図13．8ではそれが実現され、スピン分極した電子が得られている。この理由を説明する
ための簡単なモデルを図13．16にしめす。ここでは、簡単にモードが2つのみある場合を
　　　　　　　　　　、．智慧≦i三芸虻蟹一．・。
，
1，一一一一一一一一一一一一一一一一→〉
2，＋一一一一一一→〉×
2，一一一一一一一→〉×
　　　　　　　交点がある場合
一十
　ノ　
り　
のノ
ー1（∠
1＋一一一一」嬰」＝一一一≒〉
×
2，一一一一一一一→〉×
図13．16：交点がある場合とない場合における伝導モード
想定して説明する。あるフェルミエネルギーEをもって入射した電子は左のリード線では
モードが2つあるが、ポイントコンタクトにより徐々に幅が狭まり（13．4．11）式のdが小
さくなる。そのためy方向のエネルギーが大きくなり、E＝Ex＋Eyよりx方向のエネル
ギーは小さくなる。サブバンドに沿って下がっていき、ついにはバンドの底よりも下がる
とそのモードでは伝導できなくなる。そのため、図13．16ではポイントコンタクトにおい
てモードが1つのみ存在するとする。
　まず、最初にサブバンドに交点がない場合から見ていこう。基本モードはすべての領域
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で存在するので、そのまま透過する。一方、2番目のモードはポイントコンタクトにより
制限されて、全反射し透過しない。
　次に、交点がある場合についてみてみる。アップスピンの基本モードと、ダウンスピン
の2番目のモードは交点とは関係ないので交点がない場合と同様である。対して、ダウン
スピンの基本モードとアップスピンの2番目のモードはポイントコンタクトにより、幅が
狭まりサブバンドに沿って下がっていく。そして、交点においてスピンが混ざり合う。た
だし、この時点ではアップからダウンスピン、ダウンからアップスピンへの遷移確率が等
しいのでスピン分極は起こらない。その後、2番目のモードは伝導できなくなりこの時点
で2番目のモードは空になる。ポイントコンタクトの最も狭い部分を通過し、徐々に幅が
広くなっていくと再び交点を通過する。このとき、ダウンスピン基本モードは存在するが、
2番目のモードは存在しないのでダウンスピンからアップスピンへの遷移のみが起こる。
これにより、スピン分極した電子が得られる。
　これが、α＝0．4ではスピン分極せず、α＝1．0のみでスピン分極が見られた理由であ
る。ただし、スピン分極率がα＝1．0で最大でもほぼ0．06と非常に小さいため、図13．10、
13．11、13．12、13．13にはその差はほとんど現れていなかった。
　一方、図13．9ではZl方向のみスピン分極が見られるが、これは非摂動ハミルトニアン
（13．4．7）式においてσyが現れており、これの固有関数としてX士をとった。そのため、y
方向スピンのみスピン分極し、摂動ハミルトニアンに現れるaxの影響は小さいのでほか
の方向ではほとんどスピン分極しない。
　ところで、図13．16から分かるようにスピン分極が起こる原因はポイントコンタクトの
右側部分の幅が広がっていく領域でのサブバンド間での遷移によるものであると考えられ
る。ポイントコンタクトの左側部分のスピン間の遷移は打ち消しあってしまうため、スピ
ン分極には影響しない。これを見るため、図13．17のようにラシュバ効果をポイントコン
図13．17：ポイントコンタクト、四角部分のみラシュバ効果を適用
タクトの右側部分のみに適用する。
　図13．18は、このときのスピン分極率である。確かに、この場合にもスピン分極が起こ
ることがわかる。このように、ラシュバ効果によるスピン分極では、幅の広がっていく形
状がスピン分極に大きな役割を果たすと考えられる。
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図13．18：図13．17におけるα＝1．0でのスピン分極率
13．5　ラシュバ項とドレツセルハウス項の比較
　これまでは、スピン軌道相互作用のラシュバ項HRso＝g（Py　ax　一　Pxσy）のみを見てき
た。2次元電子系で見られるスピン軌道相互作用にはラシュバ項のほか、以下のドレッセ
ルハウス項が存在することが知られている。
　　　　　　　　　　　　　　HDS・一髪（－P・σ・＋Pyay）　　（・3・5・・）
ドレッセルハウス項HDsoは、結晶構造の反転対称性の破れに起因するスピン軌道相互作
用である。
　図13．19は、ドレッセルハウス項のみがある場合のβ＝0．4でのコンダクタンスである。
ラシュバ項のみがある場合である図13．6と非常に良く似た振る舞いを示している。ここ
で、ラシュバ項のコンダクタンスをGR、ドレッセルハウス項のコンダクタンスをGDと
すれば、
　　　　　　　　GR，↑↑，（x，y）＝σR，↓↓，（x，y）一σD，↑↑，（y，x）＝GD，↓↓，（y，・）　　（13・5・2）
　　　　　　　　　GR，↑↓，（。，y）－GR，↓↑，（。，y）＝σD，↑↓，（y，。）＝GD，↓↑，（y，x）　　（13・5・3）
　　　　　　　　　σR，↑↑，。－GR，↓↓t。－GD，↑↑、。一σD，↓↓t。　　　　　（13・5・4）
　　　　　　　　　σR，↑↓t、＝GR，↓↑，。＝σD，↑↓，。－GD，↓↑，。　　　　　（13・5・5）
なる関係があることがわかる。つまり、図13．6と図13．19のxとy方向スピンのコンダク
タンスを入れ替えたものが等しくなっている。
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図13．19：β＝0．4での各方向のスピンに対するコンダクタンス
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　これは、ラシュバ項のときと同様にPyがpxよりも十分に小さいと考えて、ドレッセル
ハウス項HDsoを
　　　　　　　　　　　　　　恥一蓋一髪P。σ。＋v　　　（・3・5・6）
　　　　　　　　　　　　　　Ht－£Pyay　　　　（・3・5・7）
とおけば、非摂動項にはラシュバ項のときのσyの代わりにσxが現れるため、スピンに対
してx方向の固有関数をとることになる。そのため、図13．6と図13．19ではxとyを入れ
替えたものが等しくなる。
13．6　計算精度の検討
　次に本手法での計算精度を検討する。計算精度は確率の保存より見積もり、以下の式で
評価する。
　　　　　　　　　　　　　　Un，↑一ΣRn，↑，土＋Tn，↑，土　　　　（13・6・1）
　　　　　　　　　　　　　　　　　±
ここで、nは入射モード、＋＝↑、一＝↓である。図13．20に量子細線モデルで計算したコ
ンダクタンス（図13．3）での確率の保存σを示す。このようにモードの立ち上がり付近で
こ）
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嗣
図13．20：アップスピンで入射した場合のそれぞれの入射モードに対する確率の保存
確率の保存が十分になされていない箇所があり、それによって図13．3での透過確率が乱
れたものと考えられる。図13．21にそのピークの1つである入射モードn＝2、K・d＝6．3
での確率密度を示す。これを見ると、ポイントコンタクトなど散乱されるものが全くない
186
図13．21：K・d＝6．3、基本モード、アップスピンで入射した場合の確率密度（左図がアップ
スピン、右図がダウンスピン）
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図13．22：α＝0．4でのそれぞれの入射モードnに対する反射確率Rη，↑，↓
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にも関わらず、2番目のモードでの反射がかなり多いことが分かる。そこで、図1322に
この場合での反射確率を示す。このように、この反射確率のピークが、図1320での精度
が低下している箇所と一致しており、実際には存在しない反射が起こるために、精度が低
下したものだと思われる。これは以下のように解釈できる。図13．22のピークに注目して
みると、そのピークは全てモードの立ち上がり付近で、新たに伝導モードになったモード
で入射した場合に最も大きくなる。つまり、kxが非常に小さく、砺が大きな場合である。
この場合、（13．4．13）式は
　　　　　　　　　　　　　　　　En，±，。解α陀x　　　　　　（13・62）
となる。よって、（13．4．14）式は
　　　　　　　　　　　　En，士一49（干2k・ka）＋（誓）2）　　（・3・6・3）
となり、スケーリングした（13．4．15）式は
　　　　　　　　　　　写E鴉±一　・n，±　一　F2k・，・da　＋　（nT）2　　（・3・6・4）
となる。つまり、アップスピンとダウンスピンとでエネルギーがT2kn，xdaだけ異なるe
そのため、ゼーマンエネルギーを考慮した場合と同様のことが起こる。つまり、リード線
ではα＝0であるため伝導モードにならなかったモードが、系の内部ではエネルギーが
2K－n，xdaだけあがるため伝導モードとなる。また、その逆にリード線では伝導モードであ
るモードが、系の内部では伝導モードにならなくなる。これによって、リード線と系の境
界部分でモードのマッチングがうまくいかずに反射が生じて、エネルギーの散逸が起こる。
しかし、ここではコヒーレントを仮定し、エネルギー散逸がないものとしているため矛盾
が起こりそれによって確率の保存がなされなくなったものだと考えられる。しかしながら、
これらの現象はモードの立ち上がり付近のみで起きているので全体の傾向を見ることには
ほとんど影響がないものと考えられる。
13．7　一様磁場中にラシュバスピン軌道相互作用がある場合の伝導
　　　　特性
　これまで、有限要素法により一様磁場がある場合、そしてラシュバスピン軌道相互作用
がある場合を取り扱い解析を行った。本節では、一様磁場中にラシュバスピン軌道相互作
用がある場合の解析を行う。一様磁場中のラシュバ項は、ランダウゲージA＝←By，　O，0）
を用いれば
　　　　　　　　　　　　HRS・一号（σx（P＋・A））・2
　　　　　　　　　　　　　　　一発　（P・ax－（P・　一一　eBy）σy）　　（13・7・1）
となる。また、スピンを考慮した一様磁場中B＝（0，0，B）のハミルトニアンには（12・7・1）
式のゼーマンエネルギーが加わる。
　　　　　　　　　　　　　　　　　E。一嘉　　　　（・3・7・2）
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よって、一様磁場中にラシュバ項がある場合のSChr6dinger方程式は
　　　　　　　　（（P＋eA　　2m，）2＋2（P漁＋・By）ay）＋γ＋蒜砺）（1：）－E（II）
（一蓋▽2＋幕晶＋2籍＋V土2嘉，）iPt’↓＋α緩±（券一弔））zbi・↑－EzbT・↓
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（13．7．3）
となる。長さのスケールdで無次元化すれば、
（一▽2＋乞2鴫）thT，↓＋δ（一場±（晶一iBy））zbi・↑一（（kd）2－（B2y2士B））zbT，↓
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（13．7．4）
となる。ここで、δ＝響α、B＝412、（kd）2＝2誓（E－V）とした。今後は＾を省略して
記述する。左辺第2項の波動関数のスピンはほかの項と比べ逆になっており、係数行列の
非対角部分に入る。
　あとは、これまでと同様に有限要素法を適用できる。系の形状として任意形状の量子
ドット（図12．12）を用い、計算を行った。
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図13．23：B＝O、α＝0．5での各方向のスピンに対するスピン分極率
　図13．23、13．24にラシュバ項の大きさα＝0．5、磁場B＝0と1でのスピン分極率を示
す。乱雑な形状に対応して、複雑な振動を示している。また零磁場の場合にはy方向のス
ピンの分極率が高いが、B＝＝1の場合にはxとz方向のスピン分極率のほうが高くなって
いる。これは、磁場がない場合にはラシュバ項の勲〃σ¢の項を摂動とし、－9p．　ayの項を
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図13．24：B＝1、α＝0．5での各方向のスピンに対するスピン分極率
非摂動として捉えていたため、y方向のスピン分極率のみが高くなっていたが・磁場があ
る場合には一瓢px－eBy）σyとなりBやyによるのでσyを単純に非摂動と考えることが
できず、xとy方向のスピンが混ざった形で現れる。それに加え、（12．7．1）式のゼーマン
エネルギーが加わり、そのσzによりz方向のスピンに対しても作用する。そのため、各
方向に混ざった形でスピン分極が起こる。
　ただし、この結果に関してはあまり深く議論することは出来ない。図13．25にこれらの
計算結果の精度を示す。ここで、計算精度は確率の保存より見積もり、すべてのモード、
スピンで平均して以下の式で評価した。
　　　　　　　　　　σ一2M祐）慧1恥一一11　（・3・7・5）
M（ha）は波数kdでの伝導モード数で、±は入射スピン、土’は反射、透過スピンである。
　このように、B＝0の場合については、ほぼ信頼できる精度内に収まっているが、　B＝1
の場合には、最大で17％程度の誤差が生じている。この原因として、12．72節や13．6節で
見たようにモードの立ち上がり付近で、ゼーマンエネルギーやラシュバ項によって・リー
ド線と系の内部とで可能な伝導モードの数が異なる状況が起きる。その時に、モードの
マッチングがうまくいかずにリード線との境界部分で反射が起き、精度が低下する。改善
する方法としては、磁場やラシュバ効果をステップ関数的にシャープに印可するのではな
く、なだらかに印可する。または、磁場やラシュバ効果を印可した場所と印可していない
場所との境界を、ポテンシャルなどで制限することによってその影響がなるべく少なくな
るようにする方法などが考えられる。
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図13．25：B＝0，1、α＝0．5での（13．7．5）式より見積もった計算精度
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第14章　結言
　本研究では、2次元電子系に磁化スピン相互作用がある場合、また一様磁場中にスピン
軌道相互作用がある場合の量子伝導特性の解析を行った。2次元電子系は系全体がコヒー
レントであり、非常にクリーンであるため、電子はバリスティックに伝導する。この場合、
有効質量近似により自由電子とみなすことが出来る。コヒーレントであるため、伝導特性
は系の形状に大きく依存し、任意の形状を取り扱える計算手法が必要となる。そこで、本
研究では境界要素法、そして有限要素法による解析を行った。これらの計算手法は他の分
野では広く用いられているが、量子力学の分野で用いられた研究はこれまでほとんどな
かった。しかしながら、他分野では古くから用いられ、現在もなお活発に研究が行われて
いる。本研究では、他分野での最新の動向を踏まえつつ、2次元電子系でのさまざまな実
験に対して一般的に用いることの出来るようにコーディングを行い、解析を行った。
　まず、境界要素法により磁化スピン相互作用がある場合の解析を行ったe2次元電子系
に磁化を導入すると、電子のスピン縮退がとけ、スピン状態に依存した伝導特性が期待さ
れる。また、磁化の形状や配置を変えることにより、その伝導特性を制御できる可能性が
ある。そこで、まず任意形状の磁化を取り扱えるよう境界要素法を拡張し、解析を行った。
系を磁化が一定とみなせる領域に分割し、それぞれの領域で境界積分方程式を立てそれら
をセルフコンシステンスになるよう連立して解く。この手法により任意形状の磁化を取り
扱うことができ、磁化の内部でスピンフリップが起こる様子を視覚的に理解することが出
来るeまた、共鳴が起こりやすい形状を作成し、それによって効率よくスピン反転を起こ
せる可能性を示した。
　しかし、この手法は磁化の形状が大きな場合や、多数の磁化がある場合、また磁化が連
続的に変化している場合には系内部での境界が増え、要素数が多くなり、多くのメモリー
を必要とする。また、場合によっては領域と領域との境界で見掛けの固有振動が生じて、
精度が低下する可能性がある。ただし、これらは系が複雑な場合でのみ起こり、一般の単
純な系では十分な精度で解析を行うことが出来る。
　つぎに、境界要素法により点状の磁性散乱体がある場合の解析を行った。点状の磁性散
乱体を十分に小さなものとみなし、デルタ関数で近似することによって、体積積分を評価
する。これにより、散乱体1つを1つの節点であらわすことができ、多くの散乱体がある
場合も取り扱うことが出来る。この点状磁性体はiそれひとつでは大きなスピン分極を期
待することは出来ないが、これを規則的に配置することによって特定の波数で共鳴を起こ
し、それによって大きなスピン分極を得ることが出来る。特に、格子状に3層配置した場
合にすべてのスピンが反転するという非常に興味深い結果を得た。また、磁化の大きさも
大きければよいわけではなく、より効率よくスピン分極を起こすには適当な大きさにする
必要があることがわかった。このように、点状の磁性散乱体を格子状に多数配置すると共
鳴によりさまざまな興味深い現象が期待できる。
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　そこで、点状磁性散乱体を格子状に配置したスピンフィルターを提案し解析を行った。
点状散乱体を格子状に配置すると、散乱体の数が増えるにつれ可能な共鳴モードの数が
増えることによって、バンドが形成される。この散乱体に磁性的な性質を持たせることに
よって、磁化によるゼーマン分離がおき、バンドの幅や位置がすこしずれる。それによっ
て、両方のスピンでのスピン分極率が1となる結果が得られた。つまり、磁化の向きや配
置などを一切換えることなく、フェルミエネルギーを変えるだけで、任意のスピンに電子
を分極させることが出来る。これらの計算を現実的な時問で行うため、専用計算機と並列
計算により計算の加速を行い、実行している。
　このように、2次元電子系に磁化を導入すれば、その配置によってスピンを制御するこ
とが出来る。しかし、半導体中への強磁性体の導入はまだ課題が多く、あまり多くの実験
は行われていないe
　そこで、このような磁性体を用いないスピンの制御としてラシュバスピン軌道相互作用
が期待されている。ラシュバスピン軌道相互作用は外部電場による対象性の乱れに起因す
る効果で、その強度を電場により制御できる。そのため、これまでの半導体エレクトロニ
クスで用いられてきた技術を有効に活用できる。本研究では、任意形状の系に一様磁：場、
そしてラシュバスピン軌道相互作用がある場合の解析を行った。
　これらの解析には、有限要素法を用いた。有限要素法は、境界要素法よりもさらに広く
の分野で用いられている数値解析法であるが、やはり量子力学の分野ではほとんど用いら
れていない。そこで本研究では、まず一様磁場を取り扱えるよう有限要素法を拡張した。
有限要素法では、境界要素法と違い系全体を離散化する。そのため歪の少ない要素を用い
て十分な数の要素数で離散化すれば、要素間での確率の流れが保存し、全体として確率の
保存が成り立つ。そのため、実際には異なる解であっても確率の保存が成り立っことがあ
り、その適用には確率の保存だけではなく、要素数に対する収束性も見る必要がある．ま
た、磁場がある場合には用いるゲーV－－IHジと系の形状によっては、位相が大きく変化すること
がある。そのため、ゲージは系の形状に合わせて選択する必要がある。これらのことをふ
まえて、ゼーマンエネルギーを考慮した一様磁場中ポイントコンタクトや磁性ポイントコ
ンタクトの解析を行い、それぞれでスピンフィルターが実現されることを示した。
　次に、有限要素法によりラシュバ効果がある場合のポイントコンタクトの解析を行った。
ポイントコンタクトが広がる領域において、異なるサブバンド、スピン問の遷移が起こり、
それがスピンに対して一方向の遷移であるため、スピン分極していない電子からスピン分
極した電子を得ることが出来ることを示した。さらに、一様磁場がある場合でのラシュバ
効果の解析では、ゼーマンエネルギーが加わることによりスピン分極が全方向に対して見
られることを示した。また、磁場がない場合と比べて高い分極率が得られる可能性がある
ことを見た。ただし、磁場がある場合は計算結果の収束性が悪く、さらにラシュバ効果が
ある場合にはスピンを考慮しなくてはならないため2倍の要素数が必要となり、状況はよ
り悪化する。
　今後の課題として、磁場がある場合の計算精度の改善があげられる。磁場がある場舎に
は．ゲージによっては部分的に位相の変化が激しくなる。そこで、変化の激しくなる部分
でより多くの要素をとることが必要となる。また、形状関数や要素の形状をより適したも
のを用いることによって改善すると考えられる。
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