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Resumen 
La teoría de cambio de creencias irrumpe en la lógica filosófica y la 
inteligencia artificial en la última década. El paso inicial fue provisto 
por Levi [Lev80] y Alchourrón, Gardenfors y Makinson en [AGM85] 
(comúnmente llamado el modelo AGM). Posteriormente, Levi pro-
pone un modelo de creencias que difiere en importantes aspectos del 
modelo AGM [Lev91]. En [H095], Hansson y Olsson muestran una 
comparación entre ambos modelos, y crean una caracterización ax-
iomática de las funciones Levi-contraction. En dicho artículo mues-
tran que toda contracción AGM es una Levi-contractions y ambas 
posturas están confrontadas por el polémico postulado de Recovery. 
A medio camino entre ambas, en [Fer95] Fermé define las funciones 
semi-contraction, donde si bien no se satisface el postulado de Recov-
ery, se preserva la idea de mínima pérdida. En este artículo proveere-
mos un método para construir funciones semi-contraction (basado en 
las construcciones ''meet'' de AGM y los conjuntos saturables de Levi) 
y su caracterización axiomática. 
678 
3er. Worlcshop sobre Aspectos Teórico~ t:fe la Inteligencia Artificial 
1 Introducción 
En este artículo presentaremos una caracterización completa de un tipo de 
contracciones que no satisfacen el postulado de Recovery, pero que pueden 
relacionarce con las funciones de revisión ACjM yía las identidades de Levi 
y"Harper' respectivamente llamadas semi-contractions [Fer95J. El postulado 
de Recovery garantiza que no perderemos la información esencial de nuestro 
antiguo conocimiento, al punto que este puede ser recuperado en su totalidad 
agregando nuevamente la contraída sentencia. Sin embargo, algunos autores 
no aéeptan la idea de mínima pérdida de contenido en la cual está basada 
recovery y cuestionan í~validez del mismo. En este articulo no discutiremos 
ni los aspectos filosóficos ni pragmáticos que envuelven la aceptación o el 
rechazo de esta propiedad. 
El artículo está organizado de la siguiente manera: en la sección 2, hare-
mos una recorrida por los aspectofi clásicos de la teoría de cambio y men-
cionaremos dos familias de funciones de contracción: Parlial Meet ACM y 
Parlial Meet Levi. Las primeras satisfacen la propiedad de recovery, mien-
tras que las últimas no. En la sección 3, introduciremos las funciones semi-
contraction presentadas por Fermé en [Fer95 J. En la sección 4, mostraremos 
que las funciones semi-contraction pueden ser construidas a tra.vés de con-
juntos de fórmulas especiales que llamaremos semi-saturables. En la sección 
5, caracterizaremos las semi-contraction en términos de postulados. En la 
sección 6 veremos que las funciones de contracción que satisfacen nuestro con-
,junto básico de postulados pueden ser creadas vía conjuntos semi-saturables 
de fórmulas. El resultado de las últimas tres secciones puede ser resumido 
en el siguiente diagrama conmutativo: 
conjuntos semi-saturables 
Postula.dos Básicos semi -contraction 
En la sección 7, el mismo es presentado en forma de teoremas. En la 
sección 8 marcaremos nuestras conclusiones. 
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2 Preliminares 
La teoría de cambio de creencias irrumpe en la lógica filosófica y la inteligencia 
artificial en la última década. El paso inicial fue provisto por Levi [Lev80] 
y Alchourrón, Giirdenfors y Makinson in [AGM85] (comúnmente llamado 
el modelo AGM). Básicamente, en este modelo las creencias de un agente 
racional son representadas por un conjunto de creencias K, cerrado bajo el 
operador de consecuencia lógica Cn, donde Cn satisface: K ~ Cn(K) para 
cada conjunto K de proposiciones, Cn( Cn(K)) ~ Cn(K) y Cn(K) ~ Cn(H) 
si K ~ H. Asumimos que en incluye la noción de consecuencia lógica 
clásica, satisface la regla de introducción y disyunción dentro de las premisas, 
y es compacta. 
Una teoría es un conjunto K de proposiciones cerrado bajo Cn, de modo 
tal que Cn(K) = K. 
Sea L el conjunto de todas el sentencias del lenguaje. Sea IC el conjunto 
de todas las teorías. 
El espíritu de la contracción en el modelo AGM es retener la mayor 
porción posible del antiguo conocimiento. Cuando existe mas de un sub-
conjunto maximal del conjunto original de creencias que no implica la sen-
tencia que es contraída, se necesita un mecanismo de selección. La función 
parlial meet contraction [AM82, AGM85] de K por una sentencia x de L 
será definida como la intersección de una selección entre los subconjuntos 
maximalesde K que no implican x, i.e. 
K; = n,(K 1. x) 
dónde K 1. x es el conjunto de todos los subconjuntos maximales de K 
que no implican x j , es una función de selección que satisface: ,(K 1. x) es 
un subconjunto no vacío de K si y solo si K 1. x es no vacío, en cuyo caso 
,(K 1. x) = {K}. 
Las funciones partia! meet contraction puede ser caracterizadas comple-
tamente por un conjunto de postulados: 
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TEOREMA 2.1 [AGM85] Sea K un conjunto de sentencias. Un operador 
- sobre K es una parlial meet contraction si y solo si - satisface: 
(Ki) K; es una teoría siempre que K sea una teoría (closure) 
(K2") K; ~ K (inclusion) 
(Ki) Si x ti- K, entonces K; = K (vacuity) 
(K¡) Si x ti- Cn(0) , entonces x ti- K; (success) 
(K5") Si x t-7 y E Cn(0) entonces K; = K; (extensionality) 
(Ka) K ~ Cn(K; u {x}) siempre que K sea una teoría (recovery). 
La dudosa intuición del último postulado provee una buena razón para in-
tentar encontrar construcciones alternativas que satisfagan los primero cinco 
postulados AGM pero no recovery. En [Lev91], Levi presenta otro tipo de 
funciones, las cuales son similares a las partial meet contracción. Las mismas 
están basadas sobre una selección de aquellos subconjuntos de K que fallan 
al implicar x. 
DEFINICION 2.1 Sea K un conjunto de creencias y x una sentencia. 
Definimos al conjunto saturable S(K, x) de manera que para todo conjunto 
X, X E S(K,x) si y solo si: 
{ 
X~K 
X = Cn(X) 
Cn(X U { ...,x }) es un subconjunto maximal consistente del lenguaje. 
LEMA 2.2 [H095J K 1- x ~ S(K,x). 
La partial meet Levi-contraction es definida de la siguiente forma: 
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DEFINICION 2.2 fH095J Sea K un conjunto de sentencias, x una sen-
tencia. y fL una función de selección para K. La partial meet Levi-contraction 
de K generada por fL es la operación f'V'YL de manera tal q11;e para toda sen-
tencia x: 
En [H095] Hansson y Olsson definen el siguiente postulado: 
(K;;) Si x E Cn(0) , entonces K; = K (Jailure). 
PROPOSICION 2.3 fFer95J Toda función partial meet contracción sat-
isface failure. 
Hansson y Olsson obtuvieron una teorema de representación para la clase 
de funciones partial meet Levi-contraction:: 
TEOREMA 2.4 [H095J Sea K una conjunto de sentencias. Un operador 
f'V sobre k es una partial meet Levi-contraction si y solo si '" satisface closure, 
inclusion, vacuity, success, extensionality y failure. 
COROLARIO 2.5 Toda funcion partial meet contracción es una partial 
meet Levi-contraction. 
3 Semi-Contraction 
En [Fer95], Fermé define las funciones semi-contraction a partir de la inter-
sección de funciones de contracción AGM: 
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DEFINICION 3.1 fFer9S] Sea L el conjunto de todas el sentencias del 
lenguaje. Sea JC el conjunto de todas las teorías. Una funciónª- : K x L es 
una semi-contractionsi y solo si existe una función partial meet contraction 
- de manera que para todo K E IC Y x EL: 
K~ = K; n K;"" dónde W tt = x ~ Xj; Xj = Sel(K/K;) 
Aquí, Sel(K/K;) selecciona un elemento de K/K;; Y esto es equiva-
lente a seleccionar cualquier subconjunto finito de K/K;, 'dado que si dos 
sentencias están en K/K;, su conjunción también se encuentra en K/K; 
(la demostración es trivial). Si K/K; = 0, entonces Sel(K/K;) toma el 
valor x. 
La funciones semi-contraction satisfacen las siguientes propiedades: 
TEOREMA 3.1 fFer9S] Toda función semi-contraction satisface closure, 
inclusion, vacuity, success, extensionality y failure. 
COROLARIO 3.2 Toda función semi-contraction es una función partial 
meet Levi-contraction. 
TEOREMA 3.3 fFer9S] Toda función semi-contraction satisface recovery 
si y solo si x ~ Xj E Cn(0). 
COROLARIO 3.4 Sea K be una teoría, - una partíal meet contracción 
función para K y ª- su función semi-contraction asociada Si ª- .'Jatisface re-
covery entonces K~ = K;. 
COROLARIO 3.5 Toda partial meet contracción función es una seml-
contraction función. 
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4 Propiedades adicionales de las funciones Semi-
contraction 
El espíritu del postulado recovery es la mínima pérdida del antiguo conocimiento. 
En concordancia con esta idea definiremos el siguiente postulado. 
(K;'r) If K :f: K; entonces 3x j E K, x V Xj rt K; Y K ~ Cn(K; U {x A x j} ). 
(weak recovery) 
TEOREMA 4.1 Toda función semi-contraction satisface weak recovery. 
COROLARIO 4.2 K~ definido como en Definition 3.1 satisface closure, 
inclusion, vacuity, success, extensionality, failure y weak recovery. 
5 Como construir funciones Semi-Contraction 
A medio camino entre (K ..L x) y S(K, x), definiremos los conjuntos semi-
saturables: Formalmente: 
DEFINICION 5.1 Sea K be una conjunto de creenGias y x, Xj sentencias. 
Entonces el conjunto de semi-saturables SS(K, X,Xj) es el conjunto 'tal que 
para todas X,X E SS(K,x,xj) si y solo si: 
X~K 
X = Cn(X) 
Cn(X U {,x A ,Xj} es un subconjunto maximal consistente 
del lenguaje. 
K ~ Cn(XU {x AXj}) 
En el siguiente lema veremos que SS(K, x, Xj)' se encuentra entre. K ..L 
(x V Xj) y S(K,x V Xj). 
LEMA 5.1 K..L (x V Xj) ~ SS(K,x,Xj). 
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.' , . . • ..• , \,.1 
LEMA 5.2 SS(K, x, Xj) ~ S(K, x v Xj)' 
Del mismo modo que construimos las funciones parlial meet contractions 
a través de una función de selección sobre K..lx, construiremos nuestras fun-
ciones semi-contraction por medio de una función de selección sobre el con-
junto de semi- saturables SS(K, x, Xj). La idea intuitiva es que una función 
de selección Ttomará del conjunto SS(K, x, Xj) aquellos semi-saturables que 
son "más importantes". Formalmente: 
DEFINIeION 5.2 Sea K un subconjunto de L: , es una función de se-
lección sobre K si y solo si , es una función de PP(lC), de manera que 
,(O) es un subconjunto no vacío de O, salvo que O sea vacío, en cuyo caso 
,(O) = {K}. 
Si la función de selección tiene más de un elemento SS(K, x, Xj) como 
óptimo, entonces debemos tomar lo que ellos tiene en común, i.e. la inter-
sección entre dichos elementos. (En el caso límite, , seleccionará un solo 
elemento de SS(K,x,xj)). 
TEOREMA 5.3 Sea rv sobre K definido como K; = n,(S8(K,x,xj)), 
entonces rv es una función semi- contraction, i. e. existe una partial meet 
contracción función - de manera que K; = K; n K;-+xJ' Xj E K/K; . 
6 Caracterización axiomática para conjuntos 
semi-sat ura bIes 
TEOREMA 6.1 Sea rv un operador sobre K que satisface closure, inclu-
sion, vacuity, success, extensionality, failure y weak recovery, entonces e.x-
iste una función de selección, sobre K y una sentencia Xj de manera que 
K; = n,(SS(K, x, Xj))' 
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7 Caracterización para las funciones Semi-Contraction 
Basados en el Corolario 4.2 y los teoremas 5.3 y 6.1 podemos dar una carac-
terización para las funciones de la siguiente forma: 
TEOREMA 7.1 Un operador'" sobre K es una funci6n semi- contraction 
si y solo si satisface el siguiente conjunto de postulados: 
(Ki) K; es una teoría siempre que K sea una teoría (closure) 
(Ki) K; ~ K (inclusion) 
(Ka) Si x fj. K, entonces K; = K (vacuity) 
(K¡) Si x fj. Cn(0) , entonces x fj. K; (success) 
(K&") Si x ~ y E Cn(0) entonces K; = K; (extensionality) 
(K;) Si x E Cn(0) , entonces K; = K (failure). 
(K;r) Si K =J K; entonces 3xj E K,x V Xj ~ K; Y K ~ Cn(K; U {x A Xj})' 
(weak recovery) 
TEOREMA 7.2 Sea '" un operador sobre K. '" satisface closute, inclusion, 
vacuity, success, extensionality, failure y weak recovery si y solo si existe una 
funci6n ,4e s~k.cpÍÓ:n, , sobre.K y un~; sentencia Xi de manera que K; 
n,(SS(K, x, Xj)). . \ 
TEOREMA 7.3 Sea '" un operador sobre K. '" es una función Semi~ 
contraction si y solo si existe una funci6n de selecci6n, sobre K y una 
sentencia Xj de manera que K; = n,(SS(K,x,xj)). 
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8 Conclusiones 
El presente trabajo contiene dos resultados formales principales: (1) una 
caracterización axiomática de las funciones semi-contraction' en términos de 
closure, inclu,sion, vacuity, succe88, extensionality, failure.y weak recovery. 
(2) una construction de funciones semi-contraction, similar a la utilizada 
para construir partiálmeet contraction y que es basada sobre una selección, 
no sobre los subconjuntos maximales de K que fallan al implicar x, sino sobre 
los conjuntos semi- saturables, Le. un largo conjunto de subconjuntos de K 
que fallan al implicar x V Xj, dónde Xj es el fórmula que nosotros estamos 
dispuestos a no recuperar. 
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