We consider the problem of predicting long sequences of zero coefficients in a power series obtained by multiplication, division or reversion (where all coefficients are integers). We describe efficient randomized algorithms whose probability of error can be controlled by Publisher: Please supply received and accepted dates.
Introduction
Most computer algebra systems support computations with formal power series, i.e. expressions of the form A = ∞ i=0 a i t i . (In this paper we consider the case where a i ∈ Z for all i, with occasional restrictions on a 0 and a 1 .) Such a series is represented as a function that takes a natural number i and returns a i (or, to be more accurate, representations of A can be viewed in this way). In fact the generality of this representation leads to tricky problems such as the fact that it is not possible to decide whether a formal power series is 0. Even if we know that the series is nonzero we cannot in general find its order (recall that the order, ord(A), of A is the least i for which a i = 0; we define the order to be ∞ if A = 0). To see the last fact consider a total recursive function f : N → N with the property that we cannot decide whether it is constant (see Rogers, 1967 ) and define A with a i = f (i) − f (0). Another question of interest is that of deciding whether the series eventually terminates, i.e. it is really a polynomial. It is easily seen that this question is also undecidable: let f : N → N be a total recursive function with the property that we cannot decide whether it has finite range. We can modify f to another total recursive function g given by g(i) = f (i), if f (i) ∈ {f (0), . . . , f (i − 1)}, 0, otherwise.
Clearly the finiteness of the range of g is also undecidable. Now we define
. † E-mail: kk@dcs.ed.ac.uk The coefficients of A are integers which can be computed and the order of A is 0. However we cannot decide whether A −1 is a polynomial. In this paper we look at the possibility of predicting that long sequences of coefficients are zero. Of course the obvious approach is to compute the coefficients; indeed if the series is given to us as a black box then we cannot do any better. However when the series is built out of other series by known algebraic operations such as multiplication, division or reversion the situation is much better. We give randomized algorithms for these problems that use integer arithmetic only and whose probability of error can be controlled by the user.
We envisage the algorithms given here as being of greatest use in situations where several processors are available. The user asks for a power series operation as normal. The system keeps a watch for long sequences of zeros, spawning an extra process if this happens and interrupting the original algorithm if it turns out that the assumed trend is indeed correct. In designing the algorithms we have kept to integer arithmetic and aimed at designs with low overheads for the sake of practicality, rather than aiming at the asymptotically fastest possible design (e.g., we have avoided the use of the FFT). Knuth (1981, Chapter 4.7) , discusses the classical algorithms for the manipulation of power series and also gives references to asymptotically faster algorithms (however these are more complicated and rely on the fast Fourier transform). See also Bini and Pan (1994) . A pioneering paper in this area is due to Brent and Kung (1978) ; they assume that arithmetic is carried out in a finite field or in finite precision floating point so that their runtimes are not directly comparable to those given in this paper. See Kalorkoti (1993) for lower bounds related to the inversion of formal power series.
Preliminaries
Given a polynomial f = f 0 + f 1 t + · · · + f n−1 t n−1 ∈ Z[t] we set |f | = max 0≤i≤n−1 |f i |. We also use lg for base-2 logarithms.
Lemma 2.1. Let f be as above and suppose that p 1 , p 2 , . . . , p r are positive coprime integers such that
Proof. We use induction on n. If n = 1 then we have p i | f 0 for 1 ≤ i ≤ r and so
Thus g is identically zero by the induction hypothesis. 2
We note that in the lemma it suffices to take more moduli than the number of distinct prime divisors of each f i . The average number of such divisors is log |f | (see Theorem 430 of Hardy and Wright, 1979) . Thus in practice if f is not identically zero we shall find a witness to this fast (by a witness we mean a p such that f (p) ≡ 0 (mod p n )). Let f be as above. Given an integer m > 0 we set
(we also use this notation for formal power series).
Lemma 2.2. With the preceding notation suppose that p 1 , p 2 , . . . , p r are positive coprime integers such that
Proof. This follows immediately from Lemma 2.1 and the fact that f j p j ≡ 0 (mod p m ) for all p and j ≥ m. 2 Lemma 2.3. Let p > 1 be an integer and choose an integer r such that r > lg(|f (m) |)/ lg(p). Let P be any set of 2r pairwise coprime positive integers each of which is at least as large as p. Suppose that ord(f ) < m (we adopt the convention that ∞ > n for all integers n) and choose an integer q from P uniformly at random. Then the probability that f (q) ≡ 0 (mod q m ) is strictly less than 1/2.
Proof. From the choice of r it follows that the product of any r distinct integers from P is strictly greater than |f (m) |. It follows from Lemma 2.2 that amongst any such integers there is at least one, p 1 say, such that f (p 1 ) ≡ 0 (mod p m 1 ). By successively removing such elements from P we see that there must be at least r + 1 of them. The result now follows. 2
The preceding lemma enables us to build a probabilistic algorithm for deciding whether ord(f ) ≥ m in the style of Rabin (1976) or Solovay and Strassen (1977) . We carry out the test s times, each time with a randomly chosen member of P . If at any stage we obtain a nonzero answer then we stop and declare that ord(f ) < m with certainty. Otherwise we declare that ord(f ) ≥ m and the probability of error is strictly less than 1/2 s . Such an algorithm is useful when evaluating f is cheaper than finding its coefficients; we exploit this in the next three sections.
It is worth noting that although we have stated the preceding lemma in terms of arbitrary p, in practice it makes sense to choose p = 2. This means that the numbers involved are kept small; the only penalty we pay is that we must use a larger set of them than is necessary with bigger choices of p.
We shall analyse algorithms in terms of their arithmetic cost (number of bit operations) since these dominate the runtime. The simplicity of the first two of our algorithms allows us to give exact expressions for upper bounds (although we do omit the cost of some parts with the justification that they are relatively cheap). We also state asymptotic bounds for the runtime of all the algorithms. Unless otherwise stated we shall assume that integers are given in base 2. For an integer a we use l(a) to denote the number of bits in its binary representation (i.e. 1 if a = 0 and lg |a| + 1 if a = 0; strictly speaking we should also take into account the way in which the sign is represented; however, this does not have any significant effect on runtimes). We shall use the following facts and notation.
Addition: we take the worst-case cost of adding or subtracting an m-bit and an n-bit integer to be max(m, n). Division with remainder: we assume that we have a function iquo(· , ·) that takes two non-negative integers a, b with b > 0 and returns their quotient and remainder (as a pair). We denote the worst-case cost of this for m-and n-bit integers by D(m, n).
We assume that D is non-decreasing in its first argument. Note that if n ≥ m then D(m, n) = n since in this case there is no need for any further work (after the comparison of the inputs).
Multiplication: we denote the worst-case cost of multiplying an m-bit with an n-bit integer by M (m, n). We use M (n) to mean M (n, n) and also assume that M is non-decreasing in each argument. When considering integers represented in some base p other than 2 we use M p rather than M . (We can still think in terms of bit operations by assuming that each digit is represented in base 2.)
The asymptotic costs of division and multiplication are the same, see Aho et al. (1974, Chapter 8.2) . However in practice we might use algorithms of different costs and so we keep these costs separate. (In the asymptotic runtimes we make use of the relation of multiplication and division as well as that max(m,
Lemma 2.4. Let f be as above and set
Proof. The required numbers are obtained by the following method:
The correctness of the method follows from the simple fact that if u = v + wp and
An easy induction on i shows that |carry | ≤ |f (m) |/(p − 1). Thus |a| ≤ 2|f (m) | so that l(a) ≤ 1 + l f . Since 0 ≤â i < p it follows that each iteration of the loop costs at most l f + D(1 + l f , l p ) + l p + l f (the worst case occurring when a < 0 andâ i = 0). The claimed bound for the total runtime in terms of arithmetic operations follows. 2
The last lemma suggests that we work with arithmetic in base p. However for practical reasons implementations use a base that is either a suitable power of 2 or 10, e.g., see Davenport et al. (1989) or Geddes et al. (1992) .
Lemma 2.5. Using the notation of the preceding lemma, we can compute f (p) mod p m with cost bounded by 2ml f + (3m
Proof. First of all compute the base p representationâ m−1âm−2 . . .â 0 of f (p) mod p m as in the preceding lemma. Then compute the required number by Horner's rule, i.e. find v m−1 as follows:
There are m − 1 additions and m − 1 multiplications. Clearly v i ≤ p i+1 − 1. Thus the cost of the additions is bounded by
The cost of the multiplications is bounded by
However it is easy to see that
and so
The result follows by adding the two bounds of this proof and that of the preceding lemma. 2
Multiplication of Formal Power Series
Here we are given formal power series
and set
Suppose we have computed x 0 , . . . , x n−1 and wish to know whether x i = 0 for n ≤ i < m. Set
(Note that f = g (n) .) Our question is equivalent to asking whether ord(f − g) ≥ m. We have g = 2m−2 i=0 y i t i , where
with a i = a i if 0 ≤ i < m and a i = 0 otherwise (similarly for b i ). By the Cauchy-Schwarz inequality
Thus |y i | ≤ I m for n ≤ i ≤ 2m − 2, where
Algorithm: Given an integer p > 1 we compute f (p) mod p m in base p using the method of Lemma 2.4. Then we compute g(p) mod p m using the method of Lemma 2.5 (twice) and a multiplication; we then convert this to obtain the result in base p. Now (f − g)(p) ≡ 0 (mod p m ) if and only if the digits of the two results agree in positions n, n + 1, . . . , m − 1 (they will agree in positions 0, 1, . . . , n − 1 in any case). The method given here avoids the explicit computation of p m which can be expensive.
Analysis: It is a straightforward matter to give an upper bound for the preceding computations but the expressions are rather unwieldy; however if we perform all arithmetic in base p then the bound is simpler and we derive this. Let X n = max 0≤i≤n−1 |x i | and
(Of course we can put a bound on X n in terms of the coefficients of A, B but in practice this will be larger than necessary. Since we assume that x 0 , x 1 , . . . , x n−1 are known when the algorithm is run, indeed they form part of the input, it is reasonable to use them in the analysis.) By Lemma 2.4 the arithmetic cost of computing f (p) mod p m is bounded by
while the cost of computing g(p) mod p m is bounded by
Thus the arithmetic cost of a single test of the randomized algorithm using an integer p > 1 is bounded by
The integer p can be chosen uniformly at random from the first 2 lg I m + 2 prime numbers. Strictly speaking we should also include the (one off) cost of computing this bound; however this does not affect the runtime significantly. In fact we could reduce the cost of computing a bound at the expense of a cruder estimate by replacing I m with m|A (m) ||B (m) |. Similar remarks apply to the bounds in the next two sections.
Generating the necessary primes is also fairly cheap; in fact it is reasonable to assume (as we do) that sufficiently many of them have been precomputed so that the only cost is a lookup.
The asymptotic cost is O(M (m(l 0 + lg m))). In arriving at this we use Bertrand's postulate (see Zippel, 1993, Chapter 5.4) to deduce that the rth prime is no larger than 2 r . 
Division of Formal Power Series
Here we consider X = B/A where A, B are as in the preceding section. X is a formal power series if and only if ord(A) ≤ ord(B) and so we may assume w.l.o.g. that ord(A) = 0. Moreover we assume that a 0 = ±1 so that the coefficients of X are integers. Suppose we have computed x 0 , . . . , x n−1 . Then we claim that x i = 0 for n ≤ i < m if and only if
For suppose that this equivalence holds and X = P + t s Q where P = n−1 i=0 x i t i , n ≤ s < m and ord(Q) = 1. Then
But this is a contradiction since ord(t s AQ) = s < m. The converse is immediate.
We wish to decide whether ord(f − g) ≥ m. We have g = m+n−2 i=0 y i t i where
with a i = a i for 0 ≤ i < m and a i = 0 otherwise, while x i = x i for 0 ≤ i < n and x i = 0 otherwise. By the Cauchy-Schwarz inequality
Thus |y i | ≤ J m,n for n ≤ i ≤ m + n − 2 where
It follows that the absolute value of each coefficient of f − g is bounded by J m,n = J m,n + |B (m) |.
Algorithm: Essentially the same as in the previous section.
Analysis: As in the previous section we give a bound on the runtime when base p arithmetic is used. Let X n = max 0≤i≤n−1 |x i | and
It is now a simple matter to see that the arithmetic cost of a single test of our randomized algorithm using an integer p > 1 is bounded from above by
The integer p can be chosen uniformly at random from the first 2 lg J m,n + 2 prime numbers. The asymptotic cost is O(M (m(l 0 +lg √ mn))), which simplifies to O(M (m(l 0 +lg m))) since m > n.
Reversion of Formal Power Series
where a 1 = 1 and suppose that
is the reversion of A so that
(thus x 1 = 1). Set
where m ≥ n. Then
Conversely if this holds then X has the form (5.1). For suppose that X = tP + t s Q for some s > n where ord(Q) = 0. Then
and so s ≥ m + 1. The l.h.s. of (5.2) taken modulo t m+1 has the form t n+1 m−n−1 i=0
We need a bound on |y i | for each i. Let α 1 , . . . , α n−1 be all the complex roots of P (including repetitions) and set
From a bound of Landau we obtain
see Zippel (1993, Chapter 11.2, Proposition 86) . Thus for d ≥ 0 we have
Now each y i is of the form m j=1 a j (a coefficient of P j ) and so
where r = 2
We now look at the cost of carrying out a single test of the randomized algorithm with an integer p > 1 (this time using base 2 arithmetic). It is possible to give expressions in the style of the last two sections but these are very unwieldy and so we settle for an asymptotic analysis. Note that (5.2) is equivalent to (a 1 + a 2 tP + · · · + a m t m−1 P m−1 )P ≡ 1 (mod t m ).
Algorithm:
We proceed as follows.
) for the cost of the first step. The second step can be computed by repeated squaring; this uses at most 1 + 2 lg m multiplications so that the total arithmetic cost is bounded by (1 + 2 lg m)M (ml p ), i.e. O(lg(m)M (ml p )). For the third step we can take advantage of the fact that in the first step we obtained the base p representation of (2ml p , l 0 ) ), the cost of multiplications is O(mM (ml p )) while the cost of divisions is O(mD(1 + max(2ml p , l 0 ), ml p ) = O(mM (max(2ml p , l 0 ), ml p ). Thus the overall cost of the fourth step is O(mM (max(2ml p , l 0 ), ml p ). The cost of the final step is O(M (2ml p , ml p )). Putting these together, the overall cost is
The integer p can be chosen uniformly at random from the first (m + 1)(2n − 2 + lg(n) + 2 lg(|P |)) + lg m i=1 a 2 i + 2 primes. It follows that l p = O(m(n + l 1 )) where l 1 = max(l 0 , l(|P |)). Furthermore max(2ml p , l 0 ) = O(m 2 (n + l 1 )). Using these facts together with (5.3) we obtain O(mM (m 2 (n + l 1 )) for the overall cost.
General Situation
We might hope to extend the methods illustrated above to more general situations. For example consider
1) where X is an indeterminate, A 0 , . . . , A d are formal power series in t and we wish to consider power series solutions Y such that P (Y, t) = 0. Division of formal power series is a special case of this with d = 1, i.e. it is of the form AX + B = 0. Unfortunately a direct extension of the methods used above fails: suppose that a formal power series Y = y 0 + y 1 t + · · · satisfies P (Y, t) = 0. Set Y n = y 0 + y 1 t + · · · + y n−1 t n−1 and suppose that
for some m ≥ n. We cannot conclude from this that y i = 0 for n ≤ i < m. For example (6.1) might have the form (X − Y )(X − Y n ). Furthermore we cannot even conclude that for some solution of (6.1) the coefficients of t i are 0 for n ≤ i < m. For example consider (X − (Y n + t m P ))(X − (Y n + t m Q)) for arbitrary formal power series P , Q or consider (X − Y ) s where sn ≥ m.
Experimental Results
The algorithms described above have been implemented in Maple; for simplicity we shall refer to the three algorithms as multzero, divzero and revzero respectively. We present results obtained by using the following series. For multzero:
For divzero:
For revzero:
Note that V is the reversion of U (Exercise 7 in Section 4.7 of Knuth, 1981) . In each case the result is a polynomial so that there are indeed long sequences of zero coefficients. This is a case of real interest for us, given our intended application as described in Section 1; if a sequence of coefficients is non-zero we do not want to interrupt the original process that called for the test. In all graphs the vertical axis gives the runtime (in seconds) and the horizontal axis the value of m. The machine used was a Sun SparcServer 1000 with six 60 MHz SuperSparc cpus and 384 MB of memory.
For the purposes of comparison we carried out a straightforward implementation in Maple of the algorithms for power series multiplication, division and reversion given by Knuth (1981) (the algorithm used for reversion is the Lagrangian one; referred to as Algorithm L by Knuth (1981) ). We shall refer to these three algorithms as mult, div and rev respectively. Care has to be taken when using Maple for comparison purposes since it has a compiled kernel while the language available to the user is interpreted. In our implementation of each algorithm we have used as far as possible similar data structures and facilities. (The plotted runtimes were obtained as the average of 10 experiments in order to obtain reasonably smooth plots; this is so for all our plots.)
In each case we took n = 10 and the randomized algorithm was carried out to one iteration so that the result is correct with probability greater than 1/2. Of course in applications one would want the probability of error to be much less than 1/2. This can be achieved by running t independent tests (especially if parallelism is available) to obtain the result with probability of error no more than 1/2 t . The runtime of each of our randomized algorithms is essentially linear in the number of iterations. Thus for a probability of error that is at most 1/2 10 it is reasonable to blow up the plots for multzero, divzero and revzero by 10 in order to obtain the cost of running them sequentially (the graphs show that we still gain over the classical algorithms). Figure 1 shows the runtime of multzero against mult. Figure 2 shows the runtime of divzero against div. Finally Figure 3 shows the runtime of revzero against rev. For this last plot we have only gone as far as m = 350 due to the inordinate cost of rev. Figure 4 shows the runtime of revzero up to m = 700. It is worthwhile to note that for each value of m the algorithms mult, div and rev compute the coefficients from scratch, i.e. they do not remember previously computed coefficients. This is justified by the fact that the intended application of our randomized
