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MCKEAN-VLASOV SDES IN NONLINEAR FILTERING∗
SAHANI PATHIRAJA† , SEBASTIAN REICH‡ , AND WILHELM STANNAT §
Abstract. Various particle filters have been proposed over the last couple of decades with the
common feature that the update step is governed by a type of control law. This feature makes
them an attractive alternative to traditional sequential Monte Carlo which scales poorly with the
state dimension due to weight degeneracy. This article proposes a unifying framework that allows
to systematically derive the McKean-Vlasov representations of these filters for the discrete time and
continuous time observation case, taking inspiration from the smooth approximation of the data
considered in [7] and [6]. We consider three filters that have been proposed in the literature and use
this framework to derive Itoˆ representations of their limiting forms as the approximation parameter
δ → 0. All filters require the solution of a Poisson equation defined on Rd, for which existence
and uniqueness of solutions can be a non-trivial issue. We additionally establish conditions on the
signal-observation system that ensures well-posedness of the weighted Poisson equation arising in
one of the filters.
Key words. data assimilation, feedback particle filter, Poincare´ inequality, well-posedness,
nonlinear filtering, McKean-Vlasov, mean field equations
AMS subject classifications. 93E11, 62F15, 60G46, 35Q93, 35J05
1. Introduction. Given a state process Xˆs which is indirectly observed through
a second stochastic process Zs, the goal of the standard filtering problem is to esti-
mate the conditional distribution of the state Xˆt given observations until time t. In
the case where these processes evolve according to an Ornstein-Uhlenbeck process, the
Kalman-Bucy filter (or Kalman filter for the discrete time setting) provides the exact
posterior. In the non-linear setting, the Kushner-Stratonovich equation describes the
evolution of the posterior distribution in continuous time, although it is rarely adopted
in practice due to the intractibility of solving the SPDE. Consequently, a plethora of
approximate algorithms have been proposed in the literature, most notably, Monte-
Carlo based methods that produce samples from the posterior. For instance, ensemble
Kalman filters (e.g. [11], [22]) have become popular as an ABC-style [15] Monte Carlo
based extension of the Kalman filter. It has desirable accuracy and stability prop-
erties even for small ensemble sizes, although it is inconsistent with Bayes theorem
in the nonlinear setting even as N → ∞. On the other hand, particle filters or se-
quential Monte Carlo algorithms which rely on importance sampling are theoretically
consistent with the optimal filter as the number of particles N → ∞, although they
have found limited use in practice due to well-known issues of weight degeneracy and
the tendency to scale poorly with the dimension of the state space. Over the last
decade, there has been interest in developing Monte-Carlo based algorithms which
are consistent as N → ∞ in the nonlinear setting but avoid such issues by steering
particles according to a control law rather than relying on importance weights (see
for instance [19] in the continuous time setting). Similar to [21], we adopt the term
”particle flow” filters, originally used by [8] to refer to homotopy based discrete time
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filters, to describe the type of aforementioned filter designed for the continuous or
discrete time setting. Such filters include, but are not limited to, the work of [14],[26]
in the fully continuous time setting, and [9], [16], [7], [25] for the case of discrete
time observations. The continuous signal-discrete observation case is handled either
via the introduction of a homotopy to transport particles from prior to posterior in
pseudotime (e.g. [8], [16], [25]) or through the construction of a single continuous time
process by adopting a smooth approximation of the continuous time observation [7].
[17] also provides a mean-field equation for a particle flow filter in the fully continu-
ous time setting for the case of smooth observations. The main focus of this article
is on the work of [7] (hereafter referred to as the Crisan & Xiong filter), the filter of
[16] (hereafter referred to as the Reich filter) and the feedback particle filter (FPF)
[25], [13]. We study the mean-field equations in each case, rather than the associated
Monte Carlo approximations.
Throughout this article, we consider the following non-linear filtering problem in
continuous time
Signal process: dXˆt =M(Xˆt)dt+ dVt,(1.1)
Observing process: dZt = h(Xˆt)dt+ dWt,(1.2)
where M : Rd → Rd and h : Rd → R with M, h satisfying appropriate regularity
conditions (e.g. globally Lipschitz), Xˆt ∈ Rd, dVt and dWt independent standard
Wiener processes of dimension d and 1 respectively and the filtration Zt := σ(Zs :
s ≤ t). We focus on the scalar observation case without loss of generality, since the
filters and our results extend to the multivariate observation case in a component-wise
fashion. Unless otherwise stated, all probability distributions throughout the article
are absolutely continuous with respect to the Lebesgue measure and have finite second
moment. The filtering density, i.e. the conditional density of Xˆt given Zt is denoted
by θt.
The discrete time observation setting is more often considered in practice, par-
ticularly as continuous time measurements are rarely available. Let {0 = t1 < t2 <
· · · < tN = T } be a partition of the time interval [0, T ] with fixed increment δ,
i.e. tn+1 − tn = δ ∀ n ∈ {0, 1, · · · , N}. A typical discrete time observing model is of
the form
Yn = h(Xˆtn) +R
1/2W˜n,(1.3)
where W˜n is a standard Gaussian random variable independent of the signal noise, R
is the observation error variance, and Xˆtn denotes the solution of (1.1) at time tn. Yn
can be viewed as an Euler-type approximation of the SDE (1.2) with step size δ, i.e.
Z˜n+1 − Z˜n
δ
= h(Xˆtn) +
1√
δ
W˜n,(1.4)
where Z˜n indicates the Euler approximation of Z at the nth time step and R =
1
δ . We
consider an alternate perspective on the discrete-time observation setting, as discussed
further in section 2.
Crisan & Xiong filter [7]: The Crisan & Xiong filter involves making a smooth
approximation to the observing process (1.2) through a piecewise linear interpolation,
which forms an alternative to the Euler-type approximation for continuous-discrete
time filtering (1.3)-(1.4). Unlike the continuous-discrete FPF and Reich filter, the
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evolution of the filtering distribution occurs on a single time scale and is given by
µδt , the conditional law of X
δ
t given Zt, which under conditions guaranteeing absolute
continuity with respect to the Lebesgue measure has a density function ρδt (x). The
random variable Xδt evolves according to
dXδt =M(Xδt )dt+ dVt +
1
ρδt
∇ut(Xδt , µδt )dt,(1.5)
where δ corresponds to the mesh size of the partition of the time interval [0,∞) used
for generating the smooth approximation to the observation and
∇ut(x, µ) = 1
ωd
∫
(y − x)
|x− y|d (mt(y)−mt)µ(dy),(1.6)
mt(y) := h(y)
Ztn+1 − Ztn
δ
− 1
2
h(y)2 ∀ t ∈ [tn, tn+1),(1.7)
where ωd is the surface area of the unit ball in R
d and mt =
∫
mt(y)µ(dy). It is not
difficult to see that (1.6) corresponds to the fundamental solution (in gradient form)
of the following Poisson equation defined on Rd
∇ · (∇ut) = −(mt −mt)ρ,(1.8)
where µ(dx) = ρ(x)dx and ρ is a smooth probability density function. [7] show that ρδt
is consistent with the solution of the Kushner-Stratonovich equation as δ → 0 under
certain conditons on M, h and the initial distribution. Additionally they establish
the existence and uniqueness of such a process under further conditions, in particular,
under the assumption of global Lipschitz continuity of 1
ρδt
∇ut(x, µδt ). However, a
precise limiting form of the stochastic process for δ → 0 (i.e. the continuous time
observation limit) appears to be lacking.
Reich filter [16]: Here the continuous-discrete time filtering problem of the form
of (1.3) is considered by constructing a deterministic transport. The continuous time
limit of a Bayes recursion with fixed observation Yn with R =
1
δ is reformulated as
a continuity equation, so that the transport from prior ρ−n to posterior ρn = θn is
governed by the ODE
dSλ
dλ
=M−1∇Πλ,(1.9)
evolving in pseudotime λ ∈ [0, δ]. S0 is a random variable with associated density ρ−n
and Πλ is the solution of the following Poisson equation
∇ · (ρn,λM−1∇Πλ) = −(Ln − Ln,λ)ρn,λ,(1.10)
Ln(x) := h(x)Yn − 1
2
h(x)2,(1.11)
where Ln,λ :=
∫
Ln(x)ρn,λ(x)dx, ρn,λ indicates the probability density of the random
variable Sλ for observation sampling instance n and M ∈ Rd×d is a positive definite
mass matrix that may potentially depend on λ. As explained in [16], the particular
form of the right hand side of the ODE (1.9) is the minimiser of the kinetic energy
given by
T (v) = 1
2
∫
vTMtvρn,λdx,
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and ρn,λ(x) > 0 ∀ x ∈ Rd. Note the similarity between Ln and mt as defined in (1.7).
This approach is closely related to the homotopy-based formulations of [25] and [8].
FPF [27], [25],[13]: The FPF for continuous time observations is given by
dXt =M(Xt)dt+ dVt+Kt(Xt)
(
dZt − 1
2
(
h(Xt) + ht
)
dt
)
+
1
2
∇Kt(Xt)Kt(Xt)dt,
(1.12)
where ρt(x) indicates the conditional density of Xt given Zt, ht :=
∫
h(x)ρt(x)dx
and Kt(x) ∈ Rd×1 with Kt(x) := ∇φt(x) where φt(x) is given by the solution of the
following weighted Poisson equation which must be solved for all t
∇ · (ρt(x)∇φt(x)) = −(h(x) − ht)ρt(x),(1.13)
with the centring condition
∫
φt(x)ρt(x)dx = 0 and ∇Kt(Xt) indicates the Jacobian
of Kt evaluated at x = Xt. A derivation of the continuous time FPF via a varia-
tional formulation of Bayes theorem was given in [13] for the case of trivial signal
dynamics. Additionally, they show that the conditional density of Xt given Zt corre-
sponds exactly to the solution of the Kushner-Stratonovich equation, θt, under mild
assumptions on the initial density and for bounded h.
[25] provide a formulation of the FPF for the setting where the signal process is
given by (1.1) and observations are available in discrete time according to (1.3), i.e. the
so-called continuous-discrete case. The signal dynamics and posterior calculation
are split into two different processes; in particular the observations are incorporated
through a homotopy. Using the notation in [25], the signal process is first evolved
from time tn−1 to time tn, with the final distribution having density denoted by ρ
−
n .
A homotopy is then constructed to evolve ρ−n to the filtering density ρn = θn in
pseudotime λ, i.e.
dSλ
dλ
= Kλ(Sλ)
(
Yn − 1
2
(
h(Sλ) + hn,λ
))
+
1
2
Ωλ(Sλ),(1.14)
where S0 is a random variable with associated density ρ
−
n , λ ∈ [0, δ], R = 1δ in (1.3)
and hn,λ =
∫
h(x)ρn,λ(x)dx. Furthermore, Kλ := ∇φλ where φλ is the solution of
∇ · (ρn,λ(x)∇φλ(x)) = −(h(x)− hn,λ)ρn,λ(x),(1.15)
satisfying
∫
φλ(x)ρn,λ(x)dx = 0 and Ωλ := ∇ξλ, where ξλ is the solution of
∇ · (ρn,λ(x)∇ξλ(x)) = (r(x) + (h¯n,λ)2 − h2n,λ)ρn,λ(x),(1.16)
satisfying
∫
ξλ(x)ρn,λ(x)dx = 0, where r := ∇φλ∇hT and ρn,λ(x) indicates the den-
sity of Sλ. We note that (1.16) is slightly different to that presented in [25], which
we justify through the derivation in section 2 (see in particular Remark 2.3) which
is also applicable in the homotopy-based formulation. The multivariate observation
case is handled in a similar manner as for the continuous time case.
A common feature of the aforementioned filters is the solution of a Poisson equa-
tion, generally defined on Rd. It is therefore important to establish conditions that
ensure the existence and uniqueness of solutions in a particular function class. It is
well-known that the Poisson equation
∆u = −f,(1.17)
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on an open and bounded domain Ω ⊂ Rd for f ∈ C(Ω) has a unique solution for
Dirichlet, Neumann or mixed boundary conditions. Classical theory also provides
conditions on f guaranteeing solutions to (1.17) on Rd and uniqueness in a function
class depending on the regularity of f . For weighted Poisson equations of the type
∇ · (ρ∇φ) = f(ρ) arising in the FPF and Reich filters, it is typical to establish the
existence and uniqueness of weak solutions in the ρ-weighted Sobolev space H1ρ(R
d)
combined with a centring condition. It is clear that if the domain is bounded and
with appropriate boundary conditions, one only needs that the weight function ρ is
smooth and strictly positive (to ensure the domain is connected). Here we focus on
weighted spaces with functions supported on Rd where the weight function satisfies
a Poincare´ inequality. Such a Poincare´ inequality implies the probability density has
at least exponentially decaying tails [2], thereby supplying the crucial ingredient for
solvability. [13] established well-posedness of (1.13) via a Poincare´ inequality for the
case where M = 0 and h bounded with support Rd.
1.1. Main Contributions. As noted in both [21] and [16], many particle flow
filters require the solution of a type of first order PDE
∇ · (ρtK(x, ρt)) = F (x, ρt(x)),(1.18)
which has infinitely many solutions K. Our aim is to establish a unifying framework
that allows to systematically derive mean-field representations of various continuous
time particle flow filters that are consistent with the optimal filter, only by varying the
a priori assumptions on the form of K. Such a framework allows to map continuously
from the filtering equations in the discrete time observation to continuous time obser-
vation setting (see Lemma 3.5), which is, to the best of our knowledge, missing in the
literature. The basis of this framework relies heavily on the smooth approximation
of the data employed in [7] and [6]. Additionally, we obtain representations of the
limiting form of the Crisan & Xiong and Reich filters for the continuous time observa-
tion case, which has not yet been investigated in the literature. The framework also
allows to derive an analogous form of the continuous-discrete FPF and Reich filter
(hereafter referred to as the δ-FPF and δ-Reich filters respectively) without the need
for a two-step predict-update procedure. However, we only provide a representation
of these filters and conditions ensuring the existence of such representations are still to
be determined. The second main contribution of this article is to establish sufficient
conditions on the signal-observation system that ensure well-posedness of the Poisson
equations arising in the FPF and Crisan & Xiong filters.
The article is structured as follows. Section 2 is devoted to deriving the afore-
mentioned particle flow filters in the discrete time observation setting by considering
a piecewise smooth approximation of the continuous time observation path. The cor-
responding limiting equations for the continuous time observation setting (δ → 0) are
established in section 3. Sections 4 and 5 summarise the main results regarding well-
posedness of the resulting Poisson equations for continuous time and discrete time
observations respectively. Proofs of the well-posedness results are provided in section
6.
1.2. Notation. The following notation is used throughout the article.
• R>0 = {x ∈ R | x > 0}.
• < indicates matrix inequality.
• L2ρ(Rd) denotes the Hilbert space of functions on Rd that are square integrable
with respect to ρ.
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• Hkρ (Rd) denotes the Hilbert space of functions whose first k derivatives (de-
fined in the weak or distributional sense) are in L2(Rd, p).
• Hkρ,0(Rd) denotes the space of all f ∈ Hkρ (Rd) with the additional condition
that
∫
f(x)p(x)dx = 0.
• Ckb (Rd) indicates the space of uniformly bounded k-times continuously dif-
ferentiable functions with uniformly bounded derivatives up to k.
• P indicates the space of all probability densities with finite 1st and 2nd mo-
ments.
• ∇ and ∇2 indicate the gradient/Jacobian operator and Hessian operator re-
spectively with respect to x, whileDρf indicates the partial Fre´chet derivative
operator of f with respect to ρ. The gradient is always assumed to be a col-
umn vector, and the Jacobian of a vector field f : Rn → Rm is an n × m
matrix.
• The overbar notation indicates an expectation, i.e. ht =
∫
h(x)ρt(x)dx, where
unless otherwise stated, the probability density ρt against which h(x) is in-
tegrated is clear from context. The subscript t is included to emphases the
time-dependence of this quantity.
2. Filtering with smooth approximation to observations. Our strategy of
obtaining continuous time filtering algorithms involves constructing a smooth observa-
tion path, either from discrete time observations or as an approximation of continuous
time observations from (1.2). Such an approach allows the signal process and obser-
vation update to be considered in a single mean-field process, similar to [7]. Consider
the time discretisation with increment δ discussed in section 1 and a smooth approx-
imation of the Brownian path that generated the observations t → Zt(ω), ω ∈ Ω via
a piecewise linear interpolation Zδt (ω)
Zδt (ω) = Ztn(ω) +
Ztn+1(ω)− Ztn(ω)
δ
(t− tn) ∀ t ∈ [tn, tn+1).(2.1)
In the remainder of the article we will drop the ω for notational ease. Consider then
the following McKean-Vlasov SDE
dXδt =M(Xδt )dt+ dVt + a(Xδt , ρδt )dt+K(Xδt , ρδt )dZδt ,(2.2)
where a,K : Rd × P(Rd) → Rd and ρδt indicates the conditional density of Xδt given
Zt = σ(Zs : s ≤ t), assuming absolute continuity with respect to the Lebesgue
measure. It is readily seen that the corresponding (stochastic) Fokker-Planck equation
is given by
dρδt =
(L∗ρδt −∇ · (ρδta(x, ρδt ))) dt−∇ · (ρδtK(x, ρδt ))dZδt ,(2.3)
where L corresponds to the infinitesimal generator of (1.1) and L∗ its adjoint. The
goal is to obtain expressions for the coefficients a and K such that (2.3) converges to
the Kushner-Stratonovich equation as δ → 0. As will be shown in Lemma 3.3 (see
also [7], [12]), a smooth approximation of the Kushner-Stratonovich equation (under
appropriate conditions) is given by
dθδt =
(
L∗θδt −
1
2
(h2 − h2t )θδt
)
dt+ (h− ht)θδt dZδt ,(2.4)
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Direct comparison of (2.3) and (2.4) indicates that requiring
∇ · (ρδta(x, ρδt )) =
1
2
(h(x)2 − h2t )ρδt ,(2.5)
∇ · (ρδtK(x, ρδt )) = −(h(x)− ht)ρδt ,(2.6)
achieves the desired convergence, given appropriate conditions on a and K. This
is explored in further detail in section 3. We adopt the shorthand notation f δt for
f(x, ρδt ), likewise ft for f(x, ρt) for the remainder of the article, except when the
arguments of the function are emphasised.
Remark 2.1. An alternative to the discrete time observing model (2.1) that also
allows to construct a single ODE combining evolution under the signal dynamics and
observation update is via mollification [16]. The observation update is incorporated
at all discrete time points when an observation becomes vailable through a dirac delta
function. The discontinuities induced by the delta function is avoided by mollification.
Remark 2.2. It is possible to consider further variations to the structure of the
McKean-Vlasov process (2.2), whilst ensuring its conditional law still corresponds to
the filtering density. A notable example in the linear-Gaussian case is the stochasti-
cally perturbed ensemble Kalman–Bucy filter (EnKBF) [3], which involves the addi-
tion of a noise term with the same properties as the observation noise to (2.2). [10]
also consider a stochastic extension which is valid for smooth strictly positive filtering
densities. A stochastic variant of the FPF is also presented in [17].
It is clear that both a and K are not uniquely defined by (2.5) and (2.6) respectively,
which leads to various formulations of nonlinear filters. We explore some of these in
further detail below.
Crisan & Xiong filter [7]: By direct comparison of (1.5) and (2.2), we have
that
1
ρδt
∇uδtdt = aδtdt+Kδt dZδt ,
from which we obtain
∇ · ∇uδtdt = ∇ · (ρδtaδt )dt+∇ · (ρδtKδt )dZδt .(2.7)
Differentiating the smooth approximation (2.1) gives
dZδt
dt =
Ztn+1−Ztn
δ , which together
with (1.7), (1.8) and (2.7) implies that the coefficients are assumed to be of the form
aδt =
∇αδt
ρδt
; Kδt =
∇βδt
ρδt
,
where ρδt (x) > 0 for all x ∈ Rd and αδt , βδt are the solutions of
∇ · (∇αδt ) =
1
2
(h2 − h2t )ρδt ,(2.8)
∇ · (∇βδt ) = −(h− ht)ρδt .(2.9)
Notice also that this coincides with the required (2.5) and (2.6). Regularity of the
solutions αδt and β
δ
t , as well as of the density ρ
δ
t are strongly related to the δ → 0 case
and are discussed in further detail in section 3 and section 4.
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δ-Reich filter: A McKean-Vlasov formulation of the homotopy-based filter in
[16] can be obtained by replacing the ODE model (1.9) evolving in pseudotime λ with
dXδt =M(Xδt )dt+ dVt +M−1t ∇Πδtdt,
where M is a Rd×d positive definite mass matrix. Again, direct comparison of the
above with (2.2) and the associated Fokker-Planck equations implies
∇ · (ρδtM−1t ∇Πδt )dt = ∇ · (ρδtaδt )dt+∇ · (ρδtKδt )Z˙δt dt,
which together with (2.5) and (2.6) implies that the coefficients in (2.2) are assumed
to be of the form
aδt =M
−1
t ∇Ωδt ; Kδt =M−1t ∇Λδt ,(2.10)
where Ωδt and Λ
δ
t are the solutions of
∇ · (ρδtM−1t ∇Ωδt ) =
1
2
(h2 − h2t )ρδt ,(2.11)
∇ · (ρδtM−1t ∇Λδt ) = −(h− ht)ρδt ,(2.12)
respectively. Note that the weighted Poisson equation arising from (2.11) and (2.12)
for Πδt = Ω
δ
t + Λ
δ
t Z˙
δ
t has the same form as (1.10).
δ-FPF: The homotopy-based FPF for discrete observations [25] can be reformu-
lated similar to the δ-Reich filter. Specifically, the coefficients in (2.2) are assumed to
be of the form
aδt = −
1
2
Kδt (h+ ht) +
1
2
∇ψδt ; Kδt = ∇φδt .(2.13)
The expression for φδt follows directly from (2.6),
∇ · (ρδt∇φδt ) = −(h− ht)ρδt .(2.14)
An expression for ψδt is obtained by rewriting (2.5) as
∇ · (ρδtaδt ) =
ρδt
2
(
(h− ht)(h+ ht) + (ht)2 − h2t
)
(2.15a)
= −1
2
∇ · (Kδt ρδt) (h+ ht) + ρδt2 ((ht)2 − h2t )(2.15b)
= −1
2
∇ · (Kδt (h+ ht)ρδt)+ ρδt2 ∇hTKδt + ρ
δ
t
2
((ht)
2 − h2t ),(2.15c)
combined with the assumed form of aδt gives
∇ · (ρδt∇ψδt ) =
(
∇hTKδt + (ht)2 − h2t
)
ρδt .(2.16)
Combining all leads to
dXδt =M(Xδt )dt+ dVt +∇φ(Xδt , ρδt )
(
dZδt −
1
2
(h(Xδt ) + ht)dt
)
+
1
2
∇ψ(Xδt , ρδt )dt,
(2.17)
where ψ(Xδt , ρ
δ
t ) is the solution of (2.16). Conditions ensuring well-posedness of (2.14)
and (2.16) are established in section 5.
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Remark 2.3. Despite the modification to the formulation of the filter, the under-
lying Poisson equations are unchanged (c.f. (2.14) with (1.15) and (2.16) with (1.16)).
We do however note a minor correction to [25], in particular, where it is assumed that
rt = (ht)
2 − h2t with r := ∇hTKδt . Rather, it holds that R = (ht)2 − h2t where
R := 1
ρδt
∇ · (Kδt (h+ ht)ρδt )−∇hTKδt .
In the remainder of this section we discuss the linear Gaussian setting
dXˆt = AXˆt + dVt,(2.18)
dZt = HXˆt + dWt(2.19)
in more detail, where A : Rd → Rd and H : Rd → R. When the initial density is
Gaussian, the conditional density ρδt arising from the smooth approximation to the
observation function is Gaussian for all t. In particular, the FPF and Reich filters
coincide and take the same form as the EnKBF [3]
dXδt = AX
δ
t dt+ dVt + PtH
T
(
dZδt −
1
2
H(Xt +Xt)dt
)
,(2.20)
as demonstrated below and also in [25] and [16] for the homotopy-based formulations.
The EnKBF also coincides with a constant gain approximation of the FPF [20].
Crisan & Xiong filter [7]: Using the fact that ρδt is Gaussian, it follows that
βt = PtH
TΦt(x) is a solution of (2.9) for d = 1, where Φt(x) indicates the Gaussian
cumulative distribution function, i.e.
∫ x
−∞
ρδt (y)dy. It is then immediate that K
δ
t =
∇βδt
ρδt
= PtH
T where Pt ∈ R indicates the variance and h the scalar observation
coefficient. This fact can be used to determine solutions to (2.8); following similar
calculations as in the FPF leads to
d2αδt
dx2
=
d
dx
(
H(x+ xt)
dβδt
dx
)
,
from which it is clear that
dαδt
dx = H(x + xt)PtH
Tρδt + C, where C = 0 if we require
|αδt | → 0 as |x| → ∞. This then leads to the familiar EnKBF form (2.20). A similar
expression does not appear to hold for d ≥ 2.
δ-Reich filter: For the specific choice of the mass matrix M−1t = Pt, it is clear
that Λδt = (x− xt)THT is a solution of
∇ · (ρδtPt∇Λδt ) = −H(x− xt)ρδt .(2.21)
Furthermore, it follows that Ωδt = − 14 (x+ xt)THTH(x+ xt) is a solution of
∇ · (ρδtPt∇Ωδt ) =
1
2
H(xxT − (xxT )t)HTρδt ,
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since
∇ · (ρδtPt∇Ωδt ) = ρδt∇ · (Pt∇Ωδt ) +∇ρδt · ∇Ωδt
= −1
2
ρδt∇ · (PtHTH(x+ x) +
1
2
(P−1t (x − xt))TPt(HTH(x+ xt))ρδt
= −1
2
ρδtTr(PtH
TH) +
1
2
(x− xt)THTH(x+ xt)ρδt
=
1
2
(xTHTHx−H(xxT )tHT )ρδt
=
1
2
H(xxT − (xxT )t)HT ρδt .
Substituting in aδt =M
−1
t ∇Ωδt , Kδt =M−1t ∇Λδt in (2.2) leads to (2.20).
δ-FPF: It follows from direct substitution that φδt = (x−xt)TPtHT is a solution
of (2.14), which then implies that (2.16) takes the form
∇ · (ρδt∇ψδt ) = ρδtHPtHT − ρδtHPtHT = 0,(2.22)
for which ψδt = 0 is a solution. Furthermore, both φ
δ
t = (x−xt)TPtHT and ψδt = 0 are
unique solutions of their respective PDEs in the function class H1
ρδt ,0
(Rd), as detailed
in section 5. Substituting into (2.17) gives (2.20).
3. Filtering with continuous time observations. We first state an impor-
tant assumption regarding the continuous time filtering distribution at time t, which
ensures that it admits a density with respect to the Lebesgue measure, and that it is
the unique solution in W k,2(Rd) of (3.6b) (see e.g. Theorem 7.11 and 7.17 in [1]).
Assumption 3.1. The following conditions on the signal-observation system (1.1)-
(1.2) are satisfied:
• The initial density ρ0 ∈ W k,2(Rd) with finite second moment;
• The signal drift M : Rd → Rd and observation drift h : Rd → R are Ck+1b
functions.
These conditions are also sufficient to guarantee the existence of a unique solution
to (2.4), as proved in [12]. The starting point for the analysis in this section is the
following McKean-Vlasov SDE in Stratonovich form
dXt =M(Xt)dt+ dVt + a(Xt, ρt)dt+K(Xt, ρt) ◦ dZt,(3.1)
with
∇ · (ρtat) = 1
2
(h2 − h2t )ρt,(3.2)
∇ · (ρtKt) = −(h− ht)ρt.(3.3)
where Vt is a standard Brownian Motion and ρt is the conditional density of Xt given
Zt. The ◦ notation in (3.1) indicates the Stratonovich interpretation which must be
considered for both arguments of K, i.e. x and ρ. Lemma 3.3 shows that the evolution
equation for ρt coincides with the Kushner-Stratonovich equation, under the following
assumption.
Assumption 3.2. The conditional law of Xt given Zt, where Xt satisfies (3.1), is
absolutely continuous with respect to the Lebesgue measure with density given by ρt.
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Lemma 3.3. Evolution equation for ρt. For the system (3.1) and (3.2)-(3.3),
and given Assumption 3.2, ρt evolves according to the Kushner-Stratonovich equation,
i.e.
dρt = L∗ρtdt+ (h− ht)ρt(dZt − htdt).(3.4)
Proof. The nonlinear Fokker-Planck equation for the conditional density of Xt
given Zt, ρt, where Xt is the solution of (3.1) is given by
dρt = (L∗ρt −∇ · (ρta(x, ρt))) dt−∇ · (ρtK(x, ρt)) ◦ dZt(3.5a)
=
(
L∗ρt − 1
2
(h2 − h2t )ρt
)
dt+ (h− ht)ρt ◦ dZt(3.5b)
Using the well-known Itoˆ -Stratonovich conversion between any two semimartingales
we have ∫ t
0
(h− hs)ρs ◦ dZs =
∫ t
0
(h− hs)ρtdZs + 1
2
∫ t
0
d((h− hs)ρs)dZs.
Evaluating the 2nd term on the rhs of the above using Itoˆ product rule gives
d((h− hs)ρs)dZs = hdρsdZs −
(
ρsdhs + hsdρs + dρsdhs
)
dZs
=
(
h(h− hs)ρs − hs(h− hs)ρs
)
ds− ρs
∫
hdρsdxdZs
= (h− hs)2ρsds− ρs(h2s − (hs)2)ds
= (h2 − h2s)ρsds− 2hs(h− hs)ρsds.
Combining with (3.5b) gives
dρt = L∗ρtdt− 1
2
(h2 − h2t )ρtdt+ (h− ht)ρtdZt +
1
2
(h2 − h2t )ρtdt− ht(h− ht)ρtdt
(3.6a)
= L∗ρtdt+ (h− ht)ρt(dZt − htdt).
(3.6b)
Our main result is Lemma 3.5, which provides an Itoˆ representation of (3.1), for which
we rely on the following assumption.
Assumption 3.4. Given a specific functional form of K : Rd × L1(Rd) → Rd
satisfying (3.3), K(x, ρ) is twice continuously Fre´chet differentiable in x and ρ.
Lemma 3.5. McKean-Vlasov Itoˆ representation. Under Assumption 3.4,
(3.1) has the Itoˆ representation
dXt =M(Xt)dt+ dVt+K(Xt, ρt)
(
dZt − 1
2
(h(Xt) + ht)dt
)
+
1
2
(∇K(Xt, ρt))TK(Xt, ρt)dt+ J (Xt, ρt)dt,
(3.7)
where
J (x, ρt) := a(x, ρt) + g(x, ρt) + 1
2
K(x, ρt)(h(x) + ht),(3.8)
g(x, ρt) :=
1
2
(DρK(x, ρt))[ρt(h(x)− ht)],(3.9)
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and a : Rd ×L1(Rd)→ Rd, K : Rd ×L1(Rd)→ Rd and g : Rd ×L1(Rd)→ Rd, where
a(x, ρt) and K(x, ρt) satisfy (3.2) and (3.3) respectively. Furthermore,
∇ · (ρtJ (x, ρt)) = 0.(3.10)
Proof. To obtain the Itoˆ formulation of (3.1), we again rely on the Itoˆ -Stratonovich
relation for two semimartingales, giving∫ t
0
K(Xs, ρs) ◦ dZs =
∫ t
0
K(Xs, ρs)dZs +
1
2
∫ t
0
dK(Xs, ρs)dZs.
Let Ki be the i-th component of the vector field K. Since Ki is a twice continuously
Fre´chet differentiable scalar function and the driving Wiener process in (3.6b) is finite
dimensional, we can apply the standard Itoˆ formula to obtain
dKi = (∇Ki)TdXs + 1
2
Tr
(
KT (∇2Ki)K) ds+ (DρKi)[dρs]
+
1
2
(D2ρK
i)[(ρs(h− hs))2]ds,
where the notation (Dy)[l] and (D
2
y)[l] indicate the 1st and 2nd order Fre´chet deriv-
ative operators respectively w.r.t the variable y acting on l. Combining the above,
together with (3.4) gives
K(Xt, ρt) ◦ dZt = K(Xt, ρt)dZt + 1
2
(∇K(Xt, ρt))TK(Xt, ρt)dt
+
1
2
(DρK(Xt, ρt))[ρt(h− ht)]dt.
Under Assumption 3.4, we obtain the Fre´chet derivative of K(x, ρt(x)) with respect
to ρt acting on the perturbation ρt(h− ht) as
∇ · (ρt(DρK)[ρt(h− ht)]) = −∇ · (Kρt(h− ht)) + ρt ∫ h(h− ht)ρtdx− (h− ht)2ρt
= −∇ · (Kρt)(h− ht)−∇hTKρt + ρt(h2t − (ht)2)− (h− ht)2ρt
= −
(
∇hTK + (ht)2 − h2t
)
ρt.
Since g(x, ρt) :=
1
2 (DρK(x, ρt))[ρt(h− ht)], we have shown that g satisfies
∇ · (ρtgt) = −1
2
(
∇hTKt + (ht)2 − h2t
)
ρt.(3.11)
Recall that a and K satisfy (3.2) and (3.3) respectively. It follows from a similar line
of reasoning as in (2.15c) that a+ g satisfies
∇ · (ρt(at + gt)) = −1
2
∇ · (ρtKt(h+ ht)).(3.12)
The definition of J (3.8) combined with the above directly implies (3.10).
Although there is a vast literature on convergence theorems for smooth approx-
imations of SDEs and SPDEs, there has been relatively little investigation in the
context of McKean-Vlasov SDEs. It was shown in [7] that when 1) ρ0 has finite
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second moment and is strictly positive and 2) M and h are at least C2b functions,
then the solution of (2.3) at time t, ρδt , converges to the solution of the Kushner
Stratonovich equation as δ → 0. Similar results were obtained in [12] for the Zakai
equation. Given Lemma 3.3, it is not unreasonable to expect that under certain con-
ditions, (2.2) converges to (3.1) as δ → 0, at least weakly. We defer the convergence
analysis and and identification of sufficient conditions to a future publication. Here
we focus purely on providing a representation of the filters in the formal δ → 0 limit.
Specifically, given (Assumption 3.4), Lemma 3.5 can be used to obtain the limiting
McKean-Vlasov representations in Itoˆ form of the filters discussed in section 2, as
detailed below.
Crisan & Xiong filter: Recall the assumed forms on the coefficients
at =
∇αt
ρt
; Kt =
∇βt
ρt
,(3.13)
where αt and βt are the solutions of
∇ · (∇αt) = 1
2
(h2 − h2t )ρt,(3.14)
∇ · (∇βt) = −(h− ht)ρt.(3.15)
There exists solutions αt, βt in C
2 ∩ L∞ whenever h, ρt ∈ C2 ∩ L∞ at least for
d ≥ 3 (see for example [7]), which is ensured under Assumption 3.1 and additional
conditions (see Theorem 7.12 in [1]). See also section 4 for further discussion on this
issue. Additionally, we require ρt > 0, which is guaranteed under Assumption 3.1 and
when ρ0 > 0 also [7]. In order to apply Lemma 3.5, we assume continuous Fre´chet
differentiability of β with respect to ρ. Evaluating (3.9) yields
gt =
1
2
(DρKt)[ρt(h− ht)] = −1
2
∇βt
ρt
(h− ht) + 1
2
1
ρt
(Dρ∇βt)[ρt(h− ht)]
:= −1
2
∇βt
ρt
(h− ht) + 1
ρt
∇qt,
where qt :=
1
2 (Dρβt)[ρt(h − ht)]. When βt ∈ C2 and is continuously Fre´chet differ-
entiable with respect to ρt, we have symmetry of mixed partial Fre´chet derivatives,
thereby permitting the change of differentiation order in the above. In this case Jt
takes the form
Jt = 1
ρt
(∇αt +∇qt + ht∇βt) ,
and (3.10) implies the following Laplace equation for ft := qt + αt + htβt
∇ · ∇ft = 0.(3.16)
Additionally, from (3.11) we have that qt satisfies
∇ · (∇qt) = −ρt
2
((h− ht)2 + (ht)2 − h2t ).(3.17)
Since there exists a solution in C2∩L∞ to (3.17), (3.14) and (3.15) when h ∈ C2∩L∞,
we have that ft ∈ C2 ∩ L∞. It then follows from Liouville’s Theorem that ft is a
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constant, so that ∇ft = 0. That is, when h ∈ C2 ∩ L∞, Jt = 0 so that the limiting
form of the Crisan & Xiong filter is given by
dXt =M(Xt)dt+ dVt +K(Xt, ρt)
(
dZt − 1
2
(h(Xt) + ht)dt
)
+
1
2
∇K(Xt, ρt)TK(Xt, ρt)dt,
with Kt =
∇βt
ρt
.
Reich filter: Recall the assumed forms of the coefficients
at =M
−1
t ∇Ωt ; Kt =M−1t ∇Λt,(3.18)
where Ωt and Λt are the solutions of
∇ · (ρtM−1t ∇Ωt) =
1
2
(h2 − h2t )ρt,(3.19)
∇ · (ρtM−1t ∇Λt) = −(h− ht)ρt.(3.20)
Evaluating g using (3.9) and the above, and again assuming continuous Fre´chet dif-
ferentiability gives
gt =
1
2
(DρKt)[ρt(h− ht)](3.21a)
=
1
2
(DρM
−1
t )[ρt(h− ht)]∇Λt +
1
2
M−1t (Dρ∇Λt)[ρt(h− ht)](3.21b)
=
1
2
(DρM
−1
t )[ρt(h− ht)]∇Λt +
1
2
M−1t ∇(DρΛt)[ρt(h− ht)](3.21c)
:=
1
2
Γ˜t∇Λt +M−1t ∇Θ˜t(3.21d)
where Θ˜t :=
1
2 (DρΛt)[ρt(h − ht)] and Γ˜t := (DρM−1t )[ρt(h − ht)]. Then making use
of (3.18), Jt takes the form
Jt =M−1t ∇
(
Ωt + Θ˜t
)
+
1
2
(
Γ˜t + (h+ ht)M
−1
t
)
∇Λt,(3.22)
We now consider three possibilities for Mt, i.e.
Case Mt = ρtI. It follows trivially in this case that the filter is equivalent to the
Crisan & Xiong filter, since at and Kt then have the same structure as (3.13) and the
corresponding PDEs (3.19) and (3.20) collapse down to (3.14) and (3.15) respectively.
Case Mt = I. It is clear that in this case, Γ˜t = 0, so that
Jt = ∇
(
Ωt + Θ˜t
)
+
1
2
(h+ ht)∇Λt,
where
∇ · (ρt∇(Ωt + Θ˜t)) = −1
2
∇ · (ρt(h+ ht)∇Λt).(3.23)
In this case, the limiting form is given by
dXt =M(Xt)dt+ dVt +K(Xt, ρt)dZt + 1
2
∇K(Xt, ρt)TK(Xt, ρt)dt
+∇
(
Ω+ Θ˜
)
(Xt, ρt)dt,
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where K = ∇Λ. We emphasise that (3.23), i.e.
∇ · (ρt
[
∇(Ωt + Θ˜t) + 1
2
(h+ ht)∇Λt
]
︸ ︷︷ ︸
=Jt
) = 0,
does not imply that Jt = 0. This is because the term 12 (h+ht)∇Λt is not of gradient
type, meaning that the initial assumptions on the form of the coefficients at and Kt
(3.18) are not compatible with this particular form. This emphasises the need for the
specific structure assumed for a in the FPF i.e. (2.13) and (3.25) in order to achieve
Jt = 0, when Mt = I and Kt is of gradient type.
Case Mt = P
−1
t . In this case, we have that for any admissible perturbation ξ,
(3.24)
(DρPt)[ξ] =
∫
(x− xt)(x − xt)T ξdx−
∫
(x− xt)
(∫
xξdx
)T
ρtdx
−
∫ (∫
xξdx
)
(x − xt)T ρtdx
=
∫
(x− xt)(x − xt)T ξdx,
which then implies
Γ˜t =
∫
(x− xt)(x − xt)T (h− ht)ρtdx.
The calculations for this case are also relevant for the discussion of the linear Gaussian
case below.
FPF [13]: Recall the assumed form for the coefficients in the FPF
at = −1
2
Kt(h+ ht) +
1
2
∇ψt,(3.25)
Kt = ∇φt,(3.26)
with
∇ · (ρt∇ψt) =
(
∇hTKt + (ht)2 − h2t
)
ρt,(3.27)
∇ · (ρt∇φt) = −(h− ht)ρt.(3.28)
If φ(x, ρt) is continuously Fre´chet differentiable, (3.9) and (3.11) gives
g(x, ρt) =
1
2
∇q˜(x, ρt),
where q˜t := (Dρφt)[ρt(h− ht)] and q˜t satisfies
∇ · (ρt∇q˜t) = −
(
∇hTKt + (ht)2 − h2t
)
ρt.(3.29)
Then Jt takes the form
Jt = 1
2
(∇ψt +∇q˜t) .
16 S. PATHIRAJA, S. REICH, AND W. STANNAT
If there exists a unique solution to (3.27) in H1ρt,0(R
d) (which is ensured for the system
(4.1)-(4.2), see section 4 for further conditions), then both (3.27), (3.29) and the fact
that q˜t ∈ H1ρt,0(Rd) imply that Jt = 0. Therefore, the FPF takes the form
dXt =M(Xt)dt+ dVt +K(Xt, ρt)
(
dZt − 1
2
(h(Xt) + ht)dt
)
+
1
2
(∇K(Xt, ρt))TK(Xt, ρt)dt,
(3.30)
where K = ∇φ. The calculations above emphasise the importance of interpreting the
Stratonovich ◦ in ([26], [13]) as being with respect to space only.
Let us again consider the linear Gaussian setting in (2.18)-(2.19) with Gaussian ρ0
in more detail. It is well known that the solution of the Kushner-Stratonovich equation
is then a Gaussian density. The FPF in this case is known to be equivalent to the
EnKBF (see e.g. [27], [20]), which can also be seen by following the same arguments
as for the δ > 0 case in section 2 and using the fact that the term (DxK)
TK = 0
for Kt = PtH
T . The limiting form of the Crisan & Xiong filter also coincides with
the EnKBF for d = 1 from the same reasoning as in the δ > 0 by confirming that
β = PtH
TΦt(x) is a solution of (3.15). As with the δ > 0 case, the limiting form
of the Reich filter also coincides with the EnKBF, as shown below. As mentioned
earlier, we only provide the representations of these filters; the convergence of the
smooth approximations with unbounded coefficients in this setting will be examined
in future research.
Reich filter: Again, with the specific choice M−1t = Pt, we have that Λt =
(x− xt)THT still holds as the solution of
∇ · (ρtPt∇Λt) = −H(x− xt)ρt.
Likewise, Ωt = − 14 (x+ xt)THTH(x+ xt) is the solution of
∇ · (ρtPt∇Ωt) = 1
2
H(xxT − (xxT )t)HTρt.
Furthermore, letting ξ = ρtH(x− xt) in (3.24) gives
Γ˜t =
∫
(x− xt)(x − xt)TH(x− xt)ρtdx
= 0,
when ρt is a multivariate Gaussian. By a similar calculation as in (3.24), we have that
∇Θ˜t = 1
2
∇
(∫
xTH(x− xt)HTρtdx
)
= 0.
Combining all of the above and using (3.22) implies that
Jt = 0,
so that the limiting form is given by
dXt = AXtdt+ dVt + PtH
T
(
dZt − 1
2
H(Xt +Xt)dt
)
,
which has the same form as in the δ > 0 case, refer (2.20).
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4. Well-posedness of the Poisson equations for continuous time obser-
vations δ → 0. A crucial ingredient for establishing well-posedness of the various
Poisson equations arising in each of the filters is the existence of a Poincare´ inequality
for the conditional density ρt with domain = R
d. Since we have that ρt = θt for all
t when ρ0 = θ0 due to Lemma 3.3, we actually require a Poincare´ inequality for the
filtering density θt. Throughout this section, we will use ρt in place of θt for con-
sistency with the Poisson equations described earlier. The following Lemma details
conditions guaranteeing a Poincare´ inequality uniformly in time, which is of interest
in its own right in addition to the solvability issue. [23] and [18] obtained related
results for this system in the context of stability of the optimal filter. Here we adopt
a different approach for the proof and are able to obtain slightly weaker conditions
on the signal-observation drift functions than in [23] (see Remark 4.3).
Lemma 4.1. Poincare´ inequality for continuous time case. Consider a
probability space (Σ,F , P ) with the usual conditions. Given stochastic processes Xˆs, Zs
defined on this space and evolving according to
dXˆt = ∇U(Xˆt)dt+ dVt,(4.1)
dZt = HXˆtdt+ dWt,(4.2)
where U : Rd → R, H ∈ R1×d, U ∈ C4 and dVt, dWt are independent Brownian
increments and Xˆ0 ∼ µ0 with density ρ0 with respect to the Lebesgue measure. Suppose
the initial density is of the form ρ0(x) = exp(−G0(x)). Consider cr, cu, cg ∈ R>0. If
the following conditions
(C1) U is strongly concave with parameter cu, i.e. ∇2U 4 −cuI
(C2) G¯0 := U + G0, G¯0 : Rd → R is strongly convex with parameter cg, i.e. ∇2G¯0 <
cgI
(C3) R(x) := |Hx|2 + (∆U + |∇U |2)(x), R : Rd → R is also strongly convex with
parameter cr
(C4) ∇U satisfies a linear growth condition, i.e. there exists a D < ∞ such that
|∇U(x)| ≤ D(1 + |x|)
are satisfied, then the conditional density ρt(x) for the signal-observation pair satisfies
a Poincare´ inequality ∀ t ≥ 0, i.e.∫
|f(x)|2ρt(x)dx ≤ 1
κ
∫
|∇f(x)|2ρt(x)dx,(4.3)
for all test functions f ∈ H1ρt,0(Rd), and where κ = cu +min
(
cg,
√
cr
2
)
.
The proof of the above lemma is given in subsection 6.2. Conditions (C1)-(C3)
are required to ensure log-concavity of the posterior density, whilst (C4) is needed
to ensure the signal process possesses a unique strong solution and that change of
measure via Girsanov holds (i.e. to satisfy Novikov’s condition).
Analysis of the Poisson equations arising in the Reich filter is difficult without the
specification of the mass matrixM ; we therefore restrict our investigation to the FPF
and Crisan & Xiong filter. [7] show that the solution of (3.15) in gradient form for
d ≥ 2 is well-defined for ρt locally bounded and p-integrable for some p ∈ (1, d) and
h ∈ L∞. It is possible to broaden this class of signal and observation drift functions.
It holds from classical regularity theory that when the rhs of (3.15) is uniformly
bounded (which then implies (h − h¯) ∈ L1ρt(Rd)) and C2 that there exists a unique
βt ∈ C2 up to additive constants, so that ∇βt is unique. The system (4.1)-(4.2) with
conditions in Lemma 4.1 ensures ρt is log-concave ∀ t ≥ 0; if ρt ∈ C2 with finite 1st
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and 2nd moments, then the aforementioned conditions are clearly satisfied so that
(3.15) is well-posed in this case. This is of course conditional on the convergence of
(2.3) to the Kushner-Stratonovich equation as δ → 0 for the system (4.1)-(4.2), which
is still an open question.
The existence and uniqueness of weak solutions to the weighted Poisson equation
(3.28) also follows from classical methods once ρt is known to satisfy a Poincare
inequality, as shown in the following theorem.
Theorem 4.2. Well-posedness of Poisson equation in continuous time
FPF. Consider the signal-observation pair and conditions specified in Lemma 4.1.
Then there exists a unique solution φ ∈ H1ρt,0(Rd) ∀ t ≥ 0 that satisfies the following
Poisson equation in weak form∫
∇φ(x) · ∇ψ(x)ρt(x)dx =
∫
H(x− xt)ψ(x)ρt(x)dx,(4.4)
for all test functions ψ ∈ H1ρt,0(Rd).
Proof. The standardH1ρt norm |u|H1ρt :=
(∫ |u|2ρt(x)dx + ∫ |∇u|2ρt(x)dx)1/2 and
the norm |u|H1ρt,0 :=
(∫ |∇u|2ρt(x)dx)1/2 are equivalent, since by Lemma 4.1
|u|H1ρt,0 ≤ |u|H1ρt ≤ c |u|H1ρt,0 ,
where c > 0. This implies that the lhs of (4.4) is an inner product on H1ρt,0. Further-
more, the rhs of (4.4) is a bounded linear functional of ψ(x) since
|T (ψ)| :=
∣∣∣∣
∫
(Hx−Ht)ρ1/2t ψ(x)ρ1/2t dx
∣∣∣∣
≤
(∫
(Hx−Ht)2ρtdx
)1/2(∫
|ψ|2ρtdx
)1/2
≤ C
(∫
|ψ|2ρtdx
)1/2
(ρt has finite 1st, 2nd moment)
≤ C2
(∫
|∇ψ(x)|2ρtdx
)1/2
(using Lemma 4.1)
= C2 |ψ(x)|H1ρt,0 ,
where C,C2 are functions of |H |∞. Therefore, by the Riesz Representation Theorem,
there exists a unique solution φ(x) ∈ H1ρt,0(Rd).
The signal-observation pair in Lemma 4.1 and associated conditions are sufficient
but more than likely not necessary to ensure well-posedness of (3.28). For instance,
it is well-known that log-concavity is not a strict requirement for the existence of a
Poincare inequality, as also demonstrated in the next section. A perturbation style
argument used in Lemma 5.1 poses difficulties for the continuous time observation
setting due to the unbounded variation of Brownian motion, unless the signal is of
the form dXˆt = 0 (see [13]).
Remark 4.3. [23] establishes log-concavity of the posterior measure for the system
(4.1)-(4.2) in the context of filter stability by considering log-concavity of the value
function in the relevant stochastic control problem. We note here that we are able
to obtain slightly weaker conditions on the system (c.f. Proposition 4.3.6 in [23]),
specifically we do not require cg ≥ 2c2r.
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5. Well-posedness of the Poisson equation for δ > 0. As noted in [24], an
Ornstein-Uhlenbeck signal process combined with a discrete-time observation process
that gives rise to log-concave likelihood functions will lead to log-concave posterior
densities. Well-posedness of the FPF Poisson equations (2.14) and (2.16) then follows
from similar arguments as in Theorem 4.2. Similarly, well-posedness also follows for
the Crisan & Xiong Poisson equations (2.8) and (2.9) using the same classical regular-
ity conditions discussed in section 4. In this section, we exploit the bounded variation
of the δ-approximation to the observation process to establish further conditions that
guarantee well-posedness. In particular, the main result is the following Lemma. The
proof appears in subsection 6.1.
Lemma 5.1. Consider a probability space (Σ,F , P ) with the usual conditions. The
signal process Xˆs defined on this space evolves according to (1.1) where M : Rd → Rd
is globally lipschitz with lipschitz constant LM. Observations are generated by the
process (1.2) with h : Rd → R and h,∇h ∈ L∞. Suppose the observation path is ap-
proximated piecewise linearly in time according to (2.1) with mesh-size δ. The initial
state Xˆ0 ∼ µ0(x) where µ0 has a density ρ0 with respect to the Lebesgue measure.
Assume that ρ0(x) satisfies a Poincare´ inequality with constant κ0. Then ∀ t ∈ [0, T ],
with T = δN,N ∈ Z>0, ρδt which is the solution of (2.3) satisfies a Poincare´ inequal-
ity, ∫
|f(x)|2ρδt (x)dx ≤ κT
∫
|∇f(x)|2ρδt (x)dx,(5.1)
for all test functions f ∈ H1
ρδt ,0
(Rd) and constant
κT = (κ0 + T ) exp
(
(2LM + |h2|∞)T + 2|h|∞
(
T
δ
)2
sup
n≤N
|Ztn+1 − Ztn |
)
.
It is clear from the Lemma 5.1 that unlike in the continuous time setting, the
Poincare´ constant grows as the number of observation samples increases. In this case,
we are able to achieve weaker conditions on the signal-observation drift functions as
compared to the continuous time setting, but at the price of uniformity in time of
the well-posedness result. We then have the following well-posedness result along the
same lines as Theorem 4.2.
Theorem 5.2. Well-posedness of FPF Poisson equation for δ > 0. Con-
sider the signal-observation pair and conditions specified in Lemma 5.1. Then there
exists a unique weak solution φ ∈ H1
ρδt ,0
(Rd) that satisfies the Poisson equation (2.14)
i.e. ∫
∇φ(x) · ∇ν(x)ρδt (x)dx =
∫
(h(x)− ht)ν(x)ρδt (x)dxρδtdx,(5.2)
and there exists a unique weak solution ψ ∈ H1
ρδt ,0
(Rd) of (2.16), i.e.
∫
∇ψ(x) · ∇ν(x)ρδt (x)dx =
∫ (
∇hT∇φ(x, ρδt ) + (ht)2 − h2t
)
ρδt (x)ν(x)dx,(5.3)
for all test functions ν ∈ H1
ρδt ,0
(Rd).
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Proof. The proof is identical to that of Theorem 4.2 except that now
|Tφ(ν)| :=
∣∣∣∣
∫
(h(x)− ht)ν(x)ρδt (x)dx
∣∣∣∣ ,
which is still a bounded linear functional due to Lemma 5.1 and h ∈ L∞. Additionally,
we have
|Tψ(ν)| :=
∣∣∣∣
∫ (
∇hT∇φ(x, ρδt ) + (ht)2 − h2t
)
ρδt (x)ν(x)dx
∣∣∣∣
≤ c
[
|∇h|∞
(∫
|∇φ|2ρδtdx
)1/2
+ 2|h|2∞
](∫
|∇ν|2
)1/2
,
which again is a bounded linear functional due to Lemma 5.1, and also h,∇h ∈ L∞
and φ ∈ H1
ρδt ,0
(Rd).
Remark 5.3. In both the continuous time and continuous-discrete time setting,
the results of Theorem 4.2 and Theorem 5.2 extend easily to the multivariate obser-
vation case by considering the component-wise Poisson equations independently.
6. Proofs.
6.1. Proof of Lemma 5.1. We proceed by first establishing a Poincare´ inequal-
ity for the law of the signal process, making use of the fact that∫
C[0,T ]
|f(xT )|2µXˆ(dx) =
∫
Rd
|f(xT )|2µXˆT (dxT ),(6.1)
where µXˆT is the probability measure induced by the solution of (1.1) at time T under
P . Under the conditions on M and h, µXˆT is absolutely continuous with respect to
the Lebesgue measure, and we denote its density by ρ−T . Consider the following Euler-
Maruyama discretisation of the signal process over [0, T ] with time step ∆τ = TL
(6.2) Xl = Xl−1 +M(Xl−1)∆τ +
√
∆τ∆Vl,
where ∆Vl ∼ N(0, I). Denote by ρˆl the probability density of Xl ∀ l ∈ {1, 2, · · · , L}.
The following lemma will be of use, which appears in the literature in various forms
and we present here the precise form needed for our purposes.
Lemma 6.1. Invariance of PI under Lipschitz Transformations Let η and
ν be two density functions associated to r.v.s X and Y respectively and let Θ : Rd → Rd
be a Lipschitz map with Lipschitz constant LΘ such that Y = Θ(X). Suppose η
satisfies a Poincare´ inequality
(6.3) ∃ c > 0 | ∀ f ∈ H1η,0(Rd),
∫
|f(x)|2η(x)dx ≤ c
∫
|∇f(x)|2η(x)dx.
Then ν satisfies a PI also:
(6.4) ∃ c2 > 0 | ∀ f ∈ H1ν,0(Rd),
∫
|f(y)|2ν(y)dy ≤ c2
∫
|∇f(y)|2ν(y)dy,
with c2 = cLΘ.
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Proof. By change of variables,
(6.5)
∫
ψ(y)ν(y)dy =
∫
ψ(Θ(x))η(x)dx,
for all integrable ψ. Let ψ(y) = |f(y)|2, then using (6.3) we have∫
|f(y)|2ν(y)dy =
∫
|f(Θ(x))|2η(x)dx
≤ c
∫
|∇[f(Θ(x))]|2η(x)dx
≤ c
∫
|∇[f(Θ)]|2|∇Θ(x)|2η(x)dx
≤ cLΘ
∫
|∇[f(Θ)]|2η(x)dx
= cLΘ
∫
|∇f(y)|2ν(y)dy,
where in the above |.| refers to the L2 induced matrix norm.
Since M is globally Lipschitz, by a direct application of Lemma 6.1 and the fact
that Poincare´ inequalities are stable under convolutions (Corollary 3.1 in [5]) we have
that ρˆ1 satisfies a Poincare´ inequality with constant
κˆ1 = κ0(1 + LM∆τ)
2 +∆τ.
By induction, the Poincare´ constant for ρˆL(x) is given by
κˆL = α
Lκ0 + β
L−1∑
j=0
αj ,
where α = (1 + LM∆τ)
2 and β = ∆τ . This implies that∫
|f(x)|2ρˆL(x)dx ≤ κˆL
∫
|∇f(x)|2ρˆL(x)dx,(6.7)
for f ∈ H1ρˆL,0(Rd). Now, it is well-known that the Euler-Maruyama scheme converges
in L1, which therefore also implies weak convergence, i.e.
lim
L→∞
EP (XL) = EP (Xˆt).(6.8)
Furthermore, we have that
lim
L→∞
κˆL
∫
|∇f |2ρˆL(x)dx =
(
lim
L→∞
κˆL
)(
lim
L→∞
∫
|∇f |2ρˆL(x)dx
)
.
since both limits exist, and the first limit on the rhs is given by κ−T where
κ−T = limL→∞
κˆL
= lim
L→∞

κ0(1 + LMT
L
)2l
+
T
L
L−1∑
j=0
(
1 +
LMT
L
)2j .
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It follows that
lim
L→∞
κ0
(
1 +
LMT
L
)2l
= κ0e
2LMT ,
and
L−1∑
j=0
(
1 +
LMT
L
)2j
≤ Le2LMT ,
so that
lim
L→∞
T
L
L−1∑
j=0
(
1 +
LMT
L
)2j
≤ lim
L→∞
T
L
Le2LMT = Te2LMT .
Combining the above, we have
(6.9) κ−T = exp(2LMT )(κ0 + T ).
Finally, (6.9), (6.8) and (6.1) together imply that
(6.10)
∫
C[0,T ]
|f(xT )|2µXˆ(dx) ≤ κ−T
∫
C[0,T ]
|∇f(xT )|2µXˆ(dx).
As previously, since we have ρδt = θ
δ
t by construction, we can make use of the δ-
approximation of the Kallianpur-Striebel formula (6.12). We note that the smooth
approximation to the exponential martingale
MT (Xˆ, Z
δ(ω)) = exp
(∫ T
0
h(Xˆs)dZ
δ
s (ω)−
1
2
∫ T
0
|h(Xˆs)|2ds
)
,
= exp
(∫ T
0
h(Xˆs)
Ztn+1(ω)− Ztn(ω)
δ
ds− 1
2
∫ T
0
|h(Xˆs)|2ds
)
.
is uniformly bounded when h is bounded, since Zδs is of bounded variation. Then by
the classical perturbation result due to Holley & Stroock we have that∫
C[0,T ]
|f(xT )|2MT (x, Zδ(ω))µXˆ(dx) ≤ κT
∫
C[0,T ]
|∇f(xT )|2MT (x, Zδ(ω))µXˆ(dx).
where κT = κ
−
T exp(osc(MT (Xˆ, Z
δ))). Furthermore, we have that
exp(osc(MT (Xˆ, Z
δ(ω)))) ≤ exp
(
T |h2|∞ + 2|h|∞
(
T
δ
)2
sup
n≤N
|Ztn+1(ω)− Ztn(ω)|
)
,
which gives the desired result.
6.2. Proof of Lemma 4.1. Since we have that ρt = θt by construction, we
can exploit well-known equations in filtering theory to establish the required Poincare
inequality. Specifically, the posterior expectation in continuous time is given by the
Kallianpur-Striebel formula
EP (f(XˆT )|ZT )(ω) = EP˜ (f(XˆT )MT (Xˆ, Z(ω))
EP˜ (MT (Xˆ, Z(ω)))
,(6.11)
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with
MT (Xˆ, Z) = exp
(∫ T
0
HXˆsdZs − 1
2
∫ T
0
|HXˆs|2ds
)
=
dP
dP˜
,
where E˜ indicates the expectation with respect to the probability measure P˜ , Z is a
Wiener process under P˜ and Xˆ has the same law under P and P˜ . The Kallianpur-
Striebel formula can also be reformulated as
EP (f(XˆT )|ZT )(ω) =
∫
C[0,T ]
f(xT )MT (x, Z(ω))µXˆ(dx)∫
C[0,T ]
MT (x, Z(ω))µXˆ(dx)
,(6.12)
where µXˆ(dx) indicates the path measure induced by the signal process Xˆ and C[0,T ]
is the space of continuous functions on the time interval [0, T ]. Applying Girsanov
and using the fact that the law of Xˆ is unchanged under P or P˜ , we have
EP˜ (g(Xˆ, Z(ω))) =
∫
C[0,T ]
f(vT )NT (v, Z(ω))µV (dv),(6.13)
where
g(Xˆ, Z(ω)) = f(XˆT )MT (Xˆ, Z(ω)),
NT (V, Z(ω)) =MT (V, Z(ω)) exp
(∫ T
0
∇U(Vs) · dVs − 1
2
∫ T
0
|∇U(Vs)|2ds
)
,
and µV (dv) indicates the Wiener measure on path space. In order to apply Girsanov,
we must confirm the Novikov condition, i.e.
EP˜
(
exp
(
1
2
∫ T
0
|∇U(Vs)|2ds
))
<∞,
which holds due to (C4). Itoˆ formula gives∫ T
0
∇U(Vs) · dVs = U(VT )− U(V0)− 1
2
∫ T
0
∆U(Vs)ds,
which then leads to
NT (V, Z(ω)) =
exp
(
U(VT )− U(V0) +
∫ T
0
HVsdZs(ω)− 1
2
∫ T
0
|HVs|2 + (∆U + |∇U |2)(Vs)ds
)
.
Now consider the following time discretisation of the conditional expectation.
Specifically, a finite time interval [0, T ] is discretised into the following sequence
{t0, t1, ..., tN} of sampling time instances with t0 = 0 < t1 < ... < tN = T , and
time increment ∆t = ti − ti−1 ∀ i = 1, ..., N , where ∆t = TN . Define
NN :=
N−1∏
i=0
exp
(
HVti∆Zi+1 −
1
2
[|HVti |2 + (∆U + |∇U |2)(Vti )]∆t
)
,
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where ∆Zi+1 := Zti+1 − Zti , and we have dropped the ω for notational ease. We can
now work with the time-discretised version to establish a Poincare´ inequality in both
continuous and discrete time, for the system (4.1), (4.2). That is, by using the finite
dimensional distributions of Brownian motion we have that (6.13) can be expressed
as
EP˜ (f(vT ) exp(U(vT )− U(v0))NN )
=
∫
C[0,T ]
(f(vT ) exp(U(vT )− U(v0))
N−1∏
i=0
exp
(
Hvti∆Zi+1 −
1
2
R(vti)∆t
)
µV (dv)
=
∫
f(vT ) exp(U(vT ))
∫
Q(vtN−1)q∆t(vtN−1 , vtN )
∫
Q(vtN−2)q∆t(vtN−2 , vtN−1) · · ·∫
Q(v0)q∆t(v0, vt1) exp(−U(v0))p(v0)dv0dvt1 · · · dvtN−2dvtN−1 ,
where
Q(vti) := exp
(
Hvti∆Zi+1 −
1
2
R(vti)∆t
)
R(v) := |Hv|2 + (∆U + |∇U |2)(v)
q∆t(vti−1 , vti) :=
1√
2pi∆t
exp
(
−|vti − vti−1 |
2
2∆t
)
,
from which we obtain the following recursion
ρˆ0(v0) = exp(−U(V0))p(v0) := exp(−Gˆ0(v0))
ρˆi(vi) =
∫
Q(vti−1)q∆t(vti−1 , vti)ρˆi−1(vti−1)dvti−1 ∀ i = 1, 2, · · · , N.
It is clear that the unnormalised time discretised posterior density is given by
ρˇi(vi) =
{
Q(vti)ρˆi(vti), ∀ i = 0, 1, · · · , N − 1
exp(U(vN ))ρˆN (vN ), i = N.
(6.14)
By (C2), we have that Gˆ0(v0) is strongly convex with parameter cg. Then consider
ρˆ1(v1) ∝
∫
exp
(
Hv0∆Z1 − 1
2
R(v0)∆t− |vt1 − v0|
2
2∆t
− Gˆ0(v0)
)
dv0
:=
∫
exp(f(v0, vt1))dv0
:= exp(−Gˆ1(vt1)),
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and by Theorem 4.2 in [4], we have that
∇2vt1 Gˆ1 <
∫
(∇2vt1 f −∇2v0vt1 f(∇2v0f)−1∇2vt1v0f)e−f(v0,vt1 )dv0∫
e−f(v0,vt1 )dv0
=
∫ (
1
∆t
I − 1
(∆t)2
(
∆t
2
∇2v0R+∇2v0g0 +
1
∆t
I
)−1)
e−f(v0,vt1 )dv0
/∫
e−f(v0,vt1 )dv0
<
(
1
∆t
− 1
(∆t)2
(
cg +
∆tcr
2
+
1
∆t
)−1)
I
=
(
cg +
∆tcr
2
1 + ∆t
(
cg +
∆tcr
2
)
)
I
:= κ1I.
By induction, one obtains that ρˆi(vi) ∝ exp(−Gˆi(vi)) with ∇2vi Gˆi < κiI (i.e. it is log
concave) for all i = 1, 2, · · ·N , where
κi = m(κi−1) =
(
κi−1 +
∆tcr
2
1 + ∆t
(
κi−1 +
∆tcr
2
)
)
,
κ0 = cg.
Since 0 < dm(x)dx < 1 for cg, cr > 0 and ∆t > 0, it follows that κi approaches a stable
fixed point κ∗ monotonically in time, where
κ∗ =
−∆tcr +
√
(∆tcr)2 + 8cr
4
,
and
κ∗ →
√
cr
2
as ∆t→ 0,
which together implies that
κi ≥ min
(
cg,
√
cr
2
)
∀ i = 0, 1, · · · , N.
That is, we have shown that ρˆi(vi) is log-concave. It then follows from (6.14) that
ρˇi(vi) ∀ i = 0, 1, · · · , N is log-concave since by (C1) and (C3), both Q(v) and
exp(U(v)) are log-concave. In particular, we have that
ρˇN (vN ) = exp(U(vN ))ρˆN (vN ),
is log-concave with parameter cu+min
(
cg,
√
cr
2
)
, which holds even as N →∞. From
a direct application of the Brascamp-Lieb inequality, we have that∫
|f(vN )|2ρˇN (vN )dvN ≤ 1
κ
∫
|∇f(vN )|2ρˇN (vN )dvN ,
with κ = cu + min
(
ω,
√
cr
2
)
for all test functions f ∈ H1ρˇN ,0(Rd), which can be
equivalently stated as
EP˜ (|f(vT )|2 exp(U(vT )− U(v0))NN ) ≤
1
κ
EP˜ (|∇f(vT )|2 exp(U(vT )− U(v0))NN )
(6.15)
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for all N ∈ N>0. Finally, from the definition of an Itoˆ stochastic integral we have that
NN L
2(P˜ )−−−−→ NT as N →∞,
and since L2 convergence implies weak convergence, it follows that
lim
N→∞
EP˜ (g(VT ) exp(U(VT )− U(V0))NN ) = EP˜ (g(VT ) exp(U(VT )− U(V0))NT ),
which together with (6.15) implies (4.3).
7. Conclusions. A number of particle filters have been proposed over the last
couple of decades with the common feature that the update step is governed by a
type of control law. This feature makes them an attractive alternative to traditional
Sequential Monte Carlo which scales poorly with the state dimension due to weight
degeneracy. This article proposes a unifying framework that allows to systematically
derive the McKean-Vlasov representations of these filters for the discrete time and
continuous time observation case, taking inspiration from the smooth approximation
of the data in [7] and [6]. We highlight the various choices on the coefficients of the
process that then leads to the different filters considered here, i.e. the FPF [26], [25],
[13], the so-called Crisan & Xiong filter [7] and the so-called Reich filter [16]. The
limiting form of the Crisan & Xiong and Reich filters is derived, thereby extending
them to the continuous time observation setting. Additionally, this framework leads to
formulations of the FPF and Reich filters for the continuous signal-discrete observation
setting that avoids the need for a 2 step predict-update procedure (the so-called δ-FPF
and δ-Reich filters respectively). All filters require the solution of a Poisson equation
defined on Rd, for which existence and uniqueness of solutions can be a non-trivial
issue. We therefore also establish conditions on the signal-observation system that
ensures well-posedness of the weighted Poisson equation arising in the FPF.
There are several future research directions arising from this work that could
be investigated. For instance, there are many other filters (e.g. [9]) that could be
further analysed under this framework as well, in particular to obtain their limiting
forms. Most importantly, we have only provided representations of the filters for the
continuous time observation limit, and a rigorous justification of the existence of such
processes as well as convergence will be investigated in a future publication. There
also exist possibilities to consider relaxations on the conditions onM and h to ensure
well-posedness of the Poisson equations arising in these filters.
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