Introduction
The existing image and data compression techniques try to minimize the mean square deviation between the original data f (x, y, z) and the compresseddecompressed data f (x, y, z). In many practical situations, reconstruction that only guaranteed mean square error over the data set is unacceptable.
For example, if we use the meteorological data to plan a best trajectory for a plane, then what we really want to know are the meteorological parameters such as wind, temperature, and pressure along the trajectory. If along this line, the values are not reconstructed accurately enough, the plane may crash; the fact that on average, we get a good reconstruction, does not help.
In general, what we need is a compression that guarantees that for each (x, y), the difference |f (x, y, z) − f (x, y, z)| is bounded by a given value ∆, i.e., that the actual value f (x, y, z) belongs to the interval [ f (x, y, z) − ∆, f (x, y, z) + ∆].
In this chapter, we describe new efficient techniques for data compression under such interval uncertainty.
Optimal Data Compression: A Problem

Data Compression Is Important
At present, so much data is coming from measuring instruments that it is necessary to compress this data before storing and processing. We can gain some storage space by using lossless compression, but often, this gain is not sufficient, so we must use lossy compression as well.
Successes of 2-D Image Compression
In the last decades, there has been a great progress in image and data compression. In particular, the JPEG2000 standard (see, e.g., [TM02] ) uses the wavelet transform methods together with other efficient compression techniques to provide a very efficient compression of 2D images.
Within this standard, we can select different bitrates (i.e., number of bits per pixel that is required, on average, for the compressed image), and depending on the bitrate, get different degrees of compression.
When we select the highest possible bitrate, we get the lossless compressions that enables us to reconstruct the original image precisely. When we decrease the bitrate, we get a lossy compression; the smaller the bitrate, the more the compressed/decompressed image will differ from the original image.
In principle, it is possible to use these compression techniques to compress 2D measurement data as well.
Compressing 3-D Data: Layer-by-Layer Approach
It is also possible to compress 3D measurement data f (x, y, z), e.g., meteorological measurements taken in different places (x, y) at different heights z.
One possibility is simply to apply the 2D JPEG2000 compression to each horizontal layer f (x, y, z 0 ).
Compressing 3-D Data: An Approach that Uses KLT Transform
Another possibility, in accordance with Part 2 of JPEG2000 standard [TM02] , is to first apply the Karhunen-Loève (KLT) transform to each vertical line. Specifically, we:
• compute the average valuē
of the analyzed quantity at a given height z, where N is the overall number of horizontal points (x, y); • compute the covariances between different heights:
• find the eigenvalues λ k and the eigenvectors e k (z) of the covariance matrix V (z 1 , z 2 ); we sort these eigenvectors into a sequence e 1 (z), e 2 (z), . . .
• finally, we represent the original 3D data values f (x, y, z) as a linear combination
of the eigenvectors e k (z).
An Approach that Uses KLT Transform: Details
How can we implement this approach?
• The first two steps are straightforward.
• The third step (computing eigenvalues and eigenvectors) is a known computational problem for which many standard software packages provides an efficient algorithmic solution.
• So, to specify how this method can be implemented, we must describe how the last step can be implemented, i.e., how we can represent the original 3D data as a linear combination of the eigenvectors.
First, why is such a representation possible at all? It is known (see, e.g., [TM02] ), that in general, the eigenvalues of a covariance matrix form a orthonormal basis in the space of all N z -dimensional vectors e = {e(z)} = (e(1), e(2), . . . , e(N z )).
By definition of a basis this means, in particular, for every (x, y), the corresponding difference vector
can be represented as a linear combination of these eigenvalues, i.e., that for every z, we have
where by a k (x, y), we denoted the coefficient at e k (z) in the corresponding expansion. From this formula, we get the desired representation of f (x, y, z).
How can we actually compute this representation? Since the vectors e k (z) form an orthonormal basis, we can conclude that for the expansion of the vector d x,y , each coefficient a k (x, y) at e k (z) is a dot (scalar) product of the vector d x,y and the k-th vector e k (z) from the basis, i.e., that
Substituting the expression for d x,y (z) into this formula, we conclude that
Comment. Actually, instead of using this explicit (thus fast-to-compute) formula, we can use even faster formulas of the so-called fast KLT transform (see, e.g., [TM02] ).
KLT Transform: Result
As a result of the KLT approach, we represent the original 3-D data as a sequence of the horizontal slices a k (x, y):
• the first slice a 1 (x, y) corresponds to the main (1-st) eigenvalue;
• the second slice a 2 (x, y) corresponds to the next (2-nd) eigenvalue;
• etc., with the overall intensity decreasing from one slice to the next one.
Next, to each of these slices a k (x, y), we apply a 2D JPEG2000 compression with the appropriate bit rate b k depending on the slice k.
Decompressing 3-D Data: KLT-Based Approach
To reconstruct the data, we so the following:
• First, we apply JPEG2000 decompression to each slice; as a result, we get the values a
• Second, based on these reconstructed slices, we now reconstruct the original 3-D data data as
Data Compression as an Optimization Problem: an Informal Introduction
Different bit rate allocations b k lead to different quality of (lossy) compression, i.e., to different quality of the corresponding decompressed data. Among all possible compression schemes that guarantee the given reconstruction accuracy (in some reasonable sense), we want to find the scheme for which the average bitrate
is the smallest possible. In some cases, the bandwidth is limited, i.e., we know the largest possible average bitrate b 0 . In such cases, among all compression schemes with b ≤ b 0 , we must find a one for which the compression/decompression error is the smallest possible.
JPEG2000 Approach Is Tailored Towards Image Processing and Towards Mean Square Error (MSE)
In the JPEG2000-based approach, for compressing measurement data, we use image compression techniques.
The main objective of image compression is to retain the quality of the image. From the viewpoint of visual image quality, the image distortion can be reasonably well described by the mean square difference MSE (a.k.a. L 2 -norm) between the original image I(x, y) and the compressed-decompressed image I(x, y).
As a result, sometimes, under the L 2 -optimal compression, an image may be vastly distorted at some points (x, y), and this is OK as long as the overall mean square error is small.
For Data Compression, MSE May Be a Bad Criterion
When we compress measurement results, our objective is to be able to reproduce each individual measurement result with a certain guaranteed accuracy.
In such a case, reconstruction that only guaranteed mean square error over the data set is unacceptable: for example, if we use the meteorological data to plan a best trajectory for a plane, what we really want to know are the meteorological parameters such as wind, temperature, and pressure along the trajectory.
If along this line, the values are not reconstructed accurately enough, the plane may crash. The fact that on average, we get a good reconstruction, does not help.
An Appropriate Criterion for Data Compression
What we need is a compression that guarantees the given accuracy for all pixels, i.e., that guarantees that the L ∞ -norm
In other words, what we need is a compression that guarantees that for each (x, y), the difference |f (x, y, z) − f (x, y, z)| is bounded by a given value ∆. i.e., that the actual value f (x, y, z) belongs to the interval
Comment. In engineering applications of interval computations, "interval uncertainty" usually means that the problem's parameters are uncertain parameters, known only with interval uncertainty.
In the above data compression problem, we have a non-parametric problem, so the traditional engineering meaning of interval uncertainty does not apply. In our problem, by interval uncertainty, we mean guaranteed bounds on the loss of accuracy due to compression.
Need for Optimal Data Compression under Interval Uncertainty
There exist several compressions that provide guaranteed bounds on the loss of accuracy due to compression. For example, if for each slice, we use the largest possible bitrate (corresponding to lossless compression), then a k (x, y) = a k (x, y) hence f (x, y, z) = f (x, y, z) , i.e., there is no distortion at all.
What we really want is, among all possible compression schemes that guarantee the given upper bound ∆ on the compression/decompression error, to find the scheme for which the average bitrate
is the smallest possible. In some cases, the bandwidth is limited, i.e., we know the largest possible average bitrate b 0 . In such cases, among all compression schemes with b ≤ b 0 , we must find a one for which the L ∞ compression/decompression error is the smallest possible.
What We Have Done
In this chapter, on the example of meteorological data, we describe how we can use an interval-motivation overestimator to find a good quality data compression.
3 The Use of Interval-Motivated Overestimator
What Exactly We Do
Specifically, we use JPEG2000 to compress 3D measurement data with guaranteed accuracy. We are following the general idea of Part 2 of JPEG2000 standard; our main contribution is selecting bitrates which lead to a minimization of L ∞ norm as opposed to the usual L 2 -norm.
Let Us Start Our Analysis with a 2-D Case
Before we describe how to compress 3-D data, let us consider a simpler case of compressing 2-D data f (x, y). In this case, for each bitrate b, we can apply the JPEG2000 compression algorithm corresponding to this bitrate value. After compressing/decompressing the 2-D data, we get the values f [b] (x, y) which are, in general, slightly different from the original values f (x, y).
In the interval approach, we are interested in the L ∞ error After each iteration, the size of the interval halves. Thus, after k iterations, we can determine b opt with accuracy 2 −k .
3-D Problem Is Difficult
In the 3-D case, we want to find the bitrate allocation b 1 , . . . , b N z that lead to the smallest average bit rate b among all the allocations that fit within the given interval, i.e., for which the L ∞ compression/decompression error does not exceed the given value ∆:
For each bit-rate allocation, we can explicitly compute this error, but there are no analytic formulas that describe this dependence, so we end up having to optimize a complex function with a large number of variables b i .
Such an optimization is known to be a very difficult task, because the computational complexity of most existing optimization algorithms grows exponentially with the number of variables. There are theoretical results showing that in general, this growth may be inevitable; to be more precise, this problem is known to be NP-hard; see, e.g., [Vav91] .
Main Idea: Using an (Interval-Motivated) Overestimator
In our case, the problem is, e.g., to find, among all bitrate allocations (b 1 , b 2 , . . .) with b ≤ b 0 , the one for which the L ∞ compression/decompression error D (b 1 , b 2 , . . .) is the smallest possible.
Since it is difficult to minimize the original function D(b 1 , . . .), we:
• design an easier-to-optimize overestimator
and then • find the values b i that minimize his overestimator D(b 1 , . . .) . • Since, in general, D(b 1 , . . .) ≤ D(b 1 , . . .) , the resulting allocation is only suboptimal with respect to D(b 1 , . . .).
• Overestimators and underestimators are a known tool in global optimization; see, e.g., [Flo00] .
• The ideas of underestimators and overestimators are in good accordance with the main ideas behind interval computations; see, e.g., Appendix.
Explicit Formula for the Overestimator
Since we use the KLT, the difference
Therefore, once we know the L ∞ -norms
of the compression/decompression errors of each slice, we can conclude that
Thus, the desired L ∞ error is bounded by
Resulting Algorithm: Derivation
In accordance with the above idea, to get the (suboptimal) bitrate allocation b i , we must minimize the function
By using the Kuhn-Tucker approach, we can reduce this problem to the unconstrained problem, namely, to the problem of finding stationary points of the function
By definition of a stationary point, derivatives w.r.t. all the variables b i should be 0s, so we end up with the equation
where the parameters λ should be selected based on the value b 0 . It can be easily shown that the other problem, the problem of minimizing the average bitrate under the constraint that the compression/decompression error does not exceed ∆, leads to the same equation.
As we have mentioned, the function
It is therefore reasonable to represent the desired equation as
What are the bounds on λ? The larger b k , the smaller λ. From the above formula, we conclude that
Algorithm: Description
Once we know, for each slice k, the dependence D k (b) of the corresponding L ∞ -error on the bitrate b, we can find the desired (suboptimal) values b k as follows.
At first, we compute the above-described values Λ k and Λ. We know that
We use bisection to sequentially halve the interval containing λ and eventually, find the optimal value λ.
Once we know an interval [λ − , λ + ] that contains λ, we pick its midpoint λ mid , and then use bisection to find, for each k, the value b k for which
Based on these b k , we compute the average bitrate b.
• After k iterations, we get λ with the accuracy 2 −k , so a few iterations are sufficient. Once we are done, the values b k corresponding to the final λ mid are returned as the desired bitrates.
The only remaining question is how to determine the dependence D k (b). In principle, we can try, for each layer k, all possible bitrates b, and thus get an empirical dependence D k (b).
We have shown, that this dependence can be described by the following analytical formula:
α for all the values b until a certain threshold b 0 , and
(This model is a slight modification of a model from [MF98] .) So, instead of trying all possible values b, it is sufficient to try a few to determine the values of the parameters A i , b 0 , and α corresponding to the given layer.
Results
To test our algorithm, we applied it to 3-D meteorological data:
• temperature T, • pressure P, • the components U, V, and W of the wind speed vector, and • the waver vapor missing ratio WV.
For meteorological data, the resulting compression indeed leads to a much smaller L ∞ error bound ∆ new than the L ∞ error bound ∆ MSE corresponding to the bitrate allocation that optimizes the MSE error. The ratio ∆ new /∆ MSE decreases:
These results are shown in Fig. 1 
A The Relation between Interval Computations and the Ideas of Underestimators and Overestimators
The idea of an overestimator is very similar to the experience of interval computations; see, e.g., [JKDW01] .
In many areas of science and engineering, we are interested in the value of a physical quantity y that is difficult (or even impossible) to measure directly. To measure such quantities, we find auxiliary easier-to-measure quantities x 1 , . . . , x n that are related to y by a known algorithm y = g(x 1 , . . . , x n ) -an algorithm that, in general, computes a complex functions with a large number of variables. Then, we measure x i , and apply the algorithm f to the results x 1 , . . . , x n of measuring x i . As a result, we get an estimate y = g( x 1 , . . . , x n ) for y.
Since the measured values x i are, in general, slightly different from the actual values x i , a natural question is: what is the error of the resulting estimate?
In many practical situations, the only information that we have about the measurement errors ∆x i def = x i −x i of direct measurements is the upper bounds ∆ i on |∆x i | guaranteed by the manufacturer of the measuring instrument. In such situations, the only information that we have about the actual value x i is that x i lies in the interval
In this case, the only information that we have about y is that y belongs to the range
It is known that computing this range exactly is an NP-hard problem; see, e.g., [KLRK97] . Crudely speaking, NP-hard means that we cannot have an algorithm that always finished in reasonable time and that always produces the exact range.
The objective of interval computation is find guaranteed bounds for the actual value of y. Since we cannot find the exact range y, researchers in interval computations design algorithms that provide us with an enclosure Y ⊇ y for the actual range. The lower bound of this enclosure is a (guaranteed) underestimator, and the upper of this enclosure is an overestimator.
