












leading	 to	 a	 climate	 of	 clash	 and	mutual	 distrust	 between	different	 stakeholders.	 Throughout	 the	
years,	the	interdisciplinary	field	of	technology	assessment	(TA)	has	gained	considerable	experience	in	
studying	 socio-technical	 controversies	 and	 as	 such	 is	 exceptionally	 well	 equipped	 to	 assess	 the	
premises	 and	 implications	of	Big	Data	practices.	However,	 the	 relationship	between	Big	Data	as	 a	
socio-technical	phenomenon	and	TA	as	a	discipline	assessing	such	phenomena	is	a	peculiar	one:	Big	
















2009),	 there	 is	 hardly	 a	 segment	 of	 modern	 society	 that	 is	 not	 expected	 to	 be	 touched	 and	
transformed	 by	 the	 ongoing	 "Big	 Data	 revolution"	 (Mayer-Schönberger	 and	 Cukier	 2013).	 While	
wrapped	in	a	rhetoric	of	hype	and	hope,	applications	of	Big	Data	are	no	longer	science	fiction:	From	
crime	and	disaster	prediction	to	online	advertising,	from	precision	medicine	and	disease	tracking	to	
industry	 4.0,	 from	 smart	 cities	 and	 climate	 research	 to	 credit	 and	 insurance	 scoring,	 the	 use	 of	




















the	 incorporation	of	 advanced	 analytics	 into	 virtually	 all	 areas	of	 human	 life	 already	 considered	a	
foregone	conclusion.		
	 But	 the	 rise	 and	 spread	 of	 Big	 Data	 solutionism	 (see	 Morozov	 2013b)	 has	 not	 remained	
unchallenged.	Observers	in	the	media	and	academia,	but	also	from	watchdog	organizations	and	public	

















	 Throughout	 the	years,	 the	 interdisciplinary	 field	of	 technology	assessment	 (TA)	has	gained	
considerable	 experience	 in	 studying	 socio-technical	 controversies.	 Extensive	 research	 on	 issues	
ranging	 from	 nuclear	 power	 and	 waste	 management	 to	 genetically	 modified	 organisms,	 geo	




of	 central	 concern	 to	 the	 field	and	 its	 scholars.3	 In	addition,	TA	as	a	 concept	and	practice	aims	 to	




                                                
2	Citizens'	passivity	may	have	multiple	causes.	A	survey	by	Turow,	Hennessy,	and	Draper	(2015)	on	consumer	













its	 proficiency	 in	 facilitating	 (upstream)	 public	 engagement,	 and	 its	 expertise	 in	 developing	




their	 relationship	 as	 one	 marked	 by	 rivalry	 and	 competition.	 Despite	 significant	 epistemic	 and	
methodological	differences,	Big	Data's	key	promise	bears	striking	similarities	to	that	of	TA,	namely	the	
provision	 of	 actionable,	 future-oriented	 knowledge.	 Consequently,	 the	 nascent	 field	 of	 Big	 Data	
analytics	–	home	to	a	growing	number	of	software	solutions	marketed	by	major	IT	companies	–	may	
soon	challenge	TA	in	one	of	the	discipline's	core	roles	and	functions:	as	a	scientific	advisor	to	political	



















study	on	data-driven	 analysis	 and	predictive	policing	 (Teknologirådet	 2015),	 the	UK	Parliamentary	
Office	 of	 Science	 and	 Technology's	 exploration	 of	 Big	 Data	 uses	 across	 various	 policy	 areas6,	 or	
background	 documents	 by	 the	 European	 Commission's	 Unit	 for	 eHealth	 and	 Health	 Technology	














Advisors	 on	 Science	 and	 Technology	 2014)	 are	 examples	 of	 high-profile	 technology	 assessments	
meant	to	inform	and	steer	federal	S&T	policy.7	
While	the	 initiatives	 listed	above	differ	 in	scale	and	scope,	they	share	the	common	goal	of	
examining	 the	 potential	 impacts	 of	 Big	 Data	 from	 a	 decidedly	multidisciplinary	 perspective.	 The	
German	ABIDA	project,	 for	 instance,	 includes	 five	 specialized	working	groups	who	are	 tasked	with	
assessing	 the	 opportunities	 and	 challenges	 of	 Big	 Data	 from	 either	 an	 ethical,	 legal,	 sociological,	
economical,	or	political	science	point	of	view.	8	Such	multidisciplinary,	which	has	been	an	integral	part	
of	TA	programs	for	decades9,	can	contribute	to	Big	Data	discourse	in	two	important	ways:	On	the	one	
hand,	by	bringing	 together	expertise	and	 insights	 from	different	 fields,	 TA	may	provide	a	 synoptic	
overview	of	what	 is	 often	 scattered	across	 various	disciplinary	boundaries.	 Presented	 in	a	 concise	
manner,	this	collected	information	may	then	allow	TA	scholars	to	act	as	"knowledge	brokers"	(Meyer	









	 	Multidisciplinarity,	 however,	 is	 usually	 only	 the	 first	 step;	 the	 establishment	 of	
interdisciplinary	 dialogue	 and	 collaboration	 being	 the	 next.	 Perceived	 as	 a	 chance	 to	 transcend	
research	silos	and	facilitate	"more	radical	interactions	between	different	styles	of	knowledge"	(Stirling	




neither	existing	 law	 (see	Barocas	and	Selbst	2016)	nor	new	regulatory	approaches	 (see	Rubinstein	
2013),	the	search	for	hidden	patterns	and	trends	in	ever	larger	–	and	increasingly	diverse	–	datasets	
poses	a	host	of	intricate	ethical	and	epistemic,	social	and	political,	 legal,	technical,	and	commercial	
challenges	 that	 evade	 traditional	 problem-solving	 strategies.	 Though	not	 a	panacea,	 issue-focused	
interdisciplinary	research,	as	included	in	many	TA	programs	(e.g.,	see	Decker	and	Grunwald	2001),	can	
help	in	finding	options	for	political	action,	providing	practical	guidance	for	problems	that	do	not	fit	
into	 the	 functional	 differentiation	 of	 academic	 disciplines.10	 Yet	 successful	 collaboration	 can	 be	














in	 Europe,	 where	 higher	 education	 and	 research	 continue	 to	 be	 dominated	 by	 scholarly	
compartmentalization11,	 TA	might	 play	 a	 crucial	 role	 in	 facilitating	 such	 interactions,	 nourishing	 a	
culture	 of	 interdisciplinarity	 ready	 to	 support	 the	 governance	 of	 new	 and	 emerging	 technologies,	
including	Big	Data.	
	 While	multi-	and	interdisciplinarity	are	key	constituents,	TA	projects,	including	several	of	the	
Big	 Data-oriented	 initiatives	 mentioned	 above,	 often	 seek	 to	 take	 an	 additional	 step:	 the	
implementation	 of	 transdisciplinary	 engagement,	 meaning	 the	 active	 involvement	 of	 actors	 (e.g.,	
laypeople,	specialists,	interest	groups)	from	diverse	social	and	professional	backgrounds,	in	an	effort	
to	broaden	the	scope,	gain	new	perspectives,	and	make	the	borders	between	science,	technology,	
and	 society	more	 permeable.12	 Depending	 on	 the	 stage	 of	 a	 techno-scientific	 development,	 such	
participatory	approaches	may	serve	 two	main	purposes13.	On	 the	one	hand,	 in	 the	early	 stages	of	
development,	when	a	 technology	 is	new	and	societal	 consequences	are	difficult	 to	 foresee,	public	
engagement	–	e.g.,	through	scenario	exercises	(see	Selin	2011),	group	discussions	(see	Felt	et	al.	2014),	




complexity	 and	 uncertainty	 (see	 Barben	 et	 al.	 2008).	 On	 the	 other	 hand,	 however,	 when	 a	
controversial	 technology	 has	 already	 become	 entrenched	 and	 ex	 ante	 preparation	 is	 no	 longer	
possible,	the	involvement	of	heterogeneous	groups	of	actors	can	provide	a	better	understanding	of	











help	 to	address	and	successfully	deal	with	 the	manifold	challenges	posed	by	Big	Data.	 In	 turn,	 the	
ongoing	controversy	about	Big	Data	provides	an	opportunity	for	TA	to	prove	 itself	as	a	theory	and	







social	 consequences	 of	 a	 technology	 cannot	 be	 predicted	 early	 in	 the	 life	 of	 the	 technology.	 By	 the	 time	
undesirable	 consequences	 are	 discovered,	 however,	 the	 technology	 is	 often	 so	 much	 part	 of	 the	 whole	
economics	and	social	fabric	that	its	control	is	extremely	difficult."	Like	Collingridge,	TA	searches	for	ways	and	



















While	 TA	 was	 initially	 conceived	 as	 a	 "rational-scientific	 tool"	 (Thompson	 Klein	 2001)	 that	 would	
provide	 policy	 makers	 with	 "competent,	 unbiased	 information"	 concerning	 "probable	 impacts	 of	
technology"14,	 the	 field's	 focus	 has	 since	 shifted	 from	 mere	 risk-based	 assessments	 to	 greater	
consideration	of	public	acceptance	(see	Assefa	and	Frostell	2007)	and	social	desirability	(see	Bennett	
and	Sarewitz	2006).	Supported	by	a	broad	variety	of	survey	and	engagement	methods15,	numerous	
research	projects	have	 sought	 to	 investigate	people's	 values	and	beliefs,	 but	 also	 their	hopes	and	
concerns	 regarding	 specific	 techno-scientific	 developments.	 However,	 there	 are	 certain	 problems:	
Quantitative	 survey	 research,	 for	 instance,	 has	 been	 criticized	 for	 relying	 on	 narrow	 'tick-box'	
questionnaires	 that	 fail	 to	 account	 for	 the	 plurality	 and	 complexity	 of	 laypeople's	 thinking	 (see	
Macnaghten	et	al.	2010)	and	for	the	particular	'versions	of	reality'	such	surveys	enact	(see	Law	2009).	
Qualitative	 engagement	 exercises,	 in	 comparison,	 have	 come	 under	 fire	 for	 being	 slow	 and	 time-
consuming16,	 for	granting	too	much	authority	to	the	new	"experts	of	community"	(Rose	1999)	and	
their	 "technologies	 of	 participation"	 (Chilvers	 and	Kearnes	 2016),	 and	 for	 issues	 of	 legitimacy	 and	
representativeness	(see	Lafont	2015).		






                                                
14	Quoted	from	the	U.S.	Congress	Technology	Assessment	Act	of	1972,	Public	Law	92-484,	§	2(d)	and	§	3(c),	




















al.	 2011),	 the	ability	 to	measure	public	 attitudes	directly	and	without	delay	presents	a	 compelling	

















exercises,	 or	 scenario	 development	 (see	 Porter	 2010).	 On	 the	 other	 hand,	 conceptual	 work	 on	
technology	futures	has	blossomed	in	recent	years,	and	there	have	been	numerous	attempts	–	both	
from	 within	 and	 beyond	 TA	 –	 to	 conceptually	 grasp	 the	 dynamic	 and	 performative	 relationships	
between	past,	present,	and	future	(see	Esposito	2007;	Brown	and	Michael	2003).	Two	prominent	non-
deterministic	 approaches	 at	 the	 core	 of	 the	 TA	 movement	 are	 the	 concept	 of	 "anticipatory	
governance"	(Guston	2014)	and	the	notion	of	"technology	futures"	(Grunwald	2012).	While	the	former	
advocates	 broad-based	 capacity	 building	 to	 manage	 emerging	 technologies	 as	 long	 as	 such	
management	is	still	possible	(see	Guston	2008),	the	latter	stresses	the	value	of	technology	futures	as	




be	 steered	and	 shaped,	not	 "determined	by	natural	 necessities,	 but	 contingent	 and	 influenced	by	
human	action"	(Voß	et	al.	2006).	Avoiding	any	'crystal	ball	ambitions',	contemporary	TA	conceptualizes	


















of	 futurity"	 (Ekbia	 et	 al.	 2014),	 in	 which	 slower	 and	 less	 accurate	 methodologies	 are	 considered	
obsolete.	In	a	society	that	increasingly	thinks	and	lives	towards	the	future,	that	is	marked	by	a	constant	











was	 commissioned	 to	 advise	 the	 US	 Congress	 in	 matters	 of	 science	 and	 technology.	 While	 the	
executive	branch	of	 the	US	government	could	 rely	on	an	extensive	apparatus	of	departments	and	
agencies,	Congress	as	the	legislative	branch	was	lacking	such	resources.	Thus,	a	crucial	function	of	OTA	
was	 to	 re-establish	 the	 knowledge/power	 balance	 between	 the	 government's	 legislative	 and	
executive	branches	(see	Sadowski	2015;	Bimber	1996).	The	focus	on	actionable	knowledge,	however,	
becomes	 apparent	 not	 only	 in	 the	 specific	 case	 of	 parliamentary	 TA,	 which	 aims	 to	 "strengthen	
representative	democracy	by	timely	informing	MPs	about	the	potential	social	impacts	of	technological	
change"	 (van	 Est	 and	Brom	2012),	 but	 also	when	participatory	 TA	 is	 used	 as	 a	means	 to	mediate	
between	 the	 interests	 of	 different	 stakeholders,	 for	 instance	 in	 the	 context	 of	 selecting	 sites	 for	
nuclear	waste	disposal	(see	Hocke	and	Renn	2009).	The	distinction	between	consultation,	on	the	one	
hand,	and	decision	making,	on	the	other,	 is	crucial	 for	 the	disciplinary	self-understanding	of	TA.	 In	
order	to	remain	trustworthy	in	its	advisory	function,	TA	aims	at	providing	independent,	high-quality	
















of	 the	discipline,	but	as	a	 testimony	 to	 its	 facilitative	and	 supportive	 rather	 than	deciding	 societal	
function.	
	 In	the	case	of	Big	Data,	the	distinction	between	consultation	and	decision	making	is	far	less	
obvious:	While	Big	Data	 technologies	are	 said	 to	provide	 insight	and	guidance	 for	human	decision	
making,	they	are	increasingly	used	to	generate	decision	recommendations	or	even	take	action	on	their	
own	(see	Citron	and	Pasquale	2014).	What	can	thus	be	observed	is	a	gradual	shift	from	description	
(i.e.,	 data	 reporting)	 and	 prediction	 (i.e.,	 identifying	 trends)	 to	 prescription	 and	 automation	 (see	
Davenport	2015).	Whereas	prescriptive	analytics	are	meant	to	suggest	actions	and	"tell	you	what	to	
do"	 (Davenport	2013),	 the	move	towards	automation	shifts	 the	power	–	and	burden	–	of	decision	
making	from	the	human	actor	to	ever	smarter	programs	and	machines.	In	the	latter	case,	algorithmic	




critically	 assess	 and	 question	 the	 "prominence	 and	 status	 acquired	 by	 data	 as	 a	 commodity	 and	
recognized	output"	(Leonelli	2014)	as	well	as	to	challenge	the	"widespread	belief	that	large	data	sets	
offer	a	higher	 form	of	 intelligence	 […],	with	an	aura	of	 truth,	objectivity,	and	accuracy"	 (boyd	and	
Crawford	2012).	 In	addition,	however,	 the	 field	will	also	have	to	develop	strategies	 to	maintain	 its	
relevance	 in	 a	 crisis-ridden	 political	 environment	 that	 longs	 for	 seemingly	 clean,	 unambiguous	
knowledge	and	advice.	To	be	blunt,	the	recent	push	for	"data	for	policy"	(EC	2016c)	and	"evidence-
informed	 decision	 making"	 (EC	 2015a)	 does	 not	 aim	 to	 raise	 the	 budget	 for	 traditional	 public	
engagement	exercises,	but	encourages	the	development	of	computational	solutions	that	may	make	







only	 an	object	of	 inquiry,	 but	 also	 a	major	 competitor,	 rivaling	TA	 in	 several	 of	 its	 core	 functions.	
Having	 outlined	 a	 narrative	 of	 competition	 in	 the	 previous	 section,	we	 now	want	 to	 conclude	 by	
sketching	an	alternative	way	forward,	one	that	considers	the	relationship	between	Big	Data	and	TA	


















discipline.	 Meaningful	 assessments	 of	 societal	 impacts	 will	 thus	 require	 the	 collaboration	 of	

















(European	 Parliament	 and	 Council	 2013)	 by	 "includ[ing]	 multi-actor	 and	 public	 engagement	 in	
research	 and	 innovation"	 (EC	 n.d.	 b),	 fostering	 "dialogues	 between	 researchers,	 policy	 makers,	
industry	 and	 civil	 society	 organizations,	 NGOs,	 and	 citizens"	 (EC	 n.d.	 a).	While	 the	 general	 aim	 of	
"bringing	on	board	the	widest	possible	diversity	of	actors"	(EC	n.d.	a)	may	be	democratically	laudable,	
and	TA	certainly	has	a	lot	to	offer	in	this	regard	(see	Section	2),	the	specific	modes	and	modalities	of	
engagement	 remain	 a	 major	 issue	 of	 concern.	 Despite	 a	 rhetoric	 of	 openness	 and	 inclusion,	
consultation	exercises	are	frequently	designed	as	one-way,	 top-down	public	education	approaches	






specific	 services	 and	 applications	 (see	 Rip	 1986).	 Moreover,	 measures	 should	 be	 taken	 that	 the	
outcomes	 and	 findings	 of	 deliberative	 engagements	 can	 actually	 affect	 the	 regulation	of	 new	and	



















decisive	 for	 their	 content	 (see	Grunwald	 2010).	 Such	 a	 reflexive	 stance	may	prove	 valuable	when	
assessing	 the	 performativity	 and	 politics	 of	 Big	 Data	 forecasts,	 which	 are	marked	 by	 a	 shift	 from	
prediction	to	prescription,	no	longer	limited	to	the	confines	of	prognosis,	but	actively	telling	people	
"what	 they	 should	 be	 doing	 next"	 (Eric	 Schmidt,	 quoted	 in	 Jenkins	 2010).	 Ultimately,	 Big	 Data's	
predictive	power	may	enable	a	"new	philosophy	of	preemption"	(Kerr	and	Earle	2013),	which	forestalls	







one	 hand,	 and	 Big	Data	 proponents'	 claims	 of	 predictive	 superiority	 and	 analytical	 neutrality	 (see	
Anderson	2008),	on	the	other,	TA	may	soon	face	a	new	competitor	in	providing	guidance	and	support	
for	public	policy.	But	policy	makers	should	be	aware	that	the	very	kind	of	knowledge	they	receive	may	
differ	 considerably	 between	 the	 two	 approaches:	While	 TA	 focuses	 on	 collective	 problem	 solving,	


















                                                
21	In	this	respect,	TA	could	also	learn	from	the	digital	methods	community,	which	has	employed	Web-based	tools	
to	map	 controversies	 around,	 e.g.,	 global	warming	 (Weltevrede	 and	Borra	 2016),	 biofuels	 (Eklöf	 and	Mager	
2013),	or	GM	food	(Marres	and	Rogers	2000),	embracing	the	epistemic	opportunities	of	online	data	mining	while	










methods	 for	exploring	possible	 future	 trajectories,	and	 the	provision	of	actionable	knowledge	and	
advice	 for	political	decision	making.	We	believe	 that	 in	order	 to	 stay	 in	 the	game,	TA	will	 have	 to	
engage	with	the	new	methods	and	techniques	offered	by	Big	Data	technologies.	Such	an	engagement	
should	include,	but	not	be	limited	to,	critical	reflection.	Instead,	TA	should	consider	forming	coalitions	
of	 mutual	 learning,	 for	 instance	 by	 including	 data	 scientists	 into	 future	 project	 designs,	 thereby	
expanding	 its	multidisciplinary	expertise	by	yet	another	approach.	What	we	propose	is	a	third	way	
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