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Tato diplomová práce se zabývá metodami detekce anomálií v síťovém provozu. Nejdříve
práce rozebírá základní pojmy z oblasti detekce anomálií a již používané technologie. Dále
jsou zde podrobněji popsány tři metody pro vyhledávání anomálií a některé typy anomálií.
V druhé části této práce je popsána implementace všech tří metod a jsou prezentovány
výsledky experimentování na reálných datech.
Abstract
This master thesis deals with detecting anomalies methods in network traffic. First of all
this thesis analyzes the basic concepts of anomaly detection and already using technology.
Next, there are also described in more detail three methods for anomalies search and some
types of anomalies. In the second part of this thesis there is described implementation of
all three methods and there are presented the results of experimentation using real data.
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Počítačové sítě a telekomunikační technologie zažívají v posledních několika desetiletí bou-
řlivý rozvoj. Především úspěch Internetu přinesl síťové technologie do komerční sféry a do
velkého množství domácností. Díky připojení k Internetu mohou uživatelé využívat mnoho
služeb, od prohližení webových stránek přes používání elektronické pošty, používání so-
ciálních sítí, telefonování až po náročné multimediální aplikace jako je sledování videa.
Abychom mohli všechny tyto služby využívat, potřebujeme spolehlivý chod počítačové sítě.
Z tohoto důvodu vzniklo velké množství nástrojů zajišťující bezpečnost provozu na síti.
Jedním ze základních bezpečnostních prvků sítě je firewall. Firewall je zařízení, které
omezuje přístup mezi chráněnou počítačovou sítí a Internetem, nebo mezi dalšími sítěmi. V
současné době se s ním často setkáváme i na osobních počítačích. Základní funkčnost spočívá
ve filtrování paketů na základě IP adresy a čísla portu. I když je firewall z bezpečnostního
hlediska důležité zařízení, poskytuje pouze základní ochranu a na pokročilé typy útoků
nestačí. Z tohoto důvodu existují systémy pro odhalení průniku (IDS – Intrusion Detection
System).
Systém pro odhalení útoku shromažďuje informace z různých částí počítačové sítě, které
jsou následně analyzovány. Pokud IDS identifikuje možné bezpečnostní narušení, informuje
administrátora, případně provede předem připravenou akci za účelem odstranění bezpeč-
nostní hrozby (hrozba je potenciální možnost úmyslného neoprávněného pokusu zneužít
informace [3]). Systémy IDS se dělí na dva typy – síťové IDS (NIDS – Network IDS ) a
systémy IDS běžící na hostitelském počítači (HIDS – Host-based IDS ) [14]. V závislosti
na typu provedené analýzy rozlišujeme dvě skupiny IDS – systémy založené na detekci
signatur, systémy založené na detekci anomálií a nebo hybridní systémy využívající obě
předchozí metody [14, 24].
Systémy založené na detekci signatur využívají faktu, že každý útok má vlastní cha-
rakteristický vzor, který lze ručně popsat. Takto definovaný útok či podezřelé chování je
pak nutné přidat do databáze vzorů. Systém pro odhalení útoku porovnává příchozí pa-
kety s databází vzorů a pokud dojde ke shodě, systém zahlásí útok. Tento systém neustále
vyhledává důkazy o rušivé činnosti bez ohledu na normální chování systému.
Hlavní výhoda tohoto přístupu detekce je, že známé útoky může spolehlivě odhalit s
nízkou mírou falešných poplachů (false positive – IDS vygeneruje chybně alarm při normální
síťové aktivitě, false negative – IDS nedetekuje útok při známém útoku [24]). Dále díky
detekci podle vzorů systém hned pozná, o jaký konkrétní typ škodlivé činnosti se jedná a
ulehčí tak práci administrátora sítě. Mezi nevýhody patří neustálé aktualizování databáze
vzorů. Stejně tak popis jednotlivých útoků je vysoce odborná a časově náročná práce. V
neposlední řadě systém potřebuje popis veškeré škodlivé činnosti na síti, což je praktický
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nemožné. Z toho vyplývá, že systém je schopen detekovat pouze známé útoky.
Systémy založené na odhalování anomálií, na rozdíl od předchozí metody, vytváří mo-
dely normálního chování a reagují na odchylky od normálního chování. Každá odchylka se
považuje za škodlivou činnost.
”
Normální“ je definované ve vztahu s již dříve pozorovaným
bezproblémovým chováním a pokud jsou zjištěny nové poznatky, tak je systém aktualizován.
Takováto koncepce přínáší celou řadu výhod. Nejdůležitější je fakt, že systém založený
na detekci anomálií je schopen rozpoznávat i neznámé útoky, protože detekuje odchylky od
normálního provozu. Dále je schopen detekovat škodlivou činnost i uvnitř sledované sítě
(např. když je ukraden účet některého z uživatelů). Navíc pro útočníka není snadné zneužít
takto chráněnou síť, protože nezná přesné metody, které detekční systém používá.
Hlavní nedostatek u detekce anomálií je, že systém musí před nasazením do ostrého
provozu projít trénovací fází, kdy je vytvořen
”
normální“ model chování. Právě při vytváření
normálního modelu může dojít i k natrénování nestandardního chování, a pak detekční
systém není schopen poznat toto chování. Další nepříjemná vlastnost systému je v detekci
anomálií než samotných útoků, z čehož vyplývá, že systém generuje vysokou míru falešných
poplachů (false positive). Právě vytvoření normálního modelu chování a snížení falešných
poplachů je v současné době předmětem výzkumu.
Posledním typem detekce škodlivé činnosti na počítačové sítě jsou hybridní systémy,
tedy systémy, které kombinují jak metody založené na detekci signatur, tak i metody za-
ložené na vyhledávání anomálií.
Úvodní kapitola 2 vymezuje základní techniky používané v současné době pro odhalo-
vání anomálií v síťovém provozu. Další kapitola 3 se zabývá popisem tří metod vyhledá-
vání anomálií – metodou ASTUTE, vlnkovou transformací a použitím Kalmanova filtru.
V kapitole 4 jsou popsána vstupní data, která lze použít na testování jednotlivých metod.
Následující kapitola 5 obsahuje krátký seznam různých síťových anomálií. Jsou zde popsáný
anomálie typu skenování portů, (D)DoS útoky či útoky na DNS servery. V kapitolách 6 a 7
je popsána implementace testovacího softwaru a jeho testování. Poslední kapitola 8 shrnuje




V současné době existuje velké množství různých přístupů detekce anomálií v síťovém pro-
vozu, které se však dají rozdělit do dvou skupin. První kategorie je založena na učení a
vytváření modelu (učení s učitelem), druha kategorie využívá předem vytvořený model
(učení bez učitele) [4].
Metoda učení s učitelem se obvykle skládá ze dvou kroků – trénovací fáze a testovací
fáze. Při trénovací fázi se obyčejně zvolí nějaký časový úsek (např. den) provozu na síti a
následně je vytvořen model normálního chování. V testovací fázi systém sleduje tok dat na
síti a porovnává ho s vytvořeným modelem. Pokud objeví nějakou odchylku, označí ji jako
anomálii [14].
Metoda učení bez učitele žádné dva kroky neobsahuje. Detekční systém potřebuje něja-
kým způsobem naučit (naprogramovat) různé typy anomálií, aby je byl schopen odhalovat.
Uživatel si tedy sám určí, na jaké odchylky bude systém reagovat a v případě potřeby je
může snadno změnit [4]. Odpadá tak časově náročná trénovací fáze.
Hlavní idea systému detekce anomálií spočívá v tom, že ne všechny anomálie jsou úto-
kem na počítačovou síť [20]. Pokud útočník vnikne do hostitelského systému a nezná přesně,
jak se skutečný uživatel systému chová, je veliká šance, že útočníkovo proniknutí do hostitel-
ského systému bude označeno jako anomálie. V ideálním případě budou všechny anomálie
označeny jako vniknutí útočníka do systému. V praxi se ale moc nesetkáme s případem, že
všechny anomálie jsou i napadením počítačové sítě. V práci [20] jsou uvedeny čtyři případy,
každý s nenulovou pravděpodobností:
• Intrusive but not anomalous: Detekční systém nevygeneruje alarm při útoku (falešně
negativní)
• Not intrusive but anomalous: Detekční systém pošle alarm při normální síťové aktivitě
(falešně pozitivní)
• Not intrusive and not anomalous: Detekční systém nevyšle žádný signál při normální
aktivitě (pravé negativní)
• Intrusive and anomalous: Detekční systém zareaguje správně na útok (pravé pozitivní)
V současné době se téměř všechny systémy potýkají s nadměrným detekováním anomálií,
přičemž nejde o útok. V krajním případě detekční systém generuje velké množství anomálií,
které nejsou útok a administrátor detekční systém vypíná. Právě snižování hlášení anomálií
je předmětem intenzivního výzkumu.
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Ve zbytku kapitoly budou popsány metody pro odhalování anomálií. Bude se jednat o
statistické metody, metody založené na strojovém učení a metody založené na dolování z
dat.
2.1 Statistické metody
Princip detektorů anomálií založených na statistických metodách je ve sledování provozu
jednotlivých prvků počítačové sítě a vytváření statistického profilu, který zachycuje jeho
chování. Každý profil obsahuje množinu sledovaných proměnných, jejich hodnotu a pra-
hovou hodnotu, která tvoří hranici mezi normálním a anomálním chováním. Typicky se
ukládají dva druhy profilů – jeden profil obsahuje data v normálním stavu, druhý profil
obsahuje aktuální hodnoty sledovaného systému. Po uvedení detektoru do provozu jsou
jednotlivé síťové události zpracovávány, hodnoty jsou přepočítávány a ukládány do aktu-
álního profilu. Takto získané hodnoty jsou srovnávány s hodnotami v normálním stavu.
Jakmile se údaje z aktuálního profilu vyznamně odlišují od údajů z normálního profilu,
potom je vygenerován alarm a chování je označeno za anomální.
Koncept systému IDS se poprvé objevil v roce 1980 v práci James P. Andersona [3].
Zde jsou popsány IDS první generace, kdy je zejména kladen důraz na jednotlivé počítačové
systémy. V druhé generaci se zpracování událostí stává více propracované, je sledováno více
klíčových proměnných a je implementováno jednoduché generování poplachů v reálném
čase.
V roce 1987 publikovala Dorothy E. Denning [11] obecný model IDS schopný detekovat
různé typy útoků v reálném čase, který využívá statistické metody. Model je nezávislý na
konkrétním systému nebo aplikačním prostředí, proto poskytuje univerzální IDS. Na základě
tohoto modelu byl vyvinut jeden z prvních systémů detekce anomálií Intrusion Detection
Expert System (IDES [22]). IDES nepřetržitě sleduje chování uživatelů a odhaluje podezřelé
události pokud nějaké nastanou. V následujících letech byl vyvinut lepší systém pod názvem
Next-generation Intrusion Detection Expert System (NIDES [2]). NIDES sleduje provoz na
síti jak v reálném čase, tak může být spouštěn v dávkovém režimu pro pravidelnou analýzu
odchycených dat.
Další známý systém využívající statistické metody se jmenuje Haystack [34]. Haystack
byl původně navržen jako detektor anomálií na víceuživatelských systémech amerického le-
tectva na základně Kelly Air Force Base, San Antonio, Texas. Detekce anomálií využívá dva
koncepty: 1) vytváření modelu chování uživatelů v minulosti, 2) předem stanovené obecné
modely skupin uživatelů, které specifikují přijatelné chování těchto uživatelů. Díky nasa-
zení na vojenské základně, kde chování uživatelů je silně omezené bezpečnostní politikou,
je detekování anomálií a množství falešných poplachů na přijatelné úrovni. V civilní oblasti
by bylo použití systému komplikované. Haystack nepracuje v reálném čase.
Poslední zde uvedený detekční systém je zásuvný modul pro IDS Snort, který se jmenuje
Statistical Packet Anomaly Detection Engine (SPADE [36]). V terminologii systému Snort
se tyto zásuvné moduly nazývají preprocesory. Systém SPADE definuje normální chování
na základě četnosti výskytu (anomaly score) určitých paketů v síti. Jakmile je paket zazna-
menán méně často, jeho anomaly score má vyšší hodnotu. Pokud dosáhne anomaly score
určité hodnoty, je nahlášena anomálie. Pokud není paket zaznamenán vůbec, je automaticky
klasifikován jako anomální. Díky tomuto přístupu je generováno velké množství falešných
poplachů.
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2.2 Techniky založené na strojovém učení
Strojové učení je algoritmická metoda, která ze vstupu automaticky vytváří normální mo-
del chování a postupem času se snaží tento model vylepšovat. Na rozdíl od statistických
metod, které se zaměřují na odhalování odchylek v běžném provozu, techniky založené na
strojovém učení mají za cíl rozpoznat anomálii použitím nějakého mechanismu (např. ba-
yesovská síť). Generováním výstupů daného mechanismu lze vylepšovat odhalování útoků
a tím zdokonalovat detekční mechanismus.
2.2.1 Bayesovské sítě
Bayesovská síť je grafický model, který zachycuje pravděpodobnostní vztahy mezi pro-
měnnými, jež nás zajímají [17]. V systémech pro detekci anomálií se často Bayesovské sítě
kombinují s statistickými metodami, díky čemuž dostáváme několik výhod. Jelikož je model
acyklický orientovaný graf, který znázorňuje vztahy mezi sledovanými proměnnými, tak je
možné snadno předvídat události a zvládnout stavy, kde některá data chybí. V neposlední
řadě využitím znalostí příčin a pravděpodobnostního modelu lze předpovídat následující
události z předchozích dat.
x
y1 y2 y3 y4
Obrázek 2.1: Naivní Bayesovská síť
Na základě bayesovských sítí bylo navrženo několik systémů odhalování anomálií. V
práci pod vedením Ch. Kruegela [19] použili naivní bayesovské sítě. Naivní Bayesovská síť
se skládá pouze ze dvou vrstev (otec a několik potomků – obr č. 2.1), kde vztahy mezi
informačními uzly jsou nezávislé. Hlavní nevýhoda spočívá ve schopnosti hodnocení útoku,
která se shoduje se systémy založenými na určení prahu detekce. Je to dáno tím, že všechny
uzly pracují nezávisle a pouze kořenový uzel určuje pravděpodobnost vniknutí do počítačové
sítě (kořenový uzel v tomto případě musí mít nastavenou nějakou mezní hodnotu). Pokud
by detekční systém použil normální Bayesovské sítě, významně by se zlepšil rozhodovací
proces a klesl by počet chybných hlášení poplachů.
Jako další systém používající Bayesovské sitě je framework EMERALD [25]. EMERALD
je škálovatelný a distribuovaný systém odhalování průniků do samotných počítačů nebo
počítačových sítí. Základem je opět naivní Bayesovská síť. Systém pracuje na třech odliš-
ných úrovních velké počítačové sítě, které jsou děleny podle velikosti (např. jedno oddělení,
budova, celá firemní síť). I zde jsou nedostatky popsané v předešlém případě.
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2.2.2 Analýza hlavních komponent
V současné době pracují IDS s velkým množstvím dat, protože přenosová rychlost počítačo-
vých sítí na páteřních linkách se pohybuje v řádu desítek až stovek Gbps. Pokud nasadíme
detekční systém na nějakou páteřní linku, začne generovat velké množství údajů o mnoha
dimenzích. Jakmile budeme chtít tyto údaje zpracovávat (zvláště v reálném čase), bude
nás to stát hodně výpočetních zdrojů, případně nebudeme schopni tolik dat zpracovat.
Vyřešení problému s velkým množstvím vícedimenzionálních dat vědci vyvinuli metodu
Analýza hlavních komponent (PCA – Principal Components Analysis, někdy též známá
jako Karhunen-Loeve transformace).
PCA je matematická metoda, která transformuje velké množství závislých proměnných
do menšího množství nezávislých proměnných (zvaných hlavní komponenty), případně počet
závislých a nezávislých proměnných se může rovnat. Nezávislé proměnné jsou ortogonální
lineární transformace původních proměnných s největším rozptylem, přičemž transformací
může být několik za sebou. Typicky první hlavní součást transformace je lineární kombinací
původních proměnných s největším rozptylem, druhá hlavní součást je lineární kombinací
původních proměnných s druhým největším rozptylem a kolmá na první hlavní komponentu
atd. [37].
Na základě techniky PCA vzniklo několik systémů detekce anomálií. Např. práce Shyu
et al. [31], kde díky PCA a použitím statistické metody tzv. Mahalanobisova vzdálenost
dosáhli lepších výsledků než techniky založené na Local Outlier Factor nebo vyhledávání
nejbližších sousedů. Další práce využívající PCA je od autora Wang et al. [37].
2.2.3 Markovovy modely
Systémy detekce anomálií využívají dva přístupy – Markovovy řetězce a skryté Markovovy
modely. Náhodný (stochastický) proces s diskrétním časem a diskrétními stavy se nazývá
Markovův řetězec, pokud má Markovovu vlastnost, tedy následující stav procesu závisí na
aktuálním stavu a ne na minulosti.
V práci Ye et al. [41] popisují systém detekce anomálií s použitím techniky Markovo-
vých řetězců. Markovovy řetězce představují profil normálního chování počítače a prvků
počítačové sítě. Profil chování je vytvořen z předchozích sledování provozu na síti. Profil je
tvořen stavy, které jsou navzájem propojené přes pravděpodobnosti přechodů, které určují
topologii modelu. Behěm běžného provozu se odhadnuté pravděpodobnosti spojené s pře-
chody porovnávají s profilem chování a na základě nějaké mezní hodnoty jsou detekovány
anomálie.
A hidden Markov model, another popular
Markov technique, like the one shown in Fig. 3, is
a statistical model where the system being modeled
is assumed to be a Markov process with unknown
parameters. The challenge is to determine the hid-
den parameters from the observable parameters.
Unlike a regular Markov model, where the state
transition probabilities are the only parameters
and the state of the system is directly observable,
in a hidden Markov model, the only visible elements
are the variables of the system that are inﬂuenced by
the sta e of the system, and the state of the sy em
itself is hidden. A hidden Markov model’s states
represent some unobservable condition of the sys-
tem being modeled. In each state, there is a certain
probability of producing any of the observable
system outputs and a separate probability indicating
the likely next states. By having diﬀerent output
probability distributions in each of the states, and
allowing the system to change states over time, the
model is capable of representing non-stationary
sequences.
To estimate the parameters of a hidden Markov
model for modeling normal system behavior,
sequences of normal events collected from normal
system operation are used as training data. An
expectation-maximization (EM) algorithm is used
to estimate the parameters. Once a hidden Markov
model has been trained, when confronted with test
data, probability measures can be used as thresholds
for anomaly detection. In order to use hidd n Mar-
kov model for anomaly detection, three key prob-
lems need to be addressed. The ﬁrst problem, also
known as the evaluation problem, is to determine
given a sequence of observations, what is the prob-
ability that the observed sequence was generated by
the model. The second is the learning problem which
involves building from the audit data a model, or a
set of models, that correctly escribes the observed
behavior. Given a hidden Markov model and the
associated observations, the third problem, also
known as the decoding problem, involves determin-
ing the most likely set of hidden states that have
led to those observations.
Warrender et al. [27] compare the performance of
four methods viz., simple enumeration of observed
sequences, comparison of relative frequencies of dif-
ferent sequences, a rule induction technique, and
hidden Markov models at representing normal
behavior accurately and recognizing intrusions in
system call datasets. The authors show that while
hidden Markov models outperform the other three
methods, the higher performance comes at a greater
computational cost. In the proposed model, the
authors use an hidden Markov model with fully
connected states, i.e., transitions were allowed from
any state to any other state. Therefore, a process
that issues S system calls will have Sstates. This
implies that we will roughly have 2S2 values in the
state transition matrix. In a computer system/net-
work, a process typically issues a very large number
of system calls. Modeling all of the processes in a
computer system/network would therefore be com-
putationally infeasible.
In another paper, Yeung et al. [40] describe the
use of hidden Markov models for anomaly detec-
tion based on proﬁling system call sequences and
shell command sequences. On training, their model
computes the sample likelihood of an observed
sequ nce using the forward or backward algorithm.
A threshold on the probability, based on the mini-
mum likelihood among all training sequences, was
used to discriminate between normal and anoma-
lous behavior. One major problem with this
approach is that it lacks generalization and/or sup-
port for users who are not uniquely identiﬁed by the
system under consideration.
Mahon y et al. [41–43] presented several meth-
ods that address the problem of detecting anomalies
in the usage of network protocols by inspecting
packet headers. The common denominator of all
of them is the systematic application of learning
techniques to automatically obtain proﬁles of nor-
mal behavior for protocols at diﬀerent layers.
Mahoney et al. experimented with anomaly detec-
tion over the DARPA network data [44] by range
matching network packet header ﬁelds. Packet
Header Anomaly Detector (PHAD) [41], LEarning
Rules for Anomaly Detection (LERAD) [42] and
Application Layer Anomaly Detector (ALAD)







Fig. 3. Example of a hidden Markov model.
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Obrázek 2.2: Skryté Markovovy řetězce (převzato z [24])
8
Druhá technika, skryté Markovovy modely (HMM – Hiden Markov Models), je statis-
tický model (podobný konečnému automatu), který mění své stavy na základě přechodové
funkce, přičemž přechod mezi stavy není deterministický, ale je uskutečněn s určitou prav-
děpodobností. Stav, ve kterém se HMM nachází, není vidět přímo, ale je vidět pouze výstup,
který je závislý na daném stavu. Úkolem je zjistit skryté parametry z pozorovaných výstup-
ních parametrů.
Práce autorky Warrender et al. [38] srovnává rychlosti vyhodnocení čtyř metod, kde
jednou z nich jsou skryté Markovovy modely. Každý HMM obsahuje pevně daný počet
stavů, kde je nutné tento počet předem stanovit ještě před trénovací fází, protože každý stav
představuje v konkrétní aplikaci systémové volání. Všechny stavy jsou plně propojené, tedy
lze přejít z jednoho stavu do jiného stavu. Pokud aplikace obsahuje S systémových volání,
což odpovídá S stavům v modelu HMM, potom budeme mít 2S2 hodnot v přechodové
tabulce. V praxi se tato metoda téměř nepoužívá, protože je výpočetně velmi náročná, i
když dává lepší výsledky než ostatní tři sledované metody.
2.2.4 Neuronové sítě
Mezi další techniky využívané v detektorech anomálií jsou neuronové sítě (NN - Neural
networks). Základním prvkem je umělý neuron. Propojením velkého množství neuronů mezi
sebou dostáváme neuronovou síť. Vzorem pro budování neuronových sítí byl biologický
nervový systém.
Praktickou implementací neuronových sítí v systému detekce anomálií se zabývá např.
práce autora J. Rayana et al. [29]. Jimi vytvořený systém s názvem Neural Network Intru-
sion Detector (NNID) je založen na třech vlastnostech:
1. Modelováno je pouze chování uživatelů a né celé počítačové sítě. Modelování celého
systému je z praktického hlediska téměř nemožné.
2. Vzory chování se lze naučit z příkladů oprávněného použití počítačové sítě, místo
ručního naprogramování tohoto chování.
3. Odhalování anomálií se odehrává za nějaký časový úsek (např. po dobu přihlášení do
systému) a né v reálném čase.
NNID používá pro učení algoritmus vícevrstvých sítí známý jako back propagation
(zpětné šíření chyby). Autoři testovali detektor anomálií na malé počítačové síti s deseti
uživateli. Úspěšnost detekce anomálního chování byla kolem 96% a generování falešných
poplachů bylo kolem 7%. Tyto výsledky ukazují, že oﬄine systém má lepší výkon v odhalo-
vání nebezpečného chování než systémy v reálném čase. Stejně tak náročnost na systémové
prostředky je nižší.
Další detekční systém (Ghosh [15]) používá rekurentní topologii, která je založená na
Elmanově síti. Elmanova síť je založená na dopředné (feed-forward) topologii – tzn. že má
vstupní vrstvu, výstupní vrstvu a jednu nebo víc skrytých vrstev. Navíc obsahuje ještě kon-
textové uzly. Testováním této metody vyšlo najevo, že trénovací fáze je náročná, odhalování
anomálií průměrné a počet falešných poplachů vysoký.
Poslední systém uvedený v této části je ANDSOM (The Anomalous Network-Traffic De-
tection with Self Organizing Maps [27]). ANDSOM je modul pro INBOUNDS (Integrated
Network Based Ohio University Network Detective Service), což je systém na odhalování
útoku vyvíjený na Ohio University. Základem ANDSOMu jsou samoorganizující se mapy
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(SOM – Self-Organizing Map). SOM je metoda, která převádí nelineární, vysoce objemné
data na geometrické vztahy mezi body dvourozměrného pole. V konkrétním případě počí-
tačovou síť tvoří šest parametrů, které jsou specifikovány jako šestirozměrný vektor. Modul
ANDSOM vytvoří SOM o dvourozměrné síti (mříž) neuronů pro každou síťovou službu
(web, email, telnet aj.). Během trénovací fáze jsou neurony cvičeni na odchytávání charak-
teristických vzorů. Potom je systém puštěn na běžný datový tok a pomocí vyhledávání v
SOM a nějaké prahové hodnoty jsou hlášený anomálie.
2.2.5 Fuzzy logika
Fuzzy logika byla představena Dr. Lofti Zadehem v šedesátých letech 20. století jako pro-
středek k modelování neurčitosti přirozeného jazyka. Postupem času se Fuzzy logika stala
vhodná pro systémy detekce anomálií a to z několika důvodů. Jedním z nich je fakt, že není
daná jasná hranice mezi normálním a anomálním chováním, tedy problém bezpečnosti sám
o sobě obsahuje jistou míru neurčitosti. Dále sledované veličiny jako je využití procesoru,
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Using traditional logic, one would need to decide which values for the number of
destination addresses fall into the category high.  As shown in Figure 2a, one would
typically divide the range of possible values into discrete buckets, each representing a
different set. The y-axis shows the degree of membership of each value in each set.  The 
value 10, for example is a member of the set low to the degree 1 and a member of the
other two sets, medium and high, to the degree 0.  In fuzzy logic, a particular value can 
have a degree of membership between 0 and 1 and can be a member of more than one
fuzzy set. In Figure 2b, for example, the value 10 is a member of the set low to the degree
0.4 and a member of the set medium to the degree 0.75.  In this example, the membership
functions for the fuzzy sets are piecewise linear functions. Using fuzzy logic
terminology, the number of destination ports is a fuzzy variable (also called a linguistic
variable), while the possible values of the fuzzy variable are the fuzzy sets low, medium, 
and high.  In general, fuzzy variables correspond to nouns and fuzzy sets correspond to 
adjectives.
In our work, we are using the fuzzy logic system, FuzzyCLIPS [7] to represent patterns
using a rule-based system.  FuzzyCLIPS, developed by the National Research Council f
Canada, is a fuzzy extension of the popular CLIPS expert system shell developed by
NASA. FuzzyCLIPS provides several methods for defining fuzzy sets; we are using the
three standard S, PI, and Z functions described by Zadeh [16]. The graphical shapes and
formal definitions of these functions are shown in Figure 3.  Each function is defined by
exactly two parameters
Low        Medium   High 
1 
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Destination Ports 
a. Non-fuzzy sets 
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b.  Fuzzy sets 
Figure 2:  Non-fuzzy and fuzzy representations of sets for quantitative variables.  The 
x-axis is the value of a quantitative variable.  The y-axis is the degree of
membership in the sets low, medium, and high.
Obrázek 2.3: Fuzzy [8]
Princip je založen na definování nějakého intervalu, ve kterém se sledovaná fuzzy pro-
měnná označuje za normální. Potom všechny hodnoty, jenž spadají do tohoto intervalu,
můžeme označit za normální. Pokud nějaká hodnota nespadá do intervalu, je označena za
anomální. Důležitým prvkem fuzzy množin je míra příslušnosti do intervalu (obr. č. 2.3),
kde její velikost značí normální nebo anomální chování. Použití této metody pomáhá vyhla-
dit náhlé oddělení normálních a anomálních jevů, čímž snižuje množství chybových hlášení
[8].
Jedním z IDS založeným na fuzzy logice a fuzzy pravidlech je systém Fuzzy Intrusion
Recognition Engine (FIRE [12]). Využívá jednoduché techniky dolování dat, díky níž zpra-
covává vstupní data z počítačové sítě a pomáhá odhalit metriky, které hrají důležitou roli
10
při detekci anomálií. Tyto metriky jsou pak ohodnoceny jako fuzzy množiny. Na základě
těchto množin jsou pak bezpečnostním analytikem ručně zkounstruováná fuzzy pravidla
pro klasifikaci normálního a anomálního provozu dat na síti. FIRE nevytváří žádný model
reprezentující současný stav systému, ale spoléhá na pravidla specifická pro detekci útoku.
Autoři systém otestovali na lokální síti na Iowa State University, kde FIRE byl přímo za-
pojen do veřejné sítě bez použití firewallu či jiného ochranného prvku. Výsledky testování
ukázali, že FIRE je vhodný pro detekci různých způsobů skenování sítě. Hlavní nevýhodou
této metody je ruční vytváření fuzzy pravidel.
2.2.6 Genetické algoritmy
Genetické algoritmy (GA) jsou celá řada technik řešení problémů založenych na principech
evoluce a přirozeného vývoje. Genetické algoritmy mají široké využití v různých aplikací, i
co se bezpečnosti týče, kde jsou převážně použity k hledání optimálního řešení specifických
problémů [21].
Základní jednotka kódování se nazývá gen, kde posloupnost genů tvoří chromozóm. Ge-
netický algoritmus se skládá z množiny chromozómů (populace), která představuje řešený
problém. Při křižení vznikají noví jedinci s geny od svých rodičů. Křížení probíhá po-
mocí operátorů křížení a mutace, jež se používají k přirozené reprodukci druhů. Poslední
součástí genetického algoritmu je vyhodnocovací funkce, která hodnotí vhodnost každého
chromozómu. Hodnocení (rekombinace) se mnohokrát opakuje, až je dosaženo optimálního
řešení.
Praktickou aplikací genetických algoritmů se zabývá práce Sinclair et al. [33], kde vy-
tvořili systém The Network Exploitation Detection Analyst Assistant (NEDAA) kombinující
umělou inteligenci v podobě genetických algoritmů s klasickým expertním systémem. S vy-
užitím genetických algoritmů lze vyvinout jednoduchá pravidla pro provoz na sledované
síti, které slouží k odhalení anomálií od normálního provzu. Prvidla jsou obvykle uložena
ve tvaru:
if < condition > then < action > (2.1)
, kde podmínka (condition) obvykle určuje vztah mezi současným síťovým spojením a
pravidly v systému IDS, jako jsou IP adresy, čísla portů, délka spojení atd. udávající prav-
děpodobnost násilného vniknutí. Zákrok (action) odkazuje na akci definované bezpečnostní
politiky v rámci organizace, jako jsou upozornění správce systému, ukončení připojení nebo
zaznamenávání zpráv do systémových souborů. Konečným cílem GA je vytvořit pravidla,
která detekují pouze anomální chování. Další prací zabývající se genetických algoritmů v
IDS je např. [21].
2.2.7 Shluková analýza a odlehlá detekce
Shluková analýza je proces pro hledání vzorů v neoznačených datech s mnoha dimenzemi
a rozdělování do tříd na základě podobnosti. Jedná se o metodu učení bez učitele, tedy
není nutné popisovat různé typy útoků. Postup v běžně používaných metodách spočívá ve
výběru jednoho zástupce pro každé seskupení (shluky, angl. cluster). Potom je každý nový
bod zařazen do určitého seskupení podle požadovaných kritérií. Pokud některé body nejsou
klasifikovány a zařazeny do nějakého seskupení, jsou to odlehlé hodnoty (angl. outliers) a
představují anomálie [26].
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Klíčovým bodem při použití shlukové analýzy je výběr správné shlukovací metody. V
praxi se využívá hned několik metod v závisloti na typu dat a na konkrétním účelu aplikace.
V případě IDS se používají hierarchické metody, kde důležitým parametrem je vzdálenost
mezi shluky. Nejběžněji používanou metrikou je Euklidovská vzdálenost. V IDS je ale pou-
žití Euklidovské vzdálenosti nevhodné, protože při rozdělování do shluků je každá dimenze
vstupních dat započítávána se stejnou vahou. Proto se často používá Mahalanobisova vzdá-
lenost, která dává dimenzím různou váhu a optimalizuje tak rozdělení dat do shluků [24].
Výše uvedené rozdělování do shluků se hodí pouze pro data s malým počtem dimenzí.
Jakmile máme data s velkým počtem dimenzí, dochází při rozdělovaní k velkému množství
šumu a může být téměř nemožné shluky objevit. Řešením je buď vybrání jen takových
dimenzí, které jsou pro danou úlohu nejvíce vhodné a zbytek ingorovot. Případně je možné
transformovat data do prostoru s menším počtem dimenzí.
Příkladem systému na detekci anomálií používajícího shlukovou analýzu je systém Ano-
maly – based Data Mining for Intrusion (ADMIT [30]) nebo The Minnesota Intrusion
Detection System (MINDS [13]). ADMIT sleduje převážně chování uživatelů na jednotli-
vých pracovních stanicích, kdežto MINDS je plně síťový IDS. Podle autorů systém ADMIT
má úspěšnost v detekci anomálií kolem 80% a míra chybových hlášení se pohybuje kolem
15%.
2.2.8 Asociační pravidla
Získávání asociačních pravidel je další z mnoha technik dolování dat použitelná pro systémy
IDS. Asociačních pravidla popisují události, které se obvykle vyskytují společně, nebo které
se ovlivňují navzájem. Nalezením zajimavých asociací nad záznamy ze síťového provozu lze
nalézt různé druhy anomálií.
Základní definice asociačních pravidel zní: Nechť I = i1, i2, i3, . . . je množina položek,
dále nechť databáze D je množina transakcí T, kde T ⊆ I. Každá transakce obsahuje
unikátní identifikátor. Pak asociační pravidlo definujeme jako implikace tvaru X ⇒ Y , kde
X ⊂ D,Y ⊂ D a X ∩ Y = ∅.
Pravidlo X ⇒ Y má podporu (angl. support) s v množině transakcí D, jestliže s%
transakcí v D obsahuje množinu položek X ∪ Y . Pravidlo X ⇒ Y má v množině transakcí
spolehlivost (angl. confidence) c, jestliže c% transakcí, které obsahují X obsahuje také Y
[24].




V této části jsou podrobně popsány tři metody na detekci anomálií v síťovém provozu.
Každá metoda používá jiný postup k detekci anomálií, kromě prahové hodnoty, která ozna-
čuje data za normální nebo anomální. Druhým shodným parametrem je sledování síťového
provozu za časový interval, jenž lze nastavit u všech metod na podobné hodnoty.
První metoda, zvaná ASTUTE, rozděluje časový interval na malé části, které následně
analyzuje a hledá anomálie. Následující metoda sleduje datový tok a vhodným způsobem ho
převádí na frekvenční průběh, v němž je pak shopna odhalit anomálie. Poslední metoda je
založená na Kalmanově filtru, kdy dochází k oddělení normálního provozu od podezřelého.
Podezřelý provoz je poté analyzován a jsou v něm vyhledávány anomálie.
3.1 Metoda ASTUTE
Metoda ASTUTE (A Short–Timescal Uncorrelated–Traffic Equilibrium; v překladu
”
vychytralý“)
je metoda využitá v systému detekce anomálií, která je založená na matematickém modelu
rovnováhy toků v síťovém provozu [32]. Využívá faktu, že objemové změny toku dat za
krátké časové období mají tendenci se navzájem rušit, takže průměrná změna toku se blíží
nule. Tato rovnováha platí v případě, že datové toky jsou téměř nezávislé. Jakmile se vy-
skytne nějaká změna v toku dat, která je způsobena závislým tokem dat, jedná se často
o anomálii. Na základě tohoto chování je možné vytvořit jednoduchou detekční metodu,
která vyhledává tyto závislé anomální toky.
Tím, že ASTUTE používá k detekci anomálií pouze sledování toků, se velmi odlišuje
od ostatních metod, protože nepotřebuje tvořit model normálního síťového provozu. Jedná
se tedy o metodu učení bez učitele. Stejně tak míra detekce anomálií je na vysoké úrovni
při velmi nízkém generování falešných poplachů. Všechny důležité prvky se dají shrnout do
následujících třech bodů:
• Metoda ASTUTE nevyžaduje trénovací fázi, proto je praktický nemožné, aby si vy-
tvořila model s podstrčenými anomáliemi, které by pak nebyla schopna detekovat.
Stejně tak výpočetní rychlost je na vysoké úrovni.
• ASTUTE se specializuje na klasifikaci anomálií. Díky sledování silných závislostí mezi
toky je v tomto klasifikování mnohem přesnější než ostatní metody.
• Jakmile je označena anomálie, ASTUTE hned označí tuto anomálii, která je následně
přesně identifikována.
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Jak bylo uvedeno výše, základ metody je ve sledování nezávislých datových toků v
síťovém provozu a vyhledávání sílně závislých datových toků. K tomu je nutné definovat,
co samotný datový tok znamená, respektive co chceme sledovat, a pak v jakých časových
úsecích budeme vyhledávat anomálie. Datový tok je množina paketů, které sdílejí stejné
hodnoty. V našem případě to je pětice, která se skládá ze zdrojové a cílové IP adresy,
zdrojového a cílového čísla portu a z typu protokolu. Čas je rozdělen na intervaly o stejné
velikosti (v originální práci autoři dělí čas na koše (angl. bins)).
V modelu ASTUTE potřebujeme definovat některé proměnné. Objem toku f za daný
čas i, značíme xf,i, je počet paketů nebo bytů v datovém toku po nějaký určený časový
interval. Dále každý datový tok f je jednoznačně definován následujícími proměnnými:
• sf značí sledovaný časový interval.
• df je počet časových intervalů, kde se datový tok nachází.
• vektor ~xf = (xf,sf , . . . , xf,sf+df−1) je objem toku dat pro každý časový interval, ve
kterém je aktivní.
Aby metoda ASTUTE fungovala správně, autoři se rozhodli vytvořít následující dva
předpoklady:
(A1) Nezávislý tok dat – vlastnosti datového toku sf , df a ~xf jsou nezávislé od ostatních
vlastností datového toku.
Nezávislost průtoku dat v běžném síťovém provozu může být porušena ve dvou přípa-
dech. První případ se vztahuje na datové toky, které mohou být seskupené do jedné relace
(angl. sessions). To se stává např. u prohlížení webových stránek, kdy klient otevře stránku
na jednom serveru a současně stahuje její obsah z dalších serverů. Za druhé může vzniknout
závislý datový tok na směrovači, když pracuje pod velkým náporem a datová linka je zahl-
cená. Tento problém však v praxi moc nevzniká, protože datové linky nejsou plně vytížené
(záměrně jsou konstruovány na vyšší propustnost).
(A2) Stacionarita – rozložení množství příchozích dat a označených dat se nemění v
průběhu času
Stacionarita závisí na časovém intervalu, ve kterém sledujeme datové toky, tedy časový
interval musí mít pevně danou velikost. Pokud sledujeme síťový provoz v dlouhých časových
intervalech (denní, týdenní cykly), jeví se jako silně nestabilní. Pokud sledujeme provoz v
krátkém časovém úseku (méně než hodinu), dá se provoz modelovat stacionárními procesy
([32] str. 268).
Splněním výše definovaných předpokladů můžeme vyhodnotit důsledky modelu AST-
UTE. Uvažujme pár po sobě navazujících časových intervalů, které označíme i a i + 1.
Nechť F je množina datových toků, které jsou aktivní v časových intervalech i nebo i +
1. Pro f ∈ F nechť δf,i = xf,i+1 − xf,i je objemová změna datového toku f z časového
intervalu i do intervalu i + 1. Pokud datový tok začíná v časovém úseku i + 1 (nebo končí
v úseku i), budeme uvažovat, že datový tok xf,i (resp. xf,i+1) je nulový. Konečně, nechť
∆i je množina δf,i pro každé f ∈ F . Následující teorém shrnuje hlavní důsledky modelu a
tvoří základ pro detektor anomálií.
TEORÉM 1: Pokud oba předpoklady A1 a A2 platí, proměnné v∆i mají nulovou střední
i.i.d. (independent and identically distributed) náhodné veličiny. Tedy na libovolně vybrané
toky dat f a g v F :
1. δf,i má nulovou střední hodnotu;
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2. pokud f 6= g, potom δf,i je nezávislá na δg,i;
3. δf,i a δg,i mají stejné rozložení.
Důkaz teorému se nachází v práci ASTUTE [32] (str. 268). Na základě předpokladů a
teorému je možné zkonstruovat systém na detekci anomálií, který vyhledává závislé toky
dat.
Detektor anomálií založený na modelu ASTUTE využívá poznatků popsaných v pře-
dešlé části. Jde především o důsledek vyplívající z teorému 1 a také ze dvou předpokladů
– předpoklad nezávislého toku dat a předpoklad stacionarity. Srdcem celého systému je
výpočet intervalu spolehlivosti pro průměrný objem změn v datových tocích. Pokud nějaký
interval spolehlivosti pro daný časový úsek obsahuje nulu, potom tento časový úsek neob-
sahuje anomálii. V opačném případě je časový úsek označen za anomální.
Tedy uvažujme datové toky F, který jsou aktivní v časové oblasti i, s objemovými
změnami danými δf,i. Nechť δ̂i je průměrem vzorku a σ̂i je vzorek směrodatné odchylky















Pokud teorém 1 platí, pak pro velké F, δ̂i má (1 - p) interval spolehlivosti dán střední
limitní větou:
Ibδi = [δ̂i −K(p)σ̂i/
√
F , δ̂i +K(p)σ̂i/
√
F ], (3.2)
kde K(p) je percentil 1-p/2 standardního Gaussova rozložení. Říkáme, že množina toku
splňuje ASTUTE, pokud Ibδi obsahuje nulu. V opačném případě říkáme, že se anomálie
nachází v časovém intervalu i.
Jak ze vzorce 3.2 vyplývá, účinnost algoritmu závisí na volbě K(p). Pro danou množinu
toků pak platí, že velikost intervalu spolehlivosti je charakterizována hodnotouK(p). Nejme-










nazýváme ASTUTE assessment value (AAV) časového intervalu. Ze vzorce 3.3 vy-
plývá, že AAV je porušena právě tehdy, když |K ′ | je vetší než K(p).
Podmínka funkčnosti metody ASTUTE může být porušena ve dvou případech. Za prvé,
interval spolehlivosti δ̂i předpokládá, že obsahuje nulu pouze pro část 1 - p časového inter-
valu. Pokud se tak stane, jedná se o falešnou pozitivní zprávu. Řešením může být zvýšením
prahu detekce K (p). Za druhé platí, že některá množina datových toků porušuje předpo-
klady nezávislého toku dat a stacionarity popsané výše.
Obecný model systému detekce anomálií založený na technologii ASTUTE lze shrnout
do těchto kroků:
Inicializace:
Ze všeho nejdříve je nutné určit práh detekce K(p) na základě míry falešných poplachů p.
Pro každou dvojici po sobě jdoucích časových intervalů udělej:
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(AAV ze vzorce ??).
3. Pokud |K ′ | je vetší než K (p), pak označit jako anomálii.
Hodnota AAV je sledována pro každou dvojici po sobě jdoucích časových intervalů, kde
sledované proměnné se mohou různit (různé proměnné vyplývají z obecnosti uvažovaného
řešení). V praktickém nasazení se sledují hlavně zdrojové a cílové IP adresy, dvojice hostů
(současně zdrojová a cílová IP adresa) a čísla portů. Navíc lze sledovat jakoukoli hodnotu
z hlaviček, jako jsou různé typy protokolů, MAC adresy aj.
Aby systém detekce anomálií založený na metodě ASTUTE fungoval co možná nejlépe,
je nezbytné ověřit předpoklad stacionarity celého systému. Jinými slovy jak velký má být
časový interval, pro který metoda pracuje co nejpřesněji. V práci autorů metody použili
datový tok na síti GEANT2, což je evropská počítačová síť sloužící pro výzkum a vědecké
účely. Princip ověření stacionarity spočívá v měření pravděpodobnosti spuštění poplachu v
průběhu dne (obr. 3.1).
We track the AAVs for every pair of consecutive bins, in
six flow aggregation levels: 5-tuples, source IPs, destination
IPs, host pairs (i.e., source and destination IPs together),
source ports, and destination ports. We restrict our discus-
sion to these six flow aggregations simply because they have
worked well in our experiments; our methodology is general
enough to allow other combinations of 5-tuple features, or
even other types of header fields (e.g., MAC addresses). We
consider a bin as anomalous if any of the flow aggregation
levels triggers an ASTUTE anomaly. Tracking ASTUTE at
different aggregation levels is useful for two reasons. First,
it provides additional reliability to our detector, as some
anomalies are easier to find in specific aggregation levels.
Second, the fact that some anomalies are not visible at cer-
tain aggregation levels provides information that help us to
find the set of correlated anomalous flows. We discuss both
f these issues in mor detail later in the paper.
3.2 Timescales with Stationary Behavior
To make sure that ASTUTE anomalies are violations of
the flow independence assumption, we need to validate the
stationarity assumption. Intuitively, at large timescales, sta-
tionarity is violated by daily patterns of link usage. To pin-
point the timescales in which stationarity holds, we run our
anomaly detection method in a trace from the GEANT2 net-
work (described later in Section 5.1) for different bin sizes.
We then measure the probability that ASTUTE triggers
an anomaly at each given time of the day, averaged over
a month. Figure 1 shows this metric for a detection thresh-
old equal to 6. We see that for 5-minute time bins, the
probability of detecting an anomaly is uniform throughout
the day, indicating it is not sensitive to time-of-day effects.
However, for bin sizes larger than 15 minutes, there is a
high chance of flagging anomalies when the number of users
ramps up in the morning, or drops down in the evening. We
have observed the same qualitative result for other traces
and different values of the detection threshold. Therefore,






























Figure 1: Non-stationarity violates ASTUTE for
bins longer than 15 minutes.
3.3 Validating the Gaussianity of AAVs
Our detector relies on the fact that the AAVs of normal
time bins follow a standard Gaussian. This important since
it allows us to directly relate ASTUTE’s false positive rate to
its detection threshold K(p). In this section, we validate this
basic result by studying the impact of two characteristics of
real traffic measurements: (1) aggressive packet sampling
rates; and (2) the skew in flow size distributions.
3.3.1 Packet Sampling
Due to processing and storage overhead, traffic measure-
ments in highly aggregated links often employ random packet
sampling. Typical traces are sampled at rates as low as 1%
or even 0.1%. Although we described ASTUTE in terms
of non-sampled traffic data, our results are still valid un-
der random packet sampling. We show this using a publicly
available 48-hour long packet trace from a 100 Mbps link
between Japan and the USA1.
We bin 5-tuple flows into 5-minute intervals and compute
the AAVs for each bin in the trace. Figure 2 shows QQ-plots
comparing the distribution of AAVs, for different sampling
rates, to the standard Gaussian quantiles. The main chal-
lenge in analyzing these plots is that we can never be sure
that a trace contains only normal time bins. However, since
anomalies tend to increase the AAV in absolute value, they
should impact only the tails of the AAV distribution, and
small AAVs should be closer to Gaussian. The QQ-plot for
the non-sampled trace shows that the AAVs are well approx-
imated by the Gaussian distribution in the range between
-2 and 2. Outside this range, the AAV distribution deviates
from Gaussian, indicating that the trace contains anomalies
that violate ASTUTE. Note that as we sample packets, the
AAVs become closer to Gaussian in the whole range, i.e.,
both head and tails of the distribution. In summary, the
plots show that sampling does not violate ASTUTE, i.e., it
does not induce false positives. On the other hand, sam-
pling can make some low-volume anomalies disappear [18].
We have performed the same analysis on other traces and
obtained similar results.
Figure 2: QQ-plots for empirical AAVs.
3.3.2 Flow Size Distribution
Since the Gaussianity of the AAVs is a consequence of
the CLT, it only holds for flow size distributions with finite
variance [8]. Although previous works have observed that
total flow sizes are well-modeled by highly skewed distribu-
tions with infinite variance [5], our result depends only on
the flow volume within finite time bins. This restriction im-
poses a natural limit on the maximum flow size, dictated
by the bin size and the link’s capacity. Because of this, the
distribution of flow sizes within a time bin has finite vari-
ance and the CLT convergence has to occur given a large
enough number of flows. We perform simulations using syn-
thetic flow size distributions to visualize this convergence
and the flow sizes from a real traffic trace to show that this
convergence is achieved in practice.
Given a flow size distribution, we generate an i.i.d. sample
of F flows in a pair of time bins and we compute the cor-
responding AAV. We repeat this 1,000 times, and compute
1MAWI archive - http://mawi.wide.ad.jp/mawi/
270
Obrázek 3.1: Ověření stacionarity v metodě ASTUTE [32]
Z obr. 3.1 vyplývá, že jakmile velikos časové o intervalu přesáhne hodnotu 15 minut,
pravděpodonost hlášení poplachu dosahuje vysokých hodnot a tím pádem se d tekční me-
toda stává méně přesnou. Autoři dospěli k závěru, že velikost časového koše o hodnotě pěti
minut je nejvíce optimální, a proto se jí budu držet i v této práci.
Další problém spočívá v samotné odchytávání datových toků. Odchytávání, zpraco-
vání a ukládání paketů představuje složitou operaci, zvláště když rychlost páteřních linek
dosahuje vysokých přenosových hodnot. Proto dochází k různým optimalizacím, od ucho-
vávání pouze hlaviček paketů a přenášená data se zahazují, až po vzorkování přenášených
dat. Vzorkování se pohybuje kolem 1% i méně (dokonce i kolem 0,1%). Obr. č. 3.2 pěkně
znázorňuje vliv vzorkování na schopnost detekce anomálií.
Model ASTUTE spoléhá na fakt, že AAV (míra zachytit anomálii) běžného časového
intervalu sleduje normální (Gaussovo) rozložení příchozích datových toků. Na obr. 3.2 je
patrné, že AAV se dobře přibližuje normálnímu rozložení na intervalu -2 až 2. Mimo tento
interval se AAV rozložení odchyluje od normálního, což znamená, že datový tok obsahuje
anomálie. Toto chování se děje na nevzorkovaných datech. Pokud začneme data vzorkovat,
AAV rozložení se blíží normálnímu rozložení v celém rozsahu. Důležitým důsledkem je, že
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We track the AAVs for every pair of consecutive bins, in
six flow aggregation levels: 5-tuples, source IPs, destination
IPs, host pairs (i.e., source and destination IPs together),
source ports, and destination ports. We restrict our discus-
sion to these six flow aggregations simply because they have
worked well in our experiments; our methodology is general
enough to allow other combinations of 5-tuple features, or
even other types of header fields (e.g., MAC addresses). We
consider a bin as anomalous if any of the flow aggregation
levels triggers an ASTUTE anomaly. Tracking ASTUTE at
different aggregation levels is useful for two reasons. First,
it provides additional reliability to our detector, as some
anomalies are easier to find in specific aggregation levels.
Second, the fact that some anomalies are not visible at cer-
tain aggregation levels provides information that help us to
find the set of correlated anomalous flows. We discuss both
of these issues in more detail later in the paper.
3.2 Timescales with Stationary Behavior
To make sure that ASTUTE anomalies are violations of
the flow independence assumption, we need to validate the
stationarity assumption. Intuitively, at large timescales, sta-
tionarity is violated by daily patterns of link usage. To pin-
point the timescales in which stationarity holds, we run our
anomaly detection method in a trace from the GEANT2 net-
work (described later in Section 5.1) for different bin sizes.
We then measure the probability that ASTUTE triggers
an anomaly at each given time of the day, averaged over
a month. Figure 1 shows this metric for a detection thresh-
old equal to 6. We see that for 5-minute time bins, the
probability of detecting an anomaly is uniform throughout
the day, indicating it is not sensitive to time-of-day effects.
However, for bin sizes larger than 15 minutes, there is a
high chance of flagging anomalies when the number of users
ramps up in the morning, or drops down in the evening. We
have observed the same qualitative result for other traces
and different values of the detection threshold. Therefore,






























Figure 1: Non-stationarity violates ASTUTE for
bins longer than 15 minutes.
3.3 Validating the Gaussianity of AAVs
Our detector relies on the fact that the AAVs of normal
time bins follow a standard Gaussian. This important since
it allows us to directly relate ASTUTE’s false positive rate to
its detection threshold K(p). In this section, we validate this
basic result by studying the impact of two characteristics of
real traffic measurements: (1) aggressive packet sampling
rates; and (2) the skew in flow size distributions.
3.3.1 Packet Sampling
Due to processing and storage overhead, traffic measure-
ments in highly aggregated links often employ random packet
sampling. Typical traces are sampled at rates as low as 1%
or even 0.1%. Although we described ASTUTE in terms
of non-sampled traffic data, our results are still valid un-
der random packet sampling. We show this using a publicly
available 48-hour long packet trace from a 100 Mbps link
between Japan and the USA1.
We bin 5-tuple flows into 5-minute intervals and compute
the AAVs for each bin in the trace. Figure 2 shows QQ-plots
comparing the distribution of AAVs, for different sampling
rates, to the standard Gaussian quantiles. The main chal-
lenge in analyzing these plots is that we can never be sure
that a trace contains only normal time bins. However, since
anomalies tend to increase the AAV in absolute value, they
should impact only the tails of the AAV distribution, and
small AAVs should be closer to Gaussian. The QQ-plot for
the non-sampled trace shows that the AAVs are well approx-
imated by the Gaussian distribution in the range between
-2 and 2. Outside this range, the AAV distribution deviates
from Gaussian, indicating that the trace contains anomalies
that violate ASTUTE. Note that as we sample packets, the
AAVs become closer to Gaussian in the whole range, i.e.,
both head and tails of the distribution. In summary, the
plots show that sampling does not violate ASTUTE, i.e., it
does not induce false positives. On the other hand, sam-
pling can make some low-volume anomalies disappear [18].
We have performed the same analysis on other traces and
obtained similar results.
Figure 2: QQ-plots for empirical AAVs.
3.3.2 Flow Size Distribution
Since the Gaussianity of the AAVs is a consequence of
the CLT, it only holds for flow size distributions with finite
variance [8]. Although previous works have observed that
total flow sizes are well-modeled by highly skewed distribu-
tions with infinite variance [5], our result depends only on
the flow volume within finite time bins. This restriction im-
poses a natural limit on the maximum flow size, dictated
by the bin size and the link’s capacity. Because of this, the
distribution of flow sizes within a time bin has finite vari-
ance and the CLT convergence has to occur given a large
enough number of flows. We perform simulations using syn-
thetic flow size distributions to visualize this convergence
and the flow sizes from a real traffic trace to show that this
convergence is achieved in practice.
Given a flow size distribution, we generate an i.i.d. sample
of F flows in a pair of time bins and we compute the cor-
responding AAV. We repeat this 1,000 times, and compute
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Obrázek 3.2: Vliv vzorkování na schopnost detekování anomálií [32]
vzorkování nevyvolává falešné poplachy. Na druhou stranu negativním jevem je nerozeznání
některých málo se vyskytujících anomálií.
3.2 Vlnková transfo mace
Základ druhé metody tvoří vlnková transformace (angl. wavelet transform, WT ). Vlnková
transformace je integrální transformace, která poskytuje účinné oddělení signálů pomocí
kombinované časově – frekvenční reprezentace. Jinými slovy tato technika rozkládá pů-
vodní signál na několik jiných signálů. Metodu vlnkové transform ce použili pro detekování
anomálií v síťovém provozu v práci [6].
Autoři analyzovali časově – frekvenční charakteristiky datových toků a dat získaných
pomocí protokolu SNMP. Data shromažďovali šest měsíců na hlavním směrovači do Inter-
netu na University of Wisconsin – Madison. Součástí těchto údajů je i katalog 109 různých
anomálií v síťovém provozu.
Typickým vstupem do popisované metody jsou textové řetězce získané z měření síťového
provozu na směrovači. Poté hned následuje úprava na obecný signál, který bude analyzován.
Časový interval měření je pět minut, aby se zachytily pravidelné vzory (denní, týdenní
statistika) a snížila se výpočetní náročnost. Všchny úkony spojené se zachytáváním dat
jsou vytvořeny co nejjednodušejí, aby šlo vytvořit univerzální platformu, která je snadno
přenosná a lze ji jednoduše automatizovat.
Jak bylo uvedeno výše, základním nástrojem pro odhalování anomálií je použita vln-
ková transformace. Tato metoda uspořádá vstupní data do vrstev (angl. strata), což je
hierarchie signálů, z nichž každý trvá určitý časový úsek. Nižší vrstvy obsahují velmi řídké
filtrované informace (shluky původních dat). Na druhou stranu vysoké vrstvy zachycují
velmi podrobné údaje, jako jsou samovolné změny vyvolané neobvyklou událostí. Vlnková
transformace se skládá ze dvou vzájemně se doplňujících částí. První je analýza (rozklad)
a druhá je jeho inverze, syntéza (rekonstrukce).
Cílem procesu analýzy je extrakt z původního signálu z výše uvedené hierarchie signálů,
což je děláno jako opakující se proces. Vstupem pro každou iteraci je signál x o délce N .
Výstupem je soubor dvou nebo více odvozených signálů o délce N/2. Při analýze dochází
ke sloučení signálu x se speciálně vytvořeným filtrem F .
Mějme jeden speciální filtr L, který odpovídá za nízkofrekvenční výstup L(x) signálu
x. Dále mějme filtry H1, . . . ,Hr, (r ≥ 1), jejichž výstupy Hi(x) by měly zachycovat různé
jemné změny (doslova vysokofrekvenční obsah) v signálu x. Iterace pokračuje dalším roz-
kladem, díky čemuž dostáváme rodinu výstupních signálů, zapisujeme ve tvaru HiLj−1(x).
Index j spočítá množství iterací dolní propusti použité pro získání výstupního signálu. Čím
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vyšší je hodnota j, tím nižší je odvozen signál v uvažované hierarchii. Hodnoty odvozených
signálů HiLj−1(x)(i = 1, . . . , r, j ≥ 1) se označují jako vlnkové koeficienty.
Syntéza probíhá přesně opačně, kdy v každém kroku jsou vstupní signály pro iteraci
Lj(x),H1L
j−1(x), . . . ,HrLj−1(x) a výstupem je signál Lj−1(x). Pokud proběhne vetší počet
iterací syntézy, dostaneme původní signál.
Zde popsaná vlnková transformace je jedna z mnoha systému, z nichž každý poskytuje
unikátní rozložení dat. Pro dosažení co nejlepších výsledků při detekci anomálií záleží na
správném výběru vlnkové transformace, která vyhovuje dané aplikaci. Autoři v práci [6]
použili metodu známou jako PS(4,1)Type II ([10]). Jedná se o framelet systém, tj. redun-
dantní vlnkový systém (počet filtrů s horní propustí je větší než 1). Redundance umožňuje
vytvářet krátké filtry s velmi dobrou frekvencí lokalizace.
Z daného signálu x jsou odvozené následující tři výstupní signály.
- L(ow frekvence) - část signálu získaná syntetizováním všech nízkofrekvenčních vlnko-
vých koeficientů od úrovně 9 a výš. Tato část signálu by měla odhalovat anomálie dlouhého
trvání v řádu několika dnů (typicky se jedná o vydání velmi očekáváného programu, např.
nové verze operačního systému, o který je velký zájem). Signál je velmi řídký a zachycení
anomálie tohoto typu je převážně bezproblémové. V původním signálu je to asi 0,4% prvků.
- M(id frekvence) - část signálu získaná syntetizováním vlnkových koeficientů z kmitoč-
tové úrovně 6, 7, 8. Celkem to jsou asi 3% prvků z původního signálu a signál by měl hlavně
zachytit denní rozdíly v datech.
- H(igh frekvence) - část signálu získaná prahováním vlnkových koeficientů v prvních
pěti úrovních. Prahování znamená nastavit na nulu všechny koeficienty, jejichž absolutní
hodnota je nižší než zvolený práh. Stejně tak nastaví na nulu všechny koeficienty v úrovní
6 a výše. Zde je nutné poznamenat, že tyto části signálu obsahuje větší množství šumu, a
proto je nutné použít prahování.
Na základě těchto tří signálů autoři práce založili detekční metodu, která se skládá z
následujících třech kroků:
1. Normalizovat části H a M tak, aby měly jeden rozptyl. Následně je nutné vypočítat
místní rozptyl částí H a M tak, aby výsledný rozptyl spadal do pohybujícího se okna dané
velikosti. Velikost pohybu okna by měla odpovídat době trvání anomálií, které jsou před-
mětem zachytávání. Je-li doba trvání anomálie t0 a čas délky okna pro sledovanou odchylku
t1, potom by měl kvocient v ideální situaci odpovídat vztahu q := t0/t1 ≈ 1.
2. Použitím váženého součtu se sloučí místní rozptyl částí H a M. Tím vznikne nová
část signálu značená V (variable).
3. Aplikací prahování na V signál, kdy změříme výšku a šířku píku, lze identifikovat
anomálii, její trvání a intenzitu.
3.3 Kalmanův filtr
Poslední metodou popsanou v této práci je metoda používající Kalmanův filtr [35]. Metoda
pracuje ve dvou krocích. V prvním kroku slouží Kalmanův filtr k oddělení
”
normálního“
provozu od podezřelého provozu. Po získání podezřelých dat následuje jejich analýza, což
se děje v druhém kroku.
Základem je navržení realistického modelu síťového provozu reprezentovaný maticí toku
dat. Tato matice obsahuje důležité parametry síťového provozu, zvláště pak záznamy o
datových tocích od zdroje k cíli, které autoří nazývají OD toky (angl. Origin - Destination
flow). Zaznamenávaná data pocházejí od vhodně umístěných sond na datových linkách.
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Počet sond by měl být větší než jedna, aby se dosáhlo co největší přesnosti detekční metody
a minimalizoval se počet chybných anomálních hlášení.
Jedním z hlavních sledovaných parametrů je tedy celkový počet přenesených bajtů za
jednotku času. Celkový provoz na síti je součet všech OD toků, tedy vztah mezi naměřenými
daty a OD toky může být vyjádřen lineární rovnicí
Yt = AtXt + Vt, (3.4)
kde Yt představuje vektor počtu linek v čase t a Xt jsou vektory OD toků. At označuje
směrovací matici, jejíž prvky at(i, j) jsou rovny jedné, pokud OD tok j prochází linkou i.
V opačném případě jsou nulové. Vt zachycuje náhodnou chybu měření spojenou s krokem
sběru dat.
Pro správnou funkčnost metody je potřeba vytvořit model, který zachycuje dynamický
vývoj OD toků. Z toho vyplývá, že tento model musí umět předpovídat OD toky do bu-
doucnosti. Jinými slovy je nutné určit Xt+1 jako funkci Xt. Tento prediktivní model lze
vyjádřit následující rovnicí
Xt+1 = CtXt +Wt, (3.5)
kde Ct zachycuje časové a prostorové zývislosti ve sledovaném systému a Wt je zdrojem
šumu v datech (kolísání datového toku, nedokonalost předpovědního modelu). Matice Ct
je významným prvkem systému. Pokud matice Ct obsahuje pouze nenulové hodnoty na
diagonále, potom jsou zahrnuty v modelu jenom časové závislosti. Pokud obsahuje i nenulové
hodnoty mimo diagonálu, potom jsou v modelu zahrnuty časové i prostorové závislosti.
Prostorová závislost se hlavně využívá na více sledovaných linkách najednou.
Sloučením předchozích rovnic dostáváme kompletní model, který je dán soustavou rovnic
Xt+1 = CtXt +Wt
Yt = AtXt + Vt
(3.6)
Důležitým předpokladem je robustnost Kalmanova filtru, aby se dosáhlo co nejlepšího
oddělení podezřelých dat od normálních. Pravidlo na určení dané přesnosti modelu závisí na
vhodném zvolení velikosti rozptylu Wt, jehož hodnota je přímo získaná z hodnocení šumu.
Optimální odhad stavu Xt+1 (značíme X̂t+1) je definován následovně:
E[‖Xt+1 − X̂t+1‖2] = E[(Xt+1 − X̂t+1)T (Xt+1 − X̂t+1)] (3.7)
Klasický nástroj pro řešení tohoto problému je právě Kalmanův filtr, který řeší obecný
problém tak, že se snaží odhadnout diskrétní stavový vektor za předpokladu sledování
pouze lineárních kombinací těchto základních stavových vektorů. Kalmanův filtr se skládá
z opakovaného aplikování dvou kroků - predikčního a odhadního.
Predikční krok: Nechť X̂t|t označuje odhad stavu v čase t vzhledem k pozorování do
času t (tj. Y t). Tento termín je rozptyl označován jako Pt|t. Nechť X̂t+1|t značí jeden krok
předpovědi. Model Xt+1 = CtXt +Wt obsahuje šum Wt, a proto bude mít tato předpověď
rozptyl Pt+1|t. V předpovědním kroku dostaneme X̂t|t a Pt|t a spočítá oba následující kroky
takto:
X̂t+1|t = CtX̂t|t
Pt+1|t = CtPt|tCTt +Qt
(3.8)
Odhadní krok: V tomto kroku Kalmanův filtr aktualizuje odhad Xt+1|t+1 a jeho roz-
ptyl Pt+1|t+1 pomocí kombinace svých předpokládaných hodnot a nových pozorování Yt+1.
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Nový odhad v čase t+ 1 je dán:
X̂t+1|t+1 = Xt+1|t +Kt+1[Yt+1 −At+1X̂t+1|t]
Pt+1|t+1 = (I −Kt+1At+1Pt+1|t(I −Kt+1At+1)T +Kt+1Rt+1KTt+1
(3.9)
Nový odhad v čase t+ 1 pro X̂t+1|t+1 je vypočítán z předpovědi předchozího kroku X̂t+1|t.
Aplikováním výše zmíněných kroků dostaneme vzorec, pomocí kterého dostaneme OD
toky, jenž neodpovídají normálním OD tokům. Vzorec je definován následovně:
ηt+1 = X̂t+1|t+1 − X̂t+1|t = Kt+1t+1, (3.10)
kde t je inovační proces.
Jakmile Kalmanův filtr vybere podezřelé OD toky, lze všechny označit za anomálie.
V tomto případě ale metoda generuje velké množství chybových hlášení, a proto se stává
méně přesnou. Další možností je aplikovat sadu statistických testů a tím snížit množství
chybových hlášení. Jedním z posouzení podezřelých dat, jestli obsahují anomálie, jsou ROC
(Receiver Operation Characteristic) křivky. Algoritmus ROC křivek je považován za velmi




Každý systém pro detekci anomálií pracuje s daty ze síťového provozu. Získání těchto dat
jde hned několika způsoby. Jedním ze základních nástrojů na sledování síťového provozu je
nástroj tcpdump [1]. Tcpdump je běžný analyzátor síťového provozu, jehož vývoj započal v
osmdesátých letech 20. století. V současné době existuje velké množství analyzátorů síťového
provozu, které jsou založené na programu tcpdump. Metody použité v této práci také
využívají programu tcpdump, respektive knihovny libpcap a výstupního souboru, který lze
pomocí této knihovny generovat.
Testovacími daty se staly soubory pracovní skupiny MAWI (Measurement and Analysis
on the WIDE Internet). Odchytávání dat probíhalo pomocí knihovny libpcap na páteřním
routeru v Tokiu v Japonsku. Rychlost tranzitní linky nepřekračuje 150 megabit za sekundu.
Všechny zaznamenaná data jsou anonymní, obsahují pouze hlavičky síťových protokolů bez
konkrétních přenášených dat, a jsou volně dostupné ke stažení 1 za účelem jejich zkoumání.
V současné době je rychlost přenášených dat velmi vysoká, na páteřních linkách dosahuje
dokonce několik desítek Gb/s. Proto se pro ukládání jednotlivých dat do souborů používá
jednotný formát, který je znázorněn na obr. 4.1. Takto uložená data poskytují dobrou
výchozí pozici pro následné analyzování.
Global Header Packet Header Packet Data ...Packet Header Packet Data
Obrázek 4.1: Struktura uložení dat v souboru
První položka obsahuje globální záhlaví, které je povinné pro každý takto vytvořený
soubor. V globálním záhlaví jsou uložené důležité informace typu verze knihovny libpcap,
lokální čas (slouží ke korekci s GMT), maximální velikost odchycených dat a typ datové
linky (např. ethernet).
Následující dvě položky (packet header a packet data) reprezentují jeden záznám od-
chycených dat. Záhlaví uchovává dvě důležité informace – čas, kdy byl záznam pořízen
(UNIXový formát), a velikost pořízeného záznamu. Bez záznamu časového údaje a veli-
kosti přenesených dat by nebylo možné analyzovat datové toky (viz dále v této kapitole).
Hned za záhlavím paketu následují odchycená data paketu, která obsahují zbytek informací
získaných ze sledování síťového provozu (viz obr. 4.2).
Pro analyzování síťového provozu a hledání síťových anomálií není nutné znát a používat
všechny odchycené údaje. Detektor anomálií potřebuje ke své čínosti hlavně zdrojovou a
1http://mawi.wide.ad.jp/mawi/ditl
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/* variable length, aligned to 32 bits */
Options (variable)
0 15 31
Obrázek 4.2: Způsob uložení dat jednoho paketu
cílovou IP adresu, zdrojový a cílový port a typ protokolu (IP, TCP, UDP nebo ICMP).
Dále některé metody vyžadují údaje o čase odchyceného paketu a velikosti daného paketu.
To je minimální množství informace, které je nutné o každém záznamu uchovávat.
Existují i jiné metody, které lze použít na získávání údajů z datového provozu (např.
protokol SNMP), ale tato práce se jimi zabývat nebude, protože popsané tři metody vy-
žadují ke své činnosti technologii NetFlow od společnosti Cisco [40, 9], respektive NetFlow
záznamy definované v technologii NetFlow. Každý NetFlow záznam obsahuje různé statis-
tické údaje o daném IP toku. Nejrozšířenější NetFlow protokol v5 má následující strukturu:
• Číslo verze
• Sekvenční číslo
• Index vstupního a výstupního rozhraní (dostupný pomocí protokolu SNMP)
• Čas začátku a konce IP toku
• Počet bajtů a paketů v toku
• Údaje z IP hlavičky:
– Zdrojové a cílové IP adresy
– Zdrojové a cílové porty
– IP protokol
– Typ služby
• U TCP toků obsahuje množinu všech TCP flagů, které se v toku vyskytly
• Směrovací informace
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ICMP toky neobsahují informace o čísle portu, proto se u zdrojového portu uvádí nula a
pro cílový port je vypočítána hodnota z typu a kódu ICMP zprávy (cílový port = ICMP-Typ
× 256 + ICMP-Kód). U NetFlow záznamů v5 lze zaznamenávát pouze IPv4 toky. Tento
nedostatek řeší vylepšený protokol v9, který má strukturu záznamu řešenou šablonou, proto
je velmi variabilní a může obsahovat i IPv6 záznamy.
Zbytek kapitoly se věnuje krátkému přehledu dat, která byla použita na testování imple-
mentovaných metod popsaných v předchozí kapitole. Na následujících dvou obrázcích jsou
znázorněny počty přenesených paketů, respektyve množství přenesených dat v průběhu 24
hodin. Interval mezi měřeními je 15 minut. Měření probíhalo 2. dubna roku 2009. Maximální





























































Obrázek 4.4: Počet přenesených dat (interval měření 15 minut)
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Protokol Počet paketů
IPv4 15 818 864 99.64%
TCP 13 395 939 84.38%
UDP 1 655 670 10.43%
ICMP 726 710 4.58%
Ostatní 40 545 0.26%
IPv6 56 399 0.36%
TCP 35 510 0.22%
UDP 14 944 0.10%
ICMP 5 237 0.03%
Ostatní 708 0.00%
Celkem 15 875 263 100.00%
Tabulka 4.1: Typy protokolů na síťové a transportní vrstvě
Typ služby Počet paketů
Http 10 009 082 63.05%
Ftp 144 916 0.91%
Ssh 14 728 0.09%
Telnet 4 810 0.03%
Smtp 368 381 2.32%
Dns 1 076 903 6.78%
Pop3 8 823 0.06%
Imap 5 613 0.04%
Ostatní 4 241 471 26.72%
Tabulka 4.2: Typy aplikačních protokolů
Z obou grafů jasně vyplývá, že počet přenesených dat (paketů) dosahuje vysokých hod-
not. Pro zpracování a následné vyhledávání anomálií je důležitější množství přenesených
paketů, protože to přímo ovlivňuje výkonnost jednotlivých metod. Třeba počet přenesených
paketů 2.4.2009 v čase 10:30 2 dosahuje téměř 16ti milionů. Při špatně zvoleném návrhu a
následné implementaci může výpočet trvat v řádu hodin.
V tabulkách 4.1 a 4.2 jsou uvedeny základní údaje o používaných protokolech na síťové,
transportní a aplikační vrstvě. Jedná se o záznamy z roku 2009, kde je krásně vidět, že
dominantní síťový protokol je ve verzi 4. I v současném roce (záznamy z 1.4.2012) protokol
IPv4 silně dominuje (IPv6 zaujímá necelá dvě procenta). Z aplikačních protokolů vévodí





Pojem síťová anomálie představuje všechny odchylky od běžného síťového provozu. Může se
jednat nejen o bezpečnostní hrozby či rizika, ale i o různé špatné nastavení síťových prvků,
případně náhlý nárust nebo pokles přenášených dat.
V současné době existuje velké množství síťových anomálií. Každá anomálie má své cha-
rakteristické chování, podle kterého můžeme rozdělit anomálie do následujících tří kategorií
[7]:
• Anomálie síťového provozu – mezi tyto anomálie patří výpadky sítě nebo jiné
poruchy způsobené konfigurací aktivních prvků sítě (např. přidání nového zařízení,
nastavování limitů).
• Flash Crowd anomálie – ty zahrnují síťové anomálie typicky vzniklé v důsledku vel-
kého zájmu o právě vydaný software (vydání nové linuxové distribuce) nebo extrémní
zájem o nějaké webové stránky díky velké publicitě. Typicky se jedná o protokoly
FTP nebo HTTP. Často po obrovském zájmu následuje pozvolný pokles, protože i
zájem o danou věc pozvolna klesá.
• Anomálie v důsledku zneužití sítě – tato kategorie zahrnuje veškeré anomálie,
které vznikají jako přímý důsledek zneužití sítě využitím nějaké bezpečnostní hrozby.
Typicky do této kategorie patří dva typy útoků – skenování portů a DoS útoky.
Odhalování těchto anomálií se hlavně věnuje tato práce.
V následující části této kapitoly budou popsány vybrané síťové anomálie. Bude se jednat
o různé bezpečnostní hrozby, které lze rozpoznat na síťové a transportní vrstvě.
5.1 Vertikální a horizontální skenování
Vertikální a horizontální skenování je základní technika získávání informací o vzdálených
systémech. Vertikální skeny mají za cíl zjistit, jaké síťové služby (respektive otevřené porty)
jsou dostupné ná cílovém hostiteli. Naopak horizontální skenování slouží ke zjišťování do-
stupných počítačů nebo zařízení na dané síti či podsíti.
Existuje velké množství skenovacích technik, v této práci bude uveden pouze nutný
přehled (podrobněji viz [23]). Mezi běžné vertikální skenování patří TCP SYN scan, TCP
connect() scan, Stealth Scanning UDP scan a další.
TCP SYN scan – principem této techniky je fakt, že nedochází k plnému navázání
TCP spojení (TCP Handshake), ale dojde k jeho přerušení. Na skenovaný port se odešle
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TCP paket se SYN příznakem. Pokud je port otevřený, vyšle odpověď paket s příznaky
SYN/ACK (obr. č. 5.1). Útočník odpoví RST paketem a tím ukončí komunikaci. Pokud
je port zavřený, potom skenovaný systém odpoví paketem s RST příznakem a dojde tak
k ukončení komunikace. Hlavní výhodou této techniky je obtížná detekce pro skenovaný
systém, nevýhoda spočívá ve složitější implementaci (pomocí raw sockets).
TCP SYN Scan (-sS) 
Requires Privileged Access: YES 
Identifies TCP Ports: YES 
Identifies UDP Ports: NO 
 
The TCP SYN scan uses common methods of port-identification that allow nmap to gather 
information about open ports without completing the TCP handshake process. When an open 
port is identified, the TCP handshake is reset before it can be completed. This technique is often 
referred to as “half open” scanning. 
 
If a scan type is not specified on the nmap command line and nmap currently has privileged 
access to the host (root or administrator), the TCP SYN scan is used by default.  
TCP SYN Scan Operation 
Most of the ports queried during the TCP SYN scan will probably be closed. These closed port 
responses to the TCP SYN frame will be met with a RST frame from the destination station. 
 
SYN + Port 113
 
 
Source          Destination     Summary  
------------------------------------------------------------------------------------- 
[192.168.0.8]   [192.168.0.10]  TCP: D=113 S=57283 SYN SEQ=2360927338 LEN=0 WIN=3072  
[192.168.0.10]  [192.168.0.8}   TCP: D=57283 S=113 RST ACK=2360927339 WIN=0 
 
If nmap receives an acknowledgment to a SYN request, then the port is open. Nmap then sends 
an RST to reset the session, and the handshake is never completed. 
 




Source          Destination     Summary  
------------------------------------------------------------------------------------- 
[192.168.0.8]   [192.168.0.10]  TCP: D=80 S=57283 SYN SEQ=2360927338 LEN=0 WIN=3072  
[192.168.0.10]  [192.168.0.8]   TCP: D=57283 S=80 SYN ACK=2360927339 SEQ=1622899389 LEN=0 WIN=65535  
[192.168.0.8]   [192.168.0.10]  TCP: D=80 S=57283 RST WIN=0 
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Obrázek 5.1: TCP SYN sken otevřeného portu (převzato z [23])
TCP connect() scan – v této technice dochází ke komplentímu TCP spojení na cílový
port. V případě uzavřeného portu je situace stejná jako u TCP SYN skenu. Pokud je cílový
port otevřený, skenovaný systém odpoví TCP paketem s příznakem SYN/ACK. Útočník
pošle odpověď s příznakem ACK a hned další paket s příznakem RST. Výhodou tohoto
přístup je v jednoduché implementaci, protože TCP connect() sken využívá normální funkce
operačního systému pro navazování spojení. Velká nevýhoda spočívá ve snadné detekci.
A scan to an open port results in a different traffic pattern than the TCP SYN scan: 
 
 





Source          Destination    Summary  
------------------------------------------------------------------------------------- 
[192.168.0.8]  [192.168.0.10]  TCP: D=80 S=49389 SYN SEQ=3362197786 LEN=0 WIN=5840 
[192.168.0.10] [192.168.0.8]   TCP: D=49389 S=80 SYN ACK=3362197787 SEQ=58695210 LEN=0 WIN=65535 
[192.168.0.8]  [192.168.0.10]  TCP: D=80 S=49389 ACK=58695211 WIN<<2=5840 
[192.168.0.8]  [192.168.0.10]  TCP: D=80 S=49389 RST ACK=58695211 WIN<<2=5840 
 
As the trace file excerpt shows, the TCP connect() scan completed the TCP three-way 
handshake and then immediately sent a reset (RST) packet to close the connection. 
 
Unlike the TCP SYN scan, the nmap output shows that very few raw packets were required for 
the TCP connect() process to complete: 
 
# nmap -sT -v 192.168.0.10 
 
Starting nmap 3.81 ( http://www.insecure.org/nmap/ ) at 2005-04-11 12:30 EDT 
Initiating Connect() Scan against 192.168.0.10 [1663 ports] at 12:30 
Discovered open port 3389/tcp on 192.168.0.10 
Discovered open port 80/tcp on 192.168.0.10 
Discovered open port 3306/tcp on 192.168.0.10 
Discovered open port 445/tcp on 192.168.0.10 
Discovered open port 139/tcp on 192.168.0.10 
Discovered open port 520/tcp on 192.168.0.10 
Discovered open port 135/tcp on 192.168.0.10 
The Connect() Scan took 1.45s to scan 1663 total ports. 
Host 192.168.0.10 appears to be up ... good. 
Interesting ports on 192.168.0.10: 
(The 1656 ports scanned but not shown below are in state: closed) 
PORT     STATE SERVICE 
80/tcp   open  http 
135/tcp  open  msrpc 
139/tcp  open  netbios-ssn 
445/tcp  open  microsoft-ds 
520/tcp  open  efs 
3306/tcp open  mysql 
3389/tcp open  ms-term-serv 
MAC Address: 00:30:48:11:AB:5A (Supermicro Computer) 
 
Nmap finished: 1 IP address (1 host up) scanned in 2.242 seconds 
               Raw packets sent: 2 (68B) | Rcvd: 1 (46B) 
#    
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Obrázek 5.2: TCP connect () sken otevřeného portu (převzato z [23])
Stealth scanning – tato kategorie zahrnuje tři techniky, jejichž funkčnost je velmi
podobná. Jedná se o techniky FIN Scan, Xmas Tree Scan a Null Scan. Všechny tyto
techniky skenování odesílají po jedenom TCP paketu s netradičně nastavenými příznaky v
TCP hlavičce. Nedochází tedy k třícestnému navázání komunikace.
Společným prvkem těchto technik (až na FIN Scan) je vhodná manipulace a nastavování
jednotlivých bitů TCP hlaviček takovým způsobem, který se podle definice TCP (RFC 793)
nemůže v reálném provozu nikdy vyskytovat. Tato technika funguje na všech operačních
systémech kromě operačních systémů Windows od Microsoftu (mají jinak definovaný TCP
stack). Všechny tři techniky jsou ještě více skryté v provozu než TCP SYN Scan, stejně tak
charakteristické vlastnosti.
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Similar to the FIN scan, an open port on a remote station is conspicuous by its silence: 
 







Source          Destination    Summary  
-------------------------------------------------------------------------------------- 
[192.168.0.8] [192.168.0.7]  TCP: D=79 S=36793 FIN URG PUSH SEQ=3378228596 LEN=0 WIN=2048 
 
The Xmas tree scan output shows similar results to the FIN scan: 
 
# nmap -sX -v 192.168.0.7 
 
Starting nmap 3.81 ( http://www.insecure.org/nmap/ ) at 2005-04-23 21:18 EDT 
Initiating XMAS Scan against 192.168.0.7 [1663 ports] at 21:18 
The XMAS Scan took 1.55s to scan 1663 total ports. 
Host 192.168.0.7 appears to be up ... good. 
Interesting ports on 192.168.0.7: 
(The 1654 ports scanned but not shown below are in state: closed) 
PORT     STATE         SERVICE 
21/tcp   open|filtered ftp 
22/tcp   open|filtered ssh 
23/tcp   open|filtered telnet 
79/tcp   open|filtered finger 
110/tcp  open|filtered pop3 
111/tcp  open|filtered rpcbind 
514/tcp  open|filtered shell 
886/tcp  open|filtered unknown 
2049/tcp open|filtered nfs 
MAC Address: 00:03:47:6D:28:D7 (Intel) 
 
Nmap finished: 1 IP address (1 host up) scanned in 2.432 seconds 
               Raw packets sent: 1674 (66.9KB) | Rcvd: 1655 (76.1KB) 
# 
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Obrázek 5.3: Xmas Tree sken(převzato z [23])
UDP Scan – jak už název napovídá, tato technika pracuje nad protokolem UDP.
Jedná se o velice jednoduché skenování, protože UDP protokol nevyužívá žádné příznaky
a komunikace (i implementace) je tak jednodušší. Technika vysílá UDP pakety na cílovou
stanici a čeká na odpověď ICMP: Port Unreachable. Pokud odpověď přijde, port je uzavřený
nebo filtrovaný, v op č ém případě otevřený.
Ping Scan – poslední zde uvedená technika je horizontální skenování, kdy se útočník
snaží zjistit všechny aktivní počítače v dané podsíti. Ping Scan posílá pakety ICMP Echo
Request na cílové zařízení, a pokud je zařízení aktivní, odpovídá zprávou ICMP Echo Reply.
Pokud cílové zařízení neodpovídá, potom je buď neaktivní nebo dochází k filtrování ICMP
paketů.
5.2 (D)DoS útoky
Út ky typu DoS (Denial of Service, odepření služby) jsou útoky, které mají za cíl zabránit
ve využívání síťových prostředků nebo služeb. Možností, jak zabránit nějakému zařízení, aby
přestalo vykonávat svojí činnost je celá řada. United States Computer Emergency response
team definuje DoS útok následovně [16]:
• Neobvyklé zpomalení služby.
• Nedostupnost části nebo celých webových stránek.
• Nemožnost přístupu na žádnou webovou stránku.
• Dramatický nárůst počtu přijatých nevyžádaných emailů.
Existuje mnoho způsobů, jak provést DoS útok. Zde je vyjmenováno následujících pět
možností:
• Maximální vytížení systémových prostředků (procesorový čas, paměť nebo zahlcení
síťového připojení).
• Poškození konfiguračních údajů (např. změna směrovacích pravidel).
• Porušení stavových informací (např. ukončení TCP sezení).
• Poškození síťových aktivních prvků.
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• Blokování komunikace mezi uživateli a síťovou službou.
Jak bylo zmíněno výše, existuje velké množství provedení útoku. Tato práce se zabývá
pouze tzv. zaplavováním, kdy se odesílá velké množství uměle generovaných paketů na cíl.
Pokud je použito více generátorů paketů, jedna se o útok typu DDoS (Distributed DoS ).
Následuje popis některých typů útoků.
SYN flood – útok využívá navazování spojení u TCP protokolu, kdy útočník odesílá
TCP pakety s nastaveným SYN příznakem a modifikovanou IP hlavičkou, kdy nastavuje
falešné zdrojové IP adresy. Cílový počítač se snaží odpovídat na falešné IP adresy TCP
pakety s nastavenými příznaky SYN/ACK a čeká na odpověď. Jelikož ale posílá TCP pakety
na nesprávná počítačová zařízení, odpovědi se nedočká a po jistou dobu musí blokovat
systémové prostředky. Po vyčerpání prostředků dochází k zahlcení a pádu systému.
Ping flood – principem je použití programu ping, respektive pakety ICMP Echo, které
jsou posílány cílovému počítači. Jde tedy o útok hrubou silou. V současné době vysokorych-
lostních internetových spojů jsou tyto útoky méně účinné než v minulých letech, a proto se
tolik nepoužívají.
Smurf attack – tato metoda nezahltí cíl přímo, ale využívá prostředníky. Typicky je
zaslán paket ICMP Echo Request na broadcast adresu nějaké sítě s podvrženou adresou
odesílatele tak, že směřuje na cíl útoku. Všechny počítače v dané síti na dotaz odpoví a tím
zahltí příslušný cíl. Síť funguje jako zesilovač původního požadavku.
5.3 DNS útoky
Jedna z klíčových služeb Internetu je systém DNS. Díky systému DNS můžeme používat
doménová jmnéna místo IP adres. Už od počátku byl systém DNS budován jako velmi
robustní služba hned z několika důvodú. Jednak pracuje pod vysokou zátěží a jednak jsou
na něj prováděny různé typy útoků. Existují dva typy útoků – útoky proti DNS serverům
samotným a útoky využívající DNS serevery proti dalším systémům [28].
Útoky proti DNS serverům:
• DoS útok – téměř všechny typy útoků jsou povahy DoS. Díky velkému množství
DNS serverů a jejich redundanci je velmi malá pravděpodobnost, že by tento útok
mohl službu ohrozit. Příkladem takového útoku je SYN flood. Typicky se používají
různé Botnet sítě.
• Recursive query attack – podstatou tohoto útoku je dotazování se na adresy,
které neexistují a na které nemají dané DNS servery odpověď. Ty se pak dále do-
tazují nadřazených DNS serverů, případně kořenových serverů, jenž jsou neúměrně
zatěžovány.
• DNS cache poisoning – útok využívá faktu, že DNS záznamy nejsou jakkoliv ověřo-
vány, tudíž se dají vhodným způsobem podvrhnout. Útok začíná v době, kdy se běžný
klient dotazuje DNS serveru a ten mu předává podvržené údaje. Klient se tak připojí
na podvržené, nikoliv na oficiální servery.
Útoky využívající DNS servery:
• Reflection attack – podstatou útoku je, že DNS odpověď je třikrát větší než samotný
dotaz. Pro velké množství dotazů lze dosahnout odepření služby, respektive zahltit
počítačovou linku a tím vyřadit DNS server z provozu.
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• DNS tunneling – zde se nejedná a útok, ale o zneužití DNS systému. Obsah DNS
paketu je změněn a použit pro zasílání škodlivého obsahu (např. virů).
Existuje velké množství anomálií nebo útoků v síťovém provozu (např. botnety nebo





Tato kapitola se zabývá implementací jednotlivých metod popsaných v druhé kapitole.
Každá metoda obsahuje něco specifického, případně používá postupů, které oponují jiné
metodě. Proto jsou jednotlivé metody implementovány samostatně. Všechny zdrojové kódy
jsou napsané v jazyce C++ a používají pouze knihovnu libpcap [1].
6.1 Metoda ASTUTE
Ze všech tří metod je tato výpočetně nejnáročnější, protože se stále musí vyhledávat jed-
notlivé datové toky (těchto toků při časovém intervalu pět minut je kolem pěti set tisíc). Při
špatném návrhu aplikace se mohou záznamy zpracovávat v řádu desítek hodin (samozřejmě
v závislosti na výpočetním výkonu procesoru), např. při použití datové struktury seznam
pro ukládání datových toků.
Nejpomalejším místem ve vykonávání programu je neustálé vyhledávání již úložených
datových toků. Z tohoto důvodu musí být ukládání a vyhledávání datových toků navrženo
co nejefektivněji. Pro ukládání datových toků je použito dvourozměrné pole ukazatelů na
objekt (znázorněné na obr. 6.1).
Aby program rychle nalezl (případně nenalezl) datový tok, je nutné zvolit vhodné in-
dexování jeho objektů. Obě pole využívají k indexovaní hashovací funkci, přičemž každá
hashovací funkce má jiný vstup. Indexem
”
vnitřního“ pole (tento index se mění rychleji) je
hash, nazývaný DATA–FLOW HASH, který je vypočítán z následujících hodnot:
• IP adresa výchozí stanice.
• IP adresa cílové stanice.
• Číslo portu výchozí stanice.
• Číslo portu cílové stanice.
• Typ protokolu – TCP, UDP nebo ICMP.
Index
”
vnějšího“ pole, DATA–FLOW SUPER HASH, je funkcí DATA–FLOW HASH
(počítá se jako komprimace hodnoty DATA–FLOW HASH do počtu bitů určujících rozměr
vnějšího pole).
Zatímco velikost vnějšího pole je maximálně 256 (v krocích mocniny dvou – 1, 2, 4, 8, . . .
, 256 ), velikost vnitřního pole je libovolná (jedná se o dynamické pole, jehož velikost je li-
mitována množtvím operační paměti počítače). Urychlení algoritmu se dosahuje setříděním
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vnitřního pole (indexováno DATA–FLOW HASH). Ke třídění je použit algoritmus qsort a
vyhledáváni je zajištěno funkcí bsearch. Tento návrh vede k nejrychlejšímu vyhledávání již
jednou uložených datových toků. Musíme si totiž uvědomit, že vnitřní pole obsahuje více
jak 2 500 položek při časovém rámci pět minut. Vše názorně shrnuje obrázek č. 6.1.
Data-Flow Hash 1 Data-Flow Hash 2 ... Data-Flow Hash n0




Data-Flow Hash 1 Data-Flow Hash 2 ... Data-Flow Hash n255
Index – Data-Flow Super Hash
Index – Data-Flow Hash
Super Array
Obrázek 6.1: Dvourozměrné pole na uložení jednotlivých datových toků
Ukládání nových datových toků, případně aktualizace stávajících, je opět nutné opti-
malizovat, protože je výhodnější ukládat více záznamů najednou než každý zvlášť. Z toho
důvodu existuje pomocné pole na ukládání nových datových toků. Má pevnou délku a není
setříděné – nové prvky jsou vkládány za sebou. Vyhledávání v něm je proto sekvenční. Z
časového hlediska je výhodnější toto pole netřídit a pouze zvolit jeho vhodnou velikost, aby
lineární vyhledávání netrvalo příliš dlouho. Jakmile je pomocné pole naplněné (implicitní
hodnota je 500 položek a lze ji měnit vstupním parametrem programu), uložené záznamy
se překopírují do dvourozměrného pole, jeho vnitřní pole jsou znovu setříděna a pomocné
pole je uvolněno pro další záznamy.
Výčet hodnoty K pro daný časový interval se provádí průběžně při započetí dalšího
časového intervalu. Příslušná funkce počítá nejen hodnotu K, ale provádí i eliminaci dato-
vých proudů, které nemohou být použity v dalším časovém rámci. To umožňuje udržovat
velikosti vnitřních polí na nejnižších hodnotách a tím výrazně zrychlit jejich prohledávání
a třídění.
Moje implementace metody ASTUTE vypadá takto:
1. Inicializace dvourozměrného i pomocného pole.
2. Načtení jednoho záznamu ze souboru.
3. V případě, že načtený záznam již neleží v současném časovém intervalu, provést vý-
počet hodnoty K’ pro současný časový interval a zahájit zpracování nového časového
31
intervalu.
4. Prohledání dvourozměrného pole. Pokud je v něm položka nalezena, aktualizovat
příslušný záznam datového toku.
5. Pokud v předchozím kroku nebyl datový tok nalezen, prohledat pomocné pole. Pokud
je v něm položka nalezena, aktualizace záznamu. V opačném případě je založen nový
záznam. Pokud počet záznamů dosáhl délky pole, provést rozřazení všech jeho položek
do dvourozměrného pole a jeho vnitřní pole setřídit. Nesetříděné pole je nyní prázdné.
6. Pokud obsahuje vstupní datový soubor další záznamy, pokračování bodem dvě.
7. Pokud je vstupní soubor vyčerpán a v příkazové řádce je uveden další, je tento otevřen
a zpracování pokračuje až do okamžiku, kdy již není k dispozici další vstupní soubor.
8. Výstup výsledků ve formátu vhodném pro další zpracování.
Program je plně ovládán z příkazové řádky pomocí parametrů. Grafické rozhraní není
implementováno. Podrobný seznam parametrů programu je uveden v příloze. Jedinný po-
vinný parametr programu je soubor se záznamy z výstupu programu tcpdump, případně




Time break, Records proceeded Total/Frame = 5949130/1044546,
Search success [i/i-1] = 368688/573389, New data-flows = 102469
Super array = 256, Min = 299, Max = 5040, Avg = 446
K’(5) = 1.52533, Frames = 11857 from 114326 (Total=214261, Removed=99935)
--TCP---- K’=1.53164, Frames = 5660 from 39179
--UDP---- K’=-0.592094, Frames = 4802 from 59660
--ICMP--- K’=1.75722, Frames = 1349 from 15299
--Other-- K’=-1.08412, Frames = 46 from 188
Výstup poskytuje kromě hodnoty K i údaje informující o míře efektivity navrženého
programu a podklady pro případnou modifikaci jeho parametrů z příkazové řádky. Kromě
toho je pro zajímavost proveden výpočet K pro jednotlivé protokoly.
6.2 Kalmanův filtr
Druhá metoda používá ke své činnosti Kalmanův filtr. Signálem je počet přenesených dat
za jednotku času na jedné lince. Při vyhledávání anomálií Kalmanův filtr předpovídá a
následně vypočítá novou hodnotu. Takto nově vypočítanou hodnotu porovná se skutečně
naměřenou hodnotou a pokud je rozdíl nad daný práh, je označena anomálie. Metoda
pracuje ve třech krocích.
V prvním kroku je nutné vytvořit model sledovaného systému. Ten lze vyjádřit rovnicemi
ve tvaru [39]:
xk = Axk−1 +Buk + wk−1, (6.1)
zk = Hxk + vk, (6.2)
32
kde xk značí nově vypočítanou hodnotu signálu (tzn. lineární kombinace jeho předchozí
hodnoty plus kontrolní signál uk a šum prostředí (wk)) a zk značí skutečně změřenou hod-
notu signálu. Prvky A, B a H vyjadřují matice, ale v tomto případě jsou nahrazeny za
číselné hodnoty, protože signál má jeden rozměr a je sledovaný na jedné lince. Kontrolní
signál sledovaný systém neobsahuje a hodnoty A a H jsou rovny jedné, protože vstupní
signál je konstantní. Po úpravě vypadají rovnice 6.1 a 6.2 takto:
xk = xk−1 + wk (6.3)
zk = xk + vk (6.4)
Druhý krok zahrnuje inicializaci vstupních hodnot a dvou kroků výpočtů metody –
























Pk = (I −KkH)P ′k (6.9)
Hodnoty matic A, B a H jsou shodné jako v prvním kroku. Určení hodnot Q a R je
složitější, protože se jedná o šum prostředí. Tato výpočetní metoda používá hodnoty R =




k = x̂k−1 (6.10)
P
′












k +Kk(zk − x̂
′
k) (6.13)
Pk = (1−Kk)P ′k (6.14)
Vstupní hodnoty x0, respektive P0, jsou nastaveny na nulu.
Ve třetím kroku jsou počítány následující hodnoty ze současných hodnot v iterační smy-
čce přesně tak, jak je znázorněno na obr. 6.2. K výpočtům jsou používány vzorce predikce
a korekce uvedené výše.
6.3 Vlnková tranformace
Poslední metoda popsaná v této práci je vlnková transformace. Program na vyhledávání
anomálií pomocí vlnkové transformace používá vlnky Daubechies D4 stejně tak jako autoři
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estimates to obtain the a priori estimates for the next time step. The measurement update
equations are responsible for the feedback—i.e. for incorporating a new measurement into
the a priori estimate to obtain an improved a posteriori estimate.
The time update equations can also be thought of as predictor equations, while the
measurement update equations can be thought of as corrector equations. Indeed the ﬁnal
estimation algorithm resembles that of a predictor-corrector algorithm for solving
numerical problems as shown below in Figure 4.1.
The speciﬁc equations for the time and measurement updates are presented below in
table 4.1 and table 4.2.
Again notice how the time update equations in table 4.1 project the state and covariance
estimates forward from time step  to step .  and B are from equation (4.1), while
 is from equation (4.3). Initial conditions for the ﬁlter are discussed in the earlier
references.
Table 4.1: Discrete Kalman ﬁlter time update equations. 
(4.9)
(4.10)








Figure 4.1: The ongoing discrete Kalman ﬁlter cycle. The
time update projects the current state estimate ahead in
time. The measurement update adjusts the projected
estimate by an actual measurement at that time. 
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Obrázek 6.2: Kompletní diagram činnosti K lmanova filtru (převzato z [39])
metody ASTUTE. Vlnky Daubechies D4 potřebují ke své činnosti koeficienty škálovací


























Dále metoda potřebuje koeficienty vlnkové funkce, které vypadají následovně:
g0 = h3, g1 = −h2, g2 = h1, g3 = −h0 (6.16)
Dopřednou transformaci původního singálu lze vyjádřit pseudokódem, který vypadá
takto:
for(i = 0; i < (n/2); i++)
{
yl[i] = x[2i]*h[3] + x[2i+1]*h[2] + x[2i+2]*h[1] + x[2i+3]*h[0];
yh[i] = x[2i]*g[3] + x[2i+1]*g[2] + x[2i+2]*g[1] + x[2i+3]*g[0];
}
x reprezentuje vstupní signál, n značí jeho délku. g a h jsou koeficienty vyjádřené výše. yl
jsou výsledné údaje dolní propusti, yh značí výsledné údaje horní propusti, kde obě jsou
polovinou velikosti púvodních dat (tj. n / 2). V praxi se většinou obě propusti slučují zpět
do jednoho signálu.
Jedna z věcí, kterou je nutné vyřešit, spočívá v rajních hodnotách signálu (index 2i +
3 jistě znamená přetečení původního pole hodnot). Existuje několik řešení. V této práci je
použita metoda opakování se původního signálu, kdy počáteční hodnoty signálu jsou dány
nakonec a opačně (v praxi se místo (2i + 3) použije (2i + 3) % n).
Inverzní transformace vyjádřená pseudokódem vypadá následovně:
for(i = 0; i < (n/2); i++)
{
x[2i ] = yl[i-1]*h[1] + yl[i]*h[3] + yh[n-1]*g[1] + yh[n]*g[3];
x[2i+1] = yl[n-1]*h[0] + yl[n]*h[2] + yh[n-1]*g[0] + yh[n]*g[2];
}
Transformace i inverzní transformace popsané v této práci jsou jednorozměrné, tzn. jsou
právě vhodné pro signály jako je množství přenesených dat za jednotku času nebo třeba
hudební signály.
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Jelikož z výše uvedených pseudokódu není přesně jasné, jak se jednotlivé indexy zjišťují,
existuje proto jednoduché řešení na vizualizaci těchto transformací v podobě násobení ma-
tic. Pro jednoduchost uvažujme D4 filtr (4 prvky) a signál, který má pouze osm vzorků.
Matice se skládá ze čtyř vektorů dolní propusti a čtyř vektorů horní propusti. Tato matice
je násobená vektorem signálu.
[yl(0)] = [ h3 h2 h1 h0 0 0 0 0 ][x(0)]
[yl(1)] = [ 0 0 h3 h2 h1 h0 0 0 ][x(1)]
[yl(2)] = [ 0 0 0 0 h3 h2 h1 h0 ][x(2)]
[yl(3)] = [ h1 h0 0 0 0 0 h3 h2 ][x(3)]
[yh(0)] = [ g3 g2 g1 g0 0 0 0 0 ][x(4)]
[yh(1)] = [ 0 0 g3 g2 g1 g0 0 0 ][x(5)]
[yh(2)] = [ 0 0 0 0 g3 g2 g1 g0 ][x(6)]
[yh(3)] = [ g1 g0 0 0 0 0 g3 g2 ][x(7)]
Pro inverzní transformaci dostaváme následující matici.
[x(0)] = [ h3 0 0 h1 g3 0 0 g1 ][yl(0)]
[x(1)] = [ h2 0 0 h0 g2 0 0 g0 ][yl(1)]
[x(2)] = [ h1 h3 0 0 g1 g3 0 0 ][yl(2)]
[x(3)] = [ h0 h2 0 0 g0 g2 0 0 ][yl(3)]
[x(4)] = [ 0 h1 h3 0 0 g1 g3 0 ][yh(0)]
[x(5)] = [ 0 h0 h2 0 0 g0 g2 0 ][yh(1)]
[x(6)] = [ 0 0 h1 h3 0 0 g1 g3 ][yh(2)]
[x(7)] = [ 0 0 h0 h2 0 0 g0 g2 ][yh(3)]
Nosný signál, který je vstupem vlnkové transformace, je vytvořen ze vstupního sou-
boru, kde každý záznam odpovídá jednomu odchycenému paketu. Signálem je tedy počet




Vyhodnocení výsledků detektorů anomálií je obtížné, protože neexistuje jejich jednoduché
ověření. Přesto vznikly dva přístupy testování detektorů síťových anomálií. První přístup
kontroluje každou anomálii, která je označená detektorem. Kontrola je založená na ruční
analýze datových toků, což je náchylné k chybám a těžko se kontrolují soubory s velkým
množstvím záznamů (případně anomálií). Druhý přístup používá simulaci, kdy jsou uměle
vytvořeny anomálie a vloženy do souboru, který obsahuje záznamy ze sledovaného síťového
provozu. Výhodou tohoto přístupu je, že lze snadno měnit charakteristiky simulovaných
anomálií a tím tak testovat citlivost detektoru. V této prací je u všech metod použit první
přístup na datech popsaných v kapitole 4.
7.1 Metoda ASTUTE
Metoda ASTUTE odhaluje anomálie na způsobu sledování datových toků. ASTUTE označí
anomálii pouze tehdy, když dva za sebou jdoucí časové rámce obsahují velké množství toků.
Neodhalí anomálie, které zahrnují jenom několik datových toků a jsou rozprostřené na více
časových intervalů.
ASTUTE pomáhá s klasifikací anomálií odhalením časového intervalu zodpovědného
za nestandardní chování. Jakmile je tento interval identifikován, je podstatně jednodušší
odhalit anomálii, která toto nestandardní chování vyvolala. Manuální detekci anomálií lze
provádět takto (podle autorů metody ASTUTE):
1. Odhad množství provozu (záznamů v souboru) zahrnující anomálii.
2. Přibližné zjištění, kterých datových toků se anomálie týká.
3. V rámci tohoto přiblížení je nutné co nejpřesněji zjistit všechny datové toky, které
jsou zodpovědné za anomálii.
I když předchozím postupem lze celkem přesně určit jednotlivé záznamy v datovém sou-
boru, při analyzování více souborů je to velmi pracné a výsledky né vždy uspokojivé. Proto
metoda implementovaná v této práci přináší navíc několik rozšíření, která ruční vyhledávání
dále zjednodušují. Mezi vylepšení patří:
• Zobrazení časového údaje u každé vypočtené hodnoty K’.
• Zobrazení všech načtených datových toků a použitých datových toků k výpočtu hod-
noty K’.
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• Zobrazení jednotlivých hodnot K’ pro protokoly TCP, UDP, ICMP a ostatní. U všech
těchto hodnot je také uveden počet datových toků, které se podílely na výpočtu
hodnoty K’.
• Zobrazení dalších statistických údajů.
Díky výše uvedeným vylepšením se opět snižuje náročnost potvrzení či vyvrácení anomálií,
které označila metoda ASTUTE. Pro dohledání konkrétních hodnot získaných z datového
souboru pak už stačí použít běžné nástroje poskytované operačním systémem FreeBSD
(cat, sed, grep, wc atd.). Z těchto důvodů jsou výsledky metody ASTUTE brány v této


























Obrázek 7.1: Datový tok sledovaný mezi desátou a půl jedenáctou hodinou GMT, interval
5 minut.
Výsledky z testování jsou zobrazené v grafech na obrázcích č. 7.1, 7.2 a 7.3 (další grafy
z testování jsou přiložené na doprovodném CD). Podle autorů metody i podle vlastních
pozorování je nutné experimentálně určit mezní hodnotu K’ a velikost časových rámců.
Testováním metody na různých údajích lze zjistit, že optimální velikost časového rámce
odpovídá pěti minutám (to lze vysledovat porovnáním obrázků č. 7.1 a 7.2). Tomuto ča-
sovému rámci odpovídá hodnota K’ přibližně na úrovni 4. Pro jinak velké časové rámce je
potřeba hodnotu K’ opět určit experimentálně. V grafech nejsou zahrnuté hodnoty pro TCP
protokol, protože v těchto testech téměř kopírují celkové hodnoty (průběh pod označením
”
Total“).
Na obrázku č. 7.1 je dále jasně patrné, že od desáté do třicáté minuty (tedy mezi 10:10
až 10:30 hodinou skutečného času) probíhál zřejmě útok typu (D)DoS za použití protokolu
ICMP (pravděpodobně se jedná o zahlcení sítě pomocí ICMP ping nebo podobné techniky).
Další zajímavostí je, že průběh celkové hodnota K’ téměř nezaznamená tuto anomálii.




























Obrázek 7.2: Datový tok sledovaný mezi desátou a půl jedenáctou hodinou GMT, interval
2 minuty.
všechny ostatní klesají. Z grafu je dále patrné, že hodnota K’ pro ICMP toky a ostatní toky
celkem kosílá, na druhou stranu hodnota K’ pro UDP toky má téměř konstantní hodnotu.
Na obrázku č. 7.2 je ten samý sledovaný časový úsek, ale velikost časového rámce je nižší,
na úrovni dva. Z grafu je zřejmé, že hodnoty K’ nedosahují takových hodnot, a proto je
nutné zvolit nižší prahovou hodnotu než u předhozího případu. Dále je zřejmé, že hodnoty K’
pro ICMP datové toky naznačují výskyt anomálií kolem dvacáté minuty, čtyřicáté minuty
a kolem osmdesáté minuty. Průběh hodnoty K’ ostatních datových toků (tedy né TCP,
UDP a ICMP toků) označuje anomálii kolem šedesáté minuty. Všechny označené anomálie
odpovídají manuálnímu prohledání vstupního datového souboru. Na obrázku č. 7.3 jsou pro
úplnost znázorněné průběhy hodnoty K’ na datovém vzorku v rozsahu trvání patnáct minut
a velikosti časového rámce jedna minuta. Toto testování je vhodné, když chceme podrobněji
prozkoumat podezřelé datové toky, které byly označené touto metodou s větším časovým
rámcem nebo jinou metodou na detekci anomálií.
Časová a výpočetní náročnost metody ASTUTE se různí, protože velmi záleží nastavení
programu a velikosti časového rámce. Při nastavení programu pomocí parametrů záleží
hlavně na zvolené velikosti pomocného pole (viz kapitola Testovací software 6, výchozí
hodnota poskytuje nejlepší výsledky). Samotný běh programu, tedy vyhledávání anomálií,
urychluje správně nastavená velikost časového rámce. Rozumná velikost časového rámce je
do pěti minut. Nad pět minut už se činnost programu velmi zpomaluje, protože program
porovnává velké množství datových toků. Pro nejefektivnější běh programu je tedy vhodné
zvolit velikost časového rámce pět minut a použít výchozích nastavení programu. Volba
mezní hodnoty K’ závisí na povaze sledovaných dat, ale pro běžné použití lze uvažovat


























Obrázek 7.3: Datový tok sledovaný v deset hodin GMT po dobu patnácti minut, interval 1
minuta.
7.2 Kalmanův filtr
Metoda nepracuje přímo s datovými toky, ale signálem, který tyto toky reprezentuje. V
tomto případě program vytvoří ze vstupních údajů signál (počet přenesených dat za jed-
notku času), na který následně aplikuje Kalmanův filtr. Anomálie je označena tehdy, pokud
rozdíl hodnoty původního signálu a hodnoty po aplikaci filtru přesáhne určitou hraniční
hodnotu. Tato hodnota opět musí být stanovená experimentálně.
Průběhy původního signálu a signálu po aplikaci Kalmanova filtru jsou zobrazené na
obrázku č. 7.4 ve výchozím nastavení programu (hodnoty R, respektive Q, jsou nastavené
na 0.1, respektive 0). Z obrázku je jasně patrné, že kolem dvacáté, čtyřicáté a osmdesáté
minuty jsou zaznamenány vysoké rozdíly hodnot obou signálů a tedy lze je označit za
anomálii. Je zde nutné poznamenat, že se hodnoty u této metody a u metody ASTUTE
podobají.
U této metody je nutné experimentálně určit hodnoty R a Q. Na obrázku 7.5 je citlivostní
analýza Kalmanova filtru na hodnoty R a Q. Jak z obrázku vyplývá, hodnota R udává
náběžnou hranu signálu. Hodnota Q udává plynulost odhadnutého signálu Kalmanovým
filtrem. Stanovení hodnot se liší u každého sledovaného úseku. Pro časový úsek v řádu
hodin (případ této práce) je výhodnější ponechat hodnoty R a Q na výchozích hodnotách.
Při sledování delších časových úseků jako jsou dny a týdny je nutné tyto konstanty upravit.
Pokud je sledován ještě delší časový úsek (např. jeden měsíc), potom je nutné konstanty
korigovat v pravidelných časových intervalech.
Zde je nutné upozornit, že metody pracující se signálem místo datových toků (Kalmanův
filtr, vlnková transformace) jsou vhodnější právě pro použití na delší časové údaje, kde jejich




















































Obrázek 7.5: Citlivostní analýza Kalmanova filtru na hodnoty R a Q.
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7.3 Vlnková transformace
Vlnková tranformace pracuje podobně jako Kalmanův filtr se signálem místo samotných
datových toků. Puvodní signál (množství přenesených dat za jednotku času) je transformo-
ván vlnkou Daubechies D4 na nový signál. Transformovaný signál je následně analyzován.
























Obrázek 7.6: Vlnková transformace na vstupní signál.
Tato metoda analyzuje signál tak, že vezme rozdíl dvou po sobě jdoucích transformo-
vaných hodnot signálu a porovná s hraniční hodnotou. Hraniční hodnota se opět určuje
experimentálně v závislosti na množství generování falešných poplachů.
Krajní hodnoty z obrázku č. 7.6 se nezapočítávají, protože se jedná o přechodné stavy.
Odchylky jsou způsobené nedostatkem údajů. Z obrázku je patrné, že průběh signálu mezi
osmým a desátým časovým rámcem, respektive dvanáctým a třináctým časovým rámcem,
značí anomální chování datového toku.
Testování probíhalo na datech mezi desátou až půl dvanáctou hodinou GMT, to dává
dobu trvání 1,5 hodiny. Pro tuto metodu se více hodí testování na datech s větším rozsahem
jako jsou dny nebo týdny. Proto mohou být výsledky při tomto testování zkreslené. Další




Práce je zaměřena na praktickou aplikaci detektorů sloužících k vyhledávání anomálií v síťo-
vém provozu. Jedná se o náročný úkol, který pokrývá různá odvětví počítačových systémů.
Cílém této práce proto bylo seznámení se s problematikou, navržení tří metod sloužících k
detekování anomálií a jejich efektivní implementace.
V této práci byly implementovány tři metody – metoda ASTUTE, metoda používa-
jící Kalmanův filtr a metoda založená na vlnkové transformaci. Pro praktický provoz se
dají použít všechny tři metody, nicméně žádná z nich není plně univerzální. Nejvíce na
všestranné použití se jeví metoda založená na principu ASTUTE (porovnávání datových
toků v daných časových rámcích) s velikostí časového rámce pět minut.
Metody založené na analyzování signálu – Kalmanův filtr a vlnková transformace – je
výhodnější použít na dlouhé časové úseky typu den nebo týden. Takto dlouhé časové úseky
dobře zachycují periodické chování uživatelů na síti.
U metod pracujících se signálem lze vylepšit správné nastavení konstant, jako jsou u
Kalmanova filtru konstanty P a Q, případně u vlnkové transformace využít jinou metodu
nebo vícekrokovou metodu vlnek Daubechies. U metody ASTUTE lze provést zrychlení
aplikováním vláken. Toto zrychlení by dále přispělo k efektivnosti metody.
Všechny metody jsou implementovány jako samostatný program, a proto je snadné
je použít do nějaké další aplikace. Této možnosti by se mohlo využít do budoucna při
případném rozšíření této práce.
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astute -fTime_frame -uUnsorted_size -aSuper_array -sSort dump_file
Popis parametrů:
• Nepovinný parametr Time-frame se zadává jako celé číslo udávající čas trvání jednoho
datového vzorku v minutách. Pokud není zadán, je dosazena implicitní hodnota 1
minuta.
• Nepovinný parametr Unsorted-size udává délku nesetříděného pole sloužícího jako
dočasný akumulátor nově se objevivších datových toků. Zadává se jako celé číslo s
minimální hodnotou 100. Nalezením jeho optimální hodnoty lze urychlit výpočet.
Smysluplné hodnoty jsou v řádu stovek. Pokud není zadán, je dosazena implicitní
hodnota 100.
• Nepovinný parametr Supper-array udává počet použitých vnitřních polí (viz. popis
funkce programu). Zadává se jako celé číslo nabývající jednu z hodnot 1,2,4,8,16,32,64,128,256,
jiné hodnoty jsou ignorovány. Zvyšováním tohoto parametru se dosahuje urychlení ce-
lého výpočtu. Pokud není zadán, je dosazena implicitní hodnota 256 vnitřních polí.
• Nepovinný parametr Sort slouží k nastavení citlivosti vnitřních polí k jejich setřídění.
Zadává se buď jako celé kladné číslo (pak je třídění vnitřních polí provedeno v oka-
mžiku, kdy obsahují více než Sort položek) nebo je místo čísla uveden znak - (minus) –
pak je třídění vnitřních polí vypnuto. Tento příznak se používal pro testování přínosu
třídení vnitřních polí ke zvýsšení rychlosti provádění výpočtu. Pokud není zadán, je
dosazena implicitní hodnota 100 a doporučuje se ponechat ji nezměněnou (parametr
nezadávat).
• Parametry dump-file1 až dump-fileN jsou seznamem vstupních souborů obsahujících
popis všech přenesených paketů. Tento parametr(y) je povinný.
Kalmánův filtr
kalman -fTime_frame -Rnoise_reduction -Qqparam dump_file1 (dump_file2...dump_fileN)
Popis parametrů:
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• Nepovinný parametr Time-frame se zadává jako celé číslo udávající čas trvání jednoho
datového vzorku v sekundách. Pokud není zadán, je dosazena implicitní hodnota 5
sekund.
• Nepovinný parametr noise-reduction se zadává jako desetinné číslo a nastavuje pa-
rametr R výpočtu Kalmánova filtru. Jeho hodnota se musí pohybovat mezi nulou a
jedničkou. S jeho zvětšující se hodnotou se zvyšuje podíl predikované hodnoty signálu
na celkovém výsledku (použije se vyšší míra filtrace). Pokud není zadán, je dosazena
implicitní hodnota 0.1 .
• Nepovinný parametr qparam se zadává jako desetinné číslo a nastavuje parametr Q
výpočtu Kalmánova filtru. Jeho hodnota se musí pohybovat mezi nulou a jedničkou.
Ve většině případů se ponechává na své implicitní hodnotě 0.0 .
• Parametry dump-file1’ až dump-fileN jsou seznamem vstupních souborů obsahujících
popis všech přenesených paketů. Tento parametr(y) je povinný.
Wavelet transformation
wavelet -fTime_frame dump_file1 (dump_file2...dump_fileN)
Popis parametrů:
• Nepovinný parametr Time-frame se zadává jako celé číslo udávající čas trvání jednoho
datového vzorku v minutách. Pokud není zadán, je dosazena implicitní hodnota 5
minut.
• Parametry dump-file1 až dump-fileN jsou seznamem vstupních souborů obsahujících
popis všech přenesených paketů. Tento parametr(y) je povinný.
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