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ABSTRACT
Park, Chong Hyun Ph.D., Purdue University, August 2016. Parametric Approaches
to Fractional Programs: Analytical and empirical Study. Major Professors: Robert
D. Plante and Yanjun Li.
Fractional programming is used to model problems where the objective function
is a ratio of functions. A parametric modeling approach provides effective technique
for obtaining optimal solutions of these fractional programming problems. Although
many heuristic algorithms have been proposed and assessed relative to each other,
there are limited theoretical studies on the number of steps to obtain the solution. In
this dissertation, I focus on the linear fractional combinatorial optimization problem,
a special case of fractional programming where all functions in the objective function
and constraints are linear and all variables are binary that model certain combina-
torial structures. Two parametric algorithms are considered and the efficiency of
the algorithms is investigated both theoretically and computationally. I develop the
complexity bounds for these algorithms, and show that they can solve the linear frac-
tional combinatorial optimization problem in polynomial time. In the computational
study, the algorithms are used to solve fractional knapsack problem, fractional facil-
ity location problem, and fractional transportation problem by comparison to other
algorithms (e.g., Newton’s method). The relative practical performance measured by
the number of function calls demonstrates that the proposed algorithms are fast and




In many nonlinear programming problems, objective function can be expressed as
a ratio. Such optimization problems are called fractional programs. A standard form




, subject to x ∈ S = {hi(x) ≤ 0, i = 1, . . . ,m}, (P)
where real-valued functions f : Rn → R, g : Rn → R and hi : Rn → R(i = 1, . . . ,m)
are defined on a set S ∈ Rn such that f(x) ≥ 0 for some x ∈ S and g(x) > 0 for any
feasible x ∈ S. This dissertation focuses on the integer linear fractional programming
problem, a special case of the problem (4.1) where f , g, and hi are all affine functions
with integer variables.
1.2 Applications
A fractional programming is particularly useful in many applications of manage-
ment science when the objective (which we are trying to maximize or minimize) is the
efficiency of some activities such as performance/cost, income/investment, cost/time,
etc. Some applications can be found in health care management problem [27], produc-
tion planning [13], retail category pricing problem [45], dynamic assortment planning
problem in retail management [40], joint replenishment problem in supply chain man-
agement [16], and cyclic scheduling problem [53].
We present a basic description of an assortment planning problem [40] as an example
to show how the fractional programming problem can be formulated.
2
Example 1.2.1 (Assortment Planning) Given a limited shelf capacity, the retailer
should decide the subset of products to offer to maximize the total profit. Suppose we
have N products. For each product, let wi > 0 for i = 1, . . . , N be the marginal profit
of product i. Because of the capacity constraint, we assume that at most C products
can be offered to the customers. Under the multinomial logit model, each customer
chooses the product to maximize her utility. Moreover, it is well known [28] that for
each assortment S ⊆ {1, . . . , N}, the probability θj(S) that the customer chooses the








for j = 1, . . . , N , where µj is the
mean utility that the customer assigns to product j. Since the goal is to determine
the subset of at most C products that will give the maximum expected profit, the







, subject to S ⊆ {1, . . . , N} : |S| ≤ C,
where vj = e
µj . Thus, the assortment planning problem can be formulated as the
knapsack problem whose objective function is a ratio.
1.3 Parametric Approach
One of the well-known solving strategies for the fractional programming problem
(P) is to use the parameterized problem, which was proposed by [15]. In the algorithm,
the auxiliary problem with a parameter λ ∈ R is defined first as follows:
maximize f(x)− λ g(x), subject to x ∈ S. (Pλ)
If we denote h(λ) the optimal objective function value of the auxiliary problem with
a given parameter value λ, then the optimal solution of the original fractional pro-
gramming problem (P) can be obtained by solving a series of the auxiliary problems
(Pλ). Indeed, it has been proven that the h function is piecewise-linear, convex and
decreasing in λ and the root of h(λ) = 0 is the optimal objective function value of
the problem (P) [35]. It is natural that various root-finding algorithms have been
developed to obtain the root of h(λ) = 0 (see [10, 24, 33, 42]). Most of the proposed
3
algorithms have been designed to accelerate the search of root by exploiting prop-
erties of the parameterized function h. For example, to using two subgradients of
a parameterized function h at lower and upper bounds may improve the practical
efficiency of a binary search [9]. In addition, comparative computational experiments
have been conducted on the fractional knapsack problems [24] and the quickest flow
problems [9] to assess the efficiency of several existing algorithms.
Although many heuristic algorithms have been proposed and assessed relative to
each other, a theoretical study on the number of steps to obtain the solution had
not been examined until 1992 by Radzik [34]. He considered Newton’s algorithm
proposed by Dinkelbach [15] for the linear fractional combinatorial problem, and
showed that a strongly polynomial bound on the number of iterations for the gen-
eral case is O(n4 log2 n), where n is a number of variables in the original problem
(P). This result was improved to O(n2 log2 n) by the same author [35] and further
improved to O(n2 log n) [50]. All of theoretical studies have focused primarily on the
sequence generated by Newton’s algorithm. In this dissertation, different types of
search algorithms are considered and the analytical results of their performances are
analyzed. To our best knowledge, this is the first result in the literature where the
linear fractional combinatorial problems are polynomially solved by the algorithms,
which generate a sequence of both lower and upper bounds, providing estimates in
two directions.
1.4 Dissertation Outline
The dissertation consists of five chapters, introduction, numerical methods, an-
alytical study, computational test, and conclusion. All chapters are comprise to
find the efficient parametric algorithms for solving the linear fractional programming
problems. The second chapter numerically investigates which method can efficiently
identify the root of monotonic, convex, and twice differentiable functions. The third
and fourth chapters then examine whether the suggested algorithms from the second
4
chapter are also efficient for finding the root of piecewise-linear, monotonic, and con-
vex functions, which is essentially the same to solve the linear fractional programming
problems.
In Chapter 2, the modified binary search (MODBIN) algorithm developed by
Ibaraki [24] for root finding is analyzed and computationally compared to Newton’s
method and the algorithm of Pardalos and Phillips [33]. Although the MODBIN
algorithm was originally proposed for solving fractional programming problems, we
study the MODBIN algorithm as a general root finding algorithm. First, we develop
convergence analysis of the MODBIN algorithm for finding the root of monotonic,
convex, and twice differentiable functions. In particular, the quadratic convergence
of the lower bound sequence and the superlinear convergence of two complement
upper bound subsequences are proved. Secondly, we computationally investigate the
MODBIN algorithm and find that the algorithm demonstrates robust and superior
performance. Interestingly, one of the upper bound subsequences rarely occurs in
our computational experiments, implying fast convergence of the entire upper bound
sequence.
Chapter 3 analytically studies the MODBIN algorithms and the sub-approximation
algorithm that solve the linear fractional combinatorial optimization problems, a spe-
cial case of the fractional programming problem in which all functions in the objective
function and constraints are linear with binary variables defined on some combina-
torial structure. We prove that analytical results in the worst-case performance of
those algorithms are the same as that of the Newton’s algorithm.
To assess the practical behavior of the algorithms suggested in the third chapter,
Chapter 4 conducts a series of computational studies of solving a linear fractional
integer programming problems. In particular, we implement the MODBIN and sub-
approximation algorithms and compare their performance to the well-known Newton
method. The algorithms are applied to the fractional knapsack problem, fractional
facility location problem, and fractional transportation problem whose parameters
are randomly generated in our computational experiments.
5
Finally, Chapter 5 summarizes the main findings and contribution of this research.
Moreover, it discusses the limitation of this study and a few open questions which




One of the important problems in numerical analysis is to find the root of equation
f(x) = 0, where f : [a, b] → R is a nonlinear continuous function with a single root
in [a, b]. When the closed-form solution to the root is not available, iterative methods
have been developed to obtain an approximate solution. Newton’s method [29] is the
best known and most widely used algorithm that is based on linear approximation
to the function at each iteration point. It is well known that the iteration point
sequence of Newton’s method has a quadratic convergence rate on monotonic, convex
and twice-differentiable functions [3].
The modified binary search (MODBIN) algorithm is a variant of Newton’s method
proposed by Ibaraki [24]. It was originally developed to find optimal solution to frac-
tional programming problems whose parametric problem is equivalent to finding the
root of a monotonic convex function. When the parametric problem is piecewise lin-
ear, some point sequences generated by the MODBIN algorithm are proved to have
superlinear convergence rate [24]. In this chapter, the performance of the MODBIN
algorithm on monotonic, convex, and twice differentiable functions is studied. Our
analytical and computational results show that the MODBIN algorithm is compar-
atively fast and robust. To our knowledge, this is the first study in literature that
systemically studies the MODBIN algorithm as a general root-finding method.
There have been a variety of iterative root-finding algorithms. These algorithms
can be categorized in terms of the highest order derivative of f(x) used in the algo-
rithm and that of f(x) required for assessing the algorithm’s convergence rate. For
example, the first order derivative of f(x) is used in Newton’s method and the second
order derivative is required for proving the algorithm’s quadratic convergence [3]. In
general, a higher order derivative of f(x) is required to prove a higher order of conver-
gence rate [2]. However, a drawback of requiring the existence of high order derivative
8
of f(x) is the demand of strong properties of the function and the cost of calculat-
ing high order derivatives [48]. Some variants of Newton’s method use the first order
derivative of the function and are shown to achieve cubic convergence rate in presence
of the third order derivative ( [17], [22], [31], [51]). Steffensen’s algorithm [23] and
Halley’s algorithm [21] are also classical root-finding iterative methods. Although
Steffensen’s algorithm does not use any derivative, the proof of its quadratic conver-
gence requires the existence of a function’s second order derivative. Similarly, Halley’s
algorithm uses the second order derivative, but the proof of its cubic convergence re-
quires the function’s third order derivative [18]. A variant of Steffensen’s method can
have a cubic convergence rate if the third order derivative of the function exists [43].
A modification of Halley’s algorithm is proved to have fifth order convergence rate if
the sixth order derivative exists [30].
Similar to the MODBIN algorithm, a method proposed by Pardalos and Phillips
[33], referred to as the PP algorithm in this chapter, was designed to find the root of
the parametric function of fractional programming problems. The main idea of the
PP algorithm is to combine the secant method with Newton’s method. As reviewed
in the next section, both lower bound and upper bound sequences generated by the
PP algorithm superlinearly converge to the root. The PP algorithm only uses the first
order derivative, but its superlinear convergence requires a function having a second
order derivative.
The rest of the chapter is organized as follows. In Section 2.1, Newton’s method,
the PP algorithm, and the MODBIN algorithm are reviewed in detail. In Section 2.2,
the convergence of the MODBIN algorithm is analyzed. In Section 2.3, the perfor-
mances of Newton’s method, the PP algorithm, and the MODBIN algorithm using
several function types are computationally compared using the number of function
calls required by each algorithm. In Section 2.4, our main results are summarized
and a few open questions that emerge from this research are highlighted for future
research.
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2.1 Description of Algorithms
In this section, Newton’s algorithm, the PP algorithm, and the MODBIN algo-
rithm are reviewed. All of these algorithms are applicable for finding the unique root
of functions that are convex, strictly decreasing and differentiable. The functions are
assumed to be twice differentiable for study of the convergence rate of each algorithm.
First, we present two definitions with regard to the convergence of an infinite
sequence of real numbers. Suppose that an infinite sequence {xk} has a limit L.
Definition 2.1.1 The sequence {xk} is said to be linearly convergent to L if there
exists 0 < µ < 1 such that limk→+∞
|xk+1−L|
|xk−L|
= µ. The sequence is said to be superlin-
early convergent to L if µ = 0.




= µ, where µ > 0. If q = 2, the convergence rate is quadratic.
2.1.1 Newton’s Algorithm
In Newton’s algorithm described in Table 2.1, both f(xk) and f
′(xk) are needed
to calculate xk+1. As a result, Newton’s algorithm generates a strictly increasing
sequence {xk} with limit as the root of f(x). It is well known (for example, see
[3]) that, under the condition of twice-differentiability of f(x), the sequence {xk}
quadratically converges to the root.
2.1.2 PP Algorithm
Pardalos and Phillips [33] modified Newton’s algorithm wherein both lower and
upper bounds to the root are generated at each iteration. The key idea in the PP
algorithm is to combine the secant method for calculating upper bounds with the
Newton’s algorithm for calculating lower bounds. The PP algorithm is formally
described in Table 3.3. The lower bound sequence {xk} is generated by using the
10
Table 2.1: Newton’s Algorithm
Input: A convex, strictly decreasing and differentiable function f(x) defined in
[a, b] with f(a) > 0 and f(b) < 0.
Step 1. Choose x0 ∈ [a, b] such that f(x0) ≥ 0. Set k = 0.
Step 2. Set xk+1 = xk − f(xk)f ′(xk) .
Step 3. If f(xk+1) = 0, then set x
∗ = xk+1 and terminate the algorithm.
Otherwise set k = k + 1 and go to Step 2.
Output: x∗ as the solution to the equation f(x) = 0.
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Table 2.2: Pardalos and Phillips (PP) Algorithm
Input: A convex, strictly decreasing and differentiable function f(x) defined in
[a, b] with f(a) > 0 andf(b) < 0.
Step 1. Select some x0, y0 ∈ [a, b] such that f(x0) > 0 and f(y0) < 0 and set
k = 0 and go to Step 2.




If f(yk+1) = 0, then set x
∗ = xk+1 and terminate the algorithm. Oth-
erwise, go to Step 3.




If f(xk+1) = 0 then set x
∗ = yk+1 and terminate the algorithm. Other-
wise, set k = k + 1 and go to Step 2.
Output: x∗ as the solution to the equation f(x) = 0.
subgradient of f(x) at the previous lower bound (Step 3), while the upper bound
sequence {yk} is generated by using the secant line that connects the two points
on the function’s curve based on the previous lower and upper bounds (Step 2).
Consequently, both lower and upper bounds improve at each iteration. Moreover, the
sequences of lower and upper bounds have been proven to converge superlinearly to
the root [33]. Twice differentiability of the function is assumed in the convergence
analysis. The computational cost of the PP algorithm is noticeably higher than
Newton’s algorithm since it calculates two function values in addition to a derivative
value of the function in each iteration.
2.1.3 MODBIN Algorithm
The MODBIN algorithm is a variant of Newton’s algorithm proposed by Ibaraki
[24]. The main idea in this algorithm is to augment Newton’s algorithm with a
(weighted) binary search to further reduce the length of interval at each iteration.
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See Table 3.4 for a formal description. In Step 3 of the algorithm, s(i) can be any
increasing positive function of the iteration number i, e.g., s(i) = i + 1, 2i, etc. The
sequence {xi} generated in Step 2 and Step 3 of the algorithm can be divided into
three subsequences as suggested in [24]:
• Sequence a: {xaj} = {xj : f(xj) > 0}
• Sequence b: {xbj} = {xj : f(xj−1) < 0 and f(xj) < 0}
• Sequence c: {xcj} = {xj : f(xj−1) > 0 and f(xj) < 0}
Table 2.3: Modified Binary Search (MODBIN) Algorithm.
Input: A convex, strictly decreasing and differentiable function f(x) defined in
[a, b] with f(a) > 0 andf(b) < 0.






f(u0)−f(l0) and i = 1.




If f(xi) = 0, then set x
∗ = xi and terminate the algorithm. Otherwise,
go to Step 4.







If f(xi) = 0, then set x
∗ = xi and terminate the algorithm. Otherwise,
go to Step 4.
Step 4. If f(xi) > 0, then let l̄i = xi, l̃i =
f(l̄i)
f ′(l̄i)




i = i+ 1, and go to Step 2.




i = i+ 1, and go to Step 3.
Output: x∗ as the solution to the equation f(x) = 0.
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Figure 2.1.: Upper bound sequence generated by MODBIN algorithm.
To illustrate the subsequences {xbj} and {xcj} in an example, consider the diagram
in Figure 2.1, where only ūi and ũi and the corresponding xi are shown. Below are
the first eight iterations of the MODBIN algorithm:
i = 1 : x1 =
1
2
(l̃0 + ũ0) and f(x1) < 0, then ū1 = x1.






ũ1 and f(x2) < 0, then ū2 = x2.






ũ2 and f(x3) > 0, then ū3 = ū2.
i = 4 : x4 =
1
2
(l̃3 + ũ3) and f(x4) > 0, then ū4 = ū3.
i = 5 : x5 =
1
2
(l̃4 + ũ4) and f(x5) < 0, then ū5 = x5.






ũ5 and f(x6) < 0, then ū6 = x6.






ũ6 and f(x7) > 0, then ū7 = ū6.
i = 8 : x8 =
1
2
(l̃7 + ũ7) and f(x8) < 0, then ū8 = x8.
It is observed that negative f(x2) follows negative f(x1), and negative f(x6) follows
negative f(x5). So, x2, x6 ∈ {xbj}. It is easy to see that x1, x5, x8 ∈ {xcj} and
x3, x4, x7 ∈ {xaj}. Also, {xbj} is generated in Step 3, and {xcj} is generated in Step
2. For any two consecutive xs and xt in {xcj}, there must be at least one xk in {xaj}
satisfying s < k < t.
We define xkj(i) as the j-th term of the sequence {xkj} obtained in iteration i for
k ∈ {a, b, c}, i.e., xkj(i) = xi, where xi is calculated in Step 2 or 3 of the algorithm.
For brevity, we replace xkj(i) with x
k
j in case of no confusion.
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The following result about the superlinear convergence of {xaj} and {xbj} is proved
in [24].
Proposition 2.1.1 Assume that f(x) is a convex, strictly decreasing and piecewise
linear function with root x∗. Then {xaj} and {xbj} both converge superlinearly to x∗.
In the next section, we analyze the performance of MODBIN algorithm under the
condition of twice-differentiability of f(x).
2.2 Analysis of MODBIN Algorithm
In this section, under the assumption that f(x) is convex, strictly decreasing
and twice differentiable, we study the convergence rates of the sequences a, b and c
generated by the MODBIN algorithm.
2.2.1 Analysis of Sequence {xaj}
In this section, we analyze the convergence behavior of the lower bound sequence
{xaj}. We show that {xaj} converges to the root and the rate of convergence is
quadratic.
Proposition 2.2.1 (Global Convergence) Assume f(x) is convex, strictly decreasing
and differentiable in [l̄0, ū0], where f(l̄0) > 0 and f(ū0) < 0. Then {xaj} is a strictly
increasing sequence that converges to x∗.
Proof Assume that the first term of {xaj} is obtained in iteration i, i.e., f(xi) > 0





From Step 4 of the algorithm, we know l̄i = xi and l̃i = l̄i − f(l̄i)f ′(l̄i) . By the algorithm,
l̄i is generated when f(l̄i) > 0. Since f
′(l̄i) is negative, l̄i < l̃i. Hence, x
a
1 = xi = l̄i <
l̃i < x
a
2. The last inequality follows from Step 2. Because f(x
a









j ≥ 1. So the sequence {xaj} is strictly increasing and bounded above by x∗. Thus,
we let x̄ = limj→∞ x
a
j ≤ x∗. By Step 4, x̃ = x̄−
f(x̄)
f ′(x̄)
. Since x̃ = x̄, we have f(x̄) = 0.
Since x∗ is the unique root of f(x), it is proved that {xaj} converges to x∗.
Theorem 2.2.1 (Quadratic Convergence Rate) Assume that f(x) is twice differen-
tiable in [l̄0, ū0], where f(l̄0) > 0 and f(ū0) < 0, and that f(x) is convex and strictly
decreasing in [l̄0, ū0]. Then {xaj} quadratically converges to x∗.
Proof Let xaj = l̄i and M ≡ maxx∈[l̄0,ū0] |f ′′|. Because f(x) is twice differentiable,



















≤ f(l̄i) + (x− l̄i)f ′(l̄i) +
1
2
(x− l̄i)2M for x ∈ [l̄0, ū0]
Because f ′(l̄i) < 0 and f(x
∗) = 0, by setting x = x∗ in the above inequality, we have










(x∗ − l̄i)2. (2.1)
By the algorithm, l̃i = l̄i − f(l̄i)f ′(l̄i) , so the above inequality (2.1) can be written as:




Because x∗ − xaj+1 ≤ x∗ − l̃i, by replacing l̄i with xaj in the above inequality, we have

















Therefore, {xaj} converges to x∗ with quadratic rate.
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2.2.2 Analysis of Sequence {xbj}
One of the upper sequences {xbj} is observed when we calculate negative function
values at least two consecutive iterations. We assume that the sequence is infinite
and show that it converges superlinearly to the root. First, we prove that {xbj} is a
strictly decreasing sequence.
Proposition 2.2.2 xbj+1 < x
b
j for j ≥ 1.




1 = xi and x
b









Note that ũi+k−1 ≤ ũi, where ũi is obtained from using the secant line that connects
(l̄i, f(l̄i)) and (ūi, f(ūi)). So, ũi < ūi = xi. Thus,
xb2 < ũi+k−1 < x
b
1.
Inductively, one can prove that xbj+1 < x
b
j for j ≥ 1.
To prove the superlinear convergence rate of {xbj}, we use the following lemma.
















The last inequality follows from the condition a < b < c < d.
Now, we prove that the sequence {xbj} converges superlinearly.
Theorem 2.2.2 The sequence {xbj} superlinearly converges to x∗.
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≤ xi − x
∗
xi−1 − x∗
≤ xi − l̃i−1
xi−1 − l̃i−1
(by Lemma 1)
≤ xi − l̃i−1
ũi−1 − l̃i−1






















As j → +∞, we have i → +∞ and so s(i) → +∞. Therefore, {xbj} superlinearly
converges to x∗.
2.2.3 Analysis of Sequence {xcj}
In this section, we study the convergence behavior of the second upper bound
sequence {xcj}. To prove its superlinear convergence rate, we first show that {xcj} is
a strictly decreasing sequence.
Proposition 2.2.3 xcj+1 < x
c
j for j ≥ 1.
Proof The proof is similar to that of Proposition 3. The main difference is that
each term of {xcj} is generated in Step 2 of the algorithm.
Recall that,according to the MODBIN algorithm, for any two terms ūti , ūti+1 ∈
{xcj}, where ti < ti+1 and ti+ 1 ≤ ti+1, lower bound must have been updated between
iterations ti and ti+1.
Theorem 2.2.3 Assume that f(x) is twice differentiable, convex and strictly decreas-
ing in [l̄0, ū0]. Then the sequence {xcj} superlinearly converges to x∗.
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Proof Assume that ūti = x
c
i ∈ {xcj} is calculated in iteration ti. Let ti+1 be the
iteration at which ūti+1 = x
c
i+1 ∈ {xcj} is calculated.Hence, in iteration ti+1 − 1, we
have,




The equality (2.2) can also be rewritten as follows:
x∗ − ũti+1−1 = x∗ − ūti+1−1 + f(ūti+1−1)
ūti+1−1 − l̄ti+1−1
f(ūti+1−1)− f(l̄ti+1−1)















For simplicity, we use the following notation for given x0 and x1, where x0 6= x1:




So the above equality can be written as:
x∗ − ũti+1−1 = (x∗ − ūti+1−1)
(
f [l̄ti+1−1, ūti+1−1]− f [x∗, ūti+1−1]
f [l̄ti+1−1, ūti+1−1]
)
≥ (x∗ − ūti+1−1)
(
f ′(l̄ti+1−1)− f ′(ūti+1−1)
f [l̄ti+1−1, ūti+1−1]
)


















ũti+1−1 − x∗ ≤ (ūti+1−1 − x∗)(ūti+1−1 − l̄ti+1−1)N. (2.3)
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Because ūti+1 − x∗ ≤ ũti+1−1− x∗ and ũti+1−1− x∗ ≤ ūti − x∗, the following inequality
can be derived from (2.3):




≤ (ūti+1−1 − l̄ti+1−1)N.
By Proposition 1, limt→+∞ l̄t = limt→+∞ l̃t = x
∗. By Theorem 2, {xbj} converges to
x∗, and so does {xcj}. If {xbj} is empty or finite, then by Step 2 and 3 of the algorithm,
{xcj} must converge to x∗. By Propositions 3 and 4, there are only a finite number of












(ūti+1−1 − l̄ti+1−1)N = 0.
Thus, {xcj} superlinearly converges to x∗.
2.3 Computational Experiments
In this section, we compare the performance of Newton’s algorithm, the PP algo-
rithm, and the MODBIN algorithm in terms of the number of function calls, where a
function call is the calculation of a function’s value as well as the value of its first-order
derivative. In addition, we record the frequency of occurrence of each subsequence
generated by the MODBIN algorithm. This measure provides some insight into the
practical convergence of the MODBIN algorithm.
To study the behavior of these algorithms, we consider four types of functions as
follows,
• Type A: fA(x) = ae−b(x−c) − d, a > 0, b > 0
• Type B: fB(x) = −a logb (x− c)− d, a > 0, b > 0
• Type C: fC(x) = ca(x−b) − d, ac > 0




− d, ac > 0
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By changing the values of the parameters a, b, c, and d appropriately, the above func-
tions allow for a relatively broad selection of convex, decreasing and twice differen-
tiable functions. We observe that the shape of each type of function depends on the
values of parameters a, b, c and d, while the convex, decreasing and twice differen-
tiable properties are maintained. For instance, the first order derivative of fA(x) that
measures the steepness of the function’s curve is significantly affected by parameter b.
For example, for fixed values of other parameters, the curve of fA(x) becomes steeper
as the value of parameter b increases.
For each of the four types of functions, we will vary the initial interval within which
the algorithms will begin the search for a unique root. We will use two parameters
α and β to designate the length of the initial interval and the root position within
the initial interval, respectively. The length of the initial interval is determined by
the length parameter α that varies from 0.5 (short) to 1.5 (long) in the experiments.
As shown in Figure 2.2(a), a small α represents a short length of the initial interval;
if α = 0.5 then the length is set as 0.5L, where L = |r|, where r is the root of
the function. Once the initial length is determined, the root position parameter β
represents the different positions of the root within the interval. A small value of β
suggests an initial interval having a short distance between the root and the initial
upper bound. As illustrated in Figure 2.2(b), when β = 1, the root is located closer
to the right limit of the initial interval; if β = 2 then the root is located in the center
of the given initial interval; if β = 3, the root is located closer to the left limit of the
initial interval.
Figure 2.2.: (a) Length of the initial interval (b) Root position
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We conduct computational experiments for Newton’s algorithm, the PP algorithm
and three variants of the MODBIN algorithm. The variants of the MODBIN algo-
rithm will differ by the functional form of s(i), as follows,
• MB(i): MODBIN algorithm with s(i) = i+ 1
• MB(2i): MODBIN algorithm with s(i) = 2i
• MB(2): MODBIN algorithm with s(i) = 2
Finally, all algorithms will be terminated if |f(xi)| < δ (with tolerance level δ set
as 10−10). All algorithms are implemented in MATLAB.
2.3.1 Comparative Performance
In this subsection, the effect of the steepness of a function, the effect of the length
of the initial interval, and the effect of the relative root location in the initial interval
on the number of function calls for each algorithm are studied.
Effect of Steepness
Using function types A, B and C, and assigning parameter values, we obtain the
following, where functions B-1 and C-1 are exponentiated functions of B and C.
• Function A: f(x) = 500e−b(x−5) − 500
• Function B-1: f(x) = γ−6.2 log1.15 (x−1.0774)+92.5
• Function C-1: f(x) = γ
150
0.2(x−1.25)−80
All three functions above are convex, decreasing and twice differentiable. Each of
these functions have a single parameter that affects steepness. Namely b for function
A and γ for functions B-1 and C-1. The steepness of each function’s curve can be
controlled by changing it’s parameter. Recall, for function A, the curve becomes
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steeper as the value of parameter b is increased. For this function, b will assume
values of 0.1, 0.8 and 1.5. Function B-1 is an exponential function with base γ > 1
and function B as its exponent. In a similar manner, function C-1 is constructed
using function type C. As the value of γ increases, the steepness of functions B-1 and
C-1 also increase. For function B-1, γ will assume values of 1.15, 1.25, and 1.35. For
function C-1, γ will assume values of 1.10, 1.20 and 1.30. These values for parameters
b and γ were selected so as to provide sufficient changes in a function’s steepness.
Table 2.4 contains the average number of function calls given by each algorithm
over nine observations consisting of all possible combinations of length factor α =
0.5, 1.0, 1.5 and root position factor β = 1, 2, 3. The smallest average number of
function calls for each case is highlighted by bold type. The last row of the table
lists the minimum and maximum average numbers in each column. For example,
8.67 is the average number of function calls used by Newton’s algorithm for functions
type A with steepness parameter b = 0.1. For function type A, as it’s shape gets
Table 2.4: Average number of function calls vs steepness.
Algorithms
Type Steepness Newton PP MB(i) MB(2) MB(2i)
A b = 0.1 8.67 11.00 8.89 8.78 8.78
b = 0.8 13.56 18.33 11.78 12.56 12.44
b = 1.5 17.11 23.89 13.33 13.78 13.78
B-1 γ = 1.15 24.44 34.67 14.56 14.11 14.89
γ = 1.25 32.22 46.56 14.33 16.44 16.11
γ = 1.35 40.22 58.33 15.56 17.22 16.33
C-1 γ = 1.10 27.78 39.67 14.78 15.33 15.00
γ = 1.20 43.11 62.67 15.56 17.11 16.78
γ = 1.30 56.89 83.78 16.44 18.00 17.78
[Min, Max] [8.67,56.89] [11.00,83.78] [8.89,16.44] [8.78,18.00] [8.78,17.78]
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steeper (as b increases from 0.1 to 1.5), the number of function calls is observed to
increase. It is also observed that the average number of function calls of the Newton’s
and PP algorithms are generally larger than those of the MODBIN algorithms. For
example, when γ = 1.3 for function C-1, the average number of function calls required
by Newton’s algorithm, the PP algorithm and the MB(i) algorithm are 56.89, 83.78
and 16.44, respectively. Further, the overall range of the average number of function
calls for each algorithm is 48.22, 72.78 and 7.55 for the Newton, the PP and MB(i)
algorithms, respectively. This result suggests that the MODBIN algorithms not only
have the fewest number of function calls but do so in a relatively more consistent by.
In addition, among the MODBIN algorithms, MB(i) has the fewest average number
of function calls in 7 out of the 9 cases.
Table 2.5: Average number of function calls vs initial interval length.
Algorithms
Type Length (α) Newton PP MB(i) MB(2) MB(2i)
A 0.5 10.89 14.40 10.42 10.87 10.93
1 13.24 18.00 11.53 12.07 12.44
1.5 15.07 20.73 12.62 13.40 13.07
B-1 0.5 16.27 22.53 13.33 14.00 14.13
1 26.27 37.67 15.27 16.53 15.80
1.5 54.67 80.13 16.20 17.47 17.60
C-1 0.5 20.80 29.20 14.60 15.27 15.00
0.8 34.53 50.07 15.67 16.73 16.80
1.1 73.07 107.73 16.73 18.47 17.87
[Min, Max] [10.89,73.07] [14.4,107.73] [10.42,16.73] [10.87,17.47] [10.93,17.87]
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Effect of Initial Interval Length
Table 2.5 shows the average number of function calls used by each algorithm for
specified lengths of the initial interval. The average number of function calls shown
in Table 2.5 are the averages over all combinations of steepness parameters b or γ and
root position factor β = 1, 2, 3. The last row of the table records the minimum and
maximum in each column. Again, we observe that Newton’s and PP algorithms have
relatively larger ranges between minimum and maximum values than the MODBIN
algorithms. In the Newton and PP algorithms, the number of function calls for each
function type tend to increase rapidly as the value of the length factor α gets larger.
On the other hand, a relatively small increase has been observed in the MODBIN
algorithms, again, suggesting both a relatively more robust and consistent behavior of
these algorithms with respect to the length of the initial interval. Further, the MB(i)
algorithm, for all cases, achieved the smallest average number of function calls. For
example, when α for function C-1 is 1.1, the number of function calls is 73.07, 107.73
and 16.73, respectively, for the Newton, and PP and MB(i) algorithms.
Effect of Root Location in Initial Interval
Table 2.6 shows the average number of function calls used by each algorithm
with specified root position factor and all possible combinations of length factor α =
0.5, 1.0, 1.5 and steepness parameters b or γ. The minimum and maximum average
numbers for each algorithm are summarized in the last row of the table. It is observed
that if the initial point of the lower bound is close to the root (when β = 3), all
algorithms on average require a fewer number of function calls. For each function
type with specified position factor, the fewest number of function calls is achieved in
one of two MODBIN algorithms, MB(i) and MB(2), with MB(i) having the fewest in
6 of the nine cases. We also observed the relatively small perturbations on the average
numbers of function calls for each of the nine cases in the MODBIN algorithms. In
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Table 2.6: Average number of function calls vs root position.
Algorithms
Type Position (β) Newton PP MB(i) MB(2) MB(2i)
A 1 15.07 20.53 11.80 12.29 12.02
2 13.24 18.00 12.02 12.53 12.56
3 10.89 14.60 10.76 11.51 11.87
B-1 1 54.67 80.00 15.47 14.93 16.07
2 26.27 37.80 14.80 18.47 15.87
3 16.27 22.53 14.53 14.60 15.60
C-1 1 77.87 114.93 16.13 15.87 16.60
2 32.53 47.07 15.80 19.67 16.67
3 18.00 25.00 15.07 14.93 16.40
[Min, Max] [10.89,77.87] [14.6,114.93] [10.76,16.13] [11.51,19.67] [11.87,16.67]
particular, the range of the average number of function calls for the MB(i) algorithm
was 4.33, which is the overall smallest among all cases.
We found, over all, observations from the test results shown in Tables 2.4-2.6.
First, that all variants of the MODBIN algorithm exhibit a relatively more robust
and consistent performance under different experimental settings than that exhibited
by Newton’s and PP algorithms. Second, the average number of function calls are
essentially equivalent for the MB(i), MB(2), and MB(2i) algorithms, albeit MB(i)
required relatively fewer function calls in 22 out of 27 cases. Third, relative to the
MODBIN algorithms, both Newton’s and PP algorithms on average require substan-
tially more function calls and exhibit somewhat less consistency as illustrated by the
substantially greater ranges exhibited by these algorithms in Tables 2.4-2.6.
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2.3.2 Subsequences {xbj}
Recall from Section ??, the upper bound sequence generated by the MODBIN
algorithm consists of two subsequences, and each of them superlinearly converges
to the root of a decreasing , convex, and twice differentiable function. Given these
two superlinearly convergent subsequences, it is unknown whether the entire upper
sequence converges at a superlinear rate. During the computational study in the last
section, the subsequence {xbj} was never observed. Hence, in this section, we perform
a second computational study to empirically assess the frequency of occurrence of
subsequence {xbj}.
All four types of functions (A, B, C and D), defined in the previous subsection, are
tested for the frequency of occurrence of the upper sequence {xbj}. In our experiments,
the value of a in function A is set on the range of [1, 1000] with increments of 10.
Similarly, the values of b of function A is on the range of [0.1, 1.5] with increments of
0.1. The parameters c and d of function A are set as c = 5 and d = a. In addition, the
value of the length factor α is in [0.3, 1.5] with increments of 0.1, and the value of the
root position factor β is in [1,3] with increments of 0.2. For example, all combinations
of the values of these parameters (a, b, α, and β) result in 462,000 instances and tests
for function A.
Table 2.7 shows the number of instances in which a nonempty {xbj} is created by
each of variant of the MODBIN algorithm for each function type. For Function A,
the results in Table 2.7 show that a nonempty sequence {xbj} is generated by MB(i) in
less than 1% of all instances, and for MB(2), in about 7% of all instances. Further, no
{xbj} sequences were generated by MB(2i). For functions B and C, no {xbj} sequence
were observed for all three algorithms. Finally, very few {xbj} sequence were observed
for function D. Interestingly, for all our functions, when an {xbj} sequence occurred,
there was only one element in the sequence.
The results in Table 2.7 provide some insights regarding the convergence speed of
the upper bound sequence generated by the MODBIN algorithms. Specifically, the
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Table 2.7: The frequency of nonempty {xbj} generated by the MODBIN algorithms.
Algorithms
Type Input Parameters Tests MB(i) MB(2) MB(2i)
A a ∈ [1, 1000, 10]
b ∈ [0.1, 1.5 : 0.1]
α ∈ [0.3, 3, 0.1]
β ∈ [1 : 0.2 : 3]
c = 5, d = a
462000 3900 30300 0
B a ∈ [1, 10, 0.1]
b ∈ [1.05, 1.17, 0.001]
α ∈ [0.3, 3, 0.1]
β ∈ [1, 3, 0.1]
c = 0, d = −25 · a
6474468 0 0 0
C a ∈ [0.001, 0.02, 0.001]
d ∈ [1, 80, 1]
α ∈ [0.5, 1.5, 0.1]
β ∈ [1, 3, 0.2]
b = 0, c = 10
193600 0 0 0
D a ∈ [0.5, 1, 0.02]
d ∈ [100, 1000, 10]
α ∈ [0.5, 3, 0.2]
β ∈ [1, 3, 0.2]
b = c = 100
338338 254 480 21
rare occurrence of non-singleton {xbj}, together with the superlinear convergence of
{xcj}, provides additional insight regarding the practical speed of convergence of the
entire upper bound sequence used by the MODBIN algorithms.
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2.4 Conclusions
In this chapter, the MODBIN algorithm [24] is analytically and computationally
studied. Although the MODBIN algorithm was originally proposed by Ibaraki [24] to
solve fractional programming problems, this study sheds new light on this algorithm
as a more general root finding method. In our analytical study the convergence be-
havior of the lower bound and upper bound sequences generated by the MODBIN
algorithm have been investigated. In particular, the lower bound sequence {xaj} is
proved to quadratically converge to the root, while two complementary upper bound
sub-sequences {xbj} and {xcj} are each proved to converge superlinearly. In our compu-
tational study, we compare three versions of the MODBIN algorithm with the Newton
algorithm and the PP algorithm on four function types that allow for changing param-
eters to adjust a function’s steepness, initial interval length and root position within
the initial interval. The measure for comparison is the average number of function
calls needed by an algorithm to find the root of a function. Our results show that
the MODBIN algorithm generally outperforms the other two algorithms in virtually
all tested cases. That is, the MODBIN algorithms are shown to require, on average,
fewer function calls and to be relatively more consistent and robust. Moreover, it is
observed that the upper bound subsequence {xbj}, when it occurred, only had one
element, which strongly suggests that, in a practical sense, the upper bound sequence
converges superlinearly.
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3. Analytical Study of Parametric Approaches to Linear
Fractional Combinatorial Optimization Problem





, subject to x ∈ X , (P)
where real-valued functions f : X → R and g : X → R are linear with binary
variables and defined on some combinatorial structures X ⊆ {0, 1}n. Also, it is
assumed f(x) ≥ 0 for some x ∈ X and g(x) > 0 for any feasible x ∈ X .
Applications of the linear fractional combinatorial optimization problem includes
the maximum profit-to-time cycle problem [14], the minimum-ratio spanning-tree
problem [12], the weighted maximum-mean subtree problem [11], the fractional loca-
tion problem ( [5, 39,54]), and the fractional 0-1 knapsack problems ( [8, 10]).
In this chapter, we consider two types of parametric algorithms different from
Newton’s algorithm and show analytical results of their performances. To our best
knowledge, this is the first study in the literature where the linear fractional combina-
torial problems are polynomially solved by the algorithms, which generate a sequence
of both lower and upper bounds, providing estimates in two directions.
The rest of the chapter is organized as follows. In Section 3.1, our algorithms for
solving the linear fractional combinatorial optimization problems are described. In
Sections 3.2-3.5, the complexity of our algorithms is analyzed. In Section 3.6, our
main results are summarized.
3.1 Algorithm Descriptions
In this section, we formally describe the modified binary search (MODBIN) algo-
rithm proposed in [24] and the sub-approximate algorithm developed in [9].
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3.1.1 MODBIN Algorithms
The MODBIN algorithm is a variant of Newton’s algorithm whose main idea is
to begin with an interval, containing the optimal λ∗, which is defience by the initial
lower and upper bounds. A (weighted) binary search is then used to further reduce
the length of the interval at each iteration. A detail description of the algorithm is
given in Table 3.1. In Step 3 of the algorithm, s(i) can be any non-increasing positive
function of the iteration number i, e.g., s(i) = 2, i+ 1, 2i, etc.
Table 3.1: The MODBIN Algorithm.
Input: A piece-wise linear, decreasing and convex function h(λ)
defined in [ρ0, γ0] with h(ρ0) > 0 and h(γ0) < 0.
Step 1. Set λ1 =
f(x0)
g(x0)
, where x0 = arg maxx∈X{f(x)− ρ0g(x)}, and
i = 1.
Step 2. Let zi =
1
2
(λi + µi) and xi = arg maxx∈X{f(x)− zig(x)}.
If |h(zi)| < δ, then set λ∗ = zi and x∗ = xi, and terminate
the algorithm. Otherwise, go to Step 4.






µi and xi = arg maxx∈X{f(x) −
zig(x)}.
If |h(zi)| < δ, then set λ∗ = zi and x∗ = xi, and terminate
the algorithm. Otherwise, go to Step 4.
Step 4. If h(zi) > δ, then let ρi = zi, λi+1 =
f(xi)
g(xi)
, γi = γi−1,
µi+1 =
ρih(γi)−γih(ρi)
h(γi)−h(ρi) , i = i+ 1, and go to Step 2.
Otherwise (h(zi) < δ), let λi+1 = λi, ρi = ρi−1, γi = zi,
µi+1 =
ρih(γi)−γih(ρi)
h(γi)−h(ρi) , i = i+ 1, and go to Step 3.
Output: λ∗ as the optimal objective value and x∗ as an optimal so-
lution to the original problem.
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We consider three versions of the MODBIN algorithm, depending on the function
s(i) chosen in Step 3 of the MODBIN algorithm. The MODBIN algorithm is called
Type-1 if s(i) in an increasing function of i. The MODBIN algorithm is called Type-2
if s(i) = S for some fixed number S. The MODBIN algorithm is called Type-3 is
s(i) = 2. For analytical convenience, we further assume that all three variants of the
MODBIN algorithm skip the steps in which a secant line is used to improve an upper
bound.
3.1.2 Sub-approximation Algorithm
The sub-approximation algorithm was first proposed in [10] for solving linear
fractional combinatorial problems. A formal description of this algorithm is given in
Table 3.2.
In each iteration, an intersection point of the two subgradient lines at the lower
and upper bounds is used to improve either the lower or upper bound for λ∗. The
lower and upper bound approximations of the optimal objective value λ∗ are updated
by considering the positions of the intersection point calculated in Step 1 of the al-
gorithm. In Table 3.2, we observe that lower bound is improved in Steps 2 and 3
and upper bound is revised in Step 4. Figure 3.1 depicts these three cases of bound
updating. The bold line represents a part of the function h(λ). λN is the point that
the subgradient line of h(λ) at the lower bound meets the horizontal axis. Similarly,
λF is the point that a subgradient line at the upper bound meets the horizontal axis.
Lastly, λI is the x-coordinate of the intersection point of the two subgradient lines.
3.2 Type-1 MODBIN Algorithm
In this section, we analyze the theoretical performance of the Type-1 MODBIN
algorithm as described in Table 3.3.
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Table 3.2: sub-approximation Algorithm.
Input: A piece-wise linear, decreasing and convex function
h(λ) defined in [ρ0, γ0] with h(ρ0) > 0 and h(γ0) < 0,
and set i = 0.
Step 1. Compute the intersection point (ui, vi) of the two sub-
gradient lines of h(λ) at ρi and γi. If |h(ui)| < δ, then
set λ∗ = ui and x
∗ = xi, where xi = arg maxx∈X{f(x)−
uig(x)}, and terminate the algorithm.
Step 2. If vi > 0, then let ρi+1 =
f(yi)
g(yi)
, where yi =
arg maxx∈X{f(x) − γig(x)}, γi+1 = γi, i = i + 1, and
go to Step 1.
Step 3. If vi < 0 and h(ui) > 0, then let ρi+1 = ui, γi+1 = γi,
i = i+ 1, and go to Step 1.




, where xi = arg maxx∈X{f(x) − ρig(x)},
i = i+ 1, and go to Step 1.
Output: λ∗ as the optimal objective value and x∗ as an optimal
solution to the original problem.
In Step 3 of the Type-1 algorithm, s(i) is an increasing function of the iteration
i.The sequence of zi generated in Step 2 and Step 3 consists of lower and upper
subsequences. To analyze the Type-1 MODBIN algorithm , we further divide the
lower bound sequence {ρi} into two subsequences as follows:
• {ρ̂i}: (lower bound sequence 1) lower bounds updated in Step 2 of the MOD-
BIN algorithm.
• {ρ̃i}: (lower bound sequence 2) lower bounds updated in Step 3 of the MOD-
BIN algorithm.
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(a) Case 1 (b) Case 2 (c) Case 3
Figure 3.1.: Three cases of updating bounds.
Also, we divide the upper bound sequence {γi} into two subsequences.
• {γ̂i}: (upper bound sequence 1) upper bounds updated in Step 2 of the MOD-
BIN algorithm.
• {γ̃i}: (upper bound sequence 2) upper bounds updated in Step 3 of the MOD-
BIN algorithm.
3.2.1 Analysis of Lower Bound Sequence
In this section, we study the lower bound sequence {ρi} generated by the Type-1
MODBIN algorithm. The following lemma will be used in later proofs.
Lemma 3.2.1 The Type-1 MODBIN algorithm satisfies the following properties:
(a) h(ρ1) > h(ρ2) > . . . > h(ρi) > 0
(b) ρ1 < ρ2 < . . . < ρi < λ
∗
(c) g(x1) > g(x2) > . . . > g(xi), where xi = arg maxx∈X{f(x)− ρig(x)}
(d) i < +∞
The proof of Lemma 3.2.1 is an easy extension of the proof given in [35].
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Table 3.3: Type-1 MODBIN Algorithm.
Input: A parameterized function h(λ) defined in [ρ0, γ0] with
h(ρ0) > 0 and h(γ0) < 0.
Step 1. Set λ1 =
f(x0)
g(x0)
, where x0 = arg maxx∈X{f(x)− ρ0g(x)}, and
i = 1.
Step 2. Let zi =
1
2
(λi + γi−1) and xi = arg maxx∈X{f(x)− zig(x)}.
If |h(zi)| < δ, then set λ∗ = zi and x∗ = xi, and terminate
the algorithm. Otherwise, go to Step 4.






γi−1 and xi = arg maxx∈X{f(x) −
zig(x)}.
If |h(zi)| < δ, then set λ∗ = zi and x∗ = xi, and terminate
the algorithm. Otherwise, go to Step 4.
Step 4. If h(zi) > δ, then let ρi = zi, λi+1 =
f(xi)
g(xi)
, γi = γi−1,
i = i+ 1, and go to Step 2.
Otherwise (h(zi) < δ), let λi+1 = λi, ρi = ρi−1, γi = zi,
i = i+ 1, and go to Step 3.
Output: λ∗ as the optimal objective value and x∗ as an optimal so-
lution to the original problem.
Length of {ρ̂i}
First, we show that the length of the lower bound {ρ̂i} is bounded by O(n log n).
Lemma 3.2.2 Let t1 < t2 < . . . < tω be the iteration in which the lower bound {ρ̂i}
is generated. For every i = 1, 2, . . . , ω,









Proof Because of λti−1+1 ≤ λti < ρ̂ti < λ∗ < γti−1,















Lemma 3.2.3 Let t1 < t2 < . . . < tω be the iteration in which the lower bound {ρ̂i}
is generated. For every i = 1, 2, . . . , ω − 1,




Proof For each i = 1, 2, . . . , ω − 1,
λ∗ − ρ̂ti+1 <
1
2




The second inequality follows from ρ̂ti < λti+1.
Lemma 3.2.4 Let t1 < t2 < . . . < tω be the iteration in which the lower bound {ρ̂i}
is generated. For every i = 1, 2, . . . , ω − 1,





Proof Recall that xti = arg max{f(x)−ρtig(x)} and h(ρti) = f(xti)−ρtig(xti). For
i = 1, 2, . . . , ω,
xti(λ
∗b− a) = λ∗g(xti)− f(xti)
= λ∗g(xti)− ρtig(xti)− h(ρti)
= (λ∗ − ρti)g(xti)− h(ρti) > 0
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The first equality follows from the definitions of functions, f(x) = ax and g(x) = bx.
The last strict inequality follows from the convexity of function h and ρti 6= λ∗; see
Figure 3.2 for illustration (Slope of function h at ρi is steeper than that of the line
connecting (ρi, h(ρi)) and (λ
∗, h(λ∗)), i.e., (λ∗ − ρi)g(xi) > h(ρi).). Because h is
convex, we have, for λ ∈ R,
h(λ) ≥ h(ρti)− g(xti)(λ− ρti).
Note that the slope of the function h(λ) at ρti is −g(xti). Since h(λ∗) = 0, if we
set λ = λ∗, then we have the above inequality. Using this inequality, we obtain, for
i = 1, . . . , ω − 1,
0 < xti+1(λ
∗b− a) = λ∗g(xti+1)− f(xti+1)
= (λ∗ − ρti+1)g(xti+1)− h(ρti+1)
≤ (λ∗ − ρti+1)g(xti+1) (∵ h(ρti+1) > 0)
≤ (λ∗ − ρti+1)g(xti) (by Lemma 3.2.1)
≤ 1
2


















Here, below we present an important result of [36].
Lemma 3.2.5 [Corollary 4.2 of [36]] Let c = (c1, . . . , cn) ∈ Rn and let y1, . . . , yq be
vectors in {0, 1}n. If for all i = 1, . . . , q − 1,




then q = O(n log n).
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Lemma 3.2.5 immediately implies an upper bound of the length of {ρ̂i}.
Theorem 3.2.1 Let t1 < t2 < . . . < tω be the iteration in which the lower bound {ρ̂i}
is generated by the Type-1 MODBIN algorithm. Then, ω is at most O(n log n).
Proof In Lemma 3.2.4, if we set c = λ∗b− a and denote yi = xti , for i = 1, 2, . . . , ω,
then Lemmas 3.2.4 and 3.2.5 imply that ω = O(n log n).
Figure 3.2.: Convexity of function h.
Length of {ρ̃i}
In this section, we prove that the length of the lower bound {ρ̃i} is at most the
number of steps generated by the Newton’s algorithm. We know that λi in any
iteration is improved by Step 3 of the algorithm. Since the Newton algorithm solves
a linear fractional combinatorial optimization problem in O(n2 log n), which is proved
by [49], the length of {ρ̃i} is also bounded by O(n2 log n).
Theorem 3.2.2 Let t1 < t2 < . . . < tq be the iteration in which the lower bound {ρ̃i}
is generated by Step 3 of Type-1 MODBIN algorithm. Then, q is at most O(n2 log n).
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Proof Suppose that ρ̃ti is generated. Then, λti+1 is computed by the Newton step.
Since λti+1 is always less than ρ̃ti+1 , the length of {ρ̃i} is no more than the number
of steps generated by the Newton’s algorithm.
3.2.2 Analysis of Upper Bound
In this section, we analyze the upper bound sequence {γi} generated by the Type-1
MODBIN algorithm.
Lemma 3.2.6 The Type-1 MODBIN algorithm satisfies the following properties:
(a) h(γ1) < h(γ2) < . . . < h(γi) < 0
(b) γ1 > γ2 > . . . > γi > λ
∗
(c) g(y1) ≥ g(y2) ≥ . . . ≥ g(yi), where yi = arg maxx∈X{f(x)− γig(x)}
(d) i < +∞
Length of {γ̂i}
First, we prove that the occurrence of the upper bound {γ̂i} is closely related to
{ρ̃i}.
Lemma 3.2.7 Let q and s be the lengths of the sequences {ρ̃i} and {γ̂i}, respectively.
(i) q = s+1, if an upper bound terminates the Type-1 MODBIN algorithm. (ii) q = s,
if a lower bound terminates the Type-1 MODBIN algorithm.
Proof If γ̂i is generated in an iteration, then the next updated lower bound belongs
to {ρ̃i} if the algorithm is not terminated. Similarly, if ρ̃i is generated in an iteration,
then the next updated upper bound belongs to {γ̂i} if the algorithm is not terminated.
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Lemma 3.2.7 immediately implies the length of the upper bound {γ̂i}.
Corollary 3.2.1 Let t1 < t2 < . . . < ts be the iterations in which the upper bound
{γ̂i} is generated by the Type-1 MODBIN algorithm. Then, s is at most O(n2 log n).
Length of {γ̃i}
In this subsection, we will show that the length of the upper bound {γ̃i} is no
longer than O(n log n). First, we recall some key inequalities from [41].
Lemma 3.2.8 [Lemma 9 of [41]]
λ∗ − f(yi)
g(yi)








where yi = arg maxx∈X{f(x) − γig(x)} and x∗ is an optimal solution of the original
fractional programming problem.














If we set y′′ = x∗ and y′ = yi, the desired inequality is achieved.
Lemma 3.2.9 [Lemma 8 of [41]]
f(yi)
g(yi)
≤ λ∗ for λ∗ ≤ γi.






If we set y′′ = yi+1 and y













Finally, if we replace yi+1 by x
∗, we obtain the desired result.
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We observe that the distance between the root and the upper bound γ̃i is reduced in
iterations with a factor of s(i), which is formally stated in the following lemma.
Lemma 3.2.10 Let t1 < t2 < . . . < tp be the iterations in which the upper bound
{γ̃i} is generated. Then, we have that for i = 2, . . . , p,




Proof Let λ̄ti be the latest updated lower bound at the beginning of iteration ti. By











Note that γti−1 ≥ γti−1. Using the above equality, we have, for i = 2, . . . , p,

























The first inequality follows from λ̄ti < λ
∗, and the last inequality follows from γ̂ti−1 ≥
γti−1.
Lemma 3.2.11 Let t1 < t2 < . . . < tp be the iterations in which the upper bound
{γ̃i} is generated. Then, we have that for j ≥ i0 ≥ 2,





where i0 is an integer only determined by γ̃t0, h(λ) and s(i).
Proof By Lemma 3.2.8 and Lemma 3.2.9, we have that for every iteration ti,
0 ≤ λ∗ − f(yti)
g(yti)










We multiply the inequality (3.2) by g(yti) to get an equivalent inequality as,






Note that g(yti) > 0 for all i = 1, . . . , p. By the definitions of functions f and g,
we obtain λ∗g(yti) − f(yti) = yti(λ∗b − a). Lemma 3.2.10 and the monotonicity of
























(γ̃ti−1 − λ∗)(g(x∗)− g(yti−1)).
(3.3)
By the convexity of function h, there is some constant M > 0 such that
(γ0 − λ∗)g(x∗) ≤M(−h(γ0)).
Now, we will prove by induction that, for all j = 0, 1, . . . , τ ,
(γj − λ∗)g(x∗) ≤M(−h(γj)), (3.4)
where τ is the total length of the upper bound sequence, i.e., τ = s + p. Suppose
inequality (3.4) is true for j = k. We know, for some 0 < αk < 1, αk(γk − λ∗) =
γk+1 − λ∗. By the convexity of function h, αk(−h(γk)) ≤ −h(γk+1). Then,
(γk+1 − λ∗)g(x∗) = αk(γk − λ∗)g(x∗)
≤ αkM(−h(γk))
≤M(−h(γk+1)).
Thus, the inequality (3.4) holds for j = k + 1, and the induction proof is completed.
Using the inequality (3.4), we get
1
s(ti)
(γ̃ti−1 − λ∗)(g(x∗)− g(yti−1)) =
1
s(ti)











































The second inequality follows from the inequality (3.6).
Theorem 3.2.3 Let t1 < t2 < . . . < tp be the iterations in which the upper bound
{γ̃i} is generated by the Type-1 MODBIN algorithm. Then, p is at most O(n log n).
Proof We set c = λ∗b − a and denote yi = yti , for i = 2 . . . , p. Lemmas 3.2.11 and
3.2.5 immediately imply that p = O(n log n).
3.2.3 Estimation of M and i0
Since λ∗ and g(x∗) are unknown values a priori, the exact values of M and i0 are
unknown. In this subsection, we estimate the values of M and i0. First, given initial
conditions of the MODBIN algorithm, there exists a constant M̃ such that
(γ0 − λ∗)g(x∗) ≤ (γ0 − ρ0)g(x0) ≤ M̃(−h(γ0)).








Note that l̃0 ≤ ti0 . We use this approximated i0 in the Type-1 MODBIN algorithm by
defining s(i) function appropriately. If we choose an exponentially growing function
with factor 2, for example, then we will use following function,
s(i) = 2l̃0+i.
Therefore, we can conclude that the total number of iterations of the Type-1
MODBIN algorithm is bounded by O(n2 log n).
3.3 Type-2 MODBIN Algorithm
Type-2 MODBIN algorithm is described in Table 3.4. Compared to the Type-1
MODBIN algorithm, it uses a fixed number instead of a function s(i) that depends
on iteration i.
In Step 3 of the algorithm, S > 0 is a fixed number determined by the input param-
eters of the algorithm. The algorithm generates lower and upper approximations of
the optimal value λ∗ according to the value of the function h at each iterate zi at λi
in each iterations.
• {ρi}: the lower bound sequence generated if h(zi) > δ.
• {γi}: the upper bound sequence generated if h(zi) < δ.
We analyze both lower and upper bounds in the following sections.
3.3.1 Analysis of Lower Bound Sequence
In this section, we study the lower bound sequence {ρi} generated by the Type-2
MODBIN algorithm. Without causing confusion, we will denote ρi as the i-th updated
lower bound, and denote γi as the i-th updated upper bound. If ρi is updated, then
λi+1 is calculated by the Newton step.
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Table 3.4: Type-2 MODBIN Algorithm.
Input: A parameterized function h(λ) defined in [ρ0, γ0] with





Step 1. Set λ1 =
f(x0)
g(x0)
, where x0 = arg maxx∈X{f(x)−ρ0g(x)},
and i = 1.






γi−1 and xi = arg maxx∈X{f(x) −
zig(x)}.
If |h(zi)| < δ, then set λ∗ = zi and x∗ = xi, and
terminate the algorithm. Otherwise, go to Step 3.
Step 3. If h(zi) > δ, then let ρi = zi, λi+1 =
f(xi)
g(xi)
, γi = γi−1,
i = i+ 1, and go to Step 2.
Otherwise (h(zi) < δ), let λi+1 = λi, ρi = ρi−1, γi = zi,
i = i+ 1, and go to Step 2.
Output: λ∗ as the optimal objective value and x∗ as an optimal
solution to the original problem.
Lemma 3.3.1 Let ω be the length of the lower bound sequence {ρi}. Then, for every
i = 1, 2, . . . , ω,


































The first inequality follows from that ρi−1 < λi and λ
∗ < γi−1.
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Lemma 3.3.2 Let ω be the length of the lower bound sequence {ρi}. For every i =
1, 2, . . . , ω − 1,





where xi = arg max{f(x)− ρig(x) : x ∈ X}.
The proof of Lemma 3.3.2 immediately follows from Lemma 3.3.1. Now, we present
the following key lemma whose original idea was published in [36].
Lemma 3.3.3 Let c = (c1, . . . , cn) ∈ Rn+ and let y1, . . . , yq be vectors from {−1, 0, 1}n.
If for all i = 1, . . . , q − 1,








Proof For simplicity, we set α = S−1
S
. Consider the following polyhedron:




yi+1)z ≥ 0 for i = 1, . . . , q − 1
yqz = 1
Iz ≥ 0},
where I is a n-by-n identity matrix. Let A and b denote the coefficient matrix and
the right-hand-side vector of the system defining polyhedron P , respectively. This P
is not empty, since z =
c
yqx
satisfies all constraints. Because of rank(A)=n, P has
the vertices. Therefore, there is a vertex c̃ ∈ P such that Ãc̃ = b̃ for some subsystem




i = 1, . . . , p,
where Ãi is the matrix formed by replacing the i-th column with b̃. Recall that the









where Sn is a set of all permutations σ of the set {1, 2, . . . , n}. Thus, |det (M)| ≤
mnn!, where m = maxi,j=1,...,n |mij|. Since the entries of A and b are from interval
[−1− 1
α
, 1 + 1
α
], |det (Ãi)| ≤ (1 + 1α)
nn! for i = 1, . . . , n. Also, because of 0 < α < 1,
|det (Ã)| ≥ 1. Thus, we have c̃i ≤ (1 + 1α)




c̃i ≤ n(1 +
1
α
)nn! for j = 1, . . . , n.
Finally, we obtain,









≤ n(1 + 1
α
)nn!





≤ log(n(1 + 1
α
)nn!) = O(n log n)




Lemma 3.3.4 Let c = (c1, . . . , cn) ∈ Rn and let y1, . . . , yq be vectors from {0, 1}n. If
for all i = 1, . . . , q − 1,








The proof of Lemma 3.3.4 is analogue to the proof of a similar result of [36]. Lemma 3.3.4
immediately implies the following limit of the length of {ρi}.
Theorem 3.3.1 Let ω be the total length of the lower bound sequence {ρi} gener-
ated by the Type-2 MODBIN algorithm in solving a linear fractional combinatorial








∗b− a) for i = 1, 2, . . . , ω− 1. In Lemma 3.3.4, if we set c = λ∗b− a and




3.3.2 Analysis of Upper Bound Sequence
In this section, we analyze the upper bound sequence {γi} generated by the Type-2
MODBIN algorithm.
Lemma 3.3.5 Let τ be the total length of the upper bound sequence {γi}. Then, for
i = 1, 2, . . . , τ ,





























The first inequality follows from that λ∗ ≥ λi.
Defining S







Lemma 3.3.6 Let τ be the total length of the upper bound sequence {γi}. For every
i = 1, 2, . . . , τ − 1,





where yi = arg max{f(x)− γig(x) : x ∈ X}.
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Proof From Lemmas 3.2.9 and 3.2.10 for the Type-1 algorithm, we have,
0 ≤ λ∗ − f(yi)
g(yi)









We multiply the inequality (3.7) by g(yi) to write an equivalent inequality as,


































The first and second inequalities follow from Lemma 3.3.5 and the monotonicity of
the function g, respectively. Now we claim that
(γi−1 − λ∗)g(x∗) ≤
√
S(−h(γi−1)). (3.9)
It is true for i = 1, as (γ0−λ∗)g(x∗) ≤ (γ0−ρ0)g(x0) =
√
S(−h(γ0)) by the definition
of S. Suppose inequality (3.9) is true for i = k. Because of the convexity of the
function h, we know that αk−1(−h(γk−1)) ≤ −h(γk) for some 0 < αk−1 < 1, where
(γk − λ∗) = αk−1(γk−1 − λ∗). This yields,







Thus, inequality (3.9) holds for j = k + 1, and the proof by induction is completed.
Now, with inequality (3.9), we have,
1
S
(λ∗ − γi−1)g(yi−1) +
1
S
(γi−1 − λ∗)g(x∗) ≤
1
S













The second inequality follows from that S > 1 because of the convexity of function
h. Also, from the definitions of f and g, we obtain λ∗g(yi) − f(yi) = yi(λ∗b − a).
Similarly, we get λ∗g(yi−1)− f(yi−1) = yi−1(λ∗b− a)
Lemma 3.3.7 Let c = (c1, . . . , cn) ∈ Rn and let y1, . . . , yq be vectors from {0, 1}n. If
for all i = 1, . . . , q − 1,









The proof of Lemma 3.3.7 is similar to that of result of [36]. Lemma 3.3.7 immediately
implies the following upper bound on the length of {γi}.
Theorem 3.3.2 Let τ be the total length of the upper bound sequence {γi} gener-
ated by the Type-2 MODBIN algorithm for solving a linear fractional combinatorial









∗b− a) for i = 1, 2, . . . , τ − 1. In Lemma 3.3.7, if we set c = λ∗b− a and
yi = yj for j = 1, 2, . . . , τ − 1, then τ = O( 1log√Sn log n).
Theorems 3.3.1 and 3.3.2 have the following implication on the total length of
the sequence generated by the Type-2 algorithm.
Theorem 3.3.3 The Type-2 algorithm solves a linear fractional combinatorial opti-















3.4 Type-3 MODBIN Algorithm
In this section, we analyze the Type-3 MODBIN algorithm with s(i) = 2. We
assume that no upper bound sequence is generated by the algorithm.
Lemma 3.4.1 Let w be the total length of the lower bound sequences generated by
the Type-3 MODBIN algorithm. For i = 1, . . . , w,













λ∗ − ρi = λ∗ −
λi + µi
2







The inequality follows from λ∗ < µi.
Lemma 3.4.2 The Type-3 MODBIN algorithm satisfies the following properties:
(A) h1 > h2 > . . . > ht = 0
(B) ρ1 < ρ2 < . . . < ρt = λ
∗
(C) g1 > g2 > . . . > gt−1 ≥ gt
Lemma 3.4.2 can be easily obtained from a result of [35].
Lemma 3.4.3 Let w be the total length of the lower bound sequences generated by







Proof From the description of the MODBIN algorithm, we have for i = 1, . . . , w−1






h(ρi) ≥ f(xi+1)− ρig(xi+1)
= h(ρi+1) + ρi+1g(xi+1)− ρig(xi+1)














The result of Lamma 3.4.3 follows.
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Lemma 3.4.4 There are at most O(n log n) iterations i such that gi+1 ≤ 23gi.
Proof Same as the proof of Lemma 4.4 in [36].




Proof Consider q consecutive iterations j + 1, . . . , j + q such that for each i =

















For each i = j + 1, . . . , j + q − 2, we have
ρj+q − ρi+1 = (λ∗ − ρi+1)− (λ∗ − ρj+q)
≤ 1
2










(ρj+q − λi+1) (?)
We also have, for i = j + 1, . . . , j + q − 1,
xi(ρj+qb− a) = ρj+qg(xi)− f(xi)
= ρj+qg(xi)− ρig(xi)− h(ρi)
= (ρj+q − ρig(xi)− h(ρi) > 0.
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For i = j + 1, . . . , j + q − 2,
0 < xi+1(λj+qb− a) = (ρj+q − ρi+1)gi+1 − h(ρi+1)
≤ (ρj+q − ρi+1)gi+1 (since h(ρi+1) > 0)
≤ (ρj+q − ρi+1)gi
≤ 1
2
















Setting c = ρj+qb − a and yi = xi, i = j, . . . , j + q − 2 in Lemma 3.2.5, then we can
conclude that q = O(n log n).
Lemmas 3.4.4 and 3.4.5 imply the total length of the sequence generated by the
Type-3 MODBIN algorithm.
Theorem 3.4.1 The Type-3 MODBIN algorithm solves a linear fractional combina-
torial optimization problem in O(n2 log2 n) iterations.
3.5 sub-approximation Algorithm
In this section, we will present some analytical results for the sub-approximation
algorithm that is used to solve fractional combinatorial optimization problems. First,
we claim that the number of steps generated by the sub-approximation algorithm is
no more than that of the Newton’s algorithm. Then, we present an improved result
for the length of the upper bound sequence under some conditions.
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3.5.1 Length of lower bounds
We observe that the length of the lower bounds generated by the sub-approximation
algorithm is at most the length of the sequences generated by Newton’s algorithm.
Lemma 3.5.1 The number of lower bounds generated by the sub-approximation al-
gorithm is at most O(n2 log n).
Proof If the lower bound is updated in Step 2, then current lower bound is set as
λF . Figure 3.1 (a) indicates that λF is closet to λ
∗ than λN , i.e., λN < λF . If the
lower bound is updated in Step 3, then current lower bound is set as λI . Figure 3.1
(b) indicates λN < λI . Thus, we conclude that a number of lower bounds generated
by sub-approximation algorithm is less than number of sequences solely generated by
Newton’s algorithm.
3.5.2 Length of upper bounds
In order to obtain the length of upper bounds, we consider an imaginary horizontal
axis, which is a tangent line at the root λ∗ of h(λ) = 0 (see Figure 3.3).
Lemma 3.5.2 The number of the upper bounds generated by Step 4 of the sub-
approximation algorithm is at most O(n2 log n).
Proof Suppose an upper bound γi is updated in iteration i. By the convexity of the
function h, the intersection point (ui, vi) is located below the imaginary horizontal
axis. The next upper bound γi+1 is set as an x-coordination of intersection point
ui as shown in Figure 3.3. We consider γ̂i as a point on the horizontal axis with
x-coordination γi. Also, we define γ̃i as a projected point from (γi, h(γi)) to the
imaginary axis. Then, we regard γ̄i+1, an intersection point with a tangent line of
h(λ) at γi and the imaginary axis, as a point generated by Newton’s algorithm from
γ̃i. We know that γ̂i+1 is closer to λ
∗ than γ̄i+1 even though γ̂i starts behind γ̃i.
This indicates that the length of {γ̂i} is no more than the length of the sequence
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Figure 3.3.: An imaginary horizontal axis with a slope −g(x∗).
generated by Newton’s algorithm with starting point γ̃I . Thus, we conclude that the
total length of the upper bounds {γi} is O(n2 log n).
Combining the Lemmas 3.5.1 and 3.5.2, we obtain the following theorem.
Theorem 3.5.1 The sub-approximation algorithm solves a linear fractional combi-
natorial problems in O(n2 log n) iterations.
A bad case and the initial upper bound
We observe that if the initial upper bound ρ0 is very far from the root λ
∗, it may
cause a bad case in which the initial upper bound may not be improved for a large
number of iterations as shown in Figure 3.4.
To exclude such a bad situation, we assume that the initial upper bound is selected
well enough such that the intersection point in the first iteration is located to the right
of the root λ∗ (See Figure 3.5). With this assumption, we consider the iteration in
which the intersection point is located right of the root λ∗ to estimate the length of
upper bounds {γi}. Suppose the sub-approximation algorithm generates upper bound
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Figure 3.4.: An example of bad case: the initial upper bound is not updated for a
large number of iterations.
Figure 3.5.: The x-coordinate of the first intersection point is larger than λ∗.
Figure 3.6.: Formula of intersection point.
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γik in iteration ik ≥ 0 and it is improved to γik+1 at iteration ik+1, i.e., ik+1 ≥ ik+1. Let
x̂ik and x̂ik+1 be the values of the x-coordinate of the intersection points in iteration
ik and ik+1, respectively. As shown in Figure 3.6, the x-coordinate value of the













For the sequences of {g(xi)} and {g(yi)} generated in Step 3, it is observed that
{g(xi)} is decreasing and {g(yi)} is increasing. Therefore, we have
0 < g(xik+1)− g(yik+1) < g(xik)− g(yik).
Then, by multiplying g(xik+1)− g(yik+1) with the above equation, we obtain




Let us denote β = maxk=0,...,τ
g(xik+1 )−g(yik+1 )
g(xik )−g(yik )
, where τ is the number of intersection
points generated in Step 3. Finally, we have for k = 0, . . . , τ ,
0 < f(xik+1)− f(yik+1) ≤ β(f(xik)− f(yik),
where 0 < β < 1. Putting sk = f(xik)− f(yik), we have that for k = 0, . . . , τ ,
0 < sk+1 ≤ βsk.
We choose c as a 2n-dimensional vector as,
c = (a1, . . . , an,−b1, . . . ,−bn),
and define another 2n-dimensional vector zk for each k = 0, . . . , τ , such that the first n
components of zi cover f(xik) and the last n components of zi are −f(yik). Note that
zi consists of 0 and 1. Then we have sk = zkc, for k = 0, . . . , τ . Applying Lemma 3.3.4,
we conclude that the numbers of the lower and upper bounds generated by the sub-
approximation algorithm are τ = O( 1
log β
2n log(2n)) = O( 1
log β
n log n), respectively.
Overall, we give a complexity result for the algorithm.
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Theorem 3.5.2 The sub-approximation algorithm solves a linear fractional combi-
natorial problems in O( 1
log β
n log n) iterations.
3.6 Conclusion
In this chapter, we analytically study the MODBIN algorithms and the sub-
approximation algorithm that solve the linear fractional combinatorial optimization
problems. Both algorithms iteratively achieve optimality by reducing each interval
between lower bound and upper bound that contains the optimal objective value of
the problem. The analytical results on the worst case performance of those algorithms
are provided. For Type-1 MODBIN algorithm, we use various technical results of the
fractional programming from literature to show that the total number of iterations
is no more than O(n2 log n), which is the same bound as Newton algorithm. We
also consider Type-2 MODBIN algorithm in which a fixed number is used for bound
update. It is shown that the Type-2 MODBIN algorithm solves a linear fractional















where S is a number computed with the initial parameters of the algorithm. We also
present the results of a special case of the MODBIN algorithm, i.e., Type-3 MODBIN
algorithm in which every middle point of lower and upper bounds is used in updating
lower bound throughout the algorithm. In addition, our results show that the total
iterations needed to solve the linear fractional combinatorial optimization problem
by the sub-approximation can be bounded under some circumstances. That is, if
we assume that the intersection point of the initial lower bound and upper bound is
located to the right of the root λ∗, then the total number of the intersection points






, where β is in the range between 0 and 1.
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4. Computational Study of Parametric Approaches to
Integer Linear Fractional Programming Problem




, subject to x ∈ X , (4.1)
where real-valued functions f : X → R and g : X → R are linear with integer and real
variables and defined on a set X = {Ax ≤ b, x ≥ 0, x = (x1, x2), x1 ∈ Rn1 , x2 ∈ Zn2}
with n = n1 + n2, A ∈ Rm×n, and b ∈ Rm. It is assumed that f(x) ≥ 0 for some
x ∈ X and g(x) > 0 for any feasible x ∈ X . If n1 = 0, x2 ∈ {0, 1}n2 , and X has
some combinatorial structure, then the above problem is called as a linear fractional
combinatorial optimization (LFCO) problem [37].
Applications of the (MILF) and (LFCO) problems are found in joint replenishment
problem [16], retail category pricing problem [45], production and inventory planning
problem [13], dynamic assortment problem [40], weighted maximum-mean subtree
problem [11], fractional location problem [54], and fractional 0-1 knapsack problems
[8].
Many researchers have developed algorithms for solving the (MILF) and (LFCO)
problems. It is clear that both problems are NP-hard since the (mixed) integer pro-
gramming is a special case of the (MILF) or (LFCO) problems. Solution approaches
for solving these problems include the cutting plane method ( [20,25]), variable trans-
formation technique ( [6, 19]), and branch and bound algorithms ( [1, 38, 55]). Since
the (MILF) problem has nonlinear objective function and non-convex feasible set,
the algorithms for solving the mixed integer nonlinear programming problems can be
applied as well. These include the branch-and-reduced method [47] and the outer-
approximation method [26].
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In addition to several aforementioned algorithms that solve the linear fractional
program with integer variables, a parametric approach is also known as one powerful
method, which was first proposed in [15] for solving general fractional programming
problems, i.e., f(x) and g(x) are continuous and real-valued functions defined on a
compact subset of X ⊆ Rn. It reduces the original fractional problem to a sequence
of linear version of the problem, which is the following problem with a parameter
λ ∈ R
maximize f(x)− λg(x), subject to x ∈ X . (4.2)
Then, a series of the problem (4.2) is solved to generate a sequence of values {λi}
that converges to the optimal function value of the original fractional programming
problem. If h(λ) is defined as the optimal objective function value of the problem
(4.2) with a given parameter value λ, then we know that h(λ) is piecewise-linear,
convex and decreasing in λ [15]. Furthermore, the root of h(λ) = 0 is the optimal
objective function value of the original fractional programming problem. This is
formally described as follows.





(a) h(λ) > 0 if and only if λ < λ∗,
(b) h(λ) = 0 if and only if λ = λ∗,
(c) h(λ) < 0 if and only if λ > λ∗,
This result has been extended to other types of fractional programming prob-
lem such as the integer linear fractional programming problem [25] and the (MILF)
problem [52]. Based on properties of the function h, some parametric approaches
have been proposed for finding the root of h(λ) = 0 efficiently. For example, [15]
proposed the Newton method as an application of a classic root-finding method to
piecewise-linear, convex, and decreasing functions. It generates a sequence of lower
bounds approaching λ∗. The modified binary search (MODBIN) algorithm [24] and
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the sub-approximation algorithm [10] construct a sequence of both lower and upper
bounds converging to λ∗ in different ways.
The performance of a parametric algorithm mainly depends on the number of
iterations and the time of solving each linear problem (4.2). For instance, if the
problem (4.2) takes a long time to solve due to its large size or lack of efficient
algorithm, it becomes important that a parametric algorithm runs in a small number
of iterations. In this chapter, we empirically compare the performance of the Newton,
MODBIN, and sub-approximation algorithms in the context of several application
problems.
The rest of the chapter is organized as follows. In Section 4.1, we implement these
parametric algorithms for fractional knapsack problem and assess the efficiency of each
of algorithms. In Section 4.2, the algorithms are applied to the fractional version of
the uncapacitated facility location problem whose objective is expressed as a ratio of
total revenue and total cost. In Section 4.3, we formulate the fractional transportation
problem as a mixed integer linear fractional program and computationally compare
the performance of the parametric algorithms to solve the problem. In Section 4.4,
our main results are summarized and some possible future work is discussed.
4.1 Fractional Knapsack Problem
In this section, we compare the performance of the Newton, MODBIN, and sub-
approximation algorithms in regard to solving fractional knapsack problem. The
efficiency of an algorithm is measured in terms of the number of the problems (4.2)
being solved. All algorithms are implemented in Matlab and run on Intel Core i5-
4570 CPU running with 3.20 GHz and 16GB RAM. In addition, Matlab optimization
toolbox is utilized to obtain optimal solution of each problem (4.2).
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4.1.1 Description of Fractional Knapsack Problem
Suppose we are given n items to select a nonempty subset from. The value, weight,
and size of the ith item are vi, wi, and si, respectively. The total size of the selected
items cannot exceed a given capacity L. The goal is to maximize the ratio of total
value and total weight of the selected items [4]. In order to model this problem, we
define a binary variable xi for each item i as
xi =
1 if theith item is chosen,0 otherwise.









sixi ≤ L, (4.3.2)
n∑
i=1
xi ≥ 1, (4.3.3)
xi ∈ {0, 1}, ∀i = 1, . . . , n. (4.3.4)
Constraint (4.3.2) requires that the total size is bounded by the given capacity L.
Constraint (4.3.3) ensures that at least one of the n items should be selected.
4.1.2 Experimental Design
To compare the performance of the algorithms, we solve a set of randomly gen-
erated (FK) problems. The number of items n is chosen from the pre-defined set
{10, 100, 1000, 2000, 3000}. For each n, k problems with n items of different values of
weights and sizes are solved. The value v1 is randomly generated from the uniform







. The value vi is generated from uniform dis-
tribution in [ai−1, 1.01 · ai−1] for i = 2, . . . , n. Similarly, the weight w1 is randomly







, and the weight wi is generated
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uniformly from [wi−1, 1.03 · wi−1] for i = 2, . . . , n. The size si is generated uniformly
from (0, 50] for i = 1, . . . , n. The capacity L is determined by the formula:







where α is specified between 0 and 1 so that L is smaller than the total size of all
items. In our experiment, the value of α is chosen from the set {0.1, 0.25, 0.5}. The
overall test flow is described in Table 4.1.
Table 4.1: Overall computational flow of fractional knapsack problem.
Data: n: num of items, k: num of random problems
Result: avg function calls for each n
for each n ∈ {10, 100, 1000, 2000, 3000},and
α ∈ {0.1, 0.25, 0.5} do
for each k = 1, . . . , 10 do
generate input parameters:
vi, wi, si for i = 1, . . . , n
solve the problem by the parametric algorithms
end
compute average function calls for each algorithm
end
4.1.3 Computational Results
For all algorithms, the initial lower bound l0 = 0 is used since h(0) > 0 follows
from the assumptions of the (FK) problem. For the MODBIN and sub-approximation







Table 4.2: Test results on fractional knapsack problem
Setting Newton MODBIN 1 MODBIN 2 MODBIN 3 Sub-apprx.
n α fn calls fn calls fn calls fn calls fn calls
10 0.1 2.7 [2,4] 3.8 [3,4] 3.9 [3,5] 4.9 [3,6] 1.2 [1,3]
10 0.25 3.4 [3,4] 5.0 [5,5] 4.8 [4,5] 5.5 [5,7] 1.0 [1,1]
10 0.5 3.7 [3,4] 5.1 [5,6] 4.9 [4,6] 7.0 [5,9] 1.7 [1,4]
100 0.1 6.9 [6,7] 5.1 [4,6] 6.1 [5,7] 5.4 [4,10] 1.0 [1,1]
100 0.25 7.1 [6,8] 5.2 [4,8] 5.9 [5,7] 5.7 [4,8] 1.1 [1,2]
100 0.5 7.7 [7,8] 5.6 [5,6] 6.5 [6,7] 6.4 [6,9] 1.1 [1,2]
1000 0.1 15.3 [15,16] 15.3 [15,16] 16.3 [16,17] 7.5 [5,9] 1.0 [1,1]
1000 0.25 15.6 [15,16] 15.8 [15,17] 16.6 [16,17] 6.7 [6,9] 1.0 [1,1]
1000 0.5 15.8 [15,16] 16.0 [15,17] 16.8 [16,17] 6.1 [5,8] 1.0 [1,1]
2000 0.1 24.0 [23,25] 24.2 [23,26] 25.0 [24,26] 6.7 [5,8] 1.0 [1,1]
2000 0.25 24.3 [23,25] 24.6 [23,25] 25.3 [24,26] 6.9 [6,8] 1.0 [1,1]
2000 0.5 24.5 [23,25] 24.9 [24,26] 25.5 [24,26] 7.2 [6,9] 1.0 [1,1]
3000 0.1 32.8 [32,34] 33.0 [32,34] 33.8 [33,35] 6.7 [6,9] 1.0 [1,1]
3000 0.25 33.0 [32,34] 33.2 [32,34] 34.0 [33,35] 6.5 [6,8] 1.0 [1,1]
3000 0.5 33.1 [32,34] 33.4 [32,34] 34.1 [33,35] 6.0 [6,6] 1.0 [1,1]
β > 1, since h(u0) < 0 due to vi − u0wi ≤ 0 for all i = 1, . . . , n. In our computation,
we specify β = 2.34 for setting the initial upper bound. Also, we use a tolerance level
δ = 10−10 in the termination condition of the algorithms.
The test results are summarized in Table 4.2. The Type-1, Type-2, and Type-3
MODBIN algorithms are abbreviated as MODBIN 1, MODBIN 2, and MODBIN
3, respectively. The number of problems (4.2) solved is used as the measure of an
algorithm’s performance and is referred to as the number of function calls (denoted by
fn calls). The optimal objective function values at the initial lower and upper bounds,
h(l0) and h(u0), are assumed to be given in the beginning of an algorithm and do
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not need function calls for computation. The different values of α are chosen from
{0.1, 0.25, 0.5} that affect the total capacity L for each n. In Table 4.2, for each pair
of n and α, k = 10, meaning that 10 randomly generated problems are solved and the
average number of function calls is calculated for each of the five algorithms. To the
right of each average number of function calls, the minimum and maximum numbers
of function calls are included in a square bracket. For the Newton and MODBIN
algorithms, as the problem size gets larger (i.e., as n increases from 10 to 3,000), the
number of function calls increases (see Table A.1 in Appendix A for the results with
CPU time). It is observed that the numbers of function calls of the Newton, Type-1,
and Type-2 MODBIN algorithms are almost the same for each pair of n and α. This
similar performance can be explained with the estimated values of ĩ0 and S in the
Type-1 and Type-2 MODBIN algorithms, respectively. That is, if large values of ĩ0
and S are calculated, then the iteration points for both algorithms would be close
to the previous lower bound, so the progress for finding root would resemble that of
the Newton algorithm. The Type-3 and sub-approximation algorithms, on the other
hands, show a robust and superior performance under different experimental settings
relatively to the Newton, Type-1, and Type-2 MODBIN algorithms. Surprisingly, the
sub-approximation algorithm requires less than a couple of function calls on average
regardless of the experimental settings. This indicates that although an analytical
complexity bound of the sub-approximation algorithm is the same as that of the
Newton or MODBIN algorithms, the sub-approximation algorithm seems to perform
much better in practice and a better complexity bound may exist. In addition, for
all algorithms there is not much change in the number of function calls as the levels
of the parameter α varies.
4.2 Fractional Location Problem
In this section, we present the empirical results on the performance of Newton,
MODBIN, and sub-approximation algorithms in solving facility location problem.
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We first formulate the fractional version of the facility location problem. Then, we
describe the experimental settings for our computational tests. A set of the compu-
tational test results is summarized, and the empirical behaviors of the algorithms are
discussed.
4.2.1 Description of Fractional Location Problem
Suppose there are n candidate facility locations and m customers whose demands
need to be met with the supplies from the located facilities. It is assumed that every
facility has unlimited capacity. A fixed cost fi is occurred to open a facility at location
i, and there is a cost cij of transporting one unit of supply from facility i to customer
j (see Figure 4.1). The goal of the problem is to choose a set of locations for facilities
and to determine how much should be transported from location i to customer j. To
formulate this problem, we define several index sets and variables. Let I = {1, . . . , n}
denote the set of potential facility locations and J = {1, . . . ,m} the set of customers.
We define a binary variable yi for each location i as
Figure 4.1.: Uncapacitated facility location problem
yi =
1 if a facility is located at location i0 o.w.
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Without loss of generality, we assume that each customer’s demand is 1. W
let xij is be the amount of supply transported from location to customer j. The













xij = 1 ∀j ∈ J (4.5.2)
xij ≤ yi ∀i ∈ I ∀j ∈ J (4.5.3)
0 ≤ xij ≤ 1 ∀i ∈ I ∀j ∈ J (4.5.4)
yi ∈ {0, 1} ∀i ∈ I (4.5.5)
The objective function (4.5.1) represents the total fixed and variable costs. Con-
straint (4.5.2) ensures that the demand of each customer should be exactly satisfied.
Constraint (4.5.3) requires that no supply be transported from location i to customer
j unless a facility is located at location i.
Fractional Version of UFLP
In the (UFL) problem, decision maker wants to minimize the total cost of meeting
customers’ demand. If we consider the revenue pij associated with satisfying part of
the demand of customer j with supply xij shipped from the location i, we may chooses
the facility locations to maximize the ratio of total revenue over total cost [5]. Then,















xij = 1 ∀j ∈ J, (4.6.2)
xij ≤ yi ∀i ∈ I ∀j ∈ J, (4.6.3)
0 ≤ xij ≤ 1 ∀i ∈ I ∀j ∈ J, (4.6.4)
yi ∈ {0, 1} ∀i ∈ I. (4.6.5)
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4.2.2 Experimental Design
Similarly to the experimental design in Section 2.2, the (FFL) problems are ran-
domly generated for computation to compare the performance of the parametric algo-
rithms. The Type-1 and Type-2 MODBIN algorithms are excluded from this experi-
ment since their performances resemble that of the Newton method. The number of
possible facility locations, n, is chosen from {5, 10, 20} and the number of customers,
m, is chosen from {100, 200, 300}. For each pair of values n and m, 10 fractional
facility location problems with different values of pij, fi, and cij are generated and
solved by Newton, Type-3 MODBIN, and sub-approximation algorithms. Each value
of the revenue pij associated with satisfying the demand of customer j with the supply
from the facility at location i is generated from a uniform distribution in the range
of [1, 100]. Similarly, each value of the fixed cost fi is generated from a uniform dis-
tribution in the range of [1, 1013]. For each i = 1, . . . , n, the value of ci1 is generated
from a uniform distribution in [3, 10] and the value of cij is generated uniformly from
[ci,j−1, (1 + 0.005j)ci,j−1] for j = 2, . . . ,m. The overall test flow is summarized in
Table 4.3.
4.2.3 Computational Test Results
In Table 4.4, we summarize the computational results of using the parametric
algorithms to solve the (FFL) problems. The same initial lower bound as in the
(FK) problem of Section 2 is used, i.e., l0 = 0. For the Type-3 MODBIN and sub-














j∈J cijxij|(x, y) ∈ S
} , (4.7)
where S is a feasible set defined by the constraints (4.6.2)-(4.6.5). We use a tolerance
level δ = 10−10 in the termination condition of each algorithm. For every pair of the
values of n and m, 10 fractional facility location problems are randomly generated
and solved with the Newton, Type-3 MODBIN, and sub-approximation algorithms.
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Table 4.3: Overall computational flow of fractional facility location problem.
Data: n: num. of candidate facility locations, m:
num. of customers, k: num. of random
problems
Result: avg function calls for each n and m
for each n ∈ {5, 10, 20} and m ∈ {100, 200, 300} do
for each k = 1, . . . , 10 do
generate input parameters:
pij, cij for i = 1, . . . , n and j = 1, . . . ,m
fi for i = 1, . . . , n
solve the problem by the parametric
algorithms
end
compute average function calls for each
algorithm
end
For each algorithm, the average number of function calls is measured and the min-
imum and maximum numbers of function calls are included in the following square
bracket. For the Newton algorithm, the average number of function calls tends to
increase as the problem size gets larger with increased values of n and m. The Type-3
MODBIN algorithm has a consistent performance over the different values of n and
m as observed in the previous experiment in Section 2. For the sub-approximation
algorithm, a consistently smaller number of function calls is observed than that of
the other two algorithms across all experimental settings.
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Table 4.4: Test result of fractional facility location problem
Setting Newton MODBIN 3 Sub-apprx.
n m fn. calls fn. calls fn. calls
5 100 2.9 [2,3] 2.0 [2,2] 1.0 [1,1]
5 200 2.9 [2,3] 2.0 [2,2] 1.0 [1,1]
5 300 3.1 [3,4] 2.0 [2,2] 1.0 [1,1]
10 100 3.5 [3,4] 3.4 [2,6] 1.3 [1,4]
10 200 3.2 [3,4] 2.3 [2,4] 1.0 [1,1]
10 300 3.1 [3,4] 2.0 [2,2] 1.0 [1,1]
20 100 4.0 [3,5] 3.1 [2,4] 1.0 [1,1]
20 200 4.0 [3,5] 2.7 [2,6] 1.0 [1,1]
20 300 4.1 [4,5] 2.1 [2,3] 1.0 [1,1]
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4.3 Fractional Transportation Problem
In this section, a fractional transportation (FT) problem is modeled and solved
to compare the performance of the Newton, MODBIN, and sub-approximation algo-
rithms. First, a model of (FT) problem is developed. The (FT) problem has been
studied by [46] and [44]. We consider a special case of the (FT) problem where
there is only one distribution center. To our knowledge, our (FT) problem is the
first transportation problem in the literature that is considered with fractional ob-
jective function and piecewise-linear utility function of customers. In the subsequent
subsections, we show or experimental design and present computational results in
detail.
4.3.1 Description of Fractional Transportation Problem
Suppose we are given a central facility with a total amount of supply s and a
set of m customer locations that need to be shipped from the facility. There is a
transportation cost per unit cj of serving customer location j from the facility. We
assume that the total demand bj at location j is known and all the demand at m
locations is larger than or equal to the total supply, i.e.,
∑m
j=1 bj ≥ s. Every customer
location j achieves a non-negative utility value uj, depending on how much supply it
receives from the facility. That is, there is a utility function at the customer location
j,
uj : [0, bj]→ [0, ūj],
where ūj is the maximum possible utility achieved at location j. We define a decision
variable xj as the amount of supply received at the customer location j. The goal
of the problem is to determine amounts of supply xj to each customer location j
with the objective of maximizing the total utility achieved at customer locations and
minimizing total transportation cost. See Figure 4.2 for an illustration.
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Figure 4.2.: Fractional transportation problem
Piecewise-linear Utility
Suppose that an utility function uj is continuous, piecewise-linear, and concave on




j)) for l = 1, . . . , lj, where lj is the
number of break-points for uj (see Figure 4.3). We denote a index set {1, 2, . . . , lj} by
Lj for each demand location j. The amount of supply received at customer location
j, defined as xj, can be written as a convex combination of consecutive break-points,


















j ≥ 0, where 1 ≤ l ≤ lj−1. Now, we define a binary variable




j ≤ xj < al+1j ,
0 o.w.
By using variables ρlj and π
l
j, the continuous, piecewise-linear, and concave utility
function uj can be formulated in an optimization model [32]. For more details about
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Figure 4.3.: A continuous, piecewise-linear, and concave utility function uj
the modeling technique, we refer readers to the book [7]. Now the single facility























j ∀j ∈ J (4.8.3)
ρlj ≤ πl−1j + πlj ∀l ∈ Lj \ {1, lj}, ∀j ∈ J (4.8.4)∑
l∈Lj
ρlj = 1 ∀j ∈ J (4.8.5)
∑
l∈Lj












j ≤ bj ∀j ∈ J (4.8.8)
0 ≤ ρlj ≤ 1, πlj ∈ {0, 1} ∀l ∈ Lj ∀j ∈ J (4.8.9)
The objective function (4.8.1) is the achieved utility per transportation cost. The
set of constraints (4.8.2)-(4.8.6) enforce there are at most two positive ρlj’s and they
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are ρlj and ρ
l+1
j for each customer location j. The constraint (4.8.7) requires the
amount of total supply from the facility to be s. Constraints (4.8.8) restrict the
amount of supply transported to customer location j to be no larger than demand bj.
An example with two customer locations
For the purpose of illustration, we present an example with two customer locations.
In this example, the total amount of supply s = 5 and the demands b1 = 3 and b2 = 3.
The unit transportation costs from the central facility to the customer locations c1 = 2
and c2 = 1, and the utility functions at two customer locations are defined as u1 =
{(0, 0), (1, 0.4), (2, 0.75), (3, 1)} and u2 = {(0, 0), (1, 0.6), (2, 0.9), (3, 1)}. Figure 4.4
depicts an overview of the example. Now we want to decide the amounts of supply
transported to the customer locations that maximize the achieved utility at customer’s
locations per transportation cost. The optimal solution of this problem is to distribute
all the supply to the customer location 2, i.e., (x∗1, x
∗
2) = (0, 3) with an optimal
objective function value of 0.3333.
Figure 4.4.: Fractional transportation problem with two customer locations
4.3.2 Experimental Design
The Newton, Type-3 MODIN, and sub-approximation algorithms are implemented
for solving the (FT) problems and compared in terms of the number of function calls
needed in the algorithmic process. In this experiment, the (FT) problems with 100
customer locations in each problem are randomly generated. In each problem in-
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stance, the first value of transportation cost, c1, is generated from a uniform distri-
bution in [3, 10] and the rest of the ci values are sequentially chosen from a uniform
distribution in [ci−1, (1 + 0.003i)
3ci−1], where i = 2, . . . , 100.
The total supply s is set as







where τ ∈ {0.1, 0.5, 0.9}. The value of τ is less than 1 so that the total amount
of supply is always smaller than total demand, i.e.,
∑100
j=1 bj > s. For simplicity,
we assume that the number of break points of the utility function at each customer
location is 5, i.e., lj = 5 for j = 1, . . . , 100. The maximum value of each utility
function is set to be ū and chosen from the set {1, 10, 100, 1000}, i.e., ūj = ū for
j = 1, . . . , 100. As shown in Figure 4.5, for n = 100 and ū = 100, the curve of the
function h gets steeper as the value of τ decreases from 0.9 to 0.1.
(a) τ = 0.1 (b) τ = 0.5 (c) τ = 0.9
Figure 4.5.: The slope of function h.
For each customer location j, a set of break points (alj, u(a
l
j)) for l = 1, . . . , 5 is
generated. First, {alj} is defined as
alj = (l − 1) ·
bj
lj
, ∀l = 1, . . . , lj + 1. (4.10)
Then, {uj(alj)} is determined as
uj(a
l





· (alj)βj ∀l = 1, . . . , lj + 1, (4.11)
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where βj is a random parameter chosen from a uniform distribution in [0.4, 0.6].
For each value of τ and ū, 10 (FT) problems are generated for computational test.
The overall computational flow is given in Table 4.5.
Table 4.5: Overall test computational of fractional transportation problem.
Data: τ : a factor of total supplies, ū:max of utility
function, k: num. of random problems
Result: avg function calls for each τ and ū
for each τ ∈ {0.1, 0.5, 0.9} and
ū ∈ {1, 10, 100, 1000} do
for each k = 1, . . . , 10 do
generate input parameters:
cj for j = 1, . . . , 100
(alj, uj(a
l
j)) for j = 1, . . . , 100 and
l = 1, . . . , 5
solve the problem by the parametric
algorithms
end




The computational results of Newton, Type-3 MODBIN, and sub-approximation
algorithms are summarized in Table 4.6. The same lower bound is used in this
experiment as that used in Sections 2 and 3. Similarly to the experiment in Section
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Table 4.6: Computational result of fractional transportation problem
Setting Newton MODBIN 3 Sub-apprx.
τ ū fn. calls fn. calls fn. calls
0.1 1 12.1 [11,13] 4.9 [4,5] 3.6 [3,5]
0.1 10 12.2 [11,13] 5.1 [5,6] 4.4 [3,5]
0.1 100 12.2 [11,13] 5.0 [4,6] 4.0 [3,5]
0.1 1000 12.3 [11,13] 5.0 [5,5] 4.4 [3,5]
0.5 1 8.8 [8,9] 2.1 [2,3] 1.2 [1,3]
0.5 10 8.9 [8,10] 2.2 [2,3] 1.2 [1,3]
0.5 100 9.1 [8,10] 2.0 [2,2] 1.0 [1,1]
0.5 1000 8.9 [8,10] 2.1 [2,3] 1.2 [1,3]
0.9 1 3.2 [3,4] 2.0 [2,2] 1.0 [1,1]
0.9 10 3.7 [3,4] 2.1 [2,3] 1.0 [1,1]
0.9 100 3.8 [3,4] 2.1 [2,3] 1.0 [1,1]
0.9 1000 3.3 [3,4] 2.0 [2,2] 1.0 [1,1]
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j|(x, y) ∈ S
} , (4.12)
where S is the feasible set defined by the constraints (4.8.2)-(4.8.9). In Table 4.6,
for each pair of values of τ and ū, the average number of function calls is shown to
measure the performance of each algorithm. The minimum and maximum numbers
of function calls are included in the square bracket next to the average number. As
shown in Table 4.6,the maximum value of utility function, ū, does not affect much the
performance of the algorithms. For each algorithm, the average number of function
calls is observed to increase as the value of τ decreases from 0.9 to 0.1. It is observed
that the average number of function calls of the Newton algorithm is larger than those
of the Type-3 MODBIN and sub-approximation algorithms. Further, we observe that
the sub-approximation algorithm has, for all cases, the smallest average, minimum,
and maximum numbers of function calls. In addition, the results in Table 4.6 show
that the problems become more difficult to solve as α decreases from 0.9 to 0.1, when
the size of the problem is fixed as n = 100. Note that the function h gets steeper as
value of τ decreases (see Figure 4.5). This implies that the slope of the function h
may largely determine the hardness of the problem.
4.4 Conclusion
In this chapter, we implement the parametric algorithms (Newton, MODBIN,
and sub-approximation algorithms) to solve the linear integer fractional program-
ming problems and compare their performance empirically in terms of the number of
the linear integer programming problems that need to be solved. The Newton algo-
rithm generates a sequence of lower bounds approaching to the optimal function value,
λ∗, whereas the MODBIN and sub-approximation algorithms construct sequences of
both lower and upper bounds converging to λ∗. The fractional knapsack problem,
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fractional uncapaciated facility location problem, and fractional transportation prob-
lem are studied in our experiments to assess the efficiency of the algorithms. In all
experiments, it is observed that the Newton algorithm requires more function calls
than that of the Type-3 MODBIN and sub-approximation algorithms. Moreover, we
observe that the sub-approximation algorithm outperforms the other two algorithms
in all randomly generated problem instances. The sub-approximation algorithm is
shown to need fewer function calls on average and to be relatively more consistent
throughout the experiments. It should be noted that all of the computational settings
in this paper represent some special ways of constructing the test problems that are
hard to solve (see Figure A.1 in Appendix A for cost parameter generation in the (FT)
problem). Nonetheless, our test results strongly suggest that the sub-approximation
algorithm is more efficient on the ill-conditioned problems.
In addition, the MODBIN and sub-approximation algorithms can be applied to
some other application problems such as the machine scheduling problem, production




This dissertation examines the theoretical and empirical properties of parametric al-
gorithms for solving the integer linear fractional programming problems. The first
part of this project, Chapter 2, studies the MODBIN algorithm as a general root-
finding method. Our analytical and computational results show that this method is
relatively more consistent and robust than other benchmark algorithms. This study is
then examined whether the suggested algorithms are also efficient for solving the inte-
ger linear fractional problems. The second part of this dissertation, Chapters 3 and 4,
develops the complexity bounds for the MODBIN and sub-approximation algorithms
and evaluates their computational performance. We show that the analytical results
on the worst-case performance of those algorithms is the same as that of the New-
ton’s algorithm and their practical performances are also fast and robust in several
application problems. The detailed findings are discussed in the previous chapters.
This chapter therefore highlights the main findings of each chapter and discusses the
limitation of this study which have not fully addressed yet in this project.
5.1 Summary of Analytical and Empirical Results
Chapter 2 employs analytic and computational techniques to investigate the MOD-
BIN algorithm [24]. The MODBIN algorithm was originally proposed to solve frac-
tional programming problems, but this study highlights this algorithm as a more
general root finding method. First, we analytically study the convergence behavior of
the lower bound and upper bound sequences generated by the MODBIN algorithm.
We show that the lower bound sequence quadratically converge to the root, while two
complementary upper bound sub-sequences converge superlinearly. Then, we com-
pare three versions of the MODBIN algorithm with the Newton algorithm and the
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PP algorithm on four function types that allow for changing parameters to adjust
a function’s steepness, initial interval length and root position within the initial in-
terval. Our results suggest that the MODBIN algorithm generally outperforms the
other two algorithms in all the tested cases. We also observe that the upper bound
sequence converges superlinearly in practice.
Chapter 3 analytically studies the MODBIN algorithms and the sub-approximation
algorithm that solve the linear fractional combinatorial optimization problems, a spe-
cial case of the fractional programming problem in which all functions in the objective
function and constraints are linear with the binary variables defined on some com-
binatorial structure. In this study, three versions of the MODBIN algorithm are
analyzed. The MODBIN algorithm is called Type-1 if s(i) in an increasing function
of i. The MODBIN algorithm is called Type-2 if s(i) = S for some fixed number
S. The MODBIN algorithm is called Type-3 is s(i) = 2. For Type-1 and Type-3
MODBIN algorithms, we show that the total number of iterations is no more than
O(n2 log n), which is the same bound as that of Newton algorithm. In addition, Type-















iterations, where S is a number computed with
the initial parameters of the algorithm. For the sub-approximation algorithm, it is






, where β is in the
range between 0 and 1. This is the first result in the literature in which the linear
fractional combinatorial problems are polynomially solvable through the algorithms,
which generate a sequence of both lower and upper bounds, providing estimates in
two directions.
Although there have been a few studies performed that compare the paramet-
ric algorithms against each other (e.g., [9, 24]), the Newton’s, MODBIN, and sub-
approximation algorithms have not been compared directly. Chapter 4 implements
these parametric algorithms to solve the linear integer fractional programming prob-
lems and compare their performance empirically. The fractional knapsack problem,
fractional uncapaciated facility location problem, and fractional transportation prob-
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lem are generated with random coefficients in our experiments to assess the efficiency
of the compared algorithms. The average number of the linear integer programming
problems that need to be solved is used as the measure for comparison. In this study,
we observed that the Newton algorithm requires more function calls than the Type-3
MODBIN and sub-approximation algorithms in all experiments. Interestingly, it is
observed that the sub-approximation algorithm outperforms the other two algorithms.
5.2 Limitations of the Study and Future Research
By using both analytic and empirical techniques, this dissertation tried to capture
the behaviors of parametric algorithms used to solve the integer linear fractional pro-
gramming problems. However, there are many points to be addressed for future study.
In our theoretical study, for example, the complexity result in Theorem 3.3.3 for the
Type-2 MODBIN algorithm is dependent on the value of S, which is determined by
the initial parameters, h(γ0), g(x0), γ0, and ρ0. However, it is possible that the value
of S could be very large when the slope of the function h at the initial lower bound
is very steep (so |g(x0)| is huge) and the function value is close to the horizontal axis
(so |h(γ0)| ≈ 0). Then, the analytical performance of the Type-2 MODBIN algorithm
could be far worse than that of the Newton algorithm. Similarly, our result of the
sub-approximation algorithm (Theorem 3.5.2) is also largely influenced by the value
of β. That is, if there is a very small change of the difference of the slopes at the
current bounds and the next improved bounds, then the value of β would be close to
1, and 1
log β
would be larger than n. Indeed, the curve shape of the function h affects
the complexity result of the sub-approximation algorithm.
It should be also acknowledged that all of the computational settings in Chap-
ter 4 represent some special ways of constructing the test problems that are hard to
solve. Therefore, our computational tests do not claim that superiority of the sub-
approximation algorithm over other methods in all cases. But it is also true that our
test results strongly suggest that the sub-approximation algorithm is more efficient
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on the ill-conditioned problems. Future work includes to understand the conditions
that could explain the excellent performance of the sub-approximation algorithm as
shown in our tests. In addition, Chapters 3 and 4 indicate there is a gap between
theoretical results and practical performance. In particular, the worst-case computa-
tional complexity of the sub-approximation algorithm is currently proved to be equal
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Figure A.1.: Cost parameter distribution
Cost parameter distribution with n = 100. For each fractional transportation
problem instance, the first value of transportation cost, c1, is generated from a uniform
distribution with range [3, 10] and the rest of values, ci, are sequentially chosen from
a uniform distribution with range [ci−1, (1 + 0.003i)
3ci−1]. for i = 2, . . . , 100. This
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