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1 Johdanto
Verkot ovat hyvin luonnollinen tapa mallintaa monia meitä ympäröivän fyy-
sisen ja sosiaalisen maailman ilmiöitä. Usein laajasta ja monimutkaisesta tie-
totulvasta voidaan eristää oleellinen, kulloiseenkin käyttötarpeeseen riittävä
informaatio muodostamalla verkko, joka kuvaa haluttuja objekteja (verkon
solmut) ja niiden välisiä kaksipaikkaisia relaatiota (verkon kaaret). Näin muo-
dostettu verkko on havainnollinen ja vahva työkalu ko. ilmiön tutkimisen ja
suunnittelun apuna. Verkkoteorian tehtävänä on tarjota välineet verkkojen
luokitteluun ja tietoa eri luokkien ominaisuuksista sekä näiden ominaisuuk-
sien hyödyntämiseen sopivista menetelmistä.
Käyttökelpoisuutensa takia verkkoteoriaa hyödyntävät niin kemistit, ark-
kitehdit kuin sosiologitkin, joten verkkoteorian kehittämiseen ovat osallistu-
neet myös muut kuin pelkästään matematiikkaan keskittyneet tutkijat. Kuu-
luisimpia lienee fyysikko Gustav Robert Kirchhoﬀ (1824-1887), joka kehit-
ti erään tärkeän verkkoluokan, puiden, teoriaa pyrkiessään keksimään käy-
tännöllisempää tapaa ratkaista yhtälösysteemiä, jolla laskettiin sähkövirran
voima eri osissa kytkentäkaavioiden kuvaamia elektronisia komponentteja.
Kirchoﬀ todisti verkkojen avulla, että systeemin ratkaisemiseksi tarvittavien
yhtälöiden määrää voi vähentää kytkentäkaaviota vastaavan verkon virittä-
vän puun avulla [6]. Tutkimustensa perusteella hän kehitti kaksi sähköopin
sääntöä, jotka nykyisin tunnetaan Kirchoﬃn lakeina.
Diskreettiin matematiikkaan kuuluva verkkoteoria ei ole vailla mielenkiin-
toa puhtaasti matemaattiseltakaan kannalta. Sillä on läheisiä yhteyksiä mm.
kombinatoriikkaan, ryhmäteoriaan, todennäköisyysteoriaan, topologiaan, nu-
meeriseen analyysiin jne, ennen kaikkea sellaisiin matematiikan osa-alueisiin,
joilla käsitellään binäärirelaatioita. Voisi sanoa, että verkkoteoria sisältää ai-
nekset, joilla vietellään paatuneinkin matemaatikko: käytännöllinen ja sovel-
lettava, mutta täysin abstraktisti käsiteltävä; yksinkertaisine alkeineen hel-
posti tutustuttava, mutta sisältää joukoittain vaativia ja mielenkiintoisia on-
gelmia; visuaalisesti ja loogisesti esteettinen.
Verkkoteorian tutkituimpia ongelmia  tietenkin karttojen nelivärityson-
gelman jälkeen [3]  on verkkoisomorﬁsmiongelma: Oletetaan, että meillä
on kaksi verkkoa. Voidaanko ne esittää samalla kaaviolla? Onko siis olemassa
näiden verkkojen solmujen välistä bijektiivistä kuvausta, joka säilyttää sol-
mujen väliset kaaret (ks. eksakti määritelmä luvusta 2.1.3)? Kuvassa 1 on
esimerkkinä kolme isomorﬁsta verkkoa, jotka myös osoittavat, että isomorﬁs-
min havaitseminen ei ole triviaali tehtävä, varsinkaan solmu- ja kaarilukujen
ollessa mielivaltaisen suuria.
Verkkoisomorﬁsmiongelman tutkimuksen tavoitteena on joko löytää on-
gelman ratkaiseva polynomiaalisen ajan algoritmi tai todistaa, että ongelma
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ei ole ratkaistavissa polynomiaalisessa ajassa. Myös jo olemassa olevia algo-
ritmeja parannellaan ja sovelletaan eri tilanteisiin.
Keskustelu mikrokemian asiantuntijan kanssa paljasti, että hyville iso-
morﬁsmialgoritmeille löytyy erittäin spesiﬁä käyttöä: Molekyylien samankal-
taisuutta kuvaavia suureita (joista yksi siis voi olla isomorﬁa) voidaan käyttää
hyväksi esimerkiksi nykyaikaisessa lääkkeensuunnitteluprosessissa. Tällä het-
kellä uuden lääkeainemolekyylin tuominen markkinoille kestää Yhdysvalto-
jen terveysministeriön (FDA) arvion mukaan keskimäärin 12 vuotta ja mak-
saa n.200-300 miljoonaa dollaria. On selvää, että menetelmillä, joilla suunnit-
teluprosessia saadaan rationaalisemmaksi, on huomattavia kaupallisia sovel-
luskohteita. Valtaosa uuden lääkkeen kustannuksista ja kehitykseen meneväs-
tä ajasta kuluu prekliinisessä kehitysvaiheessa, jossa pyritään muun muassa
vähentämään molekyylien kielteisiä ominaisuuksia kuten niiden toksisuutta
ja parantamaan myönteisiä ominaisuuksia kuten liukoisuutta veteen.
Molekyylien isomorﬁaa voidaan käytännössä hyödyntää esimerkiksi et-
sittäessä kaupallisesti saatavien kemikaalien joukosta lupaavia molekyylejä,
joiden molekyylirakenne vastaa tiettyä johtolankaa .
Kuvassa 2 on esitetty Available Chemicals Directory -tietokannasta [2]
haettuja beta-estradiolin (vasemmalla ylhäällä) kanssa analogisia eli verk-
korakenteeltaan isomorﬁsia molekyylejä. Käytyään läpi tuhansia molekyy-
likaavioita tietokantahakualgoritmi palautti mm. kuvassa olevat 1,3,5(10)-
estratrien-2-bromo-3,17beta-diolin (vasemmalla alhaalla) ja estra-1,3,5,7,9-
pentaene-3,17-alpha-diolin (oikealla). Beta-estradioli on luonnollinen estro-
geeni (hormoni), joka varsinkin nuoremmilla naisilla pienentää todennäköi-
syyttä sairastua sydänsairauksiin ja osteoporoosiin. Estrogeeneillä on myös
negatiivisia vaikutuksia, mm. riski sairastua rintasyöpään kohoaa estrogee-
nien vuoksi. Etsimällä molekyylejä, jotka toimivat luonnollisten estrogeenien
tavalla ilman negatiivisia sivuvaikutuksia, kuten rintasyöpäriskin kohoamis-


































































































































































Kuva 1: Esimerkkejä isomorﬁsista verkoista
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rustuvat hoidot parantavat tulevaisuudessa erityisesti postmenopausaalisten
naisten terveyttä. [13]
Kuva 2: Kemikaalitietokannasta [2] haettuja estrogeenejä (kuvat piirretty
ohjelmalla [1])
Kaikki yritykset määritellä tarkasti verkkoisomorﬁsmiongelman paikka
NP-kompleksisuusmallissa ovat epäonnistuneet. On selvää, että ongelma on
luokassa NP, sillä solmujen oikea kuvaus voidaan arvata ja sen jälkeen testa-
ta isomorﬁsmi polynomiaalisessa ajassa. Ei kuitenkaan tiedetä, onko verkko-
isomorﬁsmiongelma NP-täydellinen ja yllättävää kyllä ei ole pystytty myös-
kään todistamaan, että ongelma olisi luokassa P. Kaiken lisäksi ongelman ei
tiedetä kuuluvan co-NP:henkään eli ei tiedetä, kuuluuko ongelman komple-
mentti NP:hen. (Komplementti: Jos on annettu kaksi verkkoa, voidaanko
näyttää, että ne eivät ole isomorﬁsia?) Kaikki tämä epätietoisuus on joh-
tanut uuden ongelmaluokan, isomorﬁsmitäydellisten ongelmien, ottamiseen
käyttöön. Tässä luokassa on ongelmia, joiden voidaan todistaa olevan muu-
tettavissa verkkoisomorﬁsmiongelmaksi polynomiaalisessa ajassa. Jos minkä
tahansa isomorﬁsmitäydellisen ongelman todistetaan kuuluvan johonkin NP-
kompleksisuusmallin varsinaiseen luokkaan, kuuluvat kaikki muutkin samaan
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luokkaan. [8]
Verkkoisomorﬁsmiongelman kompleksisuusluokkaa yritetään myös selvit-
tää kiertoteitse todistamalla, että ongelma kuuluu luokkaan P tietyntyyppi-
sillä verkoilla. Näin pyritään siihen, että lopulta todistukset kattaisivat kaikki
verkkotyypit. Tärkeänä osana tätä prosessia julkaisi Eugene M. Luks vuon-
na 1982 artikkelin, jossa hän todistaa, että rajoitetun valenssin verkkojen
isomorﬁa on todettavissa polynomiaalisessa ajassa [10]. Tässä pro gradu -
työssä esitellään selkeyttävin kommentein ja esimerkein varustettuna alkuo-
sa Luksin palkitusta1 todistuksesta, osa jossa hän todistaa kolmivalenttien
verkkojen isomorﬁsmiongelman ratkeavan polynomiaalisessa ajassa.
1The Delbert Ray Fulkerson Prize, 1985
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2 Perusteita
Tässä luvussa esitellään ensin käytettävät merkinnät ja määritelmät ja sitten
muutamia todistuksessa tarvittavia algoritmeja. Luksin artikkelin [10] lisäk-
si ovat merkintöjen ja määritelmien muodostamisessa olleet hyödyksi erityi-
sesti lähteet [6], [14], [9] ja [8]. Algoritmit (paitsi lemma 2.7) ovat Luksin
artikkelista.
2.1 Merkintöjä ja määritelmiä
Aluksi esitellään ryhmiin, sitten permutaatioihin ja toimintoihin ja lopuksi
verkkoihin liittyvää terminologiaa ja lauseita.
2.1.1 Ryhmät
Ryhmäteorian peruskäsitteet oletetaan lukijalle tutuiksi. Merkintöjä: Olkoon
Φ ryhmän G osajoukko. 〈Φ〉 tarkoittaa G:n aliryhmää, jonka Φ virittää. Jos
H on G:n aliryhmä, merkitään H ≤ G, niin [G : H] on H:n indeksi eli va-
sempien sivuluokkien määrä G:ssä. Todistuksessa käytetään H:n sivuluokista
G:ssä myös merkintää sivuluokat G modulo H. Ryhmän neutraalialkiota ja
sen muodostamaa triviaalia aliryhmää merkitään 1:llä. Jos N on G:n nor-
maali aliryhmä, merkitään N E G ja tällöin G:n tekijäryhmää N :n suhteen
merkitään G/N .
MÄÄRITELMÄ. Jos H ≤ G ja g ∈ G, niin konjugaatti gHg−1 on joukko
{ghg−1|h ∈ H}.
MÄÄRITELMÄ. Jos H ≤ G, niin H:n normalisaattori G:ssä, merkitään
NG(H), on
NG(H) = {a ∈ G|aHa−1 = H}.
MÄÄRITELMÄ. H ≤ G on G:n maksimaalinen aliryhmä, jos H < G ja
ei ole olemassa sellaista S < G, että H < S < G.
MÄÄRITELMÄ. Olkoon p alkuluku ja G ryhmä. Ryhmä G on p-ryhmä,
jos |G| eli ryhmän kertaluku eli ryhmän alkioiden määrä on pn jollain n ∈ N.
Luksin todistuksen kannalta 2-ryhmän (ja yleisessä tapauksessa p-ryhmän)
käsite ja ominaisuudet näyttelevät tärkeää osaa.
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Todistuksessa tarvitaan myös Lagrangen lausetta ja ryhmien homomorﬁa-
lausetta, joiden todistukset löytyvät ryhmäteorian perusteita käsittelevästä
kirjallisuudesta.
Lause 2.1 (Lagrange) Jos G on äärellinen ryhmä ja H ≤ G, niin
[G : H] =
|G|
|H| .
Erityisesti siis äärellisen ryhmän G jokaisen aliryhmän kertaluku jakaa G:n
kertaluvun.
Todistus [9]. 
MÄÄRITELMÄ. Olkoot G ja G′ ryhmiä. Kuvausta f : G→ G′ sanotaan
(ryhmä)homomorﬁsmiksi , jos se toteuttaa homomorﬁaehdon
f(ab) = f(a)f(b) kaikilla a, b ∈ G.
Jos f on bijektiivinen, sitä sanotaan (ryhmä)isomorﬁsmiksi . Ryhmää G sa-
notaan ryhmän G′ kanssa isomorﬁseksi , jos on olemassa jokin isomorﬁsmi
f : G→ G′. Tällöin merkitään G ∼= G′.
Lause 2.2 (Homomorﬁalause) Jos f : G → G′ on ryhmähomomorﬁsmi,
niin
G/Ker(f) ∼= Im(f),
missä Ker(f) on funktion f ydin ja Im(f) on funktion f kuva.
Todistus [9]. 
2.1.2 Permutaatiot ja toiminnat
Olkoon A n-alkioinen joukko. Joukon A kaikkien permutaatioiden (eli bijek-
tiivisten kuvausten joukolle itselleen) ryhmä on Sn tai, jos joukko ei selviä
asiayhteydestä, Sym(A).
MÄÄRITELMÄ. Sym(A):n osajoukko G vakauttaa joukon B ⊆ A, jos
σ(B) = B, kun σ ∈ G. Samoin joukkoperheillä, eli G vakauttaa perheen A,
jos
σ(A) = {σ(B)|B ∈ A} = A, kun σ ∈ G.
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Joukon B G-vakaus tarkoittaa siis, että joukon G sisältämät A:n permu-
taatiot kuvaavat B:n alkiot B:n alkioiksi.
Ryhmän G toiminnalla ρ joukossa B tarkoitetaan, että on olemassa ho-
momorﬁsmi ρ : G → Sym(B). Toimivan funktion ρ on siis toteutettava ho-
momorﬁaehto:
ρ(gh) = ρ(g)ρ(h) kaikilla h, g ∈ G.
G:n toimintaa B:ssä kutsutaan uskolliseksi , jos homomorﬁsmi G→ Sym(B)
on injektiivinen.
MÄÄRITELMÄ. Olkoon G ryhmä, B joukko, ρ G:n toiminta joukossa B
ja b ∈ B. b:n G-ura on joukko {ρ(g)(b)|g ∈ G}.
Tässä tapauksessa b:n G-ura on siis kaikkien niiden B:n alkioiden joukko,
joiksi b on mahdollista kuvata käyttäen G:n sisältämiä permutaatioita tai
oikeammin niiden homomorﬁsia kuvia.
Ryhmän G sanotaan toimivan transitiivisesti joukossa B, jos B on G-ura
eli jokainen b ∈ B voidaan kuvata em. tavalla jokaiselle B:n alkiolle.
MÄÄRITELMÄ. Olkoon G ryhmä, joka toimii transitiivisesti joukossa A.
G-lohko on sellainen A:n osajoukko B, B 6= ∅, B 6= A, että kaikille σ, τ ∈ G,
σ(B) = τ(B) tai σ(B) ∩ τ(B) = ∅. (Perinteestä poiketen ei vaadita, että
|B| > 1).
Jos B onG-lohko, kutsutaan kokoelmaa {σ(B)| σ ∈ G}G-lohkosysteemiksi
A:ssa. Tällöin ryhmä G toimii transitiivisesti systeemin lohkojen suhteen.
Esimerkkinä neliön kiertoryhmä (Kuva 3), joka toimii transitiivisesti joukos-
sa A = {a, b, c, d}. (Permutaatiot kuvaava homomorﬁsmi on tässä tapaukses-
sa I 7→ 1 = (a)(b)(c)(d), R′′ 7→ (adcb), R′ 7→ (ac)(bd), R 7→ (abcd)) Tällöin
A:n G-lohkoja ovat {a}, {b}, {c}, {d}, {a, c} ja {b, d}. Lohkosysteemejä taa-
sen ovat kokoelmat {{a}, {b}, {c}, {d}} ja {{a, c}, {b, d}}.
G toimii primitiivisesti A:ssa (tai jos G ⊆ Sym(A), niinG on primitiivinen
ryhmä), jos A:ssa ei ole G-lohkoja, jotka eivät ole yksiöitä. G-lohkosysteemiä
kutsutaan minimaaliseksi , jos G toimii lohkojen suhteen primitiivisesti. (Huom:
Minimaalista tässä on lohkojen määrä.) Yllä olevassa esimerkissä G ei toi-
mi primitiivisesti A:ssa, sillä A:ssa on kaksi G-lohkoa, jotka ovat > 1. Toi-
saalta G-lohkosysteemi {{a, c}, {b, d}} on minimaalinen, sillä G toimii loh-
kojen suhteen primitiivisesti. Käsitteen sisäistämistä helpottaa, jos ajattelee
lohkot yksittäisiksi pisteiksi. Tällöin on myös selvää, miksi G-lohkosysteemi
{{a}, {b}, {c}, {d}} ei ole minimaalinen, vastaahan se alkuperäistä A:ta, jossa
G ei toimi primitiivisesti.
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Seuraavaksi todistetaan muutamia ryhmiä ja toimimista koskevia lemmo-
ja.
Lemma 2.3 Olkoon G äärellinen p-ryhmä.
(i) Jos H on G:n aito aliryhmä eli H < G, niin H < NG(H).
(ii) Jokainen G:n maksimaalinen aliryhmä on normaali ja sillä on G:ssä
indeksi p.
Todistus (i) Jos H C G, niin NG(H) = G ja väitös pätee. Voidaan siis olettaa,
kun X on kaikkien H:n konjugaattien joukko, että |X| = [G : NG(H)] 6= 1.
H toimii X:ssä konjugoimalla ja koska H on Lagrangen lauseen (Lause 2.1)
nojalla p-ryhmä, niin jokaisen X:n uran koko on joku p:n potenssi. {H} on
ura ja |{H}| = 1, joten on olemassa vähintään p − 1 muuta uraa, joiden
koko on 1. On siis olemassa ainakin yksi sellainen konjugaatti gHg−1 6= H,
jolle pätee, että {gHg−1} on ura, joka on kooltaan 1. Siis kaikille a ∈ H
pätee agHg−1a−1 = gHg−1, joten g−1ag ∈ NG(H) kaikilla a ∈ H. Koska
gHg−1 6= H, niin on olemassa ainakin yksi a ∈ H, jolle g−1ag /∈ H, joten
H < NG(H).
(ii) Olkoon H < G maksimaalinen. Kohdan (i) nojalla H < NG(H),
joten H:n maksimaalisuudesta seuraa, että NG(H) = G eli H C G. Jos
|G| = p1 = p, niin maksimaalinen H < G on triviaali ryhmä ja väitös pä-
tee eli [G : H] = |G|/|H| = p. Tehdään induktio-oletus: [G : H] = p, kun
|G| = pi, i < n. Olkoon |G| = pn, n > 1 ja K C G,K 6= 1. Koska H on
maksimaalinen, pätee K ≤ H ≤ G ja H C G. Tässä H:n tulee olla epät-
riviaali, mikä pitääkin paikkansa, koska G on p-ryhmä. Jos nimittäin vali-
taan mikä tahansa epätriviaali alkio x ∈ G, niin jos x virittää G:n, virittää





































Kuva 3: Neliön kiertoryhmä [9]
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virittää epätriviaalin aidon aliryhmän. Lagrangen lauseen nojalla G/K on
p-ryhmä ja |G/K| = pi, i < n. Nyt H/K C G/K, H/K on maksimaalinen
ja [G/K : H/K] = [G : H], joten induktio-oletuksen nojalla [G : H] = p. 
Lemma 2.4 Oletetaan, että G toimii joukossa X. Jos H C G, niin osajou-
kot Hx, x ∈ X ovat X:n lohkoja tai H toimii transitiivisesti joukossa X.
Todistus Olkoon g ∈ G. Voidaan olettaa, että gHx∩Hx 6= ∅. Koska H C G,
niin gHx ∩ Hx = Hgx ∩ Hx. Leikkaus on epätyhjä, joten on olemassa
h, h′ ∈ H siten, että hgx = h′x, jolloin gx = h−1h′x ∈ Hx. Siis gHx = Hx
ja väitös on todistettu. 
Lemma 2.5 Olkoon P p-ryhmä, joka toimii joukossa X uskollisesti ja pri-
mitiivisesti. Tällöin P on syklinen ja kertalukua p.
Todistus Jos |X| = 1, niin P on uskollisena triviaali ja väitös pätee. Voidaan
siis olettaa, että |X| > 1. Olkoon H maksimaalinen aliryhmä P :ssä. Lemman
2.3 nojalla H C P ja [P : H] = p. Lemman 2.4 nojalla joukot Hx, x ∈ X
ovat X:n lohkoja. P toimii X:ssä primitiivisesti eli X:ssä ei ole lohkoja, jotka
olisivat suurempia kuin 1. Siis |Hx| = 1 millä tahansa x ∈ X, jolloin P :n
uskollisuuden takia |H| = 1. [P : H] = p, joten |P |/|H| = |P |/1 = |P | = p.
Nyt siis P on p-ryhmä ja |P | = p, joten P on syklinen. 
Minimaalisen G-lohkosysteemin lohkojen määrä ei ole yleensä yksikäsit-
täinen, mutta edellisen lemman avulla saadaan
Lemma 2.6 Olkoon P Sym(A):n transitiivinen p-aliryhmä, |A| > 1. Tällöin
mikä tahansa minimaalinen P -lohkosysteemi koostuu täsmälleen p lohkosta.
Lisäksi aliryhmällä P ′, joka vakauttaa kaikki lohkot, on P :ssä indeksi p eli p
vasenta sivuluokkaa.
Todistus P toimii primitiivisesti minimaalisen P -lohkosysteemin lohkojen
suhteen, joten voidaan soveltaa lemmaa 2.5. Lohkoja on siis täsmälleen p
kappaletta. Osamäärä P/P ′ on primitiivinen p-ryhmä (toimien lohkojen suh-
teen) ja näin ollen P/P ′:n kertaluku on lohkojen määrä eli p. 
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2.1.3 Verkot
Joissain esityksissä seuraavassa määriteltäviä verkkoja kutsutaan epätyhjik-
si äärellisiksi suuntaamattomiksi verkoiksi, jotka eivät sisällä silmukoita tai
rinnakkaisia kaaria. Tässä esityksessä niitä kutsutaan verkoiksi.
MÄÄRITELMÄ. Verkko X koostuu epätyhjästä äärellisestä joukosta V(X)
ja määrätystä joukosta E(X), joka sisältää V(X):n eri alkioiden järjestämät-
tömiä pareja. Joukkoa V(X) kutsutaan verkon X solmujen joukoksi ja jouk-
koa E(X) taas kutsutaan verkon X kaarien joukoksi.
Olkoon X verkko. Jos {v, w} ∈ E(X) niin käytetään merkintää 〈v, w〉
ja sanotaan, että kaari 〈v, w〉 yhdistää solmut v ja w. Solmut v ja w ovat
kaaren 〈v, w〉 päätepisteet . Solmuun v liittyneiden kaarien joukko on {e ∈
E(X) | e = 〈v, x〉 jollakin x ∈ V(X)}. On tärkeää pitää mielessä, että koska
E(X):n alkiot ovat järjestämättömiä pareja, niin 〈v, w〉 = 〈w, v〉.
Esimerkkinä ilmiöstä ja siitä muodostetusta verkosta on kuvassa 4 vasem-
malla klassinen loitsuluku ja kirjainarvoitus, jollainen löytyy monista van-
hoista kirkoista (esim. Capestranon Pietarinkirkosta ja Pieve Terzagnin kir-
kosta) ja mm. Espanjan inkvisitiotuomioistuimen sinetistä [15]. Oikealla on
tästä kirjainneliöstä muodostettu verkko X, jonka solmut vastaavat loitsun
kirjaimia ja on nimetty niiden mukaan. Verkon X kaaret yhdistävät niitä sol-
muja, joita vastaavat kirjaimet ovat neliössä vertikaalisti tai horisontaalisti
vierekkäin. Verkon X muodostavat joukot ovat siis:
V(X) = {S,A, T,O,R, E, P,N} ja
E(X) = {〈S,A〉, 〈A,R〉, 〈A, T 〉, 〈R,E〉, 〈T,E〉, 〈N,E〉,
〈E,P 〉, 〈P,O〉, 〈R,O〉, 〈T,O〉}.
S A T O R
A R E P O
T E N E T
O P E R A
































Kuva 4: Kirjainneliö ja siitä muodostettu verkko X
Verkon X solmun v asteluku eli valenssi on v:hen liittyneiden kaarien
lukumäärä. Verkon X asteluku on X:n solmujen asteluvuista suurin. Kun
tässä esityksessä käytetään termiä k-valentti verkko , tarkoitetaan verkkoa,
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jonka asteluku on k. Kuvan 4 verkon X asteluku on siis sama kuin solmun
E asteluku eli 4, joten X on 4-valentti. Tapauksessa k = 3 käytetään myös
termiä kolmivalentti (engl. trivalent).
MÄÄRITELMÄ. Verkkojen X1 ja X2 yhdiste X1 ∪X2 on verkko, jonka
solmujen joukko V(X1∪X2) on V(X1)∪V(X2) ja kaarien joukko E(X1∪X2)
on E(X1) ∪ E(X2).
MÄÄRITELMÄ. Verkon X polku on sellainen jono X:n alkioita, joka
toteuttaa seuraavat neljä ehtoa:
1. Polun ensimmäinen alkio v0 ja viimeinen alkio vn ovat solmuja.
2. Joka toinen polun alkio on solmu ja joka toinen on kaari.
3. Jokainen polun kaari yhdistää sitä edeltävän ja seuraavan solmun toi-
siinsa.
4. Yksikään X:n solmu ei esiinny polussa kuin korkeintaan kerran.
Tällöin sanotaan polun kulkevan solmusta v0 solmuun vn tai että solmusta
v0 pääsee solmuun vn polkua pitkin.
Yhtenäinen verkko on sellainen verkko, jossa jokaisesta verkon solmusta
pääsee kaikkiin muihin verkon solmuihin ainakin yhtä polkua pitkin.
Verkkojen isomorﬁsuus määritellään seuraavasti:
MÄÄRITELMÄ. Olkoot X1 ja X2 verkkoja. X1 ja X2 ovat isomorﬁsia,
merkitään X1 ∼= X2 jos ja vain jos on olemassa bijektiivinen kuvaus I :
V(X1)→ V(X2), joka toteuttaa ehdon
〈v, w〉 ∈ E(X1)⇔ 〈I(v), I(w)〉 ∈ E(X2)
kaikilla v ja w, jotka kuuluvat joukkoon V(X1). Tällöin I:tä kutsutaan iso-
morﬁsmiksi.
MÄÄRITELMÄ. Isomorﬁsmia verkolta itselleen kutsutaan automorﬁs-
miksi.
Verkon automorﬁsmi on siis verkon solmujen permutaatio. Automorﬁsmin
käänteiskuvaus on selvästi myös automorﬁsmi, kuten myös kahden automor-
ﬁsmin tulo. Näin ollen verkon automorﬁsmit muodostavat solmujen kaikkien
permutaatioiden ryhmän aliryhmän, jonka neutraalialkiona on luonnollisesti
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identtinen kuvaus ja vasta-alkiona käänteiskuvaus. Verkon X automorﬁsmien
ryhmää merkitään Aut(X):llä.
Olkoon X verkko ja e = 〈v, w〉 ∈ E(X). Aute(X):llä merkitään sellais-
ta Aut(X):n osajoukkoa, joka kiinnittää kaaren e. Kaaren e kiinnittämisellä
tarkoitetaan tässä, että jos σ kuuluu joukkoon Aute(X), niin joko σ(v) = v
ja σ(w) = w tai σ(v) = w ja σ(w) = v. Aute(X):n alkiot siis joko kuvaavat
kaaren sellaisenaan tai sitten kääntävät sen eli kuvaavat kaaren päätepis-
teet toisilleen. Koska myös Aut e(X):n alkioiden käänteiskuvaukset ja tulot
kiinnittävät e:n, on joukko Aute(X) ryhmän Aut(X):n aliryhmä.
Verkon (tai joukon) värittämisellä tarkoitetaan, että verkkoon liitetään
(yleensä ei-injektiivinen) funktio f : X → C, jossa C on värien joukko. Ol-
koon x ∈ X ja f kuten edellä. Jos f(x) = c, sanotaan, että alkion x väri on
c tai että alkio x on väritetty värillä c. Jos verkon alkiot väritetään, voidaan
käsitellä väriautomorﬁsmia, jolla tarkoitetaan automorﬁsmia, joka lisäksi ku-
vaa tietyn värisen alkion alkiolle, jolla on sama väri. Värittämätöntä verkkoa
voidaan pitää erikoistapauksena, jossa kaikki alkiot on väritetty samalla vä-
rillä.
Tässä esityksessä käsitellään aikavaatimuksia, joten on tärkeää todentaa,
että verkkoihin liittyvät perusoperaatiot kuten solmun tai kaaren lisääminen
verkkoon voidaan suorittaa polynomiaalisessa tai mieluummin vakioajassa.
Verkko voidaan esittää taulukkona siten, että jokaista verkon solmua vas-
taa yksi rivi ja yksi sarake. Jos verkon kaksi solmua on yhdistetty toisiinsa
kaarella, niin toista solmua vastaavan rivin ja toista solmua vastaavan sa-
rakkeen leikkaukseen merkitään 1 tai tarvittaessa kaaren nimi. Jos solmut
eivät ole yhdistetyt, merkitään leikkaukseen 0. Siitä, että kaaret ovat solmu-
joukon erillisten alkioiden järjestämättömiä pareja seuraa, että taulukosta
tarvitaan vain osa, oikea yläkolmio. Haluttaessa oikea yläkolmio voidaan
esittää myös jonona (n, e1,2, e1,3, e2,3, e1,4, e2,4 . . . , en−1,n), jossa n on verkon
solmujen määrä ja ep,q verkkoa kuvaavan taulukon p:nnen rivin q:s alkio. Jono
siis siis sisältää verkon asteluvun lisäksi yläkolmion alkiot luettuna ylhäältä
alas ja vasemmalta oikealle. Kuvassa 5 on esitettynä kuvan 4 verkkoa vastaa-
va taulukko, taulukon yläkolmio ja yläkolmion jonoesitys. Kaikkien kolmen
esitystavan avulla voidaan kaaria ja solmuja lisätä ja poistaa n:n suhteen li-
neaarisessa ajassa. Esimerkiksi jonoesitykseen lisätään solmu kasvattamalla
jonon ensimmäistä alkiota eli verkon astelukua yhdellä ja lisäämällä jonon
loppuun alkuperäistä astelukua vastaava kappalemäärä nolla-alkioita.
2.2 Perusalgoritmeja




S A T O R E P N
S 0 1 0 0 0 0 0 0
A 1 0 1 0 1 0 0 0
T 0 1 0 1 0 1 0 0
O 0 0 1 0 1 0 1 0
R 0 1 0 1 0 1 0 0
E 0 0 1 0 1 0 1 1
P 0 0 0 1 0 1 0 0
N 0 0 0 0 0 1 0 0
S A T O R E P N
S 1 0 0 0 0 0 0
A 1 0 1 0 0 0
T 1 0 1 0 0
O 1 0 1 0





(8, 1, 0, 1, 0, 0, 1, 0, 1, 0, 1, 0, 0, 1, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 1, 0)
Kuva 5: Verkon esittämismuotoja
Lemma 2.7 Olkoon K jokin verkkojen luokka ja K∗ luokka, joka sisältää
K:n yhtenäiset komponentit. Jos luokan K∗ sisältämien verkkojen isomorﬁs-
miongelma on ratkaistavissa polynomiaalisessa ajassa testattavien verkkojen
solmujen määrän suhteen, niin myös luokan K sisältämien verkkojen isomor-
ﬁsmiongelma ratkeaa polynomiaalisessa ajassa testattavien verkkojen solmu-
jen määrän suhteen.
Todistus Oletetaan, että on käytössä polynomiaalisen ajan p algoritmi, joka
ratkaisee luokan K∗ isomorﬁsmiongelman. Olkoot X ∈ K ja Y ∈ K, jolloin
X ja Y ovat epäyhtenäisiä. Voidaan olettaa, että molemmissa on n solmua.
Selvästi X ja Y koostuvat molemmat joukosta yhtenäisiä aliverkkoja ja kos-
ka verkot ovat määritelmän mukaan äärellisiä, pätee X = X1 ∪ . . . ∪Xm ja
Y = Y1 ∪ . . . ∪ Ym, jossa kaikki Xi:t ja Yj:t ovat erillisiä yhtenäisiä verkko-
ja. Voidaan olettaa X:n ja Y :n molempien sisältävän m yhtenäistä aliverk-
koa, m ≤ n, sillä muuten ne ovat triviaalisti ei-isomorﬁsia. Verkot Xi (ja
vastaavasti Yj) löydetään käymällä kerran läpi verkon X solmut ja merkit-
semällä solmu v ja siihen liittyvät kaaret uuden aliverkon Xi alkioiksi, jos
solmu v ei ole minkään aliverkkoihin Xj, j < i merkityn kaaren päätepis-
te. Jos v on jonkun Xj:n jonkun kaaren päätepiste, merkitään v kaarineen
tämän Xj:n alkioiksi. Jos taas v on kaaren päätepisteenä useammassa kuin
yhdessä Xj:ssä, liitetään kyseiset Xj:t samaksi yhtenäiseksi aliverkoksi ja






) ≤ n2 kaarta, niin Xi:n konstruointi kestää vain polynomiaalisen
ajan q(n) ≤ n3. (Yläraja on tarpeeksi tarkka, sillä riittää tietää, että q on
polynomiaalisesti rajoitettu.)
Jotta X ja Y olisivat isomorﬁsia, niin jokaiselle Xille on löydyttävä täs-
mälleen yksi sen kanssa isomorﬁnen Yj ja päinvastoin. On siis löydettävä
joukon {1, . . . ,m} permutaatio ρ, jolle Xi ∼= Yρ(i). Vaatimukset täyttävä
permutaatio ρ konstruoidaan etsimällä ensin X1:n kanssa isomorﬁnen Yj ja
asettamalla ρ(1) = j. Pahimmassa tapauksessa aikaa kuluu mp(n). Sitten
etsitään X2:n kanssa isomorﬁnen Yk, k 6= j ja kiinnitetään ρ(2) = k. Nyt pa-
himmassa tapauksessa kuluu aikaa (m− 1)p(n). Näin etsitään kaikille Xi:lle
isomorﬁnen Yj testaamalla jokaisella kierroksella l yksi verkko vähemmän eli
jo kiinnitettyjä Yρ(i), i < l ei enää testata uudestaan. Jos jollain kierroksella
isomorﬁsmia ei löydy, ei ehdot täyttävää ρ:ta ole olemassa ja verkot X ja Y
eivät ole isomorﬁsia. Isomorﬁsmitestejä suoritetaan pahimmassa tapauksessa
m+ (m− 1) + . . .+ 1 = m(m+ 1)/2 kertaa.
Näin ollen X:n ja Y :n isomorﬁsuuden testaaminen vie pahimmassa ta-
pauksessa aikaa 2q(n) + (m(m + 1)/2)p(n) ≤ 2n3 + (n + 1)2p(n), joka on
polynomiaalinen testattavien verkkojen koon suhteen, koska aika p(n) on
polynomiaalinen testattavien verkkojen koon suhteen. Luokan K verkkojen
isomorﬁsmiongelma voidaan siis ratkaista polynomiaalisessa ajassa verkko-
jen solmujen määrän suhteen. 
Lemma 2.8 (Furst-Hopcroft-Luks) Olkoon G ≤ Sym(A), Φ G:n virit-
täjien joukko ja M suurempi |A|:sta ja |Φ|:stä. Seuraavat ongelmat voidaan
ratkaista polynomiaalisessa ajassa M :n suhteen:
Ongelma 1
Syöte: Φ.
Tuloste: G:n kertaluku |G|.
Ongelma 2
Syöte: Φ; σ ∈ Sym(A).
Tuloste: Päteekö σ ∈ G.
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Ongelma 3
Syöte: Φ; sellainen H ≤ G, josta tiedetään, että [G : H] on polynomi-
aalisesti rajoitettu ja jolle on olemassa polynomiaalisen ajan jäsenyys-
testi.
Tuloste: H:n virittäjät.
Todistus Olkoon G ≤ Sym(A), A = {a1, . . . , an}. Merkitään Gi:llä G:n ali-
ryhmää, joka kiinnittää kaikki pisteet {a1, . . . , ai}. Aliryhmät Gi muodosta-
vat ketjun
1 = Gn−1 ⊆ · · · ⊆ G1 ⊆ G0 = G.
Ongelman 1 ratkaisevassa algoritmissa konstruoidaan samanaikaisesti täy-
delliset joukot sivuluokkien edustajistoista, Ci, Gi modulo Gi+1:lle, 0 ≤
i ≤ n − 2. Tällöin |G| on Lagrangen lauseen (Lause 2.1) nojalla tulo |C0| ·
|C1| · · · |Cn−2|. Konstruktion keskeinen elementti on seuraava proseduuri. Syö-
te on alkio α ∈ G. Listat Ci sisältävät (eivät välttämättä täydellisiä) Gi mo-
dulo Gi+1:n vasempien sivuluokkien edustajistoja. (Eli lista Ci sisältää Gi:n
aliryhmän Gi+1 vasempien sivuluokkien edustajia Gi:ssä.)
procedure Filter(α)
for i = 0 untiln− 2 do
for j = 1 until |Ci|do % Ci on muotoa {γ1, . . . γm}, m = |Ci|
begin
if γ−1j α ∈ Gi+1 thenα← γ−1j α ; exitfor
if j = |Ci| thenCi ← Ci ∪ {α}; return 1
end
return 0
Proseduuri siis etsii α:n sisältävän G1:n sivuluokan edustajaa listasta C0.
Jos sellaista ei löydy, edustaa α vielä löytymätöntä sivuluokkaa ja se lisätään
listaan. Jos sellainen edustaja γ löytyy, niin γ−1α ∈ G1 ja seuraavaksi etsitään
sen sisältävän G2:n sivuluokan edustajaa listasta C1 ja niin edespäin. Koska
permutaation σ ∈ Gi kuuluminen ryhmään Gi+1 voidaan testata vakioajassa
(Muista miten Gi määriteltiin!), kuluu proseduurin läpikäyntiin vain polyno-
miaalinen aika. Huomaa, että proseduurin Filter kutsuminen parametrinaan
α ∈ G johtaa siihen, että alkuperäinen α ∈ C0C1 · · ·Cn−2 riippumatta sii-
tä, selvisikö α suodattamisesta (palautusarvo 0) vai kasvattiko se jotain
joukkoa Ci (palautusarvo 1).
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Saadaan algoritmi ongelmalle 1:
for i = 0 untiln− 2 do
Ci ← 1
for i = 1 until |Φ|do % Φ on muotoa {φ1, . . . φm}, m = |Φ|
Filter(φi)
apu← 1
while apu 6= 0 do
begin
apu← 0
for j = 0 untiln− 2 do
for i = j untiln− 2 do
apu←apu+Filter(CiCj)
end
While-silmukasta huolimatta prosessi pysähtyy polynomiaalisessa ajassa,
sillä tiedetään, että koko ajan pätee |Ci| ≤ [Gi : Gi+1] ≤ n− i. Sivuluokathan
koostuvat joukoista piGi+1, pi ∈ Gi, joiden lukumäärä on korkeintaan yhtä-
suuri kuin niiden alkioiden lukumäärä, joille Gi:ssä vapaa, mutta Gi+1:ssä
kiinnitetty alkio ai+1 voidaan kuvata eli n− i.
Algoritmin toisesta for-silmukasta seuraa, että alkuperäinen virittävä jouk-
ko sisältyy kokoelmaan C0C1 · · ·Cn−2. Kun ensimmäinen for-silmukka on
suoritettu, seuraa while-silmukasta, että CiCj ⊆ CjCj+1 · · ·Cn−2. Tästä saa-
daan induktiolla tulos C0C1 · · ·Cn−2 = G. Välittömästi seuraa, että Ci edus-
taa Gi modulo Gi+1:tä, joten |G| on Ci:n kertalukujen tulo.
Ongelman 1 ratkaisun avulla saadaan ongelman 2 ratkaiseva algoritmi
seuraavasti: Pätee: σ ∈ 〈Φ〉, jos ja vain jos |〈Φ, σ〉| = |〈Φ〉|. Halutun testin
voi siis suorittaa konstruoimalla ensin listat {Ci} ryhmälle 〈Φ〉 ja sen jälkeen
kutsumalla Filter(σ). Tällöin σ ∈ G, jos ja vain jos Filter palauttaa arvon 0
eli σ ei kasvata mitään listaa Ci.
Ongelman 3 ratkaisemiseksi varten muodostetaan ryhmäketju (nyt Hi
kiinnittää kaikki pisteet {a1, . . . , ai})
1 = Hn−1 ⊆ · · · ⊆ H2 ⊆ H1 ⊆ H ⊆ G
ja käytetään samaa algoritmia kuin edelläkin täydellisten sivuluokkaedus-
tajistojen joukkojen generointiin. Polynomiaalinen [G : H] takaa sen, että
while-silmukan suoritus lopetetaan polynomiaalisessa ajassa ja polynomiaa-
linen jäsenyystesti takaa sen, että Filter-proseduuri vie vain polynomiaalisen
ajan. Kun ensimmäinen lista (eli C0, joka sisältää sivuluokkaedustajiston G
modulo H) jätetään huomiotta, niin muut listat koostuvat H:n virittäjien
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joukosta. Näin ollen kaikki lemman 2.8 ongelmat voidaan ratkaista polyno-
miaalisessa ajassa, joten lemma 2.8 on todistettu. 
Taulukossa 1 seurataan lemman 2.8 ongelman 1 ratkaisevan algoritmin
etenemistä, kun G = 〈(1234), (14)(23)〉 ≤ S4. Itse asiassa G on neliön sym-
metriaryhmä D4, joten permutaatioista käytetään seuraavia merkintöjä: I,
R, R′′ ja R′′ ovat kuten kuvassa 3, H = (14)(23) on neliön peilaus vaaka-
akselin suhteen, V = (12)(34) on peilaus pystyakselin suhteen, D = (24) on
peilaus kärkien 1 ja 3 kautta kulkevan lävistäjän suhteen ja D′ = (13) taas
peilaus kärkien 2 ja 4 kautta kulkevan lävistäjän suhteen [9]. Taulukon ensim-
mäinen sarake sisältää suoritettavan komennon ja kolme seuraavaa saraketta
sisältävät joukkojen C0, C1 ja C2 alkiot komennon suorittamisen jälkeen.
Kun tiedetään G ⊆ Sym(A):n virittäjät on G-urat helppo selvittää käyt-
tämällä transitiivista sulkeuma-algoritmia. Tätä prosessia käytetään rutii-
ninomaisesti. Transitiivisessa tapauksessa täytyy pystyä hajoittamaan jouk-
ko osiin suhteessa ryhmän toimintaan. (Eli ei-triviaaleihin ei-primitiivisiin
lohkoihin, jos tällaisia on.) Näytetään, että tämä onnistuu polynomiaalises-
sa ajassa: Kiinnitetään a ∈ A ja jokaiselle b ∈ A, b 6= a generoidaan yk-
sikäsitteinen pienin G-lohko B, joka sisältää {a, b}:n. Tämä B on täsmäl-
leen a:n yhtenäinen komponentti verkossa X, jossa V(X) = A ja E(X) =
{〈σ(a), σ(b)〉|σ ∈ G} eli {a, b}:n G-ura kaikkien (järjestämättömien) A:n al-
kioparien joukossa. Edellinen väite pätee, koska E(x) on määritelty siten, että
se ei salli kaaria eri lohkojen välille ja G:n transitiivisuudesta johtuen a (ja b)
voidaan kuvata kaikille lohkon alkioille. Se, että lohko B on pienin, joka sisäl-
tää {a, b}:n, takaa, että a:sta pääsee jotain polkua pitkin jokaiseen muuhun
lohkon solmuun, muutenhan lohko jakaantuisi pienemmiksi lohkoiksi. (Kos-
ka lohko määriteltiin aidoksi osajoukoksi, niin on mahdollista, ettei lohkoa
B ole olemassa. Tällöin B = A.) Jos nyt G on ei-primitiivinen, lohko on
sopiva jollain b:n valinnalla. Tässä tapauksessa X:n yhtenäiset komponentit
määrittelevät G-lohkosysteemin. Prosessia tarvittaessa toistamalla, G:n toi-
miessa lohkojen suhteen indusoidusti, saadaan seuraavan lemman todistava
algoritmi.
Lemma 2.9 Jos tunnetaan aliryhmän G ≤ Sn virittäjien joukko ja G-ura
B, voidaan polynomiaalisessa ajassa selvittää minimaalinen G-lohkosysteemi
B:ssä.
Tarvitaan myös tapa selvittää G:n aliryhmä, joka vakauttaa kaikki lohkot:
Lemma 2.10 Olkoon G ja B kuten lemmassa 2.9. Virittäjät G:n aliryhmäl-
le, joka vakauttaa kaikki lohkot G-lohkosysteemissä B:ssä, voidaan löytää po-
lynomiaalisessa ajassa.
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Komento C0 C1 C2 Huomautuksia
Ensimmäinen for-silmukka
Alustus I I I
Toinen for-silmukka
Filter(R) I, R I I
Filter(H) I, R I,R−1H I R−1H = R′′H = D
While-silmukka
Filter(C0C0) eli
Filter(I) I, R I,D I
Filter(R) I, R I,D I
Filter(R2) I, R, R′ I,D I R2 = R′
Filter(C1C0) eli
Filter(I) I, R, R′ I,D I
Filter(D) I, R, R′ I,D I
Filter(R) I, R, R′ I,D I
Filter(R′) I, R, R′ I,D I
Filter(DR) I, R, R′, V I,D I DR = V
Filter(DR′) I, R, R′, V I,D I DR′ = D′
Filter(C2C0) eli C2C0 = C0
... I, R, R′, V I,D I
Filter(C1C1) eli
... I, R, R′, V I,D I
Filter(C2C1) eli C2C1 = C1
... I, R, R′, V I,D I
Filter(C2C2) eli
... I, R, R′, V I,D I
Koska silmukka aiheutti
muutoksia, se toistetaan.
... I, R, R′, V I,D I
Ei uusia muutoksia.
Lopputulos I, R, R′, V I,D I
Taulukko 1: Filter-esimerkki
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Todistus Olkoon lohkoja m kappaletta. Merkitään G(i):llä aliryhmää, joka
vakauttaa i ensimmäistä lohkoa. Vastaavasti kuin lemman 2.8 todistuksessa
(G = G(0))
[G(i) : G(i+1)] ≤ m− i
eli [G(i) : G(i+1)] on polynomiaalisesti rajoitettu ja väitös seuraa lemman 2.8
ongelman 3 ratkaisusta, kun etsitään virittäjät ensin aliryhmälle G(1), sitten
sen aliryhmälle G(2) ja niin edespäin. Lopulta saadaan virittäjät halutulle
aliryhmälle eli G(m−1):lle. 
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3 Kolmivalentti tapaus
Seuraavassa todistetaan, että verkkojen isomorﬁsuuden testaamisen polyno-
miaalinen aikavaatimus toteutuu kolmivalenteissa verkoissa eli verkoissa, joi-
den asteluku ei ylitä kolmea.
Aluksi (Luku 3.1) ongelma redusoidaan 2-ryhmien väriautomorﬁsmiongel-
maksi. Tämän jälkeen (Luku 3.2) esitetään väriautomorﬁsmiongelman poly-
nomiaalisessa ajassa ratkaiseva algoritmi.
3.1 Reduktio väriautomorﬁsmiongelmaan
Näytettäessä, että kolmivalenttien verkkojen isomorﬁan testaaminen on pa-
lautettavissa polynomiaalisessa ajassa 2-ryhmien väriautomorﬁsmiongelmak-
si, aloitetaan muuntamalla isomorﬁsmiongelma automorﬁsmiongelmaksi. Mo-
tivaationa tälle muunnokselle on Tutten huomio (Propositio 3.2), että Aut e(X)
on 2-ryhmä.
Propositio 3.1 Kolmivalenttien verkkojen isomorﬁan testaaminen on pa-
lautettavissa polynomiaalisessa ajassa Aute(X):n virittäjien määrittämisongelmaksi,
missä X on yhtenäinen kolmivalentti verkko ja e on sen kaari.
Todistus Oletetaan, että on olemassa polynomiaalisen ajan algoritmi, joka
antaa virittäjät mille tahansa edellä mainitun kaltaiselle Aut e(X):lle. Pro-
position todistamiseksi riittää tutkia tapausta, jossa verrataan kahta yhte-
näistä kolmivalenttia verkkoa X1 ja X2. Kiinnitetään kaari e1 ∈ E(X1). Jo-
kaista kaarta e2 ∈ E(X2) kohden voidaan testata onko olemassa isomorﬁsmia
X1 ∼= X2, joka kuvaa kaaren e1 kaareksi e2, seuraavalla tavalla: Konstruoi-
daan yhtenäinen kolmivalentti verkko X erillisestä yhdisteestä X1 ∪ X2 (i)
lisäämällä solmu v1 kaareen e1 ja solmu v2 kaareen e2 ja (ii) liittämällä uu-
det solmut v1 ja v2 toisiinsa uudella kaarella e (Kuva 6). Oletetaan nyt, että
























































Kuva 6: Verkon X konstruointi
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verkon X konstruktion nojalla on olemassa tätä isomorﬁsmia vastaava X:n
automorﬁsmi, joka vaihtaa solmut v1 ja v2. (Vaihtamisella tarkoitetaan täs-
sä, että kyseinen automorﬁsmi sisältää 2-syklin eli ns. transposition (v1v2).)
Toisaalta, jos joku Aut e(X):n automorﬁsmi vaihtaa solmut v1 ja v2, niin täl-
löin välttämättä on olemassa isomorﬁsmi X1 ∼= X2, sillä e:n ollessa ainoa
verkkoja X1 ja X2 yhdistävä kaari, on kaaren kääntävän automorﬁsmin ku-
vattava kaikki X1:n alkiot X2:lle. Lisäksi, koska X:n konstruktion nojalla
kaaret e1 ja e2 ovat kiinni kaaressa e solmujen v1 ja v2 välityksellä, kuvaa
kyseinen isomorﬁsmi kaaren e1 kaareksi e2. Näin ollen isomorﬁsmi X1 ∼= X2,
joka kuvaa kaaren e1 kaareksi e2 on olemassa jos ja vain jos joku Aut e(X):n
elementti vaihtaa solmut v1 ja v2. Edelleen, jos tällaisia automorﬁsmeja on
olemassa, mikä tahansa Aut e(X):n virittäjien joukko sisältää sellaisen. Koska
kolmivalentissa verkossa X2 on korkeintaan 3|V(X2)| kaarta ja koska erilaisia
verkkoja X voidaan konstruoida vain sama määrä, on palautus suoritetta-
vissa polynomiaalisessa ajassa. 
Olkoon nyt X yhtenäinen kolmivalentti verkko, joka sisältää n solmua eli
|V(X)| = n. Verkon X automorﬁsmien ryhmän Aut(X) aliryhmä Aute(X),
jossa siis kaari e on kiinnitetty, muodostetaan sarjalla peräkkäisiä approksi-
maatioita Aute(Xr), r = 1, 2, . . . , jossa Xr on sellainen verkon X aliverkko,
joka sisältää kaikki ne X:n solmut ja kaaret, jotka sijaitsevat korkeintaan r:n
mittaisilla e:n kautta kulkevilla poluilla (Kuva 7). Siis X1 on pelkkä e (solmui-
neen) ja Xn−1 = X. Ryhmät Aute(Xr) ovat yhteydessä toisiinsa indusoitujen














































































Kuva 7: Verkko X ja sen aliverkot Xr
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homomorﬁsmien
pir : Aute(Xr+1)→ Aute(Xr),
jossa pi(σ) on σ:n rajoittuma Xr:ään, kautta. Näin ollen, kun Aut e(Xr) on
tunnettu, Aute(Xr+1):n määrittäminen jakautuu kahdeksi ongelmaksi:
(I) On löydettävä pir:n ytimen Kr virittäjien joukko R.
(II) On löydettävä pir:n kuvan Im(pir) = pir(Aute(Xr+1)) virittäjien joukko
S.
Tällöin, jos S ′ on jokin S:n alkukuva Aute(Xr+1):ssä eli pir(S ′) = S, niin
joukko R ∪ S ′ virittää Aute(Xr+1):n.
Näiden kahden ongelman, joista jälkimmäinen on oleellinen ja vaikeampi,
ratkaisemiseksi tutkitaan joukkoa V(Xr+1) \ V(Xr). Jokainen tämän joukon
solmu on yhteydessä yhteen, kahteen tai kolmeen solmuun Xr:ssä. Koodataan
tämä ominaisuus seuraavasti: Olkoon A kaikkien V(Xr):n yhden, kahden tai
kolmen alkion osajoukkojen kokoelma. Määritellään kuvaus (Kuva 8)
f : V(Xr+1) \ V(Xr)→ A, f(v) = {w ∈ V(Xr) | 〈v, w〉 ∈ E(X)}.
Jos f(v) = f(v′), v 6= v′, kutsutaan solmuja v ja v′ kaksosiksi. Kuvassa 8
v3 ja v4 ovat kaksosia, v1 ja v2 eivät. Kolmosia ei voi esiintyä, sillä X:n sol-
mujen asteluku on korkeintaan kolme. Koska verkon automorﬁsmi on verkon
isomorﬁsmi itsensä kanssa eli automorﬁsmi kuvaa kaarella yhdistetyt solmut
kaarella yhdistetyiksi solmuiksi, pätee
σ ∈ Aute(Xr+1) ⇒ f(σ(v)) = σ(f(v)), kun v ∈ V(Xr+1) \ V(Xr). (1)
Erityisesti, jos σ ∈ Kr (eli σ kiinnittää Xr:n kaikki alkiot), niin f(v) =
f(σ(v)). Tällöin joko v = σ(v) tai v ja σ(v) ovat kaksosia. Seuraa, että Kr on
täsmälleen Abelin 2-ryhmä, jonka kaksosparien transpositiot virittävät. Jos
kaksospareja on n, niin |Kr| = 2n.
Koska Lagrangen lauseen (Lause 2.1) ja ryhmien homomorﬁalauseen (Lause
2.2) perusteella |Aute(Xr+1)| = | Im(pir)| · |Kr| ja koska |Aute(X1)| = 2 seu-
raa induktiolla, että
Propositio 3.2 (Tutte) Aute(Xr) on 2-ryhmä kaikilla r.
Kohdan (II) ratkaisua varten on huomattava, että (1) implikoi: mikä ta-
hansa σ ∈ pir(Aute(Xr+1)) vakauttaa yhden pojan isien kokoelman eli joukon
A1 = {a ∈ A| a = f(v) jollekin yksikäsitteiselle v ∈ V(Xr+1) \ V(Xr)}.
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Lisäksi minkä tahansa σ ∈ pir(Aute(Xr+1)) täytyy vakauttaa kokoelman A
osajoukko, joka sisältää kaksosten isät, eli osajoukko
A2 = {a ∈ A| a = f(v1) = f(v2) joillekin v1 6= v2}.
Solmujoukkoon V(Xr+1)\V(Xr) liittyvien kaarien lisäksi löytyy kaarijoukosta
E(Xr+1) \ E(Xr) alkioita, jotka yhdistävät kaksi solmua V(Xr):ssä. Näitä
vastaa A:n osajoukko
A′ = {{w1, w2} ∈ A| 〈w1, w2〉 ∈ E(Xr+1) \ E(Xr)}.
pir(Aute(Xr+1)):n alkion täytyy vakauttaa myös A′. Nyt on koottu vaatimuk-
set sille, että σ ∈ pir(Aute(Xr)) on pir:n kuvassa (Kuva 9). Näistä vaatimuk-
sista seuraa
Propositio 3.3 pir(Aute(Xr+1)) on täsmälleen sellaisten σ ∈Aute(Xr) jouk-
ko, jotka vakauttavat jokaisen kokoelmista A1, A2 ja A′.
Todistus Riittää näyttää, että jos σ vakauttaa kokoelmat A1, A2 ja A′, se
todellakin laajenee Aute(Xr+1):n alkioksi. Sellaista permutaatiota σ varten
määritellään laajennus seuraavasti: Jokaista ainoaa lasta v kohden f(v) ∈

























































V(X3)• • • • • •
Tässä siis
f(v1) = {w1}, f(v2) = {w1, w2}, f(v3) = f(v4) = {w3, w4, w5}.
Kuva 8: Kuvaus f
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A1:stä seuraa σ(f(v)) ∈ A1, joten v kuvataan σ(f(v)):n ainoalle lapselle. Jo-
kaista kaksosparia v, v′ kohden f(v) ∈ A2:sta seuraa σ(f(v)) ∈ A2, joten
{v, v′} kuvataan σ(f(v)):n kaksospojille kummassa tahansa järjestyksessä.
Konstruktion nojalla tämä laajennus vakauttaa V(Xr):n ja V(Xr+1)\V(Xr):n
välisten kaarien joukon (huomaa, että f(v):llä ja σ(f(v)):llä on V(Xr):n osa-
joukkoina automaattisesti sama mahtavuus). Se, että laajennus vakauttaa
uudet kaaret vanhojen solmujen välillä oli implisiittistä, ennen laajennus-
ta, ehdossa σ(A′) = A′. 
Olkoon A0 = A \ (A1 ∪ A2). Varsinaisen ongelman eristämiseksi väri-
tetään kokoelma A kuudella värillä seuraavien kuuden pistevieraan alueen
erottamiseksi:
A0 ∩ A′, A1 ∩ A′, A2 ∩ A′, A0 \ A′, A1 \ A′, A2 \ A′
Osajoukot on valittu näin sillä perusteella, että ne ovat A:n ositus ja vastaa-
vat erilaisia mahdollisia kokoelmia, jotka Aut e(Xr):n toiminnan A:ssa on va-
kautettava. (Tarkkaavainen lukija huomaa, että vain viisi näistä tapauksista
on mahdollisia. Asialla ei kuitenkaan ole tässä merkitystä. (Laiskalle lukijal-
le kerrottakoon, että joukko, joka on aina tyhjä, on A2 ∩ A′.)) Nyt etsitään
värin säilyttäviä elementtejä Aut e(Xr):n toiminnassa A:ssa. Siten kolmiva-
lenttien verkkojen isomorﬁsmiongelma on redusoitavissa polynomiaalisessa
ajassa ongelmaksi:
Ongelma 4
Syöte: Väritetty joukko A; ryhmän Sym(A) 2-aliryhmän G virittäjien
joukko.
Tuloste: Aliryhmän {σ ∈ G|σ säilyttää värit} virittäjien joukko.
Ongelman 4 G vastaa tässä tapauksessa Aut e(Xr):n toimintaa A:ssa ja A vas-
taa kyseistä kuudella värillä väritettyä kokoelmaa A. Ongelmassa etsittävä

















A1 = {{w3}, {w4}}, A2 = {{w2}}, A′ = {{w3, w4}}, kun r = 3
Kuva 9: Kokoelmat A1, A2 ja A′
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3.2 Väriautomorﬁsmialgoritmi 2-ryhmille
Koska kyseessä on ryhmän toiminta joukossa, voidaan käyttää kahta hajoita
ja hallitse -menetelmää: joukon hajoittamista uriin ja transitiivisessa tapauk-
sessa joukon hajoittamista ei-primitiivisiin lohkoihin. Jotta näitä menetelmiä
voitaisiin käyttää ongelman 4 ratkaisevassa algoritmissa, täytyy ongelma en-
sin yleistää sellaiseksi, että se sallii rekursiivisen proseduurin.
Kiinnitetään väritetty n-alkioinen joukko. Värien määrä ja jakautuminen
ei ole oleellista. Alkioille a, b ∈ A merkitään a ∼ b :llä relaatiota  a on sa-
manvärinen kuin b . Olkoon B ⊆ A ja K ⊆ Sym(A).
MÄÄRITELMÄ. Joukko CB(K) = {σ ∈ K | σ(b) ∼ b kaikilla b ∈ B}.
Tämä joukko siis sisältää sellaiset K:n permutaatiot, jotka säilyttävät kaik-
kien B:n alkioiden värit. Välittömästi seuraa:
(i) CB(K ∪K ′) = CB(K) ∪ CB(K ′)
(ii) CB∪B′(K) = CB′CB(K)
Ongelma 4 yleistetään:
Ongelma 5
Syöte: Ryhmän Sym(A) 2-aliryhmän G virittäjien joukko; A:n G-vakaa
osajoukko B; σ ∈ Sym(A).
Tuloste: CB(σG).
Ongelmaa 4 vastaa erikoistapaus B = A, σ = 1. Aluksi todistetaan
Lemma 3.4 Jos CB(σG) on epätyhjä, niin se on G:n aliryhmän CB(G) va-
sen sivuluokka.
Todistus B:n G-vakaus takaa, että CB(G) ≤ G. Olkoon σ0 ∈ CB(σG). Tällöin
erityisesti σ0 ∈ σG eli σ0 = σψ jollain ψ ∈ G, joten
σG = {σφ|φ ∈ G} = {σ0ψ−1φ|φ ∈ G} = {σ0γ| γ ∈ G} = σ0G.
Jos τ ∈ G, b ∈ B, niin oletuksen nojalla τ(b) ∈ B, josta seuraa σ0τ(b) ∼ τ(b).
Näin ollen σ0τ ∈ CB(σ0G), jos ja vain jos τ ∈ CB(G), josta ekvivalenssin oi-
kea puoli σ0:lla kertomalla saadaan CB(σ0G) = σ0CB(G). 
Lemman 3.4 ansiosta voidaan ongelman 5 ratkaiseva rekursiivinen algo-
ritmi rakentaa niin, että se saa syötteenään ryhmän sivuluokan ja palauttaa
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vastauksena joko tyhjän joukon ∅ tai ryhmän sivuluokan. Sekä syöte- että
tulostesivuluokka määritellään alkioparilla, joista toinen on joku sivuluokan
edustaja ja toinen ryhmän virittävien alkioiden joukko. Kun algoritmia käy-
tetään ongelman 5 ratkaisemiseksi, niin algoritmille syötetään σ ja G, missä
σ = 1 ja G on ryhmän Sym(A) 2-aliryhmän virittäjien joukko. Tätä alkio-
paria merkitään yksinkertaisesti σG.
Ongelman 5 ratkaiseva algoritmi toimii seuraavalla tavalla: Jos B on G-
vakaiden osajoukkojen B′ ja B′′ yhdiste, niin
CB(σG) = CB′′CB′(σG).
Jos näin ei ole, eli G toimii transitiivisesti B:ssä, käytetään hyväksi lemmoja
2.6 ja 2.9 ja esitetään B kahden G-lohkon yhdisteenä, B = B′∪B′′. Tällä ker-
taa joukkoa CB′(σG) ei yritetä laskea suoraan, sillä B′ ei ole G-vakaa. Koska
B′ ja B′′ ovat kuitenkin G-lohkoja, niin molemmat joukot vakauttavan G:n
aliryhmän H virittäjät voidaan löytää polynomiaalisessa ajassa käyttämällä
hyväksi lemman 2.8 ongelman 3 ratkaisua, sillä [G : H] = 2 ja jäsenyystesti-
kin on ilmeinen: ρ kuuluu H:hon, jos ρ kuvaa joukon B′ tai B′′ alkion saman
joukon alkioksi. Siis
G = H ∪ τH (τ ∈ G sellainen, että τB′ = B′′)
ja
CB(σG) = CB(σH) ∪ CB(στH) = CB′′CB′(σH) ∪ CB′′CB′(στH).
On tärkeää huomata, että osavastausten CB(σH) ja CB(στH) molempien ol-
lessa epätyhjiä, lemma 3.4 takaa, että niiden on yhdistyttävä yhdeksi CB(G):n
sivuluokaksi. Sellaisessa tapauksessa
CB(σH) = ρ1CB(H), CB(στH) = ρ2CB(H)
ja vastaus esitettäisiin
CB(σG) = ρ1〈CB(H), ρ−11 ρ2〉.
(Vastauksen täytyy sisältää oikea puoli, koska CB(H) ja ρ−11 ρ2 sisältyvät
CB(G):hen. Toisaalta oikea puoli selvästi sisältää osavastaukset.)
Nyt on näytetty kuinka ei-transitiivisessa tapauksessa joukko hajoaa eril-
lisiin osajoukkoihin joita molempia kohden selvitetään yksi ongelma. Transi-
tiivisessa tapauksessa CB(σG):n laskeminen vaatii neljä rekursiivista kutsua
vastaavilla puolta pienemmillä joukoilla B′ ja B′′. Enää tarvitsee tutkia ta-
paus |B| = 1. Jos B = {b} ja GB = B, niin
CB(σG) =
{
σG jos σ(b) ∼ b
∅ jos σ(b)  b,
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joten tämän voi ratkaista vakioajassa. Näin ollen koko algoritmin läpikäynti
vie vain polynomiaalisen ajan.
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4 Esimerkki algoritmin toiminnasta
Seuraavassa esimerkissä sovelletaan luvussa 3 esitettyä algoritmia ja testa-
taan kahden yksinkertaisen verkon isomorﬁsuus.
Olkoot X ′ ja X ′′ (kuva 10) verkkoja siten, että
V(X ′) = {v1, v2, v3, v4}, V(X ′′) = {w1, w2, w3, w4},
E(X ′) = {〈v1, v2〉, 〈v1, v3〉, 〈v2, v3〉, 〈v2, v4〉, 〈v3, v4〉} ja




























Kuva 10: Testattavat verkot X ′ ja X ′′
Aluksi muodostetaan verkoista X ′ ja X ′′ yhdistetty yhtenäinen verkko X
(kuva 11) lisäämällä solmu v kaareen 〈v2, v3〉 ja solmu w kaareen 〈w1, w3〉



























Kuva 11: Yhdistetty verkko X
Seuraavaksi etsitään pi1:n ytimen K1 ja kuvan Im(pi1) virittäjien joukot
käyttäen tietoa Aute(X1) = {1, (vw)}. X1 sisältää vain alkiot v, w ja 〈v, w〉
ja X2 sisältää näiden lisäksi solmut v2, v3, w1 ja w3 sekä kaaret 〈v, v2〉, 〈v, v3〉,
〈w,w1〉 ja 〈w,w3〉. (Katso kuvan 7 vastaavia verkkoja.)
Kaikkien V(X1):n yhden, kahden ja kolmen alkion osajoukkojen kokoelma
on A = {{v}, {w}, {v, w}} ja kuvaus f : V(X2) \ V(X1) → A saa arvot
f(v2) = f(v3) = {v} ja f(w1) = f(w3) = {w}. Kaksospareja ovat v2 ja v3
sekä w1 ja w3, joten K1 = 〈(v2v3), (w1w3)〉 eli pi1:n ytimen virittäjien joukko
on R = {(v2v3), (w1w3)}.
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Yhden pojan isien kokoelma A1 ja vanhojen solmujen välisten uusien
kaarien kokoelma A′ ovat tässä tapauksessa tyhjiä. Kaksosten isien kokoelma
on A2 = {{v}, {w}}. Olkoon A0 = A \ (A1 ∪ A2) = {{v, w}}, jolloin kuusi
väritettävää A:n osajoukkoa ja ovat:
A0 ∩ A′ = ∅
A1 ∩ A′ = ∅
A2 ∩ A′ = ∅
A0 \ A′ = {{v, w}} = {a}
A1 \ A′ = ∅
A2 \ A′ = {{v}, {w}} = { b1, b2}
Merkintöjä a, b1 ja b2 käytetään lyhyyden ja selkeyden vuoksi, ne kertovat
myös alkioiden värit (värit a ja b).
Nyt tiedetään ongelman 4 tarvitsemat syötteet: Väritetty joukko A =
{a, b1, b2} ja Sym(A):n 2-aliryhmän virittäjien joukko G = {(b1b2)}. G vastaa
Aute(X1):n toimintaa A:ssa, esimerkiksi Aute(X1)({{v, w}}) = {{v, w}} =
{ a } = G({ a }). Ongelman 4 syötteistä saadaan ongelman 5 tarvitsemat
syötteet valitsemalla B = A ja σ = 1, jolloin haettavaksi joukoksi tulee
CB(σG) = C{a,b1,b2}(1 · 〈(b1b2)〉).
Koska B on G-vakaiden osajoukkojensa B′ = { a} (a:n G-ura) ja B′′ =
{b1, b2} (b1:n ja b2:n G-ura) yhdiste, niin
CB(σG) = CB′′CB′(σG).
Jälkimmäisessä |B′| = 1 ja σ(a) = 1(a) = a ∼ a, joten CB′(σG) = σG ja
selvitettäväksi jää CB′′(σG).
B′′ ei kuitenkaan ole yhdiste kahdesta G-vakaasta osajoukosta, joten ky-
seessä on transitiivinen tapaus eli G toimii transitiivisesti B′′:ssä. Lemmo-
jen 2.6 ja 2.9 perusteella ja avulla voidaan B′′ kuitenkin jakaa kahdeksi G-
lohkoksi C ′ = {b1} ja C ′′ = {b2}. Tässä tulee esiin syy, jonka takia määritte-
lyissä ei vaadita, että lohkojen alkioiden lukumäärän täytyisi olla suurempi
kuin yksi.
Tarvittava C ′:n ja C ′′:n vakauttava H ≤ G on triviaali aliryhmä 1 ja
(b1b2)(C
′) = C ′′, joten
G = H ∪ τH, τ = (b1b2)
ja
CB′′(σG) = CB′′(σH) ∪ CB′′(στH) = CC′′CC′(σH) ∪ CC′′CC′(στH).
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Nyt |C ′| = |C ′′| = 1 ja σH = 1, joten
CC′′CC′(σH) = CC′′(1) = 1
ja koska lisäksi στ(b1) = τ(b1) = b2 ∼ b1 ja στ(b2) = τ(b2) = b1 ∼ b2, niin
CC′′CC′(στH) = CC′′((b1b2)1) = (b1b2)1.
Sekä CC′′CC′(σH) että CC′′CC′(στH) ovat epätyhjiä, joten vastaus tähän osa-
ongelmaan esitetään
CB′′(σG) = ρ1〈CB′′(H), ρ−11 ρ2〉,
jossa ρ1 = σ = 1, ρ2 = στ = τ ja CB′′(H) = H = 1. (Itse asiassa algoritmi
ei palauta alkioiden virittämää ryhmää , vaan ryhmän virittävät alkiot . Luk-
sin käyttämän merkinnän sijasta tässä olisi oikeastaan käytettävä merkin-
tää ρ1{CB′′(H), ρ−11 ρ2}. Tällaiset ryhmän ja sen virittäjien joukon rinnasta-
vat pienehköt, mutta selkeyden vuoksi ymmärrettävät epäjohdonmukaisuu-
det esiintyvät kautta Luksin todistuksen ja siten myös tämän esimerkin.)
Koska alunperin haettu CB(σG) = CB′′(σG), on ongelma 5 ratkaistu:
CB(σG) = 1{1, (b1b2)} = {1, (b1b2)}.
Tästä saadaan Im(pi1):n virittäjien joukko S = {1, (vw)}. Tarvitaan vie-
lä S ′ eli S:n jokin alkukuva Aute(X2):ssa. Tällaiseksi kelpaa esimerkiksi
{1, (vw)(v2w1)(v3w3)}.
Tarvittavat tiedot ovat nyt koossa, summataan:
R = {(v2v3), (w1w3)}
S = {1, (vw)}
S ′ = {1, (vw)(v2w1)(v3w3)}
Tulokseksi tulee:
Aute(X2) = 〈R ∪ S ′〉 = 〈{1, (v2v3), (w1w3), (vw)(v2w1)(v3w3)}〉 =
{1, (v2v3), (w1w3), (vw)(v2w1)(v3w3), (v2v3)(w1w3),
(vw)(v2w1v3w3), (vw)(v2w3v3w1), (vw)(v2w3)(v3w1)},
jonka avulla voidaan selvittää ryhmän Aut e(X3) alkiot. Seuraavassa algorit-
min eteneminen esitetään pääkohdittain, merkinnät vertautuvat edellä esi-
tettyihin:
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2. f(v1) = f(v4) = {v2, v3}, f(w2) = {w1} ja f(w4) = {w1, w3}, joten
K2 = 〈(v1v4)〉.
3. A1 = {{w1}, {w1, w3}}, A2 = {{v2, v3}} ja A′ = ∅, joten väritettävät
joukot ovat
A0 ∩ A′ = A1 ∩ A′ = A2 ∩ A′ = ∅
A0 \ A′ = {a1, . . . , a38} (taulukko 2)
A1 \ A′ = {{w1}, {w1, w3}} = {b1, b2}
A2 \ A′ = {{v2, v3}} = {c1}
4. G on Aute(X2):n virittäjien joukon
{1, (v2v3), (w1w3), (vw)(v2w1)(v3w3)}




5. Seuraavaksi A jaetaan G-uriin. Algoritmi tekee tämän paloissa, mutta
esimerkin mielenkiintoisena pitämiseksi tehdään jako heti kokonaisuu-
dessaan taulukon 2 avulla. Eli G-urat:
B(1) = {a1, a2}, B(2) = {a3, a4, b1, a5},
B(3) = {a6}, B(4) = {a7, a8, a13, a14},
B(5) = {a9, . . . , a12}, B(6) = {c1, b2},
B(7) = {a15, . . . , a18}, B(8) = {a19, . . . , a22},
B(9) = {a23, a34}, B(10) = {a24, . . . , a27, a30, . . . , a33},
B(11) = {a28, a29}, B(12) = {a35, . . . , a38}.
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A:n alkio A:n alkio α (v2v3)α (w1w3)α (vw)(v2w1)(v3w3)α
a1 {v} {v} {v} {w}
a2 {w} {w} {w} {v}
a3 {v2} {v3} {v2} {w1}
a4 {v3} {v2} {v3} {w3}
b1 {w1} {w1} {w3} {v2}
a5 {w3} {w3} {w1} {v3}
a6 {v, w} {v, w} {v, w} {v, w}
a7 {v, v2} {v, v3} {v, v2} {w,w1}
a8 {v, v3} {v, v2} {v, v3} {w,w3}
a9 {v, w1} {v, w1} {v, w3} {w, v2}
a10 {v, w3} {v, w3} {v, w1} {w, v3}
a11 {w, v2} {w, v3} {w, v2} {v, w1}
a12 {w, v3} {w, v2} {w, v3} {v, w3}
a13 {w,w1} {w,w1} {w,w3} {v, v2}
a14 {w,w3} {w,w3} {w,w1} {v, v3}
c1 {v2, v3} {v2, v3} {v2, v3} {w1, w3}
a15 {v2, w1} {v3, w1} {v2, w3} {v2, w1}
a16 {v2, w3} {v3, w3} {v2, w1} {v3, w1}
a17 {v3, w1} {v2, w1} {v3, w3} {v2, w3}
a18 {v3, w3} {v2, w3} {v3, w1} {v3, w3}
b2 {w1, w3} {w1, w3} {w1, w3} {v2, v3}
a19 {v, w, v2} {v, w, v3} {v, w, v2} {v, w,w1}
a20 {v, w, v3} {v, w, v2} {v, w, v3} {v, w,w3}
a21 {v, w,w1} {v, w,w1} {v, w,w3} {v, w, v2}
a22 {v, w,w3} {v, w,w3} {v, w,w1} {v, w, v3}
a23 {v, v2, v3} {v, v2, v3} {v, v2, v3} {w,w1, w3}
a24 {v, v2, w1} {v, v3, w1} {v, v2, w3} {w, v2, w1}
a25 {v, v2, w3} {v, v3, w3} {v, v2, w1} {w, v3, w1}
a26 {v, v3, w1} {v, v2, w1} {v, v3, w3} {w, v2, w3}
a27 {v, v3, w3} {v, v2, w3} {v, v3, w1} {w, v3, w3}
a28 {v, w1, w3} {v, w1, w3} {v, w1, w3} {w, v2, v3}
a29 {w, v2, v3} {w, v2, v3} {w, v2, v3} {v, w1, w3}
a30 {w, v2, w1} {w, v3, w1} {w, v2, w3} {v, v2, w1}
a31 {w, v2, w3} {w, v3, w3} {w, v2, w1} {v, v3, w1}
a32 {w, v3, w1} {w, v2, w1} {w, v3, w3} {v, v2, w3}
a33 {w, v3, w3} {w, v2, w3} {w, v3, w1} {v, v3, w3}
a34 {w,w1, w3} {w,w1, w3} {w,w1, w3} {v, v2, v3}
a35 {v2, v3, w1} {v2, v3, w1} {v2, v3, w3} {v2, w1, w3}
a36 {v2, v3, w3} {v2, v3, w3} {v2, v3, w1} {v3, w1, w3}
a37 {v2, w1, w3} {v3, w1, w3} {v2, w1, w3} {v2, v3, w1}
a38 {v3, w1, w3} {v2, w1, w3} {v3, w1, w3} {v2, v3, w3}
Taulukko 2: A:n ja vastaavat A:n alkiot ja G:n toiminta A:ssa
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6. Oiotaan lisää: Koska kaikki edellisen kohdan joukot B(n) ovat G-urina
G-vakaita, niin selvästi, kun σ = 1 ja G′ ⊆ G,
CB(n)(σG′) = G′, kun n 6= 2, 6 ,
sillä, paitsi näitä kahta joukkoa, ovat kaikkien joukkojen kaikki al-
kiot saman värisiä. (Muista CB(K):n määritelmä!) Kun tätä käytetään
avuksi selvitettävää ongelmaa typistettäessä, saadaan
CB(σG) = CB(2)CB(6)(1G).
7. Ratkaistaan CB(6)(1G). Kyseessä on transitiivinen tapaus, joka vastaa
Aute(X2):a etsittäessä ilmennyttä tilannetta, nyt vain b1:n tilalla on c1,
joten H = 1, C ′ = {c1}, C ′ = {b2} ja
G = 1 ∪ τ1, τ = (c1b2),
jolloin
CB(6)(1G) = CC′′CC′(1) ∪ CC′′CC′((c1b2)1).
Jälleen |C ′| = |C ′′| = 1 ja σH = 1, joten
CC′′CC′(σH) = CC′′(1) = 1,
mutta nyt päteekin στ(c1) = τ(c1) = b2  c1 ja στ(b2) = τ(b2) = c1 
b2, joten tällä kertaa
CC′′CC′((c1b2)1) = CC′′(∅) = ∅,
mistä seuraa
CB(6)(1G) = 1.
8. Luonnollisesti, koska σH = 1, pätee myös
CB(2)(σH) = 1,
joten koko algoritmi palauttaa arvon 1 eli tällöin S = { 1}. Luonnolli-




S = { 1}
S ′ = { 1}
Tulokseksi tulee:
Aute(X3) = 〈R ∪ S ′〉 = { 1, (v1v4)},
mikä ei transponoi solmuja v ja w, joten tällä e:n sijoittamisella verk-
kojen X ′ ja X ′′ välille ei saada isomorﬁsmia ja voimme palata alkupis-
























Kuva 12: Yhdistetty verkko Y
Edetään algoritmin mukaan valitsemalla verkosta X ′′ uusi kaari (joku
muu kuin 〈w1, w3〉), johon w lisätään, jolloin saadaan uusi yhdistetty yhte-
näinen verkko Y (kuva 12). Valitaan uudeksi kaareksi  onneksi  〈w1, w4〉.
Aute(Y1) ja Aute(Y2) ovat nyt täsmälleen samat kuin Aut e(X1) ja Aute(X2)
edellä, paitsi että w3:n tilalla on nyt w4. Aute(Y3):n laskennan tärkeimmät
vaiheet:
1. f(v1) = f(v4) = {v2, v3}, f(w2) = f(w3) = {w1, w4}
2. R = {(v1v4), (w2w3)}
3. A1 = A′ = ∅ ja A2 = {{v2, v3}, {w1, w4}}
4. A:n väritettävät osajoukot (ja niitä vastaavat ( ') taulukon 2 alkiot):
A0 ∩ A′ = A1 ∩ A′ = A2 ∩ A′ = A1 \ A′ = ∅
A0 \ A′ = {a1 . . . a39} (' {a1 . . . a4, b1, a5 . . . a38})
A2 \ A′ = {{v2, v3}, {w1, w4}} = {b1, b2} (' {c1, b2})
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5. G vastaa joukon {1, (v2v3), (w1w4), (vw)(v2w1)(v3w4)} toimintaa A:ssa
ja σ = 1.
6. Ongelma typistyy (ks. edellä):
CB(σG) = C{b1,b2}(σG) = σG = G = S,
jonka perusteella valitaan
S ′ = {1, (v2v3), (w1w4), (vw)(v2w1)(v3w4)(v1w3)(v4w2)}
7. Koska
Aute(Y3) = 〈R ∪ S ′〉
vaihtaa keskenään v:n ja w:n ja koska
Y3 = Yk = Y, k ≥ 3,




Artikkelinsa [10] loppuosassa Luks todistaa primitiivisten permutaatioryh-
mien ominaisuuksia hyväkseen käyttäen polynomiaalisen aikavaatimuksen
pätevän vakiolla rajoitetun valenssin verkkojen isomorﬁsmiongelmaan. Vaa-






















































































































Kuva 13: X ja Y sekä niistä muunnetut X ′ ja Y ′
Luksin todistuksen loppuosan vaativuus johdatteli yrittämään todista-
mista havainnollisempaa tietä, mikä ei valitettavasti onnistunut. Idea oli
muuntaa testattavat rajoitetun valenssin verkot väritetyiksi kolmivalenteik-
si verkoiksi sijoittamalla n-valentin solmun tilalle väritetty n-kulmio. Tämä
johti umpikujaan, sillä muutos synnytti uusiin verkkoihin informaatiota (kaa-
rien suunnan), jota alkuperäisessä verkossa ei ollut. Uusien verkkojen tie-
tyllä tavalla värit säilyttävä isomorﬁsuus takasi kylläkin alkuperäisten verk-
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kojen isomorﬁsuuden, mutta jos uudet verkot eivät olleet isomorﬁsia, ei alku-
peräisten verkkojen isomorﬁsuudesta voitu tehdä johtopäätöksiä, mikä todis-
tuu yksinkertaisen vastaesimerkin avulla: Kuvassa 13 esitetään X ja Y , jot-
ka ovat alkuperäiset testattavat verkot ja X ′ ja Y ′, jotka ovat alkuperäisistä
muunnetut väritetyt kolmivalentit verkot. Kuten on helppo huomata X ∼= Y ,
mutta X ′  Y ′. Jotta isomorﬁsuus voitaisiin muunnettujen verkkojen avulla
selvittää, tulisi Luksin kolmivalentin tapauksen algoritmia soveltaa kaikil-
la verkkojen asteluvultaan kolmea suuremmista solmuista lähtevien kaarien
asennoilla. Näiden asentojen määrä kasvaa eksponentiaalisesti solmujen
määrän ja asteluvun kasvaessa, joten polynomiaalinen aikavaatimus ei enää
päde tällä menetelmällä.
Edellisestä kehittelystä heräsi kysymys, olisiko jollakin monimutkaisem-
malla muunnoksella mahdollisuus konstruoida n-valenteista verkoista kolmi-
valentteja verkkoja, jotka ovat isomorﬁsia, jos ja vain jos alkuperäiset verkot
ovat isomorﬁsia? Hoﬀmannin teoksesta [7] tuli ilmi, että Gary L. Miller [12]
on tutkinut konstruktioita, joissa n + 1 -asteisen solmun tilalle sijoitetaan
verkko Z, jonka aste on n. Jotta isomorﬁsmi säilyisi, niin Millerin mukaan
verkon Z on toteutettava seuraavan määritelmän ehdot:
MÄÄRITELMÄ. Isomorﬁsmivempain eli n-vempain on yhtenäinen n-
valentti verkko Z, johon sisältyy joukko Γ, joka sisältää n+ 1 solmua, joiden
asteluku on enintään n−1. Lisäksi Z:n niiden automorﬁsmien, jotka vakaut-
tavat Γ:n, ryhmän tulee toimia Γ:ssa kuten Sym(Γ):n eli indusoida kaikki Γ:n
permutaatiot.
Määritelmän ehdot täyttävällä n-vempaimella voitaisiin isomorﬁsmi säi-
lyttäen korvata kahden verkon n + 1 -asteiset solmut verkon Z kopioilla.
Solmu korvattaisiin liittämällä siihen liittyvät n+ 1 kaarta Γ:n eri alkioihin.
Miller on kuitenkin todistanut, että
Lause 5.1 (Miller) n-vempainta ei ole olemassa, jos n 6= 4.
Yleisen tapauksen todistus on lähteessä [11] ja 4-vempaimen olemassaolon
on todistanut Larry Carter artikkelissa [4]. Tämän esityksen kannalta riittää
erikoistapaus
Lause 5.2 3-vempainta ei ole olemassa.
Todistus Oletetaan, että Z on 3-vempain ja Γ = {x1, x2, x3, x4} kuten
määritelmässä. Olkoon H ≤ Aut(Γ) x1:n kiinnittäjä eli niiden automorﬁs-
mien joukko, jotka kuvaavat x1:n itselleen. Liittämällä x1:een uusi solmu y
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kaarella e = 〈x1, y〉 pätee H = Aute(Γ). Määritelmän nojalla H toimii jou-
kossa {x2, x3, x4} kuten S3, joten H ei ole 2-ryhmä. Tämä on kuitenkin ris-
tiriidassa lemman 3.2 kanssa, joten 3-vempainta ei ole olemassa. 
Näin ollen n-vempainten etsiminen on turhaa. Avoimeksi kysymykseksi
kuitenkin jää, onko Millerin määritelmä tarpeeksi väljä kattaakseen kaikki
verkon valenssin vähentämiseen sopivat konstruktiot.
Luvun 4 esimerkin perusteella on selvää, että vaikka Luksin algoritmi toi-
miikin polynomiaalisessa ajassa, se vie jo kolmivalentissa tapauksessa paljon
tilaa ja aikaa. (Aikavaatimus on luokkaa O(n10) [5].) Algoritmissa on kui-
tenkin monia esimerkissäkin hyväksi käytettyjä optimointimahdollisuuksia,
joten algoritmia voidaan käyttää sopivasti modiﬁoituna isomorﬁsmien etsin-
tään muutenkin kuin teoreettisesti. Luks onkin yhdessä Galilin, Hoﬀmannin,
Schnorrin ja Weberin kanssa julkaissut algoritmistaan kaksi parannettua ver-
siota [5], joista nopeampi ratkaisee n-solmuisten kolmivalenttien verkkojen
isomorﬁan aikavaatimuksella O(n3).
Verkkoisomorﬁsmiongelman tutkimukseen panostetaan jatkuvasti aikaa
ja vaivaa, onhan palkintona kaupallisen hyödyn lisäksi roppakaupalla kun-
niaa tämän modernin matematiikan suurimpiin kuuluvan avoimen ongelman
ratkaisemisesta. Kun ongelma joskus tulevaisuudessa ratkaistaan ja on aika
koota tulokset ja niihin johtaneet välivaiheet verkkoisomorﬁsmiongelman his-
toriaksi, on varma, että yhtenä tärkeänä maamerkkinä loistaa Luksin alku-
peräinen todistus, jonka mukaan rajoitetun asteluvun verkkojen isomorﬁsuus
on todettavissa polynomiaalisessa ajassa.
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