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Abstract
We discuss a (3+1)-dimensional covariant quantum space-time describing a FLRW
cosmology with Big Bounce, obtained by a projection of the fuzzy hyperboloid H4n.
This provides a background solution of the IKKT matrix model with mass term. We
characterize the bosonic fluctuation spectrum, which consists of a tower of higher-
spin modes, truncated at n. The modes are organized in terms of an underlying
SO(4, 2) structure group, which is broken to the SO(3, 1) isometry of the back-
ground. The resulting higher-spin gauge theory includes all degrees of freedom re-
quired for gravity, and should be well suited for quantization. All modes propagate
with the same speed of light, even though local boost invariance is not manifest.
The propagating metric perturbation modes comprise those of a massless graviton,
as well as a scalar mode. Gauge invariance allows to obtain the analog of the lin-
earized Einstein-Hilbert action, which is expected to be induced upon quantization.
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1 Introduction
The proper formulation of gravity as a quantum theory is a long-standing and controversial
problem. Much of the difficulty is due to the fact that the gravitational constant is dimensionful,
which means that gravity becomes strong at short scales, and arguably requires a quantum notion
1
of space-time itself. It is thus plausible that the starting point of such a quantum theory could
be very different from general relativity (GR), but GR should be approximately recovered at
macroscopic scales, in the sense of an effective theory.
With this in mind, we choose the framework of matrix models of Yang-Mills type as a starting
point. These models naturally describe dynamical noncommutative (“quantum”) geometries, and
they automatically lead to a gauge theory, which is crucial in Minkowski signature. Moreover, the
kinetic term arises from a universal commutator structure, which encodes a universal metric [1].
To avoid the dangerous UV/IR mixing which typically arises on non-commutative spaces [2], one is
led to the maximally supersymmetric IKKT or IIB model [3], where UV/IR mixing is sufficiently
mild1. This model can be viewed as a constructive definition of IIB string theory, and it exhibits
a rich set of brane-type solutions, such as [7–12] to mention only a few. Quite remarkably, recent
numerical simulations of the model [12–15] provide evidence that a 3+1-dimensional structure
indeed arises at the non-perturbative level.
With this motivation, our objective is to find a suitable background space-time solution of the
IKKT matrix model, which leads to the desired low-energy physics including gravity. There has
been considerable effort along these lines including [1,16–19], and [20–26] in a similar spirit. One
of the problems which arises on simple non-commutative geometries is that they typically carry
some Lorentz-breaking structure, which is well hidden classically, but tends to show up in the loop
contributions. That problem can be avoided on covariant quantum spaces, such as fuzzy S4N , H
4
n,
and similar spaces [27–35]. This class of spaces exhibits a rich extra structure, which typically
leads to a higher-spin gauge theory [36–38].
In this paper, we focus on an interesting candidate for such a covariant background, given by the
quantized or fuzzy cosmological space-time M3,1n recently found in [39]. This (3+1)-dimensional
space is based on the 4-dimensional fuzzy hyperboloid H4n [40], which upon a projection acquires a
semi-classical Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) geometry describing an expanding
universe with initial singularity, or rather a Big Bounce. In particular, we study the linearized
fluctuation spectrum and the effective gauge theory arising on this M3,1n , which is a solution of
the matrix model with a mass term. For previous work on FLRW solutions in the context of
higher spin gravity we refer to [41,42].
One important feature of M3,1n is that it admits a global SO(3, 1) symmetry, while local Lorentz
invariance is not manifest. This SO(3, 1) symmetry is the isometry group of the space-like hy-
perbolas H3t of the cosmological space-time with k = −1. It comprises space-like translations
and local SO(3) rotations, and the latter can be viewed as a manifest part of Lorentz invariance.
However, there is no boost invariance, because the cosmic background defines an invariant time-
like vector field. Moreover, the model enjoys a large gauge invariance, which can be viewed as
a truncated higher-spin algebra associated to so(4, 1) [38, 43], acting in an intricate way. These
symmetries protect the theory from becoming pathological, and almost enforce local Lorentz in-
variance. For example, it turns out that the propagation of all physical higher-spin modes is
governed by a single effective metric, as it should be, and we expect that the resulting physics will
largely respect local Lorentz invariance. Thus the breaking of (local) Lorentz-invariance seems to
be well hidden in the unphysical fluctuations, as far as we can see. Nevertheless, some breaking
of Lorentz invariance is bound to show up somewhere.
The presentM3,1n solution is somewhat different from (and in a sense dual to) the solution recently
1UV/IR mixing leads to 10-dimensional “bulk” supergravity in the Type IIB model [3–6]. However, this has
nothing to do with the mechanism under consideration here, which arises on a 4-dimensional brane, where the bulk
supergravity only induces a short-range r−8 interaction.
2
found in [39,44]. The present realization is preferred, because it allows to systematically organize
and study the (linearized) fluctuation spectrum. This involves organizing the fluctuations into
towers of higher-spin modes, finding the on-shell modes and their spectrum, and identifying among
them the metric fluctuation modes. All these are non-trivial tasks which requires some technology.
Fortunately, due to the close relation with the Euclidean case of H4n and its enhanced SO(4, 1)
symmetry, we can use many of the results obtained in [40], and largely solve these problems. That
SO(4, 1) is in fact part of an SO(4, 2) structure group, which is underlying the construction of
H4n as a coadjoint orbit. In particular (and in contrast to previous attempts), all physical metric
degrees of freedom are obtained from the linearized fluctuation modes, as well as three of the
usual four diffeomorphism modes, which arise as pure gauge modes of the higher-spin algebra.
The reduction to three diffeomorphism modes reflects the presence of an invariant volume form
on the noncommutative space.
Since GR is not a Yang-Mills theory, one would not expect to obtain the Einstein equations
directly from the matrix model. It is therefore very remarkable that we do indeed obtain the
linearized vacuum Einstein equations directly from the matrix model. More precisely, the classical
action leads to the two propagating Ricci-flat graviton modes as in linearized GR2, as well as a
scalar metric mode whose significance is not yet clear. However to obtain the (linearized) Einstein
equations in the presence of matter, quantum effects in the matrix model are presumably required.
Here the higher-spin symmetry is extremely useful, because it strongly restricts the possible
terms in the quantum effective action. Using this gauge invariance, we identify3 the analog of
the linearized Einstein-Hilbert action, which is expected to be induced upon quantization [46].
Moreover, there seems to be no analog of the cosmological constant term, which is replaced by
the Yang-Mills action. This suggests that the cosmological constant problem may not arise in
this approach.
Due to the Yang-Mills structure of the underlying (matrix) model, the gauge-fixing procedure is
straightforward, and the model should provide a well-defined quantum theory. There are only
finitely many degrees of freedom per volume due to the intrinsic UV cutoff of the underlying
noncommutative space-time, and the maximal supersymmetry of the model (broken by the soft
mass term) will strongly restrict possible non-local quantum effects due to UV/IR mixing. Since
Ricci-flat deformations are already solutions of the bare action and all metric modes of gravity
are present, the model is an excellent candidate for realizing gravity in a quantum theory of
space-time and matter.
As an extra bonus, the background under consideration provides a rather attractive cosmological
scenario featuring a Big Bounce and an asymptotically coasting late-time evolution. It is fascinat-
ing that a reasonable cosmological evolution is obtained without any fine-tuning, and even without
requiring the presence of matter. If the resulting gravity at intermediate length scales turns out
to be viable, this would be a significant advantage over more conventional approaches, which
typically require a delicate balance of various matter and energy constituents of the universe.
The outline of the paper is as follows: We start in section 2 by reviewing the classical geometry
of CP 1,2, which is understood either as coadjoint orbit or as total space of an S2-bundle over
H4 or H2,2. Its quantization leading to fuzzy H4n as well as the projection to fuzzy M3,1n are
2This also works for R4θ [1,20,22], but its extension to full gravity seems problematic, notably due to more serious
Lorentz violations. There is in fact a way to formally obtain the full vacuum Einstein equations [21], which however
leads to other issues.
3This would not be possible on simple noncommutative spaces such as R4n, where extra terms are possible which
are forbidden here [45]. This is very important for obtaining a realistic physics.
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then detailed. We study the algebra of functions in section 3 by means of spin Casimirs and
various intertwiners. It will turn out that two descriptions are available: either divergence-free
symmetric traceless tensors on H4 or space-like symmetric traceless tensors onM3,1. As shown in
section 4, the IKKT matrix model allows three kinds of solutions from various embeddings of the
so(4, 2) generators. Focusing on the momentum solution as classical background, we investigate
the fluctuation modes and the resulting higher-spin gauge theory in section 5. We pay attention
to gauge-fixing questions as well as the inner products and kinetic terms. All these considerations
prepare the stage for section 6, in which we address the definition of gravition modes as well
as the construction of an gauge-invariant quadratic action. We elaborate the properties of this
linearized Einstein-Hilbert-like action in detail. Finally we conclude and summarize in section 7.
The appendix A provides details and proofs of some elaborate calculations that were omitted in
the main text. To make the paper self-contained and to facilitate follow-up work, we include all
the required background and details.
2 Geometric preliminaries
2.1 Classical hyperboloid H4 from CP 1,2
We start with a discussion of the classical geometry underlying fuzzy H4n which is CP 1,2, viewed as
an S2 bundle over the 4-hyperboloid H4. More precisely, CP 1,2 is an SO(4, 1)-equivariant bundle
over H4, meaning that there exists an SO(4, 1) action on both the total space and the base
space that are compatible with the bundle projection [47, Def. 1.5]. The local stabilizer group
SO(4) acts non-trivially on the S2 fiber such that the internal excitations become higher-spin
fields on H4. In addition, CP 1,2 is a coadjoint orbit of SO(4, 2), which provides extra geometrical
structure and, naturally, leads to a quantization in terms of fuzzy H4n. The construction shares
some similarities with twistor constructions for Minkowski space.
Conventions. Latin letters a, b, c, . . . will typically imply the natural representation of SO(4, 1),
and Greek letters µ, ν, γ, . . . the SO(3, 1) version. We will generally raise and lower indices with
the SO(4, 1)-invariant tensor ηab or its SO(3, 1) version ηµν , unless otherwise stated. Moreover,
Einstein summation convention is adopted, i.e. repeated indices are summed over.
CP 1,2 as SO(4, 1)-equivariant bundle over the hyperboloid H4. Let ψ ∈ C4 be a spinor
of so(4, 1) with normalization ψ¯ψ = 1, and consider the following Hopf map:
xa : CP 1,2 → H4 ⊂ R1,4
ψ 7→ xa = r
2
ψ¯γaψ, a = 0, 1, 2, 3, 4
(2.1)
noting that the phase of ψ drops out. Here CP 1,2 is defined as space of unit spinors ψ¯ψ = 1
modulo U(1), and r introduces a length scale. One can verify that
4∑
a,b=0
ηabx
axb = −r
2
4
=: −R2 (2.2)
implying that the right-hand-side is indeed in H4. The map (2.1) is a non-compact version of
the Hopf map CP 3 → S4, and, moreover, it is an SO(4, 1)-intertwiner provided the xa transform
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as SO(4, 1) vectors. The fiber can be seen to be S2 such that CP 1,2 is an equivariant S2-bundle
over H4; for more details, we refer to [40]. Note that the metric on the H4 ⊂ R1,4 is Euclidean,
despite the SO(4, 1) metric on target space. This is obvious at the point ξ = (R, 0, 0, 0, 0), where
the tangent space is R41234.
SO(4, 2) formulation and embedding functions. As mentioned above, CP 1,2 is a 6-
dimensional coadjoint orbit of SU(2, 2), given by
CP 1,2 ∼= {U−1ZU, U ∈ SU(2, 2)} ↪→ su(2, 2) (2.3)
where Z is a rank one 4× 4 matrix defined by
Z = ψψ¯, Z2 = Z, tr(Z) = 1, Z† = γ0Zγ0−1 . (2.4)
The embedding (2.3) is described by the embedding functions
mab = tr(ZΣab) = ψΣabψ = (mab)∗,
xa = rma5, a, b = 0, . . . , 4
(2.5)
noting that 12γ
a = Σa5. Upon restricting to so(4, 1) ⊂ so(4, 2) ∼= su(2, 2), we recover (2.1), which
reflects the transitivity of the SO(4, 1) action on CP 1,2. The last equation in (2.5) encodes the
Hopf map, which will generalize to the non-commutative case. The SO(4, 2) structure is often
useful, but it does not respect the projection to H4.
We briefly recall some of the resulting algebraic relations, which are derived and discussed in [40].
One can compute the invariant functions∑
0≤a<b≤4
mabmab =
1
2
, (2.6)
∑
0≤a<b≤5
mabmab =
3
4
. (2.7)
Here, the indices are raised and lowered with ηab = diag(−1, 1, 1, 1, 1,−1). Recalling (2.5), we
recover
xax
a ≡
4∑
a=0
xax
a = −r
2
4
= −R2 . (2.8)
It is remarkable that the SO(4, 1)-invariant xaxa is constant on the SO(4, 2) orbit CP 1,2. Similarly,
the relation Z2 = Z of (2.4) entails the SO(4, 2) identity
5∑
c,d=0
ηcdm
acmbd =
1
4
ηab, a, b = 0, . . . , 5 , (2.9)
which reduces to the SO(4, 1) relation
ηcdm
acmbd − r−2xaxb = 1
4
ηab, a, b = 0, . . . , 4 . (2.10)
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In particular, (2.10) implies that mab is orthogonal to xa, i.e.
xam
ab = 0, b = 0, . . . , 4 . (2.11)
Furthermore, the following SO(4, 2) identity holds
abcdefm
abmcd = 4mef , (2.12)
which reduced to SO(4, 1) implies
abcdem
abmcd = −4
r
xe , e = 0, . . . , 4. (2.13)
Finally, there exists a self-duality relation
abcdem
abxc = mde . (2.14)
Thus mab is a tangential self-dual rank 2 tensor on H4, in complete analogy to the fuzzy 4-sphere
S4N discussed in [35]. One can thus express m
ab in terms of the SO(4) t’Hooft symbols
mµν = ηiµν Ji, JiJ
i = 1 (2.15)
where Ji, i = 1, 2, 3 describes the internal S
2. This exhibits the structure of CP 1,2 is an SO(4, 1)-
equivariant bundle over H4. The S2 fiber is generated by the local SU(2)L, while SU(2)R acts
trivially.
Projection to H2,2. Alternatively, the SO(4, 2) homogeneous space CP 1,2 can be viewed as
S2-bundle over H2,2, which arises from the SO(3, 2)-equivariant Hopf map
ta : CP 1,2 → H2,2 ⊂ R2,3
ψ 7→ 1
R
ψΣa4ψ =
1
R
ma4, a = 0, 1, 2, 3, 5 .
(2.16)
Now, the coordinate functions ta define a hyperboloid H2,2 ⊂ R3,2 with intrinsic signature
(+,+,−,−). Using analogous identities as before, we obtain the constraints
η˜abt
atb = r−2, η˜ab = diag(−1, 1, 1, 1,−1) ,
tax
a = 0 ≡ tµxµ , µ = 0, 1, 2, 3 .
(2.17)
The last relation in (2.17) follows from (2.9), noting that t4 ≡ 0.
SO(3, 1)-invariant projection and Minkowski signature. Neither of the spaces H4 or H2,2
considered so far has Minkowski signature. Fortunately, space-times with Minkowski signature
can be obtained by SO(3, 1)-covariant projections of the above hyperboloids. Explicitly, consider
the projections [39,40]
Πx : CP 1,2 → R1,3x
m 7→ xµ = rmµ5 , µ = 0, 1, 2, 3 ,
Πt : CP 1,2 → R1,3t
m 7→ tµ = R−1mµ4 , µ = 0, 1, 2, 3 ,
(2.18)
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which respect SO(3, 1). In section 2.3, the image M3,1 ⊂ R3,1x of Πx will serve as cosmological
FLRW space-time with k = −1 and initial singularity due to x0 > 0. The local stabilizer SO(3)
acts on the S2 fiber. In contrast, the image of Πt covers the space-like region of R3,1t with norm
tµt
µ ≥ r2, and the local stabilizer SO(2, 1) acts on the H1,1 fiber. This does not seem to give an
interesting space-time, but it will be related to momentum space.
2.2 The fuzzy hyperboloid H4n
Now we consider the quantization of the geometry discussed above. This is based on the fuzzy 4-
hyperboloid H4n, which is a quantization of the S
2-bundle CP 1,2 → H4 with the canonical Poisson
structure on CP 1,2. Fuzzy H4n was introduced in [48] and further developed in [44], and we briefly
recapitulate the main results. As for any coadjoint orbit, the canonical quantization of CP 1,2
proceeds in terms of the operator algebra End(Hn) where Hn is a suitable unitary irreducible
representation (irrep) of SU(2, 2) ∼= SO(4, 2). The representation is chosen such that the Lie
algebra generators Mab ∈ End(Hn) generate a quantized algebra of functions, interpreted as
fuzzy CP 1,2n . The Mab are naturally viewed as quantized coordinate functions mab on so(4, 2).
Analogously to the Hopf map (2.1), fuzzy H4n is defined via a projection of CP
1,2
n that is generated
by Hermitian operators Xa ∼ xa, transforming as vectors under SO(4, 1) ⊂ SO(4, 2).
To define fuzzy H4n explicitly, let ηab = diag(−1, 1, 1, 1, 1,−1) be the invariant metric of SO(4, 2),
and Mab be Hermitian generators of so(4, 2) which satisfy
[Mab,Mcd] = i (ηacMbd − ηadMbc − ηbcMad + ηbdMac) . (2.19)
We choose a particular type of (discrete series) positive-energy unitary irreps Hn known as
minireps or doubletons [49, 50], which, remarkably, remain irreducible under the restriction to
SO(4, 1) ⊂ SO(4, 2). This follows from the minimal oscillator construction of Hn, where all
SO(4, 2) weight multiplicities are at most one, cf. [49, 51, 52]. Strictly speaking there are two
versions HLn or HRn with opposite chirality, but this distinction is irrelevant in the present paper
and can therefore be dropped.
The doubletons Hn have positive discrete spectrum
spec(M05) = {E0, E0 + 1, . . .}, E0 = 1 + n
2
(2.20)
where the eigenspace with lowest eigenvalue of M05 is an (n+1)-dimensional irreducible repre-
sentation of either SU(2)L or SU(2)R. Then the Hermitian generators
Xa := rMa5, a = 0, 1, 2, 3, 4 ,
T a := R−1Ma4, a = 0, 1, 2, 3, 5 (2.21)
satisfy
[Xa, Xb] = −i r2Mab =: iΘab , (2.22a)
[Tµ, Xν ] =
r
R
[Mµ4,Mν5] = i 1
R
ηµνX4 , (2.22b)
[Tµ, X4] =
r
R
[Mµ4,M45] = −i 1
R
Xµ , (2.22c)
[T 5, Xν ] =
r
R
[M54,Mν5] = −i rT ν , (2.22d)
[Tµ, T ν ] =
i
R2
Mµν = − i
r2R2
Θµν . (2.22e)
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The Xa transform as SO(4, 1) vectors, i.e.
[Mab,Mcd] = i (ηacMbd − ηadMbc − ηbcMad + ηbdMac) (2.23)
[Mab, Xc] = i (ηacXb − ηbcXa) , (2.24)
for a, b, c, d ∈ {0, . . . , 4}. Since the restriction SO(4, 1) ⊂ SO(4, 2) is irreducible, it follows that
the Xa live on a hyperboloid,
∑
a,b=0,1,2,3,4
ηabX
aXb =
4∑
a=1
XaXa −X0X0 = −R21l (2.25)
with radius [40]
R2 =
r2
4
(n2 − 4) (2.26)
and ∑
a,b=0,1,2,3,4,5
ηabMacMbd + (c↔ d) = 1
2
(n2 − 4)ηcd = 2R
2
r2
ηcd . (2.27)
Since X0 = rM05 > 0 has positive spectrum, this describes a one-sided hyperboloid in R1,4,
denoted as H4n. Similarly, the T
a, for a = 0, 1, 2, 3, 5 transform as SO(3, 2) vectors and satisfy
∑
a,b=0,1,2,3,5
ηabT
aT b =
3∑
i=1
T iT i − T 5T 5 − T 0T 0 = 1
r2
1l (2.28)
and the T a generate a hyperboloid H2,2 with signature (−−++). This reflects the fact that the
reduction to SO(3, 2) ⊂ SO(4, 2) of Hn is also irreducible. Further identities include
4∑
b=0
MabXb +XbMab = 0, a = 0, 1, 2, 3, 4 ,∑
b=0,1,2,3,5
MabTb + TbMab = 0, a = 0, 1, 2, 3, 5 .
(2.29)
Analogous to fuzzy S4N , the semi-classical geometry underlying H
4
n and H
2,2 is CP 1,2 [48], which
is an S2-bundle over H4 or H2,2 carrying a canonical symplectic structure, respectively. In the
fuzzy case, the typical fiber becomes a fuzzy 2-sphere S2n. However, for most parts of this paper,
we work again in the semi-classical limit. It is important to note that the induced metric on the
hyperboloid H4 ⊂ R1,4 is Euclidean, despite the SO(4, 1) isometry. This can be seen at the point
x = (R, 0, 0, 0, 0), where the tangent space is R41234.
Coherent states and quantization map. Since Hn are lowest weight representations, there
is a natural definition of coherent states on CP 1,2n , which are defined to be the SO(4, 2) orbits of
the lowest weight state in Hn. The ambiguity in the choice of the group element g ∈ SO(4, 2)
leads to a U(1) phase ambiguity, so that the coherent states {|z〉} furnish a U(1)-bundle over
CP 1,2, or a U(2)-bundle over H4. For more details on coherent states we refer to [53–57].
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Given these coherent states, there is a natural SO(4, 2)-equivariant quantization map from the
classical space of functions on CP 1,2 to the fuzzy functions End(Hn):
Q : C(CP 1,2)→ End(Hn)
φ(z) 7→ φˆ =
∫
CP 1,2
dµφ(z) |z〉 〈z| . (2.30)
Up to a cutoff, this map is one-to-one4, and the inverse is given by the symbol
φˆ ∈ End(Hn) 7→ 〈z|φˆ|z〉 = φ(z) ∈ C(CP 1,2) , (2.31)
up to mode-dependent normalization. Since Q respects SO(4, 2), the generators act as
[Mab,Q(φ)] = Q({mab, φ(z)}) (2.32)
since {mab, ·} implements the SO(4, 2) action on C(CP 1,2). In particular, the Laplacian opera-
tor(s) are respected too, e.g.
Q(φ) = Q(clφ) with  = [Tµ, [Tµ, ·]] , cl = −{tµ, {tµ, ·}} , (2.33)
and similarly for other operators based on SO(4, 2).
2.3 Projected quantum space-time M3,1n from H4n
In this paper, we study the SO(3, 1)-invariant fuzzy space-time generated by the coordinates Xµ
for µ = 0, 1, 2, 3. As introduced in [39], this space-time can be viewed as projection Πx of H
4 onto
the 0123 plane, and describes a homogeneous and isotropic quantized cosmological space-time5
M1,3n . The relations (2.25) and (2.28) lead to
ηµνX
µXν = −R2 −X4X4,
ηµνT
µT ν =
1
r2
+
1
r2R2
X4X4, µ, ν = 0, . . . , 3 (2.34)
recalling that rRT 5 = −X4. Finally, the constraint (2.27) yields
0 = XµT
µ + TµXµ . (2.35)
The cosmological M3,1 background embedded by Xµ ∼ xµ is covariant under SO(3, 1), which is
the symmetry respected by . The Tµ will serve as momentum generators onM1,3n , even though
they could considered as defining a quantum space in their own right [39].
2.4 Semi-classical structure of M3,1
Now we discuss the semi-classical limit M3,1 and its associated bundle structure in more detail.
The basic object is the space C of functions on CP 2,1, which can be viewed as equivariant bundle
over M3,1 or H4, i.e. as module over the algebra C0 ⊂ C of functions on the base. The SO(4, 1)-
covariant functions θab and xa on CP 2,1 overM3,1 separate as follows: the xµ serve as coordinates
4To prove this, one can show that the decomposition into irreps is the same, cf. [58].
5We change notation from [39], where Y 1 was dropped instead of Y 4.
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onM3,1 and generate the algebra C0 ⊂ C of functions6 onM3,1, whereas the θµν and tµ generate
the module C over C0. The constraints (2.27) imply the following relations on the generators:
xµx
µ = −R2 − x24 = −R2 cosh2(η) , (2.36a)
tµt
µ = r−2 cosh2(η) , (2.36b)
tµx
µ = 0, (2.36c)
tµθ
µα = − sinh(η)xα, (2.36d)
xµθ
µα = −r2R2 sinh(η)tα, (2.36e)
ηµνθ
µαθνβ = R2r2ηαβ −R2r4tαtβ + r2xαxβ (2.36f)
θµνθµν = 2R
2r2
(
2− cosh2(η)) (2.36g)
where µ, α = 0, . . . , 3. Here η serves as a global time coordinate, and x4 is a measure for the
current size i.e. the curvature scale of the universe. From the radial constraint (2.8) on H4 one
deduces {xaxa, xµ} = 0, which further implies
0 =
4∑
a=0
xam
aµ =
3∑
ν=0
xνm
νµ + x4m
4µ . (2.37)
This establishes a relation between the momenta and the tµ,
tµ =
1
R
mµ4 = − 1
Rr2x4
xνθ
νµ ξ=
1
Rr2
1
tanh(η)
θ0µ , (2.38)
where ξ is a reference point on H4 which can be chosen as
ξ = (x0, 0, 0, 0, x4)
Π→ (x0, 0, 0, 0), x0 = R cosh(η), x4 = R sinh(η) (2.39)
via SO(3, 1)-invariance. Furthermore, the self-duality constraint in H4n [40]
abcdeθ
abxc = nrθde (2.40)
reduces to
ti =
1
R
mi4 =
1
nRr3
abci4θ
abxc
ξ
=
1
nr3
cosh(η)ijkθjk,
t0
ξ
= 0 ,
(2.41)
where the last equation is simply a consequence of xµt
µ = 0. Therefore tµ describes a space-like S2
with radius r−2 cosh2(η). As a remark, the form (2.41) only applies in the special so(3, 1) adapted
frame, and it is not generally covariant; of course on Minkowski manifolds, there is no notion of self-
duality. Such compact extra dimensions which transform covariantly under SO(3, 1) are possible
only due to the partial breaking of Poincare covariance the present cosmological background.
Conversely, the relations (2.41) allow to express θµν in terms of the momenta tµ as follows:
θij
ξ
=
nr3
2 cosh(η)
εijk tk ,
θ0i
ξ
= Rr2 tanh(η) ti ,
(2.42)
6Strictly speaking the xµ cannot distinguish the two sheets of M3,1, which requires e.g. x4.
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at the reference point ξ. By means of R ∼ 12nr from (2.26) and using SO(3, 1) covariance, one
can write (2.42) globally as follows:
θµν = c(xµtν − xνtµ) + bµναβxαtβ =: r2Rηµνα (x) tα (2.43)
with c = r2
sinh(η)
cosh2(η)
and b =
nr3
2R cosh2(η)
. (2.44)
Hence ηµνα (x) is a SO(3, 1)-invariant tensor field on M3,1, which is analogous of the t’Hooft
symbols. Moreover, note that θ0i  θij for late times η  1; this reflects the embedding of H4 ⊂
R4,1 which approaches the light cone at late times. Consequently, space is almost commutative,
but space-time is not. The effects of non-commutativity will be further weakened due to the
averaging on S2.
Poisson calculus. We can define a canonical ”Poisson” connection on C, viewed as module7
over the functions C0 on M3,1, by
∇eµ := {tµ, ·} : C → C, eµ =
x4
R
∂µ. (2.45)
Here eµ are vector fields on M3,1 defined in terms of the Cartesian coordinates xµ. Explicitly,
∇eµxν =
x4
R
δνµ ,
∇eµθαβ = r2
(
−δαµ tβ + δβµtα
)
,
∇eµtα = −
1
r2R2
ηµνθ
να .
(2.46)
Note that ∇ defines an SO(3, 1)-equivariant connection on each H3. However SO(3, 1)-invariance
does not uniquely determine a connection onM3,1, since any conformal rescaling of ηµν defines a
different FLRW metric and, thus, a different connection on M3,1. Nevertheless, ∇ is the unique
connection that respects the symplectic form, as discussed below. This amounts to an extra
structure on M3,1 which is not present in Riemannian geometry. We also note the following
identity:
{Mµν , φ} = −(xµ∂ν − xν∂µ)φ, φ ∈ C0 . (2.47)
Furthermore, (2.36) implies
∂µx4 = − 1
x4
xµ and ∂µf(η) = −xµ
R2
1
sinh(η) cosh(η)
∂
∂η
f(η) . (2.48)
Integration and measure. As for any quantized coadjoint orbit, the trace on End(Hn) corre-
sponds to the integral over the underlying symplectic space, i.e.
TrQ(φ) =
∫
CP 1,2
dΩφ =
∫
H4
ρH [φ]0 =
∫
M4
ρM [φ]0 (2.49)
7This means that C describes a vector bundle overM3,1. This connection respects the refined Cs modules, which
are introduced in section 3.1. The construction could be generalized to the noncommutative case, but we restrict
ourselves to the semi-classical geometry here for simplicity.
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where dΩ is the SO(4, 2)-invariant volume form on CP 1,2 arising from the (Kirillov-Kostant)
symplectic form. We aim to find the explicit form on H4 and M3,1 in terms of the cosmological
time η, which determines the SO(3, 1)-invariant space-like slice H3 ⊂ H4 ⊂ R4,1 via xµxµ =
−R2 cosh2(η) from (2.36). At the reference point ξ, x0 = R cosh(η) and dx0 = R sinh ηdη such
that the SO(4, 1)-invariant volume form on H4 can be written as
ρH =
4
L4NC
R dηdΩ3 =
4
L4NC
1
sinh(η)
dx0 . . . dx3 . (2.50)
where dΩ3 is the induced volume form H
3. This can be pulled back to M3,1 using sinh(η) = x4R ,
which yields
ρM = ρM (x) dx0 . . . dx3, ρM (x) =
4R
L4NC x4
. (2.51)
Since the symplectic volume form is invariant, we have∫
M
ρMf(∇g) = −
∫
M
ρM (∇f) g , (2.52)
which in Cartesian coordinates reduces to∫
M
ρMfx
4(∂µg) = −
∫
M
ρMx
4(∂µf) g , (2.53)
in accordance with (2.51).
Averaging over S2. The above integral (2.49) over the entire bundle space CP 1,2 can be viewed
as an integral over the fiber followed by an integral over the base manifold H4. Let us discuss the
former in some detail: We define the averaging [f(t)]0 as an integral over the S
2 fiber described
by the t generators,
[f(t)]0 =
1
4pir−2 cosh(η)2
∫
S2t
f(t) (2.54)
such that [1]0 = 1. Explicitly, the SO(4, 1) covariant formula of [40][
θabθcd
]
0
=
r2R2
3
(
P acP bd − P bcP ad + εabcde 1
R
xe
)
(2.55)
with P ac = ηab +R−2xaxb gives, for example,
[tµtν ]0 =:
1
3r2
κµν , (2.56)
κµν = cosh2(η) ηµν +
xµxν
R2
, κµνx
ν = 0 . (2.57)
Here κµν is the unique SO(3, 1)-compatible, positive semi-definite metric which projects out the
time-like directions. Similarly, one finds
[tαθµν ]0 = −
1
3
(
sinh(η)(ηανxµ − ηαµxν) + xβεβ4αµν
)
,
[tµ1 . . . tµ4 ]0 =
3
5
(
[tµ1tµ2 ][tµ3tµ4 ]0 + [t
µ1tµ3 ][tµ2tµ4 ]0 + [t
µ1tµ4 ][tµ2tµ3 ]0
)
.
(2.58)
More generally, one can derive a Wick-type formula
[tµ1 . . . tµn ]0 = cn
∑
contractions
[tt]0 . . . [tt]0 . (2.59)
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2.5 Metric properties of M3,1
The effective metric on the background Y µ = Tµ (4.8) can be extracted from the kinetic term for
the fluctuations, which in the matrix model has the universal form8 [1, 36,44]
S[φ] = R2 Tr[Tµ, φ][Tµ, φ] ∼ −R2
∫
CP 1,2
dΩ {tµ, φ}{tµ, φ}
= −
∫
M3,1
dx0 . . . dx3 ρM (x) γ
µν∂µφ∂νφ
= −
∫
M3,1
d4x
√
|Gµν |Gµν∂µϕ∂νϕ (2.60)
using (2.49). Some dimensionful constants are absorbed in ϕ, and the last form is manifestly
covariant9. Here
γαβ = ηµνe
µαeνβ = sinh2(η)ηαβ
eα = {tα, ·} = eαµ∂µ, eαµ = ηαµ sinh(η) , (2.61)
where eα plays the role of a (rescaled) vielbein. The effective metric on M3,1 is then
Gµν = αγµν , α =
√
1
ρ˜2M |γµν |
= sinh−3(η) (2.62)
which is SO(3, 1)-invariant with signature (−+++). Some irrelevant dimensionful constants have
been dropped in ρ˜M . Consequently, the inverse metric of (2.62) is given by
Gµν = sinh(η)ηµν . (2.63)
The metric is conformal to the induced (or closed-string) metric ηµν , hence the causal structures
are the same.
FLRW form of the metric. Recall the coordinate choice on the 3-hyperboloid of [39],
x0
x1
x2
x3
 = R cosh(η)

cosh(χ)
sinh(χ) sin(θ) cos(ϕ)
sinh(χ) sin(θ) sin(ϕ)
sinh(χ) cos(θ)
 . (2.64)
Then the SO(1, 3)-invariant metric on H3η has the form
ds2|H3 =
∑
i
dx2i = R
2 cosh2(η)2dΣ2 , (2.65)
8The effective metric on fuzzy spaces is an interesting topic that has been discussed from various points of
view [25,56,57]. However on brane solutions in the matrix model, there is no choice but to use the present effective
metric, which is encoded in the kinetic term of the action. This is consistent with the open string metric on
D-branes [22,59].
9The signs are chosen according to the standard form L = T − V .
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where dΣ2 is the length element on a spatial standard 3-hyperboloid H3. Therefore
ds2G|p = Gµνdxµdxν = −R2 sinh3(η)dη2 +R2 sinh(η) cosh2(η) dΣ2
= −dt2 + a2(t)dΣ2 , (2.66)
where the scale parameter a(t) is determined by the following two equations:
a(t)2 = R2 sinh(η) cosh2(η),
dt = R sinh(η)
3
2 dη .
(2.67)
The first equation gives
2a da = R2 cosh(η)
(
1 + 3 sinh2(η)
)
dη (2.68)
and combining these we obtain
2
da
dt
= sinh−2(η)(1 + 3 sinh2(η)) = 3 +
1
sinh2(η)
, (2.69)
which for late times gives
a(t) ≈ 3
2
t, t→∞ . (2.70)
This describes a linear coasting universe as in [39, 44], cf. [60–62]. For early times, we can
approximate
Rη
3
2 dη = dt , η ∝ (t− t0) 25 (2.71)
such that
a(t) ∝ η 12 ∝ (t− t0) 15 . (2.72)
Hence we obtain a reasonable FLRW cosmology that is asymptotically coasting at late times and
a Big Bang-like initial singularity, or rather a Big Bounce, since the flow of time is expected to
be the opposite10 on the two sheets of M3,1.
We note that at late times, one can relate conformal factor α of (2.62) to the cosmic scale
parameter a(t) as follows
α ∼ sinh−3(η) ∼ R
3
x30
∼ R
2
a(t)2
. (2.73)
Effective d’Alembertian. It follows from action (2.60) of a scalar field that the Laplacian (or
rather d’Alembertian) on M3,1 associated to the metric Gµν reads
 = −{tα, {tα, ·}} = α−1G, (2.74)
with G = − 1√|Gµν |∂µ(
√
|Gµν |Gµν∂ν
)
= −γαβ∂α∂β − sinh(η)ηαβ(∂α sinh(η))∂β . (2.75)
10upon imposing a suitable iε prescription; work in progress.
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For example, we obtain
Gf(η) = − sinh(η)∂µ(sinh(η)∂µ)f(η) = 1
R2
(
∂2η + 3
sinh(η)
cosh(η)
∂η
)
f(η) , (2.76)
which in particular results in
(xµxµ) = −2− 10 sinh2(η) and (xµ) = 1
R2
xµ . (2.77)
Geometric structures and Lorentz invariance. Let us recapitulate the basic geometric
structures on the semi-classical space-time M3,1:
(1) The metric γµν or its conformal class, with Minkowski signature, and the corresponding
matrix or Poisson d’Alembertian  of (2.74). This allows to identify uniquely an effective
metric Gµν (2.62), which defines the meaning of local Lorentz invariance.
(2) The space-like metric κµν (2.57) on the space-like sheets H3.
(3) The time-like vector field
τ = xµ∂µ = −x4 ∂
∂x4
, (2.78)
which is the comoving time derivative of the cosmic background, cf. (3.41).
All of these respect the SO(3, 1) isometry. Notice that the anti-symmetric tensor θµν is not in
this list, since it vanishes upon averaging [·]0 over the local fiber and, therefore, is not directly
observable. This is a crucial advantage over noncommutative field theory on more basic spaces
such as R4θ [63, 64]. Clearly κµν and τ separate the effective metric Gµν into space-like and
time-like components. This breaks local Lorentz invariance, but in a mild way, respecting the
global SO(3, 1) symmetry defined by the cosmic background. A crucial question is whether or
not these Lorentz-breaking structures enter significantly into the local physics. We will see that
at least the propagation of all physical higher-spin modes is indeed governed solely by Gµν .
3 Wavefunctions, higher-spin modes and covariance
Now consider the full endomorphism algebra C := End(Hn), which is interpreted as quantized
algebra of functions on CP 1,2. This is in one-to-one correspondence with classical functions on
CP 1,2 via the quantization map (2.30). Due to the underlying bundle structure, C can be viewed
as space of higher-spin harmonics over M3,1. In this section, we show how C separates into sub-
sectors11 Cs, which correspond to spin s harmonics. We will use the same symbols C, Cs for the
semi-classical and the fuzzy case.
We can define an SO(4, 2)-invariant inner product on C via
〈φ, ψ〉 = Tr(φ†ψ) ∼ ∫
CP 1,2
φ†ψ, φ, ψ ∈ HS(Hn) . (3.1)
For polynomial functions, this trace diverges; therefore, we will mostly consider the analogs of
square-integrable functions i.e. the space of Hilbert-Schmidt operators HS(Hn) in End(Hn). The
11In the semi-classical limit, the Cs are modules over C0. In the fuzzy case the Cs are no longer modules and hence
do not fit into the standard scheme of noncommutative geometry, but nevertheless the interpretation is correct.
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space HS(Hn) is itself a Hilbert space and a Banach algebra; hence, the inner product is positive
definite by construction. We will nevertheless use the somewhat sloppy notation φ ∈ C while
implicitly using φ ∈ HS(Hn).
3.1 Spin Casimir
We can now decompose the modes in C into unitary representations of SO(3, 1) ⊂ SO(4, 1) ⊂
SO(4, 2), organized as higher-spin modes. To achieve that, recall that the following spin Casimir
on H4n was introduced in [40]:
S2 := 1
2
∑
a,b 6=5
[Mab, [Mab, ·]] + r−2[Xa, [Xa, ·]]
= 2C2[so(4, 1)]− C2[so(4, 2)] (3.2)
which commutes with H ,
[S2,H ] = 0 with H = [Xa, [Xa, ·]] = r2(C2[so(4, 2)]− C2[so(4, 1)]) . (3.3)
This means that H and S2 can be simultaneously diagonalized, defining the spin s modes Cs
End(Hn) = C = C0 ⊕ C1 ⊕ . . .⊕ Cn with S2|Cs = 2s(s+ 1) (3.4)
as shown in [40]. Hence H defines a Laplacian on the Cs, which are modules over the algebra C0
of functions on H4. Moreover, the connection ∇ of (2.45) also respects Cs. On the other hand,
we observe that S2 also commutes with  which characterizes M3,1n :
[S2,] = 0 with  = T ≡ [Tµ, [Tµ, ·]] = R−2
(
C2[so(4, 1)]− C2[so(3, 1)]) (3.5)
because S2 respects SO(4, 1). As a consequence, the decomposition (3.4) also provides the de-
composition of functions on M3,1n into higher-spin modes, truncated at n. Although the space
of functions is the same for H4n and M3,1n , the different geometry is encoded in the Laplacian or
d’Alembertian. Here T defines a d’Alembertian on M3,1n and encodes an effective metric with
Minkowski signature, while H defines a Laplacian on H4n with Euclidean signature, as discussed
in [40]. Both respect the same decomposition into higher spin modes Cs.
Mode decomposition. Next, we can decompose C = End(Hn) into SO(4, 2) irreps, which
provides a decomposition into a direct sum or integral
C =
∫
dΛV
so(4,2)
Λ
∼= C(CP 1,2) (3.6)
of unitary irreps V
so(4,2)
Λ of so(4, 2). Due to (2.30), this decomposition is multiplicity-free and
uniquely identified by their quadratic Casimir C2(so(4, 2)), as in the compact case. The V
so(4,2)
Λ
can be further decomposed into a sum of so(4, 1) irreps as follows:
V
so(4,2)
Λ =
⊕
0≤s≤n
V
so(4,1)
Λ,s (3.7)
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where the spin s eigenvalue of (3.2) is restricted to integer values 0 ≤ s ≤ n, as shown in [40].
The elements of V
so(4,1)
Λ,s can be viewed as spin s fields
12 on H4 because CP 1,2 is an equivariant
S2-bundle over H4, and the harmonics on S2 are captured by s. Finally, these V
so(4,1)
Λ,s can be
further decomposed into so(3, 1) irreps as
V
so(4,1)
Λ,s =
⊕
m2
V
so(3,1)
Λ,s,m2
(+m2)φ(s)
Λ,m2
= 0, m2 = R−2(C2[so(4, 1)]− C2[so(3, 1)]) (3.8)
for some spectrum of eigenvalues m2 which could a priori have any sign. Via the quantization
map Q of (2.30), these correspond precisely to fields with mass m2 onM3,1 with effective metric
Gµν . Quite remarkably, we will see in section 5.4 that the on-shell, propagating modes in the
present theory are precisely given in terms of eigenmodes of  with m2 = 0. However they are
expected to be non-trivial combinations of different Λ modes.
Tensor generators and tensor fields. Now consider the fluctuation modes on M3,1 more
explicitly. They can be expanded in terms of the θab generators as follows:
Φ = φ(X) + φab(X)Mab + . . . ∈ End(Hn)
∼ φ(x) + φab(x)mab + . . . (3.9)
This will be refined below in terms of the θµν and/or tµ generators. Then the coefficient functions
φab(x) etc. can be interpreted as functions (or higher-spin tensor fields) on
13 M3,1, or more
properly as sections of higher-spin bundles on H4. Again, this expansion is truncated at n.
Due to the constraints of Mab, these coefficient functions are not independent, and there are
various possibilities how to parametrize the most general modes. For H4, this has been achieved
in [40]. To make this more transparent, we will focus on the semi-classical limit from now on.
Then C0 reduces to the space of functions on H4 resp.M3,1, and the Cs are modules over C0. The
Casimir S2 then measures the spin of the local SU(2)L acting along the fiber.
3.2 Space-like gauge and SO(3, 1)-covariant tensor fields
Now we establish a correspondence of the Cs with the standard representation of higher-spin fields
on M3,1. We can define a map
Γ(s)M3,1 → Cs
φ(s)µ1...µs(x) 7→ φ(s)µ1...µs(x)tµ1 . . . tµs
(3.10)
from rank s traceless symmetric tensor field φ
(s)
µ1...µs onM3,1 to Cs. Due to the constraint xµtµ = 0
of (2.36) the map (3.10) has a kernel, which can be viewed as an internal gauge invariance
φµ1...µs → φµ1...µs + xµ1φµ2...µs . (3.11)
12Note that SO(4, 2) should not be interpreted as conformal group on H4, rather it provides the organization of
the higher-spin modes on H4 and M3,1.
13We will ignore the dependence on two sheets M± for simplicity.
17
We can use this to impose the following gauge-fixing condition
xµiφµ1...µs = 0 (3.12)
denoted as space-like gauge. This gauge-fixing respects SO(3, 1), but is not covariant in the
standard sense because it uses the time-like vector field τ = xµ∂µ of (2.78). Hence, (3.12)
is reminiscent of the Coulomb or radiation gauge. In particular, the gauge-fixing implies that
all time-components of φµ1...µs vanish, such that it defines a tensor field on the time-slices H
3.
Assuming this space-like gauge, we can write down an inverse map to (3.10) by
Cs → Γ(s)M3,1
φ(s) → φ(s)µ1...µs(x)
(3.13)
resulting in a traceless symmetric space-like tensor field. Note that (3.13) is a C0-module map,
unlike the analogous map given in [40] for H4. To see that the map (3.13) is surjective, it
suffices to express the Mµν in terms of tµ generators using (2.43). This establishes a one-to-one
parametrization of Cs in terms of traceless symmetric space-like tensor fields φµ1...µs , which is very
useful to count degrees of freedom. More generally, one can also define maps
Cs → Γ(1)M3,1 ⊗ Cs−1
φ(s) → φ(s)µ := φ(s)µ1...µs(x)tµ2 . . . tµs
(3.14)
etc., but we will avoid such constructions because they do not respect the underlying higher
symmetry structures.
Note that the internal gauge invariance (3.11) is consistent with the positive definite inner product
(3.1). For example,
〈φµ(x)tµ, ψν(x)tν〉 = 1
3r2
〈φ†µ(x)ψν(x)〉κµν (3.15)
using (2.56) and the definition (2.57) of κµν . The expression (3.15) vanishes on the would-be pure
gauge states xµ1φµ2...µs in (3.11), and is manifestly positive for fields satisfying the gauge-fixing
condition (3.12). Hence the Hilbert space structure inherited from Hn takes care of the above
gauge freedom, and the would-be pure gauge states are already factored out. This is a remarkable
aspect of the present framework.
3.3 SO(3, 1) intertwiners and sub-structure
The above organization can be refined further by considering the SO(3, 1) intertwiner
D := −i[X4, ·] ∼ {x4, ·} : V so(4,2)Λ → V so(4,2)Λ
V
so(4,1)
Λ,s 7→ V so(4,1)Λ,s+1 ⊕ V so(4,1)Λ,s−1
(3.16)
which is anti-Hermitian in the sense∫
φ(s
′)Dφ(s) = −
∫
Dφ(s
′) φ(s) . (3.17)
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Since D is a derivation, it is determined by its action on the generators
D(Xµ) = r2RTµ and D(Tµ) = R−1Xµ , (3.18)
which is essentially an exchange of Xµ and Tµ. D is a non-compact generator of SO(4, 2), which
transforms as vector under SO(4, 1). Hence in unitary representations, it should be unbounded in
both directions. Note that D does not commute with S2, and it changes14 the quantum number
s by ±1, cf. (A.38). We can therefore separate D into raising and lowering operators
D = D+ +D− : Cs → Cs+1 ⊕ Cs−1 (3.19)
where
D− = −i[X4, ·]− : Cs → Cs−1, D−φ(s) := −i[X4, φ(s)]s−1
D+ = −i[X4, ·]+ : Cs → Cs+1, D+φ(s) := −i[X4, φ(s)]s+1
(3.20)
and similarly in the Poisson case. Since modes with different spin are orthogonal, it follows that
D+ = −(D−)† . (3.21)
Hence D+D− respects the spin and can be diagonalized within V so(4,2)Λ . Next, define the subspaces
K(s,k) :=
{
φ(s) ∈ Cs ∣∣ (D−)k+1φ(s) = 0} ⊂ Cs (3.22)
and the quotients
C(s,k) := K(s,k)/K(s,k−1) . (3.23)
As we will see below, D− is essentially the 3-divergence on the space-like leaves H3 ⊂M3,1. Thus
according to (3.13), C(s,0) is the space of divergence-free space-like rank s symmetric tensor fields,
and the intertwiners D± act as follows
D± : C(s,k) → C(s−1,k−1) . (3.24)
Now the orthogonal Hilbert space decomposition
H = Ker(A)⊕ Im(A†) (3.25)
for A = D− gives
C(s) = C(s,0) ⊕ Im(D+) . (3.26)
Repeating this argument for A = (D−)k, we arrive at the orthogonal decomposition
C(s) = C(s,0) ⊕ C(s,1) ⊕ . . .⊕ C(s,s) (3.27)
where D− resp. D+ act as isomorphism
D− : C(s,k) → C(s−1,k−1), D+ : C(s,k) → C(s+1,k+1) . (3.28)
14This can be seen easily by looking at polynomials.
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Therefore
C(s,k) ∼= C(s−k,0) (3.29)
correspond to symmetric traceless space-like divergence-free spin (s−k) tensor fields.
Let us emphasize that there are two different notions of spin in the current context: on the one
hand, the quantum number s labels the Casimir S2 eigenvalue, which measures the spin on the
internal S2 fiber. On the other hand, as tensor fields on H3, the SO(3, 1) group theory yields
another notion of spin, and in this sense the C(s,k) are spin (s−k) irreps of SO(3, 1).
Furthermore, the inner products between the quotients (3.23) have the following structure:
〈C(s,k), C(s′,k′)〉 = c(s,k)δkk′δss′ , c(s,k) > 0 . (3.30)
In view of this structure, it may be tempting to consider the C(s−k,0) as analogs of primary fields,
and the C(s,k) for k > 0 as descendants. However, this notion would be quite different from the
familiar notion in CFT, where primaries are annihilated by special conformal transformations and
are lowest weight modes for D = −i[X4, ·]. Here, D is unbounded in both directions due to the
rigid SO(4, 2) signature, and D− is the lowering operator. We will therefore refrain from using
such a language, and note that the organization is quite different from CFT even though SO(4, 2)
plays a central role.
Finally, we observe that D provides the missing part of the SO(4, 1)-invariant Laplace operator
on H4
H =
4∑
a=0
[Xa, [Xa, ·]] = [Xµ, [Xµ, ·]]−D2 . (3.31)
D± and divergence. Now consider D more explicitly. Due to (2.34), we have
2x4D(φ) = {x24, φ} = −{xµxµ, φ} = −2xµ{xµ, φ}
= r2R2{tµtµ, φ} = 2r2R2tµ{tµ, φ} . (3.32)
Assuming space-like gauge, D takes the explicit form
D(φ) =
r2R2
x4
tµ{tµ, φ} = r
2R2
x4
tµ
(
sinh(η)∂µφµ1...µs(x)t
µ1 . . . tµs − s
r2R2
φµ1...µsθ
µµ1tµ2 . . . tµs
)
= r2R tµ∂µφµ1...µst
µ1 . . . tµs ≡ r2R (∇(3)µ φµ1...µs)tµtµ1 . . . tµs (3.33)
using (2.36), where ∇(3) is the covariant derivative along the H3 sheets. The last form holds
because the tµ generators are space-like. Then (3.33) splits according to (3.20) into
D = D− +D+ : Cs → Cs−1 ⊕ Cs+1
φ 7→ r2R[tµ∇(3)µ φ]− + r2R[tµ∇(3)µ φ]+ ,
(3.34)
where D+ is the symmetrized total derivative along H3, and D− is the 3-divergence,
D−φ(s) = βsr2R∇µ(3)φµµ2...µstµ2 . . . tµs =: βsr2R div3(φ(s)) ∈ Cs−1 (3.35)
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for some βs, and φµµ1...µs is totally symmetric and space-like. Then (3.35) is the space-like
divergence of tensor fields on H3 ⊂ H4; since the tensor fields are viewed as tensor fields on
H4 in space-like gauge, this can also be viewed as 4-dimensional divergence on H4. Then D+ is
determined via (3.21).
Usually, derivative modes C(s,k) with k > 0 would be considered as pure gauge fields. However
here, all these modes are space-like and participate in the positive definite inner product (3.30).
Such modes will be part of the physical Hilbert space. On the other hand, the divergence-free
fields D−φ(s,0) = 0 will constitute the massless spin s fields from the 4-dimensional point of
view. For example, the φ(2,0) modes correspond to divergence-free rank 2 traceless symmetric
tensor fields φµν in space-like gauge, which clearly have only 2 independent degrees of freedom,
as appropriate for massless gravitons. This somewhat unusual organization reflects the absence
of manifest (local) Lorentz invariance.
In the following sections we will encounter the operator D−D+, which is essentially the 3-
dimensional Laplacian on H3,
D−D+φ(s) ∝ (∆(3) + cs)φ(s) (3.36)
where ∆(3) = ∇α(3)∇(3)α. For s = 0, this is explicitly
D−D+φ(0) = r2RD−(tα∂αφ(0)) = r4R2[tαtβ∇(3)α ∂βφ(0)]0
=
r2R2
3
καβ∇(3)α ∂βφ(0) =
r2R2
3
cosh2(η)∆(3)φ(0) (3.37)
using (2.56). Similarly for s = 1, the 3-divergence is
D−φ(1) = r2R[tα∇(3)α φ(1)]0 = r2R[tµtα]0∇(3)α φµ
=
R
3
cosh2(η)∇µ(3)φµ (3.38)
which gives β1 =
1
3r2
cosh2(η) in (3.35). If φ(1) is divergence-free, then
D−D+φ(1) = r2RD−
[
tα∇(3)α φ(1)
]
2
= r2RD−
(
∇(3)α φµ [tµtα]2
)
= r4R2
[
tβ∇(3)β ∇(3)α φµ
(
tµtα − 1
3r2
κµα
)]
1
=
4
3
r2R2 cosh2(η)
(
∇α(3)∇(3)α φµtµ +∇µ(3)∇(3)α φµtα
)
=
4
3
r2R2 cosh2(η)
(
∆(3)φµt
µ + (R(3)µα)
µ
νφ
νtα
)
=
4
3
r2
(
R2 cosh2(η)∆(3)φ(1) + 2φ(1)
)
(3.39)
noting that ∇(3)κµν = 0 and [∇(3)µ ,∇(3)β ]φµ = (R(3)µβ )µνφν = R(3)βν φν , where R(3)βµ = 2R2 cosh2(η)P
(3)
βµ is
the Ricci tensor on H3 . Here P (3) is the tangential projector on H3.
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Time-like vector field τ as intertwiner. Next, we consider
tµ{xµ, φ(s)} = θµν∂νφµ1...µs(x)tµtµ1 . . . tµs − s sinh(η)φµµ2...µs(x)tµtµ2 . . . tµs
= − sinh(η)(s+ xν∂ν)φ(s) . (3.40)
Therefore the time-like vector field τ = xν∂ν of (2.78) on M3,1 can be extended as an SO(3, 1)
intertwiner of Cs as follows
tµ{xµ, φ(s)} = − sinh(η)(s+ τ)φ(s) = −xµ{tµ, φ(s)} ∈ Cs . (3.41)
Space-like gauge and degrees of freedom. The present space-like gauge is also useful to
identify the independent physical degrees of freedom contained in Cs. Consider e.g. s = 1.
Then φ(1) = φµt
µ is a symmetric traceless space-like tensor field φµ. This separates into
φ(1) = φ(1,0) + φ(1,1), where φ(1,1) = D+φ(0) encodes a scalar field, and φ(1,0) ∈ C(1,0) is 3-
divergence-free ∇µ(3)φ
(1,0)
µ = 0. This implies ∇µφ(1,0)µ = 0 for any 4-dimensional SO(3, 1)-invariant
connection on M3,1, because xµφµ = 0. Therefore φ(1,0) provides the 2 degrees of freedom of a
massless spin 1 gauge field, while φ ∈ C(1,1) contributes the remaining degree of freedom for a
massive spin 1 field with 3 degrees of freedom.
Similarly for s = 2, the φ(2) = φµνt
µtν are symmetric traceless space-like tensor fields. The
φ(2,0) are 3-divergence-free ∇µ(3)φ
(2,0)
µν = 0, which implies ∇µφ(2,0)µν = 0 for any 4-dimensional
SO(3, 1)-invariant connection on M3,1. Thus the φ(2,0)µν are traceless, divergence-free and space-
like, hence they contain 2 degrees of freedom, as appropriate for gravitons. The remaining sectors
φ(2,1) = D+φ′(1,0) and φ(2,2) = D+D+φ′(0) in C2 provide the missing degrees of freedom for a
general massive spin 2 field with 5 degrees of freedom. We will see in section 6 how this applies
to the actual gravitons in the matrix model.
Gauge transformations and diffeomorphisms. Gauge transformations act on fields φ ∈ C
via φ 7→ {Λ, φ}, for any Λ ∈ C. For Λ ∈ C0, these correspond to (noncommutative) U(1) gauge
transformations. For Λ ∈ C1, they induce volume-preserving diffeomorphisms (and corresponding
gauge modes) on H4n, as discussed in [40]. On M3,1, the gauge transformations generated by a
vector field vµ (in space-like gauge) act on functions φ ∈ C0 as
{vµtµ, φ}0 =
[
tµθαβ
]
0
∂αvµ∂βφ+ v
µ{tµ, φ}0
=
1
3
(
sinh(η)(ηµαxβ − ηµβxα)− xγεγ4µαβ
)
∂αvµ∂βφ+ sinh(η)v
µ∂µφ
=
1
3
(
sinh(η) (3vµ∂µ + (divv)τ − (τvµ)∂µ)φ+ xγεγµαβ∂αvµ∂βφ
)
(3.42)
using (2.58). Although this is not the most general diffeomorphism, it does include time-like
derivatives on M3,1 via divv, even though vµ is in space-like gauge. The non-standard form
reflects the existence of an invariant volume form on CP 1,2. Nevertheless, this provides a powerful
constraint for the resulting gravity theory that will be exploited in section 6.3.
3.4 SO(4, 1)-covariant gauge and tensor fields on H4
Instead of the above SO(3, 1)-covariant organization in terms of tensor fields in space-like gauge,
one can alternatively use a SO(4, 1)-covariant realization of φ(s) ∈ Cs in terms of tangential
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traceless divergence-free tensor fields on H4 as in [40]. They are defined by
φHa1...as ∝ {xa1 , . . . {xas , φ(s)} . . .}0 (3.43)
normalized such that
φ(s) = {xa1 , . . . {xas , φHa1...as} . . .} . (3.44)
The normalization factor is found recursively from15
−{xa, φ(s)}s−1 = αs(H − 2r2)φH(s−1)a (3.45)
where α1 =
1
3 , α2 =
2
5 , and so on and so forth. The φ
H
a1...as contain the same information as the
φµ1...µs in space-like gauge, but enjoy more powerful symmetries. In particular, it follows that
−{xa, {xa, φ(s)}−}+ = αs{xa, (H − 2r2)φH(s−1)a }
= αs
(
H − 2r2(s+ 1)
) {xa, φH(s−1)a }
= αs
(
H − 2r2(s+ 1)
)
φ(s) , (3.46)
−{xa, {xa, φ(s)}+}− = ((1− αs)H + 2(s+ 1)αs)φ(s) (3.47)
using the intertwiner properties (A.57). In particular, the operators on the right-hand-side of
(3.46) and (3.47) are positive, because the left-hand-side is positive16 on H4. Reduced to M3,1,
this gives
−{xµ, {xµ, φ(s)}−}+ =
(
αs(H − 2r2(s+ 1)) +D+D−
)
φ(s) . (3.48)
Similarly, one finds
{xµ, {xµ, φ(s)}−}− = −
(
(H + {x4, {x4, .}})φ(s)
)
s−2
= −D−D−φ(s)
{xµ, {xµ, φ(s)}+}+ = −D+D+φ(s) (3.49)
since {xµ, ·} : Cs → Cs−1 ⊕ Cs+1 while H : Cs → Cs. Combining these, we obtain
−{xµ, {xµ, φ(s)}+}− =
(
(1− αs)H + 2αsr2(s+ 1) +D−D+
)
φ(s) . (3.50)
To summarize, φ(s) corresponds to a 4-dimensional spin s field, either represented as divergence-
free symmetric traceless tensor on H4 or as space-like symmetric trace-less tensor onM3,1 which
is generically not divergence-free. The counting of degrees of freedom is the same in both inter-
pretations, and gives, for example, 5 in the case of s = 2.
4 Matrix model and quantum space-time solutions
Let us move towards the matrix model, by considering the bosonic part of the action of the IKKT
matrix model supplemented with a mass term
S[Y ] =
1
g2
Tr
(
[Y µ, Y ν ][Y µ
′
, Y ν
′
]ηµµ′ηνν′ − µ2YµY µ
)
. (4.1)
15The notation here is slightly different from [40], where φ
H(s−1)
a is denoted as φ
(s)
a .
16since
∫
H4
{xa, φ}−{xa, φ}− > 0, because {xa, .} is tangential on the Euclidean space H4, cf. [40].
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Here ηµν = diag(−1, 1, 1, 1) is the flat Minkowski metric of the target space R1,3, and µ2 introduces
a mass scale. This action leads to the classical equations of motion
Y Y µ +
1
2
µ2Y µ = 0 (4.2)
with Y = [Y µ, [Yµ, ·]] ∼ −{yµ, {yµ, ·}} , (4.3)
where Y plays the role of the Laplacian or rather d’Alembertian operator. We consider the
following ansatz for solutions of (4.2)
Y µ =Mµaαa, µ = 0, 1, 2, 3 (4.4)
where αa is some constant SO(4, 2) vector. These describe homogeneous and isotropic quantized
cosmological space-times M1,3n as introduced17 in [39]. Since ηµν is SO(3, 1)-invariant, we have
[Yρ, [Y
ρ, Y µ]] = i(α · α)[Yρ,Mρµ] = −i(α · α)[Mρµ, Yρ]
= (α · α)
{
Y µ, µ 6= ρ
0, µ = ρ
(no sum) (4.5)
and therefore
Y Y µ = 3(α · α)Y µ . (4.6)
Consequently, we obtain three different types of quantized space-time solutions with Minkowski
signature in the IKKT model with mass term,
XXµ = −3r2Xµ, for 1
2
µ2 = 3r2
TTµ = 3R−2 Tµ, for
1
2
µ2 = −3R−2
ZZµ = 0 .
(4.7)
The Zµ solution describes a light-cone and will not be considered here. The Xµ solution has been
discussed to some extent in [39]. The parameter µ2 sets the length scale r2 of the space-time,
while the quantum number n is undetermined. In this paper, we will focus on the momentum
solution
Y µ = Tµ . (4.8)
The main reason for this choice is that the effective d’Alembertian  ≡ T as well as [Tµ, ·]
respect the spin S2 as discussed in section 3.1, such that the above decomposition of fluctuations
into higher-spin modes is applicable. Even though the embedding is realized via the momentum
generator Tµ rather than Xµ, we will see that the fluctuations lead to a gauge theory on M3,1.
17We change notation from [39], where Y 1 was dropped instead of Y 4.
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5 Fluctuations and higher-spin gauge theory
Now consider tangential18 deformations of the above background solution given by Tµ, i.e.
Y µ = Tµ +Aµ, (5.1)
where A ∈ C ⊗ C4 is an arbitrary (Hermitian) fluctuation. We will give a complete fluctuation
analysis in the following19. The full Yang-Mills action (4.1) can be expanded in the fluctuation
modes as
S[Y ] = S[T ] + S2[A] +O(A3), (5.2)
where the quadratic fluctuations are governed by
S2[A] = − 2
g2
∫
dΩ
(
Aµ
(
D2 + 1
2
µ2
)
Aµ + G (A)2
)
. (5.3)
Here
D2A = (− 2I)A (5.4)
is the vector Laplacian, which is composed of the scalar matrix Laplacian (or rather
d’Alembertian)
 = [Tµ, [Tµ, ·]] ∼ −{tµ, {tµ, .}} = α−1G (5.5)
on the M3,1 background due to (2.75), and the intertwiner
I(A)µ = −i[[Y µ, Y ν ],Aν ] = i
r2R2
[Θµν ,Aν ] =: − 1
r2R2
I˜(A)µ , (5.6)
recalling Θµν = −r2Mµν as in (2.22). As usual in Yang-Mills theories, the scalar mode
G(A) = −i[Tµ,Aµ] ∼ {tµ,Aµ}, (5.7)
should be removed to get a meaningful theory. This is achieved by adding a gauge-fixing term
−G(A)2 to the action as well as the corresponding Faddeev-Popov (or BRST) ghost. Then the
quadratic action becomes
S2[A] + Sg.f + Sghost = − 2
g2
∫
dΩ
(
Aµ
(
D2 + 1
2
µ2
)
Aµ + 2cc
)
(5.8)
where c denotes the fermionic BRST ghost; see e.g. [67] for more details.
18In the 9+1-dimensional IKKT model, there are of course also transversal fluctuation modes. Those are simply
scalar fields as discussed in section 3. However, it is plausible that these scalar fields acquire a non-trivial vacuum
structure, along the lines of [65,66] and references therein. Here we focus on the tangential modes.
19 Note that the background admits SO(3, 1) as a symmetry, which is spontaneously broken, but preserved
modulo to a gauge transformation. Hence the corresponding Goldstone bosons are unphysical.
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UV spectrum and no-ghost. For short wavelengths, the quadratic action can be simplified
as follows
SUV2 [A] ≈ −
2
g2
∫
dΩ (AµAµ + 2cc) . (5.9)
This has the same structure as a Yang-Mills action, which makes it very plausible that the
theory will be ghost-free, as the c ghost cancels the unphysical polarizations of Aµ. A simple
general argument for having a ghost-free theory is as follows20: Since the A0 component can be
diagonalized using the gauge invariance, the physical, propagating degrees of freedom are carried
by the remaining matrices, which are space-like such that their kinetic term has the standard sign.
Indeed, we have seen that no internal higher-spin ghosts arise, due to the space-like gauge-fixing
discussed above. We will provide another argument in section 5.4 that there are no ghosts, and
verify to some extent how these general arguments are borne out in the mode expansion below.
5.1 Mode expansion and ansatz
We consider the mode expansion for vector modes similar to the case of scalar fields (3.10)
Aµ = Aµ(x) +Aµα(x) tα +Aµαβ(x) tαtβ + . . .
∈ C0 ⊕ C1 ⊕ C2 ⊕ . . . (5.10)
However these are neither irreducible nor eigenmodes of D2. To find the spin s eigenmodes
Aµ ∈ C ⊗ C4, we choose the following ansatz:
A(g)µ [φ(s)] = {tµ, φ(s)} ∈ Cs ,
A(+)µ [φ(s)] = {xµ, φ(s)}|Cs+1 ≡ {xµ, φ(s)}+ ∈ Cs+1 ,
A(−)µ [φ(s)] = {xµ, φ(s)}|Cs−1 ≡ {xµ, φ(s)}− ∈ Cs−1 .
(5.11)
These expressions should be viewed as so(3, 1) intertwiners
A(i) : Cs → Cs ⊗ C4, i ∈ {g,+,−} , (5.12)
where φ(s) ∈ Cs is used to represent the vector mode. Clearly A(g)µ is the pure gauge mode.
It is important to note that the A(±) intertwiners can be extended as so(4, 1) intertwiners via
A(±)a [φ(s)] = {xa, φ(s)}±. These are 2 linear independent modes21, which will turn out to be exact
eigenmodes of D2. For completeness, we need one more such mode. We will use the ansatz
A(τ)µ [φ(s)] = xµφ(s) (5.13)
as a starting point, because it is independent of the above modes and it also extends as so(4, 1)
intertwiner A(τ)a [φ] = xaφ. This is a time-like mode, but we will argue that it is not part of the
physical Hilbert space of the theory.
20we are grateful for H. Kawai for pointing this out.
21We note that A(−)µ = −αs(H − 2r2)φ(s)µ in the notation of [40]. But the notation φ(s)a is inconsistent with the
present, hence we avoid it here.
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5.2 Group-theoretical considerations
To evaluate D2 on these modes, we need some group-theoretical preparations.
Intertwiners. Consider the following SO(3, 1) intertwiners
C ⊗ C4 → C ⊗ C4
Aµ 7→ I˜(A)µ = −i[Θµν ,Aν ] ∼ {θµν ,Aν}
Aµ 7→ (A)µ = [T ν , [Tν ,Aµ]] ∼ −{tν , {tν ,Aµ}} (5.14)
which are Hermitian, in the sense∫
dΩAµI˜(A′)µ =
∫
dΩ I˜(A)µA′µ (5.15)
and similarly for . We recall that S2 commutes with , see (3.5), and it also commutes with
I˜. This will greatly facilitate the analysis. Note that the gauge-fixing functional G is also an
SO(3, 1) intertwiner.
Relation with Casimirs. Recall from (3.5) the Laplacian
 = [Tµ, [Tµ, ·]] = R−2(C2[so(4, 1)](ad) − C2[so(3, 1)](ad)) , (5.16)
where (ad) denotes the representation of so(4, 1) or so(3, 1) acting on C via M (ad)µν = [Mµν , ·] ∼
i{Mµν , ·}. Then Aa transforms in (full) = (ad)⊗ (5) of SO(4, 1). Now consider the intertwiners
I˜(5)[A]a := −i[Θab,Ab] ∼ {θab,Ab}
I˜(4)[A]µ = −i[Θµν ,Aν ] ∼ {θµν ,Aν}
(5.17)
which arise in D2. They can be related to the Casimir C2[so(4, 1)](full) acting on vector modes as
follows:
C2[so(4, 1)](full)Aa = 1
2
(
[Mcd, ·] +M (5)cd
)2Aa
=
(
C2[so(4, 1)](ad) − 2r−2I˜(5) + 4
)
Aa (5.18)
using (3.2), and C2[so(4, 1)](5) = 4 for the vector representation C5. This can be seen by expressing
I˜ as follows:
−r2(M (ad)cd ⊗M (5)cd A)a ∼ −
(
M
(5)
cd
)a
b
i{θcd, ·}Ab = 2{θab,Ab} = 2 I˜(5)(A)a (5.19)
where (
M
(5)
ab
)c
d
= i (δcbηad − δcaηbd) (5.20)
is the so(4, 1) vector representation. Thus
2r−2 I˜(5) = −C2[so(4, 1)](5)⊗(ad) + C2[so(4, 1)](ad) + C2[so(4, 1)](5)
2r−2 I˜(4) = −C2[so(3, 1)](4)⊗(ad) + C2[so(3, 1)](ad) + C2[so(3, 1)](4) (5.21)
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cf. [40], where C2[so(3, 1)](4) = 3. Using (5.16), we can rewrite (5.18) and its so(3, 1) analog as
C2[so(4, 1)](full)Aa = (C2[so(4, 1)](ad) − 2r−2I˜(5) + 4)Aa
= (R2+ C2[so(3, 1)](ad) − 2r−2I˜(5) + 4)Aa
= Aa[C2[so(4, 1)]φ] , (5.22)
C2[so(3, 1)](full)Aµ = (C2[so(3, 1)](ad) − 2r−2I˜(4) + 3)Aµ
= Aa[C2[so(3, 1)]φ] , (5.23)
assuming that Aa[φ] is an so(4, 1) intertwiner such as (5.11) and (5.13). Subtracting the right-
hand-side of (5.23) from (5.22) for a = µ, we obtain(
R2− 2r−2
(
I˜(5) − I˜(4)
)
+ 1
)
Aµ = Aµ [(C2[so(4, 1)]− C2[so(3, 1)])φ]
= R2Aµ[φ] (5.24)
which gives
D2Aµ =
(
+ 2
r2R2
I˜(4)
)
Aµ = Aµ
[(
− 1
R2
)
φ
]
+
2
r2R2
I˜(5)Aµ . (5.25)
This can now be evaluated using the results on H4 in [40], and we obtain an eigenmode of D2 if
Aa[φ] is an eigenmode of I˜(5). Finally, we remark that all relations written in the semi-classical
(Poisson) case generalize to the fully noncommutative case.
5.3 D2 eigenvalues
Consider first the pure gauge mode A(g)µ [φ] = {tµ, φ} (5.11), which define a flat direction for the
gauge-invariant action (5.3). This means that(
D2 + 1
2
µ2
)
A(g)µ + {tµ, {tν ,A(g)ν }} = 0 (5.26)
and therefore
D2A(g)µ [φ] = A(g)µ
[(
+ 3
R2
)
φ
]
, (5.27)
using 12µ
2 = −3R−2 (4.7). Alternatively, relation (5.27) can be computed directly as a consistency
check. Next, consider the A(±)µ modes. Since they are part of the SO(4, 1)-covariant modes
{xa, φ}±, we can use (5.25) and (A.31) to obtain
D2A(+)µ [φ(s)] = A(+)µ
[(
− 1
R2
)
φ
]
+
2
R2
(s+ 3){xµ, φ(s)}+
= A(+)µ
[(
+ 2s+ 5
R2
)
φ(s)
]
, (5.28)
D2A(−)µ [φ(s)] = A(−)µ
[(
+ −2s+ 3
R2
)
φ(s)
]
. (5.29)
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Defining End(Hn) to be the (Hilbert) space of Hilbert-Schmidt operators as in (3.1), it decomposes
into unitary irreps of so(4, 2), which can be decomposed further into eigenmodes of  since the
latter is expressed in terms of Casimirs (3.3). Thus diagonalizing  on Cs we obtain three series of
eigenmodes of D2, and in particular three series of on-shell modes which satisfy (D2− 3
R2
)A = 0:
A(+)[φ(s)] for
(
+ 2s+ 2
R2
)
φ(s) = 0 ,
A(−)[φ(s)] for
(
+ −2s
R2
)
φ(s) = 0
A(g)[φ(s)] for φ(s) = 0 .
(5.30)
Of course the pure gauge mode A(g) is unphysical.
Finally, the mode A(τ)µ is also part of an SO(4, 1) mode A(τ)a [φ] = xaφ. Thus formula (5.25) gives
D2A(τ)µ [φ] = A(τ)µ
[(
− 1
R2
)
φ
]
+
2
r2R2
I˜(5)A(τ)µ [φ] , (5.31)
but now I˜(5) is no longer diagonal:
I˜(5)A(τ)µ [φ] = {θµb, xbφ} = {θµb, xb}φ+ xb{θµb, φ}
= 4r2xµφ− θµb{xb, φ}
= 4r2A(τ)µ [φ] + r2R2ðµφ (5.32)
where
ðaφ(s) := − 1
r2R2
θab{xb, φ} ∈ Cs (5.33)
is the tangential derivative operator on H4 introduced in [40]. Thus, we arrive at
D2A(τ)µ [φ] = A(τ)µ
[(
+ 7
R2
)
φ
]
+ 2ðµφ . (5.34)
Degeneracy. We can recognize a degeneracy of these modes by considering the eigenmodes in
the same Cs. Then the above results give
D2A(+)µ [φ(s−1)] = A(+)µ
[(
+ 2s+ 3
R2
)
φ(s−1)
]
∈ Cs ,
D2A(−)µ [φ(s+1)] = A(−)µ
[(
+ −2s+ 1
R2
)
φ(s+1)
]
∈ Cs ,
D2A(g)µ [φ(s)] = A(g)µ
[(
+ 3
R2
)
φ(s)
]
∈ Cs .
(5.35)
Now recall that D± : Cs → Cs±1 relates eigenfunctions and eigenvalues according to (3.16)–(3.20).
Therefore(
D2 + 1
2
µ2
)
A(+)µ [D−φ(s)] = A(+)µ
[(
+ 2s
R2
)
D−φ(s)
]
= A(+)µ [D−φ(s)] ,(
D2 + 1
2
µ2
)
A(−)µ [D+φ(s)] = A(−)µ
[(
+ −2s− 2
R2
)
D+φ(s)
]
= A(−)µ [D+φ(s)] ,
(5.36)
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using (A.38). Hence if φ(s) = m2φ(s) is an eigenmode, we obtain 3 degenerate eigenmodes of D2
with the same eigenvalue (
D2 + 1
2
µ2
)
A(+)µ [D−φ(s)] = m2A(+)µ [D−φ(s)](
D2 + 1
2
µ2
)
A(−)µ [D+φ(s)] = m2A(−)µ [D+φ(s)](
D2 + 1
2
µ2
)
A(g)µ [φ(s)] = m2A(g)µ [φ(s)].
(5.37)
Whether or not these modes are always linearly independent is not yet established. This could be
decided using the inner products (5.58i). A non-trivial consistency check is provided in appendix
A.5, using the action of I˜ (A.33):
I˜A(−)µ [D+φ(s)] = r2(−s+ 1)Aµ(−)[D+φ(s)] + r2R{tµ, D−D+φ(s)} ,
I˜A(+)µ [D−φ(s)] = r2(s+ 2)Aµ(+)[D−φ(s)] + r2R{tµ, D+D−φ(s)} .
(5.38)
5.4 Gauge fixing and physical Hilbert space
As always in Yang-Mills gauge theory, the fluctuations Aµ can be separated into gauge-fixed
modes denoted as Bµ and an unphysical scalar mode χ, which should be determined via
Bµ = Aµ +Aµ(g)[χ] , (5.39)
0 = G(B) ≡ {tµ,Bµ} = {tµ,Aµ} −χ . (5.40)
Then the equations of motion for Bµ become(
D2 + 1
2
µ2
)
Bµ =
(
D2 + 1
2
µ2
)
Aµ +
(
D2 + 1
2
µ2
)
{tµ, χ}
=
(
D2 + 1
2
µ2
)
Aµ + {tµ,χ}
=
(
D2 + 1
2
µ2
)
Aµ + {tµ, {tν ,Aν}} (5.41)
using (5.26). Hence Aµ is a solution of the non-gauge-fixed action (5.3) if and only if Bµ is a
solution (D2 + 12µ2)Bµ = 0 of the gauge-fixed action22. χ is determined only up to the kernel of
, which must be factored out in the physical Hilbert space.
Let us make this explicit for the above modes. The following relations (A.35) are shown in
appendix A.4
{tµ,A(+)µ [φ(s)]} =
s+ 3
R
D+φ(s) ,
{tµ,A(−)µ [φ(s)]} =
−s+ 2
R
D−φ(s) .
(5.42)
22In the presence of matter, this generalizes as (D2 + 1
2
µ2)Bµ = Jµ, where Jµ is the conserved current.
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Hence in the divergence-free sector and for s = 2, A(−)µ is already gauge fixed. For the time-like
mode A(τ)µ = xµφ(s), we obtain
{tµ,A(τ)µ [φ(s)]} = {tµ, xµ φ(s)} = sinh(η)
(
4 + s+ τ
)
φ(s) , (5.43)
using (3.41). We will argue below that the A(τ)µ modes do not contribute to the physical Hilbert
space. Finally, the pure gauge mode satisfies
{tµ,A(g)µ [φ]} = −φ , (5.44)
which vanishes for on-shell pure gauge fields. Together with (A.38), this allows to determine the
B(±)µ explicitly:
χ(+) =
s+ 3
R
−1D+φ(s) = s+ 3
R
D+
((
+ 2s+ 2
R2
)−1
φ(s)
)
,
χ(−) =
2− s
R
−1D−φ(s) = 2− s
R
D−
((
− 2s
R2
)−1
φ(s)
)
.
(5.45)
Assuming that these expressions make sense, it follows that the gauge-fixed modes satisfy the
intertwiner relations
D2B(+)µ [φ(s)] = A(+)µ
[(
+ 2s+ 5
R2
)
φ(s)
]
+
s+ 3
R
{
tµ,
(
+ 3
R2
)
−1D+φ(s)
}
= B(+)µ
[(
+ 2s+ 5
R2
)
φ(s)
]
,
D2B(−)µ [φ(s)] = B(−)µ
[(
+ −2s+ 3
R2
)
φ(s)
] (5.46)
using (5.27) and (5.45). Hence they are eigenmodes of D2 if the underlying modes φ(s) are
eigenmodes of . In particular,(
D2 + 1
2
µ2
)
B(+)µ [D−φ(s)] = B(+)µ [D−φ(s)] ,(
D2 + 1
2
µ2
)
B(−)µ [D+φ(s)] = B(−)µ [D+φ(s)] ,(
D2 + 1
2
µ2
)
A(g)µ [φ(s)] = A(g)µ [φ(s)] ,
(5.47)
cf. (5.37). We observe again the triple degeneracy of D2, unless some modes coincide or vanish.
Physical Hilbert space. Now consider (5.45) in more detail. Comparing with (5.30), we see
that these expressions are well-defined for off-shell modes, but not for on-shell modes. Indeed
if A is on-shell, the added pure gauge term must also be on-shell. But this means by (5.44)
that it is gauge-fixed, so that it cannot change the gauge of A. Hence on-shell modes cannot
simply be gauge-fixed, and the physical Hilbert space contains only those on-shell modes which
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are gauge-fixed (modulo pure gauge modes). Due to the degeneracy (5.47), we can always find a
linear combination
A(ph) := A(−)[φ(s+1)+ ] +A(+)[φ(s−1)− ] ∈ Cs,
(
D2 + 1
2
µ2
)
A(ph) = 0 (5.48)
of on-shell modes with (
+ 2s
R2
)
φ
(s−1)
− = 0 =
(
− 2s+ 2
R2
)
φ
(s+1)
+ (5.49)
which is gauge-fixed, i.e.
0 = {tµ,A(ph)µ } =
−s+ 1
R
D−φ(s+1)+ +
s+ 2
R
D+φ
(s−1)
− . (5.50)
Here we have to distingish generic s and s = 1. For s = 1, the physical solutions are
A(ph−)[φ(2)] := A(−)[φ(2)],
(
− 4
R2
)
φ(2) = 0 (5.51)
while none of the A(+)[φ(0)− ] is physical. For s 6= 1, φ(s+1)+ is uniquely determined by the above
equation as
φ
(s+1)
+ =
s+ 3
s− 1(D
+D−)−1D+D+φ(s−1)− ,
(
+ 2s
R2
)
φ
(s−1)
− = 0 (5.52)
Note that D+D− = D+(D+)† commutes with  due to (A.38) and is positive semi-definite, and
vanishes only on φ(s,0). Therefore the inverse in (5.52) exists, and the relation is compatible with
the on-shell conditions. Explicitly, this gives the following physical solutions
A(ph−)[φ(2)] := A(−)[φ(2)]
A(ph−)[φ(s+1,0)] := A(−)[φ(s+1,0)],
A(ph)[φ(s−1)] := A(+)[φ(s−1)] + s+ 3
s− 1A
(−)[(D+D−)−1D+D+φ(s−1)], s > 1 . (5.53)
The lowest physical modes are
{A(−)[φ(0)],A(−)[φ(1,0)],A(−)[φ(2)],A(+)[φ(1)] + 5A(−)[(D+D−)−1D+D+φ(1)], ...} (5.54)
The physical Hilbert space Hphys of the linearized theory, therefore, consists of the on-shell modes
A(ph)[φ(s−1)] for
(
+ 2s
R2
)
φ(s−1) = 0 , s ≥ 2
A(ph−)[φ(s+1,0)] for
(
− 2s+ 2
R2
)
φ(s+1,0) = 0 , s ≥ 0
A(ph−)[φ(2)] for
(
− 4
R2
)
φ(2) = 0
(5.55)
which satisfy
(D2 + 12µ2)A(ph) = 0. The on-shell pure gauge solutions
A(g)[φ(s)] for φ(s) = 0 (5.56)
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are null (see section 5.5) and must be factored out from Hphys. Finally, we argue in appendix A.3
that there are no on-shell gauge-fixed solutions involving A(τ)µ [φ]. To summarize,
Hphys =
{
A(ph)[φ(s−1)] , s = 2, 3, . . . n
}
∪
{
A(ph−)[φ(s+1,0)] , s = 0, 1, . . . n
}
∪
{
A(ph−)[φ(2)]
}
(5.57)
subject to the on-shell conditions (5.55). Here we indicate also the cutoff n, which disappears
in the semi-classical limit n → ∞. Since  encodes the effective metric Gµν , the propagation of
these modes respects local Lorentz-invariance, and the extra structures τ and κµν do not enter.
We conjecture that this list is complete, although this has not been shown. However off-shell, a
4th series of modes is clearly missing, which is needed e.g. for the propagator.
In view of the discussion on space-like gauge in section 3.3, the φ(s,0) modes should be interpreted
as massless spin s fields, while the full φ(s) modes are interpreted as (would-be) massive spin s
fields. Thus we have found one massless and one massive tower of spin s fields, as well as a would-
be massive spin 2 field. The term “would-be massive“ fields indicates the degrees of freedom of
massive fields but without explicit mass term. The physical significance of these modes needs
further investigation. For example, the pure gauge modes A(g) may mix or even coincide with
some of the would-be massive gauge fields, which could make them massless or partially massless.
Off-shell, the B± provide the degrees of freedom of two massive spin s fields.
5.5 Inner products and quadratic action
We have argued following the quadratic action (5.3) that the matrix model should lead to a
ghost-free theory, based on rather general arguments. To see this explicitly and to clarify the
on-shell Hilbert space structure, we elaborate the inner product matrix for the fluctuation modes
A introduced above. This inner products is also needed to compute the propagator. To simplify
the notation we set
∫ ≡ ∫ dΩ. Then using (3.41), (3.48), (3.49), (3.50) and (A.35), we obtain∫
A(g)µ [φ′]A(g)µ[φ] =
∫
φ′φ (5.58a)∫
A(g)µ [φ′(s
′)]A(+)µ[φ(s)] = −s+ 3
R
∫
M3,1
φ′(s
′)D+φ(s) (5.58b)∫
A(g)µ [φ′(s
′)]A(−)µ[φ(s)] = s− 2
R
∫
φ′(s
′)D−φ(s) (5.58c)∫
A(−)µ [φ′]A(+)µ[φ] =
∫
D−D−φ′ φ (5.58d)∫
A(+)µ [φ′(s
′)]A(+)µ[φ(s)] =
∫
φ′(s
′)((1− αs)H + 2αsr2(s+ 1) +D−D+)φ(s) (5.58e)∫
A(−)µ [φ′(s
′)]A(−)µ[φ(s)] =
∫
φ′(s
′)(αs(H − 2r2(s+ 1)) +D+D−)φ(s) (5.58f)∫
A(τ)µ [φ′]A(±)µ[φ] = −
∫
φ′x4D±φ (5.58g)∫
A(τ)µ [φ′]A(g)µ[φ] =
∫
x4
R
φ′(s
′)(s+ τ)φ(s) (5.58h)∫
A(τ)µ [φ′]A(τ)µ[φ] = −R2
∫
cosh2(η)φ′φ . (5.58i)
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Note that the on-shell pure gauge modes A(g)[φ] with φ = 0 are null, but these are factored out
from Hphys. Observe also the negative sign of the time-like A(τ) mode, which couples to A(g).
Now consider the physical sector Hphys. Since the null modes A(g) are orthogonal to all gauge-
fixed modes, these must all be positive, because the 4-vectors Aµ have only one negative and three
positive components at each point of M3,1. Here we use the fact that Cs has a positive definite
inner product (3.1), which is related to the space-like gauge as discussed in section 3.2. Hence
the theory is ghost-free, as expected23.
We can also check this explicitly for some modes. The positivity of (H − 2r2(s + 1)), see
(3.46), implies that the inner product of the A(−)[φ(s,0)] is indeed positive. This follows also from
xµA(−)µ [φ(s,0)] = 0, which means that the time-like component vanishes. Furthermore, all the
A(−)[φ(2)] modes have positive norm, since D+D− = D+(D+)† is positive. These are the modes
which will contribute to gravity.
Discussion. The physical significance of these modes is most transparent in space-like gauge.
This suggests to interpret the divergence-free modes A(−)[φ(s,0)] as massless spin s gauge fields,
while the generic modes A(ph)[φ(s)] describe would-be massive spin s fields, according to the
discussion in section 3.4. Indeed we will see in the case of spin 2 that the A(−)[φ(2,0)] correspond
to massless gravitons with 2 degrees of freedom, while the remaining A(−)[φ(2,1)] and A(−)[φ(2,2)]
contribute the remaining 3 degrees of freedom for a generic spin 2 mode.
Quadratic form for D2. Using the above results, we obtain the quadratic form for D2 as
follows: ∫
A(g)µ [φ′]
(
D2 + 1
2
µ2
)
A(g)µ[φ] =
∫
φ′φ (5.59a)∫
A(+)µ [φ′(s)]
(
D2 + 1
2
µ2
)
A(g)µ[φ(s+1)] = −s+ 3
R
∫
D+φ′(s)φ(s+1) (5.59b)∫
A(−)µ [φ′(s)]
(
D2 + 1
2
µ2
)
A(g)µ[φ(s−1)] = −−s+ 2
R
∫
D−φ′(s)φ(s−1) (5.59c)∫
A(+)µ [φ′(s−1)]
(
D2 + 1
2
µ2
)
A(−)µ[φ(s+1)] = −
∫
D+φ′(s−1)D−
(
+ −2s
R2
)
φ(s+1) (5.59d)∫
A(τ)µ [φ′]
(
D2 + 1
2
µ2
)
A(4)µ[φ] = −
∫
R2 cosh2(η)φ′
(
+ 4
R2
)
φ
−
∫
2φ′ sinh2(η)(s+ τ)φ (5.59e)
using (2.36), (5.27), (5.58i), (A.35), and (A.38). As a consistency check, we also compute∫ (
D2 + 1
2
µ2
)
A(+)µ [φ′(s)]A(g)µ[φ(s+1)] = −
s+ 3
R
∫
D+φ′(s)φ(s+1) , (5.60a)∫ (
D2 + 1
2
µ2
)
A(−)µ [φ′(s)]A(g)µ[φ(s−1)] = −
−s+ 2
R
∫
D−φ′(s)φ(s−1) , (5.60b)∫ (
D2 + 1
2
µ2
)
A(+)µ [φ′]A(−)µ[φ] = −
∫
D+φ′D−φ . (5.60c)
23It is quite remarkable that this is possible, in spite of having only 3 rather than 4 diffeomorphism degrees
of freedom. The underlying reason is the reduced Lorentz invariance, which enables the internal space-like gauge
(3.12).
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in agreement with the above. The terms
∫ A(τ)µ (D2 + 12µ2)A(i)µ for i ∈ {±, g} can be evaluated
using the above results for D2A(i), and we skip the verification of Hermiticity for D2. As expected,
the kinetic term for time-like A(τ)µ has a negative sign, but this mode is not part of the physical
Hilbert space. Nevertheless, these modes are needed to compute the propagator.
6 Metric and gravitons on M3,1
In this paper, we consider only the basic metric aspects of linearized gravity. Further developments
and more formal aspects will be studied elsewhere. The effective metric on a perturbed background
is extracted from the kinetic term as in (2.60), and is formally obtained from the bi-derivation
γ : C × C → C
(φ, φ′) 7→ {Y α, φ}{Yα, φ′}
(6.1)
up to a conformal factor as discussed in section 2.5. Specializing to φ = xµ, φ′ = xν we obtain
the form γµν = γµν + δAγµν +O(A2) in Cartesian coordinates, with metric fluctuation given by
δAγµν := {tα, xµ}{Aα, xν}+ (µ↔ ν)
= sinh(η){Aµ, xν}+ (µ↔ ν) .
(6.2)
To evaluate this for the above A(i) modes, it is convenient to consider the following rescaled
graviton mode:
Hµν [A] := 1
sinh(η)
δAγµν = {Aµ, xν}+ (µ↔ ν)
hµν [A] := [Hµν [A]]0 = {Aµ, xν}− + (µ↔ ν) . (6.3)
Clearly only A ∈ C1 can contribute to hµν [A]. The trace contributions are
H[A] = 2{Aµ, xν}, h[A] = 2{Aµ, xµ}0 . (6.4)
We observe
{tµ, hµν [A]} = {{tµ,Aµ}, xν}− − 2
R
D−Aν
= − 2
R
D−Aν (6.5)
using (A.35) for Aν ∈ C1, and assuming the gauge-fixing {tµ,Aµ} = 0 in the last line. Then
{tν , {tµ, hµν [A]}} = −{tν , {xν , {tµ,Aµ}}−} − 2
R
{tν , D−Aν}
= − 1
R
D−{tµ,Aµ} − 2
R
{tν , D−Aν}
= − 3
R
D−{tµ,Aµ} − 1
R2
h . (6.6)
However, recall that the effective metric, as identified in section 2.5, differs from the above by a
conformal factor: hence, (2.62) becomes
Gµν = G
µν
+ δGµν , with δGµν := α
[
δAγµν − 1
2
ηµν
(
ηαβ δAγαβ
)]
0
, (6.7)
35
where G
µν
= αγµν = sinh−1(η)ηµν , see (2.63), is the effective background metric, and α =
sinh−3(η) is the conformal factor arising from the fixed symplectic measure on CP 1,2. Note
that ηµν ηαβ = γ
µν γαβ, i.e. the conformal factor drops out here. We therefore proceed with the
auxiliary metric fluctuation hµν .
Pure gauge modes. Suppose φ = φ(1) is a spin 1 field. Then the auxiliary metric fluctuation
of A(g) has the following properties:
hµν(g)[φ] := h
µν [A(g)] = −{tµ,Aν(−)[φ]}+ (µ↔ ν) + 2
R
D−φ ηµν
= −{tµ,Aν(−)[φ]}+ (µ↔ ν) + 1
3
h(g)ηµν , (6.8a)
h(g)[φ] := h[A(g)] = −2{tµ,Aµ(−)[φ(1)]}+ 8
R
D−φ =
6
R
D−φ
= 6{tµ,Aµ(−)[φ(1)]} , (6.8b)
{tµ, hµν [A(g)]} = −{φ, xν}− − 2
R
D−{tν , φ} , (6.8c)
{tµ, {tα, h(g)αν }} = −
1
3
{tµ, {tν , h(g)}}+ {tµ, {xν , (− 2
R2
)φ}−} , (6.8d)
using (A.35). Hence the hµν(g) are traceless for divergence-free modes φ
(1,0). Even for the φ(1,1) =
Dφ(0) modes, the trace contribution h is subleading and can be dropped at scales much shorter
than the cosmological scales. To see this, consider for φ = φ(0)
h(g)µν [Dφ] = −{xµ, {tν , Dφ}}+ (µ↔ ν)
= O(r2R2 cosh3(η))∂∂∂φ+ (µ↔ ν)
h(g)[Dφ] =
6
R
D−Dφ = O
(
r2R cosh2(η)
)
∆3φ (6.9)
noting that D(φ) = O(θ∂φ) due to (3.32). Therefore
h(g)µν = O (x∂)h
(g)  h(g) . (6.10)
Therefore the pure gauge modes are effectively traceless for sufficiently short scales, and h
(g)
µν has
the usual form ∼ ∂µAν + ∂νAµ of volume-preserving diffeomorphisms due to (6.8a). Finally, we
note that the gauge transformation of the combination
δφ
(
hµν − 1
3
ηµνh
)
= h(g)µν −
1
3
ηµνh
(g) = −{tµ,Aν(−)[φ]}+ (µ↔ ν) (6.11)
is close to the usual form of a pure gauge diffeomorphism contribution, determined by φ ∈ C(1).
This will be a useful starting point for the construction of a linearized Einstein-Hilbert-like action.
In particular, since the trace-contribution is subleading, the different factors 13 versus
1
2 in (6.7)
is not significant.
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Physical A(−) modes. Among the A(−)[φ(s)] modes, only the ones with spin s = 2 can con-
tribute to the metric, as
hµν(−)[φ
(2)] := hµν [A(−)[φ(2)]] = −{xµ, {xν , φ(2)}−}− + (µ↔ ν) , (6.12a)
h(−) := ηµνh
µν
(−) = −2{xµ, {xµ, φ(2)}−}− = 2D−D−φ(2) , (6.12b)
{tµ, hµν(−)[φ(2)]} = −
2
R
{xν , D−φ(2)}− = − 2
R
A(−)ν [D−φ(2)] , (6.12c)
{tµ, {tα, h(−)αν }}+ (µ↔ ν) =
2
R2
(
h(g)µν −
1
3
ηµνh
(g)
)
[D−φ(2)] (6.12d)
using (3.49) and (6.5), cf. (3.43). Recall from (5.42) that A(−)[φ(2)] is automatically gauge-fixed.
Therefore the physical Hilbert space Hphys contains not only A(−)[φ(2,0)], but also A(−)[φ(2,1)] and
A(−)[φ(2,2)], unless the last two are equivalent to pure gauge modes. Moreover, (6.12b) shows that
h(−) vanishes for φ(2,0) and φ(2,1), but it is non-vanishing for φ(2,2). The h
(−)
µν [φ(2,0)] are divergence-
free and traceless gravitons, which realize the usual 2 propagating physical degrees of freedom of
GR. The h
(−)
µν [φ(2,1)] lead to graviton modes which turn out to be Ricci-flat on-shell in section
6.2, and therefore may be equivalent24 to unphysical pure gauge modes. Finally, h
(−)
µν [D+D+φ(0)]
provides an extra propagating scalar metric mode which has no counterpart in GR; its significance
should be clarified elsewhere. Off-shell, the modes in h
(−)
µν [φ(2)] provide the degrees of freedom of
a massive spin 2 multiplet. These modes are approximately in de Donder gauge, since (6.12c) is
suppressed at scales shorter than the cosmological curvature scale.
Unphysical A(+) modes. None of the A(+)[φ(s)] modes with s ≥ 1 can contribute to hµν ,
because
Hµν [A(+)[φ(s)]] = −{xµ, {xν , φ(s)}+}+ (µ↔ ν) ∈ Cs ⊕ Cs+2 . (6.13)
However the scalar A(+)[φ(0)] mode contributes, which gives
hµν(+)[φ
(0)] = −{xµ, {xν , φ(0)}+}− + (µ↔ ν)
= −2[θµαθνβ ]0∂α∂βφ−
(
{xµ, θνβ}∂β + {xν , θµβ}∂β
)
φ(0)
= −2r
2R2
3
(
PµνPαβ − PµβP να
)
∂α∂βφ
(0) − ({xµ, θνβ}∂β + {xν , θµβ}∂β)φ(0)
=
2r2R2
3
(
∂µ∂ν − (ηµν +R−2xµxν)∂α∂α
)
φ(0)
− 2
3
r2ηµν(τ + 2)τφ(0) +
1
3
r2(xν∂µ + xµ∂ν)(1 + 2τ)φ(0) (6.14a)
h(+) = −2{xµ, {xµ, φ(0)}}− = −2{xµ, {xµ, φ(0)}}0 , (6.14b)
{tµ, hµν(+)} = {{tµ,A(+)µ}, xν}− −
2
R
D−A(+)ν
=
3
R
{D+φ(0), xν}− − 2
R
D−A(+)ν = −2r2{tν , φ(0)} − 5
R
{xν , Dφ(0)}− (6.14c)
24in the present approximation which is restricted to scales shorter than the cosmic curvature scale, we cannot
decide whether the h
(−)
µν [φ
(2,1)] are exactly or only approximately equal to pure gauge modes.
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recalling τ = x∂ and using (2.55), (5.42), and (6.5). Even though A(+)[φ(0)] is unphysical, this
provides the missing scalar degree of freedom for the off-shell metric fluctuations. Finally, A(τ) is
not expected to provide an additional physical mode, and will not be considered any further here.
Discussion. To summarize, we have found 9 independent off-shell metric fluctuations: 5 from
the A(−)[φ(2)] modes, one from the scalar A(+)[φ(0)] mode, and the 3 pure gauge modes. All
these modes are governed by the appropriate wave equations (5.55), which are massless up to
cosmological scales. There may be an extra off-shell (unphysical) mode based on A(τ), which
should be clarified elsewhere. These metric fluctuations provide all (5+1) degrees of freedom
required for gravity in the presence of matter. However, in contrast to GR there are only 3 instead
of 4 pure gauge modes A(g), corresponding essentially to volume-preserving diffeomorphisms25
(6.10). We expect that this is also related to the absence of a cosmological constant term as
discussed in section 6.3.
On-shell, the physical Hilbert space Hphys of vacuum modes certainly contains the 2 standard
Ricci-flat graviton modes, while the significance of the other modes remains to be understood.
These gravitational modes will certainly be sourced by matter. However to obtain the linearized
Einstein equations to a sufficiently good approximation may require an induced Einstein-Hilbert-
like action, as discussed below. In fact, induced gravity actions are known to arise quite generically
upon taking quantum effects into account [46, 68]. The large gauge invariance of the present
framework will allow to determine these actions, as shown in the remaining sections.
6.1 Linearized curvature-like tensors
To understand the significance of the above metric modes, we consider their linearized Ricci
tensor. Recall that the linearized Ricci tensor Rµν(lin) for a metric fluctuation δgµν is given by
R(lin)[δg] = −∇α∇αδgµν +∇µ∇ρδgνρ +∇ν∇ρδgµρ −∇µ∇νδg
+ ηµν(∇α∇αδg −∇σ∇ρδgσρ) . (6.15)
We need to find analogous expressions that are suitable for the matrix model setting, which should
be defined solely in terms of (commutators or) Poisson brackets. We tentatively define a linearized
Poisson-Ricci tensor Rµν(lin) and scalar R(lin), as well as a linearized Poisson-Einstein tensor Gµν(lin)
as follows:
2Rµν(lin)[δg] = δgµν +
({tµ, {tρ, δgρν}} − 1
2
{tµ, {tν , δg}}+ (µ↔ ν)
)
,
R(lin) = δg + {tµ, {tρ, δgρµ}} , (6.16)
2Gµν(lin)[δg] = 2Rµν(lin)[δg]− ηµνR(lin)[δg]
= δgµν +
({tµ, {tρ, δgρν}} − 1
2
{tµ, {tν , δg}}+ (µ↔ ν)
)
− ηµν(δg + {tσ, {tρ, δgσρ}}) ,
G(lin) = −(δg + {tµ, {tρ, δgρµ}}) . (6.17)
25They preserve the invariant symplectic volume form on CP 1,2.
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To understand these expressions in terms of usual tensor calculus, we recall {tµ, ·} ∼ sinh(η)∂µ in
Cartesian (background) coordinates, and similarly  ∼ sinh2(η)(ηµν∂µ∂ν +O( 1x4∂)) from (2.75),
because
1
sinh(η)
∂ sinh(η) = O
(
1
x4
)
(6.18)
and x4 = R sinh(η) measures the current size of the universe. Then the linearized Poisson-Ricci
tensor (6.16) reduces to
Rµν(lin)[δgαβ] =
1
2
δgµν +
(
{tµ, {tα, δgαν}} − 1
2
{tµ, {tν , δg}}+ (µ↔ ν)
)
=
1
2
sinh2(η)
(
−∂α∂αδgµν − ∂µ∂µδg + ∂µ∂ρδgνρ + ∂ν∂ρδgµρ +O
(
1
x4
∂δg
))
= sinh2(η)
(
Rµν(lin)[δg
αβ] +O
(
1
x4
∂δg
))
. (6.19)
Up to the sub-leading corrections, this is the classical linearized Ricci tensor for a metric fluctu-
ation δgµν around a background G
µν
= sinh2(η)ηµν , or some suitable conformal rescaling thereof
such as (2.63). Note that the indices in the second line are contracted with ηaβ.
6.2 Curvature and gravitational waves
Now we relate the linearized Ricci tensor to the equations of motion of the physical modes A(±)
underlying the metric fluctuations, and show that the linearized gravitational waves of GR are
recovered.
To evaluate the Ricci tensor, we need a relation for hµν . This can be achieved using the
intertwiner relation (A.49),
D2hµν [A] =
(
+ 2
R2r2
I˜
)
hµν [A] = hµν [D2A] + 2
R2
(3hµν [A]− ηµνh[A]) (6.20)
and noting that D2 = +O( 1x4∂) ≈  up to corrections of the order of the cosmological curvature.
Let us discuss this for the different modes.
Pure gauge modes. Consider first the pure gauge mode A(g)[φ]. From the properties derived
in (6.8) we obtain for the Poisson-Ricci tensor
2Rµν(lin)[h(g)[φ]] = h(g)µν +
2
R2
(
h(g)µν −
1
3
ηµνh
(g)
)
[φ]−
(
h(g)µν −
1
3
ηµνh
(g)
)
[φ]
−
(
1
2
+
1
3
)(
{tµ, {tν , h(g)}}+ (µ↔ ν)
)
≈ h(g)µν − h(g)µν [φ] (6.21)
at sufficiently short scales, using (6.10) and dropping 1
R2
terms. Together with (6.20) to this
approximation26, the linearized Ricci tensor (6.21) vanishes both on and off shell as it should,
Rµν(lin)[h] = 0 +O
(
1
x4
∂h
)
. (6.22)
26Of course these modes cannot have any physical effect whatsoever. This is just a consistency check for the
approximation which is used for the other, physical modes.
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Physical A(−) modes. Now consider A(−)[φ(2)], for which the properties listed in (6.12) imply
2Rµν(lin)[h(−)[φ]] = h(−)µν +
2
R2
(
h(g)µν −
1
3
ηµνh
(g)
)
[D−φ] +
({tµ, {tν , D−D−φ}}+ (µ↔ ν))
≈ h(−)µν +
({tµ, {tν , D−D−φ}}+ (µ↔ ν))
= h(−)µν +
1
2
(
{tµ, {tν , h(−)}}+ (µ↔ ν)
)
(6.23)
dropping 1
R2
terms. We will see that this vanishes on-shell but not off-shell for A(−)[φ(2,0)] and
A(−)[φ(2,1)].
Consider first the 2 physical modes A(−)[φ(2,0)]. The on-shell condition (5.55) for the bare action
is ( − 4
R2
)φ(2,0) = 0, and the corresponding metric fluctuation hµν is traceless and satisfies
{tµ, hµν} = 0 due to (6.12c). It follows with (6.20) that the linearized Ricci tensor vanishes
on-shell up to corrections of the order of the cosmological curvature,
sinh2(η)Rµν(lin)[h] ≈ Rµν(lin)[h] ≈
1
2
hµν [D2A(−)] = 0 +O
(
1
x4
∂h
)
. (6.24)
These are essentially the standard Ricci-flat gravitational wave solutions of GR, which are thus
recovered in the bare matrix model. This is one of the main results of this paper. In the presence
of an induced Einstein-Hilbert term SEH (6.34) as discussed below, these will of course remain to
be solutions, up to small corrections.
Now consider the physical modes A(−)[φ(2,1)]. Since they are trace-free (6.12b), it follows with
(6.20) that they are also Ricci-flat up to subleading corrections,
Rµν(lin)[h] = 0 +O
(
1
x4
∂h
)
. (6.25)
In general, there exist only 2 independent Ricci-flat metric modes (apart from trivial diffeo-
morphism modes). Therefore in this approximation, the A(−)[φ(2,1)] should not be independent
modes. This would suggest that the present theory contains only the 2 propagating metric modes
of massless spin 2 gravitons as in GR, rather than the 5 propagating modes of massive gravitons.
However, is is conceivable that the latter are masked by pure gauge modes, and are not visible in
the present approximation. To settle this question, a more refined analysis is required.
Now consider the scalar metric mode arising from A(+)[φ(2,2)]. This is not expected to be Ricci-
flat in general, and provides an extra physical mode which has no counterpart in GR. This is not
surprising due to the reduced gauge invariance, corresponding to a 3-parameter volume-preserving
diffeomorphism group which preserves the invariant volume form. The existence of extra scalar
modes in modified theories of gravity is not uncommon and may be of interest e.g. in the context
of cosmology or possibly dark matter. However, we leave a more detailed investigation to future
work. Finally, the A(+)[φ(0)] mode is not physical and hence discarded.
In the presence of an induced Einstein-Hilbert action SEH (6.34) discussed below, the 2 propagat-
ing Ricci-flat modes will clearly survive, while the fate of the scalar gravity mode remains to be
understood. Of course off-shell, all 5+1 non-trivial metric modes are present, which are needed
to describe gravity in the presence of matter. We therefore expect to recover linearized GR to a
good approximation, presumably with an extra scalar mode, and a non-linear completion defined
by the matrix model.
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6.3 Linearized Einstein-Hilbert-like action
In this final section, we derive an action for hµν which plays the role of the linearized Einstein-
Hilbert (E-H) action. The strategy for the construction is based on two requirements: first, the
action should reduce to the usual linearized E-H action in the appropriate limit and, second,
the action should be gauge invariant. We obtain such an action which is expressed solely in
terms of Poisson brackets, as appropriate for the present framework. Much of the following
considerations would generalize to higher-spin modes. However to keeps things within bounds we
restrict ourselves to the spin 2 sector, postponing the general case.
In the classical case, gauge invariance of the Einstein-Hilbert action is guaranteed by the Bianchi
identity ∇µGµν = 0. To find a gauge-invariant action, we recall from (6.11) that the combination
hµν − 13h ηµν has a particularly simple gauge transformation. Therefore, consider the action
S1 =
∫ (
hµν − 1
3
h ηµν
)
Gµν(lin)
[
hαβ − 1
3
h ηαβ
]
. (6.26)
The gauge transformation of the metric fluctuation is given by δφh
µν = hµν(g)[φ] in (6.8a), which
is non-vanishing only for spin 1 gauge transformations generated by φ ∈ C1. Since the bracket
structure of Gµν(lin) (6.17) amounts to a self-adjoint operator, the gauge variation of this action is
given by
δφS1 = 2
∫
δφ
(
hµν − 1
3
h ηµν
)
Gµν(lin)
[
hαβ − 1
3
h ηαβ
]
= −4
∫
{tµ,A(−)ν [φ]} Gµν(lin)[hαβ −
1
3
h ηαβ]
= 4
∫
A(−)ν [φ]
{
tµ,Gµν(lin)
[
hαβ − 1
3
h ηαβ
]}
(6.27)
using (6.8a). Although {tµ,Gµν(lin)} is reminiscent of the Bianchi identity, it does not vanish here,
but reduces to (A.17). This will determine the required modifications to obtain a gauge-invariant
action. To simplify the evaluation, we define the traceless metric fluctuation
δgµν0 = h
µν − 1
4
ηµν h, δg0 = 0 . (6.28)
In order to compensate the gauge variation of S1, we introduce the following quadratic actions:
Sh =
∫
hh , (6.29a)
S3 =
∫
δg0µνδg
µν
0 , (6.29b)
S4 =
∫
δg0µν{Mµρ, δgρν0 } =
1
2r2
∫
δg0µν I˜(δgρν0 ) , (6.29c)
SM3 =
∫
fµν{Mνρ, hρµ} = −
∫
hµν{Mνρ, fρµ} , (6.29d)
Sgf2 = R
∫
{xµ, Aµ}−D−{tρ, Aρ} , (6.29e)
Sgf3 =
∫
(D−{tν , Aν})−1(D−{tν , Aν}) , (6.29f)
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assuming that −1 makes sense. For the additional action terms, we employ some short-hand
notation
fµν := {xµ,Aν}− − {xν ,Aµ}− , Fµν [A] := {tµ,Aν} − {tν ,Aµ} (6.30)
which satisfy
Fµν [A(−)[φ]] = fνµ[A(g)[φ]] = δφfνµ . (6.31)
The gauge variations are computed to be (cf. appendix A.1)
δφSh = 2
∫
h(g)h , (6.32a)
δφS3 = 2
∫
δgµν0 h
(g)
µν , (6.32b)
δφS4 = 2
∫
δgµν0 {Mνρ, h(g)ρµ } , (6.32c)
δφSM3 = −2
∫ (
{xµ, Aν}−{Mνρ, {xµ, Aρ(g)}−} − {xν , Aµ}−{Mνρ, {xρ, Aµ(g)}−}
)
, (6.32d)
δφSgf2 = R
∫
{xµ, Aµ}−D−{tρ, Aρ(g)}+ {xµ, Aµ(g)}−D−{tρ, Aρ} , (6.32e)
δφSgf3 = 2
∫
(D−φ)D−({tν , Aν}) , (6.32f)
using tracelessness of δgµν0 . These additional action terms allow to compensate the gauge variance
of S1 and, as detailed in appendix A.1, one explicitly finds
δφS1 = − 3
2R2
δSM3 +
6
R2
δφSgf2 − 9
2R2
δφSgf3 +
1
2R2
δφS4 +
1
R2
δφS3 +
1
24
δφSh . (6.33)
We have thus found the analog of the linearized Einstein-Hilbert action
SEH := S1 − 1
24
Sh − 1
R2
S3 − 1
2R2
S4 +
3
R2
(
1
2
SM3 − 2Sgf2 + 3
2
Sgf3
)
(6.34)
which is gauge-invariant,
δφSEH = 0 . (6.35)
It is therefore very plausible that this action is induced by quantum corrections at one loop (and
beyond), upon integrating out fields coupled to the background with metric fluctuation hµν , in the
spirit of Sakharov’s induced gravity [46,68] or the Seeley-de Wit expansion [69]. Upon gauge-fixing
G(A) ≡ {tµ,Aµ} = 0, this action simplifies to
SEH,gf = S1 − 1
24
Sh − 1
R2
(
S3 +
1
2
S4 − 3
2
SM3
)
. (6.36)
Although we do not have a formal proof, it seems that SEH of (6.34) is the only gauge-invariant
term at second order of derivatives of hµν ; however, this needs to be studied in more detail
elsewhere. In particular, there is apparently no gauge-invariant counterpart of the cosmological
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constant
∫
d4x
√
gΛ. The natural analog is actually the original Yang-Mills action (4.1), which
stabilizes the background. This suggests that the cosmological constant problem may not arise
here, because the FLRW background is obtained from the bare Yang-Mills-type matrix model
action, without fine-tuning and even without requiring any matter. Adding matter would modify
the background at shorter scales in a way which should be similar to GR, provided the above
linearized Einstein-Hilbert-like action dominates in the quantum effective action.
To understand and interpret the above expressions in terms of usual tensor calculus, we recall
the results and approximations in section 6.1, and in particular (6.18). Then the action term S1
of (6.26) clearly reduces to the Einstein-Hilbert action for the linearized metric hµν − 13ηµνh of
(6.11), up to corrections suppressed by the cosmological curvature scale. Moreover, recall that
the trace h of the physical spin 2 metric modes can be neglected to leading order. However, the
trace contribution Sh for the scalar metric fluctuations cannot be neglected, and remains to be
understood. The terms S4, SM3 and S3 in brackets contain only one or no derivative of the metric,
and they are suppressed by the cosmological curvature scale just like the subleading corrections
in (6.19). This follows from
1
R2
{Mµν′ , δgαβ} ∼ 1
R2
(xµ∂ν − xν∂µ)δgαβ  Rµν(lin)[δgαβ] (6.37)
as long as ∂  1x4 . Hence, S4, SM3, and S3 should be negligible for short and intermediate scales,
but they may be significant for very long (cosmological) length scales. The remaining terms Sgf2
and Sgf2 vanish upon gauge-fixing and are not considered any further.
Therefore SEH reduces to the linearized E-H action for the physical spin 2 modes on short and
intermediate scales, but not for the trace contribution. The significance of this deviation is not
obvious. Eventually one should also work out the sub-leading contributions O
(
1
x4
∂δg
)
, and try
to interpret them in terms of the cosmological background geometry. These points are postponed
to future work.
It is interesting to observe that gauge-invariance apparently requires the non-local contribution
Sgf3, see (6.29f). Of course, this term vanishes for gauge-fixed fields, leaving a local action whose
leading (2nd derivative) contributions are given by S1 − 124Sh in (6.26). Nevertheless, such a
non-local term is not unreasonable in a quantum effective action.
6.4 Discussion
The precise interplay between the Yang-Mills action (5.3) and the above Einstein-Hilbert-like
action SEH (6.34) is not yet clear. In principle, it should be possible to rewrite the quadratic
Yang-Mills action S2[A] (5.3) for the gravitational modes in terms of the metric fluctuations hµν ,
as in [40]. This would lead to a non-local action27, which for A(−) has the structure
S2[A(−)[φ(2,0)]] ∝ −
∫
hµν [φ(2,0)]
(
− 2
R2
)
(H − 2r2)−1hµν [φ(2,0)] , (6.38)
but we have not yet found an appealing general form. Note that (H− 2R2 ) is the positive-definite
Euclidean Laplacian on H4, so that the inverse is perfectly well-defined and introduces no zeros
or poles. However, we can surely say that the full quadratic action S2 +SEH will admit the usual
27This simply reflects the fact that the Aµ are the fundamental fields here, while the metric fluctuations are
derived fields. Observe that in contrast to H4n [40], the two box operators do not cancel here, leading to the vacuum
Einstein equations even from the bare action.
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two Ricci-flat gravitational waves of GR as solutions, since they are solutions of both actions. In
contrast, the extra non-Ricci-flat mode arising from the scalar mode in A(−)[φ(2,0] and possibly
A(−)[φ(2,1] are presumably not solutions of the full action.
In the presence of matter with standard metric coupling
δASmatter = −1
2
∫
d4x δGµν [A]Tµν , (6.39)
the bare matrix model action (6.38) would not lead to the linearized Einstein equations but rather
to equations of the form (
− 2
R2
)
hµν ∼ −(H − 2r2)Tµν . (6.40)
The source term HTµν would lead to a short-range metric perturbation, but a small long-distance
contribution might survive due to the constant shift. However in the presence of an induced SEH,
we expect that the linearized Einstein equations in the presence of matter are recovered to a good
approximation at intermediate scales, provided that induced SEH dominates. At shorter scales,
corrections due to the right-hand-side of (6.40) are expected.
At the non-linear level, it is not entirely clear how to proceed. The problem is that the derivations
{tµ+Aµ, ·} defined by a deformed background no longer respect the spin operator S2. It remains
to be seen how this can be handled, possibly by defining a deformed spin operator. However this
is just a technical rather than a conceptual problem, and it is clear that the matrix model provides
a fully non-linear completion of the linearized gravity discussed in this paper. It is also clear that
this will not be identical to GR, and significant differences are bound to arise at cosmological
scales. This is manifest by the fact that the cosmological background solution is obtained even
without any matter. But this is also the regime where our present understanding of gravity is very
limited, which is manifest in the big puzzles around dark energy, dark matter, and the related
fine-tuning issues. The gravity theory outlined in this paper clearly has the potential to address
these problems, and it remains to be seen where it leads to.
7 Conclusion and outlook
We briefly summarize some of the most significant points of this paper:
• Fuzzy M3,1n is defined in terms of the minimal discrete series of unitary representations of
SO(4, 2). M3,1n respects a global SO(3, 1) isometry, but (local) Lorentz invariance is not
manifest. It describes 2-fold cover of a FLRW space-time, linked by a Big Bounce.
• The space of functions onM3,1n decomposes into different sectors ⊕Cs, each of which contains
the degrees of freedom of an irreducible massive spin s−k tensor field. The constraints allow
some internal gauge freedom, and they can be represented either as irreducible tangential
tensor fields on H4, or in space-like gauge eliminating the time-like components.
• Due to the lack of Lorentz invariance, these multiplets decompose further into Cs = ⊕kC(s,k).
C(s,k) = (D+)k C(s−k,0). The “lowest” sector C(s−k,0) has the degrees of freedom of massless
spin s fields.
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• The matrix model defines a gauge theory of tangential fluctuation modes on M3,1n , with
a higher-spin-type gauge invariance. We argue that it is ghost-free even though there are
only 3 rather than 4 diffeomorphism modes, due to the internal space-like gauge and the
restricted Lorentz invariance. In particular, the (maximally supersymmetric) IKKT matrix
model is expected to define a good quantum theory around this background solution.
• The bosonic on-shell fluctuation modes are classified, and found to respect effectively local
Lorentz invariance, corresponding to an effective universal metric. In contrast to the Eu-
clidean case [40] they are propagating and are either exactly massless, or massless up to
small corrections.
• The effective metric is not fundamental, but a derived quantity determined be the matrix
model background and its fluctuations. In particular, the cosmological background solution
is not determined by the Friedmann equations. The on-shell fluctuation modes of the
effective metric contain those of massless gravitons, plus a scalar mode. The off-shell metric
fluctuations provide all degrees of freedom required for gravity in the presence of matter.
• Gauge invariance allows to determine an effective Einstein-Hilbert-type action SEH, which
is expected to be induced upon quantization. It appears that no cosmological constant term
can exist. This leads to the scenario where the cosmological background is directly deter-
mined by the matrix model quite independently of the matter content, while gravity arises
only as an effective theory which describes the fluctuations on the background. Deviations
from GR at cosmological scales are expected.
This provides a promising basis for a quantum theory of gravity. However there are many open
issues and loose ends, which need to be tied up in following work. One task is to find and clarify
the 4th off-shell mode, presumably based on A(τ). Also, the inner product matrix of the triplet
of degenerate modes (5.37) should be diagonalized. This would allow to compute the propagator,
and to verify explicitly the no-ghost statement in section 5.5. Furthermore, it is important to
determine whether or not the extra degrees of freedom of massive gravitons arising from A(−)[φ(2)]
are physical, and to clarify their physical significance.
Since we argued that the Einstein-Hilbert-type action SEH is induced upon integrating out matter,
determining the effective Newton constant requires at least a one-loop computation. This is also
required in the computation of quantum corrections to the scale parameter r of the background.
Since H4n has a similar structure as S
4
N , one should be able to repeat the 1-loop computation
along the lines of [36, 70]. In particular, the techniques developed in [6] should be very helpful.
Eventually, the quantum effective action should also allow to justify the choice of a background
solution in the matrix model.
Another task is to compute the sub-leading corrections to the curvature and the linearized Einstein
equations. Since we have the full expressions, it should be possible to clarify the geometrical
meaning of the linearized Ricci-tensors on the cosmological background. This would then allow
to give a meaningful comparison with the standard picture of a cosmological constant, and to
address possible relations with apparent dark energy.
Furthermore, the significance of the bare action for the gravitational sector should be clarified,
and the full equations for gravity in the presence of matter should be derived and studied. Further
topics are finding an analog of the Schwarzschild solution, investigating the deviations from GR
in detail, etc.
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In any case, having a mechanism for gravity on a (3+1)-dimensional solution of the IKKT matrix
model is very significant. For example, this may allow to avoid the issue of a landscape in
string theory. That problem arises in the standard approach to string theory, because gravity is
assumed to originate from the 10-dimensional bulk gravity, which must thus be compactified to 4
dimensions. In the present mechanism this is no longer required; extra structure for low-energy
gauge theory can arise in different ways, see e.g. [65, 66] and references therein. Ultimately, one
should try to relate these analytic studies with non-perturbative simulations as in [12–15].
Looking forward, a particularly interesting perspective is to elaborate the early universe near
the Big Bounce. While the late-time k = −1 cosmology is not quite in line with the present
concordance model, the resulting picture is very reasonable, given the simplicity of the model and
the crudeness of our analysis. Ultimately, the present framework could be powerful enough to
address also the deep questions around black holes and the resolution of singularities.
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A Mathematical supplements and details
A.1 Derivation of the Einstein-Hilbert-like action
Here, we provide the details for the derivation of the Einstein-Hilbert-like action (6.34). To begin
with, we split the variation (6.27) of S1 according to the traceless perturbation (6.28) and obtain
δφS1 = 4
∫
A(−)ν [φ] {tµ,Gµν(lin)[δgαβ0 ]}︸ ︷︷ ︸
≡Υ1
−1
3
∫
A(−)ν [φ] {tµ,Gµν(lin)[h ηαβ]}︸ ︷︷ ︸
≡Υ2
≡ Υ1 + Υ2 . (A.1)
Next, we note that first term in (A.1) can be simplified using (A.17) and (6.31) as
Υ1 = 4
∫
A(−)ν [φ]{tµ,Gµν(lin)[δg0]}
= 2
∫
A(−)ν [φ]
( 1
r2R2
(
2{tρ, {θρ′ρ, δgρ
′ν
0 }} − {tρ, {θµν , δgρµ0 }}
)
+
2
R2
{tρ, δgρν0 }
)
= − 2
R2
∫
{tρ,A(−)ν [φ]}
(
− 2{Mρ′ρ, δgρ′ν0 }+ {Mµν , δgρµ0 }+ 2δgρν0
)
= − 2
R2
∫
{tρ,A(−)ν [φ]}
(
− 1
2
({Mρ′ρ, δgρ′ν0 }+ {Mρ
′ν , δgρ
′ρ
0 })
− 3
2
({Mρ′ρ, δgρ′ν0 } − {Mρ
′ν , δgρ
′ρ
0 }) + 2δgρν0
)
=
1
R2
∫
3Fρν [A(−)]{Mµρ, δgµν0 } − h(g)ρν {Mµν , δgρµ0 }+ 2h(g)µν δgµν0
=
1
R2
∫
3δgµν0 {Mµρ, δφfρν}+ δgρµ0 {Mµν , h(g)νρ [φ]}+ 2δgµν0 h(g)µν [φ] . (A.2)
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With the additional action terms (6.29) and their variations (6.32), Υ1 can be written as
Υ1 =
1
R2
∫ (
3δgµν0 {Mµρ, δφfρν}+ δgρµ0 {Mµν , h(g)νρ [φ]}+ 2δgµν0 h(g)µν [φ]
)
=
1
R2
∫
3δgµν0 {Mµρ, δφfρν}+
1
2R2
δφS4 +
1
R2
δφS3 . (A.3)
The first term in (A.3) can be re-written by noting that
−
∫
hµν{Mνρ, fρµ[A(g)]} = −
∫
{xµ, Aν}−{Mνρ, {xµ, Aρ(g)}−} − {xν , Aµ}−{Mνρ, {xρ, Aµ(g)}−}
+ {xν , Aµ}−{Mνρ, {xµ, Aρ(g)}−} − {xµ, Aν}−{Mνρ, {xρ, Aµ(g)}−}
=
1
2
δφSM3 +
∫
{Mνρ, {xν , Aµ}−}{xµ, Aρ(g)}−
+
∫
{xµ, Aν}−{Mνρ, {xρ, Aµ(g)}−} . (A.4)
Applying (A.33) twice yields
−
∫
hµν{Mνρ, fρµ[A(g)]} = 1
2
δφSM3 +
∫
({xρ, Aµ}− +R{tρ, D−Aµ}){xµ, Aρ(g)}−
−
∫
{xµ, Aν}−({xν , Aµ(g)}− +R{tν , D−Aµ(g)})
=
1
2
δφSM3 +R
∫ (
{tρ, D−Aµ}{xµ, Aρ(g)}− − {xµ, Aν}−{tν , D−Aµ(g)}
)
=
1
2
δφSM3 −R
∫ (
(D−Aµ){xµ, {tρ, Aρ(g)}}− − {xµ, {tν , Aν}}−(D−Aµ(g))
)
=
1
2
δφSM3 +R
∫ (
{xµ, D−Aµ}+{tρ, Aρ(g)} − {tν , Aν}{xµ, D−Aµ(g)}+
)
=
1
2
δSM3 +R
∫ (
D+({xµ, Aµ}−){tρ, Aρ(g)} −D+{xµ, Aµ(g)}− {tν , Aν}
)
=
1
2
δSM3 −R
∫ (
{xµ, Aµ}−D−({tρ, Aρ(g)})− {xµ, Aµ(g)}−D−({tν , Aν})
)
=
1
2
δSM3 − δφSgf2 + 2R
∫ (
{xµ, Aµ(g)}−D−({tν , Aν})
)
(A.5)
where we used
{xµ, D−Aµ}+ = D+({xµ, Aµ}−)− {D+xµ, Aµ}− . (A.6)
Now Υ1 needs
δgρµ0 {Mµν , δφfνρ} = hρµ{Mµν , δφfνρ} −
1
4
h{Mµν , δφfνµ}.
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The first term was just evaluated above, and the last term is∫
h{Mµν , δφfνµ} =
∫
h{Mµν , {xν ,A(g)µ [φ]}− − {xµ,A(g)ν [φ]}−}
= 2
∫
h{Mµν , {xν ,A(g)µ [φ]}−}
= 2
∫
h({xµ,A(g)µ [φ]}− +R{tµ, D−A(g)µ [φ]})
= −2R
∫
h˜D−({tµ,A(g)µ [φ]})
= −4R
∫
{xν ,Aν}−D−{tµ,A(g)µ [φ]} (A.7)
using again (A.33) and
{tµ, D−Aµ} = D−{tµ,Aµ} − {D−tµ,Aµ}
= D−{tµ,Aµ} − 1
R
{xµ,Aµ}− . (A.8)
Therefore∫
δgρµ0 {Mµν , δφfνρ} =
∫
hρµ{Mµν , δφfνρ} −
∫
1
4
h{Mµν , δφfνµ}
= −1
2
δSM3 + δφSgf2 − 2R
∫ (
{xµ, Aµ(g)}−D−({tν , Aν})
)
+R
∫
{xν ,Aν}−D−{tµ,Aµ(g)[φ]}
= −1
2
δSM3 + 2δφSgf2 − 3R
∫
{xµ, Aµ(g)}−D−({tν , Aν})
= −1
2
δSM3 + 2δφSgf2 − 3
∫
D−φD−({tν , Aν}).
The last term is non-vanishing only for φ = D+φ0, and only the spin 0 mode Aµ = A(+)[ψ0] =
{xµ, ψ0} for ψ0 ∈ C0 can contribute (since {tν , A(−)ν [φ(2)]} = 0). Then
D−({tν ,A(g)ν [φ0]}) = D−(φ0) = D−φ0 (A.9)
so that the last term can be written as gauge variation (6.32f) of the action (6.29f). Consequently,
we are lead to
Υ1 =
1
R2
∫
3δgµν0 {Mµρ, δφfρν}+
1
2R2
δφS4 +
1
R2
δφS3
=
3
R2
(
−1
2
δSM3 + 2δφSgf2 − 3R
∫ (
{xµ, Aµ(g)}−D−({tν , Aν})
))
+
1
2R2
δφS4 +
1
R2
δφS3
= − 3
2R2
δSM3 +
6
R2
δφSgf2 − 9
2R2
δφSgf3 +
1
2R2
δφS4 +
1
R2
δφS3 . (A.10)
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Lastly, the conformal metric fluctuations contribute using (A.19) as follows:
Υ2 = −1
3
∫
A(−)ν [φ]{tµ,Gµν(lin)[h ηαβ]}
= − 1
2R2
∫
A(−)ν [φ]
({tν , h} − 1
r2
I˜{tµ, h}
)
= − 1
2R2
∫ (
A(−)ν [φ]{tν , h} −
1
r2
I˜
(
A(−)ν [φ]
)
{tµ, h}
)
= − 1
2R2
∫ (
A(−)ν [φ]{tν , h} −
1
r2
(r2Aµ(−)[φ] + r2R{tµ, D−φ}){tµ, h}
)
=
1
2R2
∫
R{tµ, D−φ}{tµ, h}
=
1
2R2
∫
RD−φ(s)h = 1
12
∫
h(g)h
=
1
24
δφSh , (A.11)
using (A.33) and (6.8b).
A.2 Conservation law
Using the definitions (6.16), we compute first for any trace-less metric δgµν0
2{tµ,Rµν(lin)[δg0]} = {tµ,δgµν0 } −{tρ, δgρν0 }+ {tµ, {tν , {tρ, δgρµ0 }}}
= {tµ,δgµν0 } −{tρ, δgρν0 } −
1
r2R2
{θµν , {tρ, δgρµ0 }}+ {tν , {tµ, {tρ, δgρµ0 }}} .
Now we use
({tρ, δgρν0 }) = {tρ, (+
3
R2
)δgρν0 } −
2
r2R2
{θρρ′ , {tρ′ , δgρν0 }}
= {tρ, (+ 3
R2
)δgρν0 } −
2
r2R2
(
{tρ′ , {θρρ′ , δgρν0 }}+ {{θρρ
′
, tρ′}, δgρν0 }
)
= {tρ, (+ 3
R2
)δgρν0 } −
2
r2R2
(
{tρ′ , {θρρ′ , δgρν0 }}+ 3r2{tρ, δgρν0 }
)
= {tρ,δgρν0 } −
2
r2R2
(
{tρ′ , {θρρ′ , δgρν0 }}+
3
2
r2{tρ, δgρν0 }
)
(A.12)
due to (5.27). Hence
{tρ,δgρν0 } −({tρ, δgρν0 }) =
2
r2R2
{tρ′ , {θρρ′ , δgρν0 }}+
3
R2
{tρ, δgρν0 } (A.13)
Therefore
2{tµ,Rµν(lin)[δg0]} =
1
r2R2
(
2{tρ′ , {θρρ′ , δgρν0 }} − {θµν , {tρ, δgρµ0 }}
)
+
3
R2
{tρ, δgρν0 }
+ {tν , {tµ, {tρ, δgρµ0 }}} (A.14)
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The second term can be written as
{θµν , {tρ, δgρµ0 }} = {{θµν , tρ}, δgρµ0 }+ {tρ, {θµν , δgρµ0 }}
= −r2{ηµρtν − ηνρtµ, δgρµ0 }+ {tρ, {θµν , δgρµ0 }}
= r2{tµ, δgνµ0 }+ {tρ, {θµν , δgρµ0 }} (A.15)
using δg0 = 0. Hence
2{tµ,Rµν(lin)[δg0]} =
1
r2R2
(
2{tρ′ , {θρρ′ , δgρν0 }} − {tρ, {θµν , δgρµ0 }}
)
+
2
R2
{tρ, δgρν0 }
+ {tν , {tµ, {tρ, δgρµ0 }}} (A.16)
Similarly R(lin)[δgµν0 ] = {tµ, {tρ, δgρµ0 }}, and (6.16) gives
2{tµ,Gµν(lin)[δg0]} = 2{tµ,Rµν(lin)} − {tν ,R(lin)}
=
1
r2R2
(
2{tρ′ , {θρρ′ , δgρν0 }} − {tρ, {θµν , δgρµ0 }}
)
+
2
R2
{tρ, δgρν0 } . (A.17)
Now consider trace contributions to the metric
Gµν(lin)[hηαβ] = −hηµν −
1
2
({tµ, {tν , h}}+ (µ↔ ν)) . (A.18)
These contribute as follows
{tµ,Gµν(lin)[hη]} = −{tν ,h} −
1
2
{tµ, {tµ, {tν , h}}} − 1
2
{tµ, {tν , {tµ, h}}}
= −{tν ,h}+ 1
2
{tν , h}+ 1
2
{tν ,h} − 1
2r2R2
{θνµ, {tµ, h}}
= −{tν ,h}+ 1
2
(D2 − 2
r2R2
I˜){tν , h}+ 1
2
{tν ,h} − 1
2r2R2
I˜{tµ, h}
= −{tν ,h} − 1
r2R2
I˜{tν , h}+ 1
2
{tν , (+ 3
R2
)h}+ 1
2
{tν ,h} − 1
2r2R2
I˜{tµ, h}
=
3
2R2
{tν , h} − 3
2r2R2
I˜{tµ, h} (A.19)
A.3 Time-like mode
Suppose there exists an extra on-shell gauge-fixed solution to (D2 + 12µ2)B(τ) = 0 of the form
B(τ)[φ(s)] := A(τ)[φ(s)] + {tµ, χ(s)}+
∑
±
B(±)[φ±] ∈ Cs (A.20)
where χ is determined by 0 = G(B(τ)) ≡ {tµ,B(τ)µ }; hence, by using (3.40), this reduces to
sinh(η)(4 + s+ τ)φ(s) = χ(s). (A.21)
The on-shell condition gives
0 =
(
D2 + 1
2
µ2
)
B(τ)µ [φ] = xµ
(
+ 4
R2
)
φ+ 2ðµφ+ {tµ,χ}+
∑
±
B(±)[(+ . . .)φ±]
= xµ
(
+ 4
R2
)
φ+ 2ðµφ+ {tµ, sinh(η)(4 + s+ τ)φ}+
∑
±
B(±)[(+ . . .)φ±] (A.22)
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Taking {tµ, ·} of that expression yields
0 = {tµ, xµ
(
+ 1
R2
)
φ(s)}+ 2{tµ,ðµφ(s)} −(sinh(η)(4 + s+ τ)φ(s))
=
x4
R
(4 + s+ τ)
((
+ 1
R2
)
φ
)
+ 2{tµ,ðµφ(s)} − 1
R
 (x4 (4 + s+ τ)φ)
=
x4
R3
(4 + s+ τ)φ+ 2{tµ,ðµφ(s)} − 4
R3
x4(4 + s+ τ)φ+
2
R
{tµ, x4}{tµ, (4 + s+ τ)φ}
= 2{tµ, ðµφ(s)} − 3x4
R3
(4 + s+ τ)φ− 2x4
R3
(s+ τ)((4 + s+ τ)φ) (A.23)
since the B(±) are gauge-fixed, and we used (A.21) and x4 = 4R2x4. This provides some
(Lorentz-violating) on-shell condition for φ. However, (A.22) states that xµ( + 4R2 )φ + 2ðµφ +
{tµ, sinh(η)(4 + s + τ)φ} is a linear combination of the two B(±)µ modes. This implies that there
is another, independent equation for φ, which strongly suggests that there is no generic solution.
Unfortunately we cannot provide a formal proof here.
A.4 Group theory and useful identities
Consider
[C2[so(4, 1)],M45] = −i
(
Mb4Mb5 +Mb5Mb4
)
= −2iMb4Mb5 − i[Mb5,Mb4]
= −2iMb4Mb5 + 4M54 = −2iR
r
TµX
µ + 4M54 , (A.24)
such that
C2[so(4, 1)]M45 =M45 (C2[so(4, 1)]− 4)− 2iR
r
TµX
µ (A.25)
This holds in any representation, in particular in the adjoint acting on functions. Thus
−i2R
r
Tr
(
φ′[Tµ, [Xµ, φ]]
)
= Trφ′
(
C2ad[so(4, 1)][M45, φ]− [M45, (C2ad[so(4, 1)]− 4)φ]
)
=
(
C2[φ′]− C2[φ] + 4) Trφ′[M45, φ] . (A.26)
Similarly,
[TµT
µ,M45] = Tµ[Tµ,M45] + [Tµ,M45]Tµ
= −i 1
rR
(TµXµ +XµTµ)
= −i 2
rR
TµXµ − 4
rR2
X4 (A.27)
in any representation28. This is consistent with (3.5). In particular, from
[C2[so(4, 1)],M45] = 1
2
[S2,M45] = R2[TµTµ,M45] (A.28)
(since [C2[so(3, 1)],M45] = 0) we obtain in the adjoint representation
−i2R
r
Trφ′[Tµ, [Xµ, φ]] = Trφ′
(
R2[M45, φ]− [M45, (R2− 4)φ]) . (A.29)
28Note that (2.35) only holds on Hn, but not e.g. in the adjoint representation.
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Identities for I({xµ, φ}). Next, recall the following result of [40]
2I˜(5)({xa, φ}) = 2{θab, {xb, φ}} = r2
(
1
2
S2 − s(s+ 1) + 4
)
({xa, φ}), a = 0, . . . , 4 (A.30)
and in particular
I˜(5)
(
{xa, φ(s)}+
)
= r2(s+ 3){xa, φ(2)}+
I˜(5)
(
{xa, φ(s)}−
)
= r2(−s+ 2){xa, φ(2)}−
(A.31)
which then implies
I˜({xµ, φ(s)}) = r
2
2
(1
2
S2 − s(s+ 1) + 4
)
{xµ, φ(s)}+ r2R{tµ, {x4, φ(s)}} . (A.32)
For the A(±) modes, this gives
I˜(Aµ(+)) = r2(s+ 3)Aµ(+) + r2R{tµ, D+φ(s)}
I˜(Aµ(−)) = r2(−s+ 2)Aµ(−) + r2R{tµ, D−φ(s)} .
(A.33)
Furthermore, evaluating the 4 component of (A.30) yields
R{tµ, {xµ, φ(s)}} = 1
2
(1
2
S2 − s(s+ 1) + 4
)
{x4, φ(s)} , (A.34)
which is useful to understand the orthogonality. Using S2 = 2C2[so(4, 1)] − C2[so(4, 2)] as in
(3.2), one can see that this relation is nothing but (A.26) in the adjoint representation. For the
A(±) modes, this gives
R{tµ,A(+)µ [φ(s)]} = (s+ 3){x4, φ(s)}+ ,
R{tµ,A(−)µ [φ(s)]} = (−s+ 2){x4, φ(s)}− .
(A.35)
Similarly, (A.29) gives along the same lines
R{tµ, {xµ, φ(s)}} = 1
2
(
(R2+ 4){x4, φ(s)} − {x4, R2φ(s)}
)
(A.36)
which immediately implies
R{tµ,A(±)µ [φ(s)]} =
1
2
(
(R2+ 4){x4, φ(s)}± − {x4, R2φ(s)}±
)
(A.37)
and together with (A.35), we find
D+φ(s) = D+
(
+ 2s+ 2
R2
)
φ(s) ,
D−φ(s) = D−
(
− 2s
R2
)
φ(s) .
(A.38)
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This implies
D+D−φ(s) = D+D−φ(s), D−D+φ(s) = D−D+φ(s) (A.39)
and
−1D+φ = D+
(
+ 2s+ 2
R2
)−1
φ ,
−1D−φ = D−
(
− 2s
R2
)−1
φ ,
(A.40)
provided the inverses on the right-hand-side exist. We finally note
D−{xν , φ(2)}− = {x4, {xν , φ(2)}−}− = {xν , {x4, φ(2)}−}− = {xν , D−φ(2)}− (A.41)
since {tν , ·} respects the spin.
D2 intertwiner for hµν. To evaluate Rµν(lin)[hµν ], it is useful to extend the definition (6.3) of
hµν as follows:
A 7→ hµν(4)[A] = {Aµ, xν}− + (µ↔ ν)
A 7→ hab(5)[A] = {Aa, xb}− + (a↔ b) (A.42)
viewed as SO(3, 1) and SO(4, 1) intertwiners, respectively. Here we assume that Aµ arises from
Ab in (5) ⊗ (ad); this is the case for all physical fluctuation modes as discussed in section 5.3.
Then the following the intertwiner property holds:
C2[so(4, 1)](full)hab(5)[A] = hab(5)
[
C2[so(4, 1)](full)A
]
(A.43)
and similarly for SO(3, 1). The full Casimirs can be expressed in terms of I˜ as explained in section
5.2, and we obtain(
C2[so(4, 1)](ad) − 2r−2I˜(5) + C2(5)
)
hab(5)[A] = hab(5)
[(
C2[so(4, 1)](ad) − 2r−2I˜(5) + 4
)
A
]
(
C2[so(3, 1)](ad) − 2r−2I˜(4) + C2(4)
)
hµν(4)[A] = hµν(4)
[(
C2[so(3, 1)](ad) − 2r−2I˜(4) + 3
)
A
]
(A.44)
using (3.2), and C2(5) := C
2[so(4, 1)](5)⊗(5) and C2(4) := C
2[so(3, 1)](4)⊗(4) denotes the Casimirs
acting on the indices. Here
I˜(5)hµν(5)[A] = {θµa, haν(5)}+ {θνa, hµa(5)}. (A.45)
Subtracting these for hµν(5) = h
µν
(4) = h
µν , we obtain(
R2− 2r−2
(
I˜(5) − I˜(4)
)
+ C2(5) − C2(4)
)
hµν [A] = hµν
[(
R2− 2r−2
(
I˜(5) − I˜(4)
)
+ 1
)
A
]
(
R2D2 − 2r−2I˜(5) + C2(5) − C2(4)
)
hµν [A] = hµν
[(
R2D2 − 2r−2I˜(5) + 1
)
A
]
(A.46)
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where D2 = + 2
r2R2
I˜(4). To proceed, we need
I(5){Aµ, xν}− − {I(5)Aµ, xν}− = {θµb, {Ab, xν}−}+ {θνb, {Aµ, xb}−} − {{θµb,Ab}, xν}−
= r2{Aµ, xν}− + {θµb, {Ab, xν}−}+ {xν , {θµb,Ab}}−
= r2{Aµ, xν}− + {Ab, {θµb, xν}−}
= r2{Aµ, xν}− − r2{Ab, xb}−ηµν + r2{Aν , xµ}−
using (2.24), (A.31), and the Jacobi identity. This gives
I(5)hµν [A]− hµν [I˜(5)A] = 2r2hµν [A]− 2r2{Ab, xb}−ηµν (A.47)
and therefore(
D2 + 1
R2
(
C2(5) − C2(4)
))
hµν [A] = hµν
[(
D2 + 4
R2
)
A
]
+
4
R2
{Ab, xb}−ηµν (A.48)
hence
D2hµν [A] = hµν
[(
D2 + 6
R2
)
A
]
+
2
R2
ηµν
(
−h(5)[A] + h44(5)[A]
)
= hµν [D2A] + 2
R2
(3hµν [A]− ηµνh[A]) (A.49)
(where h ≡ h(4)), using 2{Ab, xb}− = −h(5) and
(C2(5) − C2(4))hµν [A] = −2hµν [A]− 2ηµνh44[A] (A.50)
since Mα4(5)vµ = −iδαµ v4 using (5.20).
A.5 Consistency checks
Here, we check the implications of (5.38) for consistency. To begin with, (5.38) implies∫
A(+)µ [D−φ′(s)]I˜A(−)µ [D+φ(s)] (A.51)
=
∫
A(+)µ [D−φ′(s)]
(
r2(−s+ 1)Aµ(−)[D+φ(s)] + r2R{tµ, D−D+φ(s)}
)
=
∫
I˜A(+)µ [D−φ′(s)]A(−)µ [D+φ(s)]
=
∫ (
r2(s+ 2)Aµ(+)[D−φ′(s)] + r2R{tµ, D+D−φ′(s)}
)
A(−)µ [D+φ(s)]
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using the fact that I˜ is self-adjoint, see (5.15). From this equality, we learn that∫
(−s+ 1)A(+)µ [D−φ′(s)]Aµ(−)[D+φ(s)] +RA(+)µ [D−φ′(s)]{tµ, D−D+φ(s)}
=
∫
(s+ 2)Aµ(+)[D−φ′(s)]A(−)µ [D+φ(s)] +R{tµ, D+D−φ′(s)}A(−)µ [D+φ(s)]
− (2s+ 1)
∫
A(+)µ [D−φ′(s)]Aµ(−)[D+φ(s)]−R
∫
{tµ,A(+)µ [D−φ′(s)]}D−D+φ(s)
= −R
∫
D+D−φ′(s){tµ,A(−)µ [D+φ(s)]}
− (2s+ 1)
∫
A(+)µ [D−φ′(s)]Aµ(−)[D+φ(s)]− (s+ 2)
∫
D+D−φ′(s)D−D+φ(s)
= −(−s+ 1)
∫
D+D−φ′(s)D−D+φ(s) (A.52)
such that
−
∫
A(+)µ [D−φ′(s)]Aµ(−)[D+φ(s)] =
∫
D+D−φ′(s)D−D+φ(s) . (A.53)
This is the same as (5.58i), which provides a consistency test.
A.6 Relations for H
Consider the following intertwiner relation discussed in [40]:
r2C2[so(4, 1)](full)A(−)a [φ(s)] = −
(
H + 2I(5) − r2(S2 + 4)
)
A(−)a [φ(s)]
= A(−)a [r2C2[so(4, 1)]φ(s)] (A.54)
for a = 0, . . . , 4. More explicitly, this reads
−(H + 2r2(2− s)− r2(2s(s− 1) + 4))A(−)a [φ(s)] = A(−)a [(−H + r2S2)φ(s)]
(−H + 2r2s2)A(−)a [φ(s)] = A(−)a [(−H + 2r2s(s+ 1))φ(s)]
HA(−)a [φ(s)] = A(−)a [(H − 2r2s)φ(s)] (A.55)
using I(5)A(−)a [φ(s)] = r2(2− s)A(−)a [φ(s)], see (A.31). Similarly, the intertwiner property
C2[so(4, 1)](ad){xa, φH(s−1)a } = {xa, C2[so(4, 1)](full)φH(s−1)a } (A.56)
provides us with
(H − 2r2s(s+ 1)){xa, φH(s−1)a } = {xa, (H + 2r2(2− s)− r2(2s(s− 1) + 4))φH(s−1)a }
(H − 2r2s){xa, φH(s−1)a } = {xa,HφH(s−1)a } . (A.57)
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