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Working very far from maximum power point diminishes the created power from 
photovoltaic (PV) system. It is therefore vital, in order to ensure ideal operating conditions, to 
constantly track the Maximum Power Point (MPP) of the PV panel array. However, this is 
not easy to identify, due to considerable changes in external influences and the nonlinear 
relationship of the electrical attributes of PV panels. Therefore, Maximum Power Point 
Tracking (MPPT) methods can be used to uphold the PV panel operating at its MPP. To date, 
a number of MPPT methods have been developed, ranging from the simple to the more 
complex, depending on the weather conditions and the control strategies employed.  
 This current study offers a novel approach to augment the MPPT method for the PV 
system, based on the Lagrange Interpolation (LI) formula and the Particle Swarm 
Optimisation (PSO) method. The LI method is used initially to determine the optimum value 
of the duty cycle in the case of the MPP, according to the operating point. Starting from that 
point, the PSO method can then be used to search for the true Global Peak (GP). The 
proposed MPPT controller essentially initialises the particles surrounding the MPP, thereby 
providing the initial swarm with information concerning the most effective position. This has 
the ability to improve PSO efficiency and lead to a more rapid convergence, with zero steady-
state oscillations. Additionally, there is no need to restrict particle velocity, as the initial 
values are closer to MPP. Thus, the proposed technique aims to increase efficiency without 
adding additional complexity, thereby substantially enhancing potential tracking speeds, 
while also reducing the steady-state oscillation (i.e. to practically zero) once the MPP is 
located. This offers a number of significant improvements over the conventional PSO 
method, in which new operating points are at too great a distance from MPP, and thus require 
additional iterations. 
 The algorithm put forward in this work is verified with an OPAL-RT real time simulator 
and Matlab Simulink tool. A number of simulations are undertaken and compared to: (1) the 
Perturb and Observe (P&O) method; (2) the Incremental Conductance (IncCond) method; 
and (3) the PSO based algorithm. The simulation results indicate that the proposed algorithm 
can effectively enhance stability and fast tracking capability under fast-changing non-uniform 
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1. The Importance of Maximum Power Point Tracking 
Solar energy is widely regarded as the most auspicious source of renewable energy, as 
(unlike other sources of renewable energy) it has no geographical restrictions. In addition, 
solar energy cannot be depleted, and is environmentally friendly. In general, a PV cell is a 
semiconductor material capable of producing direct current electricity once its surface is 
exposed to direct sunlight. A French experimental physicist was the first to discover a PV 
effect in 1839, and the first the first PV cell was later made in the United States in 1954, to be 
used in the space programme. Nevertheless, due to low power output, high costs, and low 
rates of efficiency, the use of the PV cell did not spread outside the space programme, and 
was only adopted in the 1970s following a number of oil crises [1,3 and 7]. 
More recently, the use of PV systems has become a prevalent technique of generating 
power, because of: (1) its environmental friendliness; (2) respected technology; (3) its 
production of a free source of energy; (4) minimal maintenance; (5) high levels of efficiency; 
and (6) reduced costs. Furthermore, a PV system does not require mechanical parts to 
generate power and is a long lasting method of electricity generation [2-7]. However, PV 
systems have a number of weaknesses: firstly, PV systems have limited capacity and low 
conversion efficiency; secondly, they involve high set up costs; and thirdly, they are 
dependent on weather conditions (i.e. sunlight), which are subject to frequent change. 
Consequently, the duration of electric current generation by PVs may be limited, as a result of 
its dependence on the temperature of its surroundings, and sunlight in particular. In addition, 
the voltage-current (I-V) and power-voltage (P-V) features of PV cell are not linear, since 
they vary with irradiance and temperature [6-12]. The (P–V) feature of a PV module requires 
the module to have an optimal operating point (i.e. MPP)) to yield its maximum power output. 
This point is variable and dependent on local weather conditions and load impedance. 
Therefore, MPPT methods are necessary for a PV system to maintain the operation of PV 
panels at their MPP [1, 2] [15- 20]. 
Furthermore, the efficiency of MPPT controllers is reduced under PSC, due to the 
assumption that most MPPT controllers operate in such a way that the PV module can only 
produce its maximum power a one point within the P–V characteristic. However, the P–V 
characteristic becomes more complex and exhibits multiple peaks in PSC, which in turn 
affects the performance of the controller, resulting in a reduction in the complete output 
power of the system [23, 24]. Recently, a large number of modified MPPT methods have been 




dynamic system response, as well as minimising system hardware [24-27]. These methods 
differ in complexity, accuracy and speed. Yet, even when the tracking was undertaken 
perfectly with these methods, it resulted in a slow dynamic response speed of the system [21, 
26 and 24].  
1.1. Problem Statement 
The appearance of the output features of PV panels can lead to an assumption that their 
output is a function of irradiance and the temperature that indicates non-linear characteristics 
of PV panel power output (Ppv) versus the current output. As such, it is important to acquire 
the highest possible power at all times. Notably, the control of the power electronics by the 
converter on the PV current ensures the effective function of PV panels at MPP. The variation 
between MPP and atmospheric conditions is attributed to the changes in the reference value of 
the PV current. In this case, the PV current is changed according to the atmospheric 
conditions. The MPPT algorithm frequently exerts an influence on PV current changes, and 
thus the aim of this current study is to make an introduction to the MPPT system. The MPPT 
system is intended to foresee and track the MPP of the PV system under environmental 
changes that could be high within the shortest time possible, with no mistakes being realised 
and low oscillation. There are a number of setbacks associated with conventional MPPT 
algorithms, including: oscillation around the MPP; slow speed response; and wrong direction 
tracking, in particular in the presence of high atmospheric conditions changes.  
 
1.2. Scope of the Research 
Two weaknesses exist within PV systems. Firstly, conversion effectiveness is very low 
(9%-20%) when subjected to low sun energy. Secondly, the current of the PV, and the 
production of energy, are dependent on weather patterns, leading to constant changes in 
temperature and solar energy. Moreover, the features of the PV battery are non-linear, i.e. 
they vary in temperature and irradiance. The PV output feature generally contains a point at 
which the PV module yields its highest output power and energy, i.e. MPP. At the same time, 
the actual point is unidentified, and may be arrived at through module computation or through 
search algorithms, including the MPPT technique [8-20]. 
According to [23], PV panels present a number of local maximum output power points on the 
I-V or P-V curves of the PV panels, if allowed to function under non-uniform solar irradiation 




MPPT algorithms, due to the existence of only a single unique maximum point across the P-V 
curve. In addition, no suboptimal local maximum exists along the output curves features of 
the PV panels. More significantly, research into MPPT algorithms for PV arrays indicates 
more than a single maximum output point on the P-V panel curves or P-I, and is within the 
scope of this current research. Therefore, the aim of this thesis is to concentrate on methods of 
improving PSO algorithms, as well as correcting the setbacks of traditional MPPT algorithms. 
Recent literature has also proposed a number of modified MPPT methods [28, 43], which 
differ by characteristics, including: simplicity; cost; conversion efficiency; number of sensors; 
and application hardware [43]. At the same time, it is not possible to correctly track MPP 
during a rapid change of weather conditions, and it is not possible to operate the system at 
MPP under PSC, due to a lack of differentiation between the local MPP and Global Peak (GP) 
; this is because of the assumption that most MPPT controllers operate such that there is only 
one point that the PV module can produce its maximum power within the P–V characteristic. 
However, when partial shading conditions (PSC) occur the P–V characteristic becomes more 
complex and exhibits multiple peaks, which in turn affects the performance of the controller 
and causes a reduction in the whole output power of the system as a result [24, 43-48]. In 
view of these drawbacks, the following factors have been taken into consideration when 
developing the proposed MPPT algorithm: 
 The dynamic response speed of the system: since a fast dynamic respond can 
increase the system output power. 
 Steady-State Power oscillation: as reducing the power oscillation around the MPP 
can considerably reduce power loses. 
 Tracking direction: in case of rapidly changing weather conditions most of the 
MPPT algorithm can be confused and track in a wrong direction. 
 PSC: the efficiency of MPPT controllers is reduced under these conditions. The 
assumption made by the majority of MPPT controllers is that on the P-V 
characteristic there is only one point at which the PV module can produce its 
maximum power. However, when PSC occurs, the module will have several 
MPPs, which will impact on the performance of the controller, causing a reduction 




1.3. Aim and Objectives 
The aim of this current research is to design and simulate an efficiency controller for a PV 
system capable of identifying and tracking the MPP of PV in a short time with minimum error 
and low oscillation under all conditions. To date, the efficiency of the PV system has been 
approximately 9-20%, an efficiency that can reduce in response to both weather and load 
conditions [6]. The objectives of this current work are: 
1) To study the behaviour of PV modules under different environmental conditions, and 
their modelling techniques in MATLAB using equivalent circuits, suitable for analysis and 
simulation. 
2) To investigate features influencing the performance of MPPT algorithms, i.e. PV 
capacitance and PSC. 
3) To examine four essential non-isolated DC-DC converters, including contrasting their 
benefits and weaknesses in various climatic settings, in order to establish the most effective 
PV system DC-DC converter.  
4) To investigate the performance of five widely used MPPT algorithms in the PV system, 
comparing their performance and efficiency. 
5) To propose a new MPPT method for a PV system based on the LI Formula and PSO 
method capable of dealing with issues arising when searching for MPP. 
6) To investigate the performance of the PV system using the proposed algorithm, 
comparing it to the existing MPPT algorithm using the MATLAB Tools Simulink and RT-lab 
simulator.  
1.4. Organisation of the thesis  
The thesis contains eight chapters, as follows 
Chapter One gives a brief overview of MPP tracking, and the scope of the work, followed 
by the organisation of the thesis.  
Chapter Two presents a literature review of selected works focussing on different MPPT 
controllers employed in this field. 
Chapter Three presents the background of PV status and types, along with a description and 




of a PV cell. This chapter also introduces MPPT, and discusses the main factors capable of 
limiting its efficiency.  
Chapter Four forms a discussion of a number of different types of non-isolated converters 
(buck, boost, buck-boost, and Cúk). 
Chapter Five forms an investigation of five widely used MPPT approaches, as reported in 
the literature, these being: (1) P&O methods; (2) IncCond methods; (3) open circuit voltage; 
(4) short circuit current; and (5) constant voltage (CV). This is followed by a discussion of 
their advantages and disadvantages, and issues relating to their tracking efficiency. 
Chapter Six forms an overview of the PSO algorithm, followed by a description of the issue 
of partial shading. It also forms an introduction to the proposed PSO based MPPT algorithm. 
This is followed by a comparison of the proposed PSO based MPPT algorithm and existing 
methods. In addition, there is a proposal for a new MPPT controller based on the Lagrange 
Interpolation Formula (LIM) and PSO method.  
Chapter Seven includes a description of the MPPT system simulation models, and the 
verification of the proposed algorithm with an OPAL-RT real time simulator and 
MATLAB/Simulink tool, and which includes undertaking several simulations to be compared 
to the P&O method, the IncCond method, and the PSO-based MPPT algorithm. 
Chapter Eight includes the conclusion suggestions concerning future research and work. 
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2. Literature Review 
In recent years, solar energy has become a significant factor in a number of applications. 
However, the distribution of electrical energy remains a challenge in remote areas, where 
applications are relatively small, as can be observed from the small size of generators or 
utility grid. Electricity acquired from an array of solar systems is more expensive in 
comparison to that acquired from the utility grid, and it is therefore necessary to undertake in-
depth research concerning the efficiency of all aspects, in order to establish an effective PV 
system capable of satisfying a large number of demands at a lower cost [49-51].  
The efficiency of PV panel functioning is generally influenced by both external and internal 
factors, of which there are a considerable number, the most significant being ambient 
temperature, solar irradiance and wind. Such external factors significantly influence the 
supply of maximum power and the voltage of MPP of a PV panel. In addition, external 
influences also cause changes in the position of MPP on the voltage of the current (I-V) 
curve. On the other hand, load is considered as a primary internal factor capable of causing 
PV to function at a strict point on the I-V curve in directly matched systems. The intersection 
between the variance in the load line and the I-V curves under different weather conditions 
demonstrates the functioning point on I-V curves, and is therefore highly important to MPP of 
the solar array. Conversely, the tracking control of MPP is a highly complex issue, for which 
a number of tracking methods have been established to curb, including: IncCond; P&O; 
neural networks; and CV. The setbacks associated with such methods generally include their 
high cost, complexity, non-stability and difficulty. The use of the MPPT converter is to ensure 
the maintenance of the function point of the PV array at the MPPT, while the MPPT 
controller establishes this takes place by itself directing the PV array’s voltage of the load 
[42-55].  
It is significant that the relatively high cost of electricity from PV results from the high cost 
of PV panels and systems. This could explain the reason that inefficient methods of operation 
of PV panels leads to designers increasing their number, enabling adjustment in accordance 
with the energy demand for the load. Thus, the high cost of PV panels results in uneconomic 
system design. Research concerning the influence and maximum effect on power operation 
contributes to the construction of the maximum size of PV system. This leads to a large 
amount of energy being spared by the maximum design PV system, masking that this ensures 
the cost of the PV system falls. The PV system can generally be widely employed in a number 




2.1. CLASSIFICATION OF MPPT TECHNIQUES 
As weather conditions do not remain constant, and change over time, PV panel MPP also 
vary over time. The MPPT controller is required to track the MPP and extract the maximum 
possible power from the module. The tracking of PV panel MPP becomes more complex 
during rapidly changing weather conditions, and PSC common in PV systems, due to a 
number of factors, i.e. passing clouds and dust. The solar cells in practical systems are 
connected in series, or parallel configuration, to form the modules /arrays, in order to generate 
the desired value of the voltage. However, the PV module output voltage will be determined 
by the output current generated, which primarily depends on solar radiation conditions 
directly proportional to the irradiance. Therefore, an application such as multiple PV modules 
(which work at different irradiance conditions) will lead to an opportunity to ensure a number 
of different, rather than just one, MPP, which can result in a substantial reduction of the 
output power of the complete system, due to its controller being unable to find the true 
operating point at MPP. This condition can take place due to PSC.  
In the case of shading conditions, the shadow PV panel becomes reverse biased, while the 
un-shaded PV cells become forward biased. Thus, if the reverse voltage is increased beyond 
the breakdown voltage, this results in the cell/module temperature being raised. These are 
known as hot spots, and lead to irreversible damage to the cell. The use of a bypass diode has 
recently become the most popular technique to protect the PV cell/module from the hot spot 
when connecting the PV cell/module in series. However, the use of a bypass diode results in 
multiple peaks on the P-V characteristics, which add additional complexity in tracking MPP. 
An in-depth study by Esram et al. [59], concerning a number of different MPPT methods 
employed in PV systems, has established the presence of at least nineteen MPPT techniques 
recommended for tracking MPP. These methods have been compared by means of the 
characteristics noted above. These techniques can be classified into three different categories 
[65], as outlined below: 
2.1.1. Online Technique 
The first group is known as direct methods, and includes P&O [76], and IncCond [74]. In 
these techniques, the PV module operating point is perturbed in order to search for MPP. 
However, its major weakness consists of its tracking ineffectiveness, which ensure it is not the 
most appropriate preference to function as MPPT, due to the principle of searching for MPP. 
A further disadvantage of this group is that it is unable to operate the PV panel at its MPP 




A number of investigators have asserted that PVs possess a number of MPPT algorithms. 
One highly utilised algorithm consists of the P&O technique. It is used extensively, due to 
being easy to execute, needing only a straightforward feedback regulator, and therefore 
requiring no previous knowledge of the component features. At the same time, it requires 
fewer factors, since only two sensors are applied, thus implying a reduction in the expense 
associated with hardware tools [65,66, and 74].  
The P&O technique has been defined by [7], and is based on the affiliation linking the 
output energy and the output current of a PV unit, whereas the MPP is acquired by changing 
the converter’s switching disposition (duty proportion) up to when the dp/dvs becomes zero. 
The drawback of P&O techniques is the production of a fluctuation around the MPP within 
the stable condition. Xiao et al. [7] are of the idea that the consequence of a constant 
oscillation within the P&O method in the stable condition creates a noteworthy decrease 
during the output energy of the PV module. Furthermore, it cannot run the module at its 
highest output energy in weather circumstances prone to fast alteration.  
The technique of hill-climbing is offered in [6] and [7], and is founded on the belief of 
perturbation and surveillance of the PV output power. In spite of the execution of this 
technique being both easy and simple, it has some disadvantages, comprising slow tracking 
pace, causing fluctuations within the stable state, and a low effectiveness under swiftly 
changing circumstances. 
There are three major setbacks associated with the P&O method. Firstly, it needs to take 
into consideration the measurement of the PV voltage at every stage, resulting in the loss of a 
considerable amount of energy in the control unit, which causes inefficient functioning of the 
PV panel. Secondly, the P&O method requires a high number of iterations, to enable the MPP 
to be monitored, because of the need for oscillation around the MPP. Finally, a variation in 
MPP also emerges from the difficulties relating to the zero derivative workings of dP/dv or 
dP/dI. However, there are a number of methods widely believed to correct the issues 
associated with the P&O method. Hsiao [57] claims to have established a three-point 
comparison method that distances itself from the oscillation issues of the observation 
algorithm and perturbation method. Similarly, the observation algorithm and perturbation 
method is cited in [60], identifying the capacitor for MPP monitoring in a PV power system. 
As such, the capacitance is worked upon and applied to correct the differences of the duty 




The IncCond method has been outlined in [74]. This was developed to overcome issues 
relating to P&O, due to possessing a higher capacity than the P&O algorithm to track 
efficiency within rapidly changing environmental conditions. This study analysed the 
advantages of the P&O method, with the result revealing that the IncCond algorithm has a 
high efficiency, which successfully tracks MPP of the PV module, even under rapidly 
changing conditions. However, the result was undertaken through the use of simulation and 
graphs, and the effect of PSC was not included in the study. 
A number of researchers have proposed the IncCond method to overcome the drawbacks of 
the P&O method, and improve system tracking efficiency under rapidly changing weather 
conditions. However, the conventional IncCond method retains a number of disadvantages, 
and its tracking efficiency is low, as it generally employs a fixed step size that depends on 
tracking speed and efficiency. Therefore, the conventional IncCond method must be modified 
in order to resolve the trade-off between its dynamic response and reduce the oscillation 
around the MPP in a steady state.  
The IncCond in [10, 74] is considered crucial, since it can be employed to improve the 
observation algorithm and perturbation method under rapidly changing weather conditions. 
Thus, the major setbacks associated with the observation algorithm and perturbation method, 
as well as conductance, consist of a high consumption of energy, resulting from instability 
due to changes in weather conditions and oscillation around Vmax. Such issues can be 
avoided in such methods to bring about complexity, particularly in a conventional control 
unit. The control methods are considered the most popular techniques for reducing setbacks 
associated with the observation algorithm and perturbation method [14, 31, and 74]. 
Liu et al. [62] have proposed a variable step size IncCond method capable of adjusting the 
IncCond step size automatically, according to the characteristics of the PV module, and 
results have revealed that the proposed technique results in high stability in the steady state. 
However, even if the proposed method results in accurate tracking, its dynamic response will 
be low, as a result of the threshold of the duty cycle conversion. Although it has a higher level 
of tracking efficiency than direct methods, it requires additional sensor devices for the 
relevant computing, leading to its response time for conversion being slower, and thus 
resulting in greater power losses. The implementation of these method is more complex, 




Dezso et al. [76] note the basic operation principles of different MPPT techniques in PV 
systems, e.g. Hill Climbing (HC), IncCond; P&O; and Fuzzy Logic Controller (FLC). They 
present a comprehensive comparison between the techniques studied and their tracking 
efficiencies under varying weather conditions.  
In conventional MPPT methods, a fixed step size is applied within the algorithm to track 
MPP. However, applying a fixed step size results in oscillation around MPP, and a reduction 
in overall output power. If a large a step size is used, the system will be unable to produce a 
stable output power, while if small step size is used, the dynamic response of the system will 
be slow. 
Xiao et al. [124] have undertaken a detailed analysis of the P&O and IncCond MPPT 
algorithms, in order to clarify a number of common misconceptions relating to these two 
widely used MPPTs presented in the literature. In this study, the two MPPT methods were 
analysed mathematically, and their practical implementation was thoroughly introduced. The 
result was confirmed by the use of experimental tests, which revealed that both P&O and 
IncCond MPP trackers are equivalent. Ishaque et al. [69] evaluated the performance of the 
P&O and IncCond MPPT technique according to the European Efficiency Test EN 50530, 
which is specifically devised for the dynamic performance of PV system. The authors 
implemented both techniques, using a direct control with buck–boost converter, verified 
through the use of experimental results. This led to the conclusion that both methods are 
equivalent, and the dynamic response and MPPT efficiency are practically identical. 
However, the performance of the IncCond method is found to be slightly higher, and its 
performance at low insolation levels is indicated to be highly sensitive to its perturbation size. 
A number of MPPT methods have been reported in the literature, in order to improve the 
dynamic behaviour of the conventional methods, i.e. the variable step size and perturbation 
frequency [68-72]. Kobayashi et al. [78] have proposed a variable step-size method to 
overcome the drawback of the conventional P&O MPPT technique as it oscillates around the 
MPP at a steady state, resulting in raising the waste of the available output power, and 
achieving a rapid dynamic response with good tracking performance. However, the variable 
step-size method also has a number of disadvantages, as a constant value is often used in the 
algorithm, and the choice of its value is highly significant, since its value cannot be adjusted 
in response to a change in weather conditions. In addition, its time response is lower in 
comparison to the conventional method, with less efficiency under PSC and a considerable 




Chen et al. [77] have presented a novel auto-scaling variable step-size MPPT scheme. The 
main objectives of the controller are to optimise the PV module output power, and to 
eliminate issues found in the conventional variable step-size method, as it automatically 
employs a simple judgment to adjust the step size of the proposed method. This leads to the 
proposed algorithm having no requirement to attain a reference value, as in conventional 
methods, enabling it to achieve a fast dynamic response with steady state oscillation, even in 
an extreme range of weather changes. However, its disadvantages include the low response 
time of the algorithm, low efficiency during cloudy days, and that it can be confused under 
PSC. 
Rodriguez et al. [80] have proposed a new approach, in which a two-stage method is used to 
track the MPP. In this method, the equivalent load line is estimated during the first step, from 
which point the IncCond method is employed to track true MPP. However, under PSC, the 
control may confuse and track the local MPP instead of GMPP, since the load line is 
estimated under uniform insolation conditions.  
Koutroulis et al. [72] have presented a method for detecting the MPP based on the scanning 
process, in order to search for the region containing the true MP. A P&O algorithm is then 
employed in the second stage to track the true MP. Although the accuracy of this method is 
high, and is capable of correctly tracking the MPP, the tracking speed time is slow, due to all 
local MPPs requiring to be identified during the first stage, in order to establish GP.  
2.1.2. Offline Technique 
The second group of indirect methods includes the Fractional Short Circuit Current (SCC) 
and Fractional Open Circuit Voltage (OCV). The main advantages of these techniques are that 
they are easy to implement without a complex algorithm and have a relatively rapid response. 
However, they require additional components [47, 63]. The online measurement of the results 
of OCV and SCC in reducing the output power of the module and its MPP cannot always be 
matched. Moreover, the measurements of OCV (VOC) and SCC (ISC) are often necessary in 
this method, implying a shorting of the module at each instance. Nevertheless, this issue can 
be mitigated with several loads, although additional components will be required, potentially 
increasing the cost of the system [47]. A further downside of this technique is the estimation 
of the factors of voltage and current, as these are likely to change during PSC. Additional 
valves are also necessary in the converter for the OCV and SCC methods, leading to 
decreased efficiency and greater power losses. Furthermore, the results lack accuracy, and the 




temperature [47, 48]. The load is required to be detached from the panel for a set amount of a 
time for the measurement of the OCV, which wastes a considerable amount of energy [63-
66], and frequently requires the measurement of SCC (ISC), which leads to shorting the 
module on each occasion. However, this issue may not arise if several loads are employed, 
but this requires additional components, and thus increases the cost of the system [47, 68]. 
Tafticht et al. [64] have established a tracker for MPP founded on the computation of the 
SCC from the measured OCV, since the SCC method possesses greater accuracy than the 
OCV method, and OCV measurement is easier in comparison to SCC. In this method, it is 
necessary to measure OCV, resulting in the importance of inserting a switch between the 
converter and the PV module. Furthermore, additional valves are required for the OCV 
technique to compute OCV, alongside the insertion of a capacitor between the converter and 
the module, in order for the load to access power when the circuit opens from the switch. 
Both the maximum voltage and OCV ratio are variable, and subject to the temperature of their 
surroundings, and therefore this technique only attains optimum power at a single 
temperature. 
 Masoum et al. [68] have proposed a rapid and accurate MPPT algorithm based on the OCV 
and SCC of the PV module. This method employs mathematical equations used to describe 
the PV module I-V characteristics in the algorithm. The proposed method has been verified 
by using MATLAB, and been tested under different atmospheric conditions. The simulation 
results reveal that the PV module operating points were close to the theoretical value of the 
PV module, and the developed algorithm was more rapid and accurate than the P&O method. 
2.1.3. Intelligent Technique 
The third group contains artificial intelligent techniques, including neural networks 
and planning, and fuzzy logics [71,72 and 81]. These methods have become popular, with 
studies recommending fuzzy logic MPPT and neural network methods to deal with the 
downside of conventional methods. Nevertheless, these methods are limited in terms of 
flexibility, since the features of the PV module need to be defined to formulate rules to 
control MPPT. Fuzzy logic controls have commonly been used in MPPT, due to their many 
benefits, e.g. the capacity to work with inaccurate inputs; addressing nonlinearity; and lacking 
the requirement of a correct mathematical model. In addition, changes in weather conditions 
do not influence the FLCs. However, the user is required to choose an appropriate method to 
calculate the error and formulate the table of base rules to ensure they are effective, and FLCs 




Chin et al. [83] have proposed an initial voltage tracking function (IVTF) for tracking the 
MPP of the PV array operating under shedding conditions, in which a fuzzy logic MPPT 
controller was implemented in the conventional P&O MPPT algorithm, in order to vary the 
step size of the perturb voltage in case of partial shedding conditions. The results indicate that 
the fuzzy logic MPPT is able to control the operating point of the PV array at its MPP, after 
IVTF is initialised with a more dynamic response. 
Syafaruddin et al. [67] have proposed a method for tracking MPP based on a radial basis 
function and a three-layered feedforward neural network. The accuracy of this method 
primarily depends on the training data, and it lacks versatility, as there is a need to create 
control rules to meet the PV array characteristics. Furthermore, additional time is needed to 
acquire the correct MP when updating the data of the PV array, and it is also dependant on 
expert knowledge. Therefore, in order to track GMP correctly, a computational effort will be 
required under PSC.  
More recently, a number of modified MPPT methods have been proposed in the literature 
related to accurately tracking MPP and improving the dynamic system response, as well as 
minimising the system hardware [70, 84 and 86]. However, the conventional P&O and 
IncCond methods contain a number of drawbacks, including: oscillation around the MPP in 
the steady state; a failure to track MPP under rapidly changing atmospheric conditions; and a 
tendency to track the local maxima instead of global MPP in case of PSC. Therefore, a 
number of researchers have proposed modified P&O and In-Cond methods. However, the 
associated issues are unable to be completely resolved, particularly under PSC [91]. To 
improve tracking efficiency, and reduce steady state oscillations, Nguyen et al. [85] have 
proposed a new method of adaptive reconfiguration of solar PV module operation under PSC. 
However, this method increases the cost of the system, even if tracking is undertaken 
perfectly, as it requires additional sensors and switches.  
 These algorithms have the advantage of working independently, due to knowledge of PV 
generator characteristics not being a critical factor. Although the majority of these methods 
are simple to implement [62], they are unable to track MPP correctly during a rapid change of 
solar radiation. Furthermore, they are unable to operate the system at MPP under PSC, due to 
their lack of differentiation between the local MPP and the GP [91-96]. 
Khaehintung et al. [71] have presented a new MPPT controller, known as an adjustable 




Alajmi et al. [98] have proposed a fuzzy based P&O MPPT, with the proposed technique 
being verified using MATLAB/SIMULINK. Simulation results indicate that fuzzy based 
P&O MPPT has a high rate of efficiency and increases PV output power. 
Khaehintung et al. [53] have introduced a new MPPT algorithm using an artificial neural 
network, with the proposed method developed by a three-layer neural system, using simple 
functions. The proposed technique was implemented on a PV charging system on a low cost 
microcontroller without an outer sensor unit prerequisite. The study was verified using 
experimental results, demonstrating that, in comparison to conventional methods, the 
proposed algorithm has high efficiency in terms of tracking speed and stability in the steady 
state condition, and its efficiency is higher than 90% under all test conditions. 
According to [81] a neural network is presented to demonstrate the MPP of PV modules, as 
well as the design of a PI-type controller for real time optimum power tracking. MPP can be 
discovered through the suggested neural network, through the application of open circuit 
voltage from the controlling cells. The suggested neural network has established a real 
calculation of MPP from the PV modules. In general, the neural networks views functions 
with more clarity than simple mathematic computing methods. However, a neural network 
performs random data without human awareness and, as such, it depends largely on the 
amount of data available to study the network, eventually leading to tedious, and complex, 
process. Therefore, neural network research method is applied as an end solution selected to 
resolve issues associated with a low level of knowledge. 
Sheraz et al. [81] have presented a more effective MPPT controller, centred on the Artificial 
Neural Network (ANN) and Differential Evolution (DE). Outcomes have demonstrated that 
the use of a combination of these methods yields improved tracking, a more rapid response, 
and minimal fluctuations in the steady state in comparison with the conventional techniques 
of MPP. However, due PV panels having various features subject to change, the accuracy of 
the neural network is dependent on the set rules employed by the concealed layer, and the 
manner in which the neural network has been instructed. Therefore, the neural network 
requires periodic instructions in order to warrant an accurate tracking. 
Wang et al. [91] have described a PV system under PSC, illustrating that the use of a 
conventional MPPT algorithm under partial shadowing conditions has the potential to result 
in significant loss of power. According to [92], under PSC, the efficiency of MPPT 




remains at which the PV module is able to produce maximum power within the range of its 
P–V characteristic. However, when PSC occurs, the P–V characteristic becomes increases in 
complexity, exhibiting multiple peaks. These, in turn, influence the performance of the 
controller, resulting in a reduction of the entire output power of the system [90-92]. A number 
of modified MPPT methods have recently been proposed in the literature, in order to ensure 
the accurate tracking of MPP, to improve dynamic system response and minimise system 
hardware [80], [94]. These methods differ in their complexity, accuracy, and speed, and even 
if they resulted in tracking being completed perfectly, the dynamic response speed of the 
system would remain low [2], [92-94].  
An alternative optimisation technique applied to the MPPT controller of a PV system, 
operating under PSC, is the PSO algorithm [91-93]. The PSO technique exhibits considerable 
potential, due to its easy implementation, fast computation capability, and ability to determine 
the MPP, irrespective of environmental conditions. It can also perform a more random search 
than those performed as part of other evolutionary techniques, i.e. the Genetic Algorithm 
(GA). The difference between the PSO algorithm and conventional techniques is that the 
updating of the duty cycle based on the particle velocity is not fixed in the PSO method, while 
the duty cycle is perturbed by a fixed value when employing other techniques. This results in 
oscillations occurring around MPP in a steady state, as reported in [91] and [92] - [94]. In 
standard PSO, particles are generally initialised in a random manner following uniform 
distribution over the search space. This requires long time delays to enable the particles to 
converge towards the MPP, thereby resulting in long computation times [26], [93]. However, 
a correct initialisation of the particles can improve PSO efficiency, resulting in the detection 
of superior solutions with faster convergence. 
Chen et al. [95] have presented a biological swarm chasing algorithm for tracking the PV 
module. MPP has been introduced with the proposed method known as Bio-MPPT, where 
every PV module is viewed as a particle used to track MPP automatically. Although this 
method gives a good performance under uniform conditions in comparison to the 
conventional P&O MPPT method, the case of PSCs was not addressed.  
A new MPP tracker based on PSO for PV module arrays has been presented by Chen et al. 
[96], with the result demonstrating that the proposed algorithm is capable of tracking global 
MPPs under PSC. However, the dynamic response of the system was low when tracking 
global MPPs, as fixed values for weighing were employed within the algorithm. Although 




peak characteristic, the tracking performance is found to be lacking when a number of PV 
modules are shaded, due to fixed values of weight in the conventional PSO that need to be 
readjusted when tracking global MPPs of multi-peaks characteristics. 
Phimmasone et al. [100] have projected a novel MPPT, founded on the PSO algorithm, by 
adding extra coefficients to model PSO equations in order to enhance the algorithm 
computational load. Nevertheless, it is not apparent whether the algorithm is capable of 
tracking the correct MPP continually, as when particles reach the MPP within the PSO 
algorithm, their speed falls to extremely low, or nil. One of the frequently encountered 
difficulties with the PSO algorithm is that, under conditions of slow difference in solar 
emissions, the alteration of the duty cycle needs to be small to track MPP accurately. 
Nevertheless, this leads to the need to employ a definite amount of power utilised during the 
investigative process, and determines that the conversion towards MPP will be gradual. In 
contrast, if the adjustment to the duty cycle is large, it is then not possible to accurately trace 
the novel MPP [97, 98]. 
Ishaque et al. [92] have introduced a new MPPT method based on a PSO algorithm, 
proposed to increase the tracking performance of the conventional PSO, as one of the 
common problem in the slandered PSO algorithm is the length of time required for 
convergence. Therefore, the author has suggested removing the random numbers of the 
standard PSO acceleration factors in order to reduce the search time. The advantage of the 
proposed method include: (1) the use of a small number of number of particles; (2) an easy 
structure; and (3) the need for only one inertia weight to be tuned. The results have 
demonstrated excellent performance in comparison to the conventional PSO. However, there 
needs to be a restriction of the change in particle velocity. Furthermore, there is no guide as to 
how its values have been selected, as a low value of velocity leads to additional iteration to 
reach GP, while a large value may lead to an escape from GP.  
Lian et al. [88] have proposed a two-stage algorithm through the implementation of the 
P&O method in first stage to set the nearest local MP. From this point, the PSO method is 
employed to search for the true GP. The advantage of this hybrid method is the reduction in 
the PSO searching area. The proposed method was verified using an experimental setup, with 
the result demonstrating that the hybrid method reduced the search space for the PSO, while 
its convergence time was greatly improved. However, P&O can be confused during the time 
intervals characterised by changing weather conditions, which can move the system operating 




MPP. Moreover, when PSC occurs, the proposed scheme may track LMP in the second stage 
instead of GP, due to the lack of a guide to the way PSO parameters were tuned, while in the 
conventional PSO algorithms the three basic parameters (i.e. the inertia factor and 
acceleration coefficients) need to be toned to accelerate convergence. This leads to a need to 
modify the learning factors and inertia weight in the conventional PSO when PSC occurs. 
However, there are difficulties in choosing its values, and tuning generally takes place by 
means of experimentation.  
A re-initialised PSO-IncCond process has been suggested in [138]. The IncCond process 
was employed to discover the locality of MPP, following which, the averages of the function 
cycle and the output power within the IncCond technique were employed to re-initialise the 
standards for identifying the finest duty cycles and the highest power rate in the PSO process, 
in that order. Despite the benefits of precise tracking (which is possible when using PSO-
founded techniques) a key drawback consists of tracking taking considerably longer than 































This section will firstly, examine the background of the PV system, an overview of the 
MPP, and the parameters influencing the performance of MPPT in the system. Secondly, it 
will focus on a description of modelling PV cells in Matlab, using an accurate equivalent 
circuit, and including the parameters impacting on its performance. 
3.1.  Renewable Energy and Photovoltaic system 
There has recently been a considerable rise in global energy usage, attributed to the increase 
in industrialisation as well as elevated living standards. The majority of energy is currently 
sourced from non-renewable traditional energy supplies (i.e. fossil energy, including coal) and 
has resulted in two main challenges to the sustainability of human evolution: (1) global 
warming and (2) an energy crisis [110]. This has led to an appreciation of the potential harm 
to the natural world resulting from rising amounts of CO2 discharged from traditional energy 
supplies, leading to global warming, as well as to adverse effects on nature and a number of 
ecological challenges. This has resulted in an increased focus on identifying effective 
alternative resources to satisfy global energy requirements through the use of environmentally 
friendly energy supplies, which have no need to burn the fossil fuels currently causing a 
discharge of CO2. Consequently, renewable energy supplies are regarded as the solution to 
increasing energy needs and have sequentially caused the growth of this area as a significant 
prerequisite for the future of humankind [104-111].  
The use of renewable sources of energy has increased in popularity as a result of their 
sustainability. Furthermore, they cause no damage to the environment, and are free from 
carbon emissions. As a result, the use of renewable sources of energy has been embraced as a 
remedy for issues resulting from the use of non-renewable fossil fuels. The generation of 
power through renewable sources of energy remains limited by the weather conditions of each 
locality, i.e. the use of wind, rain, and sun in the generation of wind power, hydro power, and 
solar energy, respectively. Moreover, renewable sources of energy are more costly than 
traditional sources, particularly when power is required in large volumes.  
In essence, the research for renewable energy focuses on minimising cost in order to 
increase the efficiency of output. Most recently, PV energy and wind power have been the 
focus areas of research and development [102-111]. The field, however, requires additional 
effort in order to improve the efficiency and reliability of renewable energy. The popularity of 




semiconductors, which have improved production to realise the load power requirements. 
Therefore, PV systems are viewed as the most effective alternative energy of the future, due 
to: (1) their energy source never being depleted; (2) they are environmentally friendly; and (3) 
they have no need of mechanical parts (i.e. which would increase maintenance costs) [105].  
3.2. The Fundamentals of Photovoltaic  
The term ‘photovoltaic’ originates from Greek words phos (implying light) and voltaic 
(implying electrical). Therefore, voltaic was named after an Italian physicist referred to as 
‘Volta’, which could also mean measurement or volts. The term photovoltaic has been widely 
used among English speakers since 1849. Bequerel was the first to identify PV effects in 
1839, however, the commercial applications of PV forms of electricity were not discovered 
until the late 1950s. PV power production costs have, in the past, proved relatively higher 
than equivalent forms of conventional power sources [103,105]. However, there is currently 
less focus on cost, due to a considerable fall in prices, i.e. 12 to 19 % nationwide in 2013 and 
another drop 3 to 12 % in 2014, depending on the market and the system location [109].  
The process involving the conversion of light energy into electricity in a direct manner is 
known as PV. One of the most significant factors is that PV power generation is only possible 
under certain conditions that warrant suitable absorption of the solar energy, accumulation of 
charges, creation of flexible electron/hole pairs, and linking of contacts that are oppositely 
charged. A solar cell is frequently a source of electrical current operated by the rate of flow of 
radiation. In the PV panel, semiconductors contribute an approximate 60% of general usage. 
The efficiency of PV systems for commercial purposes is approximately 10-20%, yielding 
energy in a normal daylight at a rate of 1-2kWh per square metres daily. Thus, the average 
energy generation of a full solar radiation of kW per square metre yields a potential difference 
of an estimated 0.5 V and a current density of 200 A per square metre of a cell. This implies 
that a typical industrial cell of 100 square centimetres yields a current of approximately 2 A., 
while a typical cell has a lifespan of at least twenty years. 
 In addition, the stationery nature of the system enables it to remain isolated in its location 
without any need for maintenance. There are a number of strengths associated with the use of 
PV systems over other widely known sources of power throughout the globe: firstly, the 
systems are characterised by long life periods, ranging from twenty years and above; 
secondly, solar PV systems are able to function in any given climatic conditions, and have an 




and modular, resulting in little need for maintenance, as PV systems functions silently. 
However, PV systems also have a number of limitations. Firstly, they have a relatively high 
initial cost and demand high levels of investment. Secondly, as PV systems largely depend on 
climatic conditions to function efficiently, they require energy storage in the form of batteries, 
with their costs therefore being increased by the installation of batteries. Thirdly, power 
production is unstable, as it relies largely on climatic conditions. Fourthly, the general 
efficiency of the PV system is relatively lower than power generator technology. Fifthly, PV 
systems can easily become less efficient over time. Finally, numerous losses emanating from 
the PV module’s active group reflection prevent photons from travelling through the 
semiconductor. Therefore, during production, the ground of the PV module is dressed with a 
specialised anti-reflecting material to have a pyramidal texture, with the treated layer 
disappearing over time. 
3.2.1.  Classifications of Photovoltaic Power Systems 
As demonstrated in Figure.3.1, PV systems can be divided into two types: (1) a stand-alone 
system and (2) a grid connected system. Stand-alone systems generally operate 
independently, and can be used in a number of applications, including: satellites; space 
stations; remote areas; and water pumping systems. There has recently been an increase in the 
use of grid-connected systems capable of supplying utilities with solar energy through the 
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Figure 3.1: Classifications of PV systems [5]. 
3.2.2.  Stand-alone PV systems 
In a stand-alone form of PV system, the load is supplied by the energy directly from the 
system, particularly in remote areas that have no access to an electricity grid [4], i.e. charging 
of batteries, water heating systems, solar lighting and water pumping systems. Figure 3.2 
(below) demonstrates the simplest block of a stand-alone PV system. The PV system in this 
type of configuration provides the energy to the load during the day, i.e. water pumps [4, 24]. 
DC LoadPV array
 




3.2.3.  Grid connected PV systems. 
This form of PV system is appropriate for those regions with plentiful space, combined with 
lengthy and unobscured periods of sunlight. It consists of a grid connected system, with its 
output power directly supplied to the grid. However, the output voltage of the PV module is 
DC, and thus need to be converted to an AC current by means of power electronic devices. 
The PV output power needs to be initially increased, followed by feeding its output power 
into a DC link to be inverted into alternative current (AC) through an inverter fulfilling the 
demand quality of AC voltage [21, 23]. Figure 3.3 demonstrates the grid connected type when 
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Figure 3.3:  grid-connected type [11]. 
3.2.4.  Techniques of Photovoltaic Power Systems 
The Figure 3.4 (below) demonstrates a typical block of a PV system. While the output 
power of PV systems has been improved, its installation remains expensive in comparison to 
conventional sources, as it requires additional components to meet the required output power, 
e.g. a controller; power storage; a DC/DC converter; and a DC/AC inverter, to be used as a 
power interface between the panel and the load [101]. These components are used to control 














3.2.5.  Photovoltaic cell 
A solar cell or photoelectric (PV) cell is primarily a semiconductor device capable of 
converting sunlight into a direct current DC. An electron will be produced where the energy 
of the photon is greater than the band gap energy, while a direct current can be produced by 
the flowing of electrons. 
PV cells are typically formed as a PN junction and two terminal sides (i.e. front contact and 
rear contact). Fig, 3-5 demonstrates the working of silicon based solar cells. When the 
sunlight hits the PV surface, a number of photons will be reflected, or passed through the cell, 
while the remainder will be absorbed, thus generating the hole-electron pairs. The p-n 
junction subsequently produces the current separating the holes and electrons, resulting in a 
direct current flow (i.e. electricity) if the load is connected to the solar cell [3, 113, and 117]. 
 
Figure 3.5: Structure and working of a typical PV cell [11]. 
 
For the majority of loads, the output voltage of a single PV cell is generally small, i.e. 
approximately 0.6v, for crystalline silicon (Si) cells. The required output voltage can therefore 
be achieved by connecting a number of PV cells in series which known as the PV module (see 
Figure 3.6) [11, 19, and 120].  
 




3.3. Maximum Power Point Approaches for PV panels 
It is significant that aging plays a vital role in the solar array system, and it is thus important 
to accurately establish the functionality of the complete PV system, in order to create an 
effective system capable of fulfilling demand with lower cost. However, wind speed, solar 
irradiance and ambient temperature are major external factors dictating the highest power 
capable of being generated from a PV panel. It appears that the position of the MPP on the I-
V curve is changed through the influence of external factors. In directly coupled machines, 
the load forms the major internal factor capable of driving PV panels to function at a strict 
point on the I-V curve, as illustrated in Figure 2.5. In fact, MPP changes its position and 
operates furthest from the highest power point, decreasing the output power of the PV system 
as a result of external influences. As such, it is important to track the MPP of a PV solar array. 
There are a number of difficulties in measuring these parameters, as (due to a considerable 
fluctuation in external influences) the electrical appliances of PV panels are modified on a 
regular basis. This leads to difficulties in identifying the highest power point mathematically 
as a function of internal and external factors.  
MPP of a PV system has been proposed as a control technique for tracking with traditional 
and artificial techniques. However, research has, over a number of years, focused on many 
highest power point control algorithms to produce the maximum power of PV panels. These 
methods primarily employ different research methods with different control strategies, and 
thus the main directions of these MPPT techniques can be grouped into four main methods: 
(1) computational artificial intelligence; (2) P&O; (3) IncCond; and (4) computational. Their 
required features (i.e. simplicity, efficiency, and stability) have been evaluated under a 
number of different climatic conditions. They are of low cost, and can be used with different 
types of loads, while also having the potential to adapt to different types of converter and low 
tracking iterations under different environmental conditions [117-122].  
3.3.1.  Maximum Power Point Tracking 
MPPT is employed to ensure that the highest power is obtained from the PV modules under 
all environmental conditions (in particular, solar insulations and temperature). This is 
achieved by matching the functioning voltage and current of coordination power converters. 
Figure 3.7 shows the outline MPPT block figure in combination with a DC-DC converter. To 
link a standalone DC-DC structure (as designated within the figure) the use to a grid linked 
PV system is expanded through inclusion of extra electronic devices, together with inverter 




PV range, with this data facilitating the array energy to be added and differentiated with the 
current MPP value. 
 
Figure 3.7: simple block of MPPT system 
Similarly, the duty cycle of the converter is set using a PI or hysteresis controller to suit 
MPP, which in turn forces the converter to extract the highest available power from the array. 
However, an alternative control structure is distinguished by an automatic update of the power 
converter duty cycle (i.e. direct duty cycle MPPT control). It is notable that this scheme 
includes an elimination of PI block and duty cycle facilitated by the MPPT algorithm.  
Despite PV systems containing a number of major advantages, they also have a number of 
specific disadvantages, i.e. high cost; limited capacity in comparison to other low and zero 
carbon energy sources; low conversion efficiency; and (as they generally rely on atmospheric 
conditions) a dependence on weather conditions [1, 10 and 21]. Consequently, MPPT is 
capable of only generating electric current for a short period each day, conditional on both 
energy from the sun and the prevailing temperature. In addition, differences in climatic setting 
cause PV systems to have non-linear features, while a PV unit has a position within each 
climatic condition at which it is capable of generating its highest output current, as well as 
power, i.e. MPP. It is thus necessary to regulate the PV unit to manage it at MPP [13, 21]. As 
established by the references, MPPT is capable of raising the generation of electric current to 
25% [7, 122]. This illustrates the I-V plus P-V output features of a standard PV module at 
STC (1kw/m
2
, 25ºC) (see Figure 3.8). The techniques of MPPT will be discussed in further 





Figure 3.8: Typical (I-V) and (P-V) characteristics of PV cell 
3.3.2. Problems of Maximum Power Point controller 
Notably, the absolute power point tracking techniques are applicable in the extraction of 
maximum available power from PV systems in various environmental conditions, with 
various types of load. DC-DC converters are employed to suit the highest power point of PV 
systems with various loads. However, issues that need to be addressed in MPPT systems 
include: different shapes of load line; the nonlinearity between the duty cycle and the voltage 
ratio of most types of converters; and the wide degree of fluctuation in weather conditions. 
3.3.3. The restrictions of Maximum Power Point Tracking 
This section will define a number of important factors capable of affecting the performance 
of MPPT in the system. 
3.3.3.1.  Variation of photovoltaic cell materials 
The majority of PV cells can be made from the following materials: single-crystalline 
silicon; amorphous silicon; and thin films. These can be classified in terms of their cost, 

























3.3.3.2.  Non-optimal conditions 
A PV cell is unable to deliver its designated output power under a number of specific 
conditions. The two major situations influencing MPPT efficiency consist of: (1) partial 
shading and (2) low irradiance [3, 7, 122]. 
3.3.3.3.  Partial shading 
Figure 3.9 demonstrates typical generation features and I-V curve for two parallel-
connected cells under different generating conditions, in particular in relation to irradiance, 
with PV1 and PV2 representing a shaded and non-shaded cell, respectively. In parallel 
connections, the point of intersection of the vertical functioning channels Oa-c provides the 
functioning point of each single cell, i.e. uniform cell voltage, as well as the I-V curves of 
each single cell. In the PV system, the increase in production rises from zero to the optimum 
current. The functional point of each single cell changes as illustrated in Figure 3.9(b), Oa1 → 
Ob1→ Oc1 for PV1 and Oa2 → Ob2→ Oc2 for PV2 in PV. The functional features 
demonstrated in the figure reveal that both shaded and non-shaded cells can function 






Figure 3.9: Typical generation I-V and P-V characteristics of two parallel-connected cells 
Figure 3.9 demonstrates the way in which the total production of the P-V features of these 
cells is achieved, as illustrated in b. At this point, the total power produced is illustrated by 
equation 3.1, where there is power production on PV1 is P1out, and the production power on 
PV2 is P2out. 
Ptotal = P1out + P2out                                                                                                              (3.1)  
The functioning of each single cell in the series connection is granted by the point of 
intersection of the horizontal function line, such as the I-V characteristic of the cell, and 
uniform cell current. The increase in the production of the current system from zero to 
optimum causes the functional point of each single cell to move, as illustrated in Figure 3.10 




power is achieved on the operation line Sb (i.e. the shaded cell). However, none of the shaded 
cells (in this case PV2) produce their maximum power at that time. Hence, the move of the 
function line to Oc makes the function point of every single cell PV1 and PV2 to move to Oc1 
and Oc2, in that order, as the production of power on PV2 increases.  
The non-shaded cell (PV2) forces the shaded cell (PV1) to release an additional current to the 
new short circuit current. The shaded cell functions well in a reverse bias position, resulting in 
a net voltage reduction to the system. Notably, it is considered as a point of breakthrough in 
the pn-junction, where there is the application of the electric field that overcomes the intrinsic 
electric field. This is commonly referred to as the avalanche effect. The end results of the 
negative voltage and the current (i.e. avalanche voltage) provide the power dissipated by the 
shaded cell. To be precise, the shaded cell dissipates power heat causing hot spots [9]. At this 
point, the non-shaded cell (PV2) produces power, i.e. P2out. On the other hand, the shaded cell 
(PV1) results in power reduction, i.e. P1loss. Therefore, the output power which is Pout on the 
system is decreased to the following equation:  
 Ptotal = P2out – P1loss                                                                                                               (3.2) 
The total power production features of this system demonstrate the reason why the P-V 
curve is arrived at in a similar manner. A clear illustration of this is found in Figure 3.9 (b). 
The two highest points of power in the figure are relatively small in comparison to those in 
the parallel-connected condition illustrated in Figure 3.10 (b). Only two-cell connections are 
explained here. However, the mechanism for power reduction occurs for a number of series-






Figure 3.10: Typical generation I-V and P-V characteristics of two series-connected cells 
The solar cells are primarily connected together to create strings capable of producing a 
desirable voltage. As such, the voltage is the total voltage of the device, and the current of the 
string is limited to the current of the least productive device of the string. 
When configuring the PV cell or module in a series connection, and during the recurring 
issue of partial shading, the cell or module will operate as a load. The system generates more 
photon current than the shaded cell/module (reversed biased), resulting in raising the 
cell/module temperature (known as hot spots), which are capable of damaging the module and 
effecting the whole system. Hot spots can also occur in a parallel configuration if the PV 
module is shaded, leading to it to consume (rather than produce) power, thus raising its 
temperature and potentially resulting in damage to the module, should its temperature become 
too high. The use of a bypass diode has recently become the most popular technique used to 




This can be placed in the PV string or across the modules, while blocking diodes are usually 
preferred to be in a series configuration with the module, in order to avoid the issue of hot 
spots when connecting the PV modules in parallel, as shown in Figure 3.11, below. 
 
Figure 3.11: The PV cell/modules with by-pass and blocking diodes [ 91] 
Ref [91] reports an experiment to establish the effect of partial shading on the PV system, in 
which four identical PV modules MSX60 in series configuration were used. When one of the 
PV modules was shaded, its irradiance was 750 W/m
2
, while the others were 1000 W/m
2
 
. In this case, the shaded PV module reduced the maximum output power of the system 
from 244 W to 204 W, i.e. approximately 83.6% of the maximum output power of the system 
under normal conditions [122-127]. According to Ref [92], under PSCs, the efficiency of 
MPPT controllers is reduced. The assumption made by the majority of MPPT controllers is 
that there is only one point on the P-V characteristic at which the PV module can produce its 
maximum power. However, when the PSC occurs, the module will have several MPPs, 
affecting the performance of the controller, resulting in a reduction in the whole output power 
of the system. Therefore, removing the shaded PV module from the system could prove the 
preferable method of preventing the system from low conversion efficiency [92-94]. This 
condition and its effect on the controller will be addressed in detail in Chapter Six. 
3.3.3.4.  Low solar radiation 
The issue of low radiance can impact on the MPPT controller. It has been highlighted out 
that a number of MPPT methods (e.g. the perturbation and observation method) have low 
efficiency at low solar radiation. Hence, it is important to improve a suitable MPPT 





3.3.3.5. The effect of load on PV panels curves’ operating point  
The load is considered to have no effect on I-V features, however, it can affect the 
functioning point on the I-V curves. The direct load coupling to the PV panel results in a 
mismatch between the solar generator’s optimum, and the actual functioning, voltage, which 
reduces the generated power from the PV panels. The functioning voltage, along with the 
functioning current on I-V curves points, relies on the load. The intersection taking place on 
the different load line and I-V curves under different climatic conditions identify the 
functioning point on I-V curves, as illustrated in Figure 3.12 for resistive and battery loads. 
Any change in climate conditions modifies the I-V curve, causing changes in the function 
voltage and current supply in the PV system. More frequently (as illustrated in Figure 3.12), 
the point of intersection is not the Pmax, and therefore the load type influences the range 
identifying the functioning point in IV curves. 
 
Figure 3.12: Different load line and I-V curves under different climatic conditions 
The PV system supplies two major types of load, (1) resistive loads consist of the DC 
pumps and battery loads, and form examples of the CV load, and (2) the battery forms the 
widely known load in the standalone PV system. As demonstrated in Figure 3.12, the type of 
load has an impact on the range of function points of I-V curves. In general, a battery load has 
a CV that differs narrowly. However, as illustrated in Figure 3.12, the resistant load pushes 
the PV panel to function at a very wide interval on I-V curves. The resistive load voltage 
linearly relies on the current produced by the PV panels. The sudden increase (or reduction) 
of the irradiance level during conditions of partial cloud causes a wide range of variance in 




in every 36 cell PV panels. It appears that the battery voltage relies on the PV current, due to 
the low internal resistance from the batteries, while there is also a slight change of 1V to 12V 
during the charging period. The divergences seen in the functioning voltage, as a result of 
variance in load types, has an effect on the required changes of the duty cycle DC-DC switch 
converter. 
3.3.3.6. DC-DC converter switching-mode  
The most important components in the PV system are the DC/DC converter and DC-AC 
inverter, while their switching-mode generally has nonlinear characteristics variable over 
time. Therefore, the switching mood converter needs to be closely controlled through the use 
of appropriate techniques. Furthermore, MP can be extracted from the PV system if the DC-
DC converter is well designed and its switching mood is correctly controlled. In addition, the 
DC-DC converter needs to draw low ripple current from the system, causing conversion loss 
and reducing the maximum power tracking efficiency. This can be reduced by using high 
switching frequency [46,122,126]. 
As a result of the recent improvements in electronic devices, PV systems are now able to 
generate a large amount of energy. DC-DC converters tend to be of several kinds, categorised 
into two groups: (1) the isolated (i.e. generally utilised in a grid-linked system) and (2) the 
non-isolated (i.e. suitable for detached systems requiring equal (or less) power PV module 
production energy. They may also be formed into three groups: (1) buck/step-down; (2) 
boost/step-up; and (3) buck-boost converters [10, 18]. The DC-DC converter method is 
significant within MPPT, since MPP may be attained if the converter’s button mode is 
correctly regulated. Thus, the major concern within PV is the creation of an effective 
regulator for the DC-DC converter. Further information, and an inclusive examination of the 
topologies of the four fundamental non-isolated converters (i.e. buck, boost, buck-boost, and 
Cúk) will be take place in Chapter 4). 
3.4.  Photovoltaic source model 
It is important when building a PV system to understand its behaviour and ensure system 
stability, in order to specify its size and its location, as installing the module in a perfect 
location with widespread sunlight can extract the system’s maximum possible power. One of 
the most common (and unavoidable) issues with a PV system consists of partial shading, 
which has a considerable influence on the output power of the PV module. In general, PSCs at 




considerable distance on the horizon. Therefore, during installation, the location of a PV 
system needs to be taken into account, including its direction and installation rise angle. 
According to [46], a considerable reduction in PV module output power will result in a small 
shading of the module. Therefore, operating the module in a case of PSC needs to be 
investigated in order to improve MPPT performance, and extract the maximum power the PV 
module is capable of generating.  
The most important issue when designing a PV system is understanding PV module 
behaviour, including accurately determining its characteristics. Therefore, modelling a PV 
module becomes a significant issue when modelling a MPPT module, and requires 
considerable knowledge of the characteristics of a PV module, along with its performance 
under different circumstances, e.g. low solar radiation, temperature, and PSCs. This is 
necessary to ensure improvements in the design, and to simulate the behaviour of the MPPT 
system. This chapter will therefore: firstly, define the modelling of a PV module, employing a 
simple equivalent circuit, and secondly, the more accurate module will be used to simulate 
MPPT algorithms. The simulation result will demonstrate the suitability of the proposed 
model for the design and analysis of the MPPT system. 
3.5.  The terminal characteristic of photovoltaic cells 
3.5.1.  The simple model 
Figure 3.13 symbolises the most straightforward corresponding path of a solar battery with 
two characteristics: (1) a diode and (2) a separate photon power supply. This produces DC 
energy when rays from the sun shine on the cell, and can be steady in a continuous climatic 
condition [4]- [12]. 
The I-V characteristic is generally calculated by computing the following two factors: A) 
the short-circuit current, which is obtained by shorting the terminals of the PV cell (i.e. setting 
V=0, hence this gives Iph = Isc); and B) the open circuit voltage (Voc). The values of these 











The output current of the cell on the circuit presented in Figure 3.13 can be calculated using 
Kirchhoff’s current law (KCL); 
𝐼  = 𝐼𝑠𝑐 − 𝐼𝑑                                                                         (3.3)   
Where:  
Isc is the cell short-circuit current, and 
Id is the diode current.  
Shockley’s diode equation can be used in order to establish the value of Id; 
𝐼𝑑 = 𝐼0  (𝑒 
(𝑞𝑉𝑑/𝐾𝑇𝑐)   − 1)                                                     (3.4) 
Where:  
I0 is the cell saturation current (A), 
Q is the electronic charge = 1.6×10−19C, 
Vd is the diode voltage (V), 
K is the Boltzmann’s constant = 1.38×10−23 J / K, and 
T is the junction temperature, Kelvin (K).  
By substituting Id of equation (3.3) with equation (3.4) the voltage and current 
characteristics of PV cells can be described as; 
𝐼 = 𝐼𝑆𝑐  − 𝐼0  (𝑒 
(𝑞𝑉𝑞/𝐾𝑇𝑐)   − 1)                                               (3.5) 
Where:  
V and I are the PV cell terminal output voltage (V) and current (A) respectively.  
3.5.2.  The more accurate model 
Nevertheless, the PV system outlined above does not provide a correct I-V characteristic of 
PV systems, as it disregards a number of factors that impact on its functioning [11, 23]. The 
system may be enhanced through the addition of a chain resistance to the current path, which 
symbolises PV cell wastes. However, despite this enhancement, this system is unable to form 




[15]. A number of scholars [10, 14, 25] recommend the addition of additional resistance 
separately to the single diode model, as illustrated in Figure 3.14 (shunt-resistance, Rp). This 
addition raises the number of factors to five; then again through applying this archetype, the 
PV feature precision may be enhanced [10-16]. 
 
Figure 3.14: Single-diode circuit of PV cell [11, 12]. 
However, the recombination losses are ignored in a single diode module, which is not the 
case in a real solar cell, where these represent considerable losses. As a result, an additional 
enhancement is attained through the addition of a separate diode to form a two-diode model 
[13]. Nonetheless, this raises the PV units’ factors to seven, while the principal objective 
when creating the PV system is to maintain a rational calculation attempt if calculating the 
figures of every factor [15]. (Figure 3.15 illustrates the corresponding circuit known as a two-
diode model).[11-14]. 
 
Figure 3.15: The equivalent circuit of two-diode model  [11]. 
The output voltage and current characteristic equation are given as: 
 𝐼 = 𝐼𝑆𝑐  − 𝐼01  (𝑒 
(𝑞𝑉𝑞/𝐾𝑇𝑐)   − 1) − 𝐼𝑆𝑐  − 𝐼02  (𝑒 
(𝑉+𝐼.𝑅𝑠/𝐾𝑇𝑐)   − 1)  − ( 𝑉 + 𝐼.
𝑅𝑠
𝑅𝑝
)          (3.6) 
The techniques recommended by D'Souza et al. [12] are the most accurate methods for 
computing the values for Rs and Rp, and, despite accuracy declining at low radiation, it has a 
lower computation effort. In the two-diode model (in which PV module parameters increase 




circuit, calculated as a function of its series resistance [25]. Nevertheless, further factors need 
to be introduced to these calculations. Moreover, it is difficult to approximate the initial value 
of the PV factors [126]. In addition, the majority of the above methods award an estimated 
value of a1 = 1 and a2 = 2 to the ideality factor. However, even when this estimation is used, it 
is not always accurate [17,18]. 
Although, owing to its precision, the two-diode model is the favoured method, it requires a 
far higher re-assemblage struggle in contrast to the single diode unit [12, 25 and 126]. This 
struggle renders the single diode unit a highly appealing system, considering the required 
enhancements [45,126].  
Consequently, by merging the two models (D1, D2) Equation 3.6 can be simplified as 
follows: 
 𝐼 = 𝐼𝑆𝑐  − 𝐼01  (𝑒 
(𝑉+𝐼.𝑅𝑠/𝐴𝐾𝑇𝑐)   − 1)  − ( 𝑉 + 𝐼.
𝑅𝑠
𝑅𝑝
)                               (3. 7)  
Where:  
A is the p-n junction ideality factor, which commonly takes a value between 1 and 2 [11] 
and [12].  
The selected PV module is MSX-60 module, and is able to generate an output power of 60 
watt, with its electrical specifications shown in Table 3-1. 
A number of elements are capable of influencing the performance of the PV cell, including: 
(1) the ambient temperature; (2) solar radiation; (3) the series resistance (Rs) of the cell; (4) 
shunt resistance (Rp); and (5) the ideality factor (A). A number of authors have analysed the 
effects of these elements, as outlined below. 
Table 3.1: The PV module electrical specification 
Maximum power (Pmax) 60 W 
Voltage @ Pmax (Vmp) 17.1 V 
Current @ Pmax (Imp) 3.5 A 
Open-circuit voltage (Voc) 21.1 V 
Short-circuit current (Isc) 3.8 A 
Temperature coefficient of Short-circuit current (Isc) .(0.065±0.015)%/°C  




Temperature coefficient of power –(0.5±0.05)%/°C 
3.5.3. The effect of the environment on PV characteristics 
The major factors influencing the functioning of the PV systems consist of irradiance level, 
wind speed, and the ambient temperature. Isc, Vmax, Voc, and the max are the commonly 
known factors assisting in the specification of the I-V curves of the PV panels systems. I-V 
curve features and the cell junction temperature of PV panels are able to function well in 
response to climate change conditions. The illustration below demonstrates the ways in which 
PV output features, and the cell-junction temperature, changes because of climatic conditions. 
At the same time, this section also discusses the impact of cell junction temperature on 
electrical features of PV curves panels. 
3.5.3.1. The environmental effect on the cell temperature 
The calculated temperature of PV cells relies largely on the ambient and irradiance 
temperature, as illustrated in the following linear relationship.  
Ts =Ta+C*G                                                                                                                   (3.8) 
 TS Cell temperature in °C 
 Ta Ambient temperature in °C 
G Irradiance level (mW/cm2) 
In this case, the value of C (which is constant) lies between 0.32°C/ (mW/cm2 and 0.27 for 
commercial modules. The assumption overlooks the effect caused by wind velocity (the Ts.) 
This neglect of the wind effect on the PV panel causes the constant increase in the PV 
temperature with irradiation of the solar cell. Therefore, the wind reduces the surface 
temperature of the solar cell, which eventually reduces the cell junction temperature [129]. 
3.5.3.2. The cell junction effect on the Maximum Power Point  
The ambient temperature increases the temperature of the PV solar cells at the PV junction. 
As such, the junction cell temperature is the commonly known factor acting to decrease the 
optimum power production of the PV panel. Figure 3.16 illustrates the ways in which the 
power curves and the I-V curves adjust with the temperature of the PV cell from the cell 




maximum power produced from the PV panel is reduced as a result in the rise in the cell 
temperature. This increase is facilitated by the irradiance being in constant motion [128, 129]. 
In addition, Figure 3.16 illustrates the ways in which Vmax reduces in line with the cell 
junction temperature. In this case (as illustrated in Equation 3), the cell junction rises due to 
solar irradiance and the ambient temperature. Thus, the rise in the cell junction temperature 
decreases the Voc, as illustrated in Figure 3.16.  
The ambient temperature effect: any change in temperature has a strong effect on the output 
voltage and slightly affects the short circuit current.  
 
Figure 3.16: The I-V characteristics of MSX-60 module under different temperature values and constant radiation 
(1kw/m2) 
3.5.3.3. The irradiance effect on photovoltaic characteristics 
It is believed that in the PV panel system the output power and irradiance level are directly 
proportional. Figure 3.17 illustrates the ways in which the I-V curves change with the 
irradiance. The figure also illustrates the way maximum power rises alongside the irradiance 
level when the cell temperatures are at a constant point [128-131]. The changes in the 
irradiance level demonstrate the existence of differences in current and voltage, in particular 
MPP. Therefore, any rise in solar radiation results in an increase in the optimum power 
voltage. The following three issues are experienced during the establishment of the 
relationship between cell junction temperature, irradiance and Voc level: firstly, nonlinear 
links exist between open circuit voltage and irradiance; secondly, the effects are associated 




difficulties are encountered during the measurement of the impact of wind on cell junction 
temperature as a Voc result. 
Figure 3.17 demonstrates the effect of radiation on the I-V–P characteristic. If solar 
radiation increases, the short current will increase proportionally, while its effect is slightly 
less on the output voltage. Therefore, output power will increase as the output current 
increases, and reduce when it declines. The output power is defined by P=V×I 
 
Figure 3.17: The I-V characteristics of MSX-60 module different irradiance values and a constant temperature (25°C). 
3.5.3.4. The effect of series resistance  
 The series resistance (Rs) has (as demonstrated in Figure 3.18) a strong effect on PV 
module curves. If the value of Rs increases, the output power will decrease, as it reduces the 
output current. 
 




3.5.3.5. The effect of parallel resistance  
 Figure 3.19 demonstrates the effect of Rp on PV output characteristics. It can be seen that, 
when the value of Rp is decreased, the open circuit voltage is also reduced, without any 
impact observed on the ISC. 
 
Figure 3.19: Effect of parallel resistances at 1kw/m2, 25°C 
3.5.3.6.  The effect of diode ideality factors  
As stated previously, the ideality factor has an estimated value ranging between one and 
two. Figure 3.20 highlights the influence of any change to its value.  
 




3.6. Solar cell modelling  
As noted in Section 3.6.2, the Rp model has proved more accurate than the Rs model, and 
therefore the Rp module will be used throughout this study. Figure 3.21 (below) represents the 
equivalent circuit of the module containing five components: a current source (Iph), a diode 
(D), a series resistance (Rs), and a parallel resistance (Rp). 
 
Figure 3.21: Single diode PV cell model with Rs and Rp.[146]. 
 The one-diode model with series and parallel resistances of PV cell is shown in Figure 3.21 
(above), and its corresponding current - voltage (I-V) characteristics equation can be 
expressed as follows: 
𝐼 = Iph − Io { [exp(
q(V + IRs
𝐴𝐾𝑇
 ) − 1} − 
V + IRs
𝑅𝑝
 ( 3.9) 
Firstly, for a more accurate characteristic, the value of the short-circuit current (Isc) must be 
calculated at a given cell temperature (T), and solar radiation (G), as follows: 
 )(1 crefcTScTcSc TTaII ref   ( 3.10) 
Where 
 Isc at Tref is provided by the cell manufacture datasheet at STC, 
Tref is the PV cell reference temperature in Kelvin (K) and its equal to 298K (25oC), 
a is the short circuit current Isc temperature coefficient provided by the cell manufacture 
datasheet at STC. 
As the solar radiation has an influence on the short circuit current of the PV cell, its value at 

















 ( 3.11) 
Where 
(IscGo) is provided by the cell manufacture datasheet at STC, 
 (Go) is the value of solar radiation at STC, which is generally 1000W/m
2
. 
In general, the characteristic of a PV cell has three main operating points, these being: (1) 
the short circuit current Isc; the open circuit voltage Voc (where V = Voc and the PV cell 
current equal to zero (I=0)); and MPP. The saturation current (Io) value can be calculated at 
the open circuit voltage, where Voc =V and the PV cell current is equal to zero as: 
0 = Isc − Io { [exp(
q(Voc
𝐴𝐾𝑇
 ) − 1} − 
Voc
𝑅𝑝
  ( 3.12) 
Equation 2.4 can be rewritten as: 
𝐼𝑜 = Isc − ( 
Voc
𝑅𝑝
) exp (− 
Voc
𝐴𝑉𝑡
)   ( 3.13) 
The reverse saturation current (Io) is primarily dependent on the PV cell temperature. 











































.  ( 3.14) 
When the open circuit voltage is equal to zero at the short circuit current, where I= Isc 
equation (3.4) can be rewritten as: 
  
𝐼𝑠𝑐 = Iph − Io { exp [
qIscRs
𝐴𝐾𝑇
 ] −  1 }  −  
IscRs
𝑅𝑝
  ( 3.15) 
At MPP at which the PV module output voltage V= Vmp and its current I=Imp equation 




𝐼𝑚𝑝 = Iph − Io { [exp(
q(Vmp + ImpRs
𝐴𝐾𝑇
 ) − 1}  − 
Vmp + IRs
𝑅𝑝
         ( 3.16) 
And the PV output power can be expert as:  
𝑃 = I × 𝑉     ( 3.1) 
The ideality factor of a diode is unknown and can be calculated by using the following 
equation, or by estimation as it takes a value between one [7.19]: 
𝐴 =  
Vmp + ImpRs − Voc
𝑉𝑡 {𝐿𝑛 (𝐼𝑠𝑐 − 
Vmp
𝑅𝑝










      
( 3.2) 
 
A number of authors have suggested the value for the ideality factor of a diode to be 
generally between one and two, calculated by using trial and error until the accurate PV curve 
is obtained [7, 19, 126]. 
The value of Rs, the series resistance of the PV cell, has a considerable influence on the 
slope of the I-V characteristic, as discussed in Section 3.5. Its value can therefore be 
calculated by evaluating the I-V slope dI/dV at the open circuit voltage, and its value can be 






















qIdI .0  ( 3.3) 





























 The I-V characteristic slope at the open circuit voltage (Voc), and its value can be 
determined from the PV cell manufactory datasheet. 
The value of parallel resistance Rp can be determined by evaluating the PV cell I-V curve, 
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exp ( 𝑞 𝐼𝑠𝑐
𝑅𝑠
𝐴𝐾𝑇




Finally, equation 3.4 can be solved using a numerical solution starting with the initial value 
employing algorithms used for solving a nonlinear equation. The Newton Raphson method 
has been chosen for this current study, for rapid convergence for solving equation 3.21. This 











  (3.22) 
Therefore, the PV module output current can be computed iteratively as: 
𝐼𝑛 + 1 = In −  
Iph − In − Io {exp [
q(V + IRs)
KAT










    (3.23) 
 
The MATLAB function written in this thesis has been iteratively performed three times to 
obtain the accurate converge result.  
Figure 3.22 demonstrates the PV cell Simulink module created to signify the output features 
of the PV unit. It possesses two changeable inputs, i.e. the solar radiation G and the 
temperature Tac. Furthermore, it utilises the production power as a reaction input that is 
utilised to push the PV component production current for obtaining a precise I-V curvature 
resulting from the current sun energy, as well as temperature. The parameters’ figures for the 
chosen PV model are represented in Table 3.1: 
 
Figure 3.22: the PV cell model 
Considering STC, the I-V and P-V characteristics of a selected PV module are shown in 




effective matching between the simulated P-V and I-V curves, with the data provided by the 
PV module manufacture. 
 
Figure 3.23: simulated P-V curves of a selected PV panel 
 
Figure 3.24: The I-V curves of a selected PV panel 
As it can see from fig (3. 24), the operating point of the module is mainly depending on its 
characteristic and the load impedance. At the open circuit voltage when there is no load, the 
operating point of the PV module will be on the right side of MPP when V=Voc and the PV 
module output current is equal to zero (I=0), and this is an initial operating point, if the load 
increases, the operating point of the module will increase as well resulting in reducing the 





















































open circuit voltage while its output power increases till it reaches the MPP, where can extract 
maximum power from the module. Any increase of the load beyond this point will move to 
the right side of MPP resulting in  a reduction in the output power as the PV output voltage 
decreases, till it reaches the point where( I= Isc) and module output voltage at this point is 
equal to zero (V=0). 
3.6.1.  Validation of the PV module characteristics 
As outlined in section 3.6, the PV cell/module parameters vary according to weather 
conditions, with temperature and solar radiation being the most important factors in its output 
current and voltage. 
Figure 3.25 demonstrates the (current I- voltage V) characteristics of the selected PV 
module for a number of different environment conditions, temperature and irradiance, 
employing the equations established above (in conjunction with the electrical specifications of 
the selected PV module given in in Table (3.1), as simulated in Matlab using an m-file 
function (see Appendix (A.1)). 
 
Figure 3.25. The simulated I-V curves under different irradiance and temperatures. 






































3.6.2.  The photovoltaic module source under non-uniform weather conditions 
 PV cells are generally connected in parallel, or in a series configuration, to meet the load 
demand energy. When PV cells are connected in a parallel connection, its output voltage is 
identical to that of the single solar cell, while the generated current is the total of each cell 
current. On the other hand, when solar cells connect in a series connection, its output current 
will be the same as that of a single solar cell, while the output voltage will be the sum of the 
voltage in each cell. This is demonstrated in This is demonstrated in Figure 3.26 (below). 
 
Figure 3.26: The PV cells series configuration to make up a PV module 
The solar cells in a practical system are connected in series, or in a parallel configuration, to 
form the modules/arrays to generate the desired value of the voltage. However, the PV module 
output voltage is determined by the generate output current, which (due to it being directly 
proportional to the irradiance) primarily depends on solar radiation conditions. Therefore, in an 
application such as multiple PV modules working at different irradiance conditions, an 
opportunity will arise to have a number of different maximum output power points, instead of one 
MPP. This can result in a substantial reduction of the output power of the entire system, as its 
controller is unable to establish the true operating point at MPP. This condition can occur as a 
result of PSCs [92-95]. 
3.7. Summary 
  This chapter has provided a brief description of the modelling of PV cells in Matlab, using 




influence the performance of MPPT in the system. It can be inferred that this remains an 
inaccurate model for a PV component, notwithstanding the enhancement undertaken on the 
single diode model through addition of a chain resistance to the current path, which denotes 
the PV cell wastes. This is due to disregarding the exposed circuit energy coefficient. This has 
























Based on the theory of maximum power transfer, the transfer of MP is made from source to 
load at the point at which the source impedance and the load impedance are equal (i.e. load 
matching). It is possible to accomplish load matching by making an adjustment to the DC/DC 
converter’s duty cycle. The ratio of the switches switching on time to the switching period is 
known as the duty cycle. The operation of the converter must be undertaken with its 
corresponding duty cycle, if the MPP is to be tracked. Extracting maximum power from the 
PV module at different atmospheric conditions requires the adjustment of the DC/DC 
converter’s duty cycle. A high proportion of DC/DC conversion circuit architectures are 
capable of being utilised for this purpose. This section proposes a realistic examination of the 
four essential non-isolated DC-DC converters, within a number of varied weather settings, as 
a means of putting in place the most effective DC-DC converter that should be utilised in the 
PV technique. 
4.1. DC-DC converters 
PV generating systems frequently integrate DC-DC converters serving as an interface 
device between PV panels and loads to match load voltages and MPP voltages of PV panels. 
These converters are primarily designed to mediate the efficient transformation of input 
power Pm=Vin*Iin into output power Po=Vo*Io through increasing, or decreasing, the input 








                                                                                                                                           (4.1) 
Equation 4.2 indicates the expression taken by the correlation between input and output parameters: 
𝑉𝑜 × 𝐼𝑜 = 𝜏 × 𝑉𝑖𝑛 × 𝐼𝑖𝑛                                                                                                                                  (4.2) 
Efficiency is maintained at approximately the same level at particular converter voltage and 
current values. Thus, a V0 or Io increase in Equation 4.2 is the direct result of a Vin or Iin 
increase. The increase or decrease of the DC-DC converter input voltage is generally achieved 
through one of three types of converters, i.e. a buck converter (step down converter); a boost 




A common feature of all three types of converters is an inductor capacitance (LC) electrical 
circuit, which is regulated in an electronic manner. A pulse width modulator (PWM) controls 




                                                                                                                                                                    (4.3) 
In the above equation, T represents the switch oscillation period (otherwise known as time 
period of square pulse), which governs the electronics switch, while ton denotes the on time 
regulation of square pulse. 
Continuous current conduction and discontinuous current conduction exhibit considerable 
feature discrepancies, and form the two operation modes associated with DC-DC converters. 
In the former, there is a more straightforward relationship between the duty cycle of the 
electronics switch duty cycle and voltage ratio. The converter operation will occur in a 
continuous mode, provided that the current through the inductor does not decrease below 
zero. In order to ensure the inductor current stays above zero, the load resistance needs to be 
lower than the combined value of PWM pulse signal frequency and the inductor inductance 
(L). This lead to a need for a selected mode operation to be imposed on the converter 
parameters and control frequency. In such a design, the highest and lowest required current 
and voltage of appliances must be taken into account. Operation in continuous current 
conduction is standard for converters in the majority of applications. This operation mode 
requires careful selection of converter parameters, in order to ensure that the current through 
the inductor does not decrease below zero [118,132, 135,144]. 
4.2. Maximum Power Point Tracking from the DC-DC converter point of view 
After the PV component is linked straight to the load, the unit will function at the T-
junction position of its I–V distinctive and the load arc. Figure 4.1 shows that the PV 
component has a non-linear distinctive that varies in accordance with solar emission, heat, 
and load state. As a result, MPPT is needed to equal the PV unit impedance with the load 
impedance, proportionate to oscillations during weather circumstances. So as to resolve this 
matter, a DC–DC converter is normally put in between the PV component and the load 
applied like the power stage translation to uphold the function of the PV component at its 
MPP [20]. This can be attained through regulating the task cycle of the converter to imitate a 





Figure 4.1. The PV module operating point 
4.3.  Topologies of DC-DC converters 
The major component of the MPPT regulator consists of the DC-DC tracker converter. This 
is due to its ability to influence the functioning of PV, in addition to removing the highest 
energy from the PV through equalising the PV component impedance with its load. This 
compels the unit to function close to its MPP within diverse degrees of sunrays, as well as in 
various weather settings. Many scholars have studied the DC-DC buck or boost converters in 
the absence of any handbook outlining the manner in which such converters should be 
employed, or which converter is the most suitable for a PV system.  
The diversity of DC-DC converters fall into two categories: (1) the isolated form (generally 
employed in a network linked system); and (2) the non-isolated form (highly suitable for 
stand-alone methods requiring a level of power that is identical to, or lower than, the PV 
component output energy). The non-isolated forms can be further classified into three groups: 
(1) buck (step-down); (2) boost (step-up); and (3) buck-boost and Cùk converters (step-
down/step-up) [133,134]. 
4.3.1. Buck Converter 
  DC-DC buck converters have the ability to stand down the production power if the 
production is classically lesser than the input energy. Hence, these forms of converters are 
commonly utilised if the supply power is higher in comparison to the load power [6, 7]. 





































Figure 4.2 illustrates the DC-DC buck converter possessing two power keeping units: (1) the 
inductor (L); (2) the output capacitor (C). In addition, it is in possession of a Mosfet (S), 
which is utilised for turning the converter on or off, by means of the Pulse Width Modulation 
(PWM) [122, 134 and 135]. 
 
Figure 4.2. Buck converter electrical circuit. 
The connection linking the produced voltage to the converter’s current (i.e. the PV component 










= 𝐷        (4-2) 
The correlation involving the load voltage and load current may be expressed as: 
𝑉𝑙𝑜𝑎𝑑 = 𝐼𝑙𝑜𝑎𝑑 ∗ 𝑅𝑙𝑜𝑎𝑑         (4-3) 
 
In which: D is the duty cycle; Vload is the load voltage; Vpv is the PV module output voltage; 
Iload is the load current; and Ipv is the PV output current. 
When the expressions (4.4) and (4.5) are placed in expression (4.6), the correlation 
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(4-5) 
In which 𝑅𝑖𝑝𝑣 represent the PV module impedance. At the time of linking the load to the PV, 
the PV’s component functioning spot is at the meeting point connecting the load with its I-V 
curvature, and derived from expression (4.8), the line that denotes that the load is straight. 
Thus, the leaning angle may be calculated as expression [132- 135].  
 𝜃𝑅𝑖𝑝𝑣   = atan  ( 
𝐷2
𝑅𝑙𝑜𝑎𝑑
 )                                               (4-6) 
A hypothetical constraint exists in relation to the converter’s duty cycle, which assumes a 
figure between 0-1. As a result, the leaning angle (𝜃𝑅𝑝𝑣 maybe expressed in the following 
way: 
Its minimum limit: 
𝜃𝑅𝑖𝑝𝑣   = atan  ( 
0
𝑅𝑙𝑜𝑎𝑑
 ) = 0                                                                                   (4-7) 
Its upper limit: 
𝜃𝑅𝑝𝑣   = atan  ( 
1
𝑅𝑙𝑜𝑎𝑑
 )                                                                                     (4-8) 
Expressions (4.10) and (4.11) provide the functioning and non-functioning area of the DC-DC 
buck converters. Thus, in accordance with expression (4.9), the load’s figure establishes the 
inclination angle maximum level; to enable the PV to function in the non-functioning area if 
the load is shifting. Consequently, the input of the DC-DC buck converters’ impedance is not 
lesser compared to the load impedance. Furthermore, it may not control the PV component 
closer to the short-circuit Isc. As a result, these converters may only be run when 
 𝑅𝑙𝑜𝑎𝑑>= 𝑅𝑀𝑃𝑃 [126,133, 135]. 
Table 4.1 illustrates the correlation of diverse non-isolated DC-DC converters with regard to 
their input resistance, duty cycle, and load resistance inclination angle (𝜃𝑅𝑝𝑣. In addition, it 







Table 4.1: The input resistance of PV Module, load and D of different DC-DC converter 
Type 𝑅𝑖𝑝𝑣 D 𝜽𝑹𝒊𝒑𝒗 










Boost 𝑅𝑖𝑝𝑣 = (1 − 𝐷)






 𝜃𝑅𝑖𝑝𝑣 = atan  ( 
1




𝑅𝑖𝑝𝑣  = (
1 − 𝐷
𝐷2






 𝜃𝑅𝑖𝑝𝑣 = atan  ( 
𝐷2
(1 − 𝐷)2 ∗ 𝑅𝑙𝑜𝑎𝑑
 ) 
 
Through the application of the expression within Chart I, the inclination angle (𝜃𝑅𝑖𝑝𝑣) may 
be placed as its minimum and maximum limits (90 > 𝜃𝑅𝑖𝑝𝑣 >
1
𝑅𝑙𝑜𝑎𝑑
[126, 135, and 136]. 
4.3.2.  Boost Converter 
  Under these converters, the size of the output energy is consistently higher in 
comparison to that of the input energy. Thus, these forms of converters may be applied if the 
PV unit output power is lesser compared to the load power. Fig. 4.3 [126,134-136] illustrates 
the fundamental electrical path of boost converters: 
 
Figure 4.3. Boost converter electrical circuit. 
4.3.3. Buck-Boost Converter 
Under these converters, the output power size may be greater or lesser in comparison to the 
size of the input power. The atypical characteristic of the buck-boost converters consist of 




as inverter controllers are frequently utilised within buck-boost converters. The benefits of 
utilising the buck-boost converters consist of their increased effectiveness, as well as simple 
execution of a short circuit current safeguard. Nonetheless, their major weakness consists of 
their irregular input current, increased peak current via the control switch, as well as increased 
intricacy in contrast to other converters. Figure 4.4 demonstrates the essential electrical path 
of buck-boost converters. It bears an inductor (L), diode (D), capacitor (C) and a switch which 
may be Mosfets or transistors [133, 135]. 
 
 
Figure 4.4. Buck-Boost converter electrical circuit. 
The leaning angles (𝜃𝑅𝑖𝑝𝑣) of these converters are expressed in this manner:  
 (90 >   𝜃𝑅𝑖𝑝𝑣   > 0 ). 
Consequently, derived from the expressions under Table II, these converters may 
function from an open circuit power position to the short-circuit current, i.e. these converters 
have no area of non-operation. The lack of such a non-operating area is due to whichever rise 
within the duty cycle decreases the input impedance. Consequently, the inclination angle or 
PV unit functioning spot drifts to the left of the I-V feature, whereas decreasing the duty ratio 
raises the input impedance, causing the drifting of the functioning spot to the right of the I-V 
curvature. 
4.3.4.  Cùk Converter 
  The functioning of these converters is identical to that of buck-boost converters. The 
main electricity path of Cùk converters is illustrated within figure 4.5. The major distinction 
between these and buck-boost converters consists of their additional input inductor, which 






Figure 4.5. Cùk converter electrical circuit. 
The leaning angles of these converters are similar to those of buck-boost converters. 
As a result, these forms of converters also lack the non-operating area [134, 135]. 
4.4. The conduct of non-isolated DC-DC converters within various sun radiation as 
well as temperatures  
Based on the expression under Table II, it is apparent that buck converters are in possession 
of operating, as well as non-operating, areas described as; (0 >   𝜃𝑅𝑖𝑝𝑣   >
1
𝑅𝑙𝑜𝑎𝑑
 ). Whereas, 
the corresponding description for the boost converters is: (90 >   𝜃𝑅𝑖𝑝𝑣   >
1
𝑅𝑙𝑜𝑎𝑑
 ), although 
the leaning angles of the Cùk converters are similar to those of the buck-boost converters, 
with their operating area being between 0°- 90°. 
So as to certify the concept, buck, boost, buck-boost, and Cùk converters are all 
created in addition to being executed within the Matlab. 
Table 4.2: The electrical specification 
Type 𝑉𝑖𝑛 𝑉𝑜𝑢𝑡 D 𝑅𝑙𝑜𝑎𝑑 
Buck 17.5 6 0.71 2.4 
Boost 17.5 40 0.57 26.66 
Buck-Boost and  17.5 12 0.41 24 
Cùk 17.5 40 0.7 26.66 
Through the application of the figures in Table 4.2, the leaning angle (𝜃𝑅𝑖𝑝𝑣) of every 




sun radiations, so as to establish whether the MPP is within the functioning or non-
functioning area of the converters (see Figures 4.6, 4.7 and 4.8). 
 
Figure 4.6. The buck converter operating and non-operating zone in different conditions [144]. 
 
 
Figure 4.7. The boost converter operating and non-operating zone in different conditions [144]. 






























































































Figure 4.8. The buck-boost and Cùk converters operating and non-operating zone in different conditions [144]. 





from which it is apparent that DC-DC buck converters may often control the PV unit within 
its MPP, since it is positioned within its functioning area (refer to Figure 4.6). Nevertheless, 
in cases in which the load shifts, the operating spot has the potential to drift out of the 
functioning area. On the contrary, the boost converters (see Figure 4.7) are incapable of 
operating the PV unit within its MPP in conditions of low sun radiation, since it falls out of 
the functioning area. The functioning area of both DC-DC buck-boost and Cùk converters 
(refer to Figure 4.8) is 0°-90°. They are therefore capable of controlling the PV unit under its 
MPP in every climatic condition, due to being situated within the functioning areas. Coelho et 
al. investigated the impact of both sun radiation and temperatures on various forms of non-
isolated DC–DC converters, and deduced that, when the converter’s duty cycle shifts in line 
with climatic conditions, the parameters of the converter also shifts [122,126, 135]. 
The DC-DC analysis reveals that, despite being commonly used in tracking applications, 
buck and boost converters are unsuitable for this operation mode, due to being capable of 
MPP tracking in a single portion of the I-V plan. By contrast, Cùk converters, as well as buck-
boost converters, provide a more appropriate alternative for tracking applications, due to their 
ability to track the MPP throughout the I-V plan. 
It therefore is necessary to establish an effective operation of both DC-DC converters and 
tracking algorithms, in order to achieve an enhanced tracking system. The use of a Cùk 
converter together with the MPPT technique enables the fulfilment of this specification. 








































4.5. Simulation result and discussion 
Figure 4.9 demonstrates the recommended electricity circuit created to signify PV 
component output features. Firstly, the model possesses dual changeable inputs, i.e. the sun 
radiation (G) as well as the temperatures (Tac). Secondly, it applies the output power as a 
reaction input utilised for compelling the PV unit’s output current to attain a correct I-V 
curvature originating from sun radiation as well as temperature. Thirdly, the non-isolated DC-
DC buck, boost, buck-boost, as well as the Cùk converters, are created and linked to the PV 
component. Finally, the P&O algorithm was applied in the role of MPPT regulator, in order to 
assess the enquiry.  
 
Figure 4.9: Circuit of the PV system [144]. 
 
Figure 4.10, illustrates the PV unit output power, at the time when the PV was 
replicated at low sun radiation (G=200 W/m
2
). The effectiveness of the buck-boost, as well as 
the Cùk, converters was established as being superior in comparison to that of the boost 
converters within the identical setting. However, the boost converters may not control the PV 
component close to the MPP, due to its location outside its functioning area. Nevertheless, the 
buck converters may accurately trail the MPP. The buck-boost (as well as the Cùk) converters 
are capable of trailing MPP in all climatic settings, despite boost converters being incapable 
of tracking MPP at minimal sun energy. It possesses a number of advantages in relation to 
buck and buck-boost converters, due to being cost-effective, and having a more effective 
dynamic reaction. Furthermore, boost converters have an additional benefit to buck 




current, if the PV’s output power is lower in comparison to the load power. Thus, boost 
converters are extensively utilised at the time of charging a battery requiring constant input 
energy.  
Conversely, the boost functions require an increased switching rate. This (1) raises 
switching deficits; (2) is strident; and (3) increases pressure on the boost units, which leads to 
a decrease in energy. Buck converters, on the other hand, require an added diode, implying 
increased expense, leading to a fall in power, but raising the current loss. In addition, in order 
to ensure the PV unit’s wave current is even, the buck converters require an input capacitor 
that is both sizeable and costly. 
Figure 4.10 demonstrates that voltage losses escalate at the time of operating the buck, 
as well as the buck-boost, converters, as a consequence of escalating the PV component 
output power and energy waves, due to their irregular input energy. An input capacitance 
needs to be employed to resolve this challenge in the buck converters, resulting in additional 
losses. However, the buck-boost converters require input, as well as output sieving that 
implies a rise in the losses alongside the expense. Figure 4.10 emphasises Cùk converters as 
having an easy output power, as well as current, due to their output point inductor. 
Furthermore, they possess additional functioning and efficacy in comparison to buck-boost 
converters, despite these being cost-effective. In addition, buck-boost converters have less 
effectiveness in comparison to Cùk converters, due to: (1) their irregular input current and (2) 
pulsated output power resulting in additional switching wastes, together with additional 
pressure on the power unit. 
Figure 4.11 illustrates the PV system output power, and replication outcome for the sun 
radiation at the figure 1000W/m
2
. One remarkable consequence is that buck–boost, as well as 
Cùk converters, are able to operate the PV unit within its MPP, regardless of the load or 
climatic surroundings. The boost converter displays improved functioning with elevated 






Figure 4.10. The simulated PV module output voltage (V) at (200W/m2, 25°C) [144]. 
In general, the buck, along with the boost, converters are incapable of accurately 
tracking MPP, and their effectiveness tends to be minimal when contrasted to the Cùk and 
buck–boost converters. However, their ease (as well as cost-effectiveness) renders these 
converters highly attractive in comparison to other converters. The buck–boost converters are 
capable of tracking the PV system’s MPP of the climatic surrounding, as well as the load 
notwithstanding. However, it undergoes irregular input power, since the converter’s control 
switch has been connected in series to the component causing additional noise. An additional 
weakness of this form of converter consists of the elevated wave input power, which 





Figure 4.11. The simulated PV module output voltage (V) at STC [144]. 
 





Figure 4.13. The simulated PV module output Current (A) under (G=200W/m2 to 1000W/m2 and constant T= 25°C) [144]. 
Figures 4.12 and 4.13 both illustrate the PV component output energy, in addition to 





. The buck–boost with the Cùk converters have been 
established as having the capacity to function the PV unit close to MPP. The boost converter 
displayed improved functioning; however, it also demonstrated lower effectiveness at 
minimal sun energy, in comparison to other converters. In addition, its functions lead to the 
unit using lower levels of power, as well as current. Both the buck and buck-boost converters 
function in the unit, using a high degree of power and energy wave, resulting in increased loss 
of energy. 
4.6.  Summary 
This chapter has offered a succinct appraisal of the various non-isolated DC-DC converters, 
as well as the simplest technique of selecting an efficient converter for application within the 
MPPT. This aids creators to ensure effective selections. The investigation has revealed that 
both the buck and boost converters are extensively applied due to their ease of use and cost-
effectiveness. However, these converters are not the first choice to function as MPPT, due to 
having lower levels of effectiveness in comparison to other non-isolated DC-DC converter 
kinds within shifting climatic surroundings. The buck and boost converters are the most 
effective forms of converters in relation to price. Nonetheless, their major shortcoming 
consists of minimal tracking effectiveness. In addition, the replication outcomes have 




contrast to other kinds of converters. It has been established that both the buck–boost and Cùk 
converters are capable of tracking the MPP accurately in a number of climatic surroundings, 
notwithstanding the load. This capability renders these converters perfect preference for 
MPPT uses. In addition, the Cùk converter was seen to produce the maximum efficacy. 
Further analysis of the Cùk converter and its voltage transfer function will take place in 



















Chapter Five  













5.  Introduction 
MPPT is a technique permitting power controllers to maximise their output in solar 
powered systems. This extraction of maximum power is achieved through regulation of the 
current taken from the solar panels or the voltage to achieve the MPP, and is independent of 
operating conditions, e.g. temperature, aging or solar irradiation. There are a number of 
reported techniques for achieving this MPP, which have been classified as being either on-line 
or off-line. Those that are off-line provide a reference signal based on previously obtained 
information on parameters concerning the PV array, i.e. solar irradiation levels; the 
temperature of the modules; the short-circuit current; or open circuit voltage of any sample 
PV panels. On-line methodologies involve taking reference signals and developing algorithms 
to calculate the true power, creating comparisons with previously calculated values and 
adjusting the MPP accordingly. 
Figure 5.1 demonstrates a previously created Simulink module in Chapter 3, connected to a 
resistive load, as shown in Figure 5.1 without an MPPT controller. This was tested within a 
MATLAB environment, employing various radiation conditions under a constant 
temperature, with the results being recorded to enable a comparison with the operating point 
of the PV module when directly coupled to the load, with the actual recorded operating point 
as stipulated in the data sheets. 
 







Table 5.1: the theoretical operating point of selected PV with variable irradiance and Constance temperatures (25C). 
G(w/m2) 
The theoretical values 
                                               












100 16.02 0.358 5.74 2.66 0.387 1.01 17.95 
200 16.4 0.721 11.84 5.36 0.76 4.043 34.14 
300 16.7 1.077 18 7.98 1.14 9.097 50.53 
400 16.9 1.431 24.2 10.64 1.52 16.16 66.77 
500 17 1.785 30.36 13.26 1.895 25.14 82.80 
600 17.02 1.145 36.52 15.62 2.231 34.84 95.39 
700 17 2.507 42.63 17.13 2.447 41.92 98.33 
800 17 2.863 48.68 17.96 2.565 46.07 94.63 
900 16.95 3.225 54.67 18.47 2.639 48.74 89.15 
1000 16.8 3.607 60.6 18.83 2.691 50.68 83.63 
 
As outlined in section 4.1, when the PV module is connected directly to the load, it will 
operate at the intersection point of its I–V characteristic and the load curve. Figure 5.2 
(below) demonstrates the PV module I-V characteristic with resistive load. 
 




As previously noted, research has confirmed that the electrical energy conversion capacity 
of a solar panel is approximately 30-40% of incident energy. An MPPT algorithm needs to be 
applied to improve the effectiveness of the panel. This can be achieved through a range of 
methods, including: P&O (i.e. the hill climbing method); IncCond; Fractional Short Circuit 
Current; Fractional Open Circuit Voltage; Fuzzy Control; and Neural Network Control. Of 
these, the most frequently employed are the P&O and IncCond techniques. These are 
advantageous due to: (1) being easy to implement; (9) being capable of rapidly tracking MPP; 
and (3) are cost-effective [106]. Factors such as MPPT duration, cost and degree of 
application difficulty all dictate the type of algorithm selected. 
This study will now focus on a discussion of five MPPT algorithms popularly used in the 
available PV system, followed by utilisation of MATLAB tools to compare their tracking 
efficiency. Their application techniques are widely utilised in the MPPT controllers as a result 
of their simplicity and ease of implementation. A number of different proposals concerning a 
number of MPPT techniques have been advanced, but no wide-ranging comparison has yet 
been undertaken between the numerous techniques and their efficiencies in terms of tracking 
under different weather conditions. The objective of the current study is to establish a 
bridging of this gap. This chapter will therefore direct its focus on a comparison study of 
simulation between these extensively applied MPPT techniques, taking solar radiation 
variation into consideration, to establish the technique capable of performing most effectively 
under rapidly changing weather conditions. This section will be organised as follows: firstly, 
Section 5.2 will outline the description of the PV system modelling and the illustrations of the 
respective P&O, INC, CV, OCV, and SCC principles of operation techniques; secondly, 
Section 5.3 will illustrate the results, analysis, and discussion; and finally, Section 5.4 will 
form the conclusion. 
As distinguished in parts 3.2.3 and 3.2.4, sources of PV demonstrate an MPP within their 
steady-condition attribute, one that differs in accordance with changing circumstances, e.g. 
levels of irradiance and heat. To warrant the most efficient application of the sources of PV, it 
is necessary to function at the MPP. There are some factors to think about when assessing an 
MPPT algorithm, such as tracking pace; steadiness; ease; cost of execution; and tracking 
effectiveness. Some MPPT techniques have been built on for application within PV systems, 
so as to attain the MPP, varying from easy to more intricate techniques based on weather 
circumstances and the use [7-9]. The main objective of MPPT is to take out utmost output 




5.1. Cùk Converter  
As discussed in Chapter 4, both buck-boost and Cùk converters can offer either lower or 
advanced output power. The buck-boost adapter has a lesser effectiveness compared to the 
Cùk converter since it has some drawbacks, that is, (1) the high voltage pressure on the power 
module stops input voltage; and (2) it spends a longer time than the Cùk to achieve the 
transitory reaction. In spite of being more costly than the buck-boost adapter, the Cùk 
converter has definite benefits, such as its constant input power; low converting loss; and the 
supply of a ripple-free output power because of the output phase inductor. Thus, among the 
different DC-DC converters, the Cùk adapter is the mainly suitable for use in an MPPT 
method. Figure 5.1 shows the Cùk converter circuit using a capacitor like its major power 
storage, and thus having a constant input power, therefore facilitating it to take out free power 
wave from the PV , causing lesser switching losses and advanced levels of effectiveness 
[104,135]. 
 
Figure 5.3: The Cùk Converter Electrical Circuit [104]. 
Therefore, the voltage transfer function can be written as following: 
VOUT/VS=D/(1-D)                                                                                                     (‎5 1) 
The electric specification the Cùk converter are shown in Table 5.1, below: 
Table 5.2: ELECTRIC SPECIFICATIONS OF CÙK CONVERTER 
Specification  
Input Voltage (Vs) 12-18V 
Input Current (Is) 0-5A(<5% ripple) 
Output Voltage (Vo) 40V(<5% ripple) 
Output Current (Io) 0-5A(<5% ripple) 
Maximum Output Power (Pmax) 60W 




Duty Cycle (D) 0.6≤D≤1 
The Cùk converter components employed for simulation have been calculated as follows: 
5.1.1. Input Inductor (LI) 
The assumption made when calculating the inductor size is that the change in the current 
across the inductor is not more than 5%, with the change in the inductor current calculated as 
follows: 
∆IL=(VS.D)/ (L.f)                                                                                                      (‎5 .2) 
Where: Vs the input voltage, D the duty cycle, and f the switching frequency. 
Therefore, the inductor L can be determined as: 
L=(VS.D)/ (∆IL. f)                                                                                                        (5. 3) 
And the current ripple is 5% of the average current, therefore ∆𝐼𝐿1 is given as: 
∆IL1=5%.IL1                                                                                                                    (‎5. 4) 
Therefore, the inductor (L1): 
L1=(VS.D)/ (∆IL1.f)                                                                                                       (‎5. 5) 
Using the same assumption, the output inductor (L2) size can be calculated as: 
L2=(VS.D)/ (∆IL2.f)                                                                                                       (‎5. 6) 
5.1.2. Capacitor selection 
In choosing the capacitor size, the voltage ripple across it should be no more than 5%. 
The voltage across the input capacitor can be calculated as: 
Vc1=Vs+Vo                                                                                                               (‎5 .7) 





                                                                                                                                                              (5.8) 
To calculate the value of C1, the following equation is used : 











                                                                                                                                   (5.10) 
Then, the value of C2 can be calculated as: 






                                                                                                                      (5.11) 
5.1.3. Matching the load 
When the PV module is directly connected to the load, the PV module operating point will 
be at the intersection point between its (I-V) characteristic and the load line. 




                                                                                                                                                     (5.12) 




                                                                                                                                       (5.13) 
Where: VMPP is the PV module output voltage at MPP, and IMPP is the PV module output 
current at the MPP. When matching the value of Rload with the value of Ropimal, the maximum 
power can extract from the PV module. However, this matching is rarely likely to occur in 
practice. Therefore, MPPT is required to match the impedance of the PV module with the 
load impedance. 
An example has been undertaken in this study, during which the PV module was directly 
connected to the load without the MPPT controller, in order to study the load matching using 
a high efficiency Cùk converter. 
Equation (5.14) gives the relations between output and input voltages, and duty cycle: 
 
𝑉𝑆 =  
1−𝐷
𝐷
 × 𝑉𝑂𝑈𝑇                                                                                                                                 (5.14) 





















≫  𝐼𝑆 =   
𝐷
1−𝐷
























 . 𝑅𝐿𝑜𝑎𝑑                                                                           (5.17) 
As it can see from the above equation, the impedance that appears from the PV module is 
the converter input impedance Rin. Therefore, the value of Rin can be adjusted by changing the 
duty cycle (D), till the value of Rin matches that of PV Rop, where the PV module operating 
point is at MPP.  
5.2. Techniques of Maximum Power Point Tracking 
The main characteristic of the electronic system of MPPT is a specific form of operation 
enabling PV modules to yield maximum power. Rather than being a mechanical tracking 
system, capable of making the PV modules point straight to the sun by physically moving 
them, MPPT is a completely electronic system that stimulates the modules to generate as 
much power as possible by varying their electrical operating point. This results in additional 
power derived from the modules being available, which takes the form of elevated battery 
charge current. MPPT and a mechanical tracking system can be operated together, despite 
having no similarities in common. 
The electrical energy conversion capacity of a standard PV module does not exceed 30-40% 
of the incident solar radiation; however, its effectiveness can be increased through the 
application of MPPT. The theorem of Maximum Power Transfer specifies that the Thevenin 
circuit impedance (i.e. source impedance), along with the load impedance, need to be identical 
to achieve maximum circuit power output. Thus, the challenge of tracking the MPP is, in 
reality, a challenge of impedance matching [110,145].  
To increase the output voltage, and ensure it is appropriate for use in various applications 
(e.g. motor load), a DC-DC converter linked to a PV module should be employed within the 
source side. The source impedance can be matched to the load impedance by modifying the 
duty cycle of the converter, accordingly. 
Given that the energy attained through employing the PV system is principally based on 




applications require power greater than that a PV module is capable of producing, a power 
conversion system can be used to maximise the output power from the system. a power 
translation method can be applied to capitalize on the output current from the system. Some 
writers have lately provided various accounts to describe the matters linking to the MPPT 
regulator. There are a large number of different methods capable of maximising the power 
from a PV system, ranging from the use of simple methods, to a more complex analysis [108, 
110]. This chapter will discuss in detail a comparative study of existing MPPT algorithms, 
including: P&O Methods [88]; IC Methods [102]; CV; Open Circuit Voltage (OCV) [47]; and 
Short Circuit Current (SCC) [63]. 
5.2.1. Perturb and Observe algorithm  
This technique is founded on an exploration of the affiliation between PV component 
output power and its output voltage. The Power-Voltage (P-V) characteristics are 
demonstrated in Figure 5.4, wherein the PV module operating point is on the left of the P-V 
arc (dp is positive), indicating that once the output current of the PV component raises, the PV 
unit current perturbation will persist within the same course in the direction of the MPP. If the 
functioning point of the component was on the P-V arc right side, subsequently the regulator 
would shift the PV unit functioning point back, looking for the factual MPP. This can be 
attained through overturning the perturbation course. This method flowchart is demonstrated 
within Figure 5.5 [76, 88,145]: 
 





Figure 5.5: Flowchart of P&O[107]. 
There are two commonly used techniques when using the P&O method: (1) the reference 
voltage; and (2) the converter duty ratio [76, 88]. In the reference voltage, the PV module 
output voltage is adjusted by a PI controller operating the PV module at its MPP under 
standard test conditions. In the converter duty ratio, the duty ratio of the DC-DC converter is 
perturbed to extract the maximum output power from the PV module. This method is founded 
on the association between the PV component output energy and the duty proportion of the 
DC-DC converter; whereas MPP is attained by amending the switching disposition of the 
adapter (duty proportion) until dp/dd is equivalent to zero. The downsides of P&O techniques 
are that they generate osculation near the MPP within the stable state. Ref [88] shows that a 
constant fluctuation in P&O techniques within the stable state leads to a decrease in the PV 
component output energy. Additionally, it is not capable to run the component at its utmost 
output energy during swiftly changing weather circumstances [3, 9, and 88]. 
Digital circuits can implement P&O MPPT algorithms without difficulty. As discussed in 
Section 2.2, the output power of PV panels is computed based solely on the terminal voltage 
and current of a PV panel. A comparison is then undertaken between this result, and that 
preceding, in order to establish the orientation of the subsequent perturbation. This process is 
facilitated by digital circuits. The primary advantage of the use of P&O algorithms is their 
capacity for acting to slow fluctuations, not only in solar irradiation and temperature, but also 
in the properties of the PV panels. On the other hand, P&O algorithms fail to respond with 
sufficient rapidity when searching for the most effective operating point to generate maximum 




perturbation of the electrical feature performed by the systems, as a result of which they are 
required to stand by until the perturbation effect is produced. The speed of the process is also 
limited by the average voltage, power or current in the majority of implementations being 
used by perturbation methods to supply data relating to derivatives. A number of different 
studies have demonstrated that the MPP is tracked by standard P&O systems at a couple of 
tens of milliseconds or more [3-9], [82]. Once the MPP is tracked, the PV panel operating 
point will still suffer perturbations, due to the ongoing use of perturbations in MPPT. Under 
stable conditions, PV power is lost, due to the rising P&O system fluctuations around the 
MPP. P&O algorithms have an additional limitation, as addressed in [108, 102]. Furthermore, 
atmospheric conditions undergoing rapid changes may trigger a temporary deviation of the 
operating point from the MPP. 
The assumption underpinning P&O algorithms is that perturbation is the cause of 
fluctuations in output power. Since they cannot rely on measured values to detect unexpected 
fluctuations in atmospheric conditions, any deviation from the MPP can occur if the direction 
of the perturbation responsible for increasing output power is maintained, i.e. it is impossible 
to prevent tracking in the incorrect direction. However, faster tracking cycles can help to 
diminish duration and power loss [145]. 
5.2.2.  Incremental Conductance  
IncCond was built by a Saga University student, and has been applied to prevail over the 
P&O technique drawback under fast altering ecological circumstances. The technique is 
attained by computing the symbol of dp/dv employing the PV component incremental and its 
straight conductance (dI/dV and I/V) [62, 74]. Just two feelers (the current and voltage 
sensors) are needed within the IncCond system to determine the PV unit output energy and 
voltage, presuming the existence of simply one point on the P-V distinctive, wherein the PV 
component can generate its MPP (see Figure 5.2) [145]. 
The relationship between the output voltage and power are expressed as follows; 
dP/dV  =0                         at MPP                                                                                (‎5 18) 
dP/dV >0             on the left side of MPP                                                                    (‎5 19) 
dP/dV <0                   on the right side of MPP                                                            (‎5 20) 
The slope (dp/dv) of P-V characteristic can be calculated using the PV module output 




dP/dV=(dI)/dV=I×dV/dV=I×dV/(dV)+V×dI/(dV)=I+VdV/dI                                         (‎5 21) 
Hence, the operating point of the module at its MPP can be calculated based on equation 
(5.21), as follows:  
dI/ dV= I/V                                 at MPP                                                                     (‎5 22) 
dI/ dV   > I/V                          on the left side of MPP                                                (‎5 23)  
dI/dV     < I/V                          on the right side of MPP                                               (‎5 24) 
These equations reveal that the PV unit functions at its MPP once the IncCond I/dV is 
equivalent to its straight conductance I/V. Nevertheless, if the PV component IncCond dI/dV 
is above its conductance I/V, then the regulator will augment the PV unit voltage through 
regulating the duty proportion of a DC–DC adapter. If this was not the situation, the 
perturbation could be in the conflicting course, or would amplify the duty proportion of the 
converter so as to decrease the current and change the functioning position back to the MPP 
[62, 74 and 102]. The IncCond algorithm flowchart is shown in Figure 5.6. 
 
Figure 5.6: Flowchart of IncCond method [107]. 
In Theory, fluctuation around the MPP can be prevented by IncCond algorithms. As 




condition di/dv = -I/V, which denotes successful tracking of the MPP. On the other hand, if 
the condition is unfulfilled, the relationship between di/dv and –I/V may be employed to 
establish the direction in which the MPPT system operating point needs to be modified. The 
principle of the above-mentioned relationship is that the positioning of the operating point to 
the right or to the left of the MPP is indicative of negative or positive dp/dv, respectively. 
Furthermore, frequent fluctuations in atmospheric conditions have no effect on the MPPT 
ability of IncCond algorithms. To establish whether the position of the operating point is to 
the left or right of the MPP, the condition di/dv = -I/V (or dp/dv = O) is applied by these 
algorithms. More specifically, the operating point is located to the left of the MPP if the dp/dv 
differential is above zero (i.e. di/dv > -I/V), while it is located to the right of the MPP if dp/dv 
is below zero (i.e. di/dv < -I/V).  
Therefore, regardless of the pace of change in atmospheric conditions, the operating point 
is, in theory, moved by the IncCond algorithms towards the MPP. Nonetheless, these 
algorithms are not without limitations, including a lack of cost-efficiency due to the complex 
nature of the control circuit and the necessity of rapid computation for the IncCond di/dv. An 
estimation of di/dv is typically achieved based on the relationship di/dv = I(k) – I(k-1)/V(k) – 
V(k-1) [145]. 
Under circumstances of rapidly changing atmospheric conditions, a slow computation speed 
will result in an invalid di/dv estimation. Hence, it is not possible to guarantee the advantage 
displayed by IncCond algorithms regarding the movement of the operating point towards the 
MPP, regardless of the pace of change of atmospheric conditions. This leads to an issue 
comparable to the P&O algorithm deviation from MPP under rapidly changing atmospheric 
conditions. 
5.2.3.  Constant Voltage  
The CV process algorithm is the easiest MPPT regulator, and has a fast reaction. Like it can 
be observed within Figure 5.7, CV techniques have no necessity of extra tools or input, aside 
from the dimension of the PV voltage that needs a PI regulator to regulate the function cycle 
of the converter so as to uphold the PV voltage close to MPP [32, 48]. Within this technique, 
the regulator controls the PV component voltage, running it near its MPP by harmonizing the 
PV component output energy to a steady reference voltage (Vref). The worth of Vref is 
equivalent to the calculated PV unit utmost output voltage in standard test circumstances 





Figure 5.7: Flowchart of CV method [107]. 
5.2.4.  Open Circuit Voltage 
The method of the Open Circuit Voltage (OCV) is a more recognized MPPT regulator, 
founded on the proportion between the PV component utmost output voltage and its open 
circuit voltage being equivalent to constant K: 
Vmpp/Voc≈K1 ≈0.76                                                                                                        (‎5 1) 
Where: Vmpp is the PV module maximum output voltage; Voc the module open circuit 
voltage and K1 is a constant; and (assuming it is slightly changed with solar radiation) the 
operating point is set to a fixed value of the open circuit voltage. A number of authors have 





Figure 5.8: Flowchart of OCV [107]. 
The ratio between the OCV and the PV module MPP voltage (Voc/Vmp) at STC is 
approximately 76% for crystalline silicone panels [108]. In order to measure the OCV, the 
load has first to be disconnected from the panel for a set amount of a time. The measurement 
of the OCV occurs when the short circuit current is set to zero, then the MPPT controller 
calculates the new operation point using Eq. (2), and sets up the PV module voltage to MPP. 
This is repeated continuously, in order to operate the module at its maximum output power. 
Figure 5.8 demonstrates the flow chart of this method. Despite this method being low-cost, its 
implementation is more straightforward than other methods, and requires only one feedback-
loop control. Its efficacy is low, as the K value is not constant, due to it being temperature and 
solar radiation dependent [59]. Moreover, either over-voltage or current can be caused. In 
addition, the load has to be disconnected from the panel for a set amount of a time to measure 
the OCV, which leads to a waste of energy [48, 59]. 
The OCV technique is advantageous, due to it being simple and inexpensive, and having no 
need of expensive multipliers or digital controllers. The main feature of this technique is a 
quasi-MPPT. The controller relies on prior knowledge of the location of the MPP, rather than 
continuously searching for the real MPP in relation to the voltage curve. However, this 
technique is associated with a loss of energy during the open-circuit period, and requires a 
sample PV module or cell whose exposure to solar irradiation and temperature matches that of 




5.2.5.  Short Circuit Current  
The technique of the short circuit current (SCC) is founded on the dimension of the PV 
component SCC, while its output voltage is equivalent to zero, and the PV unit highest output 
current at MPP is linearly comparative to its SCC [65, 108, 110]. So as to match the two 
currents, the error current is employed to control the duty proportion of the DC-DC adapter as 
the connection between the PV unit output current and SCC at MPP is:  
IMPP≈k2*ISC                                                                                                                      (‎5 2) 
In which K2 is a constant (K2<1) able of being determined from the curve of the PV. Its 
worth has been approximated by some writers. Ref [32] mentions it to be amid 0.78-0.92, 
whereas Ref [9] proposes a method of determining the real value of K2 by trailing the PV 
component MPP under altering weather circumstances, and recommends the worth of the 
relative K2 to be around 0.92 [32,48]. The flowchart of the SCC is demonstrated within 
Figure 5.9. 
 
Figure 5.9: Flowchart of SCC [107]. 
The major benefits of this process comprises: (1) ease of execution with no intricate 
algorithm; (2) a shortage of any fluctuations about MPP; and (3) it has a comparatively fast 
reaction. Nevertheless, it needs extra units, together with a current sensor needed to determine 
the SCC. Furthermore, this technique cannot at all times run the PV unit at its highest output 
energy because it employs an assessment of the K2 aspect that is incapable to symbolize the 




distinctive that differs with ecological circumstances. Moreover, the online dimension of the 
SCC leads to decreasing the output energy of the module, and its MPP is not at all times 
harmonized [65, 110]. Additionally, the dimension of the SCC (ISC) is often needed in this 
technique, which implies shorting the component on every incident. The application of 
numerous loads can guarantee this matter does not take place. Nevertheless, this needs extra 
components, thus raising the price of the method [108,110,145]. 
This technique offers the advantages of rapidity, ease of implementation and lack of 
complexity. However, the disadvantage consists of the necessity of monitoring PV modules 
for the measurement of the short-circuit current. This gives rise to a number of issues, 
including the incompatibility of system characteristics between the monitor and primary PV 
modules, and energy loss due to system shorting of the PV modules to derive the short current 
in the sampling interval. Fluctuation in the proportional parameter (which is generally deemed 
to be constant) is an issue in both approaches to obtaining the short-circuit current. This 
parameter can undergo modifications, if the distribution of solar irradiation on the surface of 
the PV modules lacks uniformity due to the presence of shade and dirt. 
5.2.6. Characteristics of different Maximum Power Point Tracking techniques  
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Under changing atmospheric conditions, the on-time tracking of MPP by off-line MPPT 
systems is generally only achieved upon reaching the subsequent sampling time and acquiring 
a new reference value associated with the new MPP. In order to diminish the loss of energy 
during sampling, the sampling time period is lengthier in comparison to the switching cycle of 
the MPPT converter. Moreover, due to the characteristic incompatibility between monitor and 
primary PV modules, the tracking precision of the off-line MPPT systems is not optimal.  
On the other hand, these systems afford the advantage of ease of implementation and cost-
efficiency. They are particularly appropriate for PV conversion systems with a power capacity 
that does not exceed a couple of hundred watts and minimum total costs. By contrast, 
atmospheric conditions, PV module types and ageing do not affect the ability of on-line 
MPPT systems to track MPP constantly, leading to their tracking accuracy and rapidity 
exceeding those of off-line systems. However, on-line systems have the disadvantage of 
making PV generation systems more complex and expensive, and thus their use is restricted 
to PV systems with medium or large power levels. Nonetheless, the costs added by the on-line 
MPPT technique to PV generation systems are not as high as the overall cost of medium or 
large power level PV systems. The IncCond technique has numerous benefits over other 
methods of algorithm, including: superior effectiveness under swiftly shifting weather 
circumstances; its capacity to run the component at a precise MPP with no fluctuation around 
the MPP (i.e. different from the P&O technique). Nevertheless, the execution of this 
technique is more intricate compared to that of the P&O technique because it needs a speedier 
regulator having elevated sampling precision, leading to an augment in the system price.  
5.3. Modelling and Implementation of Maximum Power Point Tracking algorithms 
The circuit (Figure 5.10) illustrates the Simulink module of the MPPT system employed in 
the current study, in which the PV module output was fed to the DC-DC Cùk converter, and 
the converter output was coupled to the load. A number of different MPPT algorithms were 
used to control the switch of the converter, in order to study and compare their efficiency 
under various conditions.  





Figure 5.10: Simulink Model of the MPPT System [145]. 
The MPPT comparison approaches considered included (1) classical P&O; (2) IncCond; (3) 
CV; (4) OCV; and (5) SCC. The functionality of each MPPT method was assessed upon 
attaining the stable state condition. As shown in figure 5.11, simulation response results for 
the 5 techniques at the first phase, at 1000w/m2 irradiance have been revealed. Figure 5.11 
shows the PV module’s output power, having simulated the system at STC (G=1000W/m2). 
The P&O technique had a tracking efficiency of about 96%, with IncCond being 98.5%. 
Nonetheless, the level of effectiveness in CV technique above was compared to other methods 





Figure 5.11: The simulation result of the system Output Power (w) at STC. 
 
Figure 5.12: The simulation result of the system Output Power (w) under 200kw/m2, 25°C. 
Figure 5.12 shows the output of PV module, having simulated the system at low solar 
radiation (G=200kw/m2).  The results show that P&O’s MPPT tracking efficiency was lower 
than 70% at minimal irradiance levels. Decrease in solar radiation resulted in decrement in 
output power, with perturbation undergoing a directional change, while the controller held its 




demerit associated with P&O algorithm.    The levels of efficacy in CV (83%) and IncCond 
(87) were significantly higher compared to P&Q algorithm within this condition, with OCV 
(66%) and SCC (64%) approaches being lower. Regardless the failure of P&O to have MPP 
tracked at low solar radiation levels, it is able to maintain several advantages over the 
IncCond technique, i.e., it is less costly as well as being better in terms of dynamic response. 
Nonetheless, the P&Q algorithm entails several constraints in its operation, such as: (a) it 
results in an oscillation around MPP in its steady form; (b) it has a slower response time.  
 Just as evident from figure 5.13, the PV module’s output power subjected to frequently 
varying atmospheric condition has been shown. From the results, it is evident how systems 
under SCC and OCV techniques had huge power loss volumes, with IncCond and CV having 
excellent performance.  This is a clear indication that both IncCond and CV possess high 
efficiency levels, with identical dynamic responses and performances. 
 
 
Figure 5.13: The simulation result of the system Output Power (w) under rapidly changing solar 
radiation, 25°C 









 and 400 w/m
2
,” evidently show the comparatively efficient 
tracking effectiveness of MPP with the IncCond technique in situation of varying irradiation. 
The operating point of the PV module, upon which IncCond technique was instigated at G= 




identical conditions, the results of P&O were 22w and 58w. Although IncCond technique 
promotes efficient performance set under various weather conditions, its operation of PV 
model at MPP would not be possible. Regardless of having advanced tracking effectiveness 
compared to the P&O technique, it needs 4 sensor gadgets for the pertinent computing, 
resulting in low response duration for conversion, and eventually losing power hugely. 
Nonetheless, this technique is highly beneficial compared to P&O method since it offers 
increased efficiency levels at frequently fluctuating atmospheric conditions.   
The easiest MPPT algorithm upholding the PV module’s operating point close to its MPP is 
the CV technique. This is attained by having the module output voltage regulated to match a a 
fixed value of reference voltage (Vref). The value of Vref is identical to maximum output 
voltage of the PV module. This technique disregards the effect of solar radiation and 
temperature, since it considers Vref being equal to that of ideal MPP. Therefore, the module’s 
operating point is not capable of being ideal MPP, hence the need to install data for varying 
geographical areas. Moreover, contrary to preceding approaches, this does not necessitate 
computation of the output power.  As an alternative, it gauges the output voltage of the PV 
module needed to initiate the converter’s duty cycle. The method is equally characterized by 
being inexpensive, with high efficiency under minimal solar radiation, besides being simple to 
execute when compared to the other approaches. Nonetheless, it is impossible to have MPP 
tracked correctly under frequently fluctuating weather conditions. As seen in figure 5.11, the 
significance of observing the effectiveness of the CV method’s tracking procedure lies within 
its enhanced efficiency at low insulation compared to IncCond or the P&O technique. Due to 
this CV approach is capable of being highly efficient when merged with other MPPT 
approaches.  
The efficiency of SCC technique is relatively less compared to other methods under 
frequently fluctuating atmospheric conditions, since it was unable to have PV module 
operated at its MPP.    Upon adjusting solar radiation at t=200ms, the irradiance was 
1000w/m² plus t=300ms, with the level of irradiance decreasing to 800 w/m2 and eventually 
dropped to 400w/m² at t=400ms (as illustrated in Figure 5.13). The reason behind this was the 
fluctuation of the duty cycle in the wrong direction up to when the new SCC measurements 
were gauged, hence restoring the reference current value. As a result, minimal regulation 
speed is capable of establishing high efficiency than high speed, more so during frequently 
varying atmospheric conditions. The ability to gauge SCC during the system’s operation is 




of an extra switch between the converter and the PV module. Ref [4] suggests using a boost 
converter and employing the converter switch to short the PV module. However, this 
approach results in an increase in power loss. A further drawback of this technique is that the 
current factor is an approximation, which will change if a PSC occurs.  
Additionally, the implementation of OCV algorithm is considered uncomplicated and 
simple, since no input is needed. Furthermore, the PV module voltage requires being gauged 
in order to set the reference voltage, which needs regulating the operating point of the PV 
module, for the purpose of facilitating its closeness to MPP. This is attained by having the 
converter’s duty cycle regulated to meet the module voltage with the Vmax. Regardless these 
advantages, this method, just like with the CV technique, ignores the effect of temperature 
and solar radiation on the output of PV module, resulting in decreased precision, and inability 
to acquire MPP constantly. This method requires OCV measurements, resulting in the need to 
insert a switch between the converter and the PV module. In addition, for the purposes of 
calculating the OCV, this OCV technique needs extra valves, as well as a capacitor between 
the converter and the module as a measure of facilitating power to the load during open 
circuit. Additionally, due to unevenness between the OCV to Vmax ratio with the ambient 
temperature, this method is only able to maximize the power at a single temperature. For that 
reason, this method is unable to facilitate the optimal efficiency achieved by IncCond and 
P&O methods, however it is normally highly efficient compared to the SCC technique.  
5.4.  Summary 
This chapter has established that the MPPT algorithms employed in PV systems are among 
the most significant of the different variables underpinning the system’s electrical efficiency. 
It has also identified that, in order to optimise costs, algorithm selection should be given close 
thought once the implementation of an MPPT system has been decided. The current study 
provides a comprehensive overview of the categorisation and features of the most popular 
MPPT algorithms. A discussion has already been extended to the operating concepts and 
application procedures of MPPT algorithms, including: P&O; CV and current; and IncCond. 
Table 1 presented the analysis findings, and determined the ranges of efficiency as well as 
further comparison parameters. It was noted that different algorithms are chosen based on 
different considerations, and that P&O and IncCond comprise the most frequently used MPPT 
algorithms, due to their cost-efficiency and simplicity. MPTT applications have recently been 





This section has offered a discussion of the functionality of five widely used MPPTs 
concerning their speed, performance, cost and competence. By considering the results from 
simulation, it is evident that the optimal performance was acquired from the IncCond 
technique, since it offered the optimal efficiency levels.  The P&O technique equally 
exemplified a significant intensity of efficiency; though, it suffered low efficiency levels at 
decreased levels of irradiance, since its response duration is inadequate under minimal solar 
radiation.  Therefore, the IncCond method can be used in an application where high and rapid 
changing weather conditions are usual, as its response time is relatively independent of the 
radiation level. Both IncCond and P&O methods need a high-performance microcontroller 
compared to the other 3 techniques (that is, OCV, CV, and SCC). Among these methods, the 
most satisfactory results were evident from the CV technique, with its functionality under 
minimal solar radiation being highly effective compared to P&O technique.  Therefore, the 
CV technique is regarded as the easiest method and is capable of facilitating excellent 
performance in situations needing cost minimization. Both SCC and OCV approaches 
demonstrated the least efficiency, more so under frequently varying conditions. Moreover, 
additional valves are required in the converter for the OCV and SCC methods, resulting in 
lower efficiency and greater power losses.  
IncCond algorithms are considered to be the most effective on-line MPPT algorithms in 
detecting and remaining at the MPP, requiring a control circuit of greater complexity but 
generating more power. As previously noted, the primary drawbacks of P&O MPPT 
algorithms include: insufficient response speed; fluctuation around the MPP; and tracking in 
an incorrect direction when atmospheric conditions undergo rapid change. Hence, the current 
study seeks to identify solutions to these drawbacks, in order to improve the efficiency of 
MPPT algorithms, as these algorithms are frequently employed in PV systems. The further 
analysis of the P&O and IncCond methods, along with their performance, will be investigated 

























6.  Introduction  
This chapter will: firstly, provide an overview of the PSO algorithm. Secondly, it will 
propose a simple technique to overcome the drawbacks of the conventional MPPT algorithms, 
along with their difficulty in tracking under variable conditions. Thirdly, there will an analysis 
of different MPPT techniques, including the issue of their tracking efficiency under fast-
changing irradiance. 
6.1. Overview of the Particle Swarm Optimisation Algorithm  
A further optimisation technique capable of being applied in a multivariable function 
optimisation with many local optimal points is the PSO algorithm, as outlined by Kennedy 
and Eberhart in 1995 [96, 98]. The principle of the PSO algorithm has been inspired by the 
social behaviour observed in natural phenomena, e.g. bird flocking and fish schooling. The 
differences between PSO and alternative global optimisation methods consist of PSO’s easy 
implementation and rapid convergence. As a result, PSO has received increased attention 
from researchers studying its use with MPPT in PV systems. Following the flocking analogy 
noted above, PSO models several cooperative ‘birds’, in the form of particles, acting together 
in a ‘flock’, otherwise known as a swarm. Each particle moving in the swarm has a fitness 
value mapped by an objective function and an individual velocity, which the particle uses to 
decide the direction and distance of its movement. Each particle exchanges the information it 





Figure 6.1.Movement of a PSO particle [16] 
The position of a particle is influenced by two variables: (1) the most effective solution is 
identified by the particle itself (pbest), which is stored for use as an individual best position; 
and (2) the best particle in a neighbourhood (gbest), which is stored as the best position of the 
swarm. The particle swarm employs this method to move towards the best position and 
continuously revises its direction and velocity. In this manner, each particle ultimately moves 
to an optimal point, or close to a global optimum [16]. The standard PSO method can be 
defined by means of the following equations: 
 𝑣𝑖(𝑘 + 1) = 𝑤𝑣𝑖(𝑘) + 𝑐1𝑟1. (𝑃𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑘)) + 𝑐2𝑟2. (𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑘))                                       (6-1) 
 
𝑥𝑖(𝑘 + 1) = 𝑥𝑖(𝑘) + 𝑣𝑖(𝑘 + 1)                                                                                                               (6-2) 
     i=1, 2…, N 
Where xi and vi are the velocity and position of particle i, respectively; k represents the 
iteration number; w is the inertia weight; r1 and r2 are random variables, whose values are 
uniformly distributed in the range (0,1); and c1 and c2 represent the cognitive and social 
coefficients, respectively. Pbest,i forms the individual best position of particle i, and gbest,i is 
the best position of all particles in the swarm. If condition (6.4) of the initialisation has been 





pbesti = xik                                                                                                                                                                                                              (6-3) 
f(xik) > f(pbesti )                                                                                                                           (6-4) 
 
where f represents the objective function to be maximised.  
 The essential operating guideline for this strategy can be clarified as follows: 
Stage 1 (PSO Initialisation): a random initialisation of the particles is considered by 
engaging a consistent allocation over the search area, or getting instigated on grid nodes 
within the search space with halfway points.  The primary velocities are determined 
randomly. 
Stage 2 (Fitness Evaluation): each particle’s fitness value is examined by having the 
candidate solution supplied to the objective function.  
Stage 3 (Update Individual and Global Best Data): pbest,i and gbest (individual and global 
best fitness values, in that order) plus the positions, are renewed via comparing the freshly 
computed fitness values with the preceding examples, as well as having the pbest,i and gbest 
replaced (in addition to their resultant positions), as required.  
Stage 4 (Update Velocity and Position of Each Particle): each particle’s position and 
velocity within the swarm is updated using (6.1) and (6.2). 
Stage 5: (Convergence Determination): checking of the convergence measure is done, and, 
when achieved, termination of the process may occur; else, the iteration number goes up by 1 
and go to stage 2. 
6.1.1. Application of Practical Swarm Optimisation to Maximum Power Point Tracking 
This chapter explains the application of the PSO technique in bringing solution to the 
intricacy entailing the MPPT controller in a PV system.  The planned PSO-based MPPT 
algorithm’s flowchart is exemplified in figure 6.2, with the key blocks of this algorithm being 
delineated as follows: 
Step 1. (Parameter Selection): As far as the planned MPPT algorithm is concerned, the 
converter’s duty cycle is described as the particle position; the derived output power being 




velocity and position being initialised at random and in a consistent distribution within the 
search space. 
Step 2. (Fitness Evaluation): The fitness value of particle i, is calculated subsequent to the 
controller issuing the duty cycle directive, symbolizing the location of particle i. 
Step 3. (Update Individual and Global Best Data): pbest, i and gbest positions and values 
are revised by evaluating the freshly computed fitness values with those obtained previously, 
plus having pbest, i and gbest and their resultant positions replaced accordingly. 
Step 4. (Update Individual and Global Best Data): updating fitness values, gbest (global 
best fitness values) and pbest (individual best positions), of each particle is achieved by 
having the fresh computed fitness values with the preceding examples as well as substituting 
the gbest and pbest equivalent to their positions as needed. 
Step 5. (Update Velocity and Position of Each Particle): by engaging the assessment of all 
particles, each particle’s positions and velocities in the swarm are updated via engaging PSO 
equations (6.1) and (6.2). 
Step 6. (Convergence Determination): The converge criterion are located either to the 
optimal solution or reach the maximum number of iterations. If the convergence criterion is 
met, the process will terminate; otherwise, rerun Steps 2 through to 7. 
Step 7: (Reinitialisation); by considering the PSO technique, the convergence technique is 
either to establish the most favourable solution, or attain the maximum number of iterations.  
However, the fitness value in PV systems does not remain constant, since it varies respective 
of the applied load as well as the atmospheric conditions. For that reason, there is the need to 
reinitialise PSO while a search recommenced for a novel method of identifying the novel 
MPP upon having the output of the PV module varied. In the present utilization, 
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Figure 6.2. PSO Method flowchart [146] 
6.2. Analysis of Maximum Power Point Procedures 
6.2.1. Dynamic Behaviour of Perturbation and Observation and Incremental 
Conductance methods 
Chapter 5 described the ways in which the P&O technique is able to develop a number of 
inaccuracies in a situation in which the level of irradiance undergoes a succession of rapid 




when the fluctuation in the level of intensity leads to a considerable variation in power (i.e. 
more than the variation caused by the change in the value of voltage), since it will presume 
that the variation in power has been produced due to its action. The entire sequence of events 
is depicted in the following figure: 
 
Figure 6.3: When the change in level of irradiation is gradual then both the INC and the P&O techniques function properly and follow 
the tracking path accurately. 
 





In relation to Figure 6.3 and 6.4: 
T Stands for the duration for which MTT is measured; 
Pk, Pk+1 denotes the amount of power at k and k+1 sampling intervals; 
dP1 denotes the effect of disturbance in MPPT on the value of power; and 
dP2 stands for the variation in value of power due to a rise in irradiation. 
The calculation of a change in power with reference to any two sampling points is 
accurately undertaken by MPPT when the dP2 is less than dP1, since the variation in power 
will have the ability to depict the impact of the disturbance, as demonstrated in Fig. 6.3. 
Where the dP1 is less than dP2, Pk+1-Pk (depicted in Figure 6.4) will always remain positive, 
irrespective of the change in the direction of MPPT, and MPPT will be unable to correctly 
pinpoint the tracking direction. 
6.2.2.  Tracking of Particle Swarm Optimisation for Maximum Power Point 
Fig. 6.5 demonstrates the behaviour of PSO under a uniform of solar radiation levels. The 
red points in Figure 6.5 denote duty cycle d1, i.e. the pink points stand for duty cycle d2, and 
duty cycle d3 is represented by blue points. 
 
 
Figure 6.5. The tracking principle of PSO in searching for the MPP. 
In relation to the initial cycle, the duty cycle plays the role of pbesti. As demonstrated in 
Figure 6.5 (a), the title of gbest goes to d2, as it is from this that the most accurate fitness 




solely on gbest in case of the second cycle. Since the value of (pbesti −d (i)) results as null 
(6.2), the value of gbest velocity (denoted by d2) also results as null. Hence, the duty cycle 
experiences no change, and velocity remains 0. Therefore, the process of exploration will not 
be influenced by this particle. Figure 6.5 (b) depicts the strategy employed in practical 
situations where a minor amount of change in the duty cycle is created, so that the fitness 
value also undergoes a measure of change. Figure 6.5 (c) depicts the movement of particles in 
the third cycle. The particles related to previous cycles continue to progress toward gbest in 
the same direction as their fitness value is in a good form. As far as the third cycle is 
concerned, the velocity value is at the minimum in case of all duty cycles (di, i = 1, 2, 3). The 
velocity further decreases in the next cycle and ultimately the duty cycle reach a fixed value. 
The oscillations around MPP subsequently decrease and there is no change in the operating 
point. 
6.2.3.  Effect of Partial Shading Conditions 
The solar cells in the practical system are connected in a series of parallel configurations to 
form the modules/arrays to generate the desired value of the voltage. However, the PV 
module output voltage is determined by the generated output current. This depends primarily 
on the solar radiation conditions, as it is directly proportional to the irradiance. This will result 
in an opportunity to have different maximum output power points instead of one MPP in an 
application such as multiple PV modules working at different irradiance conditions. This may 
result in a substantial reduction of the output power of the complete system, as its controller is 
unable to establish the true operating point at MPP. This condition can occur due to a PSC 
[16–19]. Figure 6.6 demonstrates I-V-P curves used to test the performance of LI-PSO and 






Figure 6.6. I-V-P curves used to test the performance of the LI-PSO and studied techniques under PSCs. 
6.2.4. Dynamic Behaviour of Perturbation and Observation and Incremental 
Conductance under Partial Shading Conditions 
The efficiencies of conventional P&O and IncCond MPPT methods, are above 92%. 
However, their efficiencies are reduced under PSC, during which the PV array exhibits 
multiple MPP, leading to the potential for conventional methods to lose the direction of 
tracking the true MPP. As described in Chapter 5, conventional MPPT methods are based on 
the slope and sign value power to voltage dP/dV. Therefore, the MPPT controller will be 
unable to differentiate the true MPP and local MPP, and will force the PV module operating 
point into the local MPP, causing a reduction in the system output power. Fig. 6.7 
demonstrates the tracking principle of conventional MPPTs under PSC, and the reasons it can 
fail to track the true MPP. 















































Figure 6.7: The tracking principle of conventional MPPTs under PSC 
As seen in Figure 6.7, prior to the occurrence of the PSC, the operating point of the PV 
module was at point A. When PSC occurred, the operating point of the PV module moved to 
point B instead of the true MPP (which, in this case, is C). As a result of the conventional 
method principle, the PV operating point oscillates around point B, due to the predetermined 
voltage reference step (ΔV). Therefore, the PV module will be operated at PB instead of PC, 
which is the true MPP. The operating point needs to move to point C to increase power. A 
number of improvements to increase the conventional methods of efficiency under PSC have 
been proposed in the literature, by adding adaptive perturbation. However, these techniques 
remain relatively ineffective. 
6.2.5. Tracking of Particle Swarm Optimisation during Partial Shading 
Where the solar irradiation is identical for the complete PV array, the resultant PV curve 
has a unique MPP value. However, many peaks are present in the PV curve in situations of 






Figure 6.8. MPPT tracking by PSO during partial shading. 
In the given graph, there are four stairs in the I-V curve and four peaks in the P-V curve, the 
latter being denoted by P1, P2, P3, and P4. Both the local and GPs have 0 as their time 
derivative dP/dV. The given procedure was unable to differentiate between global (P3) and 
local (P1, P2, P4) in an accurate manner, due to the majority of methods related to MPPT 
employing the slope and sign value of dP/dV. There is a greater likelihood that MPPT is 
inadvertently tapping into the local peak, causing a decrease in output, and subsequently 
leading to a poor result from the entire PV assembly. Correct demarcation of GP takes place 
in the case of the P&O technique, as the technique is based on use of search methods. The 
expertise of P&O in tracking in situations of partial shading is demonstrated in Figure 6. As in 
the previously demonstrated curve (i.e. Figure 6.8), three duty cycles are also present in this 
method, playing the role of pbest particles. Both the current and voltage values lay away from 
the GP (P3) during the initial stage, gradually reaching the GP (P3) with the progression of 
cycles. 
6.3. An improved Particle Swarm Optimisation based Maximum Power Point 
Tracking  
“The difference between the PSO algorithm and conventional techniques is that the 
updating of the duty cycle based on the particle velocity is not fixed in the PSO method, while 
in other techniques the duty cycle is perturbed by a fixed value. This results in oscillations 




random manner in a standard PSO, following a uniform distribution over the search space. 
This requires long time delays, in order for the particles to converge towards the MPP, thus 
leading to lengthy computation times [93, 95]. However, a proper initialisation of the particles 
can improve PSO efficiency and detect superior solutions with a more rapid convergence” 
[147].  
In the proposed PSO algorithms in Section 6.1.1, the three basic parameters (i.e. inertia 
factor and acceleration coefficients) need to be tuned in order to accelerate convergence. 
However, the selection of PSO parameters has a considerable influence on its performance, 
and there is no rule for determining the optimum of its value during its practical application. 
A common issue with the PSO algorithm is that the change of the duty cycle must be minimal 
under slow variation in solar radiation, in order to track the MPP correctly. However, this 
causes a certain amount of energy to be wasted in the exploration process, leading to a slow 
convergence towards the MPP. By contrast, a sizeable change in the duty cycle does not 
permit the duty cycles to correctly locate the new MPP [94, 96]. 
“In view of these drawbacks, a new MPPT method for the PV system is proposed, based on 
the LI formula and PSO methods. Initially, the LI method is employed to determine the 
optimum value of the duty cycle in the case of the MPP according to the operating point. 
Starting from this point, the PSO method is used to search for the true GP. The proposed 
MPPT controller essentially initialises the particles around the MPP, thus providing the initial 
swarm with information concerning the most effective position. This can improve PSO 
efficiency, and lead to a more rapid convergence with zero steady-state oscillations. 
Additionally, there is no need to place a restriction on the particle velocity, due to the initial 
values being closer to the MPP” [147]. 
6.3.1. Lagrange Interpolation Polynomial 
The task of polynomial interpolation is to find a polynomial P(x) such that P (xi) = yi for i 
with 1 ≤ i ≤ n. The polynomial interpolation problem was first solved by Newton, with a 
different elegant solution subsequently identified by Lagrange the Lagrangian method of 
interpolation can be defined as a method used to find a polynomial of order n  that passes 
through the 1n  data points , , ..., , the polynomial 
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The use of the LIM has the advantage of having no requirements for the data points to be in 




does not require uniform spacing, as it can be fitted to both equally or unequally spaced data 
[136,137]. 
6.3.2. Maximum Power Point Tracking algorithm based on numerical calculation 
Due to its effective start-up features, the (CV) method is employed to ensure the MPPT 
algorithm is more rapid and precise. The suggested control mechanism is characterised by a 
simple control policy with sample arithmetic facilitating its implementation in hardware, and 
therefore contributing to the enhancement of the speed, stability and precision of MPPT. 
Moreover, the three sampling point design can prevent erroneous interpretations influenced 
by rapid transformations in environmental conditions. 
“A novel MPP tracking controller based on the LI and a PSO method is proposed to rapidly 
identify MPP, and overcome the issues posed by the conventional MPPT algorithms of speed, 
stability and accuracy. The scheme proposed in this study estimates the value of the voltage 
(VMPP) of the PV module I–V characteristic in the first step using the CV method 
approximation. As illustrated in Figure 6.9, the voltages of the MPPs (VMPP) near a CV value 
at a particular degree of temperature of the solar radiation. The control concept underpinning 
the CV method is that the operating point will always function close to the MPP, provided 
that the output voltage of the solar arrays remain at the CV close to VMPP. As outlined in 
Chapter 5, the VMPP in this method is established to be 0.78 times that of open-circuit voltage, 
since modifications in irradiations have no significant influence on the open-circuit voltage of 
the PV modules” [147]. 
 The value of VMPP is equal to the measured PV module maximum output voltage at 
standard test conditions (STC), present on the PV module data sheet. This technique assumes 
that the value of VMPP is approximately equal at different irradiance, as demonstrated in 








Figure 6.9: I-V Characteristic of a PV cell [147] 
 
Where Voc represents the open circuit voltage of the PV panel, the ratio between the PV 
module maximum output voltage and its open circuit voltage is equal to constant K. 
 
      Vmpp / Voc = K                                                                                                  (6-13) 
 
The working principle of the algorithm is shown as follows: 
“The algorithm begins by obtaining the present value of V(k) and using previous values 
stored at the end of the preceding cycle, V(k-1). The value of the duty cycle 𝑑𝑚𝑝𝑝at (𝑉𝑚𝑝𝑝) is 
then estimated, using the LIM, employing four selecting points from the (I-V) characteristic. 
Figure 6.9 represents the PV module (I-V) curve described by a quadratic interpolation 
function. The interpolation nodes 𝑥1 and 𝑥2 represent the voltage values of two sampling 
points (𝑉1 and𝑉2), while 𝑥0 represents the voltage 𝑉0 at the short circuit current (i.e. equal to 
zero) and 𝑥3 represents the open circuit voltage provided by the PV module data sheet. The 
function values 𝑦1 and 𝑦2 correspond to the voltage values representing the duty cycle (𝑑1 , 
𝑑2 ) values of the sampling points, and 𝑦0 and 𝑦3 represent the duty cycle (𝑑|𝐼𝑠𝑐 and 𝑑|𝑉𝑜𝑐 ) at 
the 𝐼𝑠𝑐  𝑎𝑛𝑑 𝑉𝑜𝑐 points, i.e. equal to 1 and 0, respectively. With the values of 𝑉0 ,𝑉1, 𝑉2 and 












𝒚3                                       (6-14)          
    Where x is the value of Vmpp. 
                      
By using the above principle, the algorithm for determining the value of 𝑑𝑚𝑝𝑝corresponds 
to 𝑉𝑚𝑝𝑝. Therefore, the PSO algorithm will start the optimisation with the initial value close to 
MPP”[147.  
6.3.2.1. The proposed algorithm 
“Unlike conventional techniques, where perturbing and observing the power is a means of 
tracking the PV MPP, resulting in long computation times, the proposed algorithm computes 
the value of initial particles’ 𝑑𝑀𝑃𝑃 (duty cycle at MPP) based on the voltage at maximum 
power, ensuring the algorithm will begin the optimisation with the initial value close to MPP” 
[147].  
 The initial value of particles can be defined as: 
  
𝑑𝑖
𝑘 = [d1, d 2, d3, ........, dN ]                                                                                            (6-15) 
 
Where N is the number of particles and k is the number of iterations. 
To begin the process, the algorithm transmits three duty cycles (d1, d2, and d3) to the Cùk 
converter. These values will be taken as the pbest in the first iteration, and the value closer to 
the MPP (fitness value) will be taken as the gbest value. The duty cycle velocity and position 
will be updated according to the pbest and gbest values. Consequently, according to the PSO 
principle, the duty cycle will be perturbed by a small value in the following iteration as a 
result of comparing the present with the previous fitness value. This process continues until 
all particles reach MPP (i.e. a best fitness value), where the velocity is near to zero.  
Since the value of d2 is estimated (i.e. computed using 6.14), d1 and d3 are calculated by 




leading to a rapid dynamic response with accurate tracking. Therefore, a new set of duty 
cycles can be defined as: 
d i new = [d2 – dx, d2, d2 + dx]                                                                                    (6-16) 
Where dx is chosen to be equal to velocity. 
Thus, the duty cycles d2 computed using (6.14) will be very close to the final best duty 
cycle. Additionally, due to the PSO exploration, one of di (i = 1, 2, 3) will remain very close 
to the best duty cycle. This thus allows the PSO to very rapidly track the new GP. The two 
particles (d1 and d3), which represent pbest, are too close to gbest (d2), and there is no need 
for any considerable change in their velocity to reach closer to d2. In the case of any sudden 
change in weather conditions, the duty cycle is re-initialised, using (6.16) to set a new duty 
cycle capable of correctly tracking a new MPP. 
The complete flowchart of the proposed method is shown in Figure 6 and the main building 
blocks of the proposed algorithm can be summarised as follows: 
Step 1. Parameter selection: For the proposed MPPT algorithm, the calculated duty cycle of 
the converter in (6.16) is defined as the particle position, and the PV module output power is 
chosen as the fitness value evaluation function. 
Step 2. PSO initialisation: In standard initialisation, PSO particles are generally randomly 
initialised. However, for the proposed MPPT algorithm, the particles are initialised at fixed, 
equidistant points, positioned around the GP. 
Step 3. Fitness evaluation: The fitness evaluation of particle i will be conducted after the 
digital controller sends the PWM command, according to the duty cycle representing the 
position of particle i. 
Step 4. Determination of individual and global best fitness: The new calculated pbest and 
gbest of each particle value will be compared against the previous examples. They will then 
be replaced according to their positions, as necessary. 
Step 5. Updating the velocity and position of each particle: The velocity and position of 
each particle in the swarm are updated according to (6.1) and (6.2). 
Step 6. Convergence determination: The convergence criterion is checked. If the end 
criterion is met, computation will terminate, if not, the iteration is increased by one rerun of 




Step 7. Reinitialisation: The convergence criteria in the standard PSO algorithm are to find 
the optimal solution, or the success of the maximum number of iterations. However, in a PV 
system, the optimum point is not constant, due to its dependence on weather conditions and 
load impedance. Therefore, the proposed LI-PSO algorithm will reinitialise and search for the 
new MPP whenever the following conditions are satisfied: 
 




 >  𝛥𝑝                                                                                                        (6-18) 
 
Where 𝑝𝑖(𝑘 + 1) is the new PV power, 𝑝𝑖(𝑘) is the previous PV power at its maximum 









Send three duty cycle to the 
converter d1,d2and d3 using Eg 
6.16
Calculate the Output Power 
P(i)=I(i)*V(i)
Current Power > Pbest
Pbest > gbest
i > N
Ubdate vi and xi using eq.(6.1) and (6.2)
Convergence criteria met ?
Send the duty cycle of gbest
Is insolation change ?
Obtain the value of dmpp ,using the 
Lagrangian interpolation formula  as 
discussed in section 6.3.















Figure 6.10: LI-PSO algorithm flowchart [147]. 
Where p_i (k+1) is the new PV power, p_i (k) is the previous PV power at its maximum 
point. The equations (10) and (11) stand for agent’s convergence detection and abrupt 
alteration of insolation, correspondingly. Like already accounted in [27], there are two matters 
in ΔV choice: 1) lesser values lead to better MPPT firmness but poor tracking reaction and 2) 
superior values result in faster tracking reaction at the cost of greater oscillations. Therefore, a 




might not be contented on account of lesser variations in real power, and therefore the agents’ 
rate of initialization is minor. In line with ref [27] real-time investigational explorations, so as 
to conquer these restrictions and to attain better tracking performance, the employ of 
excessive values for ΔV and ΔP must be evaded to warrant MPPT stability. 
6.4. Summary 
This chapter has: firstly, presented an overview of the PSO and the ways in which it 
can be applied to track MPP; secondly, it has discussed the dynamic behaviour of existing 
MPPT methods; thirdly, it has discussed their behaviour in the event of partial shadowing, 
where the conventional methods tracker can stop at local MPP instead of global MPP; 
fourthly, there has been an examination of a new MPPT algorithm based on PSO, which can 
overcome confusion under rapidly changing irradiance. The analyses have revealed that 
accurate tracking of MPP by means of the PSO technique is not affected by varying 
conditions. The strength of this method consists of it being efficient in tracking, easy to 
implement, and has a simple framework. However, in a normal PSO, optimisation 
performance is influenced by the choice of parameters, since the particles undergo a random 
initialisation through an even distribution over the search area. This takes considerably more 
time for them to come together around the MPP, and hence the delayed computation.  
However, an effective initialisation of the particles can improve PSO efficiency and detect 
more effective solutions with faster convergence. Thus, an improved MPPT algorithm has 
been proposed, based on a simple numerical calculation for determining the values of the duty 
cycle in the case of MPP, and by which particles can be initialised efficiently around the MPP 
to avoid both unnecessarily redundant searching and a situation in which the area being 
actively searched by the swarm becomes too small.  
The following chapter will examine the simulation results of the proposed MPPT controller, 
followed by a comparison with the P&O, IncCond and PSO techniques in terms of their 































7.    Simulation System 
 A Canadian company named Opal-RT has developed RT-LAB which actually a 
platform set of test application on the basis of modelling and has the ability to conduct 
hardware within loop and rapid control prototyping. It employs a special technique to 
segregate a complicated model into multiple subsystems which will operate simultaneously. 
Afterwards, a simulation system of changeable distributed parallel real time will be composed 
from distributing those subsystems to multiple CPU nodes. Fig. 7.1 illustrates the system 
structure. 
 A programmable FPGA is installed within the target machine and 10ns is the 
frequency of digital I/O channel, pulse resolution. One simulation step can obtain or generate 
multiple pulse events in the platform of RT-LAB simulation system. In this way, the IGBT 
switch in the electric inverter can be provided with highly précised timing. If the events of 
FPGA can be combined through identifying unique real time algorithm and function of RE-
EVENTs, then 10μs can be obtained as the simulation step [137-143]. 
 







7.1. Modelling Standard of RT-LAB 
 The models that are installed by Simulink are to be compacted out of the apex and 
SM, SS, and SC should be used to name RT-LAB so that functions of various parts can be 
ensured. Curve within the simulation system, data communication among the main 
parameters and real time observation are performed by SC subsystem. Data are gathered and 
displayed with the help of fundamental module found in programs. SM subsystem takes over 
the responsibility of network synchronization and real time observation. SS subsystem 
normally belongs to the system models involved in simulation. Segregated model comprises 
one SM subsystem, one SC subsystem and SS subsystem. There are only switch, oscilloscope 
and logic selection and no calculating parts in the SC susbsystem. Opcomm synchronous 
communication module holds significant part in simulation and each signal has to reach 
subsystem above via undergoing the Opcomm module [140- 143]. 
7.2. Testing Program 
 Fig.7.2 illustrates testing main program. 10μs is the simulation step. Fig. 7.3illustrates 
SM subsystem. It has the purpose of completing simulation calculation along with 
synchronous communication of MPPT. A type of advanced conductance increment technique 
is implemented in the experiment. The modules vulnerable to the events are replaced by 
RTEVENTS modules. PWM signal is giving accurate output. The digital output module of 
RT-LAB is the OP5110-5120 Digital Out that has the ability of carrying out output of PWM 
signal. The analogue input module is the Analog In that also has the ability of carrying out 
input of current and voltage of photovoltaic cell. FPGA has been blended with the 
synchronous drive module that is the OP5110- 5120 Opsync.  
Fig.7.4 illustrates SC subsystem. It has the ability of performing current, system 
information, voltage and power of photovoltaic cell. Due to same sampling rate of four 







Figure 7.2:  Experiment Circuit 
 
 





Figure 7.4: SC Subsystem 
7.2.1. Testing Results 
 Fig. 7.5, 7.6 and 7.7 illustrate the waveforms of testing real time simulation. The 
model was run in real-time with a time-step of 10µs for the proposed control, and 135ns for 
the electrical circuit, while the PWM pulse was generated at 50 kHz. Section 6.1 accounts the 
development of proposed MPPT controller. There are three cases that are considered while 
testing its operation under RT simulation: 
Case 1: (Test under STC with insolation of 1000 W/m2 and temperature of 25∘ C) 
Case 2: (Test under Climatic Conditions with insolation of 500 W/m2 and temperature of 
25∘ C) 
Case 3: (Test under PSC where isolation and temperature variations from partial shading) 
 





Figure 7.6: OPAL-RT results of LI-PSO MPPT controller (current, voltage, and power) case2. 
 
Figure 7.7: OPAL-RT results of LI-PSO MPPT controller (current, voltage, and power) case3. 
 Fig.7.7 shows that the MPP value being accompanied with the proposed algorithm is 




ms with a very fast convergence speed as the LI-PSO brings operating point and optimal point 
close to each other through a single step. 
 The system behaviour under the 500 W/m
2 
solar radiation level at a fixed temperature 
of 25°C for the PV modules is shown in Fig.7.6. was 115.67 W is the theoretical value of the 
MPP especially in these cases where the selected PV can generate that theoretical value of 
MPP. 
 Fig.7.5and 7.6 can be referred while observing that the proposed controller acquired 
the response curves replied more promptly with no oscillation near the MPP compared to the 
conventional methods. As suggested in the results, MPPT method comprises faster speed and 
gets rid of oscillation near MPP and usually detects the global MPP in each case. 
 The output power of the methods investigated and proposed under PSC is depicted in 
Fig.7.7. Primarily, the maximum power of operating PV was at 240 W when t = 0.4 s. Some 
of the PV modules from the array were covered, which results four peaks P1, P2, P3, and P4 
and P4 defines the GP. Moreover, this figure illustrates that new global GP is detected by the 
proposed method at the occurrence of PSC. The proposed method has only one-time restart 
solving the problem of frequent restarting in dynamic case. The cumulative change of voltage 
and power is considered as dependable variables to assess environmental change. The 
proposed MPPT method has the capability of detecting global MPP within dynamic as well as 
static environment. Thus, its positive qualities in brief will be: 
The method is able to detect the global MPP in dynamic and static environment. 
Compared to the existing technique, this method is much advanced in detecting speed with 
no stable oscillation in static environment.  
 
7.3. Simulation of the proposed Maximum Power Point Tracking method  
The proposed system has been developed on Matlab/Simulink ( Fig.7.8) and consists of a 
PV module, with the Ćuk converter being selected as the power interface. The MPPT 
controller (in which the output voltage and current of the PV module are fed to the MPPT 
algorithm, and subsequently to the output of the PWM signal) is used to drive the switch of 
the Ćuk converter to execute the MPPT from the PV module. There are a number of benefits 
to this system: (1) the complete control mechanism is simplified; (2) the time required to 
perform calculations is decreased; and (3) there is no requirement to tune PI gains, which 






Figure 7.8: Simulink model of the MPPT System 
The proposed system was simulated in Matlab  to verify the effectiveness of the tracking 
algorithm and its response time. At the same time, the response time of the proposed 
algorithm was analysed and compared to P&O and IncCond methods and the conventional 
PSO-based MPPT (PSO-MPPT) algorithm. P&O and IncCond periodically update the duty 
cycle d (k) by a fixed step-size of (0.02). The converter parameters were calculated as 
described in Chapter 5, and the parameters tabulated in Table 7.1 were used.  
Table 7.1: Simulation parameters of cuk converter 
L1 L2 C1 C2 
1.5mH 2.5mH 10 uF 5 uF 




The parameters formulated in table 7.1 were employed to implement the PSO algorithm and 








Table 7.2: The PSO parameters 
PSO agents 
M 3 N 2 
PSO Coefficients 
C1 1.2 w  
C2 0.8 0.4  
Condition of initialisation 
Δ𝑃 1% ΔV 0.4 
 
 “Firstly, the proposed system was simulated with the Matlab model under constant weather 
conditions at (1000 W/m
2
, 25 °C) and (200 W/m
2
, 25 °C); secondly, when the PV array was 
partially shaded (as demonstrated in Figure 6.6); and finally, the dynamic performance of the 
system was studied according to the test conditions addressed in European Standard EN 
50530[22]. The performance of each MPPT technique was evaluated when the steady state 
condition was reached” [147]. 
 
Figure 7.9: The dynamic response of the output power (w) at STC [147]. 
“It can be observed in Figure 7.9, that the MPP value of the selected PV module is 60 W, 




than 2 ms and the convergence speed was also very fast, due to the LI-PSO moving the 
operating point close to the optimal point in one step. This is unlike conventional techniques, 
where P&O of the PV module output power are used to track MPP. By contrast, the 
conventional PSO yielded 60.5 W and required 24 ms to settle to a new MPP. At this point, 
the P&O and IncCond methods yielded values of only 58.78 W and 59.45 W, respectively. It 
is clear from the simulation result that the proposed algorithm set the operating point at MPP 
with zero oscillation at the steady state after three iterations” [147]. 
Figure 7.10 demonstrates the behaviour of the system under low solar radiation (G = 200 
W/m
2
, T = 25 °C). It can be seen that the MPP value of the selected PV panel is 11.5 W, 
while it is 11.64 W with the LI-PSO algorithm, and the convergence speed is very fast. The 
conventional PSO was 11.53 W and its optimisation time was 35 ms. In that time, the P&O 
and IncCond methods yielded values of only 10.04 and 10.85 W, respectively. When it comes 
to convergence speed, the proposed method is faster than the conventional PSO algorithm, as 
the conventional method requires a comprehensive search to be completed to set a new MPP. 
 
 
Figure 7.10: The dynamic response of the output power (w) at G = 200 W/m2 and constant T = 25 °C [147]. 
Fig. 7.11 demonstrates the behaviour of the system when solar radiation levels for the PV 
modules were changed from 300 W/m
2
 up to 500 W/m
2
 at a constant temperature of 25°C. 





























cases is 16.56 W and 30.92 W, respectively. The change in the solar irradiation was at 0.03 s, 
and Figure 7.12 demonstrates the output power of the system when the radiation has been 
reduced from 800 W/m
2
 to 500 W/m
2
. 
In Figures 7.11 and 7.12, it can be seen that PSO has an unsuitable response for short 
periods when there is a gradual change in radiation, which is a common issue with the 
original PSO algorithm. From Figure 7.11, it is clear that all techniques reach the MPP within 
30 ms, and that the proposed method has proven to be the most rapid, and to demonstrate the 
most effective tracking efficiency. The oscillation around MPP was zero, with its starting time 
to reach the MPP for 300 W/m
2
 of radiation being less than 2 ms, while P&O was the slowest 
technique. The conventional PSO provided improved performance in comparison to the P&O 
and IncCond techniques in both dynamic and steady-state responses as it reached MPP at 14 
ms. However, its performance was lower than the proposed technique, and it took longer to 
reach MPP. This has proved to be one of the common disadvantages of the PSO algorithm, as 
it typically takes a considerable length of time to track the MPP for large search spaces. The 
proposed technique has provided excellent performance in comparison to alternative methods, 
both in terms of dynamic and steady-state responses. 
 






Figure 7.12: The dynamic response of the output power (w) during rapidly decreasing radiation levels [147]. 
 
 
Figure 7.13: The dynamic response of the output power (w) during rapidly changing temperature, G = 1000 W/m2[147]. 
“Figure 7.13 demonstrates the dynamic response of the system output power under varying 
temperatures of 0°C, 25°C, 70°C, and 50°C. It is clear that in the LI-PSO MPPT technique, 
the time taken to set the operating point of the system at its MPP was less than 2 ms, and that 




PSO was at 0.004 s. The IncCond technique displays an improved performance in comparison 
to the P&O in the steady-state response. The IncCond algorithm has provided an improved 
performance under rapid solar irradiance and had fewer oscillations around MPP. The only 
advantages of the P&O algorithm in comparison to its P&O technique consist of its low cost, 
and simplicity to implement” [147]. 
Table 7.1 summarises the simulation result of the tracked power in (W) between the studied 
MPPT for different temperatures. It is clear that the generated power when using the proposed 
algorithm is above 98% under all test conditions. 
Table 7.3: Comparison of the studied methods for different temperatures 
T P&O INC PSO MR_PSO 
Theoretical value of 
PV 
0 56.32 62.95 67.88 68.22 66.45 
25 57.76 59.21 60.52 60.64 60.5 
50 42.65 48.85 49.52 52.84 53.08 
75 35.59 41.68 41.04 45.62 46.18 
 
According to the findings attained, it cannot be said that higher efficiency is promoted by 
either the P&O or the IncCond technique, both of which contain a fixed step perturbation 
structure. Nevertheless, by comparison with P&O, IncCond produced a slightly higher rate of 
efficiency (98.3% vs. 98.5%). However, at low levels of insolation, both techniques 
performed rather poorly, particularly IncCond, which yielded an efficiency below 95% on a 
large number of occasions. Hence, to increase efficiency to 100%, it is necessary to employ 
adaptive MPPT techniques that are faster and have minimal fluctuation around the MPP. 
Figure 7.14 demonstrates the output power of the system under rapidly changing 
atmospheric conditions. The simulation results of the studied methods under varying weather 








, and 400 W/m
2
 clearly 
demonstrate that the proposed MPPT tracks MPP in a relatively short time. Whereas, the 
standard PSO algorithm was faster than the P&O and IncCond methods with less power 
losses under varying weather conditions. The dynamic response of the system output power 




effective method, due to its high oscillation around MPP, which reduces the generated output 
power, as its response time is limited under low solar radiation. This is the most common 
issue with the P&O technique under rapidly changing radiation levels, as it requires higher 
values of the duty cycle to increase its tracking of the MPP. Neither the P&O nor the IncCond 
techniques are the most effective choice in the case of rapidly changing radiation levels, as 
they require a greater length of time to track the MPP, which, in turn, results in a reduction in 
the amount of generated power. An increase in the step size of the duty cycle may assist in 
increasing their efficiency in these conditions; however, this will result in a hard oscillation in 
the steady-state that reduces the output power of the system.  
 
Figure 7.14: The dynamic response of the output power (w) under rapidly changing solar radiation, T =25°C. 
The following table provides a comparison of the tracked power in (W) between the 
theoretical value of PV module and studied MPPT for high and low solar radiation. It clarifies 
that the yield energy by of proposed algorithm is above 99.5 % under all test conditions. 
Table 7.4: Comparison of the studied methods [147]. 
G P&O INC PSO LI-PSO Theoretical value of PV 
200 10.04 10.85 11.18 11.67 11.5 
400 14.22 19.78 24.16 24.29 24.26 




800 42.6 43.35 48.05 48.76 48.68 
1000 57.76 59.21 60.22 60.64 60.5 
 
Figure 6.6 illustrates the output power under PSCs of both (1) the studied techniques and 
(2) the proposed technique. The simulated PV module is the MSX60 connected in the Series-
parallel (4×1) configuration, and the electrical specifications of the PV module are 
demonstrated in Table 3.1. The resulting I-V and P-V curves when a number of the modules 
in the PV array are shaded are shown in Figure 6.6. It can be observed that the P-V curve of 
the PV array exhibits multiple MPPs under this condition. Initially, the PV was operated at 
the maximum power of 240 W, and at t = 0.03 s, while some of the PV modules in the array 
were shaded, resulting in four peaks, i.e. P1, P2, P3, and P4, where P4 (118 W) is the GP. 
Figure 7.15 clarifies that, when partial shading occurs, the operating point of P&O was at P2 
(53 W) as the MPP, while both PSO and IncCond trap to the local peak P3 (98 W). Yet, LI-
PSO was tracked the true GP P4 (118 W), due to the first particle being set to the converged 
value from the first step, thereby allowing the particles to converge more rapidly to the GP. In 
addition, the conventional PSO-MPPT algorithm proving to be rapid, and setting the 
operating point of the system at an accurate point, it has a disadvantage when searching for 
MPP with multiple peaks. In this case, this occurred when some of the modules were shaded, 
resulting in tracking the local MPPs and enabling the particles to track the global MPP. In the 







Figure 7.15: The dynamic response of the output power (w) under PSCs[ 147]. 
The following table sets out a comparison between the theoretical value of the PV module 
and the PV module operating points with a PSO_MPPT and LI_PSO algorithm. 
Table 7.5: Comparison between the theoretical value of the PV module and the PV module operating points with PSO and 
LI-PSO algorithm [147]. 
G(w/m2) 
The PV module operating 
points PSO-MPPT 
 
The PV module 
operating points LI-PSO 
 
The theoretical value of 
PV module 
Impp Vmpp Pmpp Vmpp Impp Pmpp Vmpp Impp Pmpp 
100 0.319 16.96 5.42 17.03 0.322 5.48 16.02 0.358 5.74 
200 0.668 17.23 11.52 17.26 0.674 11.63 
16.4 0.721 11.8
4 
300 1.07 17.38 17.67 17.46 1.017 17.76 16.7 1.077 18 
400 1.4 17.2 24.08 17.2 1.41 24.25 16.9 1.431 24.2 
500 1.77 17.08 30.35 17.13 1.78 30.49 
17 1.785 30.3
6 





700 2.47 17.23 42.54 17.25 2.476 42.73 
17 2.507 42.6
3 
800 2.856 17.04 48.67 17.13 2.581 48.84 
17 2.863 48.6
8 
900 3.24 16.87 54.65 16.95 3.236 54.85 
16.95 3.225 54.6
7 
1000 3.616 16.76 60.52 16.77 3.62 60.72 16.8 3.607 60.6 
  
Figure 7.16 demonstrates the operating point of the system when the value of 𝑤 has been 
changed, and it is evident that both the proposed scheme and the conventional PSO were able 
to operate the system at the exact GP when 𝑤 = 0.7, while the conventional PSO was tracked 
at the local peak instead of GP when 𝑤 =0.4. This is due to the inertia weight being used to 
control the velocity in the standard PSO by the use of a constant value of 𝑤. However, 
choosing its value is an important parameter in PSO, as a large value facilitates a GP, while a 
small value facilitates a local optimum. 
 
 
Figure 7.16: Tracking performance of PSO and LI-PSO under PSCs at (𝑤=0.4 and 𝑤=0.7) [147]. 
“Figure 7.16 demonstrates that, when the weight (𝑤) was set to a low value, the operating 




value of 𝑤 might cause the particle to cause convergence issues and track the local optimum 
instead of GP. Thus, additional iteration is required to reach the final solution, as a result of 
the distance to GP. However, as the number of iterations increase, the value of 𝑤 gradually 
decreases. This, in turn, decreases the movement of the particles, as well as leading to a low 
tracking speed, or instead tracking the local optimum for GP. Therefore, the value of 𝑤 in 
conventional PSO needs to be set to a higher value during the initial search for an effective 
exploration, and then to be gradually reduced in order to obtain an accurate optimisation, 
while large values of c1, and c2 may cause convergence problems and increased tracking 
time. Therefore, the learning factors and inertia weight in the conventional PSO must be 
modified when a PSC occurs. However, there are difficulties in choosing its values, and it is 
generally tuned by means of experiments. By contrast, when the PV characteristic is changed, 
the proposed algorithm sets the duty cycle close to the optimum in the first step, and then PSO 
locates the GP in the following step, resulting in a shorter tracking time” [147].  
7.3.1. The EN 50530 test sequence 
The use of the dynamic test EN 50530 enables a standard method to be derived for 
calculating the performance given by PV systems connected to grid using a PV array 
simulator, which produces the same kind of output as a PV source. Inverters form the 
instrument in which the test is most commonly employed, but DC-DC convertors can also be 
evaluated by its use, since the test provides an assessment of the MPPT algorithm, rather than 
the effectiveness of conversion [28]. 
The test used to calculate the dynamic efficiency of MPPT in different environmental 
conditions involves employing different ramp profiles in a fixed time interval. The test is 
based on an insolation ramp with varied values of insolation and slopes, enabling all possible 
conditions to be simulated, allowing an assessment of whether the MPPT algorithm can 
function in accordance with the changes in insolation. 
Three varieties of insolation regions are employed throughout the duration of the test, in 
order to create three varieties of insolation levels with 1000 W/m2 taken as the reference 
value: (1) insolation in range of low to medium (100-500 W/m2); (2) insolation in the range 
of medium to high (300-1000 W/m2); and (3) insolation during the start and closure of 
operations. In the low- medium and medium-high scenario, the ramp sequence with the value 
of slopes varying from 0.5 W/m2/s up to 100 W/m2/s are employed. In the case of the start 




conditions, the I-V module technique (i.e. thin film and crystalline silicon) is employed to set 
up two electrical circuits. When the I-V curve is used within a PV simulation, the circuit 
functions in a manner in which insolation G is approximately equal to PMPP, but the value of 
VMPP differs on the basis of the G value.  
In order to evaluate the performance of the MPPT algorithms, the simulation was 
undertaken according to the test conditions addressed in European Standard EN 50530 [28]. 
The test used to calculate the dynamic efficiency of MPPT in different environmental 
conditions involves using different ramp profiles in a fixed time interval. Figure 7.17 
demonstrates the insolation in a range of low to medium (100-500 W/m2).  
 
Figure 7.17: Test sequence (low–medium insolation) for the characterisation of MPPT efficiency under changing insolation conditions 
[22]. 
Figure 7.18 (below) demonstrates the insolation in the range of medium to high (300-1000 
W/m2), and insolation during the start and closure of operations.  
 
Figure 7.18: Ramp test sequence (medium–high insolation) for the characterisation of MPPT efficiency under changing insolation 
conditions [22]. 
In the low-medium and medium-high scenario, the ramp sequence with the value of slopes 
varying from 0.5 w/m
2
/s up to 100 w/m
2




operations, a slope of one ramp profile (2-100 w/m
2
) is used [28]. Table 7.6 demonstrates the 
slopes proposed for irradiance levels from 300 to 1000 w/m
2
. 
Table 7.6: Slope (W/m2/s) Rise time (s) Dwell time Total Simulation time 
 
Five different slopes are chosen from Table 7.6: 14,20,30,50 and 100 w/m
2
/s, which 
covered low to medium (100-500) and medium-high irradiance (300–1000 W/m²). Figure 
7.19 reveals that the dynamic performance under two tests (20 and 100 W/m2/s), and 
confirms that the proposed scheme demonstrates the most effective performance in terms of 
stability and time response, while the conventional PSO gave an improved performance in 
comparison with P&O and IncCond methods. The lowest performance was by the P&O 
method, due to its fixed step size value. The IncCond algorithm demonstrates a more effective 
performance than the P&O algorithm. However, it has a slow time response, is highly 
sensitive to the perturbation size under low radiation levels, and, in comparison to the LI-PSO 
and conventional PSO algorithms, is unstable, and suffers with the steady state fluctuations, 
as reported in several works [69, 102]. Both P&O and IncCond MPPT algorithms 
demonstrate that they are slow in extracting MPP in comparison to PSO and LI-PSO, with 










































Figure 7.19: Dynamic MPPT performances from 20% to 100% irradiance. (a) P&O method. (b) IncCond method. (c) PSO method. (d) 
LI-PSO method [147]. 
According to the outcome of the experiment under the irradiation slope chosen from Table 
7.6, it is evident that both algorithms P&O and IncCond give power from the PV panel that is 
not close to MPP. Additionally, the algorithms may tend to incorrectly direct the DC voltage. 




This can be attributed to the direct proportionality of the PV array current to the irradiation. 
Consequently, the PV current behaves in an identical manner to when the irradiation changes 
following a slope. In theory, for specific examining frequency, there should be a particular 
ideal current increase when the current varies linearly. At the same, the power varies in the 
same direction as the current. However, neither the current, nor the power, vary smoothly, 
particularly when the algorithm is disturbed. Despite this, both can be utilised to decide the 
direction of MPP variation. Moreover, at the point at which there is a rise of irradiation as a 
result of a slope, there is a rise of both power and current, while when irradiation reduces, 
both power and the current also diminish. 
The dynamic efficiency of the proposed algorithm (along with that of other methods) was 
tested according to the irradiation slopes detailed in Table 7.6. Figure 7.20 and Figure 7.21 
represent the performance of the proposed algorithms and other techniques under irradiation 
slopes of 14 and 30, 50 W/m2/s, respectively. 
 








(b) IncCond method 
 







(d) LI-PSO method 
Figure 7.20: Dynamic MPPT performances of 14% irradiance. (a) P&O method. (b) IncCond method. (c) PSO method. (d) 
LI-PSO method 
 






(b) IncCond method 
 
 





(d) LI-PSO method 
 Figure 7.21 : Dynamic MPPT performances from 30 % to 50% irradiance. (a) P&O method. (b) IncCond method. (c) 
PSO method. (d) LI-PSO method 
The above figure clarifies that the efficiency of the IncCond and P&O algorithms are low 
and cause oscillations around MPP in the steady state, due to the dynamics of the IncCond 
and P&O algorithms, and the perturbation step size which is not sufficiently large to follow 
the ramp, as reported in [69,102]. Therefore, adaptive MPPT methods with faster tracking 
speeds should be adopted to improve their efficiency. However, the tracking becomes highly 
ineffective due to the lack of a controller to recognise the variation of irradiation, in particular 
when slopes are smaller and the reference voltage is constantly maintained. This prompts a 
serious drop in the power acquired from the PV array following the failure to track MPP.  
It is indicated that the MPP tracking is of high quality comparable to all slopes. However, 
there exists a little slack in each of these cases that is rather worthy as an algorithm to 
establish the way in which the irradiance changes first, followed with the setting of a 











Therefore, thirty points each second were utilised to ascertain the dynamic effectiveness. 
Table 7.7 demonstrates the effectiveness under the suggested slopes in Table 7.6. 
Table 7.7: Dynamic efficiency [147]. 
Efficiency (%) 
MPPT 











14 89.90 92.12 98.78 99.15 
20 89.96 93.43 98.87 99. 07 
30 91.95 93.35 99.52 99.61 
50 94.09 95.78 99.50 99.75 
100 94.25 95.78 99.73 99.84 
 
As indicated in Table 7.7, the efficiency of PSO is somewhat lower than with 
improved LI-PSO algorithms. Therefore, this study affirms that the most effective outcomes 
have been acquired with improved LI-PSO and PSO techniques. In addition, it is significant 
to note that 99.95 % of dynamic efficiency has been achieved utilising irradiation slopes.  
From the simulation result, it is apparent that the conventional PSO is fast and accurate 
when searching for single peak values. Nonetheless, when PSC occurs, conventional PSO 
tracking efficiency is low, due to the weight (𝑤) that needs to be correctly readjusted. A 
greater step size in weighting equation leads to an increase in the particle velocity, while a 
decrease in 𝑤 causes the particle movements to shrink, thus enabling the controller to locate 
the operating point at the accurate MPP. Therefore, the parameters of a conventional PSO 
need to be modified when a partial shedding condition occurs. The difference between the 
proposed algorithm and the standard PSO is that the particles (i.e. the duty cycle) are 
initialised to the optimal value in relation to the MPP.  
The P&O method has revealed a considerable power loss and resulted in oscillation around 
the MPP, thus proving to be the least effective performer in terms of efficiency, particularly 




confused and dependent on the perturbation direction under rapidly changing weather 
conditions. Thus, if the duty ratio is decreasing and radiation increasing, increases in output 
power will be influence by the voltage perturbation, as the algorithm continues to decrease the 
voltage, so moving the operating point away from the true MPP. This will continue until the 
change of irradiance is halted. This is in contrast to the tracking efficiencies of systems 
containing the conventional PSO and the IncCond method, of which the latter demonstrated 
the more effective performance. The IncCond method has higher efficiency and less 
confusion when sudden changes in weather conditions occur in comparison to the P&O 
method, as its time response is independent of solar radiation. However, its implementation is 
more complex than that of the P&O method, and requires a more rapid controller with high 
sampling accuracy. This increases the system cost, while its tracking speed is considerably 
slower in comparison with the conventional PSO method. 
7.4. Summary 
This chapter has established that the algorithm put forward in this current study has been 
verified with the OPAL-RT real time simulator and Matlab Simulink tool, with a number of 
simulations being undertaken and compared to: (1) the P&O method: (2) the IncCond 
method; and (3) the conventional PSO based algorithm. The simulation results demonstrate 
that the proposed LI-PSO method has a more rapid response speed than other methods, due to 
particles automatically migrating to the best (or close to the best) position when weather 
conditions change. This thus significantly reduces the time wasted by particle tracking in 
incorrect areas, thereby substantially enhancing the system tracking speed, while also 
reducing the steady-state oscillation (i.e. to practically zero) once MPP is located. This 
represents a considerable improvement in relation to the conventional PSO method, in which 
the new operating point is at too great a distance from the MPP, and additional iterations are 
required to reach the new MPP. 
As demonstrated in Figures 7.14, 7.15 and 7.16, the LI-PSO and PSO produced satisfactory 
results when the slope gradients were higher than 10 W/m
2
/s. Comparison of the performance 
of the various algorithms addressed in this thesis suggests that the LI-PSO and PSO 
techniques yield optimal results. As demonstrated in Table 7.7, the use of irradiation slopes 
produced a dynamic efficiency of over 99.4%. Moreover, under all ramps indicated in Table 
7.6, the LI-PSO algorithms tracked the MPP in a highly efficient manner (Figure 7.19). On 
the other hand, despite being effective with the slopes from Table 7.6, the IncCond algorithm 




irradiation change went undetected by the controller, and hence an identical reference voltage 
was maintained. Consequently, no tracking of MPP was conducted, and therefore the power 
level derived from the PV array decreased significantly. Thus, it can be concluded that MPP 
is not successfully tracked by P&O and IncCond with all the slopes suggested by the protocol. 
The P&O and IncCond algorithms were found to share a close similarity in terms of 
performance. Hence, the selection of one over the other is solely for purposes of simplicity. A 
comparison of the flowcharts of these two algorithms (see Figures 5.5 and 5.6) reveal that 
IncCond exhibits greater complexity, as it necessitates the power increments to be divided by 
those of the voltage (current), and the result compared to zero. By contrast, the P&O 
technique can be argued to be a less complex algorithm, as it requires only a straightforward 
comparison of the increments to zero. 
The findings obtained, and the analyses performed in this study, all indicate that the 
proposed LI-PSO technique is the most suitable MPPT algorithm. Detection of the nearest 
local maximum renders the P&O and IncCond techniques disadvantageous, particularly as 
more than one maximum may occur in the V-P characteristic curve during partial shading of 
the PV array. One solution to this issue is to integrate the two techniques with a further 
method capable of detecting the global maximum. However, global MPPT techniques are 
significantly ineffective and therefore not widely employed. Their primary function is to 
verify the proximity of the operating point to the real MPP at regular intervals. Once this 
verification is completed, the most effective MPPT algorithm is used by the controller. 
The present study has discussed the majority of MPPT algorithms capable of identifying the 
real MPP; however, a more detailed investigation has been undertaken on the P&O and 
IncCond techniques alone, since they possess the advantage of simplicity and effectiveness. 
The European Standard EN 50530 was followed in the analysis of their performance and 
dynamic MPPT efficiencies. The assessments corroborated the findings of other studies 
regarding the limitations of these two techniques. 
This leads to the conclusion that the LI-PSO algorithms perform more effectively in 
comparison to other techniques, on the basis of the comparative analysis of the performances 
of the LI-PSO, PSO, P&O and IncCond algorithms, as well as the results obtained from the 
testing of dynamic efficiency. In consideration of all these different aspects, the LI-PSO 
algorithm can be said to be the optimal algorithm, as standard-based measurement revealed 
























This chapter discusses the main conclusions of this thesis, followed by an examination of 
proposed areas for future work. This thesis has highlighted the issues related to MPPT in 
relation to tracking techniques for optimum and stability control in PV systems. A new 
MPPT, based on the PSO algorithm, has been presented, to enhance the most extreme power 
point tracking in PV systems. Moreover, there has also been an introduction of an improved 
principle for reinitialising the duty-cycle.  
This proposed algorithm has included new plans for overcoming the difficulties connected 
with rapidly-changing insolation levels and the impact of PSC. The results have been 
validated by simulation, i.e. MATLAB/Simulink and RT-real time simulation experiments 
under a number of differing operational conditions. The proposed LI-PSO achieved superior 
performance in comparison to the conventional PSO algorithm. Comparisons were 
undertaken by observing the response of each algorithm under different conditions in terms of 
convergence speed and performance, to reach the optimum point.  
Chapter One gave a brief introduction to the importance of the MPPT controller, along with 
the aim, objectives, and outlines of this thesis. Chapter Two took the form of a literature 
review, including information concerning different MPPT algorithms obtained from books 
and journals. Chapter Three gave an introduction to PV panels and their electrical attributes, 
including an examination of the yield power of PV modules in relation to their yield voltage 
and yield current. These attributes demonstrated the significance of MPPT units, together with 
resolving a number of recurrent issues impacting on MPPT. Chapter Four compared four 
basic non-isolated DC-DC converters under a number of different atmospheric conditions, in 
order to determine the most effective DC-DC converter for the PV system. Four topologies 
were presented: (1) buck converter (step down); (2) boost converter (step up); (3) buck-boost 
converter; and (4) Cùk converter. Chapter Five examined existing MPPT algorithms (e.g. 
P&O, IncCond, open-circuit voltage, short circuit current and CV), together with a number of 
chosen works concerning MPPT algorithms providing the enhancement undertaken in this 
field. Chapter Six proposed a more effective algorithm, including strategies to resolve 
drawbacks resulting from rapidly changing climatic conditions and PSC. The proposed MPPT 
system with PSO in this study is configured to adjust the diverse prerequisites elements of the 




and high effectiveness. Section 6.3 of Chapter Six presented and actualised an improved PSO 
MPPT algorithm based on a simple numerical calculation for determining the values of the 
duty cycle in the case of MPP, capable of overwhelming the difficulties related to rapidly 
changing insolation levels and the influence of PSC. It was established that this can be easily 
understood, and is capable of being executed on commercial micro-controllers. Moreover, it 
was established that the proposed LI-PSO MPPT algorithm increases PV efficiency under 
uniform irradiance and PSC, without the addition of any additional complexity in comparison 
to the traditional MPTT algorithm. At the same time, it was confirmed that this algorithm has 
been configured to allow it to be appropriate for actualisation on commercial 
microcontrollers, with an introduction of an advanced principle for reinitialising the (duty-
cycle). Therefore, this form of methodology can establish the working point with greater 
accuracy prompting to a precise step-size update.  
Chapter Seven included a comparison between traditional MPPT algorithms for PV systems 
and the proposed LI-PSO MPPT algorithm systems. The suggested algorithm also considered 
the issue of PSC (i.e. multiple peaks in the power function). Again, simulation and 
exploratory results were established that confirmed the performance and usefulness of the 
proposed algorithm. The simulation has been undertaken utilising SIMULINK, in which the 
diverse aspects of the model configuration and parameters have been described. The 
efficiency of the proposed LI- PSO has been tested using MATLAB/Simulink and RT-real 
time simulation, and compared to the existing MPPT algorithm, the P&O, IncCond and PSO 
algorithm. A comparison took place of the proposed algorithm output to that of the P&O, 
IncCond and PSO based MPPT algorithm, and these comparison figures were presented 
together with a table summarising the change in effectiveness in both transient and unfaltering 
state reactions. The results in Chapter Seven illustrate the efficiency of supervisory controller, 
which achieved an improved performance under all conditions without oscillation around the 
MPP, whereby leading to the osculation being practically zero.  
The results from the simulation having revealed that the novel duty cycles will be altered in 
the condition of any variation in atmospheric state, respective of variation in working power, 
but its value holds its position near the novel best duty cycle.  Due to this, duty cycles’ 
initialisation fails to bring about an unneeded examination of the P-V curve, hence permitting 
the fresh MPP to be employed swiftly.  In addition, it is worthy arguing that despite the 
likelihood that the duty cycle computed via (6.14) fails to confirm its nearness to the final last 




3) will equally be near to the best duty cycle. As a result, both 6.14 and 6.16 dependably 
guarantee fast tracking.  
In this work, a mechanism was proposed by which particles can be initialized efficiently 
around the MPP to avoid both unnecessarily redundant searching and a situation in which the 
area being actively searched by the swarm becomes too small. The simulation results show 
that the proposed LI-PSO method has a faster response speed than other methods. This is 
because the particles automatically migrate to the best position or close to it when the weather 
conditions change. As a result, this significantly reduces the time wasted by particle tracking 
in incorrect areas, thereby substantially enhancing the system tracking speed while also 
reducing the steady-state oscillation (practically to zero) once the MPP is located. This is a 
great improvement upon the conventional PSO method, in which the new operating point is 
too far from the MPP and more iterations are required to reach the new MPP. 
The proposed scheme contains a number of advantages over other MPPT techniques. 
1) In the proposed scheme, the controller tracks two points at the same time (pbesti and 
gbest), as the perturbation of duty cycle is computed by two terms: as can be seen 
from Eq (6.16). This allows the proposed PSO to track the new GP with great 
rapidity, thus improving its dynamic response and efficiency in comparison with the 
traditional PSO algorithm. 
2) The new technique of updating the particles’ position, can improve the operability 
of the algorithm and reduce its dependence on parameters. 
3) The proposed method can effectively avoid the disadvantages of conventional 
MPPT methods, which can easily fall into local MPP instead of GMPP. 
4) If a sudden change in weather conditions occurs, the controller will work on the 
correct direction towards the GMPP, as its information is obtained through the use 
of three duty cycles, unlike the conventional MPPT, which can be perturbed in the 
wrong direction.  
5) In the case of partial shading, when the PV array exhibits multiple peaks on its P−V 
characteristic, the proposed MPPT controller can track the true MPP correctly, as it 
is based on a searching scheme. In conventional methods, however, the controller is 
likely to trap the operating point at local MPP instead of the GMPP.  
6) The proposed method is simple and easy to implement, using a low-cost 
microcontroller, having excellent rates of accuracy with fast speed without any 




8.1. Recommendations for further work  
This study has focussed on the MPPT operation of the PV array, rather than the working 
states of the electric loads. More significantly, a new investigation managing renewable 
scattered energy system would incorporate a number of different sources energy (e.g. wind, 
diesel, and fuel cell) to upgrade energy usage. However, the primary reason for the use of 
readily available renewable PV energy, along with wind, a small amount of hydro, fuel cell, 
and hydrogen innovation as a storage media, will be to encourage a means of establishing 
clean, ecological friendly energy to replace fossil fuel that lead to exhausted resources. 
The results of the simulations undertaken in this work have identified a number of areas for 
future work, including improving and expanding a number of aspects of the current study, as 
outlined below:  
 Modelling and simulation of PV systems. The dynamic displaying of the PV module has 
been undertaken with consideration of both the vulnerabilities and the parametric changes, but 
with no consideration of the factor of the aging of PV panels. However, the execution 
assessment identified with the investigation of the materials on the PV board is required to 
incorporate the maturing aspect of PV panels in the created model. Therefore, this study will 
assist in the expectation of a long-term execution of stand-alone PV systems.  
 At the same time, this work can, to a greater extent, be expanded, in particular through the 
creation of a complex MPPT algorithm for both charger and inverter, to enhance productivity. 
Moreover, a number of different MPPT based control algorithms can be produced, 
considering the distinctive source and load combinations. Again, the electronic capacity of the 
qualities of all modules in standard arrangement encourages a less demanding controller 
outline and its configuration. At the same time, the establishment of an automatic changeover 
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