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Abstract
In this paper, we consider a decision process model with a converging branch system that is a
nonserial transition system. The model is treated by three approaches. Thus we introduce three types
of recursive equations by using a dynamic programming technique.
1. Introduction
Nonserial dynamic programming was proposed by Nemhauser [5] and has been
widely discussed [1, 2, 3]. Nonserial dynamic systems are classiﬁed into the four
structures: diverging branch systems, converging branch systems, feedback loop systems,
and feedforward loop systems. Herein, we focus on a converging branch system and
propose a ﬁnite-stage decision process model with a converging branch system. In the
model, more than two initial states are given, the states are converged on the process,
and ﬁnally the process is terminated at a ﬁnal state.
We formulate the model in Section 2, and in Section 3 we discuss three recursive
approaches to the model and introduce three types of recursive equations by using a
dynamic programming technique. We give a numerical example in Section 4.
2. Notation and formulation
We introduce a ﬁnite-stage decision process model with a converging branch
system.
1. X , a nonempty ﬁnite set, is the state space. The initial states x1; x2; . . . ; xL
ðA XÞ are speciﬁed at the beginning of the process. The process progresses
through states xLþ1; xLþ2; . . . ; xN1 A X with a converging branch system and is
terminated at state xN A X .
2. U , a nonempty ﬁnite set, is the decision space. un ðA UÞ represents the selected
action for state xn, n ¼ 1; 2; . . . ;N  1. We denote the power set of U by 2U :
2U ¼ fA : a set jA  Ug:
Furthermore, we denote by U a point-to-set valued mapping from X to
2Unffg. UðxÞ, called the feasible decision space, represents the set of all
feasible decisions in state x.
3. The transition matrix E ¼ ðeijÞ A f0; 1gNN is deﬁned by
eij ¼ 1 ðif xj is the next state to xiÞ
0 ðotherwiseÞ;

and let Ij ¼ fi j eij ¼ 1g ð j ¼ Lþ 1;Lþ 2; . . . ;NÞ.
Let GrðUÞ be the graph of UðÞ:
GrðUÞ ¼ fðx; uÞ j u A UðxÞ; x A Xg;
and, for a set A, aA means the number of elements in A. When an index set I ¼
fm1;m2; . . . ;mMg ðm1 < m2 <    < mMÞ is given, the corresponding sequence
ðxm1 ; um1 ; xm2 ; um2 ; . . . ; xmM ; umM Þ
is denoted by ðxm; um jm A IÞ. Similarly
ðxm1 ; xm2 ; . . . ; xmM Þ and ðum1 ; um2 ; . . . ; umM Þ
are denoted by ðxm jm A IÞ and ðum jm A IÞ, respectively.
4. rn : GrðUÞ ! R ðn ¼ 1; 2; . . . ;N  1Þ are the reward functions, where R ¼
ðy;yÞ. A decision un selected in state xn confers a reward rnðxn; unÞ.
The function k : X ! R is the terminal reward function.
5. fn : GrðUÞaIn ! X ðn ¼ Lþ 1;Lþ 2; . . . ;NÞ are the converging transition laws.
If a process in states ðxm jm A InÞ selects actions ðum jm A InÞ, it proceeds
deterministically to the next state fnðxm; um jm A InÞ.
Then our model is formulated as follows:
ðPÞ Max r1ðx1; u1Þ þ r2ðx2; u2Þ þ    þ rN1ðxN1; uN1Þ þ kðxNÞ
s:t: xn ¼ fnðxm; um jm A InÞ n ¼ Lþ 1;Lþ 2; . . . ;N
un A UðxnÞ n ¼ 1; 2; . . . ;N  1:
Example 2.1. Let N ¼ 8, L ¼ 3, and e14 ¼ e25 ¼ e37 ¼ e46 ¼ e57 ¼ e68 ¼ e78 ¼ 1
(eij ¼ 0 for the other pairs ði; jÞ). Then, for the given initial states x1, x2, x3, the other
states x4, x5, x6, x7, x8 are determined by
x4 ¼ f4ðx1; u1Þ; x1 A X ; u1 A Uðx1Þ
x5 ¼ f5ðx2; u2Þ; x2 A X ; u2 A Uðx2Þ
x6 ¼ f6ðx4; u4Þ; x4 A X ; u4 A Uðx4Þ
x7 ¼ f7ðx3; u3; x5; u5Þ; x3; x5 A X ; u3 A Uðx3Þ; u5 A Uðx5Þ
x8 ¼ f8ðx6; u6; x7; u7Þ; x6; x7 A X ; u6 A Uðx6Þ; u7 A Uðx7Þ
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(see Figure 1). In this case,
I4 ¼ f1g; I5 ¼ f2g; I6 ¼ f4g; I7 ¼ f3; 5g; I8 ¼ f6; 7g
and the problem is described as follows:
Max r1ðx1; u1Þ þ r2ðx2; u2Þ þ    þ r7ðx7; u7Þ þ kðx8Þ
s:t: xn ¼ fnðxm; um jm A InÞ n ¼ 4; 5; . . . ; 8
un A UðxnÞ n ¼ 1; 2; . . . ; 7: r
3. Three recursive methods
3.1. Backward recursive equation I
We now give the ﬁrst recursive method for the problem (P). First, Pn ðn ¼ 1;2; . . .Þ
denotes a set of indexes of xm satisfying the condition that the distance between xm and
the ﬁnal state xN in the state transition tree for (P) equals n. Especially, P0 ¼ fNg.
We consider the following subproblems with the initial states ðxm jm A PnÞ and the
optimal value functions are denoted by V nðÞ:
V 0ðxNÞ ¼ kðxNÞ; xN A X













ðxm jm A PnÞ A XaPn ; n ¼ 1; 2; . . . :
Figure 1. State transition tree for Example 2.1
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We note that xh A Pl ðl < nÞ that appears in above objective function is determined
consecutively by the initial states ðxm jm A PnÞ and decisions ðum jm A
Sn
l¼1 PlÞ through
the transition law fh as follows
xh ¼ fhðxm; um jm A IhÞ;
because, for l ¼ 0; 1; . . . ; n 1, h A Pl implies Ih  Plþ1.
Theorem 3.1. The following recursive equations hold:
V 0ðxNÞ ¼ kðxNÞ; xN A X





rmðxm; umÞ þ V n1ðxm jm A Pn1Þ
" #
ðxm jm A PnÞ A XaPn ; n ¼ 1; 2; . . . ;
where, in the second term of the objective function, if 1amaL, xm is given (xm is the
initial state). Otherwise, xm is given by xm ¼ fmðxl ; ul j l A ImÞ.
Proof. By the deﬁnition of the subproblems,












5; n ¼ 1; 2; . . . :
Since






























































Example 3.1. We consider the problem given by Example 2.1. Then
P0 ¼ f8g; P1 ¼ f6; 7g; P2 ¼ f3; 4; 5g; P3 ¼ f1; 2g;
and the subproblems become
V 0ðx8Þ ¼ kðx8Þ
V 1ðx6; x7Þ ¼ max
um AUðxmÞ ðm¼6;7Þ
½r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ
V 2ðx3; x4; x5Þ ¼ max
um AUðxmÞ ð3ama7Þ
½r3ðx3; u3Þ þ r4ðx4; u4Þ þ r5ðx5; u5Þ
þ r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ
V 3ðx1; x2Þ ¼ max
um AUðxmÞ ð1ama7Þ
½r1ðx1; u1Þ þ r2ðx2; u2Þ þ r3ðx3; u3Þ þ r4ðx4; u4Þ
þ r5ðx5; u5Þ þ r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ:
By Theorem 3.1, we get the following backward recursive equations:
V 0ðx8Þ ¼ kðx8Þ
V 1ðx6; x7Þ ¼ max
um AUðxmÞ ðm¼6;7Þ
½r6ðx6; u6Þ þ r7ðx7; u7Þ þ V 0ð f8ðx6; u6; x7; u7ÞÞ
V 2ðx3; x4; x5Þ ¼ max
um AUðxmÞ ðm¼3;4;5Þ
½r3ðx3; u3Þ þ r4ðx4; u4Þ þ r5ðx5; u5Þ
þ V 1ð f6ðx4; u4Þ; f7ðx3; u3; x5; u5ÞÞ
V 3ðx1; x2Þ ¼ max
um AUðxmÞ ðm¼1;2Þ
½r1ðx1; u1Þ þ r2ðx2; u2Þ þ V 2ðx3; f4ðx1; u1Þ; f5ðx2; u2ÞÞ: r
3.2. Forward recursive equation
Next, we introduce a forward recursive method for the problem (P). Starting with
each initial state x1; x2; . . . ; xL, subproblems are generated consecutively in a forward
direction and the optimal values functions are denoted by WnðÞ. For more details, see
the following procedure.
Step 1. Let
I ¼ f1; 2; . . . ;Lg
and
WnðxnÞ ¼ 0; Jn ¼ f; n ¼ 1; 2; . . . ;L:
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Step 2. For each n B I satisfying In  I , let






Jn ¼ ðJnnf1; 2; . . . ;LgÞ [ fng:
If n < N, deﬁne the subproblem terminated with xn as follows:
WnðxnÞ ¼ maxðxm;um jm A JnÞ;





; xn A X :
Otherwise (i.e. if n ¼ N),
WNðxNÞ ¼ maxðxm;um jm A JN Þ;
fmðxl ;ul j l A ImÞ¼xm ðm A JN Þ
X
m A JN
rmðxm; umÞ þ kðxNÞ
" #
; xN A X :
According to the ﬁnal state xn, the corresponding subproblem may have no
feasible solution. In that case, the value of WnðxnÞ is regarded as ‘‘y’’.
Step 3. if I equals f1; 2; . . . ;N  1g, stop. Otherwise, update I as
I  I [ fn j In  Ig:
Then, go to Step 2. r
We note that, in Step 2,
JN ¼ f1; 2; . . . ;N  1g; JN ¼ fLþ 1;Lþ 2; . . . ;Ng
hold. Therefore max
xN AX
WNðxNÞ gives the optimal value of the original problem (P).
Theorem 3.2. The value functions W nðÞ satisfy the following forward recursive
equations:
W nðxnÞ ¼ 0; xn A X ; n ¼ 1; 2; . . . ;L
W nðxnÞ ¼ maxðxm;um jm A InÞ;
fnðxm;um jm A InÞ¼xn
X
m A In
ðWmðxmÞ þ rmðxm; umÞÞ
xn A X ; n ¼ Lþ 1;Lþ 2; . . . ;N  1
WNðxNÞ ¼ maxðxm;um jm A IN Þ;
fnðxm;um jm A IN Þ¼xN
X
m A IN
ðWmðxmÞ þ rmðxm; umÞÞ þ kðxNÞ
" #
; xN A X :
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Proof. If L < n < N, by the deﬁnition of the subproblems,
WnðxnÞ ¼ maxðxm;um jm A JnÞ;






and, by the deﬁnition of Jn, we have
































































These facts imply that
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hold. Therefore
WnðxnÞ ¼ maxðxm;um jm A InÞ;
fnðxm;um jm A InÞ¼xn
max
ðxm;um jm ASl A In JlÞ;



















ðxm;um jm A InÞ;
fnðxm;um jm A InÞ¼xn
X
m A In
rmðxm; umÞ þ maxðxm;um jm ASl A In JlÞ;










ðxm;um jm A InÞ;







ðxl ;ul j l A JmÞ;








ðxm;um jm A InÞ;









ðxm;um jm A InÞ;






When n ¼ N, by the deﬁnition of the subproblems,
WNðxNÞ ¼ maxðxm;um jm A IN Þ;
fN ðxm;um jm A IN Þ¼xN
2
664 maxðxm;um jm ASl A In JlÞ;
















Similarly, we can show the following equality:
WnðxnÞ ¼ maxðxm;um jm A InÞ;
fnðxm;um jm A InÞ¼xn
X
m A In
ðrmðxm; umÞ þWmðxmÞÞ þ kðxNÞ
" #
: r
Example 3.2. We consider again the problem given by Example 2.1. First, for the
initial states x1, x2, x3, let
W 1ðx1Þ ¼W 2ðx2Þ ¼W 3ðx3Þ ¼ 0;
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and the subproblems become as follows:
W 4ðx4Þ ¼ maxðx1;u1Þ; f4ðx1;u1Þ¼x4½r1ðx1; u1Þ
W 5ðx5Þ ¼ maxðx2;u2Þ; f5ðx2;u2Þ¼x5½r2ðx2; u2Þ
W 6ðx6Þ ¼ maxðx1;u1;x4;u4Þ; f4ðx1;u1Þ¼x4; f6ðx4;u4Þ¼x6½r1ðx1; u1Þ þ r4ðx4; u4Þ
W 7ðx7Þ ¼ maxðxm;um jm A f2;3;5g;
f5ðx2;u2Þ¼x5; f7ðx3;u3;x5;u5Þ¼x7
½r2ðx2; u2Þ þ r3ðx3; u3Þ þ r5ðx5; u5Þ
W 8ðx8Þ ¼ maxðxm;um jm A f1;2; ...;7g; f4ðx1;u1Þ¼x4; f5ðx2;u2Þ¼x5;
f6ðx4;u4Þ¼x6; f7ðx3;u3;x5;u5Þ¼x7; f8ðx6;u6;x7;u7Þ¼x8
½r1ðx1; u1Þ þ r2ðx2; u2Þ
þ r3ðx3; u3Þ þ r4ðx4; u4Þ þ r5ðx5; u5Þ þ r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ:
Then, by using Theorem 3.2, the following forward recursive equations hold:
W 1ðx1Þ ¼W 2ðx2Þ ¼W 3ðx3Þ ¼ 0
W 4ðx4Þ ¼ maxðx1;u1Þ; f4ðx1;u1Þ¼x4½W
1ðx1Þ þ r1ðx1; u1Þ
W 5ðx5Þ ¼ maxðx2;u2Þ; f5ðx2;u2Þ¼x5½W
2ðx2Þ þ r2ðx2; u2Þ
W 6ðx6Þ ¼ maxðx4;u4Þ; f6ðx4;u4Þ¼x6½W
4ðx4Þ þ r4ðx4; u4Þ
W 7ðx7Þ ¼ maxðx3;u3;x5;u5Þ;
f7ðx3;u3;x5;u5Þ¼x7
½W 3ðx3Þ þW 5ðx5Þ þ r3ðx3; u3Þ þ r5ðx5; u5Þ
W 8ðx8Þ ¼ maxðx6;u6;x7;u7Þ;
f8ðx6;u6;x7;u7Þ¼x8
½W 6ðx6Þ þW 7ðx7Þ þ r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ: r
3.3. Backward recursive equation II
The results in this subsection are discussed in [4]. When we construct the sub-
problems, starting with the initial target state sequence Q ¼ ðxNÞ, we add xn to Q in the
order that coincides one of the node order for a depth-ﬁrst search for a state transition
tree with the root xN . Without loss of generality, we regard that index order as
N ! N  1! N  2!    ! 2! 1;
by renumbering the state index.
Speciﬁcally, when we consider the decision process in Example 2.1, the indexes
are renumbered as shown in Figure 2. Then, the sequence of the target state
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sequence becomes
ðx8Þ ! ðx7; x8Þ ! ðx6; x7; x8Þ !    ! ðx1; x2; . . . ; x7; x8Þ
and we consider the corresponding subproblems and the optimal value functions vnðÞ as
follows:
v8ðx8Þ ¼ kðx8Þ
v7ðx7; x3; u3Þ ¼ max
u7 AUðx7Þ
½r7ðx7; u7Þ þ kðx8Þ
v6ðx6; x3; u3; x5; u5Þ ¼ max
um AUðxmÞ ðm¼6;7Þ
½r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ
v5ðx5; x3; u3Þ ¼ max
um AUðxmÞ ð5ama7Þ
½r5ðx5; u5Þ þ r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ
v4ðx4; x3; u3Þ ¼ max
um AUðxmÞ ð4ama7Þ
½r4ðx4; u4Þ þ r5ðx5; u5Þ þ r6ðx6; u6Þ
þ r7ðx7; u7Þ þ kðx8Þ
v3ðx3Þ ¼ max
um AUðxmÞ ð3ama7Þ
½r3ðx3; u3Þ þ r4ðx4; u4Þ þ r5ðx5; u5Þ
þ r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ
v2ðx2Þ ¼ max
um AUðxmÞ ð2ama7Þ
½r2ðx2; u2Þ þ r3ðx3; u3Þ þ r4ðx4; u4Þ þ r5ðx5; u5Þ
þ r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ
v1ðx1Þ ¼ max
um AUðxmÞ ð1ama7Þ
½r1ðx1; u1Þ þ r2ðx2; u2Þ þ r3ðx3; u3Þ þ r4ðx4; u4Þ
þ r5ðx5; u5Þ þ r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ:
We give the general form of subproblems.
n ¼ N
For state sequence ðxNÞ, the subproblem is given by
vNðxNÞ ¼ kðxNÞ; xN A X :
n < N
For state sequence ðxn; xnþ1; . . . ; xNÞ, the subproblem is given by
vnðxn; ðxm; um jm A JnÞÞ
¼ max
um AUðxmÞ ðm¼n;nþ1;...;N1Þ
½rnðxn; unÞ þ rnþ1ðxnþ1; unþ1Þ þ    þ kðxNÞ;






f j A Il j j < ng:
The set of indexes that indicate the initial states is denoted by IInit. For example,
we have IInit ¼ f1; 4; 6g for the decision process shown in Figure 2.
Then the following recursive relations are shown in [4].
Proposition 3.1. Put JN ¼ f, then,
( i ) if nþ 1 B IInit,
Jn ¼ Jnþ1 [ f j A Inþ1 j j < ng:
(ii) if nþ 1 A IInit,
Jn ¼ Jnþ1nfng:
Theorem 3.3. We have the following backward recursive equations:
vNðxNÞ ¼ kðxNÞ; xN A X
vnðxn; ðxm; um jm A JnÞÞ
¼ max
un AUðxnÞ
½rnðxn; unÞ þ vnþ1ð fnþ1ðxm; um jm A Inþ1Þ; ðxm; um jm A Jnþ1ÞÞ;
xn A X ; nþ 1 B IInit
vnðxn; ðxm; um jm A JnÞÞ
¼ max
un AUðxnÞ
½rnðxn; unÞ þ vnþ1ðxnþ1; ðxm; um jm A Jnþ1ÞÞ; xn A X ; nþ 1 A IInit:
Example 3.3. We consider the decision process shown in Figure 2. First, by
Proposition 3.1, we can get Jj ð j ¼ 8; 7; . . . ; 1Þ as follows:
J8 ¼ f:
Since j ¼ 7 A I8 ¼ f3; 7g and 8 B IInit,
J7 ¼ J8 [ f j A I8 j j < 7g ¼ f [ f3g ¼ f3g:
Similarly,
j ¼ 6 A I7 ¼ f5; 6g; 7 B IInit
) J6 ¼ J7 [ f j A I7 j j < 6g ¼ f3g [ f5g ¼ f3; 5g;
j ¼ 5 A I7 ¼ f5; 6g; 6 A IInit
) J5 ¼ J6nf5g ¼ f3; 5gnf5g ¼ f3g;
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j ¼ 4 A I5 ¼ f4g; 5 B IInit
) J4 ¼ J5 [ f j A I5 j j < 4g ¼ f3g [ f ¼ f3g;
j ¼ 3 A I8 ¼ f3; 7g; 4 A IInit
) J3 ¼ J4nf3g ¼ f3gnf3g ¼ f;
j ¼ 2 A I3 ¼ f2g; 3 B IInit
) J2 ¼ J3 [ f j A I3 j j < 2g ¼ f [ f ¼ f;
j ¼ 1 A I2 ¼ f1g; 2 B IInit
) J1 ¼ J2 [ f j A I2 j j < 1g ¼ f [ f ¼ f:
Then, we have the following recursive equations by Theorem 3.1:
v8ðx8Þ ¼ kðx8Þ
v7ðx7; ðxm; um jm A J7ÞÞ ¼ max
u7 AUðx7Þ
½r7ðx7; u7Þ þ v8ð f8ðxm; um jm A I8Þ; ðxm; um jm A J8ÞÞ
v7ðx7; ðxm; um jm A f3gÞÞ ¼ max
u7 AUðx7Þ
½r7ðx7; u7Þ þ v8ð f8ðxm; um jm A f3; 7gÞ; ðxm; um jm A fÞÞ
v7ðx7; x3; u3Þ ¼ max
u7 AUðx7Þ
½r7ðx7; u7Þ þ v8ð f8ðx3; u3; x7; u7ÞÞ
and
Figure 2. Transition tree of Example 3.3
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v6ðx6; ðxm; um jm A J6ÞÞ ¼ max
u6 AUðx6Þ
½r6ðx6; u6Þ þ v7ð f7ðxm; um jm A I7Þ; ðxm; um jm A J7ÞÞ
v6ðx6; ðxm; um jm A f3; 5gÞÞ ¼ max
u6 AUðx6Þ
½r6ðx6; u6Þ þ v7ð f7ðxm; um jm A f5; 6gÞ;
ðxm; um jm A f3gÞÞ
v6ðx6; x3; u3; x5; u5Þ ¼ max
u6 AUðx6Þ
½r6ðx6; u6Þ þ v7ð f7ðx5; u5; x6; u6Þ; x3; u3Þ:
Similarly, we have
v5ðx5; x3; u3Þ ¼ max
u5 AUðx5Þ
½r5ðx5; u5Þ þ v6ðx6; x3; u3; x5; u5Þ
v4ðx4; x3; u3Þ ¼ max
u4 AUðx4Þ
½r4ðx4; u4Þ þ v5ð f5ðx4; u4Þ; x3; u3Þ
v3ðx3Þ ¼ max
u3 AUðx3Þ
½r3ðx3; u3Þ þ v4ðx4; x3; u3Þ
v2ðx2Þ ¼ max
u2 AUðx2Þ
½r2ðx2; u2Þ þ v3ð f3ðx2; u2ÞÞ
v1ðx1Þ ¼ max
u1 AUðx1Þ
½r1ðx1; u1Þ þ v2ð f2ðx1; u1ÞÞ: r
4. Numerical example
We consider the decision process problem given by Example 2.1 with the following
data:
X ¼ fs1; s2g; UðxÞ ¼ U ¼ fa1; a2g ðEx A XÞ













f7ðx; u; y; vÞ
ðx; uÞnðy; vÞ ðs1; a1Þ ðs1; a2Þ ðs2; a1Þ ðs2; a2Þ
ðs1; a1Þ s2 s2 s1 s2
ðs1; a2Þ s1 s2 s2 s1
f8ðx; u; y; vÞ
ðx; uÞnðy; vÞ ðs1; a1Þ ðs1; a2Þ ðs2; a1Þ ðs2; a2Þ
ðs1; a1Þ s1 s1 s2 s2
ðs1; a2Þ s2 s2 s1 s2
ðs2; a1Þ s1 s2 s2 s1
ðs2; a2Þ s1 s2 s1 s1
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and
ðx; uÞ ðs1; a1Þ ðs1; a2Þ ðs2; a1Þ ðs2; a2Þ
r1ðx; uÞ 4 3  
r2ðx; uÞ   3 2
r3ðx; uÞ 3 4  
r4ðx; uÞ 2 3 3 1
r5ðx; uÞ 1 2 4 2
r6ðx; uÞ 2 3 3 4




4.1. Compute with backward recursive equation I
First, for the terminal state x8, we get
V 0ðs1Þ ¼ kðs1Þ ¼ 5; V 0ðs2Þ ¼ kðs2Þ ¼ 2:
By using the backward recursive equation given by Theorem 3.1, we compute V 1ðs1; s1Þ
and the corresponding optimal decision function s1 ðs1; s1Þ:
V 1ðs1; s1Þ ¼ max
u6;u7 AU
½r6ðs1; u6Þ þ r7ðs1; u7Þ þ V 0ð f8ðs1; u6; s1; u7ÞÞ
¼ ½r6ðs1; a1Þ þ r7ðs1; a1Þ þ V 0ð f8ðs1; a1; s1; a1ÞÞ
4½r6ðs1; a1Þ þ r7ðs1; a2Þ þ V 0ð f8ðs1; a1; s1; a2ÞÞ
4½r6ðs1; a2Þ þ r7ðs1; a1Þ þ V 0ð f8ðs1; a2; s1; a1ÞÞ
4½r6ðs1; a2Þ þ r7ðs1; a2Þ þ V 0ð f8ðs1; a2; s1; a2ÞÞ
¼ ½2þ 4þ V 0ðs1Þ4½2þ 5þ V 0ðs1Þ4½3þ 4þ V 0ðs2Þ4½3þ 5þ V 0ðs2Þ
¼ 1141249410 ¼ 12; s1 ðs1; s1Þ ¼ ðu6 ; u7 Þ ¼ ða1; a2Þ:
Similarly, we have
V 1ðs1; s2Þ ¼ 64741048 ¼ 10; s1 ðs1; s2Þ ¼ ðu6 ; u7 Þ ¼ ða2; a1Þ
V 1ðs2; s1Þ ¼ 12410413411 ¼ 13; s1 ðs2; s1Þ ¼ ðu6 ; u7 Þ ¼ ða2; a1Þ
V 1ðs2; s2Þ ¼ 7411411412 ¼ 12; s1 ðs2; s2Þ ¼ ðu6 ; u7 Þ ¼ ða2; a2Þ:
Next, we compute V 2 and the corresponding optimal decision function s2 :
V 2ðs1; s1; s1Þ
¼ max
u3;u4;u5 AU
½r3ðs1; u3Þ þ r4ðs1; u4Þ þ r5ðs1; u5Þ þ V 1ð f6ðs1; u4Þ; f7ðs1; u3; s1; u5ÞÞ
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¼ ½r3ðs1; a1Þ þ r4ðs1; a1Þ þ r5ðs1; a1Þ þ V 1ð f6ðs1; a1Þ; f7ðs1; a1; s1; a1ÞÞ
4½r3ðs1; a2Þ þ r4ðs1; a1Þ þ r5ðs1; a1Þ þ V 1ð f6ðs1; a1Þ; f7ðs1; a2; s1; a1ÞÞ
4½r3ðs1; a1Þ þ r4ðs1; a1Þ þ r5ðs1; a2Þ þ V 1ð f6ðs1; a1Þ; f7ðs1; a1; s1; a2ÞÞ
4½r3ðs1; a2Þ þ r4ðs1; a1Þ þ r5ðs1; a2Þ þ V 1ð f6ðs1; a1Þ; f7ðs1; a2; s1; a2ÞÞ
4½r3ðs1; a1Þ þ r4ðs1; a2Þ þ r5ðs1; a1Þ þ V 1ð f6ðs1; a2Þ; f7ðs1; a1; s1; a1ÞÞ
4½r3ðs1; a2Þ þ r4ðs1; a2Þ þ r5ðs1; a1Þ þ V 1ð f6ðs1; a2Þ; f7ðs1; a2; s1; a1ÞÞ
4½r3ðs1; a1Þ þ r4ðs1; a2Þ þ r5ðs1; a2Þ þ V 1ð f6ðs1; a2Þ; f7ðs1; a1; s1; a2ÞÞ
4½r3ðs1; a2Þ þ r4ðs1; a2Þ þ r5ðs1; a2Þ þ V 1ð f6ðs1; a2Þ; f7ðs1; a2; s1; a2ÞÞ
¼ ½3þ 2þ 1þ V 1ðs2; s2Þ4½4þ 2þ 1þ V 1ðs2; s1Þ
4½3þ 2þ 2þ V 1ðs2; s2Þ4½4þ 2þ 2þ V 1ðs2; s2Þ
4½3þ 3þ 1þ V 1ðs1; s2Þ4½4þ 3þ 1þ V 1ðs1; s1Þ
4½3þ 3þ 2þ V 1ðs1; s2Þ4½4þ 3þ 2þ V 1ðs1; s2Þ
¼ 18420419420417420418419 ¼ 20
s2 ðs1; s1; s1Þ ¼ ðu3 ; u4 ; u5 Þ ¼ ða2; a1; a1Þ; ða2; a1; a2Þ; ða2; a2; a1Þ
V 2ðs1; s1; s2Þ ¼ 22; s2 ðs1; s1; s2Þ ¼ ða1; a1; a1Þ; ða2; a1; a1Þ; ða1; a2; a1Þ
V 2ðs1; s2; s1Þ ¼ 20; s2 ðs1; s2; s1Þ ¼ ða2; a1; a1Þ; ða2; a2; a2Þ
V 2ðs1; s2; s2Þ ¼ 22; s2 ðs1; s2; s2Þ ¼ ða2; a1; a1Þ:
Finally, we compute V 3 and the corresponding optimal decision function s3 :
V 3ðs1; s2Þ ¼ max
u1;u2 AU
½r1ðs1; u1Þ þ r2ðs2; u2Þ þ V 2ðs1; f4ðs1; u1Þ; f5ðs2; u2ÞÞ
¼ ½4þ 3þ V 2ðs1; s2; s1Þ4½4þ 2þ V 2ðs1; s2; s2Þ
4½3þ 3þ V 2ðs1; s1; s1Þ4½3þ 2þ V 2ðs1; s1; s2Þ
¼ ½4þ 3þ 204½4þ 2þ 224½3þ 3þ 204½3þ 2þ 22
¼ 27428426427 ¼ 28; s3 ðs1; s2Þ ¼ ðu1 ; u2 Þ ¼ ða1; a2Þ:
Thus, the optimal value is V 3ðs1; s2Þ ¼ 28 and an optimal state-decision sequence is
given as follows:
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ðx1; x2Þ ¼ ðs1; s2Þ
! ðu1 ; u2 Þ ¼ s3 ðs1; s2Þ ¼ ða1; a2Þ
! ðx4; x5; x3Þ ¼ ð f4ðs1; a1Þ; f5ðs2; a2Þ; s1Þ ¼ ðs2; s2; s1Þ
! ðu4 ; u5 ; u3 Þ ¼ s2 ðs2; s2; s1Þ ¼ ða1; a1; a1Þ
! ðx6; x7Þ ¼ ð f6ðs2; a1Þ; f7ðs1; a1; s2; a1ÞÞ ¼ ðs1; s1Þ
! ðu6 ; u7 Þ ¼ s1 ðs1; s1Þ ¼ ða1; a2Þ
! x8 ¼ f8ðs1; a1; s1; a2Þ ¼ s1:
4.2. Compute with forward recursive equation
First, for the initial states x1 ¼ s1, x2 ¼ s2, x3 ¼ s1, we get
W 1ðs1Þ ¼W 2ðs2Þ ¼W 3ðs1Þ ¼ 0
By using the forward recursive equation in subsection 3.2, we compute W 4ðs1Þ and the
corresponding optimal decision function t4 ðs1Þ:
W 4ðs1Þ ¼ maxðx1;u1Þ;
f4ðx1;u1Þ¼s1
½W 1ðx1Þ þ r1ðx1; u1Þ ¼ maxðx1;u1Þ A fðs1;a2Þg½W
1ðx1Þ þ r1ðx1; u1Þ
¼W 1ðs1Þ þ r1ðs1; a2Þ ¼ 0þ 3 ¼ 3; t4 ðs1Þ ¼ ðx1; u1 Þ ¼ ðs1; a2Þ:
Similarly,
W 4ðs2Þ ¼ 4; t4 ðs2Þ ¼ ðx1; u1 Þ ¼ ðs1; a1Þ
W 5ðs1Þ ¼ 3; t5 ðs1Þ ¼ ðx2; u2 Þ ¼ ðs2; a1Þ
W 5ðs2Þ ¼ 2; t5 ðs2Þ ¼ ðx2; u2 Þ ¼ ðs2; a2Þ
and
W 6ðs1Þ ¼ maxðx4;u4Þ; f6ðx4;u4Þ¼s1½W
4ðx4Þ þ r4ðx4; u4Þ
¼ max
ðx4;u4Þ A fðs1;a2Þ; ðs2;a1Þg
½W 4ðx4Þ þ r4ðx4; u4Þ
¼ max½W 4ðs1Þ þ r4ðs1; a2Þ;W 4ðs2Þ þ r4ðs2; a1Þ
¼ max½3þ 3; 4þ 3 ¼ 7; t6 ðs1Þ ¼ ðx4; u4 Þ ¼ ðs2; a1Þ
W 6ðs2Þ ¼ 5; t6 ðs2Þ ¼ ðx4; u4 Þ ¼ ðs1; a1Þ; ðs2; a2Þ:
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Next, because
fðx3; u3; x5; u5Þ j f7ðx3; u3; x5; u5Þ ¼ s1g
¼ fðs1; a1; s2; a1Þ; ðs1; a2; s1; a1Þ; ðs1; a2; s2; a2Þg
fðx3; u3; x5; u5Þ j f7ðx3; u3; x5; u5Þ ¼ s2g
¼ fðs1; a1; s1; a1Þ; ðs1; a1; s1; a2Þ; ðs1; a1; s2; a2Þ; ðs1; a2; s1; a2Þ; ðs1; a2; s2; a1Þg;
we have
W 7ðs1Þ ¼ maxðx3;u3;x5;u5Þ; f7ðx3;u3;x5;u5Þ¼s1½W
3ðx3Þ þW 5ðx5Þ þ r3ðx3; u3Þ þ r5ðx5; u5Þ
¼ max½W 3ðs1Þ þW 5ðs2Þ þ r3ðs1; a1Þ þ r5ðs2; a1Þ;
W 3ðs1Þ þW 5ðs1Þ þ r3ðs1; a2Þ þ r5ðs1; a1Þ;
W 3ðs1Þ þW 5ðs2Þ þ r3ðs1; a2Þ þ r5ðs2; a2Þ
¼ max½0þ 2þ 3þ 4; 0þ 3þ 4þ 1; 0þ 2þ 4þ 2 ¼ max½9; 8; 8
¼ 9; t7 ðs1Þ ¼ ðx3; u3 ; x5; u5 Þ ¼ ðs1; a1; s2; a1Þ
W 7ðs2Þ ¼ 10; t7 ðs2Þ ¼ ðx3; u3 ; x5; u5 Þ ¼ ðs1; a2; s2; a1Þ:
Finally, because
fðx6; u6; x7; u7Þ j f8ðx6; u6; x7; u7Þ ¼ s1g
¼ fðs1; a1; s1; a1Þ; ðs1; a1; s1; a2Þ; ðs1; a2; s2; a1Þ; ðs2; a1; s1; a1Þ;
ðs2; a1; s2; a2Þ; ðs2; a2; s1; a1Þ; ðs2; a2; s2; a1Þ; ðs2; a2; s2; a2Þg
fðx6; u6; x7; u7Þ j f8ðx6; u6; x7; u7Þ ¼ s2g
¼ fðs1; a1; s2; a1Þ; ðs1; a1; s2; a2Þ; ðs1; a2; s1; a1Þ; ðs1; a2; s1; a2Þ;
ðs1; a2; s2; a2Þ; ðs2; a1; s1; a2Þ; ðs2; a1; s2; a1Þ; ðs2; a2; s1; a2Þg;
we have
W 8ðs1Þ ¼ maxðx6;u6;x7;u7Þ;
f8ðx6;u6;x7;u7Þ¼s1
½W 6ðx6Þ þW 7ðx7Þ þ r6ðx6; u6Þ þ r7ðx7; u7Þ þ kðx8Þ
¼ max½W 6ðs1Þ þW 7ðs1Þ þ r6ðs1; a1Þ þ r7ðs1; a1Þ þ kðs1Þ;
W 6ðs1Þ þW 7ðs1Þ þ r6ðs1; a1Þ þ r7ðs1; a2Þ þ kðs1Þ;
W 6ðs1Þ þW 7ðs2Þ þ r6ðs1; a2Þ þ r7ðs2; a1Þ þ kðs1Þ;
Three recursive approaches for decision processes with a converging branch system 17
W 6ðs2Þ þW 7ðs1Þ þ r6ðs2; a1Þ þ r7ðs1; a1Þ þ kðs1Þ;
W 6ðs2Þ þW 7ðs2Þ þ r6ðs2; a1Þ þ r7ðs2; a2Þ þ kðs1Þ;
W 6ðs2Þ þW 7ðs1Þ þ r6ðs2; a2Þ þ r7ðs1; a1Þ þ kðs1Þ;
W 6ðs2Þ þW 7ðs2Þ þ r6ðs2; a2Þ þ r7ðs2; a1Þ þ kðs1Þ;
W 6ðs2Þ þW 7ðs2Þ þ r6ðs2; a2Þ þ r7ðs2; a2Þ þ kðs1Þ
¼ max½7þ 9þ 2þ 4þ 5; 7þ 9þ 2þ 5þ 5; 7þ 10þ 3þ 2þ 5;
5þ 9þ 3þ 4þ 5; 5þ 10þ 3þ 3þ 5; 5þ 9þ 4þ 4þ 5;
5þ 10þ 4þ 2þ 5; 5þ 10þ 4þ 3þ 5
¼ max½27; 28; 27; 26; 26; 27; 26; 27 ¼ 28
t8 ðs1Þ ¼ ðx6; u6 ; x7; u7 Þ ¼ ðs1; a1; s1; a2Þ
W 8ðs2Þ ¼ 26; t8 ðs2Þ ¼ ðx6; u6 ; x7; u7 Þ ¼ ðs1; a2; s1; a2Þ:
Thus, the optimal value is
max½W 8ðs1Þ;W 8ðs2Þ ¼ max½28; 26 ¼ 28; x8 ¼ s1
and we get an optimal state-decision sequence as follows:
x8 ¼ s1 ) ðx6; u6 ; x7; u7 Þ ¼ t8 ðs1Þ ¼ ðs1; a1; s1; a2Þ
! x6 ¼ s1; u6 ¼ a1
) ðx4; u4 Þ ¼ t6 ðs1Þ ¼ ðs2; a1Þ
! x4 ¼ s2; u4 ¼ a1
) ðx1; u1 Þ ¼ t4 ðs2Þ ¼ ðs1; a1Þ
! x1 ¼ s1; u1 ¼ a1
! x7 ¼ s1; u7 ¼ a2
) ðx3; u3 ; x5; u5 Þ ¼ t7 ðs1Þ ¼ ðs1; a1; s2; a1Þ
! x3 ¼ s1; u3 ¼ a1
! x5 ¼ s2; u5 ¼ a1
) ðx2; u2 Þ ¼ t5 ðs2Þ ¼ ðs2; a2Þ
! x2 ¼ s2; u2 ¼ a2:
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4.3. Compute with backward recursive equation II
In Example 3.3, we modiﬁed the indexes. But, to solve our numerical example, we
need to return that modiﬁcation back to the original. Then, the backward recursive
equations in Example 3.3 become
v8ðx8Þ ¼ kðx8Þ
v7ðx7; x6; u6Þ ¼ max
u7 AU
½r7ðx7; u7Þ þ v8ð f8ðx6; u6; x7; u7ÞÞ
v3ðx3; x5; u5; x6; u6Þ ¼ max
u3 AU
½r3ðx3; u3Þ þ v7ð f7ðx3; u3; x5; u5Þ; x6; u6Þ
v5ðx5; x6; u6Þ ¼ max
u5 AU
½r5ðx5; u5Þ þ v3ðx3; x5; u5; x6; u6Þ
v2ðx2; x6; u6Þ ¼ max
u2 AU
½r2ðx2; u2Þ þ v5ð f5ðx2; u2Þ; x6; u6Þ
v6ðx6Þ ¼ max
u6 AU
½r6ðx6; u6Þ þ v2ðx2; x6; u6Þ
v4ðx4Þ ¼ max
u4 AU
½r4ðx4; u4Þ þ v6ð f6ðx4; u4ÞÞ
v1ðx1Þ ¼ max
u1 AU
½r1ðx1; u1Þ þ v4ð f4ðx1; u1ÞÞ:
First, for the terminal state x8, we get
v8ðs1Þ ¼ kðs1Þ ¼ 5; v8ðs2Þ ¼ kðs2Þ ¼ 2:
We compute v7ðs1; s1; a1Þ and the corresponding optimal decision function p7 ðs1; s1; a1Þ:
v7ðs1; s1; a1Þ ¼ max
u7 AU
½r7ðs1; u7Þ þ v8ð f8ðs1; a1; s1; u7ÞÞ
¼ ½r7ðs1; a1Þ þ v8ð f8ðs1; a1; s1; a1ÞÞ4½r7ðs1; a2Þ þ v8ð f8ðs1; a1; s1; a2ÞÞ
¼ ½4þ v8ðs1Þ4½5þ v8ðs1Þ ¼ ½4þ 54½5þ 5 ¼ 10
p7 ðs1; s1; a1Þ ¼ a2:
Similarly,
v7ðs1; s1; a2Þ ¼ ½4þ 24½5þ 2 ¼ 7; p7 ðs1; s1; a2Þ ¼ a2
v7ðs1; s2; a1Þ ¼ 9; p7 ðs1; s2; a1Þ ¼ a1; v7ðs1; s2; a2Þ ¼ 9; p7 ðs1; s2; a2Þ ¼ a1
v7ðs2; s1; a1Þ ¼ 5; p7 ðs2; s1; a1Þ ¼ a2; v7ðs2; s1; a2Þ ¼ 7; p7 ðs2; s1; a2Þ ¼ a1
v7ðs2; s2; a1Þ ¼ 8; p7 ðs2; s2; a1Þ ¼ a2; v7ðs2; s2; a2Þ ¼ 8; p7 ðs2; s2; a2Þ ¼ a2:
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Moreover, we compute v3; v5; v2; . . . ; v1 and the corresponding optimal decision func-




2 ; . . . ; p

1 as follows:
v3ðs1; s1; a1; s1; a1Þ
¼ max
u3 AU
½r3ðs1; u3Þ þ v7ð f7ðs1; u3; s1; a1Þ; s1; a1Þ
¼ ½r3ðs1; a1Þ þ v7ð f7ðs1; a1; s1; a1Þ; s1; a1Þ4½r3ðs1; a2Þ þ v7ð f7ðs1; a2; s1; a1Þ; s1; a1Þ
¼ ½3þ v7ðs2; s1; a1Þ4½4þ v7ðs1; s1; a1Þ ¼ ½3þ 54½4þ 10 ¼ 14
p3 ðs1; s1; a1; s1; a1Þ ¼ a2
v3ðs1; s1; a1; s1; a2Þ ¼ 11; p3 ðs1; s1; a1; s1; a2Þ ¼ a2
v3ðs1; s1; a1; s2; a1Þ ¼ 13; p3 ðs1; s1; a1; s2; a1Þ ¼ a2
v3ðs1; s1; a1; s2; a2Þ ¼ 14; p3 ðs1; s1; a1; s2; a2Þ ¼ a2
v3ðs1; s1; a2; s1; a1Þ ¼ 9; p3 ðs1; s1; a2; s1; a1Þ ¼ a2
v3ðs1; s1; a2; s1; a2Þ ¼ 11; p3 ðs1; s1; a2; s1; a2Þ ¼ a2
v3ðs1; s1; a2; s2; a1Þ ¼ 13; p3 ðs1; s1; a2; s2; a1Þ ¼ a2
v3ðs1; s1; a2; s2; a2Þ ¼ 13; p3 ðs1; s1; a2; s2; a2Þ ¼ a2
v3ðs1; s2; a1; s1; a1Þ ¼ 13; p3 ðs1; s2; a1; s1; a1Þ ¼ a1
v3ðs1; s2; a1; s1; a2Þ ¼ 11; p3 ðs1; s2; a1; s1; a2Þ ¼ a2
v3ðs1; s2; a1; s2; a1Þ ¼ 12; p3 ðs1; s2; a1; s2; a1Þ ¼ a1; a2
v3ðs1; s2; a1; s2; a2Þ ¼ 12; p3 ðs1; s2; a1; s2; a2Þ ¼ a1; a2
v3ðs1; s2; a2; s1; a1Þ ¼ 14; p3 ðs1; s2; a2; s1; a1Þ ¼ a2
v3ðs1; s2; a2; s1; a2Þ ¼ 11; p3 ðs1; s2; a2; s1; a2Þ ¼ a2
v3ðs1; s2; a2; s2; a1Þ ¼ 13; p3 ðs1; s2; a2; s2; a1Þ ¼ a2
v3ðs1; s2; a2; s2; a2Þ ¼ 13; p3 ðs1; s2; a2; s2; a2Þ ¼ a2
v5ðs1; s1; a1Þ ¼ 15; p5 ðs1; s1; a1Þ ¼ a1; v5ðs1; s1; a2Þ ¼ 13; p5 ðs1; s1; a2Þ ¼ a2
v5ðs1; s2; a1Þ ¼ 15; p5 ðs1; s2; a1Þ ¼ a2; v5ðs1; s2; a2Þ ¼ 15; p5 ðs1; s2; a2Þ ¼ a1; a2
v5ðs2; s1; a1Þ ¼ 17; p5 ðs2; s1; a1Þ ¼ a1; v5ðs2; s1; a2Þ ¼ 15; p5 ðs2; s1; a2Þ ¼ a1
v5ðs2; s2; a1Þ ¼ 16; p5 ðs2; s2; a1Þ ¼ a1; v5ðs2; s2; a2Þ ¼ 16; p5 ðs2; s2; a2Þ ¼ a1
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v2ðs2; s1; a1Þ ¼ 19; p2 ðs2; s1; a1Þ ¼ a2; v2ðs2; s1; a2Þ ¼ 17; p2 ðs2; s1; a2Þ ¼ a2
v2ðs2; s2; a1Þ ¼ 18; p2 ðs2; s2; a1Þ ¼ a1; a2; v2ðs2; s2; a2Þ ¼ 18; p2 ðs2; s2; a2Þ ¼ a1; a2
v6ðs1Þ ¼ 21; p6 ðs1Þ ¼ a1; v6ðs2Þ ¼ 22; p6 ðs2Þ ¼ a2
v4ðs1Þ ¼ 24; p4 ðs1Þ ¼ a1; a2; v4ðs2Þ ¼ 24; p4 ðs2Þ ¼ a1
and
v1ðs1Þ ¼ 28; p1 ðs1Þ ¼ a1:
Thus, the optimal value is v3ðs1Þ ¼ 28 and an optimal state-decision sequence is given by
x1 ¼ s1 ! u1 ¼ p1 ðs1Þ ¼ a1
! x4 ¼ f4ðs1; a1Þ ¼ s2 ! u4 ¼ p4 ðs2Þ ¼ a1
! x6 ¼ f6ðs2; a1Þ ¼ s1 ! u6 ¼ p6 ðs1Þ ¼ a1
x2 ¼ s2 ! u2 ¼ p2 ðs2; s1; a1Þ ¼ a2
! x5 ¼ f5ðs2; a2Þ ¼ s2 ! u5 ¼ p5 ðs2; s1; a1Þ ¼ a1
x3 ¼ s1 ! u3 ¼ p3 ðs1; s2; a1; s1; a1Þ ¼ a1
! x7 ¼ f7ðs1; a1; s2; a1Þ ¼ s1 ! u7 ¼ p7 ðs1; s1; a1Þ ¼ a2
! x8 ¼ f8ðs1; a1; s1; a2Þ ¼ s1:
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