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I. INTRODUCTION M ANY problems in artificial intelligence call for assessments of degrees of belief in propositions based on evidence gathered from disparate sources. It is often claimed that probabilistic analysis of propositions is at variance with intuitive notions of belief [7] , [ 171, [ 191. Various methods have been introduced to reconcile the discrepancies, but no single technique has settled the issue on both theoretical and pragmatic grounds.
A. Theory of Evidence
One method for attempting to modify the probabilistic analysis of propositions is the Dempster/Shafer "theory of evidence. " This theory is derived from notions of upper and lower probabilities, as developed by Dempster in [5] . The idea that intervals instead of probability values can be used to model degrees of belief had been suggested and investigated by earlier researchers [9] , [ 131, [ 171, [31] , but Dempster's work defines the upper and lower points of the intervals in terms of statistics on set-valued functions defined over a measure space. The result is a collection of intervals defined for subsets of a fixed labeling set, and a combination formula for combining collections of intervals.
Alternative theories based on notions of upper and lower probabilities were also pursued [ 131, [33] , and can be formally related to the updating formulas used in the Dempster/Shafer theory [ 191, but are really a separate formulation.
Manuscript received December 13, 1985 ; revised June 12, 1987. Dempster explained in greater detail how the statistical notion from his earlier work could be used to assess beliefs on propositions in [6] . In [4] , Dempster gave examples of the use of upper and lower probabilities in terms of finite populations with discrete univariant observable characteristics, in correspondence with algebraic structure to be discussed later in this paper. The topic was taken up by Shafer [26] , [27] , and led to publication of a monograph on the "theory of evidence" [28] . All of these works after [4] emphasize the values assigned to subsets of propositions (the "beliefs") and the combination formulas, and deemphasize the connection to the statistical foundations based on the set-valued functions on a measure space.
The Dempster/Shafer theory of evidence has sparked considerable debate among statisticians and "knowledge engineers. ' ' The theory has been criticized and debated in terms of its behavior and applicability, e.g., [6] , [21] , [24] , [33] (commentaries following). Some of the questions have been answered by Shafer [29] , [30] , but discussion of the theoretical underpinnings continues, e.g., [7] , [ 181, [ 191. A related, but distinct theory of lower probabilities is frequently discussed as another alternative for uncertain reasoning [13] , [33] . An excellent study by Kyburg [ 191 relates the Dempster/Shafer theory to a lower probability framework where beliefs are viewed as extrema of opinions of experts. These viewpoints have similarities to the one developed here, but differ in the interpretation of belief values.
Recently, there has been increased interest in the use of the Dempster/Shafer theory of evidence in expert systems [ll] , [14] . Most of the recent attempts to map the theory to real applications and practical methods, such as described in [2] , [8] , [lo] , [15] , [32] , are based on the "constructive probability" techniques described by Shafer [29] , and disregard the statistical theoretical foundations from which the theory was derived. The constructive theory is based on a notion of fitting particular problems to scales of canonical examples. In the case of belief functions, the cornerstone of the Dempster/Shafer theory, Shafer offers a set of examples of "coded messages" being sent by a random process, and a set of measures on belief functions to assist in fitting parameters of the "coded message" example to instances of subjective notions of belief. While the "coded message" interpretation is an essentially statistical viewpoint and isomorphic to the algebraic spaces discussed here and implicit in Dempster's work, the proposed fitting scheme attempts to apply alternate interpretations to the combination formula based on subjective similarities.
0162-8828/88/0300-0235$01.00 0 1988 IEEE In this paper, we present a viewpoint on the Dempster/ Shafer theory of evidence that regards the theory as statistics of opinions of "experts. " We relate the evidencecombination formulas to statistics of experts who perform Bayesian updating in pairs. In particular, we show that the Dempster rule of combination, rather than extending Bayesian formulas for combining probabilities, contains nothing more than Bayes' formula applied to Boolean assertions, but tracks multiple opinions as opposed to a single probabilistic assessment. Finally, we suggest a related formulation that leads to simpler formulas and fewer variables. In this formulation, as in the Dempster combination formula, the essential idea is that we track the statistics of the opinions of a class of opinions. However, in our new formulation, the opinions are allowed to be probabilistic, as opposed to the Boolean opinions that are implicit in the Dempster formula.
The authors' interest in the Dempster/Shafer theory of evidence derives from a study of a large class of iterative knowledge aggregation methods [20] . These methods, which include relaxation labeling [ 161, stochastic relaxation [ 121, neural models [ 11, and other ' 'connectionist networks," always attempt to find a true labeling by updating a state as evidence is accumulated. In the theory of evidence, as in many other models, the true labeling is one of a finite number of possibilities, but the state is a collection of numbers describing an element in a continuous domain. In the Shafer formulation, the state of the system is described by a distribution over the set of all subsets of the possible labels. That is, each subset A of labels has assigned to it a number representing a kind of probability that the subset of possible labels is precisely A. Implicit in this model is the notion that an incremental piece of evidence carries a certain amount of weight or confidence, and distinguishes a subset of possibilities. Evidence may point to a single inference among the set of labels or may point to a subset of the alternatives (see, e.g., [23] ). As evidence is gained, belief values are updated according to a combination formula. The combination formula is commutative and associative, so a succession of incremental changes can be combined into a single state that can be regarded as a nonprimitive updating element.
Most of the other iterative models for combining evidence represent the degree of support for a label by a single number, although there may be additional numbers in a state vector corresponding to "hidden units." For the state of belief in the formulation discussed above, there are numbers for every subset of labels. Thus, if there are n labels, a state has (roughly) 2" values. That is, there are many additional degrees of freedom. Further, not all iterative models have associative combination formulas. Commutativity is even more problematic since there is often a distinction between the current state of belief and the form of representation of incremental evidence. The DempstetYShafer formulation is somewhat special in that evidence is represented by a second state of belief to be combined, on an equal basis, with a current state of belief.
B. Theory of Belief Functions
In this section, we amplify on the distinction between the viewpoint established in the remainder of this paper and the theory of belief functions, as used in the Dempster/Shafer theory of evidence.
The canonical examples from which belief functions are to be constructed are based on "coded messages" cl, . . . c, which form the values of a random process with prior 'probabilities pl, * -* , p,, [24] . Each message Ci has an associated subset Ai of labels, and carries the message that the true label is among Ai. The masses representing the current state are simply the probabilities (with respect to this random process) of receiving a message associated with a subset A. The beliefin a subset A is the probability that a message points to a subset of A.
The coded-message formulation corresponds exactly with our space of Boolean opinions of experts (Section III-A). Moreover, the combination of coded messages and the combination of elements in the space of Boolean opinions coincide. Specifically, given a random process of messages cl, * * * , c,, with priors pl, * * * , p,,, and another process of messages c;, * * * , CL with priors pi, . . . ph, then in combination, a pair of codes is chosen indedendently (ci, cj), thus with prior probability pip,!, and the associated message is that the truth lies in Ai fl A/. There Ci carries the message Ai, and cj carries messages A;. It is our point, in introducing the spaces of experts, that the requisite independence includes not only the choice of messages, but also an assumption that the message is formed by the intersection of the subsets designated by the constituent messages. As opposed to being tautological, this intersection involves a conditional independence assumption, a point that we emphasize by treating the formulation as algebraic structures, and by considering the space of probabilistic opinions of experts.
In a sense, our space of Boolean opinions of experts can be thought of as an alternative set of canonical examples with which to construct states of belief to analogous real situations. Necessarily, these examples will be isomorphic to any other set of canonical examples, and only the language used to describe the same algebraic space varies. However, there is additional richness in the various classes of canonical examples since many disiinct examples might correspond to an identical state of belief. By "backing up" to the richness of the space of probabilistic opinions of experts, we are better able to interpret the foundations of the Dempster rule of combination, and to suggest the alternative formulation that is presented in the second part of this paper (see Fig. 2 ).
When the theory of belief functions is actually applied to evidential reasoning situations with uncertain evidence, the belief function is typically regarded as a variant on a probability measure over the set of labels [25] . An important difference is that the belief function is not an additive measure. Nonetheless, the belief on a particular label is identified, in some subjective way, with a probability for that label, except that degrees of uncertainty are allowed to withhold "mass" to nonsingleton subsets. In the commentaries to Shafer's presentation of the theory of belief functions and example applications before the Royal Statistical Society [24] , several discussants commented on the need for a closer connection between the canonical examples and the interpretation of belief values. Prof. Barnard, for example, states that "the connections between the logical structure of the . . . example and the story of the uncertain codes is not at all clear. ' ' Prof. Williams desires "a deeper justification of the method and a further treatment of 'unrelated bodies of evidence,' " while Prof. Krantz states simply that "comparison of evidence to a probabilistically coded message seems strained. ' ' Prof. Fine summarizes the problem by stating that "the coded message interpretation is ignored when actually constructing belief functions, calling into question the relevance of the canonical scales. "
We believe that the viewpoint expounded here, and the analytic treatment of algebraic spaces embodying the combination formula for belief functions substantially answers these calls for elucidation of the meaning of belief functions. At the very minimum, our spaces provide canonical examples where belief values can be regarded as percentages of sets of experts stating that possible labels are restricted to within a specified subset. We believe, however, that the viewpoint reduces the need for subjective balancing between a given probabilistic situation and a "coded message" interpretation, and instead provides a way in which belief values can be estimated by, for example, sampling techniques. The crucial point (and presumably essential to the notion of uncertainty) is that uncertainty is measured over a different sample space from the labeling situation; in our parlance, the separate sample space is a set of experts. Further, the viewpoint that evidence can be represented by collections of opinions or the statistics on a collection of opinions leads, fairly naturally, to alternate representations from the space of belief states used in the Dempster/Shafer formulation. Given the fundamental simplicity of the parameterized statistics space that we introduce in Section V, we believe that the viewpoint yields structures for evidential reasoning that might well be applicable when neither Bayesian probabilistic reasoning nor theories of belief functions are suitable.
Belief functions are generally viewed as extensions of probability measures over the set of labels. When all masses occur on singleton subsets, then the belief function is an additive measure, and a combination of such elements yields a formula equivalent to Bayes' formula with conditional independence. Since more general belief functions are allowed, the Dempster combination formula is regarded, from this viewpoint, as an extension of Bayes' formula.
From the point of view of statistics of opinions of experts, as developed here, the Dempster combination formula is explained by Bayesian updating on Boolean opinions in all cases. The special-case Bayes' formula is explained as follows. When masses are concentrated on singletons, then each expert is naming a single label. Suppose that the percentage of experts naming a particular -.
label is the same as the actual probability for that label given the information available to the experts. This is an ergodicity assumption since chances are being compared over two distinct sample spaces-the set of experts and the space of labeling situations. Then the independent sampling of a pair of experts from each of two such collections of experts mimics the independent probabilistic assessment of conditioning on multiple hypotheses.
To what extent can the various viewpoints coexist? As alternative scales of canonical examples, there is no conflict between opinions of experts and coded messages. However, the viewpoint that regards the masses and beliefs as probabilities of Boolean random variables defined on a sample space of experts, distinct from the sample space of labeling situations, seems to give additional intuitive insight, as stated by Prof. Kingman in the same commentaries to [24] . Further, as we emphasize here, this viewpoint is isomorphic to the structures for combining evidence, modulo the terminology. But in order to reconcile a view of beliefs as probabilities over sets of experts with a view of beliefs as extensions of probability measures over labels, some kind of ergodicity assumption is needed to relate distributions over the different spaces. It may well be that such assumptions can be formulated to give a deeper theoretical basis for the application of canonical examples to probabilistic situations with uncertainties. An advantage would be that judgments of the applicability of the formulation could be based on the validity of the assumption as opposed to the quality of empirical results. However, we do not pursue such a plan here, preferring to view uncertainty as a measure of concurrence of multiple opinions.
C. Objectives
This paper has three main points. First, we formulate the space of belief states as an algebraic structure, pointing out in the process that the normalization term in the Dempster rule of combination is essentially irrelevant. Our reason for treating these much-debated and motivated concepts in terms of mathematical structures such as semigroups and monoids is to follow Dempster's early admonition to avoid becoming "sidetracked into doctrinaire questions concerning whether probabilities are frequencies, or personal degrees of belief, or betting probabilities, etc." [4] . Having formulated the Dempster/Shafer theory of evidence as a simple algebraic structure, we can discuss interpretations in terms of their isomorphic relationship to the theory.
We then describe spaces that we call probabilistic and Boolean opinions of experts. Our intent is to survey the foundations of the Dempster/Shafer theory in a manner more accessible than the original Dempster works, and in a way that makes clear the relationship to Bayesian analysis. The key point here is that rather than extending Bayes' formula, the combination method is simply applying Bayes' formula to sets of Boolean opinions, updating on product sets of those opinions. The idea of a class of opinions, rather than a single probabilistic current opinion, occurs in the theory of lower probabilities [13] , and is the theme of a unifying treatment of evidential reasoning in [22] . In the theory of evidence, the opinions are Boolean valued, giving lists of possible labels, and the state of the system is described by the statistics of these opinions. In, for example, a medical diagnosis application, the range of opinions might be held by different doctors, and the opinions themselves consist of a list of possible pathologies. The important distinction between measuring statistics over the set of doctors and over the set of patients forms the basis for measuring degrees of uncertainty.
Finally, we use the viewpoint established by these spaces or canonical examples to introduce the main original contribution of this paper. We use the space of probabilistic opinions of experts to define spaces that we call parameterized statistics of opinions. The idea and use of these spaces to tasks of evidence are fundamentally simple: a probabilistic opinion is maintained and updated, as in Bayesian analysis with conditional independence, and a concurrent measure of uncertainty is maintained in terms of a multivariate Gaussian distribution in log-probability space. Once again, we have the idea of a spread of opinions, but founded on notions of Bayes' theorem for updating, and with the connections to the Dempster/Shafer theory made clear.
II. THE RULE OF COMBINATION AND NORMALIZATION
The set of possible outcomes or labelings will be denoted in this paper by A. This set is the "frame of discemment, ' ' and in other works has been denoted, variously, by Q, 8, or S. For convenience, we will assume that A is a finite set with n elements, although the framework could easily be extended to continuous label sets. More importantly, we will assume that A represents a set of states that are mutually exclusive and exhaustive. If A is not initially exhaustive, it can easily be made so by including an additional label denoting "none of the above." If A is not mutually exclusive, it can be made so by replacement with its power set (i.e., the set of all subsets), so that each subset represents the occurrence of exactly that subset of labels, excluding all other labels. Of course, replacing A by its power set is perilous in that it will greatly expand the cardinality of the label set. For practical applications, the implementer is more likely to want to replace A by the set of all plausible subsets describing a valid configuration.
An element (or state of belief) in the theory of evidence is represented by a probability distribution over the power set of A, P(A). That is, a state m is
AEA
There is an additional proviso that is typically applied, namely, that every state m satisfies Section III-B introduces a plausible interpretation for the quantities comprising a state.
A state is updated by combination with new evidence or information which is presented in the form of another state. Thus, given a current state ml and another state m2, a combination of the two states is defined to yield a state ml 0 m2 given by (m, 0 m,)(A) = 1 trncz BnC=Om~Wm2W ifA # 0 and (ml 0 m2)(0) = 0.
(la) This is the so-called "Dempster Rule of Combination." Note that the resulting function m is a probability mass due to the normalization factor, and that (ml 0 m2 ) ( 0 ) = 0 by definition.
The problem with this definition is that the denominator in (la) mightbezero, so that (ml 0 m2)(A) isundefined. That is, there exist pairs ml and m2 such that the combination of ml and m2 is not defined. This, of course, is not a very satisfactory situation for a binary operation on a space. The solution which is frequently taken is to avoid combining such elements. An alternative is to add an additional element m. to the space: The set 92, together with the combination operation 0, constitutes a monoid since the binary operation is closed and associative, and there is an identity element. i In fact, the binary operation is commutative, so we can say that the space is an Abelian monoid.
Still, because of the normalization and the special case in the definition of 0, the monoid 311. is both ugly and cumbersome. It makes better sense to dispense with the normalization. We have the following.
Dejinition 2: We define (5X', 0 ' ), the space of unnormalized belief states, by 32' = m:P(A) -+ Rf without the additional proviso, and set (ml 0' m)(A) = ,nFzA ml(B) * m2(C) VA G A (2) for all pairs ml, m2 E 32'. w One can verify that ml 0' m2 E 9X', and that 0' is associative and commutative. Further, the same element ml defined above is also in 312', and it is an identity. Thus, 312' is also an Abelian monoid. Clearly, 'X' is a more attractive monoid than 3n.
We define a transformation V mapping 92' to 312 by the formulas otherwise. A computation shows that V preserves the binary operation, i.e.,
Thus, V is a homomorphism.2 Further, V is onto, since for m E 312, the same m is in 5X', and Vm = m. The algebraic terminology is that V is an epimorphism of monoids, a fact that we record in the following.
Lemma I: V maps homomorphically from ( 312') 0 ' ) onto (9X, 0). n A "representation" is a term that refers to a map that is an epimorphism of structures. Intuitively, such a map is important because it allows us to consider combination in the space formed by the range of the map as combinations of preimage elements. Lemma 1 will eventually form 'A structure with a closed associative binary operation is sometimes call a semigroup, so that the space in question is an abelian semigroup with an identity.
'Strictly speaking, this merely shows that V is a homomorphism of semigroups; it is not hard to show that V maps the identity to the identity, which it must since it is onto, and thus it is also a homomorphism of monoids. a small part of a representation to be defined in the next section. In the case in point, however, if it is required to combine elements in 3n, one can perform the combinations in X', and project to 311. by V after all of the combinations are completed. Since combinations in 9lZ' are much cleaner, this is a potentially useful observation. In terms of the Dempster/Shafer theory of evidence, this result says that the normalization in the combination formula is essentially irrelevant, and that combining can be handled by (2) . Specifically, given a sequence of states in %Z to be combined, say m,, m2, * * * , mk, we can regard these states as elements in 312'. Since each mi satisfies mi( 0) = 0, then each satisfy Vmi = mi. Thus, V(ml 0'm20'*** 0' mk) = vml @ ' ' ' @ vmk = ml 8
. . . 0 mk, which says that it suffices to compute the combinations using 0' (2), and then project by V (3). Of course, the final projection is necessary only if we absolutely insist on a result in 5lZ. If any more combining is to be done or if we are reasonably broad minded, intermediate results can be interpreted directly as elements in 32'.
III. SPACES OF OPINIONS OF EXPERTS
In this section, we introduce two new spaces, based on the opinions of sample spaces of experts, and discuss the evaluation of statistics of experts' opinions. Finally, we interpret the combination rules in these spaces as being a form of Bayesian updating. In the following section, we will show that these spaces also map homomorphically onto the space of belief states.
A. Opinions of Experts
We consider a set E of "experts, " together with a map p giving a weight or strength for each expert. It is convenient to think of S as a large but finite set, although the essential restriction is that G should be a measure space. Each expert w E S maintains a list of possible labels: Dempster uses the notation r(w) for this subset, i.e., r (w ) E A. Here we will assume that each expert w has more than just a subset of possibilities r (w), but also a probabilistic opinion pw defined on A satisfying As suggested by the notation, pu ( h) represents expert w's assessment of the probability of occurrence of the label X. If an expert w believes that a label X is possible, i.e., X E r ( w ), then the associated probability estimate pw ( X) will be nonzero. Conversely, if w thinks that h is impossible (X $ r(w)), thenp,( X) = 0. We also include the possibility that expert o has no opinion, which is indicated by the special element pw = 0. This state is included in order to ensure that the binary operation, to be defined later, is closed. We denote the collection of maps { pu ( w &}byP. It will turn out that the central point in the theory of evidence is that the pu ( A) data are used only in terms of test for zero. Specifically, we set
Note that x, is the characteristic function of the set r (w ) over A, i.e., x,(X) = 1 iff X E r(w). The collection of all x,'s will be denoted by X, and will be called the Boolean opinions of the experts 8.
If we regard the space of experts 8 as a sample space, then each x,( X) can be regarded as a sample of a random (Boolean) variable x( X). In a similar way, the p,( X)'s are also samples of random variables p ( X). The state of the system will be defined by statistics on the set of random variables {x ( X) } XEA. These statistics are measured over the space of experts. If all experts have the same opinion, then the state should describe that set of possibilities, and the fact that there is a unanimity of opinion. If there is a divergence of opinions, the state should record the fact.
To compute statistics, we view & as a sample space with prior weights given by p. We extend p to a measure on G, completely determined by the weights of the individual experts p ( ( w } ) for w E E. (We are assuming that 8 is finite.) That is, If all experts have equal weights, then p is equivalent to a counting measure, and statistics are then measured in terms of percentages of experts. For minor technical reasons (explained in Section IV), we allow weights on the experts, so that statistics on the x( X)'s are in terms of weighted percentages.
We are now ready to introduce the spaces which we will term "opinions of experts. " The central point is that the set of labels A is fixed, but that the set of experts G can be different for distinct elements in these spaces. For the first space, we also use a fixed set of positive constants tiA, one for each label that will eventually be set to the prior probability for the label h. DeJinition 3: Let K = { K~ } be a set of positive constants indexed over the label set A. The space of probabilistic opinions of experts ( 37.) K, 0 ) is defined by 32 = i (E, p, P)(#E < 00, p is a measure on 8, P = (P,},,,. pu:A ---* 10, llvw and VW, hFA p,( X) = 1 orpw = 0 1 .
As noted earlier, the requirement that #E < M is for clarity of presentation; Dempster defines the space 3t in a more general setting.
We define a binary operation on 92 as follows. Given (E,, pI, P,) and ( E2, p2, P2) elements in 32, define provided the denominator is nonzero, and
otherwise. Here P. = { pCi ' } W,EE, for i = 1, 2, and the K~'S are a fixed iet'of posiyive constants defined for x E A. n To interpret this combining operation, consider two sets of experts G, and Et, with each set of experts expressing opinions in the form of P, and P2. We form a new set of experts, which is simply the set of all committees of two, consisting of one expert from II and another from E2. In each of the committees, the members confer to determine a consensus opinion. In Section III-C, we will see how to interpret the formulas as Bayesian combination (where KA is the prior probability on X). And in the following section, we will show that this space maps homomorphically onto the belief spaces. Finally, if as in Dempster [5] , we only regard the opinions of these experts in terms of a test for zero (i.e., disregarding the strength of nonzero opinions), we arrive at yet another space. A depiction of the combination of two Boolean opinions is shown in Fig. 1 . which is the same thing as saying F(w) = A. Given a space of experts 8 and the Boolean opinions X, we define (5) for every subset A c A. It is possible to view the values as probabilities on the random variables {x ( X) } . We endow the elements of E with the prior probabilities P(W)/P(WY and say that the probability of an event involving a combination of the random variables x( X)'s over the sample space E is the probability that the event is true for a particular sample where the sample is chosen at random from & with the sampling distribution given by the prior probabilities. This is equivalent to saying Further, the full set of values fi (A) for A C A defines an element fi E SZ'. To see this, it suffices to check that C rf?(A) = 1, which amounts to observing that for every w, x, = xA for some A G A.
Recalling the definition of V (3), we may also consider the numbers ( Vtii) (A). These values can also be interpreted as probabilities, provided we define probability in a way which ignores experts who give no possibilities, and provided there are some experts who give some possibilities (i.e., fi( 0) # 1). Then for A # 0,
is the probability that a randomly chosen expert w will state that the subset of possibilities is precisely A conditioned on the requirement that the expert gives at least one possibility. Under the assumptions that A # 0, fi ( @ ) # 1, and that probability is measured over the set of experts expressing an opinion G' = { w 1 x, f 0 } , many of the quantities in the theory of evidence can be interpreted in terms of familiar statistics on the x( X)'s. For example, the belief on a set A,
WA) = $A m(B)
is simply the joint probability Bel(A) = P;b(x( h) = 0 forh$A).
Note that the prior probabilities on the experts in E' are given by p ( { w } )/p (E' ). The denominator in these priors is nonzero due to the assumption that rir ( 0 ) To recapitulate, we have defined a mapping from P values to X values, and then transformations from X to fi and m values. The resulting element m, which contains statistics on the X variables, is an element in the space of belief states m of the Dempster/Shafer theory of evidence (Section 11).
C. Bayesian Interpretation
We now interpret the manner in which pairs of experts achieve a consensus opinion. We will show that the combination formulas given for 32 and 32' are consistent with a Bayesian interpretation. Our treatment is standard.
We first consider the combination of (Et, pl, PI ) and ( E2, p2, P2) in 37.. We assume that the experts in &j have available to them information Sj. Note that all experts in a given set of experts share the same information. The information Sj consists of Boolean predicates constituting evidence about the labeling situation. For example, in a medical diagnosis application, Sj might consist of a statements about the presence or absence of a set of symptoms. Each set of experts Ej deals with a different set of symptoms.
In general, the information Sj is the result of a set of tests having Boolean outcomes. We could write Sj = 4 (a) wherefj represents the tests and G is the current situation which is an element in some sample space of labeling problems u E C. Assuming C is also a measure space, there .are prior probabilities on the information coefficients:
Prob(+) = ~~~b(f;(~) = Sj).
There are also prior probabilities on the true label X(a) for labeling situation u, given by Prob( X) = Ts;b( x(a) = X).
'Note that these probabilities are not measured over the space of experts E, but instead are measured over the collection of instances C of the labeling problem. For example, in a medical diagnosis domain, C might represent the set of all patients.
For j = 1, 2, we will suppose that pg'( X) represents expert Wj'S estimate of Prob( hisi), the probability (over C ) that X(a) = A conditioned on $jli( ; ,s/. The "expert" ( wl, w2) should then estimate sl, s2), which is the probability that X(a) = X given thatft( a) = s1 andf2( a) = s2, thus combining the two bodies of evidence seen by the two experts in that committee. This committee proceeds as follows.
Bayes' formula implies that At this point, we assume that Prob(s21sl, h) = Prob(s21 X).
Using this assumption, we obtain by combining (6) and (7) and applying Bayes' formula to Prob(q ) X),
where c (sr , s2) is a constant independent of X. Using (8) , expert ( w, , w2 ) estimates that based on the independence assumption (7) where K~ = Prob ( X). Since the left-hand side of this equation should sum to 1 over X, we have that
unless, of course, this denominator is zero, in which case we resort to setting pcw,,w2) = 0. Combining (9) and (10) gives the combination formula given in Definition 3. Thus, we have shown that combination in 3t is a form of Bayesian updating of pairs of experts, based on an independence assumption.
To interpret the combination formula of 32' in a Bayesian fashion, a weaker independence assumption suffices. The combination formula can be restated as This assumption is implied by our earlier hypothesis (7). However, assumption (11) is more defensible, and is actually all that is needed to regard updating in the space of "Boolean opinions of experts" 52' as Bayesian. Since the DempsterShafer theory deals only with the Boolean opinions, (11) is the required independence assumption. p,{S,} * F~{&} toobtain At this point, we have four spaces with binary operations, namely, (3t, O), (%', o ), (tm', O'), and (92, 0). We will now show that these four spaces are closely related. It is not hard to show that the binary operation is, in all four cases, commutative and associative, and that each space has an identity element, so that these spaces are Abelian monoids. We also have the following. with (8, CL, X) = T (8, p, P) is given by (4), i.e., x,( X) = 1 iff p,( X) > 0, and x,( X) = 0 otherwise. H There is another mapping U, given by the following. with ti = U(G, p, X) given by (5), i.e., fi(A) = CL@ E Elx, = x/t))//@))-n
We will show that T and ZJ preserve the binary operations.
More formally, we show that T and U are homomorphisms of monoids.
Finally, we show that U is onto. Recall that there are n elements in A, and so there are 2" different subsets of A. For a given mass distribution fi E 312', consider a set of 2" experts 8, with each expert w E G giving a distinct subset r ( w ) c A as the set of possibilities. If we give expert w the weight ~{w) = fi(I'(w)) and set x, = Xrcw,, then it is easy to see that fi = U(G, p, X).
H
In the immediately preceding proof that U is onto, we Lemma 2: T is a homomorphism from 92 onto YL'.
Proof: It is a simple matter to verify that
The essential point, it turns out, is that since the probabilistic opinions are all nonnegative:
PC'( v * PZ3V > 0 iff p$'( X) > 0 and pi;'< X) > 0.
T is easily seen to be onto. n Lemma 3: U is a homomorphism of EJZ' onto 312'.
Proof: Consider (8, CL, X) = (E,, p,, X,) o (G2, p2, X2). For each w1 E 8, and w2 E S2, the corresponding XL,,' and xi:' are characteristic functions of subsets of A, say XB and xc, respectively. It is clear that x(1) WI -x$' = x,q iffB fl C = A. Thus, assigned weights to experts. This is the only place were we absolutely require the existence of differential weights on experts. However, if we content ourselves to spaces 317' and 312 containing only rational values for the mass distribution functions (as, for example, is the case in any computer implementation), then the weights can be eliminated and replaced by counting measure.
Recall from Section II that the map V: 311' -+ 312 is also a homomorphism. So we can compose the homomorphisms T:'32 + 92' with U:32' + 311' with V:%Z' + 312 to obtain the following obvious theorem.
Theorem: The map V 0 U 0 T: 3t + SK is a homomorphism of monoids mapping onto the space of belief states (92, 0). n This theorem provides the justification for the viewpoint that the theory of evidence space 311. represents the space 32 via the representation V 0 U 0 T. The proof follows from the lemmas; since each of the component maps in this representation is an onto homomorphism, the composition also maps homomorphically onto the entire theory of evidence space. The significance of this result is that we can regard combinations of elements in the theory of evidence as combinations of elements in the space of opinions of experts. For if ml, * * * , mk are elements in %! which are to be combined under 0, we can find respective preimages in 37 under the map V 0 U 0 T, and then combine those elements using the operation @ in the space of opinions of experts %. After all combinations in 32 are completed, we project back to M by V 0 U 0 T; the result will be the same as if we had combined the elements in 312. The only advantage to this procedure is that combinations in 32 are conceptually simpler: we can regard the combination as Bayesian updatings on the product space of experts.
= ,"U, { WIl&',) = XB} x { w21e = xc).
Since this is a disjoint union, using properties of measures, this gives 
EVIDENCE
With the viewpoint that the theory of evidence is really simply statistics of opinions of experts, we can make certain remarks on the limitations of the theory.
1) There is no use of probabilities or degrees of confidence. Although the belief values seem to give weighted results, at the base of the theory, experts only say whether a condition is possible or not. In particular, the theory makes no distinction between an expert's opinion that a label is likely or that it is remotely possible.
2) Pairs of experts combine opinions in a Bayesian fashion with independence assumptions of the sources of evidence. In particular, dependencies in the sources of information are not taken into account.
3) Combinations take place over the product space of experts. It might be more reasonable to have a single set of experts modifying their opinions as new information comes in, instead of forming the set of all committees of mixed pairs.
Both the second and third limitations come about due to the desire to have a combination formula which factors through to the statistics of the experts and is applicationindependent. The need for the second limitation, the independence assumption on the sources of evidence, is well known (see, e.g., [29] ). Without incorporating much more complicated models of judgments under multiple sources of knowledge. we can hardly expect anything better.
The first objection, however, suggests an alternate formulation which makes use of the probabilistic assessments of the experts. Basically, the idea is to keep track of the density distributions of the opinions in probability space. Of course, complete representation of the distribution would amount to recording the full set of opinions pw for all w. Instead, it is more reasonable to approximate the distribution by some parameterization, and update the distribution parameters by combination formulas.
We present a formulation based on normal distributions of logarithms of updating coefficients. Other formulations are possible. In marked contrast to the Dempster/Shafer formulation, we assume that all opinions of all experts are nonzero for every label. That is, instead of converting opinions into Boolean statements by test for zero, we will assume that all the values are nonzero, and model the distribution of their strengths.
A simple rewrite of (8) of Section III-C yields
This equation depends on an independence assumption,
. We can iterate this equation to obtain a formula for Prob( X(s,, * * * , Sk). In this iteration process, s, and s2 successively take the place of s1 A * * * A Si and Si+ , , respectively, as i increases from 1 to k -1. Accordingly, we require a sequence of independence assumptions, which will take the form Prob(s;ls, A . * * A si-1, A) = Prob(siI X) fori = 1, * * * , k. Under these assumptions, we obtain Prob( hls,, ' * . , Sk)
k Prob( h(si) = c(s,, * * * , So) * Prob ( X) * n i=, Prob( h) *
In a manner similar to [3] , set where c is a constant independent of X (but not of s,, . . . 9 skh The consequence of this formula is that if the independence assumptions hold, and if Prob( X) and L( h 1 Si) are known for all X and i, then the values Prob ( X ) sl, . * . , Sk) can be calculated from Prob(h)s,, . * * , sk)
. (12) A' Accordingly, we introduce a space which we term "logarithmic opinions of experts." For convenience, we will assume that experts have equal weights. An element in this space will consist of a set of experts 8i and a collection of opinions x = { y:'} we8.. Each y$' is a map, and the component ( X) represents expert w's estimate of L( X(Si):
Note that the experts in Ei all have knowledge of the information si, and that the estimated logarithmic coefficients L(h 1 si) can be positive or negative. In fact, since the experts do not necessarily have precise knowledge of the value of Prob( X), but instead provide estimates of logs of ratios, the estimates can lie in an unbounded range.
In analogy with our map to a statistical space (Section III-B), we can define a space which might be termed the "parameterized statistics of logarithmic opinions of experts." Elements in this space will consist of pairs ( U, C) where U is in R" and C is a symmetric n x n matrix. We next describe how to project from the space of logarithmic opinions to the space of parameterized statistics.
Let us suppose that for a set of experts 8 and for A = { A,, * * * , X, >, the n-vectors composed of the logarithmic opinions 7 These measurements of the statistics of the y ( X)'s can be made regardless of the true distributions. The accuracy of the model depends on the degree to which the multinorma1 distribution assumption is valid. Next we discuss combination formulas in both spaces. Suppose ( Ei, Yi), i = 1, 2 are two elements in the space of logarithmic opinions, each describing a sample space of experts together with opinions. Since according to (12) the logarithmic opinions add, we define the combination of the two elements by ( 8, Y) where
To consider combinations in the space of statistics, let mi ( JJ ) be the density function over R" for the random vector J(') over the sample space Ei, i = 1, 2. Assume that each mi is a multinormal distribution, associated with a mean vector Eci) and a covariance Cci). In order that the projection to the space of statistics be a homomorphism, the definition of combination in the space of statistics should respect the true statistics of the combined opinions. The density function m ( J ) for the combination YC Wl,W), (w,, w2) E E is given by
This is the point where we use the fact that the logarithmic opinions add under combination.
Projecting to the space of statistics, we discover the advantage of modeling the distributions by normal functions. Namely, since the convolution of a Gaussian by a Gaussian is once again a Gaussian, we define the combination formula (p, C(l)) @ (u(2), C(2)) = (ii (1) + jp', c(1) + c(2)).
That is, since ml and m2 are multinormal distributions, their convolution is also multinormal with mean and covariance which are the sums of the contributing means and covariances. (This result is easily proven using Fourier transforms.) An extension to the case where 8, and G2 have nonequal total weights is straightforward.
Having defined combination in the space of statistics, one must show that the transformation from the space of opinions to the space of statistics is a homomorphism, even when the logarithmic opinions are not truly normally distributed. This is easily done since the means and covariances of the sum of two random vectors are the sums of the means and covariances of the two random vectors.
To interpret a state ( U, C) in the space of parameterized statistics, we must remember the origin of the logarithmic-opinion values. Specifically, after k updating iterations combining information s, through Sk, the updated vector7 = (y,, + * * , y,) E R" is an estimate of the sum of the logarithmic coefficients:
According to ( 12) ) the a posteriori probabilities can then be calculated from this estimate (provided the prior Prob( X)'s are known). In particular, the a posreriori probability of a label Xj is high if the corresponding coefficient Yj + log [ Prob ( Xj) ] is large in comparison to the other components Yj + log [ Prob ( Xi) 1.
Since the state ( P, C) represents a multinormal distribution in the log-updating space, we can transform this distribution to a density function for a posteriori probabilities. Basically, a label will have a high probability if Uj + log [Prob( ~j)] is relatively large. However, the components of U represent the center of the distribution (before bias by the priors). The spread of the distribution is given by the covariance matrix, which can be thought of as defining an ellipsoid in R" centered at U. The exact equation of the ellipse can be written implicitly as
This ellipse describes a "one sigma" variation in the distribution, representing a region of uncertainty of the logarithmic opinions; the distribution to two standard deviations lies in a similar but enlarged ellipse. The eigenvalues of C give the squared lengths of the semi-major axes of the ellipse, and are accordingly proportional to degrees of confidence. The eigenvectors give the directions in which the eigenvalues measure their uncertainty. Bias by the prior probabilities simply adds a fixed vector, with components log[ Prob ( Xj) 1, to the ellipse, thereby translating the distribution. We seek an axis j such that the components yj of the vectors y lying in the translated ellipse are relatively much larger than other components of vectors in the ellipse. In this case, the preponderant evidence is for label Xj. Then adding means and covariances, and using (12) to reinterpret in terms of probabilities, we come up with a current estimated probability distribution (0.64, 0.08, 0.28), but with a large uncertainty region. For example, within a one-sigma displacement from the mean opinion, we have the distribution ( 0.13,O. 18,O. 69 ) . We conclude that the evidence tends to indicate that label 1 is probable, but there is considerable uncertainty. Clearly, the combination formula is extremely simple. Its greatest advantage over the Dempster/Shafer theory of evidence is that only 0 ( n2) values are required to describe a state, as opposed to the 2" values used for a mass distribution in 3n. The simplicity and reduction in numbers of parameters has been purchased at the expense of an assumption about the kinds of distributions that can be expected. However, the same assumption allows us to track probabilistic opinions (or actually, the logarithms), instead of converting all opinions into Boolean statements about possibilities.
VI. CONCLUSIONS
We have shown how the theory of evidence may be viewed as a representation of a space of opinions of experts where opinions are combined in a Bayesian fashion over the product space of experts. (Refer to Fig. 2. ) By "representation," we mean something very specificnamely, that there is a homomorphism mapping from the space of opinions of experts onto the Dempster/Shafer theory of evidence space. This map fails to be an isomorphism (which would imply equivalence of the spaces) only insofar as it is many-to-one. That is, for each state in the theory of evidence, there is a collection of elements in the space of opinions of experts which all map to the single state. In this way, the state in the theory of evidence represents the corresponding collection of elements. In fact, what this collection of elements has in common is that the statistics of the opinions of the experts defined by the element are similar in terms of the way statistics are measured by the map U.
Furthermore, combination in the space of opinions of experts, as defined in Section III, leads to combination in the theory of evidence space. This allows us to implement combination in a somewhat simpler manner since the formulas for combination without the normalization are simpler than the more standard formulas, and also permits us to view combination in the theory of evidence space as the tracking of statistics of opinions of experts as they combine information in a pairwise Bayesian fashion over the product space of experts. Applying a Bayesian interpretation to the updating of the opinions of experts also makes clear the implicit independence assumptions which must exist in order to combine evidence in the prescribed manner.
From this viewpoint, we can see how the Dempster/ Shafer theory of evidence accomplishes its goals. Degrees of support for a proposition, belief, and plausibilities are all measured in terms of joint and disjunctive probabilities over a set of experts who are naming possible labels given current information. The problem of ambiguous knowledge versus uncertain knowledge, which is frequently described in terms of "withholding belief," can be viewed as two different distributions of opinions. In particular, ambiguous knowledge can be seen as observing high densities of opinions on particular disjoint subsets, whereas uncertain knowledge corresponds to unanimity of opinions where the agreed-upon opinion gives many possibilities. Finally, instead of performing Bayesian updating, a set of values is updated in a Bayesian fashion over the product space, which results in non-Bayesian formulas over the space of labels.
In meeting each of these goals, the theory of evidence invokes compromises that we might wish to change. For example, in order to track statistics, it is necessary to model the distribution of opinions. If these opinions are probabilistic assignments over the set of labels, then the distribution function will be too complicated to retain precisely. The Dempster/Shafer theory of evidence solves this problem by simplifying the opinions to Boolean decisions, so that each expert's opinion lies in a space having 2" elements. In this way, the full set of statistics can be specified using 2" values. We have suggested an alter-nate method, which retains the probability values in the opinions without converting them into Boolean decisions, and requires only 0( n2 ) values to model the distribution, but fails to retain full information about the distribution. Instead, our method attempts to approximate the distribution of opinions with a Gaussian function.
