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ABSTRACT
This work further develops tools and methodologies for
systematic GNSS signal design. Inter and intra system mul-
tiple access interference (MAI), synchronization accuracy,
time-delay estimation robustness, and backward compati-
bility with respect to already existing signals are considered
by solving a nonlinear multi-objective optimization prob-
lem. Final solutions are selected out of the derived Pareto
optimal set and their performance in terms of Cramer Rao
lower bound (CRLB) for time-delay estimation consider-
ing inter and intra MAI is assessed. Furthermore, imple-
mentation aspects with respect to signal generation on the
payload and with respect to processing in the receiver in-
cluding multipath behavior are analyzed.
INTRODUCTION
Chip pulse shape design for timing synchronization with
DS-CDMA systems and in particular for Global Naviga-
tion Satellite Systems (GNSS) shall provide minimum error
in time-delay estimation while also achieving robustness
in its estimation. Maximizing the synchronization accu-
racy can be attained by minimizing the Cramer-Rao lower
bound (CRLB) for time-delay estimation. Robustness in
the estimation of the time-delay, thus tracking and acqui-
sition robustness can be achieved by limiting the absolute
value of the sidelobes of the autocorrelation function of the
signal. Furthermore, bandwidth efficiency is an important
objective, as well as maximizing time concentration of the
chip pulse shape and providing a fast decay in time domain.
Multiple access interference (MAI) and interchip interfer-
ence (ICI) need to be controlled to maintain system perfor-
mance [1, 2] and especially for GNSS, we need to account
for spectral separation to other signals. Thus, not only intra
system MAI but also inter system MAI between different
GNSS which transmit signals in the same frequency band
has to be considered [3]. Finally, also backward compat-
ibility of a new signal design with respect to already de-
fined or used GNSS signals is of great importance when
discussing modernization or evolution of GNSS.
In this work a systematic approach to design optimum
strictly band-limited chip pulse shapes for DS-CDMA sys-
tems for timing synchronization is further developed based
on the work in [4]. The proposed methodology makes it
possible to formulate the problem of designing optimum
chip pulse shapes in terms of achieving a trade-off be-
tween timing synchronization accuracy, time concentra-
tion, and backward compatibility of the chip pulse shape
while accounting for acquisition and tracking robustness,
as a tractable nonlinear multi-objective optimization prob-
lem. Additional constraints can be introduced to the prob-
lem in order to take into account further properties. Es-
pecially, inter system MAI and a fast decay of the chip
pulse in time domain (smooth cut-off) is considered. This
methodology is based on the prolate spheroidal wave func-
tions (PSWF) [5], which enable to transform the primal
variational problem into a dual, tractable parametric opti-
mization problem.
The overall goal of this work together with previous work
[4, 6] is to prepare signal optimization tools which will be
ready for use when all the signal specifications and con-
straints for next generation of GNSS will be defined.
SYSTEM MODEL
We assume coherent downconversion of the radio fre-
quency signal to baseband. The received DS-CDMA base-
band signal is given by
y(t) =
√
P c(t− τ) + n(t), (1)
where P denotes the signal power, c(t) is the pseudo
random (PR) sequence, τ is the time-delay, and n(t) is
white Gaussian noise with two-sided power spectral den-
sity N0/2. Thus, the PR sequence is given by
c(t) =
∞∑
k=−∞
dk
√
Tc δ(t− kTc) ∗ h(t)
=
∞∑
k=−∞
dk
√
Tc h(t− kTc), (2)
where h(t) denotes the chip pulse shape which is not neces-
sarily restricted to be time-limited to only one chip interval
Tc. The PR sequence is a binary, zero-mean wide-sense cy-
clostationary (WSCS) sequence with {dk} ∈ {−1, 1} and
has period T = NdTc. Nd ∈ N denotes the number chips
of the PR sequence c(t). The autocorrelation of c(t) can be
given by
Rc(ε) =
1
T
∫ T
2
−T
2
c(t) c∗(t+ ε) dt
=
∫ ∞
−∞
|H(f)|2ej2pifε df, (3)
whereH(f) denotes the Fourier transform of the chip pulse
shape h(t) and the PR sequence is assumed to be random.
STATEMENT OF THE PROBLEM
The objective of this work is to further develop a de-
sign methodology based on the work given in [4] to sys-
tematically derive optimized chip pulse shapes for DS-
CDMA systems for timing synchronization, which are
strictly band-limited, thus H(f) = 0 , |f | > B. The op-
timization is performed with respect to maximizing timing
synchronization accuracy, maximizing time concentration
of the chip pulse shape within a desired interval of chip du-
ration [−Tc/2, Tc/2], and maximizing backward compati-
bility to current GNSS signals. Additional constraints can
be considered. Maximization of timing synchronization ac-
curacy can be accomplished by minimizing the CRLB for
the time-delay τ . Maximizing the time concentration of the
chip pulse shape is directly related with the absolute value
of the sidelobes of the chip pulse shape and its autocorre-
lation function Rc(ε). The maximum of the absolute value
of the sidelobes of Rc(ε) is given by
∀
i∈N
|νi| ≤ κ, (4)
where νi denote the value of Rc(ε) at the sidelobes, besides
the global maximum of Rc(ε) at ε = 0, and κ ∈ [0, 1]. The
higher κ, the less robust time-delay estimation, and thus
tracking and acquisition becomes. Maximizing backward
compatibility can be achieved by maximizing the cross-
correlation between a current GNSS signal and the new
signal design.
Furthermore, for a given spreading gain of the DS-CDMA
system, a small time-bandwidth product ̺ is desired in or-
der to ensure bandwidth efficiency. Additionally, intra sys-
tem MAI, inter system MAI, and ICI are to be considered
for the signal design.
Minimizing the CRLB of the time-delay, maximizing time
concentration, and maximizing backward compatibility are
conflicting tasks and thus only a trade-off between these
three objectives can be achieved for a fixed time-bandwidth
product ̺. Such problems are called multiple-objective
problems [7], where it is only possible to improve one ob-
jective at the cost of the others.
Synchronization Accuracy
The variance of the time-delay estimation error σ2τ of any
unbiased estimator is lower bounded by the CRLB [8]
σ2τ ≥
Bn
P
N0
4π2
∫∞
−∞
|H(f)|2 df∫∞
−∞
f2 |H(f)|2 df , (5)
where Bn denotes the equivalent noise bandwidth of the
generic estimator.
The first objective of our trade-off is to minimize σ2τ . This
minimization is subject to the constraint∫ B
−B
|H(f)|2 df = 1. (6)
Instead of minimizing (5) considering (6) we can
maximize the second moment of the power spectrum∫∞
−∞
f2 |H(f)|2df , where it is straight forward to show
that∫ B
−B
f2 |H(f)|2 df ≤
∫ B
−B
B2 |H(f)|2df ≤ B2, (7)
subject to (6). Thus, |H(f)|2 = 12 (δ(f −B) + δ(f +B))
maximizes
∫∞
−∞
f2 |H(f)|2df and the pulse shape h(t) re-
sults to either h(t) = cos(2πBt) or h(t) = sin(2πBt).
This denotes the analytical solution of the first objective of
the trade-off where maximum synchronization accuracy in
terms of minimizing the CRLB is achieved.
Time Concentration
The second objective of our trade-off is to maxi-
mize the time concentration of h(t) within the interval
[−Tc/2, Tc/2]. This also achieves better acquisition and
tracking robustness by minimizing the sidelobes of h(t)
and consequently the sidelobes of Rc(ε) (low κ).
It has been shown in [5] that for any time-bandwidth prod-
uct ̺ = TcB ∫ Tc/2
−Tc/2
|h(t)|2dt ≤ χ0(̺), (8)
subject to (6). Here, χ0(̺) is the eigenvalue of the function
ψ0(̺, t). The function ψ0(̺, t) has the largest eigenvalue
of the PSWF [5]. Hence, the extremal solution of the sec-
ond objective of our trade-off can be given in closed form
solution by h(t) = ψ0(̺, t).
Backward Compatibility
The third objective of our trade-off is to maximize back-
ward compatibility with respect to a current GNSS signal
design. Following (3) backward compatibility can be quan-
tified by the cross-correlation between the chip pulse shape
of a new signal design h(t) and the chip pulse shape hb(t)
of a current GNSS signal given that the binary PR sequence
and the the chip duration Tc are equivalent for both. Hence,
we define
b =
[∫ B
−B
H∗b (f) H(f) df
]2
, (9)
where Hb(f) denotes the Fourier transform of hb(t). As-
suming that
∫ B
−B
|H(f)|2 df = 1 and ∫ B
−B
|Hb(f)|2 df =
1 and applying the Schwarz inequality it can be shown that
0 ≤ b ≤ 1. (10)
Obviously, the extremal solution of the third objective
of our trade-off can be given in closed form solution by
h(t) = hb(t).
Smooth Cut-Off
Considering a real physical system a smooth cut-off of
H(f) at ±B is desirable, where H(f) is strictly band-
limited to [−B,B] and H(f) is assumed to be continuous
in [−B,B]. Thus, we define the constraint
H(f) = 0 , |f | = B. (11)
A smooth cut-off provides a faster asymptotic decay of h(t)
for t 7→ ±∞ and thus this leads to less time support which
is needed in signal generation.
Interchip Interference (ICI), Intra and Inter System
Multiple Access Interference (MAI)
Following, [9, p.23 et seq.], and [1, 2, 3] we consider ICI,
intra system MAI (MAI-A) and inter system MAI (MAI-R)
as interference components with zero mean. In general ICI
and both MAI-A and MAI-R are dependent on the propaga-
tion characteristics of the transmitted signal. We consider
U users (e.g. visible GNSS satellites) with u = 1, . . . , U
and power Pu causing MAI-A. Further, we assume that V
users of another system (e.g. visible satellites of a differ-
ent GNSS) with v = 1, . . . , V and power Pv are causing
MAI-R. The received signal of another system in the same
frequency band has power spectrum density (PSD) ΦR(f).
Thus, the ratio of the signal to noise ratio (SNR) with re-
spect to the signal to interference plus noise ratio (SINR)
can be given as [9, p.23 et seq.]
∆SNR = SNRSINR =
1 +
P 2Tc
N0
∞∑
l=−∞
l 6=0
[∫ ∞
−∞
|H(f)|2 cos(2πlTcf) df
]2
︸ ︷︷ ︸
ICI
+
U∑
u=1
Pu
N0
∫ B
−B
|H(f)|4 df
︸ ︷︷ ︸
MAI-A
+
V∑
v=1
Pv
N0
∫ B
−B
|H(f)|2 ΦR(f) df︸ ︷︷ ︸
MAI-R
. (12)
In our problem at hand we will take into account ICI and
MAI-A, but we will not introduce them to the optimiza-
tion. However, we will introduce constraints in order to
limit MAI-R with respect to a design parameter µ ∈ R+
∫ B
−B
|H(f)|2 ΦR(f) df ≤ µ. (13)
NONLINEAR MULTI-OBJECTIVE PROBLEM
We can establish a nonlinear multi-objective optimization
problem with several constraints. We apply the weighting
method [7]. The weighting method aggregates the multiple
objectives linearly into a single objective function. Weights
are applied to derive a weighted sum of the different ob-
jective functions. The first objective is to minimize the
CRLB (5), thus to maximize ∫ B
−B
f2|H(f)|2 df subject to∫ B
−B
|H(f)|2 df = 1. The second objective is to maximize
(8) and the third objective is to maximize (9). The first and
second objective functions can be normalized with respect
to B2 and χ0(̺) as shown in (7) and (8), respectively. The
third objective function does not need to be normalized, as
shown in (10). We also introduce a constraint to achieve
a smooth cut-off following (11) and further constraints in
order to limit MAI-R given in (13).
In order to transform the primal variational problem into
a dual parametric optimization problem we use an ade-
quate set of strictly band-limited orthonormal basis func-
tions. Due to their special properties we propose to use the
PSWF ψm(̺, t) [5] and we define the expansion
h(t) =
M−1∑
m=0
xm ψm(̺, t) (14)
and
H(f) =
M−1∑
m=0
xm Ψm(̺, f), (15)
where Ψm(̺, f) denotes the Fourier transform of ψm(̺, t)
and xm ∈ R are the expansion coefficients. In particular,
the PSWF have the very interesting property of being or-
thonormal in ] − ∞,∞[ and also being orthogonal in the
finite interval [−Tc/2, Tc/2].
Now, we can formulate the parametric nonlinear multi-
objective optimization problem as a weighted sum of three
quadratic forms with the weights w1, w2, and w3:
max
x
{
xT
(
w1
B2
S(̺) +
w2
χ0(̺)
T(̺) + w3 B(̺)
)
x
}
,
(16)
s.t. ||x||22 = 1, (17)
GT x = 0, (18)
∀i∈{1,2,3} wi ∈ [0, 1], (19)
and
3∑
i=1
wi = 1. (20)
Here,
S(̺) =

 s0 0 · · · s0N−1..
.
.
.
.
.
.
.
sM−1 0 · · · sM−1N−1

 ∈ RM×M ,
(21)
where smn =
∫∞
−∞
f2Ψm(̺, f)Ψ
∗
n(̺, f)df , n =
0, . . . , N − 1, and
T(̺) = diag{χ(̺)} ∈ RM×M , (22)
where, χ(̺) = [χ0(̺), . . . , χM−1(̺)]T ∈ RM×1. Fur-
ther,
b =
[∫ B
−B
H∗b (f) H(f) df
]2
= xT bbT x = xT B(̺) x, (23)
with b = [b0, . . . , bM−1]T ∈ RM×1, bm =∫ B
−B
H∗b (f)Ψm(̺, f) df , and x = [x0, . . . , xM−1]T ∈
R
M×1 denotes the decision vector. The constraint matrix
G is defined as
G = [fR fI q1 . . . qd] ∈ RM×(2+d), (24)
with
fR = [Re{Ψ0(̺,B)}, . . . ,Re{ΨM−1(̺,B)}]T ∈ RM×1,
(25)
and
fI = [Im{Ψ0(̺,B)}, . . . , Im{ΨM−1(̺,B)]T ∈ RM×1,
(26)
which achieve a smooth cut-off. q1, . . . ,qd denote the d ∈
N dominant eigenvectors of M(̺), where
∫ B
−B
|H(f)|2 ΦR(f) df = xT M(̺) x ≤ µ, (27)
with
M(̺) =

 m0 0 · · · m0N−1..
.
.
.
.
.
.
.
mM−1 0 · · · mM−1N−1

 ∈ RM×M ,
(28)
where mmn =
∫ B
−B
Ψm(̺, f)Ψ
∗
n(̺, f) ΦR(f)df . MAI-
R is limited by choosing d such that (27) is fulfilled with
respect to a defined µ ∈ R+.
The defined nonlinear multi-objective optimization prob-
lem results to an eigenvalue problem with respect to the
trade-off introduced by the weights, as the matrices S(̺),
T(̺), B(̺), and M(̺) are positive semi-definite. Thus,
the complete Pareto optimal set can be easily generated.
PARETO OPTIMAL FINAL SOLUTIONS
We consider a design example in the E1/L1 band for GNSS
with a time-bandwidth product ̺ = 7 where the chip dura-
tion is Tc = 977.51 ns and the bandwidth B = 7.161 MHz.
Backward compatibility of the the new design is consid-
ered with respect to a BOC(1,1) signal in E1/L1 band, thus
|Hb(f)|2 is given by the PSD of a BOC(1,1) signal. We
compare the selected designs to the Galileo E1-C pilot sig-
nal, CBOC(6,1,1/11,’-’).
A maximum ∆SNR, ∆SNRmax using (12) is considered.
We assume that Pu = −154 dBW for all u which is
the maximum power defined for the Galileo Open Ser-
vice [3], that U = 11 which is the maximum number of
visible Galileo satellites which contribute to MAI-A, that
Pv = −158 dBW for all v which is the nominal power de-
fined for GPS M code signal [10], that V = 12 which is
the maximum number of visible GPS satellites which con-
tribute to MAI-R, thatΦR(f) to be the PSD of GPS M-code
signal , and that N0 = −204 dBW/Hz. In order to assess
the timing synchronization accuracy we define the CRLB-I
as a lower bound which considers noise plus ICI, maximum
MAI-A, and maximum MAI-R:
σ˜2τ ≥ σ2τ ·∆SNRmax. (29)
In order to achieve a limited MAI-R we only introduce one
dominant eigenvector (d = 1) of M(̺) to the constraint
matrix G. We will see in the following, that this yields
acceptable levels of MAI-R for all the derived final solu-
tions. With a more restrictive choice of the design param-
eter µ and thus larger d, further reduction of MAI-R could
be achieved.
We consider the PSWF with M = 40, which provides
sufficient precision for deriving the Parteo optimal set and
the final solutions. Out of the Pareto optimal set we se-
lect the final solutions OPT1 and OPT2. In Table 1 κ,
√
b
with respect to a BOC(1,1) signal, ICImax, MAI-Amax,
MAI-Rmax, and ∆SNRmax are shown for OPT1, OPT2,
and Galileo E1-C pilot signal given that B = 7.161 MHz1.
OPT1 OPT2 E1-C
κ 0.54 0.6 0.58√
b 0.92 0.87 0.96
ICImax 2 · 10−4 0.0022 2 · 10−5
MAI-Amax 0.23 0.20 0.31
MAI-Rmax 0.003 0.004 0.02
∆SNRmax 1.23 1.21 1.33
(0.90 dB) (0.83 dB) (1.24 dB)
Table 1 κ,
√
b, ICImax, MAI-Amax, MAI-Rmax, and
∆SNRmax with respect to B = 7.161 MHz.
In Figure 1 and Figure 2 the normalized spectrum |H(f)|2
and the autocorrelation function Rc(ε) are depicted for the
final solutions OPT1 and OPT2. Also ΦR(f) (GPS M
code) and Rc(ε) for the Galileo E1-C signal are given.
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In Figure 3 the CRLB-I is depicted for OPT1, OPT2, and
the Galileo E1-C signal considering ∆SNRmax as given in
Table 1.
1Nota bene: The presented design examples to show how the proposed
method can be used in a practical case study of the E1/L1 band are not
considered by Centre National d’Etudes Spatiales (CNES) and by German
Aerospace Center (DLR) as sufficiently spectrally separated from the GPS
M code.
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Fig. 2 Autocorrelation function.
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PAYLOAD AND RECEIVER ANALYSIS
In this section an analysis of the performance of OPT1,
OPT2, and the Galileo E1-C signal with respect to imple-
mentation on a payload and in a GNSS receiver is con-
ducted following [11, 12]. In order to evaluate nonlinear
behavior and potential spectral re-growth due to the high
power amplifier (HPA) a solid state power amplifier (SSPA)
is considered to evaluate the resulting correlation loss (CL)
and power loss (PL). Furthermore, 8 bit quantization of the
signal at the payload and 3 bit quantization at the receiver
are assumed.
Fist we consider the case that OPT1, OPT2, and E1-C are
transmitted by the payload and are also implemented for
signal processing at the receiver with a receive bandwidth
Br = B = 7.161 MHz. Table 2 shows the CL and PL
for the different signals for 0 dB output power back off
(OPBO). OPT1 and OPT2 have a PL that is equal or close
to 0 dB as they are strictly band-limited to [−B,B] and no
significant spectral re-growth is introduced by the SSPA.
OPT1 OPT2 E1-C
CL 0.11 dB 0.13 dB 0.26 dB
PL 0 dB 0.01 dB 0.17 dB
Table 2 Power loss (PL) and correlation loss (CL).
In Figure 4 the root-mean square (RMS) time-delay track-
ing error of a non-coherent delay locked loop (DLL) with
coherent integration time Tp = 100 ms, early-late corre-
lator spacing ∆ = 0.06Tc, and Bn = 1 Hz is depicted
for OPT1, OPT2, and for E1-C signal. In Figure 4 only
the degradation of the performance by signal quantization
at receiver and payload level are included. PL, CL, and
∆SNRmax are not included in Figure 4.
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Fig. 4 RMS time-delay tracking error, Tp = 100 ms,
Bn = 1 Hz, ∆ = 0.06Tc.
In Figure 5 the multipath error envelope for OPT1, OPT2,
and E1-C signal is shown.
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Secondly, we consider the case that OPT1, OPT2, and E1-
C are transmitted by the payload and a BOC(1,1) signal
is implemented for signal processing at the receiver with a
receive bandwidth Br = 4.092 MHz. Table 3 shows the
CL and PL for the different signals for 0 dB OPBO.
OPT1 OPT2 E1-C
CL 0.36 dB 0.36 dB 0.35 dB
PL 1.28 dB 1.94 dB 0.76 dB
Table 3 Power loss (PL) and correlation loss (CL) consid-
ering BOC(1,1) processing with Br = 4.092 MHz.
In Figure 6 the RMS time-delay tracking error of a non-
coherent DLL with a coherent integration time Tp = 100
ms, a early-late correlator spacing ∆ = 0.1Tc, and Bn = 1
Hz is depicted for OPT1, OPT2, and E1-C signal imple-
menting a BOC(1,1) signal for signal processing at the re-
ceiver. In Figure 6 of the performance by signal quantiza-
tion at receiver and payload level are included. PL, CL, and
∆SNRmax are not included in Figure 6. We can observe,
that backward compatibility is achieved taking into account
implementation aspects at payload and receiver level.
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Fig. 6 RMS time-delay tracking error considering
BOC(1,1) at the receiver with Br = 4.092 MHz, Tp = 100
ms, Bn = 1 Hz, and ∆ = 0.1Tc.
CONCLUSION
The proposed methodology for optimum chip pulse shape
design provides a flexible and systematic approach in order
to account for all important properties for timing synchro-
nization, especially for GNSS. The complete Pareto opti-
mal set of the defined nonlinear multi-objective problem
can be easily derived by solving the resulting weighted sum
of three quadratic forms in terms of an eigenvalue problem.
Thus, chip pulse shapes which are optimized for timing
synchronization performance and which additionally con-
sider backward compatibility with respect to current signals
can be derived. These optimized chip pulse shapes pro-
vide significant service improvement for timing synchro-
nization, even taking into account implementation aspects
at payload and receiver level.
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