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 Inverse Energy Cascade Structure of 
    Turbulence in a Bubbly  Flow* 
(Numerical Analysis Using Eulerian-Lagrangian 
           Model Equations)
Yuichi  MURAT**, Atsuhide  KITAGAWA**, 
  Xiang-qun  SONG***, Junichi  OHTA** 
      and Fujio YAMAMOTO**
   The inverse energy cascade in bubbly flow is investigated by a numerical simula-
tion using the Eulerian-Lagrangian model in which the governing equations are 
formulated with emphasis on the translational motion of bubbles in nonuniform flow. 
In this paper we are concerned with the validation of the numerical model and various 
parametric dependencies on the inverse cascade. The calculated results reveal that,  1  ) 
continuous growth of the spatial fluctuation scale in a bubble-induced flow is well 
predicted by the present numerical model and the results have a good analogy with the 
experimental results which were introduced in our first report,  2) the strong relation-
ship between energy-decaying process and bubble-bubble distance interval is also 
identified by the present analysis, and  3) the slope of energy-decaying in the high 
wavenumber region depends on the kinematic viscosity of liquid, and that in the low 
wavenumber region depends on inhomogeneous buoyancy distribution which changes 
due to the bubble motion.
Key  Words  : Multiphase Flow, Bubble, 
       Dynamics
Turbulent Flow, Computational Fluid
1. Introduction
   A bubbly two-phase flow is known to exhibit a 
complicated fluctuations involving various scales such 
as turbulent flows. In this flow field, the fluctuation 
with a high frequency is induced not only by the 
nonlinearity of the flow but also by the discrete  buoy-
ancy distribution of the gas phase, the wake motion 
behind the bubbles and the motion of the bubble's 
interface. This fluctuation component is called 
"pseudo-turbulence"
, and it has an essentially 
different structure from the single phase turbulent 
flows. In particular, the inverse energy cascade in
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bubbly flows, which is so named because the flow 
fluctuation in the vicinity of rising bubbles increases to 
the flow with quite a long wavelength, can be consid-
ered as an important phenomenon regarding the flow 
instability. This phenomenon, however, was inves-
tigated only by a two-dimensional direct numerical 
simulation (DNS)  (l), and our two-dimensional numeri-
cal  analysis(2). The three-dimensional analysis for the 
inverse energy cascade has not been carried out yet, 
but is necessary for understanding the actual flow 
structure from the practical point of view. In our first 
 report(3), we discussed the presence of the inverse 
energy cascade process by particle imaging 
velocimetry  (PW)  . In the experiment, it was 
confirmed for the first time that the energy-decaying 
slope was gentler than the slope of  —5/3 in a certain 
wavenumber region between that for the bubble size 
and the bubble-bubble interval distance. In this paper, 
the numerical method based on the Eulerian-Lagran-
gian model which was reported in our previous 
 paper(2), has been expanded to the three-dimensional 
analysis. Using this model, the three-dimensional
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bubble-generated turbulence has been simulated and 
compared with the experimental results. The final 
goal of this study is to clarify the governing factors 
which dominate the shape of the energy spectrum. 
   One more point of view is considered in the 
present investigation. That is, although various 
mathematical models and numerical codes were devel-
oped to predict the bubbly flows accurately in the past, 
the problem of how much spatial resolution was 
warranted in their models and the codes has not been 
solved clearly yet. For instance, the Eulerian-Euler-
ian model as in the Two-Fluid  model"5) uses 
volumetric averaged quantities both for the gas and 
liquid phases, so that the subvolumetric fluctuation is 
ignored. This is similar to the case for the liquid 
phase in the Eulerian-Lagrangian model. Since no 
accurate model for subvolumetric correlation terms 
has been established yet, they are assumed to be zero 
in almost all the cases at present. Although a few 
trials to introduce the large eddy simulation (LES) 
model to the bubbly  flows(6)'(7) were reported, further 
generalized formulation of the subgrid scale modeling 
for the two-phase interaction terms has not been 
proposed yet. For prediction of a macroscopic void 
fraction distribution, the experimental results can be 
simulated satisfactorily even by such averaged 
 models(4)'(8). However, prediction performance for 
microscale structures such as the energy spectrum, 
has not been validated yet. In a previous  report(2) by 
one of us, a new calculation method (TD method) for 
the local void fraction was developed in order to treat 
the gas-liquid interaction accurately with a subgrid 
scale for the Eulerian-Lagrangian model. In this 
study, the verification of the spatial resolution of the 
Eulerian-Lagrangian model using the TD method is 
also discussed by comparing the energy spectrum. 
   The summary of the present study is as  follows  :  
(  1  ) Predicted results of the inverse energy cascade 
obtained by the present numerical method have a good 
agreement with the experimental results. 
 (  2  ) The energy-decaying slope in a wavenumber 
region higher than that of bubble-bubble interval 
distance is variable and depends on the kinematic 
viscosity of liquid.  
(  3  ) A weak inverse energy cascade also occurs in 
a wavenumber region lower than that of bubble-bub-
ble interval distance, because of the structurization of 
the bubble distribution.
2. Numerical Analysis
   At the current status, it is quite difficult to per-
form the DNS for bubbly flows in a three-dimensional 
space which involves more than thousands of bubbles, 
because of the drastic increase in CPU load and the
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problem of numerical instability depending on the 
density ratio of gas phase to liquid phase. Moreover, 
in the Eulerian-Eulerian model such as the Two-Fluid 
model, the position of each bubble is not determined 
so that the turbulence structures whose wavelength is 
shorter than the bubble-bubble interval distance can-
not be obtained. For instance, Druzhinin and 
 Elghobashi(5) analyzed the energy spectrum in a turbu-
lent flow field including bubbles using the Two-Fluid 
model (or the so-called Two-Fluid  Formulation). 
However, the simulation condition was very limited in 
their model as the grid size in their model should have 
been larger than the Kolmogorov scale and also lon-
ger than the bubble-bubble interval distance. In the 
present study, the Eulerian-Lagrangian model, which 
enables us to analyze the relationship between the 
bubble distribution and the liquid flow structure more 
precisely than the Two-Fluid model, is utilized. The 
three-dimensional turbulence and the inverse energy 
cascade structures in the bubbly flow are clarified 
using the Eulerian-Lagrangian model. 
 2. 1 Governing equation 
   In the Eulerian-Lagrangian model for bubbly 
flows, the conservation of mass and momentum for 
liquid phase (i.e., continuous phase) are described by 
the Eulerian type equations. On the other hand, 
bubble position, bubble volume and bubble trans-
lational velocity (i.e., dispersion phase) are expressed 
by the Lagrangian type equations. For constructing 
the governing equations, the following assumptions 
are employed.  
(  1  ) Conservation laws described by the Eulerian 
type equations are constructed for the averaged quan-
tities by the volume which is larger than the bubble 
size. Therefore, phenomena of smaller scale than the 
volume, such as ambient flow of bubble's interface and 
the flow interaction caused by closely approaching 
bubbles, are not taken into account.  
(  2  ) Coalescence and fragmentation of bubbles are 
ignored because the average void fraction treated in 
this study is less than 0.05. 
 (  3  ) Gas inside the bubble is noncondensable. Also, 
there is no mass transfer through the bubble interface. 
Thus, the mass of gas inside the individual bubble does 
not change.  
(  4  ) Flow field is isothermal. 
   Under these assumptions, the following equations 
can be formed. 
Conservation equation of liquid mass 
 afoL aiL           -r v • LpLuL=0, +17 • AuL=0,  PL at 
                          (1) 
Where,  fL is the liquid volume fraction and  uL is the 
liquid velocity vector.  pi, is the density of the liquid
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 c7t(PGkVG1zUGO, 
 Fai=  dt(SIOLVGakk)-1-  Dt(AoLVGkuL), 
 Fp--  VGkFp, 
 Fv= VGkp(F2uL+÷(F  •  uL)), 
   Fd=4pLirrLCDIUGk—  ULI(11Gk—  UL), 
 FL—  CIpLVck(uck—  1 L)  X  (f7  X  UL), 
 Fg—  PGk  VGkg •
Here, drag coefficient CD in Eq. (10) is giv( 
mentally because of its dependence on the in 
the liquid". The lift force in Eq. (11) is 
Auton's theoretical equation for a spherical 
in inviscid rotatonal fluid, where CL equals 
exact expression of history force Fh for the 
not proposed due to the uncertainty of E 
effect(13), hence it is assumed to be zero. At 
actual history force is considered to be  muc 
than that of a rigid particle. 
 2.  2 Calculationmethod 
  The highly simplified MAC (HSMAC) 
extended for this set of equations.  Three-dii
and  constant  ; these parameters are the quantities 
averaged by grid volume. 
Conservation equation of total momentum 
 afLpLuL 1-7 afGpcuc , 
      at k.iLpLuLuL)+ at -ry • (j GPGUGUG) 
     = —F p—(f0L+Apc)g + Fri+ FGG. ( ) 
Here, fc is the gas volume fraction, i.e., the local 
instantaneous void fraction,  uG is the gas phase veloc-
ity,  PG is the density of gas the phase, p is the pressure 
and g is the gravitational acceleration. FLL and FGG 
are shear stress forces in the liquid and gas phases, 
respectively. Here, the former is given  by  :
                  2    FL,L=17/417uL+(FuL)T --3(I7 • uL)/},  ( 3  ) 
   FGG is zero because dispersion itself does not 
transport he viscous stress. p is the effective viscos-
ity coefficient in bubble flows which is expressed by 
the following equation using the gas volume fraction 
fc and the viscosity coefficient of liquid PL. 
 11=(id fG)PL,  ( 4  )
Equation of bubble's translational motion 
   Bubble's translational motionis described by the 
balance of the forces which consist of the following 
components, i.e., self-inertia force, added inertia 
force, pressure gradient force, viscous force, drag 
force, lift force, gravity force and history force. 
 Fi+  Fai+  Fp+  Fv+  Fd+  FL+  Fg+  Fh=0.  ( 5  ) 
   Each force component is expressed as followsby 
denoting the bubble volume VG, bubble radius  rG, 
added mass coefficient drag coefficient CD and lift 
coefficient CL. 
 d  ,
n re, u  mcient U  r, UV/ en experi-
tal y use   endence   mpurity of 
 id".   e . )  given by 
t n's retical ation  rical bubble" 
iscid tonal i , re  als 1/2. An 
ct ression  t ry e    bubble is 
t osed    rtainty   surfactant 
t(13), ce ed   .  least, the 
al t ry e sidered    h weaker
 (  6  ) 
 (  7  ) 
 (  8  )  
(  9  ) 
(10) 
(11) 
(12) 
i
i it   
   
i l u2)
[ AC) method is 
 re -dimensional
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cubic interpolated pseudo-particle (CIP)  scheme') is 
adopted for all the advection terms in the equations. 
The CIP scheme can calculate the discontinuous dis-
tribution accurately with a high spatial resolution. 
Furthermore, the TD method is applied for calculat-
ing the local void fraction, in order to eliminate the 
numerical pseudo-turbulence which is caused by the 
discrepancy of definition methods between Eulerian 
and Lagrangian variables. Using the TD method, the 
effect of the dispersion motion on the liquid flow is 
calculated as a continuous function which can be 
differentiated both by time and  space). The calcula-
tion procedures are as  follows  :
 1) Translational velocity vector  [uG] of each bub-
ble is calculated by the equations of bubble's trans-
lational motion  equations  : Eqs.  ( 5  )-  (12). 
 2) Position vector of the center of gravity for each 
bubble  [xG] is calculated by integrating the velocity 
components. 
 3) Distribution of gas volume fraction (void frac-
tion) is obtained by the TD method. 
 4) Predicted value of liquid flux vector  [Awl is 
calculated by the conservation equation of the total 
momentum of bubbly flow. 
 5) Liquid volumefraction  IL is obtained by the 
conservation of liquid  mass  :  Eq.  ( 1  ). 
 6) Volume fraction error  [E—fL  4-.1G  —1] is calcu-
lated. 
 7) Pressure correction value  [p'] is calculated by 
the following equation in accordance with the 
HSMAC method. Here,  Zlx,  4y,  4z, and  Zit indicate 
the grid intervals in a three-dimensional coordinate 
and the differentiation time interval, respectively. 
 P'= (13)     2Jt2(1 + 1+ 1)           4x24y24z2 
 8) After the liquid flux is corrected by the follow-
ing equation, the calculation is returned to procedure 
 5  ), and the iteration is performed until  E becomes 
smaller than the allowable error. When  E converges, 
the calculation for obtaining the solution for the next 
step is performed by reverting to procedure  1) 
 ui  =  fL  ut  —  4t17P'. (14) 
   The probability that the bubbles will overlap in a 
three-dimensional space is quite low because it is 
proportional to the square of average void fraction. 
Therefore, physical phenomenon caused by the bubble 
-bubble contact is not considered in the present study. 
   3. Comparison with Experimental Results 
   In this section, a similar flow field under the 
experimental conditions mentioned in our first 
 report(3), is simulated to clarify the three-dimensional 
structures of the inverse energy cascade. The spatial
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Table 1 Numerical & Experimental Conditions Table 2 Measured Drag Coefficient of Bubble
Computational Conditions 
 Computational Domain =  0.10m X  0.10m X  0.10m 
 Max. Number of Bubbles in the Domain = 3426 
 Grid Division Number = 48 X 48 X 48 
 Time Integration Step = 0.001 sec. 
  Simulation Period = 5.000 sec.
Liquid Phase Conditions 
Density 
Kinematic Viscosity 
Temperature of Liquid Phase
  960  kg/m 3 
 10  -5  m  3/s
15  ° C.
Gas Phase Conditions 
Average Void Fraction 
Average Bubble Radius 
 Std. Dev. of Bub. Rad.
Terminal Velocity 
of single bubble  (m/s) 
 • Measured Value 
 • Predicted Value
Average Bubble Rising 
Velocity  (m/s) 
 • Measured Value 
 • Predicted Value
Slope of Energy Cascade 
 • Measured Value 
 • Predicted Value
CASE2 
0.612 % 
0.64 mm 
0.10 mm
0.108 
0.108
0.109 
0.107
-3  ± 0.3 
-3  ± 0.3
CASE4 
0.913 % 
0.86 mm 
0.13 mm
0.148 
0.148
0.146 
0.144
-3  ± 0.3 
-3 ± 0.3
Reynolds 
Number Re
Measured 
Drag Coeff.
Stokes Law 
or  Hadamard's 
Drag Coeff.  *1
Moore's 
Drag  Coeff. *2
 Mei's 
Drag  Coeff. *3
Tomiyama's 
Drag Coeff. *4
Levich's 
Drag  Coeff. *5
Standard Solid 
Drag Coeff. *6
CASE  1
11.9
1.61
1.35
1.45
2.16
2.45
4.04
3.68
CASE 2
13.8
1.43
1.16
1.41
1.91
2.28
3.48
3.42
CASE 3
18.4
1.47
0.87
1.27
1.52
L83
2.61
2.75
CASE 4
25.4
1.03
0.63
1.06
1.18
1.50
1.89
2.25
 CASES
28.4
0.92
0.56
0.99
1.08
1.40
1.69
2.11
*1 
*3 
*4 
*5
Cd=16/Re,  *2:Cd=  (48/Re) (1-2.21/f Re) 
Cd= (24/Re)  (2/3+1/A),  A=12/Re+0.75  (1+3.315/r Re) 
 Cd=  (16/Re) (1+0.15 Re  °  637) 
Cd=48/Re,  *6:Cd= (24/Re) (1+0.15  Re  °  657)
Detailed Information see References 10,12
resolution of the present numerical method is also 
discussed by comparison with the experimental 
results. The boundary condition, the initial condition 
and the drag coefficient of the bubble are given as 
follows. 
 3. 1 Boundary and initial conditions 
   Table 1 gives details of the simulation conditions. 
The calculation domain is cubic with a length of  L= 
0.10 m, and a periodic boundary condition is adopted 
for all six boundary planes. Since the present numeri-
cal method employs the volumetric averaged equa-
tions for liquid phase, the grid size must be larger than 
the bubble diameter. To satisfy this condition, the 
grid division number is set at  483=110 592 points so 
that the grid size is 2.08 mm. 
   The initial conditiongiven is, that liquid is stag-
nant and bubbles are suspended at random positions in 
a nongravity environment. Ordinary gravitational 
acceleration of  g=9.81 m/s2 actes on all the domains 
after the time of  t  =0.0 sec. Since the periodic bound-
ary condition is applied for all the boundaries, the 
solved flow field can sometimes be quite unstable due 
to the accumulation of numerical errors as time 
elapses. Hence, the average liquid velocity in the 
calculation domain is adjusted to be zero at every step 
instead of giving the Dirichlet condition. 
 3.  2 Drag coefficient of the bubble 
   When the dominant force component of the bub-
ble in the flow field is drag, it is important to formu-
late the most accurately drag coefficient among the 
various force components which are described in Eq.
 
(  5  ). For instance, conventional theoretical formula-
tion for the drag coefficient which was derived in the 
case where the clean bubble interface was assumed, is 
not suitable. This is because the drag coefficient of 
the bubble varies quite sensitively with the surfactant 
which covers the bubble interface easily due to its 
electrochemical properties. 
   Hence, the drag coefficient of the bubble has been 
measured directly in the experiment in order to exact-
ly give drag in the three-dimensional simulation. The 
drag coefficient is obtained by measuring the terminal 
velocity in the quiescent liquid condition for a bubble 
Reynolds numbers ranging from 11 to 30. 
   Table 2 shows the measured valuesin this experi-
ment, several theoretical values, and experimentally 
interpolated values of the drag coefficient. The pres-
ent results closely resemble the theoretical formula by 
Moore which is obtained in the case of surfactant-free 
bubbles. The reasons are that,  1) used liquid is 
sufficiently filtered, and  2) the silicone oil does not 
have the interface property to capture the impurity 
from the liquid. In the present analysis, the measured 
drag coefficient is between the Stokes drag  (*1 in 
Table 2, i.e. Hadamard drag) and rigid sphere (*6 in 
Table  2)  ,  so that a continuous function of the drag 
coefficient is constructed by interpolating the two 
formulae. Table 1 shows the comparisons between 
the terminal velocity obtained by this function and  the 
experimentally measured terminal velocity. It is 
recognized that these values agree well with each 
other with a significant value of three digits.
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 3. 3 Liquid-driven mechanism due to rising bub-
     bles 
   Figure 1 shows the time evolution of the flow 
which is simulated for CASE 4 in Table 1. At the 
initial stage, a doublet-like liquid flow is induced by 
surrounding individual bubbles. As time elapses, this 
microscale flow increases to a longer wavelength and 
formulates a vertically elongated flow path. When the 
kinetic energy of liquid is further increased, the flow 
becomes unstable due to the generation of strong 
shear stress, and produces a fluctuating structure 
similar to a turbulent flow. After the time of  t  -5.0 
sec, the mutual interaction between the bubbles and 
the fluctuation of the liquid flow are balanced, and no
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structural changes occur. 
 3  4 Time evolution of energy spectrum 
   Figure 2 shows the time evolution of the kinetic 
energy spectra in liquid phase under the condition of 
CASE 4. Although, the energy increases in all the 
wavenumber regions at the initial step  ( t  <  0.03 sec) , 
the energy growth stops in a large wavenumber region 
after t  =  0.03 sec. Therefore, the flow induced by the 
buoyant bubbles dissipates on the larger wavenumber 
side, and grows on the smaller wavenumber side. 
After the energy in a small wavenumber egion 
reaches a maximum  (t=3.0 sec) , it decreases slightly 
and becomes quasi-steady. This happens because in 
CASE 4, strongly driven liquid flow at  t  =3.0 sec 
begins to affect the bubble motion and makes it a 
dispersed one. Therefore, the buoyancy distribution 
becomes more uniform and liquid flow is not driven 
effectively by the bubbles. 
   In the energyspectra a constant energy-decaying 
slope against the exponential increase of the 
wavenumber can be observed. In this case, the slopes 
of -8/3 to-10/3 are recognized in wavenumber 
regions over  ln(k)=5.0. These values correspond well 
to the experimental results of our first  report(3). The 
slope becomes around  -5/3 in wavenumber regions 
below  ln(k)=5.0, and more even in much lower 
wavenumber egions. In this condition, since the 
wavenumber for bubble-bubble distance is calculated 
as  ln(ki)=5.02, it can be explained that the critical 
wavenumber which connects two different slopes is 
determined by the bubble-bubble interval distance as 
mentioned by us in their first  report°. Furthermore, 
the same energy-decaying slope is observed for CASE 
2 as shown in Table 1, and it is recognized that the
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predicted results correspond well with the experimen-
tal results. • 
      4. Analysis of Governing Factors 
   In the former section, it was indicated that the 
present numerical method, based on the Eulerian-
Lagrangian model could validly simulate the experi-
mental results under the limited conditions that the 
bubble Reynolds number was lower than 30 and the 
average void fraction was lower than 1.1%. In the 
following section, the parametric dependency for the 
inverse energy cascade is clarified by changing the 
flow conditions. 
 4.  1 Dependence on initial bubble arrangement 
   The local liquid flow induced by thebubbles at the 
initial stage is considered to be affected by the initial 
arrangement of the bubbles. However, as time 
elapses, the mutual interaction between the bubbles 
and surrounding liquid flow reaches an equilibrium 
state and then, the flow field becomes a quasi-steady 
state. The resultant flow structure in the quasi-steady 
state does not have the influence of the initial bubble
arrangement. Figure 3 shows the time evolution of 
the bubble distribution in the case where the initial 
bubble position is arranged by a square lattice pattern. 
As time elapses, the lattice arrangement collapses and 
converges to a certain distribution structure which 
depends on the relative motion between two phases. 
The feature of the converged distribution structure is 
discussed in subsections 4.3 and 4.4. 
 4.  2 Bubble-bubble interval distance and the crit-
      ical wavenumber 
   As mentioned in the first  report° and also in 
section 3.4 of this report, a relationship exists between 
the critical wavenumber and the bubble-bubble inter-
val distance. Here, three kinds of numerical analyses 
have been carried out to confirm the relationship more 
clearly. The average bubble-bubble interval distance 
is estimated by the length of a cube when the volume 
of computational domain V is divided by the number 
of bubbles N. Figure 4 represents the energy spectra 
under the conditions described in Table 3. The fol-
lowing matters are clarified from the results. 
 (  1  ) As the number of bubbles decreases (from (  a  ) 
to  (  c  ) in Fig.  4)  , the energy on the large wavenumber 
side is quickly damped, and the energy-decaying slope 
against the wavenumber becomes sharper. 
 (  2  ) The slope of the energy spectrum near the
Table 3 Critical Wavenumber
 t=1.005  t=10.0S 
Fig. 3 Independence of initial bubble configuration from 
      the inverse energy cascade
Detailed Conditions are the same as those of CASE 4 
 (Bubble Radius=0.86 mm,  v =10  x 10  -6 m 2/s)
In 
Fig. 4
(a)
(b)
(c)
 Bubble 
Number N
3426
685
171
Void Fract. 
     a
 [°/0]
0.913
0.183
0.046
Bubble's 
Interval 
 ln  (k
5.02
4.48
4.02
 _0 
 .0 
 h-7 
     -9 
11_10 
   -12 
-5  -la 
 -14 
   -15
 =—   0 
Era  P"  t
 kb=5.02
Ira E
H t
kb=4.48 kb= 4.02
2 2.5 3 3.5 4 4.5 5  5.6 2.5 3 3.5 4 4.5 5 5.5 2.5 3  3.6 4 4.5 5  6.5 6 
 1n(k)  k :  Wavenumber  in(k) k  : Wavenumber  in(k) k  :  Wavenumber  
(  a  )  N=3426  (  b  ) N=685  ,  (  c  )  N  =171 
        Fig. 4 Energy spectra of liquid phase for various numbers of bubbles
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(a) Individual bubble's buoyancy
      (b) Spatial averaged buoyancy 
Fig. 5 Nonuniform buoyancy source to generate macros-
     cale flow fluctuation (CASE 4) (Spatial averaging, 
      i.e., low-pass filtered void fraction at  t  =5.0 sec)
wavenumber of the bubble-bubble interval distance 
(kb in Table 3) ranges from  —5/3 to  —7/3, so that 
the difference is small. Therefore, the wavenumber at 
which the energy-decaying slope becomes sharper is 
higher than that of the bubble-bubble interval dis-
tance.  
(  3  ) The critical wavenumber estimated from Fig. 
4 (see Table 3) is close to the wavenumber of the 
bubble-bubble interval distance. Therefore, it is rec-
ognized that the critical wavenumber of the energy 
spectrum corresponds to the wavenumber of the bub-
ble-bubble distance for all three different cases. 
 4.  3 Flow structure of a wavenumber lower than 
      the critical wavenumber 
   The energy spectrum of liquid shows higher 
energy at a lower wavenumber than that of the bubble 
-bubble distance. It also shows a calm decaying slope 
against the increase of the wavenumber. This phe-
nomenon is considered as follows. 
   First, it is important to classify the types of 
buoyant distributions which can drive the liquid flow. 
From the fluid dynamical point of view, it can be said 
that there are two kinds of buoyancy  distributions  :  
(  1  ) Discrete buoyancy source as dispersed phase  
(  2  ) Nonuniform buoyancy distribution as aver-
aged phase 
   The factor  (  1  ) induces a flow fluctuation whose 
scale is around the bubble-bubble distance, and the 
factor  (  2  ) induces a more macroscale flow fluctua-
tion. The flow structure of a longer wavelength is 
estimated to be governed by factor  (  2  ). For instance, 
in the Eulerian-Eulerian model, each of the two 
phases are treated by volume-averaged quantities so 
that only factor  (  2  ) is simulated. In subsection 4.2, 
although the energy spectrum is explained by factor
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Table 4 Influence of Viscosity.  EVE  : Vertical Compo-
       nent Ratio of Kinetic Energy,  Slope  : Inverse 
       Energy Cascade Slope
Average Void Fraction = 0.913 %
Other conditions are the 
same as those of CASE 4
No
a
b
 ao
 V 
 X  10  -6 
m 2/s
10.0
5.0
2.5
10.0
Re
25.4
75.3
197.1
 0 
Forced
Calculated at  t=2.0s
0.58
0.49
0.30
0.50
Ez/E
0.947
0.899
0.893
0.767
Slope
-3 .3
-2 .9
-2.2
-4 .1
 ( 1  )  , the flow behavior due to factor  (  2  ) is dominant 
in the low wavenumber region. Figure 5  (  a  ) shows 
the bubble distribution at  t  =5.0 sec, and Fig. 5  ( b  ) 
shows the buoyancy distribution which is obtained by 
a spatial-averaging filter. Wavy structures are recog-
nized in the buoyancy distribution whose characteris-
tic length is longer than the bubble-bubble distance. 
This macroscale nonuniformity causes the inverse 
energy cascade at a wavenumber lower than the 
critical wavenumber. The energy transfer rate is 
considered to be affected by the bubble motion charac-
teristics. The relationship between the flow structure 
in the low wavenumber region and the motion charac-
teristics of the bubble will be discussed in the next 
section. 
 4.  4 Motion characteristics of bubble and wavy 
      structures of buoyancy 
   The wavy structures of the buoyancy distribution 
is considered to be governed by the motion character-
istics of the bubble. Here, as shown in Table 4, the 
two-phase flow structures are compared among liq-
uids of different kinematic viscosities. The term "ao" 
in Table 4 indicates a virtual simulation condition 
which is set to estimate the flow structure which is not 
affected by the relative velocity between the gas and 
liquid phases. In order to evaluate the wavy struc-
tures of the bubble distribution quantitatively, a 
dimensionless parameter "uniformity" is defined by 
the following equation. 
          1 
.71"min.5*  N„—A. 
 71—  (L
.,LyL.IN)" (15) 
   Here,  Lx,  Ly and  L. are lengths of the control-
volume in each direction, N and X are total bubble 
numbers inside the control-volume and position 
vector of the center of gravity of the bubble, respec-
tively. The numerator of the above equation indicates
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Fig. 6 Time evolution of bubble's uniformity for various 
      kinematic viscosities
the averaged minimum distance from each bubble to 
the nearest bubble, and the denominator indicates the 
case of completely uniform distribution. The value of 
 71 becomes 0.5 when the bubbles are randomly dis-
tributed. Therefore, the condition of  72  >0.5 indicates 
that the bubbles have a wider diffused distribution, 
and the condition of  72 < 0.5 indicates a closer concen-
trated distribution. 
   Figure 6 shows the time evolution of the uniform-
ity for the three cases from a to c in Table 4. From 
the starting stage until  t  =0.5 sec, the bubbles which 
are initially distributed randomly accumulate in the 
vertical, hence, the uniformity  7) decreases rapidy. 
The accumulation process is explained by the local 
liquid flow induced just around each bubble. After the 
time of  t  =2.0 sec, since the gas-liquid interaction 
becomes balanced, it is recognized that the uniformity 
changes depending on the kinematic viscosity. A 
lower uniformity is obtained in the case of the lower 
kinematic viscosity. This tendency can be explained 
as  follows  : When the kinematic viscosity is high, the 
relative velocity between the gas and the liquid phases 
is restrained so that the bubbles are only transported 
by the liquid flow. Hence, the wavy structures do not 
appear and a more widely diffused distribution is 
obtained by the local fluctuation in the liquid phase. 
However, when the kinematic viscosity is low, a fast 
relative velocity occurs, so that the bubbles are con-
centrated close to each other at high enstrophy 
regions by the pressure gradient  force). 
 4. 5 Inhomogeneous fluctuation in liquid flow 
 Ez/E in Table 4 is the ratio of the vertical compo-
nent of the kinetic energy  E. to the total kinetic 
energy E, which is calculated by the present 3-D 
analysis. If the flow fluctuation is isotropic,  Ez/E
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Fig. 7 Energy spectra of bubbly flow for various 
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equals 1/3. However,  Ez/E in a bubbly flow is much 
larger than 1/3 because the flow induced by the bub-
bles excels in vertical direction. However, in the 
cases of low void fraction and small bubble radius, 
 Ez/E increases due to strong interactions. Moreover, 
the reason why the vertical liquid flow is generated 
more in the case of the larger bubble Reynolds number 
can be explained by the same principle. 
 4.6 Dependence of energy spectrum on 
      kinematic viscosity 
   Figure 7 represents the comparison of energy 
spectra at  t=2.0 sec for three cases (a to c Table 4). 
It can be recognized from Fig. 7 that the energy level 
decreases in the entire wavenumber region owing to 
the increase of kinematic viscosity. "Slope" in Table 
4 indicates the gradient of energy spectrum which is 
obtained by the least square method for the range of 
the wavenumbers higher than that of bubble-bubble 
 distance  : In  (kb)  =5.01. It is confirmed that the slope 
of the inverse energy cascade does not have the 
generality like of turbulent cascade in single phase 
flows. Thus, this phenomenon depends on the momen-
tum dissipation due to molecular viscosity and 
momentum supply due to discrete buoyancy source. 
               5. Conclusions 
   As mentioned in our first  report°, PIV measure-
ment was performed to elucidate the inverse energy 
cascade in a bubbly flow, and it was confirmed that the 
local liquid flow structure induced by rising bubbles 
had a sharp constant slope in the energy spectrum 
over a critical wavenumber. In the present report, 
three-dimensional numerical analysis was performed 
using the Eulerian-Lagrangian model in order 
to investigate the kind of physical phenomena that
 JSME International Journal
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determines the slope. The results revealed the follow-
ing information, provided the bubble was spherical and 
did not have vortex shedding from the bubble inter-
face.  
(  1  ) The inverse energy cascade structure, whose 
experimental results were demonstrated in our first 
report, is also predicted by the present three-dimen-
sional numerical analysis based on the Eulerian-La-
grangian model. The reason why such a microscale 
flow structure can be simulated well by the grid reso-
lution larger than the bubble size is that this phenome-
non occurs at a wavenumber higher than that of 
bubble size or that of Kolmogorov scale in turbulent 
flow.  
(  2  ) The critical wavenumber at which the energy-
decaying slope sharply changes is determined by the 
bubble-bubble distance. Also, the energy-decaying 
slope varies with kinematic viscosity of liquid. The 
turbulence component with a wavelength shorter than 
the bubble-bubble distance is dissipated not by the 
turbulent eddy but by the molecular viscosity.  
(  3  ) The slope of energy-decaying in a higher 
wavenumber region depends on the kinematic viscos-
ity of liquid, and that in a lower wavenumber region 
depends on nonuniformity of the averaged buoyancy 
distribution which changes with the bubble motion. 
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