I.. Introduction {#sec1}
================

The applications of artificial intelligence (AI) have emerged in many aspects worldwide based on the huge improvements in technology and big data availability. Machine learning is a technique, integrating AI and computation, back and forth to find the best outcome in the model which has been successfully used in the decision making for clinical disease diagnosis and the risk prediction [@ref1]--[@ref2][@ref3][@ref4][@ref5][@ref6][@ref7][@ref8][@ref9][@ref10][@ref11][@ref12][@ref13]. For example, [@ref5] uses the machine learning by training hundreds of electrocardiographic (ECG) features to identify the pathological hypertrophic cardiomyopathy (HCM) [@ref14]. Relying on the machine learning or deep learning techniques, the physicians in next generation can make more accurate and fast judgements on the prognosis and disposals of a disease. In addition, AI can provide relevant and cost-effective medical service in the medically underserved regions.

Right ventricular hypertrophy (RVH) is mostly secondary to some pathological conditions such as chronic lung disease [@ref15], pulmonary embolism [@ref16], systemic arterial hypertension with left ventricular hypertrophy [@ref17], [@ref18] and primary pulmonary arterial hypertension [@ref19], [@ref20]. In some cases, RVH is involved in congenital cardiac diseases such as atrial or ventricular septal defects [@ref21], pulmonary valve stenosis [@ref22] and hypertrophic cardiomyopathy (HCM) [@ref23]. The presence of RVH has been associated with heart failure and cardiovascular disease events in middle and old-aged individuals [@ref24], [@ref25]. Since most of the RVH phenotypes represent a presence of underlying pathologic diseases, it is important to identify it at younger ages. However, the RVH prevalence in young adults is low, approximately 5-10% [@ref26], making it difficult to be screened out. The currently most used tool for detecting the presence of RVH among the general population is 12-lead surface electrocardiography (ECG) [@ref27]. Several ECG-based criteria such as the interpretations by Myers *et al.* and Sokolow-Lyon have been proposed for years [@ref28], [@ref29]; however, the performances of these ECG-based criteria for RVH consistently yield high specificity but low sensitivity. To our best knowledge, there have been a few studies implemented by machine learning and deep learning for the ECG features to detect left ventricular hypertrophy [@ref4], whereas the performance is only suboptimal in the general population. It is possible that a use of machine learning by solely the ECG features might not be good enough to fit for clinical requirements. In another respect, Tison *et al.* use the deep learning of convolutional neural network for training the ECG features to predict pulmonary arterial hypertension, which shows an excellent result [@ref6]. However, the machine learning methods have rarely been utilized for detecting the presence of RVH.

In this paper, we use a large sample of the military members taking age, body height and body weight as well as a number of ECG features into considerations for machine learning by the support vector machine (SVM) technique to relate to RVH. The rest of this paper is organized as follows. The materials and pre-test results for input features are revealed in [Section II](#sec2){ref-type="sec"}. [Section III](#sec3){ref-type="sec"} presents the proposed algorithm regarding the system for screening out RVH in detail. The experimental results are displayed in [Section IV](#sec4){ref-type="sec"}. We conclude this paper in [Section V](#sec5){ref-type="sec"}.

II.. Data Collection and Features Selection {#sec2}
===========================================

A.. Data Collection {#sec2a}
-------------------

This study includes a sample of 1,701 military males of 17--45 years from the ancillary cardiorespiratory fitness and hospitalization events in armed forces (CHIEF) substudy implemented in the Hualien Armed Forces General Hospital in Hualien city, Taiwan, R.O.C. Each participant underwent a 12-lead ECG and a transthoracic echocardiography at the same visit for an annual routine health examination. The design and rationale of this study has been described previously [@ref30]--[@ref31][@ref32][@ref33][@ref34][@ref35][@ref36][@ref37][@ref38][@ref39][@ref40][@ref41][@ref42]. The 12-lead ECG features were obtained from two ECG manufacturers' products including CARDIOVIT MS-2015 (Schiller AG, Baar, Switzerland) and TC70 CARDIOGRAPH (Philips, Amsterdam, Netherlands). The ECG signal in each lead was recorded with a duration of 2.5 seconds and the sampling frequency of 500 Hz. The echocardiography was operated by utilizing the IE33 (Philips, Amsterdam, Netherlands). All the ECG and echocardiography procedures were performed by a senior certificated technician. The 28 ECG features used in the proposed method include heart rate, the axes of P, QRS, and T waves in Lead II, and the durations of P wave, PR interval, QRS interval, QT interval and QTc interval in Lead II, and the amplitudes of R waves in limb Leads I, II, III, aVR, aVL and aVF and S wave in Lead aVL, and the amplitudes of R and S waves in chest Leads V1-V6, which are obtained by either CARDIOVIT MS-2015 or TC70 CARDIOGRAPH. In addition, a population of 176 military females of ages 17--42 years from the ancillary CHIEF substudy, is treated as another test set using the male model trained by the SVM machine learning for age, anthropometrics and ECG features. The comparison methods are the Sokolow-Lyon voltage criterion for RVH [@ref29], defined as a composite of amplitudes R-V1+(S-V5 or S-V6) \> 10.5 mm for both males and females, and Myers *et al.* [@ref28] voltage criterion, defined as (R-V1/S-V1 ratio \> 1) or (R-V5/S-V5 ratio or R-V6/S-V6 ratio \< 1) or (R-V1 \> 6 mm) for both males and females, respectively, where the voltage of 0.1 mV represents 1 mm.

The diagnosis of RVH is based on the recommendations of the American Society of Echocardiography [@ref43]. Quantification of right ventricular wall thickness (RVWT) is measured by M-mode and 2-dimensional methods at the onset of QRS complex of end diastole in echocardiographic parasternal long axis view. Echocardiographic RVH for young male adults is defined to be RVWT \> 5.5 mm which is approximately the 95^th^ percentile in the military males [@ref44]. In addition, echocardiographic RVH for young female adults is defined to be RVWT \> 5.2 mm, which is determined based on the 95^th^ percentile of our military females. The cut-off points for the echocardiographic RVH for both male and female adults are suggested as RVWT \> 5.0 mm which are fit for the suggestion by the American Society of Echocardiography [@ref43]. To devise the proposed machine learning method, the data for the male samples are partitioned into 80% for training with cross validation and 20% for test. This study protocol has been approved by the Institutional Review Broad of Mennonite Christian Hospital (No. 16-05-008) in Hualien, Taiwan.

B.. Pre-Test for Input Features {#sec2b}
-------------------------------

Several physiological parameters are stepwise added on the 28 ECG features, as the input parameters for SVM machine learning to find the most efficient system for clinical use at the initial stage. These physiological parameters include age, body height, body weight, waist circumference, systolic blood pressure (SBP) and diastolic blood pressure (DBP). The preliminary results of additional physiological parameters and adopted 28 ECG features are listed in [Table 1](#table1){ref-type="table"}. In the stepwise pre-test, we only use training set and test set for the SVM model to compare the performances of different ECG-based combinations. As revealed from the combinations in [Table 1](#table1){ref-type="table"}, the largest area under curve (AUC) of Precision-Recall (PR) curve and the competent AUC of Receiver Operating Characteristic (ROC) curve in the test set are observed when age, body height, body weight and the 28 ECG parameters are the inputs to relate to the output RVH. Thus, these 31 parameters are decided as the input features of our machine learning model. The baseline values of each parameter for the study participants are demonstrated in [Table 2](#table2){ref-type="table"}. The label of RVH is by the criterion of RVWT \> 5.5 mm for young males. As revealed in [Table 2](#table2){ref-type="table"}, the characteristics in those with and those without RVH are presented as mean ± standard deviation for continuous data and compared by independent t-test. A p-value \< 0.05 is regarded significant. It is notable that older age, greater body height and body weight are observed in those with echocardiographic RVH.TABLE 1Preliminary Performances of Additional Physiological Parameters and Adopted 28 ECG FeaturesECG (28)✔✔✔✔✔Age--✔✔✔✔Height and Weight----✔✔✔Waist Circumference------✔✔SBP and DBP--------✔Number of Input Features2829313234ROC AUC0.7250.7580.7900.7890.800PR AUC0.3000.3070.3610.3490.340TABLE 2Characteristics of Study Participants (Males)FeaturesTotal N=1701Non-RVH N=1526RVH N=175p-valueAge (years)25.30±6.8224.93±6.6128.51±7.74\<0.001Height (cm)172.03±5.96171.85±5.97173.59±5.76\<0.001Weight (kg)72.45±12.2571.41±11.8081.51±12.40\<0.001Heart rate (bpm)66.89±11.9067.08±11.9165.18±11.810.046P-II(ms)106.21±15.24105.97±15.25108.28±15.110.058PR-II(ms)157.30±20.70156.84±20.67161.27±20.570.007QRS-II(ms)97.66±10.4997.49±10.6099.12±9.390.033QT-II(ms)370.57±28.24369.74±28.20377.75±27.74\<0.001QTc-II(ms)389.40±24.76389.09±24.88392.10±23.610.129P axis-II(degree)44.84±26.9445.21±26.9941.66±26.380.098QRS axis-II(degree)64.95±32.5866.34±32.0052.85±35.09\<0.001T axis-II(degree)35.77±21.0336.64±20.7128.17±22.25\<0.001R-I(mm)5.82±2.985.61±2.827.63±3.64\<0.001R-II(mm)13.03±5.0113.16±5.0411.88±4.660.001R-III(mm)8.64±5.948.90±5.976.41±5.18\<0.001R-aVR(mm)1.11±1.241.12±1.251.04±1.120.426R-aVL(mm)2.35±2.192.20±2.013.68±3.11\<0.001S-aVL(mm)2.63±3.082.67±3.122.30±2.640.092R-aVF(mm)10.68±5.4310.89±5.458.84±4.89\<0.001R-V1(mm)3.63±2.253.67±2.283.32±1.940.027S-V1(mm)10.37±5.3410.46±5.339.62±5.370.048R-V2(mm)8.87±4.278.83±4.269.19±4.320.284S-V2(mm)16.32±6.9016.41±6.8415.53±7.300.110R-V3(mm)13.55±6.3013.59±6.4013.24±5.410.427S-V3(mm)8.64±5.358.56±5.319.39±5.580.049R-V4(mm)20.05±7.0320.19±7.1418.85±5.900.006S-V4(mm)5.48±4.195.39±4.156.33±4.460.005R-V5(mm)20.12±5.9120.09±5.9620.35±5.410.572S-V5(mm)3.44±3.013.37±2.954.03±3.460.017R-V6(mm)16.59±5.0616.45±5.0717.76±4.990.001S-V6(mm)2.04±2.032.01±1.992.33±2.390.088

III.. Proposed Method {#sec3}
=====================

We use the 31 input parameters consisting of age, body height, body weight and the 28 ECG features for machine learning on the basis of the preliminary results from the pre-test. The SVM model for these features to relate to the presence of RVH in the young military males is chosen as machine learning technique. The reasons for selecting the SVM model are according to its merits of memory efficiency, effectiveness in high dimensional spaces and very successful discriminative models in many applications [@ref3], [@ref5], [@ref12], [@ref13], [@ref45]. In addition, SVM could provide efficient operation process by taking less training time and running time. Therefore, the SVM is utilized as the machine learning technique which can be practical in an ECG equipment.

A.. Data Pre-Processing and Cross Validation {#sec3a}
--------------------------------------------

Because of different dynamic ranges for various input features, the Min-Max normalization is used to normalize the original data of 31 input features into the interval \[0-1\]. A linear transformation on the original data for each feature is performed by Min-Max normalization for data pre-processing.

The partition of experimental data is exhibited in [Fig. 1](#fig1){ref-type="fig"}. The normalized data of 1,701 military males are divided into the total training and validation set and the test set with 4:1 ratio. The total training and validation set is segmented into four equal sample size groups. Within the four groups, one group is taken as the validation set for validating the model, and the other three groups are used as the training set. [Fig. 1](#fig1){ref-type="fig"} also shows the data partition of four folds. Each fold has similar proportions of Non-RVH and RVH cases. The 4-fold cross validation process repeats the training and validation procedures for four times. Each of the four groups is utilized once as the validation set. The values of the area under curve (AUC) of the PR curves for the four folds are averaged and taken as a single performance. FIGURE 1.Data partition of the datasets and cross validation.

[Table 3](#table3){ref-type="table"} lists the data numbers composed by four folds. Non-RVH samples predominate and RVH samples occupy only a small percentage in our data since the prevalence of RVH in the young adults is about 10%. For example, in the 1st cross validation, the numbers for training data and validation data are 1,020 (Non-RVH: 921, RVH: 99) and 340 (Non-RVH: 300, RVH: 40), respectively. This imbalance phenomenon between Non-RVH and RVH groups is evident. In [@ref46], Chawla *et al.* propose the synthetic minority over-sampling technique (SMOTE), which is a popular over-sampling method. We apply SMOTE to solve the problem of imbalance data. SMOTE mainly creates new minority class samples by selecting a near minority class neighbor randomly and interpolating. In the viewpoint of geometry, the process of SMOTE can be regarded as the interpolation between two minority class samples and thus expand the decision space for RVH samples. It benefits the SVM classifier to provide a better prediction rate on RVH samples.TABLE 3Data Numbers in the Training and Validation Set for 4-Fold Cross ValidationFoldDataNon-RVHRVHTotal1stTraining Set921991020Pre-processed by SMOTE9219211842Validation Set300403402ndTraining Set922981020Pre-processed by SMOTE9229221844Validation Set299413403rdTraining Set9091111020Pre-processed by SMOTE9099091818Validation Set312283404thTraining Set9111091020Pre-processed by SMOTE9119111822Validation Set31030340

As shown in [Table 3](#table3){ref-type="table"}, the SMOTE is utilized in the process of 4-fold cross validation. The training data for RVH groups are pre-processed by SMOTE to be the same amount with the numbers of non-RVH groups as 921, 922, 909 and 911, respectively, for the four folds.

B.. Machine Learning Model {#sec3b}
--------------------------

The binary classifier, support vector machine [@ref47]--[@ref48][@ref49], is used by the proposed method for machine learning. SVM estimates the hyperplane that best discriminates Non-RVH and RVH classes in a high dimensional space according to a maximum separation margin criterion. Generally speaking, a good separation is realized by the hyperplane that has the largest distance to the nearest training data points of Non-RVH and RVH classes, since the larger the margin, the lower the generalization error of the SVM classifier. Soft-margin SVM, which is adopted in our method, allows a certain number of mistakes and preserves margin as wide as possible and some outliers are inside or on the incorrect side of the margin.

A training vector in Non-RVH or RVH class with associated label is processed by Min-Max normalization. We synthesize and increase the minority data (RVH group) in the training set by using SMOTE. The linear SVM classifier generates the weight vector to construct the hyperplane, which is obtained by solving the objective function with the L2 norm regularization and loss function for the soft--margin SVM evaluated on the training set and weighted by hyperparameter *C.* The hyperparameter $\documentclass[12pt]{minimal}
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After the optimized hyperparameter is determined, the SVM model is trained by the data in the total training and validation set as shown in [Fig. 3](#fig3){ref-type="fig"}. The data in total training and validation set for RVH group are pre-processed by SMOTE, and the number is raised to 1,221 as shown in [Table 4](#table4){ref-type="table"}.TABLE 4Data Numbers of Total DataDataNon-RVHRVHTotalTotal Training and Validation Set12211391360Pre-processed by SMOTE122112212442Test Set30536341Total Data15261751701 FIGURE 3.Flowchart of training and test procedures of proposed method.

IV.. Experimental Results {#sec4}
=========================

The proposed RVH screening method is coded by scikit learn v0.20.2 software with Python [@ref50]. The initial test value, the increment and the end test value of the hyperparameter are listed in [Table 5](#table5){ref-type="table"}.TABLE 5Hyperparameter OptimizationModelHyperparameterInitial valueEnd valueIntervalOptimum valueSupport Vector Machine (Linear)$\documentclass[12pt]{minimal}
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A.. Performance Measurement {#sec4a}
---------------------------

To find the most appropriate test cut-off probability [@ref51] for the SVM method, the specificity around 70-75% is chosen as the criterion as shown in [Fig. 3](#fig3){ref-type="fig"}. Performance evaluation consists of several standard measurements including accuracy, specificity, sensitivity (recall), precision, F~1~ score, the AUC of ROC curve and the AUC of PR curve [@ref52], [@ref53].

Accuracy, specificity, sensitivity(recall) and precision are defined by true positive (*TP*), true negative (*TN*), false positive (*FP*) and false negative (*FN*) as listed in [(1)--(4)](#deqn1-deqn5){ref-type="disp-formula"}. F~1~ score represents the harmonic average of the precision and recall as denoted in [(5)](#deqn1-deqn5){ref-type="disp-formula"}.$$\documentclass[12pt]{minimal}
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B.. Results and Discussion {#sec4b}
--------------------------

[Table 6](#table6){ref-type="table"} tabulates the data numbers and screening results for RVH of the 4-fold cross validation with the optimized hyperparameter. In the validation sets, the RVH prevalence is ranged from 8.2-12.1% as shown in [Table 6](#table6){ref-type="table"}. The values of F~1~ score, the AUCs of ROC and PR curves are similar across the four folds. [Fig. 4](#fig4){ref-type="fig"} shows the respective ROC curves and PR curves for the four folds. The average AUC of ROC curve is 0.718 and the average AUC of PR curve is 0.261. The prediction results of the total training and validation set, test set and total data are listed in [Table 7](#table7){ref-type="table"}. In the total training and validation set, the SMOTE is applied for solving the imbalance in sample sizes between the non-RVH and RVH groups to increase the prevalence of RVH to 50%. Therefore, the precision, the F~1~ score and the AUC of PR curve of the total training and validation set are superior to those of the other two datasets. In the test set and total data, the prevalence of RVH is around 10%. The results of the test set regarding accuracy, specificity, sensitivity, precision and F~1~ score are 70.4%, 70.2%, 72.2%, 22.2% and 34.0%, respectively, which are consistent with the results of the total data. [Fig. 5](#fig5){ref-type="fig"} compares the ROC curves and the PR curves for various datasets including the total training and validation set, the test set and the total data. The three datasets reveal similar AUCs of the ROC curves. We compare the proposed SVM-based machine learning method with the Sokolow-Lyon voltage and the Myers *et al.* voltage criteria for RVH as listed in [Table 8](#table8){ref-type="table"}. All data of the 1,701 military males are tested. With the specificity of 70.0%, chosen between 70-75%, our SVM-based method provides much better sensitivity 70.3% compared to 19.4% and 15.4% for the Sokolow-Lyon and the Myers *et. al* voltage criteria, respectively. [Fig. 6](#fig6){ref-type="fig"} compares the ROC curves and the PR curves between the Sokolow-Lyon voltage criterion and the proposed SVM-based method for screening RVH. The results show that the proposed SVM-based method has much better performance compared with the traditional Sokolow-Lyon voltage criterion.TABLE 6Data Numbers and Performances for 4-Fold Cross ValidationValidation set 1st foldValidation set 2nd foldValidation set 3rd foldValidation set 4th foldAverageNon-RVH Group300299312310--RVH Group40412830--Total340340340340--Prevalence Rate11.8%12.1%8.2%8.8%--F~1~-score30.8%38.0%25.0%25.0%29.7%ROC AUC0.7120.7730.7170.6710.718PR AUC0.2150.3350.2870.2070.261TABLE 7Prediction Results of Proposed Method for Various DatasetsTotal training and validation set (SMOTE)Test setTotal dataNon-RVH Group12213051526RVH Group122136175Total24423411701Prevalence Rate50.0%10.6%10.3%Accuracy70.1%70.4%70.0%Specificity69.9%70.2%70.0%Sensitivity70.4%72.2%70.3%Precision70.1%22.2%21.2%F~1~-score70.2%34.0%32.6%ROC AUC0.7860.7770.780PR AUC0.7400.2950.285True Negative8542141068False Negative3621052False Positive36791458True Positive85926123TABLE 8Performance Comparison of Proposed Method and Traditional ECG Voltage CriteriaSVMSokolow-LyonMyers et al.Cut-off Value0.49510.5 mm--Accuracy70.0%77.3%74.2%Specificity70.0%83.9%80.9%Sensitivity70.3%19.4%15.4%Precision21.2%12.2%8.5%F~1~-score32.6%15.0%11.0%ROC AUC0.7800.518--PR AUC0.2850.112--True Negative106812811235False Negative52141148False Positive458245291True Positive1233427 FIGURE 4.ROC and PR curves for the 4-fold cross validation. FIGURE 5.ROC and PR curves of proposed method for various datasets. FIGURE 6.ROC and PR curves of proposed method and traditional ECG voltage criteria.

We also compare the proposed SVM method using linear kernel with other three machine learning models: SVM with radial basis function (RBF) kernel (non-linear) [@ref54], random forest (RF) [@ref55] and gradient boosting decision tree (GBDT) [@ref56]. The hyperparameter optimization for the three methods is listed in [Table 5](#table5){ref-type="table"}. The experimental results for test set are shown in [Table 9](#table9){ref-type="table"}. The performances using SVM models are superior to those of RF and GBDT models. The SVM models with linear and RBF kernels provide similar performances. As described in [@ref57], if the number of input features is large, mapping data to a higher dimensional space may not be needed. In other words, the non-linear mapping may not improve the performance. And only one hyperparameter $\documentclass[12pt]{minimal}
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\end{document}$ is searched for linear kernel instead of (*C, Gamma*) for the RBF kernel.TABLE 9Performance Comparison of Various Machine Learning Models for Test SetSVM (Linear)SVM (RBF)RFGBDTAccuracy70.4%71.0%69.5%68.9%Specificity70.2%70.8%70.5%70.8%Sensitivity72.2%72.2%61.1%52.8%Precision22.2%22.6%19.6%17.6%F~1~-score34.0%34.4%29.7%26.4%ROC AUC0.7770.7800.7100.683PR AUC0.2950.2970.3000.330True Negative214216215216False Negative10101417False Positive91899089True Positive26262219

Furthermore, we also test the CHIEF military female subcohort data (176 military females aged 17--42 years) with the label of echocardiographic RVH by the definition of RVWT \> 5.2 mm for young females using the proposed SVM-based model trained by the military young males. The average and standard deviation for each adopted physiological and ECG features of the female participants with and without

echocardiographic RVH are listed in [Table 10](#table10){ref-type="table"}. Age and body weight are two features with significant differences. The prediction results for the female population are shown in [Table 11](#table11){ref-type="table"}. The accuracy, specificity, sensitivity, precision and F~1~ score of the female test set using the proposed SVM method with linear kernel are 73.3%, 72.9%, 80.0%, 15.1% and 25.4%, respectively, which are in line with the suboptimal results of the male set. As compared to the SVM method with RBF kernel, the traditional Sokolow-Lyon voltage [@ref29] and Myers *et al.* voltage criteria [@ref28], the proposed SVM method with linear kernel also provides better performance evaluated by F~1~ score, the AUCs of ROC curves and PR curves. [Fig. 7](#fig7){ref-type="fig"} shows the ROC curves and PR curves for the female's test data.TABLE 10Characteristics of Study Participants (Females)FeaturesTotal N=176Non-RVH N=166RVH N=10p-valueAge (years)25.32±5.3525.13±5.3228.50±5.130.053Height (cm)160.79±4.85160.71±4.90162.10±3.770.379Weight (kg)58.95±9.3258.18±8.4671.77±13.540.011Heart rate (bpm)68.47±11.2568.38±11.1769.90±13.090.679P-II(ms)99.84±15.0699.58±15.33104.00±8.990.369PR-II(ms)147.70±22.74147.73±23.19147.20±13.960.943QRS-II(ms)90.13±12.4990.26±12.6688.00±9.380.580QT-II(ms)383.14±34.91383.08±35.15384.00±32.330.936QTc-II(ms)409.78±29.08409.56±28.36413.40±40.990.686P axis-II(degree)43.57±26.2544.34±26.0130.70±28.250.111QRS axis-II(degree)71.24±32.1371.77±32.6662.50±20.830.377T axis-II(degree)34.49±20.2233.96±19.9843.40±23.160.152R-I(mm)4.14±2.114.03±1.985.98±3.270.093R-II(mm)11.30±3.6511.29±3.6811.39±3.320.936R-III(mm)8.35±4.488.47±4.536.45±2.910.167R-aVR(mm)0.88±1.160.87±1.191.10±0.640.318R-aVL(mm)1.44±1.151.40±1.122.04±1.450.087S-aVL(mm)2.75±2.832.79±2.862.12±2.440.472R-aVF(mm)9.74±3.859.78±3.938.99±2.060.289R-V1(mm)2.71±1.592.70±1.582.77±1.910.902S-V1(mm)6.90±3.546.84±3.597.99±2.410.318R-V2(mm)6.41±2.946.40±2.876.45±4.120.965S-V2(mm)9.68±4.929.63±4.9310.45±4.970.612R-V3(mm)9.10±4.269.11±4.299.06±3.890.970S-V3(mm)5.52±3.815.46±3.836.53±3.360.391R-V4(mm)13.16±4.4813.18±4.5012.79±4.320.791S-V4(mm)3.63±2.953.60±2.994.14±2.100.578R-V5(mm)13.49±4.1113.46±4.1413.97±3.770.700S-V5(mm)2.49±2.162.47±2.212.79±1.210.654R-V6(mm)12.15±3.7312.08±3.7413.31±3.470.311S-V6(mm)1.59±1.581.57±1.611.92±0.910.501TABLE 11Performance Comparison of Proposed Methods and Traditional ECG Voltage Criteria for Female's Test DataSVM (Linear)SVM (RBF)Sokolow-LyonMyers et al.Cut-off Value0.1980.50010.5mm--Accuracy73.3%74.4%90.9%83.5%Specificity72.9%74.7%95.8%88.0%Sensitivity80.0%70.0%10.0%10.0%Precision15.1%14.3%12.5%4.8%F~1~-score25.4%23.7%11.1%6.5%ROC AUC0.8100.7590.553--PR AUC0.2670.1450.063--True Negative121124159146False Negative2399False Positive4542720True Positive8711 FIGURE 7.ROC and PR curves of proposed method and traditional ECG voltage criteria for female's test data.

[Fig. 8](#fig8){ref-type="fig"} exhibits the feature importance in the descending priority with regard to the overall 31 input features. We find that body weight and age are the two most important predictors of echocardiographic RVH in our SVM model. The other important features of RVH with the coefficient magnitude ≥1 include heart rate, the R amplitudes in limb Lead I and chest Lead V4, and the S amplitude in chest Lead V4. FIGURE 8.Feature importance of the 31 input parameters.

V.. Conclusion {#sec5}
==============

This paper uses machine learning method to train physiological parameters and ECG features in relation to the presence of RVH. We develop a clinically effective ECG system with simple physiological parameters by utilizing the SVM technique to screen RVH in a large sample of young adults. Compared with the traditional ECG criteria including the Sokolow-Lyon voltage and the Myers *et al.* voltage criteria for RVH, the proposed SVM-based technique provides superior performances with regard to sensitivity, precision, F~1~ score, and the AUCs of ROC curves and PR curves. Furthermore, although the proposed model of our ECG-based system is merely trained upon the young males, the SVM-based method can be tested properly for the young females as well. For future work, this proposed ECG-based system with simple physiological parameter inputs will be trained and tested specifically for young females to further clarify the validity and the consistency.
