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Abstract
Observational longitudinal data on treatments and covariates are increasingly used to investi-
gate treatment effects, but are often subject to time-dependent confounding. Marginal structural
models (MSMs), estimated using inverse probability of treatment weighting or the g-formula, are
popular for handling this problem. With increasing development of advanced causal inference
methods, it is important to be able to assess their performance in different scenarios to guide their
application. Simulation studies are a key tool for this, but their use to evaluate causal inference
methods has been limited. This paper focuses on the use of simulations for evaluations involving
MSMs in studies with a time-to-event outcome. In a simulation, it is important to be able to
generate the data in such a way that the correct form of any models to be fitted to those data is
known. However, this is not straightforward in the longitudinal setting because it is natural for
data to be generated in a sequential conditional manner, whereas MSMs involve fitting marginal
rather than conditional hazard models. We provide general results that enable the form of the
correctly-specified MSM to be derived based on a conditional data generating procedure, and
show how the results can be applied when the conditional hazard model is an Aalen additive haz-
ard or Cox model. Using conditional additive hazard models is advantageous because they imply
additive MSMs that can be fitted using standard software. We describe and illustrate a simulation
algorithm. Our results will help researchers to effectively evaluate causal inference methods via
simulation.
1 Introduction
Observational longitudinal data are increasingly used to investigate the effects of treatments and expo-
sures on health outcomes. To estimate treatment effects from observational data we must account for
confounding of the treatment-outcome association, sometimes referred to as ‘confounding by indica-
tion’, and recent years have seen huge developments in statistical and epidemiological methods for
this task. In this paper we focus on the setting of estimating the joint effects of treatment across time-
points on a time-to-event outcome using longitudinal data on treatment use and covariates, where
time-dependent confounding is a specific challenge. When there is time-dependent confounding,
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standard analysis methods, such as Cox regression with adjustment for baseline or time-updated co-
variates, do not in general enable estimation of the causal effects of interest (Daniel et al., 2013).
Several methods have been described for estimating the causal effects of longitudinal treatment
regimes on time-to-event outcomes. Marginal structural models (MSM) estimated using inverse prob-
ability of treatment weighting (IPTW) for time-to-event outcomes were introduced by Herna´n et al.
(2000), who described use of marginal structural Cox models (Cox MSM). Other methods include
estimation of MSMs using the g-formula (also called g-computation) (Daniel et al., 2011, Keil et al.,
2014, Robins, 1986), structural nested accelerated failure time models (Herna´n et al., 2005, Robins,
1992), structural nested failure time models (Robins et al., 1992, Vansteelandt and Joffe, 2014), struc-
tural nested cumulative failure time models (Picciotto et al., 2012), and structural nested cumulative
survival time models (Seaman et al., 2019). A recent review (Clare et al., 2018) found that among
these, the Cox MSM approach is by far the most commonly used method in practice.
With the increasing development of more advanced causal inference methods, it is important to be
able to evaluate method performance in different scenarios and make comparisons between methods
to guide their use in practice. Simulation studies are a key tool for such investigations and can be used
to assess properties such as bias, efficiency and coverage of confidence intervals. The results help
analysts to choose which methods are most appropriate for answering research questions using their
data. The importance of well-conducted simulation studies was highlighted by Morris et al. (2019),
who provide detailed guidance for their planning and reporting. In this paper we focus on the use of
simulation studies for evaluations involving MSMs in the setting of a time-to-event outcome using
longitudinal data on treatment use and covariates. When conducting a simulation study, it is desirable
to be able to generate the data in such a way that the correct form of any analysis model to be fitted
to those data is known, so that we know that the analysis model is correctly specified. For example,
suppose that we wished to use a simulation study to assess the performance of the IPTW estimation
approach for MSMs when the models for the weights are mis-specified in some way. It would be
important to know that the MSM itself is correctly specified, so that any bias in the estimates can be
attributed to mis-specification of the models used for the weights. As a second example, suppose that
we wished to use a simulation study to compare the relative efficiency of the estimates of survival
probabilities obtained using IPTW and using the g-formula. To make a fair comparison, the models
involved in each approach should be correctly specified.
Generating longitudinal and time-to-event data in such a way that the form of models used in methods
applied to the data are known is not straightforward. A reason for this is that it is natural for the data
to be generated in a sequential conditional manner, generating each individual’s covariates, treatment
status, and survival status at each measurement time in turn conditional on the past, starting at time
zero. This makes use of conditional models, including conditional hazard models for the time-to-event
component. Analysis methods based on MSMs, on the other hand, make use of marginal (population
average) rather than conditional hazard models. In this paper we show how to simulate longitudinal
data on treatments and covariates together with a time-to-event outcome in such a way that the form
of the MSM that specifies the marginal hazard of the outcome is known, and hence that we know or
are able to derive the true values of its parameters and of causal estimands of interest such as risk
differences or risk ratios. Our results will help researchers to effectively evaluate causal inference
methods via simulation; a task of high importance but which is currently very rarely performed.
We provide general results that enable the form of the correctly specified MSM to be derived from
a conditional hazard model used in the data simulation procedure, and show how the results can be
applied when the conditional hazard model is an additive hazard model (Aalen et al., 2008) or a Cox
model (Cox, 1972). We show that there is an advantage to using conditional additive hazard models
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for the data simulation, because this results in an additive form for the MSM, which can be fitted
using standard software. The same does not hold for the Cox model. Havercroft and Didelez (2012),
Young et al. (2010) and Young and Tchetgen Tchetgen (2014) outlined algorithms for simulating lon-
gitudinal and time-to-event data to correspond with a specified Cox MSM, but their methods require
restrictive assumptions, which limits the simulation scenarios that can be generated. We instead place
an emphasis on use of additive hazard models, and the scenarios to which our results can be used are
not limited, as in the earlier work.
The paper is organised as follows. In Section 2 we outline the longitudinal data set up and the notation.
In Section 3 we review briefly why standard methods of analysis based on regression adjustment do
not estimate the causal effects of interest and describe the use of MSMs in causal inference. Our main
results are presented in Section 4, where we derive formulae that describe the relationship between
a conditional hazard model and an MSM for the hazard and show the advantages of simulating data
using an additive hazard model. In Section 5 we provide an example simulation algorithm and the
algorithm is illustrated in Section 6. R code corresponding to the algorithm and the illustration is
provided at https://github.com/ruthkeogh/causal sim. We conclude with a discussion in Section 7.
2 Longitudinal data and time-dependent confounding
We consider a study in which n individuals are observed at regular visits up until the earlier of the
time of the event of interest and the censoring time. The visit times, assumed to be the same for
everybody, are k = 0, 1, . . . ,K. At each visit we observe binary treatment status Ak and a set of
time-dependent covariates Lk. A bar over a time-dependent variable indicates the history, that is
A¯k = {A0, A1, . . . , Ak} and L¯k = {L0, L1, . . . , Lk}. We let Ak = {Ak, Ak+1, . . . , AK} denote
treatment from visit k up to K. The event time is denoted T . For simplicity we assume that all
censoring is administrative at time K + 1, but the analysis methods that we focus on in this paper
also accommodate loss to-follow-up and we discuss this in Section 7. Temporal causal relationships
between variables are illustrated using a directed acyclic graph (DAG) in Figure 1. The DAG also
includes a variable U , which has direct effects on Lk and T but not on Ak. U is an unmeasured
individual frailty and we include it because it is realistic that such individual frailty effects exist
in practice. Because U is not a confounder of the assocation between Ak and T , the fact that it
is unmeasured does not affect our ability to estimate causal effects of treatments. In the DAG the
relationships are illustrated for a discrete-time setting where Yk = I(T > k). One can imagine
extending the DAG by adding a series of small time intervals between each visit, at which I(T > t)
is observed. As the time intervals become very small we approach the continuous time setting.
It is possible to use the longitudinal data to estimate the impact of treatment at visit k, Ak on the
concurrent hazard, for example using a Cox regression with time-updated treatment and with adjust-
ment for confounding by the past treatment and covariate history, (A¯k−1, L¯k). This is discussed in
Section 3.1. However, questions about causal joint effects of treatments over time are more diffi-
cult to answer, due to the presence of time-dependent confounding. An example of a question about
causal joint treatment effects is whether there is a difference in the probability of survival up to τ
years had an individual been assigned by an intervention to have A = 1 at all time points versus had
they been assigned to have A = 0 at all time points. Time-dependent confounding occurs when there
are time-dependent covariates that predict subsequent treatment use, are affected by earlier treatment,
and affect the outcome through pathways that are not just through subsequent treatment. The Lk are
time-dependent confounders in the DAG in Figure 1. The DAG could be extended in various ways,
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Figure 1: Causal directed acyclic graph (DAG) illustrating relationships between treatment A, time-
dependent covariatesL, an unmeasured frailty termU and time-to-event, illustrated for a discrete-time
setting where Yk = I(T > k).
in particular so that there are long term effects of L on A and vice versa. For example, we could add
arrows from Lk to Ak+1 and from Ak to Lk+2. Long term effects of A and L on survival could also
be added, for example by adding arrows from Lk and Ak to Yk+1.
3 Estimating treatment effects using longitudinal data
3.1 Traditional survival analysis
We begin by briefly reviewing traditional methods of analysis for investigating the association be-
tween a time-dependent treatment variable and a time-to-event outcome. By far the most popular
approach is Cox regression (Cox, 1972). Consider a Cox regression model in which the hazard at
time t, incorporating time-dependent covariates, is
λ(t|A¯btc, L¯btc) = λ0(t) exp
βA0Abtc + btc∑
j=1
βAjAbtc−j +
btc∑
j=0
βLjLbtc−j
 (1)
where Abtc and Lbtc denote the values at the most recent visit prior to time t, λ0(t) is the baseline
hazard, and the β parameters are log hazard ratios. The hazard ratio exp (βA0) is the instantaneous
multiplicative effect of the current treatment Abtc on the hazard among individuals at risk at time t,
assumed to be the same for all t, adjusted for past variables (including past treatment), which are
confounders of the association between Abtc and the current hazard. The other model parameters do
not have a straightforward interpretation. For example, the coefficient for Abtc−1, βA1, is conditional
on covariates that includeAbtc and Lbtc, which are on the mediating pathway fromAbtc−1 to survival,
and so its interpretation is complicated. Hence, the estimation of joint effects of treatments over time
is not accommodated using the traditional Cox modelling approach with time-dependent covariates.
Furthermore, a growing body of work has explained that hazard ratios do not have a straightforward
causal interpretation (Aalen et al., 2015, Herna´n, 2010, Martinussen et al., 2019) and so there are
subtleties in the interpretation of βA0 even when all confounders have been included.
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Aalen’s additive hazard model (Aalen, 1989, Aalen et al., 2008) has been much less used in practice,
but its attractive properties are increasingly being recognised (Martinussen and Vansteelandt, 2013).
Consider an additive hazard model in which the hazard at time t, incorporating time-dependent co-
variates, is
λ(t|A¯btc, L¯btc) = α0(t) + αA0(t)Abtc +
btc−1∑
j=1
αAj(t)Abtc−j +
btc∑
j=0
αLj(t)Lbtc−j (2)
where the parameters α0(t), αAj(t), αLj(t) (j = 0, . . . , 4) are arbitrary functions of time, meaning
that the model is fully non-parametric. The results from the additive hazard model are typically pre-
sented as cumulative coefficients, e.g.
∫ t
0 αA0(s)ds. The discussion above about the interpretation of
βA0 is equally relevant to αA0(t), and again the presence of time-dependent confounding means that
joint effects of treatments over time cannot be estimated directly from the traditional additive hazard
model. An advantage of the additive hazard model relative to the Cox model is that the parameters
of the additive hazard model are collapsible, meaning that the parameter associated with a given co-
variate in a given model has the same interpretation as that in a model which is additionally adjusted
for variables that are not associated with that covariate (Martinussen and Vansteelandt, 2013). By
contrast, hazard ratios are non-collapsible, meaning that the Cox model does not have this property.
Collapsibility has implications for the relation between conditional models and marginal models. In
Section 4, we use this property to show that a conditional additive hazard model, of a form such as
that in (2), has a useful role in the simulation of longitudinal data in such a way that the form of the
correctly specified MSM for the hazard is known.
3.2 Marginal structural hazard models
MSMs are models for counterfactual outcomes. We let T a0 denote the counterfactual event time for
a given individual had they followed treatment regime a0 from visit 0 onwards. The marginal hazard
at time t under the possibly counter-to-fact treatment regime a0 is the hazard in the population if
everyone were to receive that treatment regime, and is denoted λTa0 (t).
In the context of time-to-event outcomes, the MSM is usually assumed to take the Cox proportional
hazards form
λTa0 (t) = λ0(t) exp
{
g(a¯btc; β˜A)
}
(3)
where λ0(t) is the baseline counterfactual hazard, a¯btc denotes treatment pattern up to the most recent
visit prior to time t, g(a¯btc; β˜A) is a function (to be specified) of treatment pattern a¯btc, and β˜A is a
vector of log hazard ratios. The hazard model could take any form, however, and we also consider
MSMs based on Aalen’s additive hazard model:
λTa0 (t) = α˜0(t) + g(a¯btc; α˜A(t)) (4)
The MSM must specify how the hazard at time t depends on the history of treatment up to time t,
a¯btc, through the function g(·). In a simple form for the MSM, the hazard at time t is specified to
depend only on the current level of treatment, so that g(a¯btc; β˜A) = β˜Aabtc in the Cox MSM and
g(a¯btc; α˜A(t)) = α˜A(t)abtc in the Aalen MSM. Other examples are for the hazard at t to depend on
duration of treatment, using g(a¯btc; β˜A) = β˜A
∑btc
j=0 abtc−j in the Cox MSM and g(a¯btc; α˜A(t)) =
α˜A(t)
∑btc
j=0 abtc−j in the Aalen MSM, or on the history of treatment through main effect terms for
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treatment at each visit, using g(a¯btc; β˜A) =
∑btc
j=0 β˜Ajabtc−j in the Cox MSM and g(a¯btc; α˜A(t)) =∑btc
j=0 α˜Aj(t)abtc−j in the Aalen MSM.
When there is confounding an MSM cannot be estimated by fitting the model to the observed data
using standard regression. The most commonly used estimation approach uses IPTW, in which indi-
viduals are reweighted using time-dependent weights (Cole and Hernan, 2008, Daniel et al., 2013).
Further details on the weights are given in the Supplementary Materials (Section A1). MSMs can
also be estimated using the g-formula (Daniel et al., 2011, Robins, 1986), and the methods described
in Section 4 make use of this. The use of MSMs estimated using IPTW to estimate causal effects
of joint treatments over time involves the four key assumptions of no interference, positivity, con-
sistency, and conditional exchangeability (no unmeasured confounding) (Daniel et al., 2013, Robins
et al., 2000, VanderWeele, 2009). The no interference assumption is that the counterfactual event
time for a given individual, T a0 , does not depend on the treatment received by any other individuals.
The positivity assumption is that each individual has a strictly non-zero probability of receiving each
given pattern of treatments over time. Consistency means that an individual’s observed outcome is
equal to the counterfactual outcome when the assigned treatment pattern is set to that which was ac-
tually received, Ti = T
A0,i
i . The conditional exchangeability assumption can be expressed formally
as T A¯k−1,ak ⊥⊥ Ak|A¯k−1, L¯k, T ≥ k for all feasible ak, where T A¯k−1,ak denotes the counterfactual
event time had an individual followed their observed treatment pattern up to time k − 1, A¯k−1, and
had their treatments been set to ak from time k onwards, given survival to time k. The conditional
exchangeability assumption means that among individuals who remain at risk of the event at time k,
the treatment Ak received at time k may depend on past treatment and covariates A¯k−1 and L¯k, but
that, conditional on these, it does not depend on the remaining lifetime that would apply if all future
treatments were set to any particular values ak.
The Cox MSM gives rise to estimates of the log hazard ratios β˜A, and the Aalen MSM to estimates of
cumulative coefficients
∫ t
0 α˜A(s)ds. As noted in Section 3.1, hazard-based estimands, such as hazard
ratios or differences in cumulative hazards, have been shown not to have a direct causal interpretation.
Therefore, it is desirable to translate the estimates from the MSM into an estimate for a causal esti-
mand such as a risk difference or a risk ratio, both of which are derived from survival probabilities.
Based on the Cox MSM in (3), the counterfactual survival probability at time t is.
Pr(T a0 > t) = exp
(
−eg(a0;β˜A)
∫ 1
0
λ0(s)ds− eg(a¯1;β˜A)
∫ 2
1
λ0(s)ds · · · − eg(a¯btc;β˜A)
∫ t
btc
λ0(s)ds
)
(5)
where the baseline cumulative hazard can be estimated using (an inverse probability weighted) Bres-
low’s estimator. The counterfactual survival probability based on the Aalen MSM in (4) is
Pr(T a0 > t) = exp
(
−
∫ t
0
α˜0(s)ds−
∫ 1
0
g(a0; α˜A(s))ds−
∫ 2
1
g(a¯1; α˜A(s))ds · · · −
∫ t
btc
g(a¯btc; α˜A(s))ds
)
(6)
4 Simulation from MSMs
As noted in Section 1, when conducting a simulation study to evaluate and compare the properties of
analysis methods, it is important to be able to generate the data in such a way that the forms of any
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models to be estimated using the simulated data are known based on the data generating mechanism.
In our context, for evaluations involving MSMs it is therefore important to know the correct form
of the MSM, and hence know or be able to derive the true values of its parameters and of causal
estimands of interest such as risk differences or risk ratios. It may also be of interest in some contexts
to evaluate the impact of using a mis-specfied MSM, in which case we need to understand how the
model under consideration differs from the correctly specified MSM.
When simulating longitudinal and time-to-event data, as depicted in the DAG in Figure 1, it is natural
to generate the data sequentially in time. We provide a detailed algorithm in Section 5. Briefly,
the procedure starts by generating U , then L0|U , then A0|L0, U , and then event times in period
0 < t < 1 using the hazard λ(t|A0, L0, U). The next step is to generate L1|L0, A0, U, T ≥ 1,
followed by A1|L0, L1, A0, U, T ≥ 1, and then event times in period 1 ≤ t < 2 using the hazard
λ(t|A0, A1, L0, L1, U). Analogous steps are then carried out for each of visits 2, 3 and so on up toK.
This procedure uses the conditional hazards λ(t|A¯btc = a¯btc, L¯btc, U). The MSM describes instead
the marginal hazard, which is a function only of the assigned treatment up to time t, a¯btc, and not of
L¯btc or on U . The question therefore arises as to what the form of the MSM is under the sequential
data generating procedure outlined above, which uses a conditional hazard model and conditional
models for the time-dependent covariates.
4.1 Link between conditional and marginal hazard models
In this section we derive general results for the link between the conditional models used to simulate
the longitudinal and time-to-event data and the MSM λTa0 (t). These general results are then used in
the context of additive hazard models and Cox models. This extends some of the work of Martinussen
and Vansteelandt (2013) to the longitudinal setting. Our overall approach is to first use the g-formula
for time-to-event outcomes (Daniel et al., 2013, Keil et al., 2014, Robins, 1986) to express the survivor
function for counterfactual event times, Pr(T a0 ≥ t), in terms of conditional distributions of observed
event times and variables A,L,U , and then use the fact that the hazard can be expressed as minus the
derivative of the log of the survivor function: λTa0 (t) =
− d
dt
Pr(Ta0≥t)
Pr(Ta0≥t) . We first consider the effect
of treatment at time 0, a0, on the hazard at times 0 < t < 1, and then the effect of treatment at times
0 and 1 on the hazard at times 1 ≤ t < 2, and so on.
By averaging over L0 and U , the marginal survival probability Pr(T a0 ≥ t) for 0 < t < 1 can be
expressed as
Pr(T a0 ≥ t) =
∫
Pr(T a0 ≥ t|L0, U)f(L0, U)dL0dU
=
∫
Pr(T ≥ t|A0 = a0, L0, U)f(L0, U)dL0dU
(7)
where the second line follows from the conditional exchangeability assumption T a0 ⊥⊥ A0|L0 and
consistency. Using the relation between the hazard and the survivor function the hazard corresponding
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to the survival function in (7) can be written
λTa0 (t) =
− ∫ ddt Pr(T ≥ t|A0 = a0, L0, U)f(L0, U)dL0dU∫
Pr(T ≥ t|A0 = a0, L0, U)f(L0, U)dL0dU
=
∫
λ(t|A0 = a0, L0, U) Pr(T ≥ t|A0 = a0, L0, U)f(L0, U)dL0dU∫
Pr(T ≥ t|A0 = a0, L0, U)f(L0, U)dL0dU
=
EL0,U {λ(t|A0 = a0, L0, U) Pr(T ≥ t|A0 = a0, L0, U)}
EL0,U {Pr(T ≥ t|A0 = a0, L0, U)}
=
EL0,U
{
λ(t|A0 = a0, L0, U) exp
(
− ∫ t0 λ(s|A0 = a0, L0, U)ds)}
EL0,U
{
exp
(
− ∫ t0 λ(s|A0 = a0, L0, U)ds)}
(8)
where EL0,U (·) denotes the expectation over the joint distribution of L0 and U . For 0 < t < 1, the
MSM λTa0 (t) can therefore be expressed as a function of the conditional hazard λ(t|A0 = a0, L0, U)
and conditional distributions of variables A0, L0, U .
Next, we derive an expression for the marginal survivor function Pr(T a0 ≥ t) for 1 ≤ t < 2,
followed by an expression for the corresponding hazard. To derive the survivor function, first consider
averaging over the baseline variables L0 and U . This gives
Pr(T a0 ≥ t) =
∫
Pr(T a0 ≥ t|L0, U)f(L0, U)dL0dU
=
∫
Pr(T a0 ≥ t|A0 = a0, L0, U)f(L0, U)dL0dU
(9)
where the second line follows from the conditional exchangeability assumption T a0 ⊥⊥ A0|L0 and
consistency. Because here our focus is on 1 ≤ t < 2, the above can be written
Pr(T a0 ≥ t) =
∫
Pr(T a0 ≥ t|A0 = a0, L0, U, T a0 ≥ 1) Pr(T a0 ≥ 1|A0 = a0, L0, U)f(L0, U)dL0dU
=
∫
Pr(T a0 ≥ t|A0 = a0, L0, U, T ≥ 1) Pr(T ≥ 1|A0 = a0, L0, U)f(L0, U)dL0dU
(10)
where the second line follows because the events that T a0 ≥ 1 and T ≥ 1 are the same for individuals
with A0 = a0. In the next step we first average over L1|L0, U, T ≥ 1 and then use the conditional
exchangeability assumption T a0 ⊥⊥ A1|L¯1, A0 = a0, T ≥ 1 and consistency to give
Pr(T a0 ≥ t) =
∫
Pr(T a0 ≥ t|A0 = a0, L¯1, U, T ≥ 1) Pr(T ≥ 1|A0 = a0, L0, U)
× f(L1|A0 = a0, L0, U, T ≥ 1)f(L0, U)dL¯1dU
=
∫
Pr(T ≥ t|A0 = a0, A1 = a1, L¯1, U, T ≥ 1) Pr(T ≥ 1|A0 = a0, L0, U)
× f(L1|A0 = a0, L0, U, T ≥ 1)f(L0, U)dL¯1dU
=EL0,U
[
EL1|A0=a0,L0,U,T≥1
{
Pr(T ≥ t|A¯1 = a¯1, L¯1, U, T ≥ 1) Pr(T ≥ 1|A0 = a0, L0, U)
}]
(11)
Finally, using the relation between the hazard and survivor function it can be shown that for 1 ≤ t < 2
λTa0 (t) =
EL0,U
[
EL1|A0=a0,L0,U,T≥1
{
λ(t|A¯1 = a¯1, L¯1, U) exp
(
− ∫ 1
0
λ(s|A0 = a0, L0, U)ds−
∫ t
1
λ(s|A¯1 = a¯1, L¯1, U)ds
)}]
EL0,U
[
EL1|A0=a0,L0,U,T≥1
{
exp
(
− ∫ 1
0
λ(s|A0 = a0, L0, U)ds−
∫ t
1
λ(s|A¯1 = a¯1, L¯1, U)ds
)}]
(12)
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It follows that for 1 ≤ t < 2 the MSM λTa0 (t) can be expressed as a function of the conditional
hazard λ(t|A¯1, L¯1, U) and conditional distributions of variables A¯1, L¯1, U .
A general expression for the MSM at times k ≤ t < k + 1 is
λTa0 (t) =
EL0,U
[
EL1|A0=a0,L0,U,T≥1
{
· · ·ELk|A¯k−1=a¯k−1,L¯k−1,U,T≥k
(
λ(t|A¯k = a¯k, L¯k, U, )Qk
)}]
EL0,U
[
EL1|A0=a0,L0,U,T≥1
{
· · ·ELk|A¯k−1=a¯k−1,L¯k−1,U,T≥k (Qk)
}]
(13)
where Qk =
∏k−1
j=0 exp
(
− ∫ j+1j λ(s|A¯j = aj , L¯j , U)ds) exp(− ∫ tk λ(s|A¯k = ak, L¯k, U)ds).
The above results show how the MSM λTa0 (t) can be expressed in terms of the conditional hazard
model for the observed data, λ(t|A¯btc, L¯btc, U), and conditional distributions for the observed time-
dependent covariates. The results were derived by making use of the g-formula. We next apply these
results to the situations in which the conditional hazard model λ(t|A¯btc, L¯btc, U) follows an Aalen
additive hazard model or a Cox model.
4.2 Results using conditional additive hazard models
Suppose that the conditional hazard model is of the additive form
λ(t|A¯btc, L¯btc, U) = α0(t) + α>A(t)v(A¯btc) + α>L (t)w(L¯btc) + αU (t)U (14)
where αA(t) and αL(t) are vectors of parameters and the hazard at time t depends on a known vector
function of A¯btc, v(A¯btc), and a known vector function of L¯btc, w(L¯btc).
It can be shown that λTa0 (t) also takes the form of an additive hazard model in this case. We provide
results for 0 < t < 1 and 1 ≤ t < 2 to illustrate the point. For 0 < t < 1, using the general
expression in (8), we have
λTa0 (t) = α0(t) + α
>
A(t)v(a0) +
EL0,U
{(
α>L (t)w(L0) + αU (t)U
)
exp
(
− ∫ t0 (α>L (s)w(L0) + αU (s)U)ds)}
EL0,U
{
exp
(
− ∫ t0 (α>L (s)w(L0) + αU (s)U)ds)}
(15)
This expression for λTa0 (t) (0 < t < 1) is of the additive form, λTa0 (t) = α˜0(t) + α>A(t)v(a0). The
coefficient for v(a0), αA(t), is the same as in the conditional hazard model, whereas the intercept
α˜0(t) is now the sum ofα0(t) and the third term in the expression in (15). Note that since the treatment
is binary v(a0) = a0. The result in (15) is similar to that derived by Martinussen and Vansteelandt
(2013), who considered the form of the marginal hazard in the setting of a point treatment, except
they did not incorporate a U variable.
For 1 ≤ t < 2 it can be shown using (12) that the MSM is of the form
λTa0 (t) = α0(t) + α
>
A(t)v(a¯1) +
EL0,U
[
EL1|A0=a0,L0,U,T≥1
{
(α>L (t)w(L¯1) + αU (t)U)R(L¯1, U)
}]
EL0,U
[
EL1|A0=a0,L0,U,T≥1
{R(L¯1, U)}]
(16)
whereR(L¯1, U) = exp
(
− ∫ 10 (α>L (s)w(L0) + αU (s)U)ds− ∫ t1 (α>L (s)w(L¯1) + αU (s)U)ds). The
third term of (16) is a function of a0. It follows from this expression that for a binary treatment the
MSM λTa0 (t) is of the additive hazard form λTa0 (t) = α˜0(t)+α>A(t)v(a¯1)+ α˜
∗
A(t)a0. In the setting
where α>A(t)v(a¯1) = αA0(t)a1 + αA1(t)a0, the coefficient for a1 in the MSM λTa0 (t) (1 ≤ t < 2)
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is the same as that in the conditional hazard model, αA0(t), whereas the intercept and the coefficient
for a0 are different from those in the conditional hazard model.
Closed-form expressions for the third terms in (15) and (16) (ratios of nested expectations) can be
derived for special cases. In particular, if L0, U have a bivariate normal distribution, and the dis-
tribution of L1|A0 = a0, L0, U, T ≥ 1 is normal, then the expections can be evaluated using the
properties of the Laplace transform, or equivalently the moment generating function for the normal
distribution. We provide expressions for this special case in the Supplementary Materials (Section
A2). However, the result that the MSM λTa0 (t) is of an additive form when the conditional hazard
model is an additive model does not rely on distributional assumptions for L and U . In Section 6.2
we describe an alternative general approach to deriving the true values of the parameters of the MSM
through simulation.
In the conditional additive hazard model in (14) the treatment history is included in the general form
v(A¯t). In practice, as discussed in Section 3.2, this form has to be specified. Suppose that the
conditional hazard model was of a form such that the hazard at time t depends only on the current
treatment status Abtc, i.e. λ(t|A¯btc, L¯btc, U) = α0(t) + αA(t)Abtc + α>L (t)w(L¯btc) + αU (t)U . The
result in (16) shows that even if the conditional hazard at time t (1 ≤ t < 2) depends on treatment
only through the current level, a1, the MSM depends on both a0 and a1 for 1 ≤ t < 2. The intuition
behind this result is that A0 affects L1 and hence after the averaging over L1, the marginal hazard at
time t (1 ≤ t < 2) depends on a0. In general, even if the conditional hazard at time t depends on
treatment only through the current level, abtc, the MSM depends on the whole history of treatment
a¯btc. In the Supplementary Material (Section A3) we extend the results to the setting where the
conditional hazard model (14) additionally includes interactions between A¯btc and L¯btc.
4.3 Results using conditional Cox models
Suppose instead that the conditional hazard model is of the Cox proportional hazards form
λ(t|A¯btc, L¯btc, U) = λ0(t) exp
(
β>Av(A¯btc) + β
>
Lw(L¯btc) + βUU
)
(17)
For 0 < t < 1, using the general expression in (8), the MSM takes the form
λTa0 (t) = λ0(t) exp
(
β>Av(a0)
)EL0,U
{
exp
(
β>Lw(L0) + βUU
)
exp
(
− ∫ t0 λ0(s)eβ>Av(a0)+β>Lw(L0)+βUUds)}
EL0,U
{
exp
(
− ∫ t0 λ0(s)eβ>Av(a0)+β>Lw(L0)+βUUds)}

(18)
The ratio of expectations in the third term in the above expression is a complicated function of both t
and a0, and λTa0 (t) no longer takes the Cox model form. A closed form expression for the third term
of (18) is not generally available, even in the setting of bivariate normality for L0, U .
Similar results to those provided here for the Cox model were derived by Young and Tchetgen Tch-
etgen (2014), who focused on a discrete time setting. We discuss their results further in Section
7.
4.4 Summary
When the conditional hazard model λ(t|A¯btc, L¯btc, U) is additive, we have shown that the MSM
λTa0 (t) is also additive. The coefficients for a¯t in the MSM differ from those in the conditional
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model except for 0 < t < 1 - that is, except up to visit k = 1. The intercepts in the conditional model
differ from those in the MSM at all time points. Even if the conditional hazard model depends on
treatment only through the current level, the MSM depends on the whole treatment history.
When the conditional hazard model is a Cox model, the MSM is no longer a Cox model; instead it
takes a complex form with the effect of a¯k on the hazard being a complex function of time.
5 Simulation algorithm
It follows from the results of Section 4 that if longitudinal data are simulated according to a condi-
tional additive hazard model, then the marginal hazard model used in a MSM analysis is also additive
and hence can be correctly specified. In this section we describe an example simulation algorithm
which results in a known additive form for the MSM. This is intended as a particular illustration of
a general approach and the algorithm can easily be modified for other data-generating mechanisms.
In Section 6 we illustrate the practical implementation of the algorithm, and R code is provided at
https://github.com/ruthkeogh/causal sim.
Longitudinal data are generated at 5 visits k = 0, . . . , 4 for a single time-dependent continuous vari-
ableL, for example representing a biomarker, and for a binary treatmentA and continuous variableU ,
representing an individual frailty term. The example algorithm uses a conditional hazard of the form
λ(t|A¯btc, L¯btc, U) = α0 +αAAbtc+αLLbtc+αUU . Here we focus on constant conditional baseline
hazard and constant coefficients, which simplifies the generation of event times. An extension of the
algorithm to accommodate more complex forms for the hazard is described in the Supplementary Ma-
terials (Section A4), and is based on generating event times from a piecewise exponential distribution.
The conditional hazard at time t depends on the current values of A and L, but not on past values.
The implied form of the MSM is λTa0 (t) = α˜0(t) +
∑btc
j=0 α˜Aj(t)abtc−j . In the example algorithm,
higher values of the biomarker L are associated with higher propensity to receive the treatment and
higher hazard. The biomarker also increases with time. The treatment lowers the value of L and
lowers the hazard. Event times are generated in the range 0 < T ≤ 5 and there is administrative
censoring at time 5.
The steps to generate the longitudinal data are as follows for each individual i = 1, . . . , n:
1. Generate the individual frailty term U from a normal distribution with mean 0 and standard
deviation 0.1.
2. Generate L0 from a normal distribution with mean U and standard deviation 1.
3. Generate A0 from a Bernoulli distribution with logit Pr(A0 = 1|L0) = −2 + 0.5L0.
4. The conditional hazard is λ(t|A¯btc, L¯btc, U) = 0.7− 0.2Abtc+ 0.05Lbtc+ 0.05U . Event times
are generated in the period 0 < t < 1 as follows. First generate V ∼ Uniform(0, 1) and calcu-
late T ∗ = − log(V )/λ(t|A0, L0, U). If T ∗ < 1 the event time is set to be T = T ∗. Individuals
with T ∗ > 1 remain at risk of the event at time t = 1.
For individuals who remain at risk of the event at visit time k = 1:
5. Generate Lk from a normal distribution with mean 0.8Lk−1 −Ak−1 + 0.1k + U and standard
deviation 1.
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6. Generate Ak from a Bernoulli distribution with logit Pr(Ak = 1|A¯k−1, L¯k, T ≥ k) = −2 +
0.5Lk +Ak−1.
7. Generate event times in the period k ≤ t < k + 1. First generate V ∼ Uniform(0, 1) and
calculate T ∗ = − log(V )/λ(t|A¯k, L¯k, U). If T ∗ < 1 the event time is set to be T = k + T ∗.
Individuals with T ∗ > 1 remain at risk of the event at time k + 1.
8. Repeat steps 5-7 for k = 2, 3, 4. Individuals who do not have an event time generated in the
period 0 < t < 5 are administratively censored at time 5.
6 Simulation illustration
6.1 Methods and estimands
We illustrate the algorithm described in Section 5 by generating 1000 simulated data sets for each
of n = 5000 individuals. An MSM is fitted to each simulated data set using IPTW (MSM-IPTW).
The correctly specified MSM is of the form λTa0 (t) = α˜0(t) +
∑btc
j=0 α˜Aj(t)abtc−j . Stabilized
weights were used for the IPTW estimation and the weights were estimated using logistic regression,
with logit Pr(Ak = 1|A¯k−1, T ≥ k) = γ0 + γAAk−1 and logit Pr(Ak = 1|L¯k, A¯k−1, T ≥ k) =
γ0 + γAAk−1 + γLLk (see Supplementary Materials Section A1). The propensity score models are
correctly specified according the data generation mechanism.
The estimands of interest are the cumulative coefficients
∫ t
0 α˜0(s)ds and
∫ t
0 α˜Aj(s)ds (j = 0, 1, 2, 3, 4)
and marginal survival probabilities for two treatment regimes: ‘always treated’ (Pr(T a0=1 > t)) or
‘never treated’ (Pr(T a0=0 > t)). For each estimand we present the mean value of the estimates
across simulations at times 1, 2, 3, 4, 5 and the corresponding bias. We also obtained the empirical
standard errors of the estimates as the standard deviation of the estimates across simulations at times
1, 2, 3, 4, 5. For the bias we obtained Monte Carlo standard errors (Morris et al., 2019). Results are
also shown graphically across all time points. We expect the estimates from the MSM to be approxi-
mately unbiased, because according to our theoretical results the MSM is correctly specified.
6.2 Obtaining true values
To calculate the bias we need to know the true values of the estimands. Closed form expressions could
be derived for the parameters of the MSM, α˜0(t) and α˜Aj (j = 0, . . . , 4), using the results given in
the Supplementary Materials (Section A2), because in the data generating procedure Lk and U are
normally (or conditionally normally) distributed. However, the results in Supplementary Materials
Section A2 show that even in this relatively simple setting, the expressions for the true values of the
parameters beyond time t = 1 are complicated and it would be easy to make an error. Furthermore,
when Lk is a vector, for non-normally distributed L or U , and when the form of the conditional
additive hazard model is more complex, finding expressions for the parameters of the additive MSM
becomes intractable.
We therefore obtain the true values of the estimands of interest using an alternative approach. This
is to generate longitudinal data in a similar way to that described in the algorithm but for a large
‘randomized controlled trial’ (RCT) where the relationships between the variables are the same as
in the observational study (Figure 1), with the exception that Lk does not affect Ak. Instead, Ak is
set by intervention to the fixed value determined by the treatment regime. With 5 visit times and a
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binary treatment, there are 25 = 32 possible longitudinal treatment regimes. We generated trial data
with m = 1000 individuals assigned to each of the 32 possible treatment regimes. The 1000 values
of L0 were generated once and set to be the same in each regime. Each trial therefore contains in
total 32, 000 individuals. We simulated 1000 trials. The correctly specified MSM was fitted in each
simulated trial data set without any weights - since there is no time-dependent confounding in the
trial data there is no need for any weights. This provides estimates of the cumulative coefficients∫ t
0 α˜0(s)ds,
∫ t
0 α˜Aj(s)ds, j = 0, . . . , 4. Estimates of marginal survival probabilities in the ‘always
treated’ and ‘never treated’ groups were obtained using (6). Note that the survival probabilities could
in fact have been directly estimated using simple proportions from the RCT data, since there is only
administrative censoring. This is shown in the example code provided. The true values of the esti-
mands were taken to be the average of the estimates obtained from the large randomized trials across
the 1000 simulated data sets.
6.3 Results
The results from the simulation illustration are shown in Tables 1 and 2 and Figures 2 and 3. The
estimated cumulative coefficients from the MSM are approximately unbiased. The small bias in
some of the cumulative coefficients is thought to be due to finite sample bias, and the plots show that
it is negligible. The same applies for the survival probabilities under the ‘always treated’ and ‘never
treated’ regimes, which are derived from the cumulative coefficients. The cumulative coefficients are
imprecisely estimated, resulting in a large pointwise confidence intervals for the survival curves.
7 Discussion
In this paper we have provided results on the link between the conditional models used in the sim-
ulation of longitudinal and time-to-event data and the MSMs used in causal inference investigations
to estimate the marginal effects of longitudinal treatment regimes on time-to-event outcomes. We
have shown that when data are generated under an additive conditional hazard model, the form of the
MSM is also additive. By contrast, when data are generated under a conditional Cox model, the form
of the MSM is not a Cox model and in fact takes a complex non-standard form. We have outlined a
simulation algorithm for longitudinal and time-to-event data based on the additive hazard model, and
provided example simulation results to support the algebraic results.
Our results and simulation algorithm will help other researchers in the conduct of simulation studies
to assess performance of methods under different conditions and to compare properties of different
methods. Assessment and comparison of causal inference methods is rarely happening up to now
and some comparisons are flawed. Karim et al. (2018) compared results from an analysis using a
Cox MSM with an alternative sequential Cox approach described by Gran et al. (2010). However
they compared estimands (hazard ratios) from a marginal model with those from a conditional model,
concluding incorrectly that the sequential Cox approach provides biased estimates. Gran and Aalen
(2019) pointed out that Karim et al. (2018) had not made a fair comparison of the two approaches,
firstly because they compared marginal with conditional estimands and secondly because the data
generating procedure did not ensure that models were correctly specified under the two approaches.
The results in Section 4 were derived using the g-formula to express the MSM in terms of conditional
models for the observed data. As noted in Sections 1 and 3.2, MSMs can be estimated using observed
data using IPTW or the g-formula, under the assumptions outlined in Section 3.2. In the simulation
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illustration in Section 6 we focused on the IPTW approach, which is the most popular (Clare et al.,
2018). The general results can also be used to ascertain the form of the correctly specified MSM when
using a g-formula analysis with particular specifications for the conditional models. In future work it
would be of interest to compare the efficiency of estimates of survival probabilities (for example) ob-
tained using MSMs estimated using IPTW and using the g-formula. Our simulation algorithm could
be employed for this purpose, and would enable us to ensure that all models used in the analyses were
correctly specified according to the data generating mechanism, including the MSM, the conditional
models used in the g-formula analysis, and the propensity score models used in the IPTW analysis.
Our results also highlight the benefits of the additive hazard model for use in causal inference research,
which result from its collapsibility property. More causal inference methods are emerging that make
use of the additive hazard model for this reason, for example Aalen et al. (2019), Ryalen et al. (2019),
Seaman et al. (2019). Our work adds to earlier results on how to simulate from MSMs in the setting of
longitudinal and time-to-event data by Havercroft and Didelez (2012), Young et al. (2010) and Young
and Tchetgen Tchetgen (2014), who all focused on proportional hazards models. The approach of
Havercroft and Didelez (2012) was restricted to a setting similar to that depicted in our DAG in Figure
1, but with the direct arrows from Lk to Yk+1 omitted, which is likely to be unrealistic for most
purposes. Their algorithm does not generate the data depicted in the DAG in the natural sequential
way. Young and Tchetgen Tchetgen (2014) provided similar general results for the Cox model to those
given in Section 4.3. They showed that the form of the MSM can be derived under certain conditions.
Their results focused on a situation in which the conditional hazard at time t depends on Abtc, Abtc−1
and Lbtc, but not on the further history of covariates, and in which the distribution of Lk+1 depends
on Ak but not on previous L or the further history of A. Certain results also required a probit model
for the conditional distribution of L or the assumption that the event of interest is rare. The earlier
work of Young et al. (2010) derived data generating conditions under which a Cox MSM, a structural
nested cumulative failure time model (Picciotto et al., 2012) and a structural nested accelerated failure
time model (Robins, 1992) can coincide, enabling fair comparison of the three approaches.
While the linear form of the additive hazard model brings advantages, there are also drawbacks. The
additive hazard model does not restrict the hazard to be non-negative, which in turn can result in
survival probabilities derived from the fitted hazard model being greater than 1. Simulation investi-
gations for this paper showed that it is not difficult to choose a data generating procedure that gives
rise to negative hazards. Researchers using this approach should therefore take care that their simula-
tion procedure does not give negative hazards. We focused in this paper on a simplified setting with
no loss-to-follow-up except through adminstrative censoring. The results extend directly to a setting
with random censoring. Informative censoring can be handled through inverse probability of cen-
soring weights, which are multiplied together with the inverse probability of treatment weights when
fitting the MSM using IPTW. It is straightforward to extend our simulation algorithm to incorporate
more than one L variable, and even to more than one treatment variable. We focused on a binary
treatment, though the results extend in theory to continuous treatments (e.g. dose). However, esti-
mating MSMs using IPTW is not generally recommended for use with continuous exposures, since
it is difficult to specify a correct distribution for the continuous treatment and even mild incorrect
specification of the weights model can have significant impact on estimates (Goetgeluk et al., 2008,
Naimi et al., 2014). Finally, we focused on a setting in which the visits times are regular and the
same for all individuals. This is not representative of many of the observational data sets faced in
practice, for example from electronic health records. Most causal inference methods for longitudinal
and time-to-event data have also focused on this simplified setting. However, recent work has been
done by Ryalen et al. (2019) to use MSMs based on additive hazard models in the continuous time
setting, and by Seaman et al. (2019), who described the structural nested cumulative survival time
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models. It would be of interest to extend our simulation algorithm to the continuous time setting to
enable comparisons involving these emerging methods.
Table 1: Cumulative coefficients at times 1, . . . , 5 at times 1, . . . , 5: true values, mean of the estimates
(and empirical SE) obtained using MSM-IPTW from 1000 simulations, and bias in the estimates (and
Monte Carlo SE) obtained using MSM-IPTW.
MSM-IPTW
Time True value Mean estimate (Empirical SE) Bias (Monte Carlo SE)
Cumulative coefficient
∫ t
0
α˜0(s)ds
1 0.700 (0.009) 0.699 (0.016) -0.001 (0.000)
2 1.408 (0.016) 1.407 (0.028) -0.000 (0.001)
3 2.128 (0.026) 2.129 (0.045) 0.002 (0.001)
4 2.863 (0.040) 2.867 (0.070) 0.003 (0.002)
5 3.623 (0.058) 3.630 (0.110) 0.007 (0.003)
Cumulative coefficient
∫ t
0
α˜A,0(s)ds
1 -0.198 (0.010) -0.199 (0.037) -0.001 (0.001)
2 -0.396 (0.017) -0.397 (0.065) -0.000 (0.002)
3 -0.594 (0.023) -0.592 (0.100) 0.001 (0.003)
4 -0.790 (0.033) -0.788 (0.150) 0.002 (0.005)
5 -0.987 (0.042) -0.968 (0.231) 0.018 (0.007)
Cumulative coefficient
∫ t
0
α˜A,1(s)ds (equal to zero for t ≤ 1)
2 -0.098 (0.013) -0.102 (0.057) -0.004 (0.002)
3 -0.195 (0.021) -0.206 (0.096) -0.011 (0.003)
4 -0.291 (0.030) -0.303 (0.155) -0.013 (0.005)
5 -0.386 (0.039) -0.390 (0.245) -0.005 (0.008)
Cumulative coefficient
∫ t
0
α˜A,2(s)ds (equal to zero for t ≤ 2)
3 -0.077 (0.017) -0.076 (0.078) 0.001 (0.002)
4 -0.153 (0.027) -0.153 (0.139) 0.000 (0.004)
5 -0.228 (0.039) -0.222 (0.232) 0.006 (0.007)
Cumulative coefficient
∫ t
0
α˜A,3(s)ds (equal to zero for t ≤ 3)
4 -0.060 (0.021) -0.061 (0.115) -0.001 (0.004)
5 -0.121 (0.035) -0.128 (0.211) -0.007 (0.007)
Cumulative coefficient
∫ t
0
α˜A,4(s)ds (equal to zero for t ≤ 4)
5 -0.047 (0.028) -0.039 (0.176) 0.008 (0.006)
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Table 2: Survival probabilities for the treatment regimes ‘never treated’ and ‘always treated’ at times
1, . . . , 5: true values, mean of the estimates (and empirical SE) obtained using MSM-IPTW from
1000 simulations, and bias in the estimates (and Monte Carlo SE) obtained using MSM-IPTW.
MSM-IPTW
Time True value Mean estimate (Empirical SE) Bias (Monte Carlo SE)
Never treated: Pr(T a0=0 > t)
1 0.497 0.497 (0.008) 0.000 (0.000)
2 0.245 0.245 (0.007) 0.000 (0.000)
3 0.119 0.119 (0.005) -0.000 (0.000)
4 0.057 0.057 (0.004) -0.000 (0.000)
5 0.027 0.027 (0.003) -0.000 (0.000)
Always treated: Pr(T a0=1 > t)
1 0.606 0.607 (0.021) 0.001 (0.001)
2 0.401 0.404 (0.031) 0.003 (0.001)
3 0.283 0.288 (0.040) 0.005 (0.001)
4 0.208 0.216 (0.051) 0.007 (0.002)
5 0.157 0.165 (0.066) 0.009 (0.002)
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Figure 2: Cumulative coefficients: true values, estimates obtained using MSM-IPTW from 1000
simulated data sets (faded grey lines), and mean estimated cumulative coefficients using MSM-IPTW.
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Figure 3: Survival curves for the treatment regimes ‘never treated’ and ‘always treated’: true survival
curves, estimated survival curves obtained using MSM-IPTW from 1000 simulated data sets (faded
grey lines), and the mean estimated survival curves using MSM-IPTW.
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A1 Inverse probability of treatment weights (IPTW)
To estimate MSMs using IPTW, the weight at time t for individual i is the inverse of their probability
of their observed treatment pattern up time time t given their time-dependent covariate history (Cole
and Hernan, 2008, Daniel et al., 2013)
Wi(t) =
btc∏
k=0
1
Pr(Ak = Ak,i|L¯k,i, A¯k−1,i, T ≥ k)
(A1)
Some individuals can have very large weights, which can results in the parameters of the MSM being
estimated very imprecisely, and therefore stabilized weights are typically used. The stabilized weight
for individual i is:
SWi(t) =
btc∏
k=0
Pr(Ak = Ak,i|A¯k−1,i, T ≥ k)
Pr(Ak = Ak,i|L¯k,i, A¯k−1,i, T ≥ k)
(A2)
The MSMs in equations (3) and (4) of the main text are marginal over the distribution of the char-
acteristics of the population at time 0. It is also common to condition on baseline characteris-
tics L0, in which case the MSMs are of the form λTa0 (t|L0) = λ0(t) exp
{
g(a¯btc, L0;β)
}
and
λTa0 (t|L0) = α0(t)+g(a¯btc, L0;α(t)). The contributions of L0 may be through main effects only, or
there may be interactions between L0 and a¯btc. When the MSM is conditional on L0, the numerator
in the stabilized weights may also condition on L0, and vice-versa:
SWi(t) =
btc∏
k=0
Pr(Ak = Ak,i|A¯k−1,i, L0,i, T ≥ k)
Pr(Ak = Ak,i|L¯k,i, A¯k−1,i, T ≥ k)
(A3)
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A2 MSMs using conditional additive hazard models: additional results
In this section we use the general results from Section 4.2 to derive the form of the MSM λTa0 (t)
when the conditional additive hazard is of the form
λ(t|A¯btc, L¯btc, U) = α0(t) +
btc∑
j=0
αAj(t)Abtc−j +
btc∑
j=0
αLj(t)Lbtc−j + αU (t)U (A4)
and when the covariates are normally and conditionally normally distributed as follows
U ∼ N(ν, φ2)
L0|U ∼ N(θ00 + θ0UU, σ20)
L1|A0 = a0, L0, U, T ≥ 1 ∼ N(θ10 + θ1Aa0 + θ1LL0 + θ1UU, σ21)
We use the following notation for the cumulative coefficients of the conditional additive hazard model
AU =
∫ t
0
αU (s)ds,
AL0 =
∫ t
0
αL0(s)ds, AL0,1 =
∫ t
1
αL0(s)ds
AL1 =
∫ t
0
αL1(s)ds
The results given below use the general results that for X ∼ N(µ, σ2)
E {exp(−Xw)} = exp (−µw + σ2w2/2) (A5)
E {X exp(−Xw)} = − d
dw
E {exp(−Xw)} = (µ− σ2w) exp (−µw + σ2w2/2) (A6)
For 0 < t < 1 the conditional hazard in (A4) is λ(t|A0, L0, U) = α0(t) + αA0(t)A0 + αL0(t)L0 +
αU (t)U . Using the result in (15) in the main text, the form of λTa0 (t) for 0 < t < 1 is
λTa0 (t) = α0(t) + αA0(t)a0 +
EL0,U {(αL0(t)L0 + αU (t)U) exp (−AL0L0 −AUU)}
EL0,U {exp (−AL0L0 −AUU)}
= α0(t) + αA0(t)a0
+
EU
{
exp (−AUU)
[
αL0(t)EL0|U {L0 exp (−AL0L0)}+ αU (t)UEL0|U {exp (−AL0L0)}
]}
EU
[
exp (−AUU)EL0|U {exp (−AL0L0)}
]
(A7)
We let
C = exp
(−θ00AL0 + σ20A2L0/2)
D = exp
{−ν(θ0UAL0 +AU ) + φ2(θ0UAL0 +AU )2/2}
2
Under the assumed normal distributions for U and L0|U and using the results in (A5) and (A6) it can
be shown that
EL0|U {exp (−AL0L0)} = C exp (−θ0UAL0U)
EL0|U {L0 exp (−AL0L0)} =
(
θ00 + θ0UU − σ20AL0
)
C exp (−θ0UAL0U)
EU
[
exp (−AUU)EL0|U {exp (−AL0L0)}
]
= CD
EU
[
U exp (−AUU)EL0|U {exp (−AL0L0)}
]
= CD
(
ν − φ2AU − φ2θ0UAL0
)
EU
[
exp (−AUU)EL0|U {L0 exp (−AL0L0)}
]
= CD
{
θ00 − σ20AL0 + θ0U
(
ν − φ2AU − φ2θ0UAL0
)}
It follows that λTa0 (t) for 0 < t < 1 in (A7) can be written
λTa0 (t) = α˜0(t) + αA0(t)a0 (A8)
where
α˜0(t) = α0(t) + αL0(t)
(
θ00 − σ20AL0
)
+ (αL0(t)θ0U + αU (t))
(
ν − φ2AU − φ2θ0UAL0
)
(A9)
For 1 ≤ t < 2 the conditional hazard in (A4) is λ(t|A¯1, L¯1, U) = α0(t) + αA0(t)A1 + αA1(t)A0 +
αL0(t)L1 + αL1(t)L0 + αU (t)U . Using the result in (16) in the main text, the form of λTa0 (t) for
1 ≤ t < 2 is
λTa0 (t) = α0(t) + αA0(t)a1 + αA1(t)a0+
EL0,U
[
EL1|A0=a0,L0,U,T≥1 {(αL0(t)L1 + αL1(t)L0 + αU (t)U) exp (−AL0,1L1 −AL1L0 −AUU)}
]
EL0,U
[
EL1|A0=a0,L0,U,T≥1 {exp (−AL0,1L1 −AL1L0 −AUU)}
]
= α0(t) + αA0(t)a1 + αA1(t)a0+
EU
{
exp (−AUU)EL0|U
[
exp (−AL1L0)EL1|A0=a0,L0,U,T≥1 {(αL0(t)L1 + αL1(t)L0 + αU (t)U) exp (−AL0,1L1)}
]}
EU
{
exp (−AUU)EL0|U
[
exp (−AL1L0)EL1|A0=a0,L0,U,T≥1 {exp (−AL0,1L1)}
]}
(A10)
We let
F = exp
{−(θ10 + θ1Aa0)AL0,1 + σ21A2L0,1/2}
G = exp
{
−θ00 (AL1 + θ1LAL0,1) + σ20 (AL1 + θ1LAL0,1)2 /2
}
H = exp {−ν (AU + θ1UAL0,1 + θ0UAL1 + θ0Uθ1LAL0,1)
+φ2 (AU + θ1UAL0,1 + θ0UAL1 + θ0Uθ1LAL0,1)2 /2
}
J = αL0(t)
(
θ10 − σ21AL0,1
)
+ (αL1(t) + αL0(t)θ1L) {θ00 − σ20 (θ1LAL0,1 +AL1)}
K = αU (t) + αL0(t)θ1U + θ0U (αL1(t) + αL0(t)θ1L)
Under the assumed normal distributions for U , L0|U , L1|A0 = a0, L0, U, T ≥ 1 and using the results
in (A5) and (A6), the term in the denominator of the ratio of expectations in the third term of (A10)
can be derived sequentially as follows:
EL1|A0=a0,L0,U,T≥1 {exp (−AL0,1L1)} = F exp (−θ1LAL0,1L0 − θ1UAL0,1U)
EL0|U
[
exp (−AL1L0)EL1|A0=a0,L0,U,T≥1 {exp (−AL0,1L1)}
]
= FG×
exp {− (θ1UAL0,1 + θ0Uθ1LAL0,1 + θ0UAL1)U}
EU
{
exp (−AUU)EL0|U
[
exp (−AL1L0)EL1|A0=a0,L0,U,T≥1 {exp (−AL0,1L1)}
]}
= FGH
3
Similarly, the terms in the numerator of the ratio of expectations in the third term of (A10) can be
derived sequentially as follows:
EL1|A0=a0,L0,U,T≥1 {(αL0(t)L1 + αL1(t)L0 + αU (t)U) exp (−AL0,1L1)} =
exp (−θ1LAL0,1L0 − θ1UAL0,1U)×
F
{
αL0(t)
(
θ10 + θ1Aa0 − σ21AL0,1
)
+ (αL1(t) + αL0(t)θ1L)L0 + (αU (t) + αL0(t)θ1U )U
}
EL0|U
[
exp (−AL1L0)EL1|A0=a0,L0,U,T≥1 {(αL0(t)L1 + αL1(t)L0 + αU (t)U) exp (−AL0,1L1)}
]
=
FG (J + αL0(t)θ1Aa0 +KU) exp {− (θ0Uθ1LAL0,1 + θ0UAL1 + θ1UAL0,1)U}
EU
{
exp (−AUU)EL0|U
[
exp (−AL1L0)EL1|A0=a0,L0,U,T≥1 {(αL0(t)L1 + αL1(t)L0 + αU (t)U) exp (−AL0,1L1)}
]}
=
FGH
[
J + αL0(t)θ1Aa0 +K
{
ν − φ2 (AU + θ1UAL0,1 + θ0UAL1 + θ0Uθ1LAL0,1)
}]
It can be shown using the above results that
λTa0 (t) = α˜0(t) + αA0(t)a1 + α˜A1(t)a0 (A11)
where
α˜0(t) = α0(t) +K
{
ν − φ2 (AU + θ1UAL0,1 + θ0UAL1 + θ0Uθ1LAL0,1)
}
+ J
and
α˜A1(t) = αA1(t) + αL0(t)θ1A
We have therefore derived the form of the MSM λTa0 (t) for 0 < t < 1 and 1 ≤ t < 2 when
the conditional hazard is of the form in (A4) and when the covariates are normally and conditionally
normally distributed. As shown in more general results in Section 4.2 of the main text, the MSMs have
an additive form. However, the above results show that the formulae for the coefficients in the MSM
take quite a complicated form even in this relatively simple setting. The expressions would become
further complicated if there were multiple time-dependent covariates L and when the conditional
distributions for the covariates given the past were not normal, in which case there will not in general
exist closed form expressions for the coefficients of the MSM. In Section 6.2 of the main text we
outline a simulation-based procedure for obtaining the true values of the coefficients in the MSM.
A3 Incorporating interactions
In Section 4.2 of the main text, we considered the conditional additive hazard model given in equation
(14). Suppose instead that there was also an interaction between A¯t and L¯t:
λ(t|A¯btc, L¯btc, U) = α0(t) + α>A(t)v(A¯t) + α>L (t)w(L¯t) + α>AL(t)q(A¯t, L¯t) + αU (t)U (A12)
where q(A¯btc, L¯btc) denotes a vector values function of interactions between A¯t and L¯t. Following
the same workings as in Section 4.2 of the main text, it can be shown that for 0 < t < 1
λTa0 (t) = α0(t) + α
>
A(t)v(a0) +
EL0,U
{(
α>L (t)w(L0) + α
>
AL(t)q(a0, L0) + αU (t)U
)
r0(t)
}
EL0,U {r0(t)}
(A13)
where r0(t) = exp
(
− ∫ t0 (α>L (s)w(L0) + α>AL(s)q(a0, L0) + αU (s)U)ds).
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For 1 ≤ t < 2 we have
λTa0 (t) = α0(t) + α
>
A(t)v(a¯1)+
EL0,U
[
EL1|A0=a0,L0,U,T≥1
{(
α>L (t)w(L¯1) + α
>
AL(t)q(a¯1, L¯1) + αU (t)U
)
r1(t)
}]
EL0,U
[
EL1|A0=a0,L0,U,T≥1 {r1(t)}
] (A14)
where r1(t) = r0(t) exp
{
− ∫ t1 (α>L (s)f(L¯1) + α>AL(s)q(a¯1, L¯1) + αU (s)U) ds}.
For 1 ≤ t < 2 the intercept and the coefficients for a0 and a1 in the MSM are different from those in
the conditional model. The MSM also involves an interaction between a0 and a1 even if there is no
interaction between a0 and a1 in the conditional hazard model.
A4 Simulation algorithm: extensions
In section 5 of the main text we described a simulation algorithm for longitudinal and time-to-event
data, using a conditional additive hazard model of the form λ(t|A¯btc, L¯btc, U) = α0 + αAAbtc +
αLLbtc + αUU . The algorithm can be extended to accommodate a more general form for the con-
ditional hazard including time-varying coefficients: λ(t|A¯btc, L¯btc, U) = α0(t) + α>A(t)v(A¯btc) +
α>L (t)w(L¯btc) + αU (t)U . For the simulation the investigator needs to specify the functional forms
for the coefficients. One way to simulate data in this more general setting is by generating event
times using a piecewise exponential distribution, as we outline below. Further extensions to include
additional terms such as interaction terms follow directly.
A general form for the simulation algorithm is as follows:
1. Generate the individual frailty term U .
2. Generate L0 conditional on U .
3. Generate A0 from a Bernoulli distribution conditional on L0.
4. The conditional hazard is λ(t|A¯btc, L¯btc, U) = α0(t) + α>A(t)v(A¯btc) + α>L (t)w(L¯btc) +
αU (t)U . Event times are generated in the period 0 < t < 1 using a piecewise exponential
distribution on a grid from 0 to 1 in increments of length 0.1 (this could be made smaller
or larger). The procedure is as follows. First generate V ∼ Uniform(0, 1) and calculate
T ∗ = − log(V )/λ(0|A0, L0, U). If T ∗ < 0.1 the event time is set to be T = T ∗. If T ∗ > 0.1,
then for w = 0.1, 0.2, . . . , 0.9:
(i) Generate v ∼ Uniform(0, 1) and calculate T ∗ = − log(V )/λ(w|A0, L0, U).
(ii) If T ∗ < 0.1 the event time is set to be T = w + T ∗.
(iii) If T ∗ > 0.1 move to the next value of w and return to (i).
(iv) When w = 0.9, if T ∗ > 0.1 move to step 5.
For individuals who remain at risk of the event at visit time k = 1:
5. Generate Lk conditional on A¯k−1, L¯k−1, U, T ≥ k.
6. Generate Ak from a Bernoulli distribution conditional on A¯k−1, L¯k, T ≥ k.
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7. Generate event times in the period k ≤ t < k + 1 using a piecewise exponential distribution
on a grid from k to k + 1 in increments of length 0.1. First generate V ∼ Uniform(0, 1) and
calculate T ∗ = − log(V )/λ(k|A¯1, L¯1, U). If T ∗ < 0.1 the event time is set to be T = T ∗. If
T ∗ > 0.1, then for w = k + 0.1, k + 0.2, . . . , k + 0.9:
(i) Generate V ∼ Uniform(0, 1) and calculate T ∗ = − log(V )/λ(w|A¯k, L¯k, U).
(ii) If T ∗ < 0.1 the event time is set to be T = w + T ∗.
(iii) If T ∗ > 0.1 move to the next value of w and return to (i).
(iv) When w = k + 9, if T ∗ > 0.1 the individual remains at risk of the event at time k + 1.
8. Repeat steps 5-7 for k = 2, 3, 4. Individuals who do not have an event time generated in the
period 0 < t < 5 are administratively censored at time 5.
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