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Résumé
Les agents personnels interagissant dans le cadre d’ap-
plications web, ainsi que les agents de service avec les-
quels ils collaborent, ont la responsabilité d’assurer la sé-
curité des informations personnelles, appartenant aux uti-
lisateurs, qui leur sont confiées. Ils sont soumis aux ré-
glementations émanant de diverses autorités normatives
(lois, réglements, instructions de l’utilisateur...) régissant
la protection des données personnelles. Nous présentons
ici la logique DLP, conçue pour permettre à un agent cog-
nitif de se représenter ces normes, de raisonner dessus, de
prendre en compte leur caractère composite et d’y adapter
leur comportement de manière cohérente.
Mots Clef
Agent cognitif, logique déontique, vie privée, conflits
d’obligations.
Abstract
Personal agents interacting in the context of web applica-
tions, as well as the service agents they collaborate with,
are responsible for the security of the users’ personal infor-
mation that they are in charge of. Several regulations apply
to them, issued from various normative authorities (laws,
regulations, user instructions...) ruling personal data pro-
tection. We present here the DLP logic, designed to allow
a cognitive agent to represent these norms, to reason about
them, to take into account their composite nature and to
adapt their behaviour to them in a consistent way.
Keywords
Cognitive agent, deontic logic, privacy, obligation
conflicts.
1 Introduction
Les travaux sur les systèmes multi-agents centrés utilisa-
teurs [11] évoquent de plus en plus des agents personnels,
rattachés à des utilisateurs humains, et agissant comme des
assistants au sein d’applications distribuées dans des ré-
seaux ouverts (internet) ou dans des environnements d’in-
formatique ambiante. Ces agents, ainsi que les agents de
service avec lesquels ils devront collaborer, ont la respon-
sabilité d’assurer la sécurité des informations personnelles,
appartenant à l’utilisateur, qui leur sont confiées. De ce fait,
au-delà de capacités applicatives spécifiques, ces agents
doivent disposer d’outils leur permettant de se conformer
au cadre réglementaire composite de leur contexte d’exécu-
tion sur la protection des données personnelles, afin d’avoir
les moyens de protéger efficacement la vie privée des utili-
sateurs du système. Dans cette optique, nous présentons ici
la logique DLP (Deontic Logic for Privacy) qui permet à un
agent cognitif de se représenter de manière cohérente ses
obligations légales, réglementaires, contractuelles ou mo-
rales en matière de protection des données personnelles, de
manière à pouvoir raisonner sur ces obligations.
Précédemment [16], nous avons identifié les six dimen-
sions qui composent la protection des données personnelles
dans les textes légaux et réglementaires. Ces dimensions
sont l’information de l’utilisateur, son consentement, le
droit de modification et rétractation, la justification de la
collecte et du traitement, la conservation des données et
leur transmission à des tiers. Ces six dimensions ont été
justifiées en détail dans [16], et nous allons en faire ici les
six domaines de représentation de notre proposition.
Nous prévoyons d’intégrer cet outil dans un agent de type
BDI, mais la logique en elle-même est indépendante de
la formalisation du modèle mental de l’agent. La logique
DLP permet de différencier le traitement des normes se-
lon l’autorité normative (comme un État ou un supérieur
hiérarchique) dont elles proviennent, de faire évoluer le
contexte normatif de l’agent, de détecter et de gérer les
conflits d’obligations entre différentes autorités norma-
tives. À ce stade de notre travail, notre objectif est de per-
mettre à l’agent de raisonner sur ce contexte normatif afin
de l’appliquer lui-même d’une manière satisfaisante, en
respectant les données qui lui sont confiées.
2 Travaux existants
Le World Wide Web consortium a établi un jeu de stan-
dards pour la représentation des politiques de gestion des
données personnelles, appelé Platform for Privacy Prefe-
rences (P3P, [18]). P3P fournit des schémas XML pour re-
présenter la politique d’un site web ou les exigences d’un
utilisateur. Ces travaux répondent de manière satisfaisante
aux exigences des deux premiers axes de la protection
des données personnelles (information et consentement de
l’utilisateur), et par mesure d’interopérabilité nous ferons
en sorte que nos propositions soient aisément compatibles
avec ces formats.
La logique déontique [15] et les systèmes multi-agents nor-
matifs [4, 13] constituent un outil privilégié pour la repré-
sentation et le traitement des contraintes d’obligations par
des agents cognitifs. Nous accepterons pour définition des
systèmes multi-agents normatifs, dans le cadre de nos tra-
vaux, une adaptation de la définition fournie par Boella,
van der Torre et Verhagen [4] :
Définition 1 Un système multi-agent normatif est un sys-
tème multi-agent associé à un ensemble de normes sur le
comportement des agents, permettant le choix individuel
des normes à suivre, l’évolution de ces normes, la repré-
sentation et le traitement des violations.
Dans nos précédents travaux [8], nous avons montré que
l’utilisation de systèmes normatifs centralisés était inadap-
tée à notre problème, c’est pourquoi le système multi-agent
normatif que nous construisons ici est basé sur un traite-
ment des normes local à chaque agent, les normes elles-
mêmes étant publiques.
Le principe de l’adaptation dynamique du comportement
de l’agent à son contexte normatif a déjà été décrit par
Gaertner et al dans le scénario de la “salle de bal” [10],
dans lequel un agent “danseur” passe de salle en salle, en
se conformant à chaque fois à l’étiquette et aux coutumes
en vigueur dans la salle. Notre proposition peut être vue
comme une implémentation des mécanismes en jeu dans
ce scénario. Certaines logiques déontiques proposées pour
des systèmes normatifs présentent des caractéristiques in-
téressantes pour notre problématique. C’est le cas de la
logique NTL [2], qui différencie les modalités suivant les
différents systèmes normatifs auxquels appartient l’agent,
mais ne considère pas toutefois les conflits possibles. On
notera que NTL tire parti de l’association de la logique dé-
ontique et de la logique temporelle pour des applications
de model checking. Ce n’est pas ici notre objectif.
Les travaux de Cholvy et Cuppens sur la consistance des
politiques de sécurité [6] traitent également de probléma-
tiques très proches des nôtres. Dans leur contribution, les
conflits d’obligations sont gérés par un opérateur de fusion
des rôles qui s’appliquent à l’agent, alors que nous nous ba-
sons sur une différenciation par autorité normative. Cholvy
et Cuppens utilisent une modalité d’obligation unique, ce
qui impose une définition assez restrictive de l’inconsis-
tance et des conflits d’obligations. Nous tentons ici de dé-
passer cette limitation.
3 Les logiques DLP et RDLP
Les formules de la logique DLP sont destinées à être dif-
fusées par les autorités normatives en tant que représenta-
tion des normes qu’elles édictent, puis à être traitées locale-
ment par l’agent pour lui permettre d’adapter son compor-
tement (dans notre cas, en matière de gestion des données
personnelles). Nous ne cherchons donc pas à modéliser ni
à vérifier le fonctionnement d’un système multi-agent vu
de l’extérieur, mais à représenter les normes de manière à
obtenir une compatibilité maximale avec des modèles cog-
nitifs classiques basés sur la logique modale (comme dans
[7], [12] ou [1]). Nous construisons ici la logique DLP sur
la base d’une logique multimodale normale [3], qui nous
permettra de prendre en compte le caractère composite du
contexte normatif.
3.1 Syntaxe
La logique déontique que nous proposons est basée sur une
classe de modalités d’obligation Oνi . Dans cette notation,
ν représente une autorité normative, c’est à dire un agent
qui édicte des normes (comme un État ou un supérieur hié-
rarchique dans une entreprise), et i représente un agent du
système qui traite les normes de ν (qui reconnaît l’auto-
rité normative de ν). Il y a donc une modalité différente
pour chaque autorité normative, et pour chaque agent in-
terprétant ces normes. Dans un souci de simplicité, nous
pourrons dans le cadre de cette présentation considérer un
unique agent i, ignorer l’indice et donc considérer la classe
des modalités Oν . La figure 1 présente la syntaxe des for-
mules bien formées de la logique DLP, qui consiste notam-
ment en l’application éventuelle d’une modalité telle que
définie plus haut sur des prédicats dont la forme est défi-
nie par la grammaire de la figure 2. On intègre également à
la logique la disjonction ∨ et la négation ¬, et l’on accep-
tera par la suite les abréviations classiques de la conjonc-
tion ∧ et de l’implication logique −→. On pourra pour la
notion de permission utiliser l’abréviation Perνi qui vaut
pour ¬Oνi ¬ (nous acceptons donc la définition classique
de la permission en tant que dual de l’obligation). On s’ac-
corde l’usage de parenthèses pour forcer les priorités.
WFF = PROPOSITION | WFF “ ∨ ” WFF
| “¬” WFF | “Oνi ” WFF ;
FIG. 1: Syntaxe des formules bien formées de la logique
DLP
Dans la grammaire des propositions (figure 2), ID repré-
sente l’identifiant unique d’un traitement mettant en œuvre
PROPOSITION = PERFORMATIVE | DATA | FORMULA ;
PERFORMATIVE = “request(” AGENT, AGENT,
DATAINFO, TIMESTAMP “)”
| “inform(” AGENT, AGENT, ID,
ACTIONTYPE, CONTACT,
TIMESTAMP “)”
| “consent(” AGENT, AGENT, ID,
TIMESTAMP “)”
| “tell(” AGENT, AGENT, DATA,
TIMESTAMP “)”
| “perform(” AGENT, ID, TIMESTAMP “)” ;
DATAINFO = “datainfo(” ID, DATATYPE, AGENT,
EXPIRATIONDATE, FORWARDLIST “)” ;
DATA = “data(” ID, DATATYPE, AGENT,
EXPIRATIONDATE, FORWARDLIST,
DATASTRING “)” ;
FORWARDLIST = “[”{AGENT}“]” ;
FIG. 2: Grammaire des propositions spécifiques à la
protection des données personnelles, et sur lesquelles
porteront les modalités déontiques
des données personnelles, DATASTRING les données person-
nelles transmises, et FORMULA une expression logique ou
arithmétique, n’utilisant aucun des prédicats définis dans
cette grammaire. On suppose que ACTIONTYPE et DATATYPE
procèdent d’ontologies décrivant les différents types de
traitements et de données personnelles, respectivement.
Dans les différents prédicats performatifs de cette gram-
maire, on retrouve (en gras) les six dimensions des traite-
ments et de la protection des données personnelles :
– Le prédicat request décrit la demande d’informations
personnelles pour un traitement (comprenant des pro-
priétés attachées aux informations demandées, comme
le propriétaire des données, la durée de conservation et
la liste des agents autorisés à y accéder) ;
– Le prédicat inform encapsule des informations sur le
traitement à destination de l’utilisateur, dont le type
de traitement (usage des données), le contact du res-
ponsable (pour le droit d’accès et de modification), la
date limite de conservation des données et la liste des
agents destinataires d’une éventuelle transmission des
données ;
– Le prédicat consent représente le consentement de
l’utilisateur pour un traitement donné ;
– Le prédicat tell représente la transmission des données
par l’utilisateur (avec les informations relatives atta-
chées) ;
– Le prédicat perform représente un traitement effectif
impliquant des données personnelles.
A partir de la syntaxe de la syntaxe DLP, nous définis-
sons une version restreinte du langage, RDLP (Restricted
DLP), constituée de formules de la forme P −→ Oνi Q ou
P −→ Perνi Q, où P et Q sont des formules DLP bien
formées ne contenant pas de modalité d’obligation. Éven-
tuellement P et Q peuvent avoir pour valeur vrai (⊤) ou
faux (⊥). Les normes que nous traitons dans le cadre de
nos travaux actuels sont des formules RDLP bien formées.
Cette restriction sur la syntaxe, également jugée acceptable
pour la spécification de politiques de sécurité [6], est déter-
minante pour le bon fonctionnement des algorithmes que
nous présentons par la suite (l’amélioration future de ces
algorithmes pourrait éventuellement permettre de lever ou
de limiter cette restriction).
L’analyse d’une politique P3P [18] permet de générer des
mots du langage défini en figure 2, et les expressions déon-
tiques sur ce langage (formules RDLP) permettent de re-
présenter des exigences sur les politiques P3P. La logique
DLP est donc un moyen de raisonner à la fois sur ces poli-
tiques (P3P ou autres éventuellement) et sur des jeux de ré-
glements. Les formules sous la forme RDLP, qui sont celles
émises par les autorités normatives dans notre cadre appli-
catif, sont donc par exemple de la forme de (1), qui signifie
que si l’agent i effectue un traitement ID impliquant une
information de type “nom” appartenant à un autre agent,
alors d’après la loi, i ne doit pas conserver ladite informa-
tion plus de trente jours.
perform(i, ID , T0) ∧ datainfo(ID ,nom, _, Texp, _)
−→ Oloii (Texp − T0 < 30 ∗ 24 ∗ 3600) (1)
3.2 Axiomatique
Nous avons accepté plus haut la notion de permission
comme le dual de celle d’obligation (Perνi P
def
= ¬Oνi ¬P ).
Ce choix nous force à renoncer à plusieurs axiomes cou-
rants des logiques modales normales [3, 5], comme Oν
i
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i P ), qui permettrait à une autorité
normative de générer mécaniquement des obligations sur
un domaine qui ne relève pas de sa compétence. L’axio-
matique que nous proposons évite cet écueil causé par la
dualité de l’obligation et de la permission.
La logique DLP est construite sur l’axiomatique et les
règles d’inférence suivantes, où P et Q représentent des
formules DLP bien formées :
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Cette axiomatique est basée sur la logique SDL (logique














-4!) un théorème du langage, qui nous permet
de réduire les chaînes d’obligations d’une même autorité
normative, la notion étant peu porteuse de sens. Nous re-
joignons donc Chellas [5] sur ces considérations.
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Au-delà de ces raisons quelque peu mécaniques, nous pou-
vons justifier l’ajout de (Oν
i
-M ) en le voyant comme un
axiome fondant l’autorité normative : il nous dit en ef-
fet que toute autorité normative ν impose (au sens d’une
norme, et non mécaniquement) que les obligations édictées
par elle soient respectées.
3.3 Sémantique
Dans la plupart des modèles cognitifs basé sur une moda-
lité de croyance [7, 12, 1], la sémantique de Kripke corres-
pondant à cette modalité associe à chaque monde possible
une succession envisageable d’actions, décrivant l’évolu-
tion possible du système depuis son initialisation jusqu’à
la fin de l’exécution. Dans un souci de compatibilité, nous
retenons cette conception de la sémantique des mondes
possibles, qui s’accorde avec l’axiomatique présentée plus
haut. Nous nommerons W l’ensemble des mondes pos-
sibles, et nous noterons w, w′, w′′ et à suivre, des éléments
deW . À chaque modalité Oνi , nous associons une relation
d’accessibilité Oνi , pourvue de la même différenciation par
agent et par autorité normative. Conséquemment à l’axio-
matique choisie pour Oνi , les relations O
ν
i ont les propriétés
de sérialité, de transitivité et de réflexivité secondaire (2).
Cette dernière propriété nous promet que tout monde pos-
sible respectant les normes du monde courant, respecte les
normes s’appliquant à ce monde. Elle assure donc une cer-
taine qualité, en matière de respect des normes, des mondes
désirables au sens des normes d’une autorité ν.
∀w,w′ ∈ W wOνi w
′ −→ w′Oνi w
′ (2)
Nous pouvons maintenant définir la classe Kνi des cadres
F = {W, Oνi } associée à chaque modalité O
ν
i . D’après le
théorème de complétude de Sahlqvist [3], la logique DLP
pour la modalité Oνi est fortement complète par rapport
à la classe de cadres de Kripke Kνi , de part la nature des
axiomes et leur correspondance avec les propriétés de Oνi .
La correction de la logique DLP par rapport à cette classe
se montre aisément.
Nous venons de présenter la syntaxe, l’axiomatique et la
sémantique de la logique DLP, et nous allons maintenant
voir comment elle peut être utilisée par un agent cognitif.
4 Interprétation des normes
L’objectif initial de la logique DLP est de représenter les
normes du système d’une manière efficace. La classe de
modalités Oνi que nous avons introduite pourrait être in-
tégrée à un modèle complet d’agent logique [12, 1], mais
cela dépasse le cadre de cette présentation. Nous suppose-
rons disposer d’un agent cognitif de type BDI, et nous al-
lons montrer comment fournir à cet agent un ensemble de
formules DLP cohérent, et comment ce dernier peut être
utilisé pour prendre en compte le contexte normatif de ma-
nière efficace.
4.1 Acceptabilité des normes
Dans les cas réels, où l’édition des normes est de la res-
ponsabilité d’autorités indépendantes et éventuellement su-
jettes à l’erreur, les normes à prendre en compte peuvent
poser deux types de problèmes logiques. L’ensemble des
normes peut être inconsistant, et des conflits d’obliga-
tions peuvent apparaître. Concernant l’inconsistance, ses
effets sont réduits par la différenciation des modalités en
fonction de l’autorité normative. L’ensemble de normes
{Oν1i P,O
ν2
i ¬P}, par exemple, n’est pas inconsistant, il ex-
prime un contradiction entre une obligation édictée par ν1
et une obligation édictée par ν2. Ainsi, les seules inconsis-
tances possibles entre obligations mettent en jeu des for-
mules faisant référence à une même autorité normative. A
ce titre, l’ensemble de normes {Oνi P,O
ν
i ¬P} est lui in-
consistant en logique DLP, comme en SDL d’une manière
générale. De la même manière, la différenciation par agent
(indice i) restreint la notion d’inconsistance à l’échelle
d’un seul agent. À ce stade de nos travaux, nous choi-
sissons de ne pas accepter l’inconsistance au sens strict.
Si une autorité normative édicte des obligations inconsis-
tantes, l’agent choisira d’ignorer cette autorité normative,
jusqu’à ce que l’ensemble des normes qu’elle publie rede-
vienne consistant.
La gestion des conflits d’obligations est plus subtile. La rai-
son principale en est qu’en logique déontique standard, un
conflit d’obligations ne peut jamais être représenté, parce
qu’il rend l’ensemble des normes inconsistant (à cause de
l’axiome (Oν
i
-D)). C’est le dilemme de Sartre, tel que dé-
crit en logique déontique par McNamara [15]. Nous ver-
rons comment la différenciation des modalités peut encore
une fois nous permettre de contourner ce problème fonda-
mental inhérent à l’utilisation d’une logique modale nor-
male pour la logique déontique.
Si nous reprenons notre exemple de la formule (1), la loi
impose à l’agent i de supprimer les informations person-
nelles de type nom trente jours au plus après le traite-
ment. Supposons que i soit soumis au réglement interne
de son entreprise qui lui impose la norme (3) (autorisant la
conservation des mêmes données au-delà de trente jours),
et à un ordre direct de son supérieur hiérarchique (deman-
dant la conservation des donnée nom de l’agent client
pendant une durée de soixante jours minimum) représenté
par la formule (4). On suppose que les prémisses des trois
formules sont vérifiées, et donc que i doit théoriquement
se conformer aux trois modalités déontiques exprimées.
Schématiquement, les formules (1), (3) et (4) sont respec-
tivement de la forme (A → Oνi P ), (A → Per
ν
i ¬P ) et
(A′ → Oνi Q), avec A
′ → A et {P,Q} ⊢ ⊥.
perform(i, ID , T0) ∧ datainfo(ID ,nom, _, Texp, _)
−→ Oloii (Texp − T0 < 30 ∗ 24 ∗ 3600) (1)
perform(i, ID , T0) ∧ datainfo(ID ,nom, _, Texp, _)
−→ Perentreprisei (Texp − T0 ≥ 30 ∗ 24 ∗ 3600) (3)
perform(i, ID , T0) ∧ datainfo(ID ,nom, client , Texp, _)
−→ Opatroni (Texp − T0 > 60 ∗ 24 ∗ 3600) (4)
Cholvy et Cuppens [6] définissent les conflits de normes
par l’existence d’un monde accessible où l’on peut déduire
⊥. Ne différenciant pas les modalités déontiques dans le
cadre de [6], ils considèrent que l’ensemble de normes
{Oν1i P,∧O
ν2
i ¬P} est inconsistant, et ils se trouveraient
donc à devoir prononcer un arbitrage entre les normes (1)
et (3). Or ces deux normes ne sont pas fondamentalement
incompatibles, (1) étant simplement une restriction par rap-
port aux permissions accordées par (3)1. En fixant une du-
rée d’expiration inférieure à trente jours, l’agent i peut se
conformer de manière simple à ces deux normes. Nul be-
soin donc d’un traitement spécifique dans ce cas-là, et nous
tâcherons en conséquence de donner un rôle particulier aux
modalités de permission, qui par essence ne restreignent
pas le comportement de l’agent2. La différenciation des
modalités nous évite donc ici de considérer abusivement un
ensemble de normes comme contenant un conflit d’obli-
gations, en limitant la portée de l’inconsistance logique.
En effet dans notre exemple, au lieu de considérer l’in-
consistance qui pourrait dériver de la permission (3) et de
l’obligation (1), nous les traitons séparément, de par leurs
sources distinctes, nous constatons qu’elles ne sont en fait
pas contradictoires, et qu’un agent pourrait avoir un com-
portement ne violant aucune de ces deux normes.
Les normes (1) et (4), par contre, posent un réel problème :
il n’y a aucun moyen pour i de se conformer simultané-
ment aux deux normes. D’un point de vue logique, si l’on
1Émises par une même autorité normative, ces deux formules seraient
toutefois inconsistantes entre elles, et dans ce cas nous l’avons dit, l’agent
i choisira d’ignorer l’autorité en question.




fait abstraction de la différenciation par autorité normative,
on peut déduire⊥ dans tous les mondes accessibles. Ce se-
rait à notre sens une définition plus correcte de la notion
de conflit d’obligations, la différenciant de la restriction de
permission (ou durcissement des contraintes d’obligation).
Dans cette situation de conflit d’obligations, notre agent
humain devra donc choisir de se conformer soit à la loi,
soit à l’ordre de son supérieur. Ce choix subjectif relèvera
de ses valeurs morales, c’est le “dilemme moral” également
accepté comme situation de conflit par Cholvy et Cuppens
[6].
4.2 Définition du conflit d’obligations
Nous allons maintenant formaliser cette intuition de la no-
tion de conflit d’obligations. Nous définissons la fonction
d’agrégation γ, qui à une formule sous la forme RDLP as-
socie une formule DLP, mais avec une autorité normative
commune ν0, fictive. Cette fonction est destinée à repré-
senter momentanément un ensemble de normes en faisant
abstraction de la différenciation par autorité normative, et
en donnant un rôle particulier à la modalité de permission.
La figure 3 décrit le fonctionnement de la fonction d’agré-
gation.
γ : RDLP −→ DLP
γ : (P → Obνi Q) 7−→ (P → Ob
ν0
i Q)
γ : (P → Perνi Q) 7−→ (P → ⊤)
FIG. 3: Définition de la fonction d’agrégation γ
Par extension si ∆ est un ensemble de formules RDLP, on
notera Γ(∆) la fermeture des formules de ∆ agrégées au
moyen de la fonction γ. Cette fonction d’agrégation nous
permet maintenant de définir la notion de conflit d’obliga-
tions dans RDLP :
Définition 2 L’ensemble de formules RDLP ∆ comporte
un conflit d’obligations si l’ensemble de formules DLP
Γ(∆) est inconsistant (soit Γ(∆) ⊢DLP ⊥).
Cette définition est bien cohérente avec les exigences in-
tuitives que nous avons formulées pour la notion de conflit
d’obligations. Elle nous permet d’inclure les incompatibili-
tés entre obligations, et d’exclure les incompatibilités met-
tant en œuvre des permissions. On pourra noter que c’est
la structure de l’opérateur d’agrégation qui conditionne la
restriction syntaxique de RDLP par rapport à DLP. En ap-
pliquant notre définition à des formules DLP, on devrait
considérer que l’ensemble des normes (5) et (6) constitue
un conflit d’obligations, ce qui n’est pas le cas. L’affine-
ment de la définition de γ pour permettre la levée de cette
restriction pourra faire l’objet de développements futurs.




Nous avons donc dans RDLP, grâce à la différenciation et
à l’agrégation, un moyen de représenter et de détecter les
conflits d’obligations tout en conservant une logique mo-
dale normale. Nous nous affranchissons donc ici du di-
lemme de Sartre, intrinsèque à la logique déontique stan-
dard.
4.3 Arbitrage des conflits d’obligations
Nous nous plaçons tout d’abord dans le cas où un agent est
tenu de respecter un ensemble de normes ∆ comprenant
des conflits d’obligations. Nous prendrons comme premier
exemple l’ensemble ∆1 constitué des normes (1) et (4).
Dans le cas d’un agent humain, celui-ci se réfèrera à l’im-
portance relative des autorités normatives. Cette impor-
tance relative est différente suivant les personnes, elle pro-
cède d’un classement des autorités basé sur la morale, les
valeurs sociales de chacun. Il nous faut donc tenir compte
de cette subjectivité dans l’arbitrage des conflits d’obliga-
tions. Pour cela, nous allons introduire la notion de préva-
lence normative, qui est une relation d’ordre total i entre
les autorités normatives connues par l’agent i3. La relation
est indicée par i pour signifier qu’elle est locale à l’agent.
Informellement, si ν1 i ν2 alors l’agent i préfèrera les
normes édictées par ν1 à celles édictées par ν2 en cas de
conflit d’obligations entre les deux. On dira que ν1 prévaut
sur ν2 pour l’agent i. Dans le cadre de notre exemple, nous
avons supposé que les autorités normatives sont ordonnées,
pour i, comme dans (7).
self i loi i entreprise i patron (7)
On notera que l’agent lui-même est l’autorité normative qui
prévaut sur toutes les autres. Dans le cas d’un agent hu-
main, c’est ce qui permet de considérer qu’un ordre (ou
même une loi) est immoral, et d’avoir sur ce dernier un
point de vue critique. Pour un agent personnel, cette au-
torité normative interne reflète dans l’idéal les directives
de l’utilisateur humain. En effet, la correspondance des ac-
tions d’un agent personnel avec la volonté de son utilisateur
est une condition nécessaire pour engager la responsabilité
de ce dernier [14].
Le principe de notre algorithme d’arbitrage des conflits
d’obligations est le suivant : à partir de ∆ (tel que
Γ(∆) ⊢DLP ⊥), l’agent essaie de construire un ensemble
∆′ exempt de conflits (Γ(∆′) 6⊢DLP ⊥), en supprimant
un nombre minimal de normes édictées par des autori-
tés normatives de prévalence la plus faible possible. Dans
notre exemple ∆1 limité à deux normes, la solution est
évidente, l’agent i va ignorer la norme (4) et respecter
(1) (soit ∆′
1
= {(1)}), car il considère que la loi prévaut
sur les directives de son supérieur. Dans un ensemble de
normes plus important, l’agent va devoir supprimer un cer-
tain nombre de normes, jusqu’à ce que l’ensemble restant
devienne exempt de conflits.
3Le fait quei soit un ordre total est une hypothèse de travail simpli-
ficatrice. Lors de travaux futurs pourra être examinée la possibilité qu’elle
arbitrer(∆) :
∆′ ← ∆







FIG. 4: Algorithme d’arbitrage des conflits d’obligations
A chaque étape de l’algorithme d’arbitrage des conflits
d’obligations (détaillé figure 4), l’agent identifie un sous-
ensemble conflictuel de normes de cardinal minimal (par
exemple par un parcours arborescent en largeur, en mar-
quant les sous-ensembles déjà visités), et en supprime la
norme édictée par l’autorité normative de prévalence la
plus faible. Au final, on aura évincé un nombre de normes
le plus faible possible, et on aura préservé au mieux les
obligations des autorités normatives de prévalence forte.
L’introduction de la notion de prévalence, l’utilisation de
la différenciation par autorité normative et de notre défini-
tion du conflit d’obligations, permettent de contourner la
version déontique du dilemme de Platon [15], une exten-
sion du dilemme de Sartre qui met en avant l’impossibi-
lité de représenter et de gérer les conflits entre une norme
prioritaire et une norme non prioritaire dans le cadre d’une
logique déontique monomodale normale. Nous avons ici
conservé le caractère normal de la logique, et grâce à l’opé-
rateur d’agrégation γ nous serions en mesure de reconsti-
tuer à partir de ∆′ un ensemble de normes monomodales
cohérent après cet arbitrage des conflits.
Notons qu’à la mise en œuvre de l’arbitrage des conflits,
les normes marginales écartées par l’algorithme devraient
être mises à part, et non supprimées du système. Elles de-
vraient en effet être reconsidérées lors d’une modification
ultérieure de l’ensemble des normes, de la liste des autori-
tés normatives ou d’une mise à jour de la relation de préva-
lence de l’agent.
On pourra noter également que si les permissions sont
ignorées (par le fait de l’opérateur d’agrégation γ) lors de
la recherche de conflits, elles sont conservées dans l’en-
semble de normes ∆′ confié à l’agent. Si notre opinion
est que les normes de nature permissive ne doivent pas
contraindre le fonctionnement de l’agent, et si nous ne pro-
poserons pas de règle associée, un agent a toutefois la pos-
sibilité de les traiter comme il l’entend s’il en a l’utilité.
soit un préordre et/ou une relation partielle.
4.4 Lien avec le modèle mental de l’agent
L’agent prend connaissance des formules RDLP édictées
par l’ensemble des autorités normatives qui le concernent ;
cette phase peut par exemple être mise en œuvre par une
diffusion des normes, ou par des requêtes sur un serveur
de l’autorité normative. Une fois terminé un éventuel arbi-
trage des conflits d’obligations, l’agent i dispose d’un en-
semble de normes cohérent ∆′. Cet ensemble, consistant
et exempt de conflits, est intégré dans la base de croyances
de l’agent et pris en compte pour adapter son comporte-
ment. Afin de respecter les réglementations qu’il reconnaît,
l’agent génère ensuite à partir de ∆′ des buts persistants et
des intentions, de manière à ce qu’il ait en permanence la
volonté de respecter chacune des normes.
A titre d’exemple, nous choisissons de nous placer dans un
cadre où les intentions dérivent d’une modalité de choix
Choicei (nous supposons bien sûr disposer d’une moda-
lité de croyance Beli). Nous utiliserons également les mo-
dalités usuelles de la logique temporelle (FA si et seule-
ment si A sera vrai à un moment dans le futur, GA si et
seulement si A sera vrai à tout moment du futur, AUB si
et seulement si A est vrai jusqu’à ce que B le devienne).
Le modèle proposé par Adam et al [1] correspond typi-
quement à notre exemple. Les formules RDLP y seraient
probablement représentées par des croyances particulières,
mais pour des raisons de lisibilité nous ferons abstraction
de la modalité correspondante. Les règles d’inférence (8)
et (9) constituent selon nous la base d’une interface entre








La règle (8) permet, dans le cas où l’obligation est déjà
respectée, de générer un choix sur une formule logique,
de manière à ce que l’agent considère le maintien de cet
état de fait comme effectivement désirable. La règle (9),
quant à elle, s’applique lorsque l’obligation n’est pas en-
core respectée. À cause de la nécessité de réalisme des
choix (BeliA → ChoiceiA), l’agent ne peut pas déri-
ver ChoiceiB ni ChoiceiGB sans inconsistance de son
modèle mental. Par contre, il fera le choix de la réalisa-
tion (et du maintien) de B à un instant du futur. Comme
¬BelB, ce choix va permettre de dériver un but à réaliser,
un but persistant puis une intention. Lorsque B sera réalisé,
ChoiceiGB sera dérivé logiquement grâce à (8), et l’agent
fera le choix de maintenir cet état de fait.
L’interaction entre la base de normes et le modèle men-
tal de l’agent nécessiterait un travail d’approfondissement,
comprenant notamment une axiomatique complète entre
les deux parties. Ce travail dépasse le cadre de cette pré-
sentation, qui vise à fournir des outils indépendants de tout
présupposé sur le modèle cognitif de l’agent, et les règles
d’inférence (8) et (9) sont données à titre d’exemple.
5 Conclusion
Dans cet article, nous présentons RDLP, une logique dé-
ontique multimodale pour la représentation cohérente d’un
contexte normatif composite. Nous proposons une nouvelle
définition de la notion de conflits d’obligations, et nous
montrons que ces conflits sont représentables en RDLP, dé-
passant ainsi certaines limitations connues de la Logique
Déontique Standard, et des logiques déontiques normales
en général. Nous présentons également un mécanisme d’ar-
bitrage de ces conflits, basé sur une relation de précédence
entre autorités normatives locale et spécifique à chaque
agent, permettant de fournir une base de normes saines et
cohérente tout en conservant la possibilité de la réactuali-
ser lors des futures évolutions du contexte normatif. A titre
d’exemple, nous donnons également un jeu de règles qui
permet d’intégrer ces normes RDLP dans le modèle men-
tal d’un agent BDI.
À un niveau applicatif, les outils que nous avons formali-
sés pour la protection des données personnelles permettent
d’apporter des fonctionnalités cognitives supplémentaires
aux agents gérant les données des utilisateurs. Les réseaux
de terminaux centrés utilisateur gérant des profils de per-
sonnalisation, tels que proposés par Riché et al [17], ou les
applications d’agendas collaboratifs [9] sont notamment
des cibles applicatives privilégiées pour nos travaux.
Cependant, si la grammaire que nous avons proposé pour la
logique DLP est spécifique à la protection des données per-
sonnelles, son extension permettrait l’intégration de nou-
veaux champs réglementaires à cette gestion rationnelle
des normes. En effet, les mécanismes présentés ici sont
adaptés, mais non exclusivement spécifiques à la protection
des données personnelles, et constituent des outils d’infor-
matique légale adaptés à des domaines d’applications va-
riés et composites. Notre modèle permet de gérer de mul-
tiples autorités normatives, édictant des normes contextua-
lisées, concernant possiblement de multiples domaines.
Ces travaux ouvrent de nombreuses pistes de recherche
intéressantes. Parmi celles qui sont prioritaires, nous tra-
vaillons actuellement sur la mise en œuvre efficace d’une
gestion des croyances sensibles (i.e. portant sur des don-
nées personnelles) soumises aux croyances normatives que
nous fournissons ici, de manière à traiter de manière ra-
tionnelle, systématique et respectueuse des réglementa-
tions, les informations confiées à l’agent. Ces dévelop-
pements pourront faire l’objet d’une proposition d’inté-
gration de RDLP dans un modèle cognitif complet basé
sur la logique modale, comme par exemple celui présenté
dans [1]. Nous travaillons également à améliorer plusieurs
points techniques de notre contribution, notamment l’op-
timisation de l’algorithme d’arbitrage des conflits d’obli-
gations (par exemple par l’utilisation d’heuristique pour
la recherche des sous-ensembles conflictuels minimaux,
qui est le point sensible de l’algorithme au niveau com-
plexité), ou la définition d’une notion de prévalence abso-
lue d’une autorité normative, trop sensible pour qu’aucune
de ses normes soit dominée. À un horizon plus large, nous
prévoyons de permettre à un agent cognitif de raisonner
conjointement sur les normes et sur les caractéristiques des
mécanismes transactionnels proposés dans le cadre d’une
collaboration entre agents, afin d’étendre le raisonnement
sur la protection des données personnelles à un ensemble
d’agents.
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