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ABSTRACT
We have adapted our made-to-measure (M2M) algorithm PRIMAL to use mock Milky Way like
data constructed from an N-body barred galaxy with a boxy bulge in a known dark matter
potential. We use M0 giant stars as tracers, with the expected error of the ESA (European
Space Agency) space astrometry mission Gaia. We demonstrate the process of constructing
mock Gaia data from an N-body model, including the conversion of a galactocentric Cartesian
coordinate N-body model into equatorial coordinates and how to add error to it for a single
stellar type. We then describe the modifications made to PRIMAL to work with observational
error. This paper demonstrates that PRIMAL can recover the radial profiles of the surface density,
radial velocity dispersion, vertical velocity dispersion and mean rotational velocity of the target
disc, along with the pattern speed of the bar, to a reasonable degree of accuracy despite the lack
of accurate target data. We also construct mock data which take into account dust extinction
and show that PRIMAL recovers the structure and kinematics of the disc reasonably well. In
other words, the expected accuracy of the Gaia data is good enough for PRIMAL to recover these
global properties of the disc, at least in a simplified condition, as used in this paper.
Key words: methods: numerical – Galaxy: structure – galaxies: kinematics and dynamics –
galaxies: structure.
1 IN T RO D U C T I O N
Making a computational model of the Milky Way is hardly a new
concept, however neither is it a field which has reached its conclu-
sion. There exist many mass models, which describe only the den-
sity distribution and the galactic potential (e.g. Bahcall & Soneira
1980; Klypin, Zhao & Somerville 2002). There exist kinematic
models which describe the density and velocity distributions, but
lack the constraint of self-consistent dynamics in the gravitational
potential, such as the Besanc¸on model (e.g. Robin et al. 2003). Fi-
nally, there exist dynamical models which satisfy this criteria (e.g.
Widrow, Pym & Dubinski 2008; Binney 2012). Dynamical models
can be constructed via different methods including Torus modelling
(e.g McMillan & Binney 2012, 2013) and N-body modelling (e.g.
Gardner et al. 2014). Bovy & Rix (2013) fit data from the Sloan
Extension for Galactic Understanding and Exploration and suggest
that the Milky Way’s disc is maximal, in addition to constraining
many dynamical properties of the disc. Models of the Milky Way
are however always limited by the quality of the observational data
they are based upon, and the more accurate data we have available
to us, the better these models can become. A new generation of
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observational data about our Galaxy, unparalleled in both size and
accuracy, is about to be produced by Gaia.
The European Space Agency’s (ESA) Gaia mission was launched
on 2013 December 19 with an operational lifetime of 5 yr, with pro-
visions made for a possible 12–18 month extension. The estimated
start of routine operations will be in 2014, with the first preliminary
data release approximately 22 months after launch. The expected
accuracy of Gaia measurements is described for example in de Brui-
jne (2012), with more detail on the astrometry in Lindegren et al.
(2012), the photometry in Jordi et al. (2010) and the spectroscopy
in Katz et al. (2011). A large amount of preparatory software devel-
opment and scenario modelling has already been occurring for the
past decade (e.g. Katz et al. 2004; Wilkinson et al. 2005; Seabroke
et al. 2011; Liu et al. 2012; Robin et al. 2012; Allende Prieto et al.
2013; Brown 2013; Luri et al. 2014). The new wealth of informa-
tion provided to us by Gaia will need new methods to make the
most of its potential. We are attempting to build a new dynamical
model based on the made-to-measure (M2M) algorithm, ready for
the Gaia era.
Despite the significant increase in accuracy between Gaia and
previous surveys, e.g. Hipparcos, it will of course still be subject
to error, due to both noise and calibration. The error will be de-
pendent on stellar magnitudes, extinction and position in the sky.
The astrometric parallax will carry the heaviest error and will in
turn affect the error in the proper motions. The radial velocity error
C© 2014 The Authors
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is heavily dependent on apparent luminosity and spectral type, but
will be very accurate for red stars.
The M2M method pioneered by Syer & Tremaine (1996) has
seen increasing interest in the last few years and has been used
for multiple purposes. It has been applied to external galaxies (e.g.
de Lorenzi et al. 2007, 2008; Long & Mao 2010, 2012; Das et al.
2011; Morganti & Gerhard 2012; Morganti et al. 2013) and to the
Milky Way itself (Bissantz, Debattista & Gerhard 2004; Long et al.
2013). It has also been used to generate initial conditions for N-body
models (Dehnen 2009). Despite its achievements so far, the M2M
method still has many unexplored avenues of research open to us.
In Hunt & Kawata (2013, hereafter Paper 1), and Hunt, Kawata
& Martel (2013, hereafter Paper 2), we have described the devel-
opment of an M2M algorithm called PRIMAL (PaRtIcle-by-particle
M2M ALgorithm). PRIMAL is designed to compare the observables
at the position of each star, i.e. not binned data as in previous M2M
modelling, because the Galactic stellar-survey data, such as the ones
Gaia will produce, are in the form of the position and velocity of
individual stars. Another major difference between PRIMAL and other
M2M algorithms is that the gravitational potential is calculated via
self-gravity of the model particles. The potential is thus altered by
the changing particle masses induced by the M2M algorithm. In
Paper 1, we apply PRIMAL to the target system of a smooth axisym-
metric disc created by N-body simulations and demonstrate that
PRIMAL can reproduce the density and velocity profiles of the target
system well, even when starting from a disc whose scalelength is
different from the target system. In Paper 2, we apply an updated
methodology to disc galaxies with bar structure, and demonstrate
that PRIMAL can reproduce the density and velocity profiles of these
more complex targets, as well as providing a good estimate of the
pattern speed of the bar.
In this paper, we first apply PRIMAL to the mock observational data
of a single population of stars, M0III, which are constructed from
an N-body simulated target galaxy. We ignore the dust extinction
for simplicity and achieve a good recovery of the properties of
the target system even with the Gaia expected errors. Then, we
apply the dust extinction to the same mock target data and attain
a reasonable recovery. Finally, we apply extinction to mock data
using Red Clump (RC) stars as tracers and compare the results for
these different tracers.
This paper is organized as follows. Section 3 describes how we
turn a target N-body galaxy model into mock observational data
with Gaia-like errors. Section 4 describes the M2M methodology
of PRIMAL, with a more detailed explanation shown in Papers 1 and 2.
Section 5 shows the performance of our updated method for recre-
ating the target disc system from the mock Gaia data ignoring dust
extinction to highlight the effects of the observational error. Section
6 describes the results for the mock data taking the dust extinction
into account. In Section 7, we provide a summary of this work.
2 TA R G E T S E T U P
We use for demonstration a single target galaxy created with an
N-body simulation. We selected our Target IV from Paper 2 as it
shows boxy/peanut structure in the central bulge, which is thought
to exist in the Milky Way (e.g. Wegg & Gerhard 2013). It is set up
using the method described in Grand, Kawata & Cropper (2012),
with the equations presented in Paper 2.
The initial conditions for the target galaxy for this paper
are constructed using the parameters M200 = 1.75 × 1012 M,
Md = 5.0 × 1010 M, c = 9.0, zd = 0.3 kpc, σ 2r /σ 2z = 2.0 and the
scalelength of the target disc is initially set as Rt,d = 3 kpc as de-
Figure 1. Face-on (left) and edge-on (right) density map of the Target (top)
and Model A (bottom).
scribed in Paper 2. Our simulated target galaxy consists initially
of a pure stellar disc with an exponential profile with no bulge
and a static dark matter halo with the profile from Navarro, Frenk
& White (1997). We run an N-body simulation with these initial
conditions, with 106 particles, for 2 Gyr using a tree N-body code,
GCD+ (Kawata & Gibson 2003; Kawata et al. 2013), and adopt
the final output as a target, shown in the top panel of Fig. 1. We
use the kernel softening suggested by Price & Monaghan (2007).
Although these authors suggested adaptive softening length, we use
a fixed softening for these simulations for simplicity. Our softening
length ε = 0.577 kpc is about three times larger than the equivalent
Plummer softening length. We also use this softening for PRIMAL
modelling runs.
For the model setup, as mentioned above, in this initial stage
of development, we assume that the dark matter halo potential is
known and there is no other external potential such as the bulge or
stellar halo. We use the same number of particles, 106, and the same
dark matter halo and disc structure parameters for the model and
target galaxies, except for the initial disc scalelength: Rd = 2 kpc
for the models and Rt,d = 3 kpc for the targets. We then evolve the
model galaxy gravitationally while simultaneously adjusting it with
PRIMAL.
3 G E N E R AT I N G gaia M O C K DATA
Our target data are in Galactocentric Cartesian coordinates and
hence must be converted into equatorial coordinates before we can
add error based upon the Gaia science performance estimates.
First, we shift the centre to the solar position, with the orientation
of the axes remaining unchanged. Then, we change the orientation
of the axes so that the x-axis points in the direction of right ascension
α = 0◦ and declination δ = 0◦, the y-axis points in the direction of
(α, δ) = (90◦, 0◦) and the z-axis is aligned with the Earth’s North
Pole using the transformation matrix, T. We call this equatorial
Cartesian coordinates. T is given by the inverse of the product of
three rotation matrices, T = T1T2T3, as shown in Pasetto, Chiosi
& Carraro (2003).
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T1 provides a rotation around the position angle of the North
Celestial Pole with respect to the semicircle passing through the
North Galactic Pole and the zero Galactic longitude,
T1 =
⎡
⎣ cos θ0 sin θ0 0sin θ0 − cos θ0 0
0 0 1
⎤
⎦ . (1)
T2 and T3 provide rotations around the equatorial position angles
of the North Galactic Pole
T2 =
⎡
⎣− sin δNGP 0 cos δNGP0 −1 0
cos δNGP 0 sin δNGP
⎤
⎦ , (2)
and
T3 =
⎡
⎣ cos αNGP sin αNGP 0sin αNGP − cos αNGP 0
0 0 1
⎤
⎦ . (3)
We use the values of θ0 = 122.◦7, δNGP = 27◦27′ and αNGP =
192◦49′30′′ for these angles, giving us
T =
⎡
⎣−0.0549 −0.8734 −0.48380.4941 −0.4448 0.7470
−0.8677 −0.1981 0.4560
⎤
⎦ . (4)
The coordinate matrix, A, for conversion from equatorial Cartesian
coordinates to equatorial coordinates is given by
A =
⎡
⎣ cos(α) cos(δ) − sin(α) − cos(α) sin(δ)sin(α) cos(δ) cos(α) − sin(α) sin(δ)
sin(δ) 0 cos(δ)
⎤
⎦ , (5)
such that⎡
⎣ vrkμα
π
kμδ
π
⎤
⎦ = A−1T−1
⎡
⎣ UV
W
⎤
⎦ , (6)
where k = 4.74 is a unit conversion factor between the velocity of
the star with respect to the Sun, (U, V, W), in km s−1 and the proper
motions of the star (μα , μδ) in arcsec yr−1.
We treat the N-body particles as a single stellar population, which
we will then add error to. We have chosen to use M0 giant (M0III)
stars, with assumed MV = −0.4 and V − Ic = 1.78, for our tracers as
these bright red giant stars will carry the least error in the estimation
of their parallax and radial velocity. We assume each N-body particle
(with mp = 5 × 104 M) corresponds to one M0III star, so there
exists one M0 giant for every star cluster with mass 5 × 104 M.
This is a very simple assumption and does not follow a stellar
population model or use a particular initial mass function (IMF). In
reality, calculating the stellar mass density from the observed stars
will be one of the biggest unknowns, because it is sensitive to their
age, metallicity, IMF and evolutionary track. However, in this paper,
we simply assume the conversion from M0III star number density
to stellar mass density is known without any error, as a first step
towards more realistic data. We will relax this strong assumption in
future work.
We also assume we know the position and motion of the Sun. We
locate the observer at (−8, 0, 0) kpc in Fig. 1, and the motion of
the Sun is assumed to be 228.14 km s−1. Additionally, in this paper,
we generate error added data for any particle with Gaia magnitude
G ≤ 20 mag and GRVS ≤ 16.5 mag. The relations to convert V and
(V − Ic) to G and GRVS (Jordi et al. 2010) are
G = V −0.0257 − 0.0924(V − Ic)
− 0.1623(V − Ic)2 + 0.0090(V − Ic)3, (7)
and
GRVS = V −0.0119 − 1.2092(V − Ic)
+ 0.0188(V − Ic)2 + 0.0005(V − Ic)3. (8)
We then add error to our target based upon the Gaia performance
estimates listed on the Gaia website.1 A simple performance model,
based upon the Gaia Mission Critical Design Review, gives the
equation for the end of mission parallax standard error, σπ , as
σπ = (9.3 + 658.1z + 4.568 − z2)1/2
(0.986 + (1 − 0.986)(V − Ic)), (9)
where
z = max(100.4(12 − 15), 100.4(G − 15)), (10)
and where 6 ≤ G ≤ 20.
For 6 ≤ G ≤ 12, shorter integration times will be used to avoid
saturating the CCDs. The end of mission performance will depend
on the exact scheme used to avoid saturation, thus for the moment,
equation (10) allows us to ignore this uncertainty and returns a
constant σπ = 7 μas for stars with 6 ≤ G ≤ 12. We assume this
same error for G < 6, although Gaia will not return data for G < 6.
Information on these very bright stars will be readily available from
other surveys, and also the area covered by G < 6 M0III stars
will be covered by intrinsically fainter stars when using multiple
populations. With M0III stars, G = 6 corresponds to the apparent
magnitude of stars at dobs ≈ 0.25 kpc, and therefore only a small
fraction of the mock data will be affected by this simplification.
The position and proper motion errors can be determined from
a relationship with σπ , which varies over the sky, and as such
are derived from scanning law simulations. A table2 on the Gaia
science performance website shows the ecliptic longitude-averaged
numerical factor with which to multiply with σπ , to return the
appropriate value of σα∗ , σ δ , σπ , σμα∗ or σμδ . This table2 also takes
into account the variation of the number of transits over the sky.
Note that σα∗ denotes the error in true arc, and may be converted
to the standard right ascension with
σα∗ = σα cos(δ), (11)
and similarly
μα∗ = μα cos(δ). (12)
We then convert the proper motions to velocities in km s−1 in the
direction of α and δ with
vα = 4.74(μα/π) cos(δ) (13)
and
vδ = 4.74(μδ/π). (14)
However, because the error in the proper motions is also depen-
dent on the error in the parallax, the errors must be convolved before
they may be used in PRIMAL. We use the approximations
σvα = 4.74
√
1
π2
(
σ 2μα∗ +
μ2α∗
π2
σ 2π
)
(15)
and
σvδ = 4.74
√
1
π2
(
σ 2μδ +
μ2δ
π2
σ 2π
)
(16)
1 http://www.cosmos.esa.int/web/Gaia/science-performance
2 http://www.cosmos.esa.int/web/Gaia/table-6
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to convolve the errors and also to convert the errors in μα∗ and μδ
to errors in vα and vδ .
A simple performance model for the end of mission radial veloc-
ity error, σvr , is given by
σvr = 1 + bea(V−14), (17)
where a and b are constants dependent on the spectral type of
the star. Some examples are given in a table3 on the Gaia science
performance website. This performance model is valid for GRVS ≤
16.1, where the fit error is 0.07 mag (Jordi et al. 2010). The a and b
values are estimated by linear interpolation as a function of V − Ic
using the table. We then apply these errors to the data from our M0III
N-body target and displace the measured parallax, proper motion
and radial velocity from the true values using random sampling.
Now that our data contain error, we need to strike a balance
between the quantity of data available and the quality of the data, as
stars with very large parallax errors provide incorrect information in
the observables of our model. As such, we do not use all the available
particles as points around which to calculate the observables, but
merely those whose magnitude is within a pre-determined limit.
Fig. 2 shows the real distance from the observer compared to the
observed distance for particles within 10 kpc for M0III stars (top).
We first discuss a simplified case where the dust extinction effects
are ignored. The effects of the dust extinction will be discussed in
Section 6. The observed distance, dobs, in Fig. 2 is the error added
distance from the observer. dobs is calculated from the randomly
displaced parallax measurement, πobs, following the expected par-
allax errors. The top panel of Fig. 2 shows that the accuracy of the
distance measurement is excellent within 4 kpc, but starts to diverge
quickly at higher distances. It also shows that while the difference
between the observed and correct positions for the majority of stars
remain within ≈2 kpc even up to d = 10 kpc, a significant frac-
tion have errors of more than 50 per cent. For this paper, we have
set the limit for the selection of the data to be dobs < 10 kpc. We
also add the selection limit of V ≤ 14.5 mag for obtaining accurate
radial velocities. Note that this estimate of distance error uses only
parallax distance estimates, whereas from the real Gaia data, it is
also possible to measure photometric distances which may help to
reduce the error.
Fig. 3 shows the face-on (upper panels) and edge-on (lower pan-
els) distribution of generated M0III stars which meet our selection
criteria (V ≤ 14.5 mag and dobs ≤ 10 kpc). The left-hand panels
show the true distribution of the selected stars and the second col-
umn shows the distribution of the stars after the error has been
added, i.e. the position of the stars after the random displacements
in parallax. Fig. 3 shows that the target data reach the centre of the
galaxy. However, the observed shape of the bar differs between the
true distribution and the error added data. With the addition of error,
the boxy structure of the bar is much weaker and the angle of the
bar becomes less apparent.
4 TH E M 2 M A L G O R I T H M : PR I M A L
The M2M algorithm works by calculating observable properties
from the model and the target, and then adapting particle masses
such that the properties of the model reproduce those of the target.
The target can be in the form of a distribution function, an exist-
ing simulation or real observational data. The model can be a test
3 http://www.cosmos.esa.int/web/Gaia/table-5
Figure 2. Real distance (1/π) compared to observed distance (1/πobs) based
on the Gaia science performance estimates of the parallax for M0III stars
without extinction (upper), M0III stars with extinction (middle) and RC
stars with extinction (lower). The white lines lie along the 1:1 relation to
guide the eye.
particle simulation in an assumed fixed or adaptive potential, or a
self-gravity N-body model.
We have presented a full description of both the original M2M
and our particle-by-particle M2M in Papers 1 and 2. In this section,
we describe briefly the basis of our particle-by-particle M2M. As
mentioned in Section 1, our ultimate target is the Milky Way, where
the observables are not binned data, but the position and velocity
of the individual stars which are distributed rather randomly. To
maximize the available constraints, we evaluate the observables
at the position of each star and compare them with the N-body
model, i.e. in a particle-by-particle fashion. To this end, PRIMAL uses
a kernel often used in smoothed particle hydrodynamics (SPH),
W(r, h), which is a spherically symmetric spline function given by
W (r, h) = 8
πh3
×
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1 − 6(r/h)2 + 6(r/h)3
if 0 ≤ r/h ≤ 1/2,
2[1 − (r/h)]3
if 1/2 ≤ r/h ≤ 1,
0 otherwise,
(18)
as shown in Monaghan & Lattanzio (1985), where r is the distance
to the neighbour particle and h is a smoothing length described
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Figure 3. Face-on (upper) and edge-on (lower) logarithmic number counts of observed stars for M0III stars with no error (left) with V ≤ 14.5 mag, M0III
stars with error but no extinction (middle left) with V ≤ 14.5 mag and dobs ≤ 10 kpc, M0III stars with extinction (middle right) with V ≤ 16.5 mag and dobs ≤
10 kpc and RC stars with extinction (right) with V ≤ 16.5 mag and dobs ≤ 10 kpc.
later. Note that in PRIMAL, the kernel, W(r, h), does not explicitly
include the total mass, Mtot, unlike standard M2M algorithms, be-
cause we wish to eventually apply it to the Milky Way, whose mass
is unknown.
In a change from Paper 1 and 2, we have converted the algorithm
to take target data in equatorial coordinates, e.g. right ascension,
α, declination, δ, parallax, π, radial velocity from the position of
the Sun, vr, and proper motions, vα and vδ . We make this change
as this is the form in which Gaia will return its data. We maintain
six-dimensional phase space information, and as such no accuracy
should be lost at this stage.
We again convert our galactocentric Cartesian model data into
equatorial coordinates to compare the radial velocity and proper
motion observables constructed from the Gaia data via the process
shown in Section 3. We then calculate the velocity likelihood ob-
servables in equatorial coordinates, using the equations derived in
Paper 2, e.g. for vα , the likelihood is given by
ˆLvα,j =
1√
2π
∑
i
Wijmie
−(vα,j −vα,i )2/2σ 2vα ,j , (19)
for model particle i and target particle j.
We also convert the target particle positions into Cartesian coor-
dinates to allow the same form of density observable as Papers 1
and 2, using the equation⎡
⎣ xy
z
⎤
⎦ = T
⎡
⎣ cos(α) cos(δ)/πsin(α) cos(δ)/π
sin(δ)/π
⎤
⎦ , (20)
using the observed parallax, πobs, as discussed in Section 3. We
then use the same density observable as Papers 1 and 2 for both the
target and the model. For example, for the target
ρt,j =
N∑
k=1
mt,kW (rkj , hj ), (21)
where mt,k is the mass of the target particle, rkj = |rk − rj |, and hj
is the smoothing length determined by
hj = η
(
mt,j
ρt,j
)1/3
, (22)
where η is a parameter controlling smoothness which we have set
to η = 3. In SPH simulations, a value of η between 2 and 3 are
often used, and we employ the relatively higher value to maximize
the smoothness. This results in ≈113 neighbouring particles be-
ing included in the smoothing when the particles are distributed
homogeneously in three-dimensional space. The solution of equa-
tion (22) is calculated iteratively until the relative change between
two iterations is smaller than 10−3 (Price & Monaghan 2007).
Note that the positions of the target stars are displaced due to the
parallax errors, and the observables ρt,j do not correctly represent
the density of the target system. Our target stars are selected with
V ≤ 14.5 mag, and the observed distance dobs ≤ 10 kpc, as mentioned
in Section 3. We do however include particles with V > 14.5 mag
and dobs > 10 kpc in the calculation of the density observables
themselves. This helps to compensate for the underestimation of
the density of the target stars just inside of the magnitude cut,
for which there are significant number of stars fainter than the
magnitude cut, but within the smoothing length. However, this also
counts fainter stars whose observed distance is much smaller than
the real distance due to the error which can result in overestimation
of the local density.
Fig. 4 shows the fractional density error of the mock data against
Galactocentric radius for M0III stars (upper left). The upper-left
panel of Fig. 4 shows density tends to be overestimated when using
this simplistic calculation of the density. Most notably, the panel
shows a substantial overestimation between 1 and 2 kpc from the
galactic centre. This overestimation can be understood from the
face-on view of the distribution of stars shown in the upper panels
of Fig. 3. In the data with the true particle positions (left), the bar is
clearly shown. On the other hand, in the error added data (second
column) the bar shown is more diffuse, and the apparent angle
of the bar looks different. Therefore, for example, while (x,y) =
(−2, 0) is the edge of the bar in the true distribution, because of
the large errors in parallax, the observed distance of many stars in
the bar are randomly displaced from the true bar location, which
makes the bar appear more diffuse. As a result, the density at (x,y)
= (−2, 0) increases, which leads to the overestimation seen at
RG ≈ 2 kpc in Fig. 4. Fig. 4 also shows an underestimation in
the inner 0.5 kpc region. This is also understandable from Fig. 3,
MNRAS 443, 2112–2125 (2014)
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Figure 4. Fractional density error (ρobs − ρtrue)/ρtrue as a function of observed Galactocentric radius, RG (left) and observed distance from the Sun, dobs
(right), for M0III stars without extinction (upper), M0III stars with dust extinction (middle) and RC stars with dust extinction (lower), coloured by logarithmic
number density of the stars. The white line lies along zero to guide the eye.
for the same reason, because the observed central concentration is
more diffuse due to the large parallax error at the centre, the very
centre of the galaxy appears less dense. In this paper, we simply
take the measured density. However, because of our particle-by-
particle M2M algorithm, we have many target stars, and demonstrate
that PRIMAL works reasonably well even with this simple density
measurement.
Fig. 4 shows the fractional density error of the mock data against
observed distance for M0III stars without extinction (upper right).
There is a general trend of overestimation matching that which is
seen in the upper-left panel. The cut-off of the data at dobs ≈ 9.55 kpc
is due to the magnitude limit of V ≤ 14.5 mag for the data selection.
Similarly, the density of the model at the target position is calcu-
lated with
ρj =
N∑
i=1
miW (rij , hj ). (23)
The target density ρt,j is calculated only once at the beginning
of the M2M simulation, and the model density ρ j is recalculated at
every timestep. We then calculate the difference between the density
observables thus

ρj (t) =
ρj (t) − ρt,j
ρt,j
. (24)
Having converted the observables into their appropriate coordinates,
we then compare these observables with the same method as Paper 2,
resulting in the change of mass equation
d
dt
mi(t) = −mi(t)
⎧⎨
⎩M
∑
j
W (rij , hj )
ρt,j

ρj (t)
− ζM
⎡
⎣∑
j
Wij
(
1√
2π
e
−(vr,j −vr,i )2/2σ 2vr ,j
ˆLvr,j
− 1
ρj (t)
)
+
∑
j
Wij
(
1√
2π
e
−(vα,j −vα,i )2/2σ 2vα ,j
ˆLvα,j
− 1
ρj (t)
)
+
∑
j
Wij
(
1√
2π
e
−(vδ,j −vδ,i )2/2σ 2vδ ,j
ˆLvδ ,j
− 1
ρj (t)
)⎤⎦
+μ
(
ln
(
mi(t)
mˆi
)
+ 1
)⎫⎬
⎭, (25)
where mˆi is the prior and M is an arbitrary constant mass, which
we set as M = 1012 M. We set the prior mˆi = Mtot,ini/N , where
Mtot,ini is the initial total mass of the model system, and N is the
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Table 1. M2M model results at the final timestep. p is the model pattern speed, with a target of 28.9 km s−1 kpc−1, χ2ρ is a measure of
accuracy of the density, −Lr,vα ,vδ are the likelihood values for the radial velocity and proper motions.
Model p (km s−1 kpc−1) χ2ρ −Lvr/106 −Lvα /106 −Lvδ /106 Number of tracers selected Notes
i 34.3 0.370 7.831 8.2112 8.2012 558 852 Unconstrained
A 28.5 0.100 5.832 5.8898 5.8288 558 852 No error
B 28.6 0.137 7.067 2.6357 2.6315 517 527 Fiducial model
C 26.1 0.126 6.836 2.6365 2.6322 517 527 ρ only
D 25.0 0.130 6.926 2.6363 2.6322 517 527 ρ and vr only
E 33.8 0.130 6.939 2.6356 2.6314 517 527 ρ and vα, δ only
F 22.5 0.196 6.885 2.6364 2.6332 517 527 ρ ∈ V ≤ 14.5 mag
G 25.9 0.196 8.815 2.6362 2.6327 517 527 Rd,ini = 4 kpc
Gi 23.9 0.274 8.898 2.6373 2.6360 517 527 Model G unconstrained
H 25.6 0.167 7.548 2.6375 2.6332 517 527 Md,ini = 1011 M
Hi 44.4 3.624 10.99 4.0241 4.0203 517 527 Model H unconstrained
I 27.7 0.249 1.666 0.8222 0.8211 173 821 M0III with extinction
J 27.3 1.593 0.442 0.2399 0.2396 52 111 RC with extinction
number of particles in the model. As with Papers 1 and 2, we write
 = ′′ ′, where
′′ = 10
maxi
(
M
∑
j
W (rij ,hj )
ρt,j

ρj (t)
) . (26)
Following de Lorenzi et al. (2008), we use temporally smoothed
versions of 
ρj , ˆL and ρ j. As opposed to the fixed values of
the velocity error, σ x, j, which were used in Paper 2, we now
use values based on Gaia’s performance estimates as discussed
in Section 3. In other words, we take into account the difference
in errors among different velocity components for different target
stars.
We have again performed a parameter search for the optional
parameters as demonstrated in Paper 1. These parameters are ′,
which controls the balance between speed and smoothness,μ, which
controls the level of regularisation, α, which controls the degree of
temporal smoothing and ζ , which controls the magnitude of the
velocity observables contribution to the force of change. We have
determined these values as ′ = 0.1, α = 2.0, ζ = 1 and μ = 105,
these are in agreement with Paper 2.
We calculate the angle of the bar in the model at each step. Then,
we rotate the model to match the bar angle of the target, assuming the
bar angle is known, for the purposes of calculating the observables
in the same reference frame. Paper 2 demonstrates that this method
will allow the pattern speed to be recovered along with the density
and velocity profiles. When applying this to the Milky Way we will
not know the exact bar angle, however here, we assume that the bar
angle is known for simplicity.
5 R ESULTS
In this section, we present the results from our models using PRIMAL.
We will first show the results for the unconstrained model explained
below, and then for a model where we apply PRIMAL to ideal data,
i.e. the position and velocities are measured with no error. Then, we
show our fiducial model where PRIMAL is applied to the error added
data ignoring dust extinction. Then, we demonstrate the importance
of using all three dimensions of the velocity constraints, and the
importance of calculating density using stars with V > 14.5 mag.
We then show models with different initial conditions. Table 1
shows a summary of the models including the bar pattern speeds,
the likelihood values Lvr , Lvα and Lvδ , where
L =
∑
j
ln
(
ˆLj
ρj
)
, (27)
and the χ2ρ for the density, where
χ2ρ =
∑

2ρ
Nr
. (28)
Note that we include only target particles with V ≤ 14.5 mag and
dobs ≤ 10 kpc, and Nr is the number of particles satisfying this
criteria. Note that although we seek to maximize likelihood, the
values in Table 1 are −L, and hence smaller values mean higher
likelihood. Note that as discussed in Section 4, we do not take into
account the error in density. Especially for distant target stars, the
density tends to be overestimated, because of the larger errors in the
distance, and therefore χ2ρ is unlikely to be a fair measurement of
the goodness of fit.
5.1 Unconstrained model
First, we show Model i, where all the constraints from M2M mod-
elling have been turned off and the system is merely allowed to
evolve within its own self-gravity and the fixed potential of the dark
matter halo. Model i is for reference and comparison with the other
models with M2M modelling, as the known dark matter halo and
the similar initial condition of the model to the target initial con-
dition will contribute partially to the similar mass distribution and
kinematics of the final model system to those of the target system.
Fig. 5 shows the radial profiles of the surface density, , the
radial, σr, and vertical, σ z, velocity dispersion and the mean rota-
tional velocity, vrot, for the target (black solid) and Model i (green
dash) compared to the initial model (blue dot). The unconstrained
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Figure 5. Surface density profile (upper), radial velocity dispersion (upper
middle), vertical velocity dispersion (lower middle) and rotation velocity
(lower) for the Initial model (blue dot), target (black solid), Model A (red
dash–dotted) and Model i (green dash).
model does not well reproduce the target in most areas. The  pro-
file shows an overestimation of the density within 9 kpc. This is
unsurprising due to the lower scalelength of the initial model disc.
The σr and σ z profiles match poorly within 5 kpc of the centre.
However, they are reproduced nicely in the outer regions, without
the help of PRIMAL. The vrot profile is overestimated across the en-
tire disc because of the higher surface density in the inner region.
Fig. 6 shows the fractional difference between the target and Model
i (green dash) in the radial profiles for comparison with the other
models. The fractional surface density difference is given by

 = ( − t)/t, (29)
where t is the true surface density of the target, and a similar
equation is used for evaluating the fractional velocity errors in
Fig 6.
The top-middle panel of Fig. 7 shows the fractional surface den-
sity difference between the target (top-left panel) and Model i in a
face-on view. The fractional difference in the surface density map
of the model and the target are calculated using the cloud in cell
method on a 240 by 240 grid. Fig. 7 shows a substantial overdensity
in the model within RG ≈ 6 kpc. This is to be expected, as with-
out constraints from PRIMAL, the model disc remains more centrally
concentrated than the target due to the initial smaller scalelength of
2 kpc.
Figure 6. Fractional difference between models and target in the radial pro-
file of the surface density (upper), radial velocity dispersion (upper middle),
vertical velocity dispersion (lower middle) and rotation velocity (lower) for
Model i (green dash), A (red dash–dotted) and B (black solid).
We have measured the pattern speed of the bar of the target
galaxy by measuring the difference in the bar angle at different
epochs. The bar pattern speed measured ist,p = 28.9 km s−1 kpc−1
for the target galaxy. The pattern speed of the bar for Model
i is overestimated significantly with p = 34.3 km s−1 kpc−1 for
Model i.
5.2 Ideal data
In this section, we show Model A which contains no error in the
target data for reference. This is similar to Model D from Paper 2,
which uses the same target galaxy and initial conditions for the
model. In this paper, we use a more realistic selection of the target
data, i.e. V ≤ 14.5 mag (corresponding to dobs ≈ 9.55 kpc for M0III
stars), compared with RG ≤ 10 kpc used in Paper 2, and utilize
observables in equatorial coordinates as discussed in Section 3. A
more detailed study of PRIMAL when applied to data with no error is
the subject of Paper 2.
Fig. 5 shows the radial profiles of the surface density, , the ra-
dial, σr, and vertical, σ z, velocity dispersion and the mean rotational
velocity, vrot, for the target (black solid) and Model A (red dash–
dotted) compared to the initial model (blue dot). As in Papers 1
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Figure 7. Face-on surface density map of the target (top left) and the face-on fractional projected surface density difference maps (
 = ( − t)/t,)
calculated with a cloud-in-cell method on a 240×240 grid, for Models i (top middle), A (top right), B (second row left), C (second row middle), D (second
row right), E (third row left), F (third row middle), G (third row right), H (bottom left), I, (bottom middle) and J (bottom right) plotted for comparison. The
difference maps use the same scale as given by the colour bar. Red shows an overdensity in the model, and blue is an underdensity in the model. The surface
density of the target (top left) uses its own logarithmic colour scale.
and 2, these radially binned profiles are not directly constrained by
PRIMAL, but are reproduced remarkably well, especially if compared
with the unconstrained model, Model i. Fig. 5 shows a substantial
increase in the radial velocity dispersion and a corresponding de-
crease in the mean rotational velocity from the initial to the final
model, leading to an excellent agreement with the target profiles in
all areas apart from the inner 3 kpc of σr and vrot which are slightly
underestimated, corresponding to the boxy structure. Fig. 6 shows
the fractional difference between the radial profiles of the target
and Models i and A. Model A (red dash–dotted) shows less than
10 percent error in all areas apart from the outer edge of the density
profile and the inner 1 kpc in the rotation velocity profile.
The top-right panel of Fig. 7 shows an excellent recovery of the
face-on view of the surface density distribution in the middle region
of Model A. The recovery is still flawed however, including a ring
of underdensity around r = 10 kpc, which is due to the failure to
MNRAS 443, 2112–2125 (2014)
PRIMAL: fitting to Gaia error added data 2121
recover the spiral/ring structure, which is seen in the target galaxy
in the top-left panel (see also Fig. 1). The pattern speed of the bar is
recovered extremely well however with p = 28.5 km s−1 kpc−1 for
the final model compared to the target of t,p = 28.9 km s−1 kpc−1
(see Table 1). Additionally, Fig. 1 shows the morphology of Model A
reproduces well the boxy morphology of the Target’s central bulge.
The values of χ2,Lvr ,Lvα andLvδ from Model A (shown in Table 1)
are all better than those for Model i, the unconstrained model. They
cannot be directly compared to the results for subsequent models
because the positions of the tracers will have changed and different
tracers may have been selected for use by the d ≤ 10 kpc and V ≤
14.5 selection criteria.
5.3 Fiducial model
In this section, we present Model B, our model which best re-
produces the target galaxy described in Section 3 when working
with the error added observables. Fig. 6 shows the fractional dif-
ference in the radial profiles for Model B (black solid) compared
with the target galaxy. The final profiles reproduce the target pro-
files reasonably well, considering the parallax errors present in the
observational data. There is however a noticeable decrease in ac-
curacy when compared with Model A (red dash–dotted). There is
an overestimation of the density between RG ≈ 2 and 4 kpc, and
an underestimation within 1 kpc. There is also an underestimation
in the inner regions of the σr, σ z and vrot profiles. This drop in ac-
curacy is to be expected due to the addition of observational error.
The inaccuracy in the surface density profile is believed to be due
to systematic error in the density estimate of the target galaxy as we
see in Fig. 4. The error in the density estimate is discussed further
in Section 5.5.
The left-hand panel of the second row of Fig. 7 shows that there
is increased overestimation of the density except in the bar region
in Model B when compared with Model A (top right). This matches
what is seen in Fig. 6, with the overestimation greatest between
RG ≈ 2 and 4 kpc, and an underestimation present in the central
1 kpc.
Table 1 shows a pattern speed of the bar of p = 28.6 km s−1
kpc−1 for Model B, compared to t,p = 28.9 km s−1 kpc−1 for the
target. This is a remarkably good recovery considering the less
accurate constraints in the inner region of the target galaxy and
considering our naive application of PRIMAL to the error added data,
and is encouraging for further development.
5.4 Limited velocity constraints
In this section, we show the importance of using velocity con-
straints, as opposed to merely density constraints. We also show
the importance of using three-dimensional velocity constraints, as
using either vr or vα, δ alone results in an inferior model.
Fig. 8 shows the fractional difference in the radial profiles for
Model C (blue dot), performed using only the density observables
as constraints. Because the density is directly linked to the positions
of the target stars, the error in the density observables can become
quite high as you get further from the Sun, as shown in the top-
right panel of Fig. 4. The top-left panel of Fig. 4 shows that the
density in the inner region of the target galaxy is overestimated.
As a result, the recovery of the density around 2 kpc is worse than
the fiducial model, Model B (black solid). Fig. 8 also shows the
σ z profile is a better match to the target in the inner 2 kpc but
worse around 4 kpc when compared to the fiducial model. The vrot
profile is better reproduced at 0.5 kpc, but is worse around 2.5 kpc.
Figure 8. Same as Fig. 6, but for Model B (black solid), Models C (blue dot),
D (red short-dash) and E (green dash–dotted) which use only the density,
or specific velocities as constraints and Model F (yellow triple-dot–dashed)
which only calculates density from stars with V < 14.5.
This is unsurprising as there are no constraints upon the velocity.
Interestingly, we find an improvement in the σr profile in the central
part of the galaxy. However, we believe this is a coincidence and
higher σr is driven by overestimated density constraints.
The area of overestimated density can be clearly seen in
Fig. 7, which shows the fractional surface density difference map.
The middle panel in the second row of Fig. 7 shows two patches of
substantial overestimation either side of the bar in Model C. This
is because Model C contains a substantial bulge but a weak bar.
The pattern speed of the bar recovered is worse than in Model B
with p = 26.1 km s−1 kpc−1 for Model C, compared to the target
of t,p = 28.9 km s−1 kpc−1.
Fig. 8 shows the fractional difference in the radial profiles for
Model D (red dash), performed using density and radial velocity
observables as constraints. When comparing Model D with Model C
(blue dot), we see an improvement in the  profile and the velocity
profiles, apart from the inner 2 kpc of the σr and vrot profiles. Fig. 7
shows the fractional surface density difference map for Model D
(second row right), which when compared with Model C (second
row middle) shows very little difference. The pattern speed of the
bar for Model D however, has become worse when compared with
Model C, with p = 25.0 km s−1 kpc−1 for Model D, compared to
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the target of t,p = 28.9 km s−1 kpc−1. Therefore, we think that it
is important to include the proper motions as constraints.
Fig. 8 also shows the fractional difference in the radial profiles for
Model E (green dash–dotted), performed using density and proper
motion observables as constraints. When comparing Model E and
Model B (black solid), we see that using the proper motion con-
straints only rather than the full velocity constraints has improved
the recovery of the σr profile within 3 kpc. It has however resulted
in a worse recovery of the σ z profile. The vrot and  profiles in
general remain similar.
The left-hand panel of the third column of Fig. 7 shows the
fractional surface density difference map for Model E, which when
compared with Model C (second row middle) shows a noticeable
improvement: the areas of overdensity on either side of the bar
have been removed, and the recovery is more similar to Model
B (second row left). The pattern speed of the bar for Model E is
however worse when compared with Models B or C (see Table 1),
with p = 33.8 km s−1 kpc−1 for Model E, compared to the target
of t,p = 28.9 km s−1 kpc−1.
When we compare Models C, D and E with Model B, we find
Model B to be superior, especially when aspiring for an accurate re-
covery of the pattern speed of the bar, leading us to conclude that the
three-dimensional velocity information is an important constraint
to use when it is available. This agrees with our findings in Paper 1,
where this test was performed on data without errors. Table 1 shows
the χ2,Lvr ,Lvα andLvδ for Models B, C, D and E. We see very little
difference in Lvα and Lvδ , however the values of Lvr show the best
recovery of the radial velocities is actually found by Model C, the
model which only uses the density constraint. We find this odd, but
it matches what we observe in Fig. 8, and as we discussed above,
this is just a coincidence due to the overestimation of the density.
5.5 The importance of the data selection
As discussed in Section 3, we use only part of the data available
to us as constraints to avoid using the observables with too large
error. In this paper, we use target M0III stars with V ≤ 14.5 mag
and dobs ≤ 10 kpc. For the Models up to this point, we do however
use M0III tracers fainter than V = 14.5 mag and dobs > 10 kpc
when calculating the density of the target stars if they lie within the
smoothing length h. Model F is constructed using the target density
measured only using M0III stars with V ≤ 14.5 mag and dobs ≤
10 kpc.
Fig. 8 shows the fractional difference in the radial profiles for
Model F (yellow triple-dot–dashed). When comparing Model F
with the other models, we see the overestimation of the density at
RG = 2 kpc present in the other models in Fig. 8, has been removed.
However, the  profile is worse in all other areas. The three velocity
profiles have all deteriorated, with the σ z profile being particularly
poor in the inner 4 kpc and it is barely an improvement over the
unconstrained case (Fig. 6, green dash). Fig. 7 shows the fractional
surface density difference in the face-on view for Model F (third
row middle), which when compared with Model B (second row
left), shows a substantially worse recovery with two large patches
of overdensity either side of the bar. The pattern speed of the bar
for Model F is the worst recovery of any of the models presented,
with p = 22.5 km s−1 kpc−1 for Model E, compared to the target
of t,p = 28.9 km s−1 kpc−1. This demonstrates the importance of
the density measurements including faint stars. Because the density
observables are different in Model F, the value of χ2 may not be
directly compared to the preceding models, however the likelihoods
may. The velocity likelihoods are again all very similar.
5.6 Different initial conditions
In this section, we show Models G and H, which are performed in
the same fashion as the fiducial model, Model B, but starting from
different initial conditions for the model. We also show Models Gi
and Hi which are Models G and H performed with the constraints
from M2M modelling turned off.
Model G uses an initial disc with scalelength Rd,ini = 4 kpc, com-
pared with the previous models which use Rd,ini = 2 kpc. Fig. 9
shows the fractional difference in the radial profiles for Model G
(blue dash). When comparing Model G with the fiducial model,
Model B (black solid), we see very similar σr and vrot profiles.
However, the σ z profile is underestimated. The  profile is in gen-
eral superior to the fiducial model, but not by a large amount.
The right-hand panel of the third row of Fig. 7 shows the fractional
surface density difference map for Model G, which, when compared
with Model B (second row left), shows almost no difference. The
pattern speed of the bar for Model G is lower than the target, but
still a reasonable recovery with p = 25.9 km s−1 kpc−1, compared
Figure 9. Same as Fig. 6, but for Model B (black solid), Model G (blue
dash) which has Rd,ini = 4.0 kpc, Gi (red dot) which is Model G without con-
straints, Model H (green triple-dot–dashed) which has Md,ini = 1011 M
and Hi (yellow dash–dotted) which is Model G without constraints. Note
the scale for this figure is different to that of Figs 6, 8 and 10.
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to the target of t,p = 28.9 km s−1 kpc−1. The values of χ2 and Lvr
are slightly worse than Model B, however the values ofLvα andLvδ
are very similar to that of the fiducial model.
Model Gi is Model G with the constraints from M2M modelling
turned off. This is the same as with Model i, but starting from
an initial disc with Rd,ini = 4.0 kpc. Fig. 9 shows the fractional
difference in the radial profiles for Model Gi (red dot), which when
compared with Model G (blue dash) we see a worse match to the
target for all the radial profiles, apart from the  profile at R ≈
2.5 kpc, which is due to the change between the underestimation
in the inner region, and overestimation in the outer region. The
pattern speed of the bar for Model Gi is worse than for Model
G, with p = 23.9 km s−1 kpc−1, compared to the target of t,p =
28.9 km s−1 kpc−1. The values of χ2, Lvr , Lvα and Lvδ are all worse
than those of Model G.
Model H uses an initial disc with mass Md,ini = 1011 M, com-
pared to the other models which start from a disc with Md,ini =
5 × 1010 M. Fig. 9 shows the fractional error in the radial profiles
for Model H (green triple-dot–dashed). When comparing Model H
with Model B (black solid), we find that the result is very similar
in all profiles within 5 kpc from the centre. However, the fractional
difference in the outer section of the profiles is significantly larger
for all profiles, especially in the σr and σ z profiles. The bottom-left
panel of Fig. 7 shows the fractional surface density difference map
for Model H, which when compared with Model B (second row
left) shows a generally heavier disc, with overdensities present es-
pecially at large radii. This is unsurprising considering the heavier
initial Model disc mass. The pattern speed of the bar for Model
H is lower than the target, but still a reasonable recovery with
p = 25.6 km s−1 kpc−1 for Model H, compared to the target of
t,p = 28.9 km s−1 kpc−1. Similarly to Model G, The values of χ2
and Lvr are slightly worse than Model B, however the values of Lvα
and Lvδ are very similar to that of the fiducial Model.
Model Hi is Model H with the constraints from M2M mod-
elling turned off. This is the same as with model i but start-
ing from an initial disc with Md,ini = 1011 M. Fig. 9 shows the
fractional difference in the radial profiles for Model Hi (yellow
dash–dotted), which when compared with Model H (green triple-
dot–dashed) shows a very poor recovery of all the radial profiles.
The pattern speed of the bar for Model Hi is substantially over-
estimated with p = 44.4 km s−1 kpc−1, compared to the target of
t,p = 28.9 km s−1 kpc−1. The values of χ2, Lvr , Lvα and Lvδ are
all significantly worse than those of Model H.
Models G and H show that the results from PRIMAL are not heavily
dependent on the initial conditions of the model. As with most
modelling methods, it is easier to recover the target properties if
the initial model is close to the target. In the final application, we
can iteratively change the initial condition, and find a suitable one.
Comparing Models G and H with Models Gi and Hi show that
PRIMAL is able to recover the properties of the target galaxy from
initial discs which would otherwise not evolve into a galaxy which
resembles the target. In particular, the comparison between Model
H and Model Hi shows the power of PRIMAL to recover the properties
of the target galaxy from a model which is initially very different
from the desired solution.
6 D U S T EX T I N C T I O N
In previous sections, we applied PRIMAL to the mock data constructed
without the dust extinction for simplicity, and to highlight the effect
of the observational errors on the modelling of the Galactic disc.
However, in the real Galaxy, there is the dust extinction which
changes the brightness and the colours of the stars, and can block
their light completely depending on their distance and the position
in the sky.
Interstellar extinction is a major problem that must be addressed
before a convincing model of the Milky Way can be produced. Un-
like surveys of external galaxies, where the Galactic extinction can
be corrected for with a function Aλ(l, b) (e.g. Schlegel, Finkbeiner
& Davis 1998), we need three-dimensional extinction models, e.g. a
function Aλ(l, b, d), where d is the distance from the Sun. While there
are three-dimensional extinction maps, they do not cover the entire
sky, for example the map by Drimmel & Spergel (2001), fitted to the
far-infrared and near-infrared (NIR) data from the COBE/DIRBE
instrument for Galactic latitudes |b| ≤ 30◦ and |l| ≤ 20◦. Another
example is shown in Marshall et al. (2006), for |l| ≤ 100◦ and |b| ≤
10◦. However, a continuous estimate of Aλ(l, b, d) has not yet
been constructed (Rix & Bovy 2013). Ways to constrain the extinc-
tion on any one star can be determined however, using a Bayesian
method (e.g. Bailer-Jones 2011), and a method using the Two Mi-
cron All Sky Survey (2MASS) NIR and Spitzer-IRAC mid-infrared
(MIR) photometry called the Rayleigh–Jeans Colour Excess (RJCE)
method (Majewski, Zasowski & Nidever 2011). The RJCE method
works by comparing changes in stellar NIR–MIR colours due to
interstellar reddening which can be calculated as stars are all es-
sentially the same colour in the Rayleigh–Jeans part of the spectral
energy distribution. Nidever, Zasowski & Majewski (2012) have
used the RJCE method to produce a 2D map of extinction in the
Galactic mid-plane for 256◦ < l < 65◦ and |b| ≤ 1◦ − 1.◦5 (with |b| ≤
4◦ for certain longitudes), up to d ≈ 8 kpc.
To add extinction to our target tracers, we use the extinction map
of the Milky Way taken from Galaxia (Sharma et al. 2011). The
publicly available population synthesis code, Galaxia, generates
stellar populations from a galaxy model. Galaxia uses a 3D polar
logarithmic grid of the dust extinction which is constructed from
the method described by Bland-Hawthorn, Krumholz & Freeman
(2010) and using the dust maps from Schlegel et al. (1998). We
calculate extinction values for our target for each individual M0III
tracer. We then modify the magnitudes and colours of the tracers
based upon the extinction and apply the Gaia expected error as
shown in Section 3.
In this section, we demonstrate how PRIMAL performs when ap-
plied to the mock data considering the dust extinction. We first show
Model I, which uses the M0III tracers used in the preceding models,
with dust extinction added to our mock data. Then, we show Model
J, which uses RC stars with assumed MV = 1.27 and V − Ic = 1.0
as tracers, with dust extinction added in the same fashion.
Fig. 2 shows real versus observed distance for M0III stars with
extinction (middle) and RC stars with extinction (lower). The mid-
dle panel of Fig. 2 shows that the accuracy within 4 kpc remains
excellent even with the addition of extinction to our M0III tracers,
however there is a large drop in accuracy further than this. It is
encouraging however that the highest concentration of particles re-
mains centred around the 1:1 line. The bottom panel of Fig. 2 shows
a large spread of accuracies for the fainter RC tracers. In this first
investigation, we set a selection limit of V ≤ 16.5 and dobs ≤ 10 kpc
for the models with extinction to increase the number of sampled
stars, deferring an extensive investigation into the selection criteria
to following work.
Fig. 3 shows the face-on (upper panels) and edge-on (lower pan-
els) distribution of M0III stars with error but without extinction
(second column), M0III stars with extinction (third column) and
RC stars with extinction (right). A comparison of the second and
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third column panels of Fig. 3 shows that the addition of extinc-
tion has a substantial effect on the amount of data available at the
galactic centre, with the data in the plane being lost from dobs ≈
3 kpc towards the galactic centre. The right-hand panels of Fig. 3
show that for the RC tracers, the V ≤ 16.5 mag limit leaves only a
small amount of target data available to use as constraints. There is
no evidence of an overdensity from the galactic centre, and a large
amount of data has been lost from the galactic plane.
Fig. 4 shows the fractional density error of the mock data against
observed Galactocentric radius (left) and observed distance from
the Sun (right) for M0III stars without extinction (upper), M0III
stars with extinction (middle) and RC stars with extinction (lower).
The middle-left panel of Fig. 4 shows a similar trend to the case
without extinction (upper left), however the worst overestimation
of the density is now spread between RG ≈ 2 and 4 kpc. The lower
panels of Fig. 4 show an even larger spread of the overestimation
between RG ≈ 3 and 7 kpc, and the density for stars whose observed
distance is more than 6 kpc is mostly underestimated.
Fig. 10 shows the fractional difference in the radial profiles for
Model I (red dash) which uses M0III tracers with dust extinction and
observational error. Model I shows a substantial overestimation of
the density around 2 kpc, a general overestimation of the σr and σ z
profiles, but a better recovery in the inner region of the vrot profile.
The bottom-middle panel of Fig. 7 shows the fractional surface
Figure 10. Same as Fig. 6, but for Model B (black solid), Model I (red
dash) which uses M0III tracers with extinction added and Model J (blue
dash–dotted) which uses RC tracers with extinction added.
density difference map for Model I, which when compared with
Model B (second row left) shows a substantially worse recovery.
There is an overdensity near the centre, which is not present in
the fiducial model, and a large underdensity in the top right of the
plot. The pattern speed of the bar is again recovered well however
with p = 27.7 km s−1 kpc−1 for Model I, compared to the target of
t,p = 28.9 km s−1 kpc−1. The density overestimation in the inner
part of the  profile and in Fig. 7 is concerning, although it is not
surprising considering the overestimation shown at Rm ≈ 2–3 kpc
in the middle-left panel of Fig. 4. Due to the extinction, the number
of target stars selected has decreased dramatically from 517 527 to
173 821 (see Table 1) and the location of the remaining observables
will have moved. Therefore, in Model I the values of χ2, Lvr , Lvα
and Lvδ may not be directly compared to the preceding models.
Fig. 10 shows the fractional difference in the radial profiles for
Model J (blue dash–dotted) which uses RC tracers with dust ex-
tinction and error added to the target data. Model J shows a good
recovery of the  profile. Model J is also better than model B
(black solid) between RG = 2 and 6 kpc, which is very encourag-
ing. Model J is similar to Model I in the inner 2 kpc of the σr profile,
and is a substantially better reproduction of the rest of the profile,
again superior to Model B. The σ z profile for model J is odd, with
a substantial underestimation in the inner region, and a substantial
overestimation in the outer region. The vrot profile is similar to that
of Model B.
The bottom-right panel of Fig. 7 shows the fractional surface
density difference map for Model J, which when compared with
Model I (bottom middle) shows a better recovery, although it is still
noticeably worse than Model B (second row left). The pattern speed
of the bar is again recovered well with p = 27.3 km s−1 kpc−1 for
Model J, compared to the target of t,p = 28.9 km s−1 kpc−1. We
find the accuracy of Model J to be very encouraging for our future
exploration of more realistic mock data containing multiple popu-
lations. Due to the use of RC tracers, the number of selected tracers
in Model J (52 111) has again decreased, and thus the values of χ2,
Lvr , Lvα and Lvδ may not be directly compared to the preceding
models.
The level of accuracy of Models I and J is still encouraging, con-
sidering the amount of information which is lost due to extinction.
We find it surprising however that the RC tracers lead to a more
accurate model. However, self-gravity leads to a stable model in
a non-linear way, and different constraints sometimes act counter-
intuitively. We stress the need for further testing with mock data, and
the selection criteria used. This is what we will explore thoroughly
in the next stage of our work. What we can conclude for the time
being from this initial trial is that the accuracy of the recovery is
difficult to control for M2M modelling, and a careful balance must
be reached between the quantity and quality of data which are used
for observables. The data selection criteria will need to be different
depending on the type of star. We do not consider it useful to do
extensive testing on the selection criteria at this stage, as PRIMAL
must be modified to use more realistic mock data before such tests
become meaningful.
7 SU M M A RY
We have demonstrated that PRIMAL can recover to a reasonable de-
gree the properties of a target disc system with a bar/boxy structure
in a known dark matter halo potential despite the presence of error
in the observational data. To allow us to do this, we have modi-
fied PRIMAL to use equatorial coordinates which is the form of data
Gaia will provide. In this paper, the error added observables are
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compared with the model at the observed position of the target par-
ticles, and the masses of the model particles are altered to reproduce
the target observables. The gravitational potential is calculated self-
consistently to allow the potential to change along with the model.
We have demonstrated that PRIMAL can recover the pattern speed of
the bar to an excellent degree under these conditions.
We stress that this paper is a first attempt at dynamical modelling
taking into account the Gaia error, and is used as a demonstration
of how we can and will deal with this, not a statement of the final
capability or accuracy of the algorithm. It is however encouraging
that the Gaia errors are good enough to recover galactic structure, at
least with this simple model, and is worth further exploration of this
methodology. We are aware however that this is still a simplified
case containing many assumptions. In a forthcoming work, we will
further explore the effect of extinction modifying PRIMAL to work
with more realistic mock observational data which will consist of
multiple stellar populations. A strong assumption made at this stage
is that we assume the relationship between cluster mass and the
number density of M0III stars is known. This is of course not the
case, and will have to be addressed in further works. Additionally,
this paper assumes a known dark matter halo potential for simplicity,
whereas in reality the dark matter distribution of the halo remains
very much unknown. The halo does however have a significant
effect on the dynamics of the galaxy, and thus we intend to explore
different dark matter halo density profiles in future work including
the possibility of using a live halo.
We remain optimistic for the ongoing development of PRIMAL, and
continue to develop a unique tool to recover the dynamical prop-
erties of the Milky Way from the future large-scale stellar survey
data.
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