Abstract-Compressed sensing (CS) provides an efficient way to acquire and reconstruct natural images from a limited number of linear projection measurements leading to sub-Nyquist sampling rates. A key to the success of CS is the design of the measurement ensemble. This correspondence focuses on the design of a novel variable density sampling strategy, where the a priori information of the statistical distributions that natural images exhibit in the wavelet domain is exploited. The proposed variable density sampling has the following advantages: 1) the generation of the measurement ensemble is computationally efficient and requires less memory; 2) the necessary number of measurements for image reconstruction is reduced; 3) the proposed sampling method can be applied to several transform domains and leads to simple implementations. Extensive simulations show the effectiveness of the proposed sampling method.
way to obtain linear measurements is by incoherent sampling in a transform domain that is equipped with fast transform algorithms [4] . Measurement ensembles in the transform domain that enable fast computations include partial Fourier ensemble, scrambled Fourier ensemble (SFE), scrambled block Hadamard ensemble (SBHE), and noiselets. These have been shown to obtain good performance in CS applications [2] , [4] , [5] . With the exception of signal sparsity on a given basis, however, the formulation of these sampling approaches does not exploit any a priori information of natural images that could lead to improved CS performance [6] , [7] .
In this correspondence, we propose a method to effectively exploit such a priori information in the design of efficient CS measurement ensemble by using the inherent statistical distributions that natural images exhibit in the sparse wavelet domain. A novel family of variable density sampling patterns are designed in the frequency transform domain, which is applicable to the discrete Fourier transform (DFT), discrete cosine transform (DCT), and ordered discrete Hadamard transform (DHT) [8] . To design the proposed measurement matrices, the widely used generalized Gaussian distribution (GGD) model is adopted to statistically describe the distribution of image wavelet coefficients. The method of incoherent Fourier sampling of subband wavelets proposed in [4] provides an efficient way to acquire sparse subband wavelets in the DFT domain. The Fourier coefficients in the band where significant energy of the wavelet exists are sampled randomly to minimize the coherence between the sparse wavelets and the measurement Fourier atoms. Based on such an incoherent Fourier subband sampling strategy, we derive a variable density sampling function p(m; n) in the frequency transform domain according to the adopted statistical wavelet model. Here, p(m; n) indicates the probability that the (m; n)th coefficient is sampled. The design of the variable density sampling function is then further improved so that not only the distribution of significant wavelet coefficients are considered, but also their rapid magnitude decay from coarse scales to fine scales. The sampling patterns in the frequency transform domain are generated randomly according to the underlying probability function.
Equipped with fast transform algorithms, the proposed sampling processes are simple, fast and can be easily implemented. By exploiting the a priori information of natural images, the CS performance obtained with the proposed sampling method is significantly improved. Compared with other sampling patterns, such as radial sampling pattern and variable density spiral that also exploit some a priori information of the images [2] , [7] , the proposed sampling patterns are not heuristically constructed, but are based on reliable statistical models of wavelet coefficients, and, thus, the proposed sampling patterns are analytically justified.
II. BACKGROUND

A. Compressed Sensing in a Transform Domain
A signal x 2 R N is S sparse on some basis [2] . The incoherence between two bases (9; 8) is characterized by the mutual coherence defined as: (9;8) = supfjh ;ij : 2 9; 2 8g [10] . It is found that the low coherence property holds for many pairs of bases (9; 8).
In practical applications where noise is present, the measurements are modeled as y n = 8 9 +n, where n is zero-mean additive white
Gaussian noise. The reconstructed signal can be obtained by using the basis pursuit denoising (BPDN) algorithm which solves the following problem [11] : = arg min k89 0 ynk 2 2 + k k 1 (1) where kk1 = i jij and > 0 depends on the noise level. Note that BPDN works equally well for the approximate reconstruction of compressible signals [11] . If there exist fast algorithms associated with both 8 and 9, then a fast reconstruction algorithm can be implemented for signal reconstruction [4] .
B. Incoherent Fourier Sampling of Sparse Wavelet Subbands
Wavelets have well defined spectral characteristics in the Fourier domain [12] . A coarse scale wavelet has its spectrum localized in the low frequency band whereas a fine scale wavelet has its spectrum widely spread out in the high frequency band. In [4] , it is observed that if the signal to be acquired is restricted to a certain wavelet subband, a set of incoherent measurements can be obtained by selecting the Fourier coefficients from the corresponding frequency band where significant energy of the wavelet exists.
Let k = 1; 2; . ..;K denote the scale of the 1-D wavelets where k = 1 is the finest scale and k = K is the coarsest scale.
Without loss of generality, it is assumed that the wavelet has length N = 2 K . Let ' k;l denote the 1-D wavelet at a scale k with a shift l 2 [0; N2 0k 0 1], then the DFT spectrum of ' k;l is over the band B k = [0N2 0k ;0N2 0k01 ] [ [N2 0k01 ;N2 0k ]. To reconstruct ' k;l from its DFT samples, the DFT atoms are randomly selected within the band B k [4] . Assume the number of significant wavelets over B k is S k , then approximately 2S k to 3S k Fourier measurements are needed. The probability that a DFT atom is sampled depends on the size of B k and on the sparsity S k . Since smooth signals have most of their significant wavelet components clustered in the coarse scales, incoherent Fourier subband sampling implies that the low frequency Fourier coefficients, which contain much of the signal's energy, should be sampled with higher probability. 1 The principle of Fourier sampling of wavelet subbands can be readily applied to 2-D images. Assume the underlying image is of size N 2 N. Let Again, the probability that a 2-D DFT atom within B k is sampled depends on the size and on the number of significant wavelets of B k .
III. VARIABLE DENSITY SAMPLING IN THE FOURIER DOMAIN
A. Variable Density Sampling Functions
For 2-D natural images, the significant wavelet components tend to cluster around coarse scales. Thus, according to the principle of Fourier sampling of wavelet subbands, the Fourier coefficients to be measured should also cluster over low frequency bands. Obviously, by placing the samples selectively but still in a random manner, we can achieve better quality of image reconstruction than if those measurements are chosen uniformly random. In the following, we discuss how the sampling probability of the Fourier samples should change over different frequency bands.
For natural images, it is well-known that the distribution of wavelet subband coefficients can be adequately described by GGD models [13] .
Let w B i;j;k denote the (i; j)th wavelet coefficient in the kth scale. For ease of analysis, we assume that w B i;j;k , for B 2 LH;HL;HH, belongs to the same GGD with the probability density function given by
where
) and 0(z) = 1 0 t 01+z e 0t dt is the Gamma function. The parameters k and k are the standard deviation and the shape parameter of the kth scale, respectively. Typical values of k for natural images falls in the range [0.5, 1] [13] . The variance of the kth scale wavelet coefficients is given by 2 k which is assumed to decrease exponentially from coarse scales to fine scales [14] 2 k = 2 0a(K0k) (3) where a > 0. It was shown in [14] that a can range from 2.25 to 3.1 based on the inference from empirical studies. Equation (3) also reveals the fact that the magnitude of wavelet coefficient decays rapidly from coarse scales to fine scales. Here the coarsest scaling coefficient of the image is assumed to belong to a uniform distribution U(0;1).
We first discuss how the sampling probability of DFT atoms should change according to the incoherent sampling of wavelet subbands. Here, we define the significant wavelet coefficients as the wavelet coefficients whose magnitudes are larger than a threshold > 0. Since the number of wavelet coefficients at scale k is 3(4 K0k ), the mean of the number of significant wavelet coefficients at scale k is k = 6(4 K0k )
Consider the (m; n)th DFT atom within the band B k corresponding to the wavelet scale k = K 0 blog 2 (2s)c where s = maxfjmj; jnjg and 0N=2 m;n < N=2. It is clear that the number of DFT atoms within B k satisfies: & k / 4 K0k . Thus, based on the incoherent Fourier subband sampling method, the probability that the (m; n)th DFT atom is selected also satisfies
Before examiningp(m; n) in the general case it is insightful to consider a special case of the GGD: the Laplacian ( k = 1).The Laplacian distribution is of particular importance for the following two reasons: 1) it is analytically more tractable; 2) the empirical distribution of subband wavelets for many natural images are close to Laplacian [13] .
Thus,p(m; n) can be approximated as p(m; n) / exp 0 2 s :
It is clear thatp(m; n) decays exponentially alone with the atom coordinates s and the decay rate depends on the image characteristic parameter a. Analysis based on the Laplacian distribution indicates that, in the general case,p(m; n) should also decay exponentially with its atom coordinates. For the random selection of DFT atoms, it is convenient to construct a sampling density function in the DFT domain and generate a sampling pattern according to the sampling density function. Designing a sampling density function following (7) would require image dependent parameter a, k and . However, in reality, only the number of measurements J is known. A method which does not require image dependent information to design an effective sampling density function is more desirable. To conform to the decaying behavior of the sampling probability with increasing coordinates while keeping a simple form, we propose a new family of sampling density functions containing only exponential terms. Assuming the size of the underlying image is M 2 N , the probability that the (m; n)th coefficient is sampled is given by
where 0M=2 m < M=2 and 0N=2 n < N=2. aF > 0 is a parameter characterizing the decay of the sampling probability. F > 0 is a parameter tuned to obtain the desired number of samples. Since 0 < pF (m; n) < 1, pF (m; n) is suitable as a probability function. Furthermore, the proposed sampling density function is flexible to accommodate various decaying rates and different number of measurements by tuning the parameters aF and F . Given aF , the sampling ratio defined as J=MN is a monotonically increasing function of F . Thus, the search of F for a desired number of measurements is straightforward. Furthermore, F can also be found by numerically solving the following problem: 
The sampling patterns generated from the sampling density function are binary where 1 at (m; n) indicates a sampling point and 0 means no measurement on that point is made. With a probability given by pF (m; n), 1 will be generated at (m; n); otherwise, 0 will be generated. Based on the observation from the case of the Laplacian distribution, it is reasonable to set aF = (1=2)a , where is defined as the averaged value of several coarsest scale shape parameters. However, it should be noted that the above analysis based on the incoherent Fourier subband sampling principle only provides approximately equal probability of reconstruction for significant wavelet components both at coarse scales and at fines scales. For image reconstruction, the contribution of an individual significant wavelet component to the image quality should be considered. Equation (3), along with empirical data analysis, reveals that a significant wavelet coefficient at a coarse scale usually has much larger magnitude than that of a significant wavelet coefficient at a fine scale. Thus, probabilistically, a coarse scale wavelet has much more contribution to the reconstructed image quality than that of a fine scale wavelet. Consequently, to achieve good reconstructed image quality, it is desirable to give more preference to the reconstruction of coarse scale wavelet components. Such intuitive analysis shows that an effective sampling density function should decay faster than predicted by aF = (1=2)a and it is desirable to increase the decaying parameter aF away from (1=2)a . Simulation results show that aF 1:3 a leads to good image reconstruction, as will be illustrated in Section V. It is also observed that the quality of the reconstructed image is robust to variations of aF if aF is sufficiently large. If an estimation of a is not available, then setting aF = 3:5 is recommended since this value leads to robust and satisfactory CS performance.
B. Variable Density Sampling Spiral for MRI
The variable density sampling pattern proposed in Section III-A can be applied to MRI in k-space, leading to a reduced set of measurements. However, this method does not necessary reduce the total scan time. For MRI applications that have limited scan time, like functional MRI, a single-shot spiral pattern can effectively cover the k-space within one repetition time (T R ) period [15] .
Based on the proposed variable density sampling function p F (m; n), a single-shot spiral sampling pattern is designed which involves two steps. In the first step, starting from the origin of the k-space, the proposed spiral samples all the points within radius on the sampling grid. For a given threshold 0 < t h < 1, is set such that p F (m; n) > t h for p m 2 + n 2 < . In the second step, where p m 2 + n 2 , the trajectory of the spiral is described by the polar equation
where b > 0 and N is the size of the sampling grid in the k-space. The parameter t is sampled sufficiently so that the sampling points are continuously located along the spiral and b is adjusted to obtain a desired number of samples. It is shown that t h = 0:8 leads to spirals whose performance approximates those patterns generated from p F (m; n).
Here it is assumed that the MRI gradient hardware is designed such that the slew-rate and amplitude constraints allow the sampling trajectory to move from one sampling point to its neighboring points on the sampling grid without any difficulty [16] .
IV. SAMPLING IN THE ORDERED DHT DOMAIN
Sampling in the ordered discrete Hadamard transform (DHT) domain is suitable for image sampling with hardware capable of representing binary measurement matrices since the basis images of 2-D ordered DHT are binary. Furthermore, ordered DHT has fast transform algorithms. In ordered DHT, the atoms are ordered by the number of sign changes (zero crossing) between consecutive entries in a Hadamard atom [8] . Thus, ordered DHT can be regarded as a generalized class of DFT and more specifically, a binarized version of DCT sharing thus many properties of DFT and DCT [17] .
To design the incoherent sampling pattern in the ordered DHT domain, we need to exploit the fact that ordered DHT can be regarded as a binary approximation of the DCT. For illustrative purposes, we first describe the spectrum characteristics of 1-D wavelets in the DCT do- (11) It can be shown that the DCT spectrum of wavelets at scale k has approximately the same shape as their Fourier spectra. The DCT spectrum bandB k of wavelets at scale k isB k [N 2 0k ; N2 0k+1 ]. Similar to incoherent subband sampling in the Fourier domain, to reconstruct ' k;l from its DCT samples, we need to select the DCT atoms randomly If an estimation of a is not available, then setting a H = 3:5 is also recommended.
V. SIMULATIONS
In this section, extensive simulations are provided to illustrate the effectiveness of the proposed methods. The selection of the design parameters are also discussed. In the simulations, all the images are assumed sparse in the Daubechies-8 wavelet domain and pixel values are within [0, 1] . It is also assumed that each measurement is corrupted by additive white Gaussian noise with variance 2 = 1e 04 . The BPDN algorithm is used for image reconstruction.
In the first example, the proposed variable density sampling is applied to MRI image acquisition and reconstruction. The MRI images to be measured, Brain and Angiography, are of size 256 2 256 and are shown in Fig. 2(a) and (b) , respectively. The estimated parameter a for each image is 2.32 and 2.47, respectively. The sampling patterns under investigation contains 15000 samples and there are 15000 real-valued measurements made along with each sampling pattern. Fig. 2(c) shows BY PSNR (dB). "P. VD" IS THE PROPOSED VARIABLE DENSITY SAMPLING; "P. SS" IS THE PROPOSED SINGLE-SHOT SPIRAL SAMPLING; "P-E U." IS THE PHASE-ENCODES UNDERSAMPLING the proposed single-shot spiral sampling pattern for fast MRI. The parameters of the spiral trajectory is set as: a F = 3:5, t h = 0:8, = 47
and b = 4:5 2 10 011 . To generate the spiral pattern with continuously located sampling points, the sampling interval along t is set as: 4t = 0:007. Fig. 2(h) shows part of the reconstructed Brain image corresponding to the region within the white frame in Fig. 2(a) . It is clear that with an undersampling ratio of 22.9%, the MRI image is reconstructed with only small distortion. Fig. 2(d) shows an example of the sampling pattern generated directly from the proposed sampling function given by (8) with aF = 3:5 and F = 0:134, whose performance serves as a benchmark for the proposed spiral patterns. The corresponding reconstructed image is shown in Fig. 2(i) , which contains less distortion than Fig. 2(h) . To compare the proposed sampling patterns with other practical sampling patterns, we also reconstruct the MRI image from samples taken from radial sampling pattern, logarithmic spiral sampling pattern and random phase-encodes undersampling pattern shown in Fig. 2(e)-(g) , respectively. The random phase-encodes undersampling is restricted to undersampling of the phase-encodes and fully sampled readouts and the sampling density scales according to a power of distance [7] . The corresponding reconstructed MRI images for the above sampling patterns are shown in Fig. 2(j)-(l) , respectively. All reconstructed MRI images show more low frequency interference and the image qualities are not as good as that of the proposed single-shot spiral sampling pattern. Table I summarizes more extensive simulation results for the MRI test images reconstruction with different sampling patterns, where the number of measurements ranges from 5000 to 25000 (undersampling ratio from 7.63% to 38.12%). The quality of the reconstructed images is measured by the peak signal to noise ratio (PSNR) and the data are collected from an average of ten runs. The results of the sampling patterns generated directly from the proposed sampling functions serve as the benchmarks and among all the sampling patterns, the best result is highlighted in bold font in each test set. The simulations again show that the proposed single-shot spiral sampling patterns consistently have better performance than other fast sampling patterns. The performance Table I for corresponding PSNR. gain is 2 3 dB at J = 5000 and 0.2 0.7 dB at J = 25000 for both images. Furthermore, the difference in performance between the proposed single-shot spiral patterns and the sampling patterns generated from the proposed sampling density function is small.
In the second example, the proposed sampling method is applied to the acquisition and reconstruction of a set of natural images: boat, Lena, Goldhill, baboon, and Pentagon with size 256 2 256. The estimated parameter a for each images is estimated as: 2.65, 2.88, 2.32, 2.64, 2.27, and 2.05, respectively. Fig. 3(b) shows a sampling pattern in the ordered DHT domain that contains 20000 sampling points generated from (13) with a H = 3:5 and H = 0:501. Part of the reconstructed boat image corresponding to the region within the white frame in Fig. 3(a) is shown in Fig. 3(e) , which shows that the reconstruction contains little distortion.
For comparison purposes, we also reconstruct the boat image from the samples taken from the radial sampling pattern and logarithmic spiral sampling pattern shown in Fig. 3(c) and (d) , respectively. The number of measurements taken from both sampling patterns are the same as that of the proposed sampling pattern. Part of the corresponding reconstructed images are shown in Fig. 3(f) and (g) , respectively. Again, both reconstructed images show more aliasing artifacts, which indicates that they are not as effective as the proposed sampling pattern.
Simulation results are summarized in Table II , where the number of measurements ranges from 5000 to 25000 and the best results as the average of ten runs is also highlighted. For each test image, it is shown that the proposed variable density sampling achieves much better performance than logarithmic spiral patterns and radial patterns. The performance gain is 2 4 dB at J = 5000 and 0.5 0.8 dB at J = 25000. To verify that the proposed sampling pattern, which exploits the a priori information of natural images, achieves better performance than methods that do not exploit the a priori information, the simulation results using the noiselet ensemble, SFE and SBHE under different number of measurements are also presented in Table II . To acquire the image information, samples of the Noiselets, SFE and SBHE are taken randomly. The proposed sampling method achieves the best performance in all simulations. For illustrative purposes, Fig. 3(h) shows the reconstructed result for image boat using SBHE. Such comparison clearly shows the performance gain achieved by exploiting the a priori information.
Finally, we show that the reconstruction performance is not sensitive to the parameters a F or a H in the sampling functions. Here, we test Table II for corresponding PSNR.   TABLE II  RECONSTRUCTION OF IMAGES IN ORDERED DHT DOMAIN. THE PERFORMANCE IS MEASURED BY PSNR (dB). "P. VD" IS THE PROPOSED VARIABLE DENSITY SAMPLING the reconstruction performance as the parameter a H changes. Fig. 4 shows the reconstruction results of all test images with 20000 number of measurements. Data is collected as the result of 20 runs. Each test image has different curves and textures and, thus, has different statistical model parameters. The sampling patterns are constructed with aH ranging from 0.5 to 6. It shows that the sampling patterns lead to similar performance for all the images when a H ranges from 2.5 to 4.5. The difference of performance measured by PSNR is within 0.4 dB. Thus, the image reconstruction is robust to variations over aH . An empirical rule for the selection of a H is a H = 1:3 a. If the estimation of a is not available, then set aH = 3:5 is recommended since aH = 3:5 lies in the middle of the flat region shown in Fig. 4 . Note that the reconstruction performance tends to become worse as a H increases. Since larger aH means more low frequency samples are taken, the simulation shows that sampling only low frequency components is not a good strategy.
VI. CONCLUSIONS
In this correspondence, a family of variable density sampling patterns are proposed for compressed sensing of natural images in the DFT, DCT, and ordered DHT domain, which are based on a reliable statistical model of natural images in the sparse wavelet domain. The proposed sampling method is simple, fast and suitable for a wide range of applications such as in [18] and [19] . Furthermore, the a priori information needed is general and no extensive data training is needed. Simulations show that the proposed sampling scheme is effective for compressed sensing of images conforming to the proposed wavelet model.
