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Zusammenfassung
Diese Dissertation befasst sich mit einigen grundlegenden Fragen u¨ber
die Topologie der Komplemente torischer Arrangements. Sie wurde wa¨hrend
meines Aufenthalts an der Universita¨t Bremen verfasst und entsteht aus
einer gemeinsamen Arbeit mit Emanuele Delucchi, zum Teil vero¨ffentlicht
in [12] und zum Teil zur Vero¨ffentlichung eingereicht als [11].
Ein torisches Arrangement ist eine endliche Familie von Untertori des
komplexen Torus (C∗)d:
A = {K1, . . . ,Kn},
wobei die Ki Niveaumengen von Charakteren sind (siehe Definition 3.1).
Solche Objekte haben eine kombinatorische Seite, in Gestalt des Layer-
Verband und der Face-Kategorie, und eine topologische Seite, in Gestalt
des Komplement
M(A ) := (C∗)n\ (∪K∈A K)
zusammen mit seinen topologischen Invarianten. Das Leitmotiv, sowohl
in der Literatur u¨ber torischen Arrangements als auch in dieser Disser-
tation, ist die Darstellung von topologischen Eigenschaften des Komple-
ments M(A ) mit Hilfe seiner kombinatorischen Pendants.
Das Thema “torische Arrangements” erwa¨chst aus dem Gebiet “Hy-
perplane Arrangements”. Hyperplane Arrangements haben eine umfang-
reiche Tradition und wurden in den letzten vierzig Jahren viel unter-
sucht. In der Einleitung zum Kapitel 1 wird die Entwicklung dieses The-
mas auch aus einer historischen Perspektive erla¨utert.
Torische Arrangements wurden zum ersten Mal von Looijenga in seiner
Arbeit [30] betrachtet. Dort wird die Kohomologie des Komplements eines
torischen Arrangements berechnet, um die Kohomologie von gewissen
Moduli-Ra¨umen zu untersuchen.
Spa¨ter hat die Arbeit [16] von De Concini und Procesi die Aufmerk-
samkeit der Forscher aus dem Gebiet “Hyperplane Arrangements” erregt.
Die Verfasser dieser Arbeit kamen zu Looijengas Ergebnis mit anderen
Methoden. Daru¨ber hinaus machten sie den Zusammenhang zwischen
der Topologie des Komplements und der Kombinatorik des Arrangements
deutlich (siehe, unter anderem, Theorem 3.17).
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Das Thema wurde dann von Moci weiter entwickelt, in seiner Dok-
torarbeit und in den Publikationen [31, 33, 32]. Zu seinen Ergebnis-
sen za¨hlen die Konstruktion eines “wonderful models” fu¨r Komplemente
torischer Arrangements und die Entwicklung eines Tutte-Polynoms fu¨r
torische Arrangements. Ein ausfu¨hrlicher Bericht u¨ber die Entwicklung
der Theorie der torischen Arrangements befindet sich in der Einleitung
zu Kapitel 3.
In dieser Dissertation beweisen wir zwei zentrale Resultate u¨ber die
Topologie von torischen Arrangements, die jeweils ein Ergebnis aus dem
Gebiet “Hyperebene Arrangements” verallgemeinern. Zuerst definieren
wir einen Salvetti-Komplex und beweisen, dass er homotopiea¨quivalent
zum Komplement des entsprechenden Arrangements ist. Dann benutzen
wir denselben Komplex, um zu beweisen, dass Komplemente von torischen
Arrangements minimale Ra¨ume sind. Insbesonders haben sie torsions-
freie Homologie und Kohomologie.
In diesem Prozess benutzen wir etliche “Hilfsmittel” aus der kombina-
torischen Topologie. Wir werden auch einige von diesen verallgemeinern
mu¨ssen (siehe Kapitel 2).
Im Kapitel 1 fu¨hren wir die Theorie von Hyperebenen Arrangements
ein. Dies wird sowohl einen logischen und historischen Kontext erbrin-
gen, als auch die notwendinge Grundlagen fu¨r unsere Argumente bereit-
stellen.
Kapitel 2 bietet eine Erla¨uterung der kombinatorischen Topologie, die
wir in unseren Argumenten anwenden werden. Wir werden einige Kon-
struktionen der kombinatorischen Topologie an unsere Zwecken anpassen
mu¨ssen. Insbesonders definieren wir Face-Kategorien von polyhedralen
Komplexen und verallgemeinern die diskrete Morse-Theorie auf azykli-
schen Kategorien.
In Kapitel 3 befassen wir uns mit torischen Arrangements. Wir definieren
den Salvetti-Komplex fu¨r torische Arrangements und beweisen, dass er
homotopiea¨quivalent zum Komplement des Arrangements ist. Daru¨ber
hinaus benutzen wir den Salvetti-Komplex, um eine endliche Pra¨sentation
der Fundamentalgruppe des Komplements eines torischen Arrangements
zu geben. Der Inhalt dieses Kapitels entspricht ungefa¨hr der Vero¨ffentlichung
[12].
In Kapitel 4 beweisen wir die Minimalita¨t der Komplemente von torischen
Arrangements. Erst zeigen wir, wie der Salvetti-Komplex als Colimes von
Salvetti-Komplexen von Hyperebenen Arrangements entsteht. Dann be-
nutzen wir diese Konstruktion, um die Salvetti-Kategorie zu zerlegen, so
dass jedes Stu¨ck als Face-Kategorie eines torischen Arrangements entsteht.
Schließlich untersuchen wir die Face-Kategorien von torischen Arrange-
ments und beweisen die Minimalita¨t. Der Inhalt dieses Kapitels entspricht
ungefa¨hr der Vero¨ffentlichung [11].
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Introduction
This thesis addresses some fundamental questions on the topology of toric
arrangement complements. It has been developed during my stay at the
Mathematics Department of the University of Bremen and presents the
results obtained in joint work with Emanuele Delucchi, partially pub-
lished as [12] and partially submitted for publication as [11].
A toric arrangement is a finite family of subtori of the complex torus
(C∗)d:
A = {K1, . . . ,Kn},
where the Kis are level sets of characters (see Definition 3.1). Such an
object has a combinatorial side, represented by the layer poset (Defini-
tion 3.12) and the face category (Definition 3.22), and a topological side,
represented by the complement
M(A ) := (C∗)d\ (∪K∈A K)
and by its topological invariants. The leitmotif in the field of toric ar-
rangements, as well as in this thesis, is to study the latter in terms of the
former.
The theory of toric arrangements evolves, both chronologically and
context-wise, from the study of hyperplane arrangements. Hyperplane
arrangements have been studied in detail in the past half-century and
it is a topic with a rich and extensive tradition. In the introduction to
Chapter 1 we give an historical account on hyperplane arrangements.
One of the reasons why hyperplane arrangements fascinate so much,
is the perfect symmetry between the topology of their complements and
their combinatorics (represented by the intersection poset of Definition
1.4 and the face poset of Definition 1.17). An immediate question there-
fore arises: how much of this symmetry can be generalized to arrange-
ments of objects of different type? Toric arrangements turn out to exhibit
a similar interplay between combinatorics and topology as hyperplane ar-
rangements and one of the purpose of this thesis is indeed to provide an
evidence of that.
In this thesis we prove two main result about the topology of toric
arrangements which generalize well known results about hyperplane ar-
rangements. Namely, we define a Salvetti complex for toric arrangements
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and prove that it encodes the topology of the complement of the corre-
sponding arrangement. Then we use the same complex to prove that com-
plements of toric arrangements are minimal spaces and therefore have no
torsion in homology and cohomology.
In doing this we use a number of combinatorial tools. In fact, we need
to extend some of the usual notions of combinatorial topology, to adapt
them to our purposes (cfr. Chapter 2).
In Chapter 1 we review the theory of hyperplane arrangements, pro-
viding thus a logical and historical context for toric arrangements and, at
the same time, the foundations for the arguments of the following chap-
ters. This chapter contains classical material, as well as specific material
which will be needed for the arguments of Chapter 3 and Chapter 4.
In Chapter 2 we review the necessary tools of combinatorial topology.
We also adapt some of them to our needs, in particular, we define face
categories of polyhedral complexes and show how to generalize discrete
Morse theory using acyclic categories.
In Chapter 3 we introduce toric arrangements, providing an account
of the known results in this area. We then define the toric Salvetti com-
plex and prove that it has the homotopy type of the complement of the
arrangement. Finally, using the Salvetti complex, we give a finite presen-
tation of the fundamental group of the complement of the arrangement.
The content of this chapter corresponds roughly to the publication [12].
In Chapter 4 we prove minimality of toric arrangement complements.
We use the Salvetti complex and show how to construct it “pasting to-
gether” local pieces, which are isomorphic to Salvetti complexes of hyper-
plane arrangements. Using this local constructions we are able to decom-
pose the Salvetti complex of a toric arrangements into “strata”, whose
topology can be derived from the combinatorics of the face categories
of some toric arrangements. Finally, studying these face categories, we
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Even though the focus of this thesis is not Hyperplane Arrangements per
se, we will rely on the theory of Hyperplane Arrangements as a founda-
tion. There are several connections between Toric and Hyperplane Ar-
rangements. The most evident one is, as a matter of fact, similarity. Re-
searchers in the area of Toric Arrangements have been successfully trying
to generalize known properties and results of Hyperplane Arrangements
to Toric Arrangements. This is also the leitmotif of this work: once we
identify the peculiarities of Toric Arrangements, we are able to generalize
known arguments from the theory of Hyperplane Arrangements.
The other connection between Toric and Hyperplane Arrangements is
more technical. We will see that, roughly speaking, the combinatorial ob-
jects associated to a toric arrangement can be constructed gluing together
different combinatorial objects coming from Hyperplane Arrangements.
The last statement will become clear in Chapter 3, when we will treat
diagrams and colimits of arrangements. For now it suffices to say that
Hyperplane Arrangements are the foundation of our subject and therefore
deserve to be introduced with the necessary honors. This is precisely the
purpose of this Chapter.
For the material of this chapter one could cite many different refer-




An affine hyperplane in a vector space V over a field K is a level set of a
linear functional:
H = {x ∈ V : f(x) = a} with f ∈ V ∗, a ∈ K.
A hyperplane H is called linear if a = 0, i.e. if it is the kernel of a linear
functional.
1.1 Definition
An (affine) hyperplane arrangement in a vector space V over a field
K is a set A of affine hyperplanes in V .
The complement of a hyperplane arrangement is the space




A hyperplane arrangement is called central if all its hyperplanes
are linear hyperplanes.
1.2 Remark
Some authors define central arrangements as arrangements whose
intersection ∩H∈A H is not empty. This is obviously equivalent, up
to translation, to arrangements of linear hyperplanes.
1.3 Definition
An affine hyperplane arrangement A is called locally finite if for
every point p ∈ V the subarrangement
{H ∈ A : p ∈ H}
is finite.
In the following we will only consider locally finite hyperplane arrange-
ments.
Hyperplane arrangements first appeared -in disguise- with Arnold’s
paper [1] in the early seventies. At the time the interest was focused on
braid groups and knot theory. Arnold was specifically interested in the
cohomology of the pure braid group.
One possible definition of the pure braid group is as the fundamental
group of the following configuration space
M(An−1) = {x = (x1, . . . , xn) ∈ C
n : xi 6= xj for all i < j}.
This space is the complement of the union of a renowned arrangement:
the braid arrangement on n strings also known as the Weyl arrangement
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of type An−1. Now, this is an Eilenberg-Mac Lane space, therefore its co-
homology coincides with the group cohomology of its fundamental group
(with constant coefficients Z). The main result of Arnold’s paper is a pre-
sentation of this cohomology algebra, which later lead to the general pre-
sentation of Orlik and Solomon for arbitrary hyperplane arrangements.
In [6], Brieskorn considered Artin groups as generalizations of braid
groups. Given a root system Φ in a vector space V , one can consider the
arrangement of hyperplanes orthogonal to the root system:
AΦ = {v
⊥ : v ∈ Φ}.
If Φ is an irreducible root system, we say the AΦ is the Coxeter arrange-
ment of type Φ. For crystallographic root systems we also speak of Weyl
arrangements.
Pure Artin groups are the fundamental groups of Coxeter arrange-
ments. It turns out that, as for braid groups, the complements M(AΦ) are
Eilenberg-Mac Lane spaces and therefore their cohomology coincides with
the group cohomology of pure Artin groups. Following this line of thought
Brieskorn computed the cohomology of the complement of Coxeter ar-
rangements. His treatment is general and proves important results on
the topology of the complements of arbitrary hyperplane arrangements.
The paper of Orlik and Solomon [35] represent a milestone in the
study of hyperplane arrangements. Not only because it treats the topol-
ogy of hyperplane arrangement complements in its full generality, but
also because it makes the relation between the topology of the comple-
ment and the combinatorics of the arrangement explicit. From this point
on, hyperplane arrangements are regarded as an area in mathematics
between topology, algebra and combinatorics.
Today we know a lot about hyperplane arrangements. Without any
claim of completeness, we’ll sum up some important results in this field
that are relevant for this thesis. For the particular class of complexified
affine arrangements there is a simple description of the homotopy type
of the complement M(A ) as a CW-Complex, due to Salvetti [40]. This
complex is usually referred to as the Salvetti complex.
The Salvetti complex has been used in many applications, among oth-
ers in the study of covering spaces of M(A ) and the K(π, 1)-problem (see
e.g. [37, 20]) and that of minimality of the complement (see e.g. [41, 19]).
Furthermore, Salvetti was able in his seminal paper, using the Salvetti
complex, to give a presentation of the fundamental group of the comple-
ment of a complexified arrangement π1(M(A )).
Another interesting property of hyperplane arrangement complements
is minimality, i.e. these spaces have the homotopy type of a CW-complex,
for which the number of k-cells equals the k-th Betti number, for every k.
This was proved in 2004 by Dimca and Papadima [21] and Randell [38],
using Morse theoretic arguments. Later Salvetti and Settepanella [41]
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reproved this result using the Salvetti complex and discrete Morse the-
ory. Delucchi [19] used a similar argument, describing a discrete Morse
function in terms of the combinatorics of the arrangement.
In the rest of this chapter we introduce those aspects of hyperplane
arrangements that are essential for the treatment in this thesis.
1.2 Parodos
In the study of hyperplane arrangements we will concentrate on the spe-
cific case of real and complex arrangements (i.e. arrangements over real
or complex vector spaces).
As already mentioned the study of hyperplane arrangements origi-
nates from topology and geometry and later spread itself in many differ-
ent areas of mathematics. Combinatorialists are interested in the discrete
structures associated to an arrangement, namely matroids, posets, poly-
hedral stratifications of Rn. Algebraic geometers have been interested in
singularities of the complement of a complex arrangement (this lead to
the development of De Concini and Procesi’s wonderful models [15]). Rep-
resentation theorists have studied groups actions on the cohomology of
arrangements’ complements [29, 27, 28, 8, 24, 13]. The book [7] provides
an introduction to modern topics in hyperplane arrangements.
In this thesis we will be mainly interested in the topology of the com-
plement M(A ) of a complex arrangement A and in the combinatorics of
real and complex arrangements. We now introduce the essential results




Consider an hyperplane arrangement A = {H1, . . . , Hn} in the vector




Hi : I ⊆ {1, . . . , n}
}∖
{∅}
ordered by reverse inclusion.
Notice that the space V is an element of L(A ) (it is the intersection in-
dexed by the empty set), whereas the empty set is not.
The poset L(A ) is a meet-semilattice and is a lattice if A is central.
Furthermore, L(A ) is geometric (i.e. atomic, ranked and semimodular).
The intersection poset is generally considered as the “combinatorial
side” of the arrangement. Indeed those properties that depends only on




Some authors associate to an arrangement the matroid of the de-
pendencies of the hyperplanes in A and consider this as the “combi-
natorics” of the arrangement. The two approaches are clearly equiv-
alent. In fact, on the one hand L(A ) is the poset of flats of this ma-
troid, on the other hand the rank function of L(A ) coincides with
that of the matroid and therefore uniquely characterizes it.
1.6 Remark
An arrangement is, per se, just a set of hyperplanes. In particular
it doesn’t come with an ordering. However it is often necessary to
order the hyperplanes in the arrangements.
In the following we will usually define ordered hyperplane ar-
rangements by indexing the hyperplanes of an arrangements with
natural numbers, as in A = {H1, . . . , Hn}.
1.7 Definition
An arrangement A is called essential if the maximal elements of
L(A ) are points. For central arrangements this is equivalent to⋂
H∈A H = {0}.
No broken circuits
Consider a central hyperplane arrangement A . In this case the intersec-
tion poset L(A ) is a geometric lattice.
We now introduce some combinatorial objects associated to L(A ), which
capture many topological properties of hyperplane arrangements.
Choose a total ordering on A = {H1, . . . , Hn}.
1.8 Definition
A circuit is a minimal dependent subset C ⊆ A . A broken circuit is
a subset of the form
C\{minC} ⊆ A
obtained from a circuit removing its least element. A no broken cir-
cuit set is a subset N ⊆ A which does not contain any broken circuit.
1.9 Remark
Alternatively, we can define no broken circuit sets as follows: A sub-
set N = {Hi1 , . . . , Hik} ⊆ A with i1 ≤ · · · ≤ ik is a no broken circuit
set if it is independent and there is no h ≤ k and j < ih such that
{Hj} ∪ {Hih , . . . , Hik} is dependent.
1.10 Definition
We will write nbc(A ) for the set of no broken circuit sets (short: nbcs)
of A and nbck(A ) = {N ∈ nbc(A ) : |N | = k} for the set of all no


















Figure 1.1: An hyperplane arrangement.
1.11 Example
Consider the arrangement of three lines in R2 as in Figure 1.1a. The
only circuit is {H1, H2, H3}, therefore there are 6 no-broken-circuits:
nbc(A ) = {∅, {H1}, {H2}, {H3}, {H1, H2}, {H1, H3}}
Notice that the arrangement has 6 chambers, as predicted by Theo-
rem 1.27.
1.12 Remark
Definition 1.8 uses only the notion of dependency of hyperplanes.
In other words, it depends only on the matroid structure associated
to A . Indeed circuits are one of the fundamental objects of matroid
theory, and characterize the matroid uniquely.
Deletion and restriction
In the theory of hyperplane arrangements, as well as in the theory of
matroids, many properties share a certain inductive structure, called of
deletion and restriction. By this we mean that these properties can be in-
ferred from the corresponding properties of “smaller” arrangements. This
is a widely used technique and it will be central for our exposition too.
1.13 Definition
Consider a hyperplane arrangement A in the vector space V and an
intersection X ∈ L(A ). We associate to X two new arrangements:
AX = {H ∈ A : X ⊆ H}, A
X = {H ∩X : H ∈ A \AX}.
AX is called the deletion of A w.r.t. X, while A
X is called the re-
striction of A on X.
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Notice that AX is an arrangement inn V , while A
X is arrangement in X.
1.14 Remark
The terminology adopted in Definition 1.13 coincides with the one
of [36], which is common in the literature on hyperplane arrange-
ments. However, it can be confusing for the reader familiar with
matroid theory.
If A is a central arrangement, then L(A ) is the lattice of flats
of a matroid on the set A . In this regard the lattice associated to
the deletion AX , L(AX), is the lattice of flats of a restriction of the
matroid defined by L(A ); on the other hand, the restriction A X of
the arrangement defines, via L(A X), a contraction of the matroid.
1.3 Real arrangements
Real arrangements are arrangements of hyperplanes in a finite dimen-
sional real vector space V . Without loss of generality we can assume
V = Rd, for some d.
It is not difficult to verify that the complement M(A ) consist of sev-
eral connected components, called the chambers of A , each of which is
contractible. More precisely, they are convex polyhedra. We will write
T (A ) for the set of chambers of A .
Counting chambers
An interesting question is that of the enumeration of chambers. This
question has been elegantly answered by Zaslavsky in [44].
1.15 Theorem
Let A be a real central hyperplane arrangement, the chambers of A
can be counted as:




where µ : L(A )→ Z is the Mo¨bius function of the lattice L(A ).
An alternative formula, more useful for our purposes, is the following.
1.16 Theorem
Consider a real central hyperplane arrangement A , then the number
of chambers of A is




Consider now a real affine locally finite hyperplane arrangement A . We
can associate to A a stratification of the ambient space Rd as follows.
1.17 Definition
Let A be a real arrangement, the set of faces of A is
F(A ) := {C ∩X : C ∈ T (A ), X ∈ L(A )}.
The faces of an affine arrangement form a poset, ordered by inclusion. We
usually speak of the face poset of A .
As we will see in Section 1.5, the face poset contains the relevant infor-
mation to determine the homotopy type of the complement of the complex
arrangement corresponding to A .
1.18 Remark
As we already mentioned the intersection poset is encoded in (in
fact, is equivalent to)the matroid structure associated to the ar-
rangement. Similarly, the face poset is encoded in (equivalent to)
the oriented matroid associated to the arrangement. See [4] for more
details on oriented matroids.
Taking sides
A peculiarity of real arrangements is that we can take account of orien-
tations. Consider a real arrangement A on the vector space V and for
every H ∈ A choose a linear functional αH ∈ V
∗ such that H = {x ∈ V :
αH(x) = a}. Then we can define for every hyperplane H its positive and
negative halfspace:
H+ = {x ∈ V : αH(x) > 0}, H
− = {x ∈ V : αH(x) < 0}.
Orienting the hyperplanes in A we obtain a description of the faces of
the arrangements, as follows.
1.19 Definition
Consider a real (or complexified) locally finite arrangement A with
any choice of orientations H+ and H− for every H ∈ A . Consider




+ if F ⊆ H+
0 if F ⊆ H
− if F ⊆ H−
.
When the need will arise to specify the arrangement A to which the
sign vector refers, we will write γ[A ]F (H) for γF (H).
8
1.3. Real arrangements
Notice that chambers are precisely those faces whose sign vector maps A
to {−,+}.
1.20 Example
Figure 1.1b shows the faces of an arrangement of three lines in R2,
together with their sign vectors.
1.21 Remark
The sign vectors {γF : F ∈ F(A )} satisfy the covector axioms of
an oriented matroid, whose face poset is F(A ). In this sense ori-
ented matroids abstract and encapsulate the combinatorics of real
arrangements. See [4] for more details.
1.22 Remark
A possible way of consistently choose an orientation for each hyper-
plane is the following. Choose a distinguished chamber B ∈ T (A ),
called the base chamber. For every hyperplane H ∈ A define the






Notice that the choice of a base chamber determines an orientation
of the hyperplanes in A , but the converse is generally false. Indeed
the intersection ∩H∈AH
+ could be empty.
Choosing a base chamber allows to define a partial ordering on the
set of chambers of an arrangement, that will be of central importance in
Chapter 4.
1.23 Definition
Let C1 and C2 ∈ T (A ) be chambers of a real arrangement. We will
write
S(C1, C2) := {H ∈ A : γC1(H) 6= γC2(H)}
for the set of hyperplanes of A which separate C1 and C2.
For all C1, C2 ∈ T (A ) write
C1 ≤ C2 ⇐⇒ S(C1, B) ⊆ S(C2, B).
This turns T (A ) into a poset T (A )B, the poset of regions of the ar-
rangement A with base chamber B.




For an arrangement of hyperplanes A on a complex vector space V , the
complement M(A ) is topologically non-trivial. It is therefore interesting
to study its topological properties. This space has been investigated in
detail. In this thesis we will be mainly interested in its singular cohomol-
ogy and in its homotopy type. As general references on the topology of
arrangement complements we cite [36, 43, 7].
1.24 Remark
When we’re interested in the topology of the complement of an ar-
rangement M(A ), we can assume without loss of generality that A
is essential (see Definition 1.7). Indeed consider for every H ∈ A a
normal vector vH ∈ H
⊥. Let X = {vH : H ∈ A }
⊥.
The arrangement is essential if and only if dimX = 0. Now
consider the arrangement B = {H/X : H ∈ A } on V/X. This is an
essential arrangement and we have:
M(A ) ∼= X ×M(B) ≃M(B).
That is, the two complements are homotopy equivalent.
Poincare´ Polynomial
We now describe the additive structure of H∗(M(A );Z).
The following formula dates back to Brieskorn [6].
1.25 Theorem
Let A be a finite affine complex hyperplane arrangement, then for





where L(A )p = {X ∈ L(A ) : codim(X) = p}.
1.26 Corollary (Brieskorn [6])
Let A be a finite affine hyperplane arrangement, then the cohomol-
ogy modules H∗(M(A );Z) are free abelian groups of finite rank.
Proof. Consider a central arrangement A = {H1, . . . , Hn} in C
k, where
Hi = kerαi for some linear functionals αi : C
k → C. Define the arrange-
ment dA on the subspace Ck ⊇ α−11 (1)
∼= Ck−1 as
dA = {Hi ∩ α
−1
1 (1) : i = 2, . . . , n}.
It is easy to see, that the map α1 : M(A ) → C
∗ is a trivial fiber bundle
with fiber dA . In particular M(A ) ∼= C∗ ×M(dA ).
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Let now A be a finite affine hyperplane arrangement. We use an in-
ductive argument on the dimension k of the ambient space, the base case
being easy. For each X ∈ L(A ) the arrangement AX is central. Applying






By inductive hypothesis H∗(M(dAX);Z) is free abelian of finite rank,
therefore also H∗(M(AX);Z).
Finally applying Theorem 1.25 we get the conclusion.
Another important result on the additive cohomology of M(A ) de-
scribes its Poincare´ polynomial in terms of the combinatorics of L(A ).
1.27 Theorem (Jambu and Terao [25])










| nbcj(A )| t
j .
1.28 Corollary
Let A be a finite affine complexified hyperplane arrangement and
write AR = {H ∩ R
k : H ∈ A } for its real part. Then
|T (AR)| = PA (1).
1.29 Remark
Combining Theorem 1.25 with Theorem 1.27 we get the following
formula for the Poincare´ polynomial of the complement of an arbi-







In their pioneering work [35], Orlik and Terao computed the cohomology
algebra of arrangement complements in terms of the combinatorics of the
intersection poset L(A ).
Let A = {H1, . . . , Hn} be a central hyperplane arrangement and con-
sider the elements e1, . . . , en. For a subset S = {i1 < · · · < ih} ⊆ {1, . . . , n}
define the following formal products:




(−1)jeSj where Sj = S\ej .
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1.30 Theorem (Orlik and Terao [35])
Let A = {H1, . . . , Hn} be a finite affine hyperplane arrangement in
a finite dimensional complex vector space V . Then the cohomology
algebra H∗(M(A );Z) is the skew symmetric algebra generated by
the elements {e1, . . . , en} with the relations
∂eS = 0 ∀S ⊆ {1, . . . , n} with S dependent , (1.1)
eS = 0 ∀S ⊆ {1, . . . , n} with ∩ S = ∅. (1.2)
Where S ⊆ {1, . . . , n} is called dependent if the hyperplanes {Hj :
j ∈ S} are dependent.
This presentation is usually referred to as the Orlik-Solomon al-
gebra of the arrangement.
Notice that for central hyperplane arrangements there are no rela-
tions as in (1.2), therefore the relations in (1.1) suffice to describe the
Orlik-Solomon algebra.
1.31 Remark
Theorem 1.27 can also be formulated from the point of view of the
Orlik-Solomon algebra.
Call a set S ⊆ {1, . . . , n} a no-broken-circuit if the corresponding
hyperplanes set is a no-broken-circuit (this is actually the correct
notion of no-broken-circuit according to matroid theorists). Then
the following set is a basis of H∗(M(A );C) (Jambu and Terao [25]):
{eS : S ∈ nbc(A )}.
1.5 Complexified arrangements
Complexified arrangements are interesting because we can relate the
combinatorics of the real arrangement with the topology of the complex
arrangement. Probably the most important result in this sense is that
of Salvetti in [40] where he defines the cellular complex which bears his
name.
1.32 Definition
Let A be an affine locally finite complexified arrangement and con-
sider its face poset F(A ). For a chamber C ∈ T (A ) and a face




γC(H) if H ∈ AF




Let A be an affine locally finite complexified arrangement; its Sal-
vetti poset is the poset on the ground set
SalA = {[F,C] : F ∈ F(A ), C ∈ T (A ), F ≤ C}
with the order relation
[F1, C1] ≤ [F2, C2] ⇐⇒ F2 ≤ F1 and (C2)F2 = C1.
1.34 Definition
Let A be an affine locally finite complexified arrangement; its (sim-
plicial) Salvetti complex is
S(A ) = ∆(SalA ),
i.e. the order complex of the Salvetti poset.
The importance of the Salvetti complex comes from the following.
1.35 Theorem (Salvetti [40])
Let A be an affine locally finite complexified arrangement. Then,
there is an homotopy equivalence |S(A )| ≃M(A ).
More precisely, Salvetti in [40] constructs an embedding
ϕ : |S(A )| →M(A )
such that Imϕ ⊆ M(A ) is a strong deformation retract. The following
lemma shows how the embedding is constructed.
1.36 Lemma (Salvetti [40])
Choose for every face F ∈ F(A ) a point wF ∈ F . The following vertex
map
ϕ : [F,C] 7→ wF + i (wCF − wF ).
induces an embedding
ϕ : |S(A )| →M(A )
Cellular Salvetti complex
The simplicial Salvetti Complex of Definition 1.34 is in fact the barycen-
tric subdivision of a polyhedral complex, which we now describe.
1.37 Definition
Let A be an affine locally finite complexified arrangement. The ar-
rangement graph G(A ) is the oriented graph with a vertex for every
chamber






(a) Opposite chambers (b) The arrangement graph
Figure 1.2: Arrangement of three lines
and a pair of edges for every couple of adjacent chambers
E(G(A )) =
⋃
C,K∈T (A ): |S(C,K)|=1
{(eC , eK), (eK , eC)}.
The arrangement graph is also called oriented system in [37].
If S(C,K) = {H} then the chambers C,K are adjacent and have a
common face F ∈ F(A ) of codimension 1 with |F | = Y . We say that the
edges (eC , eK), (eK , eC) cross the hyperplane H.
Let F ∈ F(A ) be a face and C ∈ T (A ) a chamber with F ≤ C. The
opposite chamber opp(C,F ) of C relative to F is defined as
γopp(C,F )(H) =
{




Figure 1.2a shows the opposite chamber of a chamber C with re-
spect to a codimension 1 face F and to a codimension 2 face P in the
arrangement of three lines of Figure 1.1a.
Figure 1.2b shows the arrangement graph G(A ) of the same ar-
rangement.
1.39 Definition
Let A be an affine locally finite complexified arrangement. The cel-
lular Salvetti complex of A is the regular polytopal complex
(a) whose 1-skeleton is the realization of the graph G(A );
14
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Figure 1.3: The Salvetti complex of the arrangement of three lines
(b) whose k-cells e[F,C] correspond to the pairs [F,C] with F ∈ F(A )
a face of codimension k and C ∈ T (A ) a chamber with F ≤ C;
(c) where the 1-skeleton of a k-cell e[F,C] is attached along the mini-
mal paths in G(A ) from eC to eopp(C,F ).
1.40 Example
Figure 1.3 shows the cellular Salvetti Complex of the arrangement
of three lines in Figure 1.1a.
The figure shows the six 2-dimensional cells and how they are
attached to the 1-skeleton.
1.41 Lemma
Let ρ be a minimal path in G(A ) between C and C ′ and consider and
edge (eK , eK′) ∈ ρ. If (eK , eK′) crosses the hyperplane H at the face
F , then K = CF and C and K lie on the same side of H.
15
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Proof. From [40, Lemma 2] it follows that the path ρ decomposes as
ρ1 ◦ (eK , eK′) ◦ ρ2
where ◦ indicates path composition, ρ1 is a minimal path between C and
K and ρ2 is a minimal path between K
′ and C ′.
Again from [40, Lemma 2] it follows that ρ1 doesn’t cross H (otherwise
ρ wouldn’t be minimal), therefore C and K lie on the same side of H and
CF = K.
1.42 Proposition
Let A be an affine locally finite complexified arrangement. The Sal-
vetti poset SalA is the face poset of the cellular Salvetti complex of
A . Hence the simplicial Salvetti complex is the barycentric subdivi-
sion of the cellular Salvetti complex.
Fundamental Group
We now review Salvetti’s presentation of the fundamental group of the
complement of a complexified arrangement π1(M(A )). In chapter 3 we
will give a presentation of the fundamental group of the complement of a
toric arrangement inspired by that of Salvetti.
1.43 Remark
Let A be a complexified arrangement and F := F(A ). It will be
convenient for us to denote by Fj the subset of cells of F codimension
j.
This is contrary to the usual convention for a cell complex K
to denote by Kj the set of cells of K of dimension j. In this case,
this little abuse of notation is justified by the fact that the cells of
codimension j in F(A ) index the cells of dimension j in S(A ).
Choose - and from now on fix - a base chamber B of A , and let x0 be a
generic point in B.
F1 F2






Generators Recall the arrangement graph G := G(A ) of Definition
1.37. Here we will adopt a useful notational convention inspired by [40]:
we will write edges of G as indexed by the face of codimension 1 they cross,
and in writing a path we will write lF for a crossing of F ‘along the direc-
tion of the edge’, l−1F for a crossing ‘against the direction’ of the edge. By
specifying the first vertex of the path then there is no confusion about
which edge is used, and in which direction.
A positive path then is a path of the form
lF1 lF2 . . . lFk
for F1, . . . , Fk ∈ F1. A path is minimal if it is of minimal length among all
the paths on the same ends.
The following lemma will be fundamental in chapter 3 for most argu-
ments on the fundamental group of the toric Salvetti complex. It is based
on the observation that the border of a cell consists of minimal paths
“around a face.”
1.44 Lemma ([40, Lemma 11])
Let A be a complexified arrangement and G its arrangement graph.
Any two positive minimal paths in G with same origin and same end
are homotopic.
The following lemma is useful to determine when the composition of
two minimal paths is minimal.
1.45 Lemma ([40, Lemma 2])
Let A be a complexified arrangement and S its (cellular) Salvetti
complex.
A path ν ∈ Ω(C,K) for two chambers C,K ∈ T (A ) is minimal if
and only if
ℓ(ν) = |S(C,K)|
that is, if and only if it crosses each hyperplane separating C and K
exactly once.
Since any two positive minimal paths with same origin and same end
are homotopic, given C,C ′ ∈ F0 we will sometimes write (C → C
′) for the
(class of) positive minimal paths starting at C and ending at C ′.
For every F ∈ F1 we define a path as follows:
βF := (C0 → (C0)F )l
2
F (C0 → (C0)F )
−1, (1.3)
1.46 Lemma ([40, p. 616])
Let A be a complexified arrangement and S its (cellular) Salvetti
complex. The group π1(S) is generated by the set {βF |F ∈ F1}.
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Given a positive path ν = lF1 · · · lFk define loops
βνFi := lF1 · · · lFi−1 l
2
Fi




Moreover, let Fj1 , . . . , Fjl be the sequence obtained from F1, . . . , Fk by re-
cursively deleting faces Fj that are supported on a hyperplane which sup-
ports an odd number of elements of Fj , . . . , Fk (compare [40, p. 614]) and
define
Σ(ν) := (Fjl , . . . , Fjl). (1.5)
1.47 Lemma (Lemma 12 in [40])
Given a positive path ν = lF1 , · · · , lFk starting in the chamber C and






(C → C ′).
From this Lemma another useful result follows.
1.48 Lemma (Corollary 12 in [40])
Let F , G be two faces of codimension 1 that are supported on the









where ν is a positive minimal path from C0 to (C0)G, and j1, . . . , jh
are the indices of the edges in ν that cross a hyperplane that does not
separate C0 from (C0)F , in the order in which they appear in ν.
Relations For every face G ∈ F2 consider a chamber C with G ≤ C and
let C ′ = opp(C,G) be its opposite chamber with respect to G. Consider a
minimal positive path ω from C to C ′. Let us then consider the set h(G) :=
{F1, . . . Fk} of the codimension 1 faces adjacent to G, indexed according to
the order in which the positive minimal path ω ‘crosses’ them. Let now
for i = 1, . . . , k Fi+k be the facet opposite to Fi with respect to G. Define a
path
αG(C) := lF1 lF2 . . . lF2k . (1.6)
Salvetti introduces a set of relations associated with G:
RG : βFk . . . βF1 = βF1βFk . . . βF2 = . . .
stating the equality of all cyclic permutations of the product. In fact, for
every cyclic permutation σ of {1, . . . , k}
βFσ(k) · · ·βFσ(1) ≃ (C0 → C˜)αG(C˜)(C0 → C˜)
−1 (1.7)
where C˜ := (C0)G and ≃ means homotopy.
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Presentation One of the results of [40] is that the fundamental group
of M(A˜ ) can be presented as






In this chapter we introduce the objects of combinatorial algebraic topol-
ogy that are relevant for this thesis. Most of them are well-established
notions, some of them though are small additions to the existing theory
(e.g. the treatment of polyhedral complexes in Section 2.1, discrete Morse
theory for acyclic categories in Section 2.3 and the treatment of face cate-
gories in Section 2.2).
In the first part of the chapter (Section 2.1) we introduce several types
of complexes, which we will use in the forthcoming chapters. The most
important complexes for our purposes are ∆-complexes and polyhedral
complexes. ∆-complexes are a well-established notion. Polyhedral com-
plexes are also a well-known tool, however we treat them more formally
than usual. This degree of formality may seem confusing at first sight,
but it helps to define the face category of Section 2.2.
In the second part (Section 2.2) we introduce one of the main charac-
ters of this thesis: acyclic categories. Acyclic categories can be thought
of as a generalization of posets and turn out to provide the right com-
binatorial framework to treat the topology of polyhedral complexes. A
comprehensive reference on acyclic categories is the book [26].
Finally in the third part (Section 2.3) we treat Discrete Morse Theory.
We generalize the usual theory for regular cell complexes to non-regular
polyhedral complexes. Acyclic categories play a key role in this process.
2.1 Complexes
Simplicial complexes are historically among the first objects of topology
that have been studied in detail. They provide an abstract combinatorial
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description of a restricted class of topological spaces: the so-called trian-
gulable spaces.
2.1 Definition
A simplicial complex is a pair (I,K), where I is a set and K ⊆ P(I)
is a collection of subsets of I satisfying the following conditions:
(a) ∅ ∈ K,
(b) for every A ∈ K, B ⊆ A implies B ∈ K.
The elements of I are called vertices, while the elements of K are
called simplices.
Due to their simplicity, simplicial complexes allow to study topology
without having to worry about the pathology of general topological spaces.
However, simplicial complexes are too “rigid” for many applications, in-
cluding ours. Therefore we will introduce a wider class of combinatorially
defined complexes, which will suit better our purposes: the so-called ∆-
sets.
∆-sets
The main idea behind simplicial complexes is to define a space, first giving
its vertices and then saying which sets of vertices form a simplex. The
main drawback of this approach is that there can not be two different
simplices, which share the same vertex set. In other words, simplicial
complexes are regular complexes.
To overcome this drawback we can first give the simplices, and then
say how they glue together. This is the main idea behind ∆-sets. A formal
definition requires the language of category theory.
2.2 Definition
Define ∆ as the category on the object set
Ob∆ = {[n] : n ∈ N}, with [n] = {0, . . . , n}
whose morphisms are the identities and the following order-preserving
injections
f : [m]→ [n] such that i < j implies f(i) < f(j).
2.3 Definition
A ∆-set is a contravariant functor
S : ∆→ Set.











0 1 0 1 0 1
Figure 2.1: An example of ∆-set.
2.4 Example
Figure 2.1 shows a 2-dimensional ∆-set. There are one point S0 =
{P}, three edges S1 = {a, b, c} and two triangles S2 = {R,S}. The
arrows below represent the morphisms S(ji) for ji : [0] → [1], 0 7→ i
for i = 0, 1. The dashed lines represent S(j0), while the solid lines
represent S(j1).
The arrows on top represent the images of morphism [1]→ [2] in
∆2. There are three of such morphisms hi with i = 1, 2, 3, where hi
is the injection that “skips” i. In the picture the solid lines represent
h0, the dotted lines represent h1 and the dashed lines represent h2.
The geometric realization
∆-sets provide a model for topological spaces in the following sense.
2.5 Definition
The standard n-dimensional simplex is the convex hull of the stan-
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Figure 2.2: Geometric realization of the ∆-set of Figure 2.1.








Notice that we denote the standard basis of Rn+1 by {e0, . . . , en}.
Given a ∆-Set S, each morphism f : [m]→ [n] defines a map
|f | : |∆m| → |∆n|.
The map |f | is defined on the vertices ei of the simplex |∆m| as f(ei) = ef(i)
and then extended by linearity.
2.6 Definition







where the relation ∼ is defined by
(x, S(f)(ρ)) ∼ (|f |(x), ρ) ∀(x, ρ) ∈ |∆m|×Sm, f : [m]→ [n] ∈ Hom(∆m,∆n).
2.7 Example
Figure 2.2 shows the geometric realization of the ∆-set of Figure
2.1. The opposite side of the square are identified. In particular |S|
is homeomorphic to the 2-dimensional torus (S1)2.
2.8 Remark
The class of topological spaces, that are geometric realization of ∆-
sets coincide with that of simplicial complexes. Indeed the barycen-
tric subdivision of a ∆-set is always a simplicial complex. However,
the combinatorics of ∆-sets is more powerful than that of simplicial
complexes, as we will see later in this thesis.
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Figure 2.3: Two different polyhedra in R2
Polyhedral complexes
Even though ∆-sets describe the topology of their realizations in an ele-
gant combinatorial way, they don’t suffice for our purposes. We therefore
introduce another class of complexes which doesn’t share the combinato-
rial flavor of ∆-sets, but which has broader applications.
Our motivating examples are real hyperplane arrangements and, later
in chapter 3, real toric arrangements. These arrangements define a de-
composition of the ambient space Rk as a cell complex, which in general
is not the geometric realization of a ∆-set.
Still, these complexes have a certain “rigidity” which we can exploit
for our study, namely they are polyhedral complexes.
We will define polyhedral complexes as embedded in a topological space.
One could define such complexes intrinsically, as we did in [12]. Anyway,
the definition as embedded complex is simpler, more elegant, and suffices
for our purposes.
We want to formalize the notion of space obtained “gluing polyhedra”.
We start clarifying what we mean with polyhedron, in a topological con-
text. Let us fix a space X and consider polyhedra inside it. A subspace
P ⊆ X can usually be regarded as a polyhedron in many different way.
For example a circle S1 ⊆ R2 can be regarded as pentagon, as well as a
heptagon (Figure 2.3). Therefore a topological notion of polyhedron should
take into account the actual topological space and a subdivision thereof
as well. We formalize this notion in the following.
Let X be a topological space and consider the following set of embed-
ded polyhedra
ΞX = {χ : P̂ → X| P̂ ⊆ R
k d-dimensional convex polyhedron
χ induces a homeomorphism int(P̂ )→ χ(int(P̂ ))},
where int(P̂ ) denotes the interior of P̂ . Define the following equivalence
relation on ΞX
for χ : P̂ → X, ξ : Q̂→ X with P̂ ⊆ Rk, Q̂ ⊆ Rd
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2.9 Definition
A d-dimensional topological polyhedron (P, [χP ]) in a topological space
X is a subset P ⊆ X, equipped with an equivalence class [χP ] ∈
ΞX
/
∼ such that χP (P̂ ) = P .
A face of (P, [χP ]) is a topological polyhedron (F, [χF ]), where F =
χP (F̂ ) and χF ∼ χP |F̂ for a representative χP ∈ Ξ of [χP ] and a face
F̂ of P̂ .
2.10 Remark
Let (P, [χP ]) be a topological polyhedron with χP : P̂ → X and χ
′ :
P̂ ′ → X such that χ′ ∼ χ. We can assume, without loss of generality,
that P̂ , P̂ ′ ⊆ Rk.
Then there is an affine isomorphism Rk → Rk mapping P̂ to
P̂ ′. This isomorphism induces an equivalence between the faces of
P̂ and the faces of P̂ ′, showing that the definition of face doesn’t
depend on the chosen representative of [χP ].
Since we do not require polyhedral complexes to be regular, we need
a way to distinguish between different faces of a concrete polyhedron P̂
which are “glued” of the same face of a topological polyhedron (P, [χP ]).
This distinction will be crucial to define the face category of a polyhedral
complex.
Consider the following set:
Θ =
{
(χP , F̂ )| χP : P̂ → X, χP ∈ Ξ, F̂ face of P̂
}
.
Define the following equivalence relation on Θ:
(χP , F̂ ) ≈ (χ
′
P .F̂
′) ⇐⇒ χP ∼ χ
′
P and ι(F̂ ) = F̂
′
where ι : Rk → Rd is an affine injection with ι(P̂ ) = P̂ ′ and χ′P ◦ ι = χP .
2.11 Definition
Let (P, [χP ]) be a topological polyhedron and (F, [χF ]) one of its faces,
an incidence relation between (P, [χP ]) and (F, [χF ]) is an equiva-
lence class [(χP , F̂ )] ∈ Θ
/
≈ such that (χP )|F̂ ∼ χF .
In order to keep the notation light we omit the double parenthesis when
referring to incidence relations, i.e. we write [χP , F̂ ] for [(χP , F̂ )]. When
we fix a representative χP : P̂ → X we abbreviate the notation and write
F̂ for the incidence relation [χP , F̂ ].
We can now define polyhedral complexes. In analogy with geomet-
ric simplicial complexes, we define polyhedral complexes as collection of
polyhedra which intersect properly, i.e. the intersection of two polyhedra





A polyhedral complex P in a topological space X is a collection of
topological polyhedra in X, such that:
(i) for every (P, [χP ]) ∈ P, every face (F, [χF ]) of P is an element of
P,
(ii) for every (P1, [χP1 ]), (P2, [χP2 ]) ∈ P with χP1 : P̂1 → X,χP2 :
P̂2 → X let F = P1 ∩ P2, then there exist F̂1, F̂2 faces of P̂1
and P̂2 respectively with χP1(F̂1) = F = χP2(F̂2) and (χP1)|F̂1 ∼
(χP2)|F̂2 .
Notice that in point (ii) of the previous definition we have (F, [(χP1)|F̂1 ]) ∈
P.
A polyhedral complex is called polytopal complex if all its faces are
polytopes.
2.13 Definition





Let P be a polytopal complex in the topological space X, we can asso-
ciate to P a CW-complex whose cells are
{P̂ | (P, [χP ]) ∈ P}
and whose attaching maps are the restriction of the maps χP to the border
of P̂ .
The following proposition can be easily proved and shows that the no-
tion of polyhedral complex agrees with the more common notion of CW-
complex.
2.14 Proposition
Let P be a polytopal complex in the topological space X, let KP be
the CW-complex defined above. If P is finite dimensional, then there
is a homeomorphism KP ∼= |P|.
2.2 Acyclic categories
In the field of combinatorial topology usually the combinatorial informa-
tion is encoded within posets. The first and probably most important ex-
ample of this is the face poset of a cell complex.
However, since we are interested in non-regular complexes, posets do
not suffice to fully encode the relevant topological information. Therefore
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we introduce the notion of acyclic category. This is the combinatorial side
of Definition 2.11.
Our main general reference for this topic is Kozlov’s book [26].
2.15 Definition
An acyclic category is a small category C, such that:
(i) the only morphisms that have inverses are the identities;
(ii) the only endomorphisms are the identities.
Morphisms of acyclic categories are functors.
Acyclic categories occur sometimes in the literature as “loop-free cate-
gories” or “scwol”s (small category without loops, cfr. [5]).
The connection between acyclic categories and topology is provided by
the notion of nerve.
2.16 Definition
The nerve of an acyclic category C is the ∆-set ∆(C) defined as fol-
lows:





m3→ · · ·
mk→ ak,




m3→ · · ·
mk→ ak
∂jσ = a0











m3→ · · ·
mk−1
→ ak−1
Where ∂i = S(ji) and ji : [k − 1]→ [k] is the injection that “skips” i.
2.17 Remark
Since every order preserving injection [m] → [n] can be decomposed
as composition of “simpler” injections of the type ji, Definition 2.16
suffices to define a ∆-set.
2.18 Remark
Notice that the hypothesis of acyclicity of C is required to ensure




In chapter 4 we will use diagrams and colimits of acyclic category as a tool
to “glue” isomorphisms between “simple” categories in order to obtain an
isomorphism between more complex categories.
As a preparation for chapter 4 we review the notion of diagram and
colimit of acyclic categories. We also provide an explicit construction for
the colimit of a restricted class of diagrams.
Recall the notion of a diagram in a category.
2.19 Definition
Let I be a small index category and C a target category, a diagram of
categories on I is a functor
D : I → C.
A co-cone over D is a family of morphisms (C, γ) with
γX : X → C for every X ∈ Ob I,
such that for every morphism f : X → Y in I,
γX = γY ◦ D(f).
A morphisms of co-cones between (C, γ) and (D, δ) is a morphism ψ :
C → D in C, such that for every X ∈ Ob I,
ψ ◦ γX = δX .
Colimits are objects defined by the following universal property.
2.20 Definition (Universal property of colimits)
Let D : I → C be a diagram of acyclic categories; we say that a co-
cone (C, γ) is the colimit of D if for every co-cone (D, δ) over D there
exists a unique morphism of co-cones
ψ : (C, γ)→ (D, δ).
It can be easily seen that the association of a colimit to a diagram is func-
torial. That is, morphisms of diagrams give morphisms between the re-
spective colimits.
For many categories there are explicit constructions of colimits.
2.21 Example
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where ∼ is the equivalence relation generated by
x ∼ y if ∃f : X → Y such that D(f)(x) = y.
and γ(x) = π(x) ∀X ∈ Ob I, x ∈ X, where π :
∐
X∈Ob I D(X) →(∐
X∈Ob I D(X)
)/
∼ is the usual projection.
Colimits of acyclic categories
We will now see an explicit construction of the colimit of a diagram of
acyclic categories, for a specific class of diagrams. Our hypothesis are
restrictive, but sufficient for our purposes.
2.22 Definition
Let D : I → AC be a diagram of acyclic categories. We say that D is
geometric if
(a) I is an acyclic category;
(b) for every X ∈ Ob I, D(X) is ranked and for every morphisms
f : X → Y in I, D(f) preserves the ranks;
(c) for every X ∈ Ob I and x ∈ MorD(X) there exist
(i) an index X̂ ∈ Mor I,
(ii) a morphism f : X̂ → X and
(iii) a morphism x̂ ∈ MorD(X̂) with D(f)(x̂) = x;
such that
(I) for every index Y ∈ Ob I,
(II) and morphism g : Y → X with x = D(g)(y) for some y ∈
MorD(Y )
(III) there exists a morphism ĝ : X̂ → Y , such that D(ĝ)(x̂) = y.






Notice that from the acyclicity of I it follows that for every x ∈ D(X), x̂ is
unique.
If D is a geometric diagram of acyclic categories, the properties of Def-
inition 2.22 hold also for the set of objects ObD(X). This can be seen
identifying the objects of D(X) with the identity morphisms.
2.23 Remark
Let C be a ranked acyclic category and m : x → y a morphism in C.
The height of m is defined as
ht(m) = rk (y)− rk (x).
If D : I → AC is a geometric diagram of acyclic categories, then
for every morphism f : X → Y in I, the map D(f) : MorD(X) →
MorD(Y ) preserves the heights.





Let X,Y ∈ Ob I, x ∈ MorD(X) and y ∈ MorD(Y ). We write x ∼ y if
there exist
(i) an index Z ∈ Ob I,
(ii) the morphisms ξ : Z → X, ζ : Z → Y and
(iii) a morphism z ∈ MorD(Z);
such that
D(ξ)(z) = x and D(ζ)(z) = y.
2.25 Proposition
The relation ∼ of Definition 2.24 is an equivalence relation.
Proof. The thesis follows immediately from the observation that x ∼ y ⇐⇒
x̂ = ŷ.






Let D : I → AC be a geometric diagram of acyclic categories. Then
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where if ν : x → y, then [ν]∼ : [x]≈ → [y]≈. Furthermore for every
X ∈ Ob I, x ∈ ObD(X), ν ∈ MorD(X) we have
γX(x) = [x]≈, γX(ν) = [ν]∼.
Proof. First of all, the category C is well defined, indeed if µ : x → y and
ν : x′ → y′ are morphisms in D(X) with µ ∼ ν, then x ≈ x′ and y ≈ y′.
Furthermore Remark 2.23 ensures the acyclicity of C.
Let (E , ε) be a co-cone over D, we have to show that there exists a
unique morphisms of co-cones Ψ : (C, γ) → (E , ε). Define for every [x]∼ ∈
Mor C and [a] ∈ Ob C
Ψ[x]∼ = εX(x), Ψ[a]≈ = εX(a),
where x ∈ MorD(X) and a ∈ ObD(X).
The map Ψ is well-defined. Indeed, let x, y, z and ξ, ζ as in Definition
2.24, then
εX(x) = εZ(z) = εY (y).
Analogously, equivalent objects give the same value of Ψ.
Uniqueness and functoriality of Ψ are easily shown.
Face category
Our first motivation for considering acyclic categories is to encode the
topology of a polyhedral complex.
A well-know result on the topology of regular cell complexes states
that the face poset completely describe the topology of the complex. That
is, the order complex of the face poset is homeomorphic to the original
complex (i.e. it is its barycentric subdivision).
This result, however, does not hold for non regular complexes. As
shown in Example 2.27. If we focus on polyhedral complexes we can
overcome this problem. To do this, we will need to encode the incidence
relations between cells in an acyclic category instead of a poset.
2.27 Example
Figure 2.4a shows a non regular CW-complex homeomorphic to a
circle. Its face poset consists only of the two faces P and F and
therefore its order complex is a segment, which is clearly not home-
omorphic to the original complex.
The acyclic category of Figure 2.4b, on the other hand, encodes
all information needed to reconstruct the topology of the complex.
Indeed its nerve (Figure 2.4c) is still a circle.
2.28 Remark
Let P be a polyhedral complex, in the following definition we will














Figure 2.4: A non regular CW-complex and its face category
and choose a representative χP : P̂ → X. For every face F̂ of P̂ , call
F = χP (F̂ ) and χF = (χP )|F̂ so that (F, [χF ]) ∈ P.
Sometimes, for the sake of brevity, we will omit the [χP ] and write P ∈ P
for an element (P, χP ) ∈ P
2.29 Definition
Let P be a polyhedral complex, the face category F(P) of P is defined
as follows.
I. The objects are the cells of the polyhedral complex
ObF(P) = P.
II. Let (P, [χP ]), (F, [χF ]) ∈ P, then the morphisms (F, [χF ])→ (P, [χP ])
correspond to the incidence relations between (P, [χP ]) and (F, [χF ])




: (F, [χF ])→ (P, [χP ]).
III. Consider the morphisms
(G, [χG])
m
[χF ,Ĝ]−−−−−→ (F, [χF ])
m
[χP ,F̂ ]−−−−−→ (P, [χP ])
Choose the representatives such that
χF = (χP )|F̂ and χG = (χF )|Ĝ,







































Figure 2.5: Face category of a polyhedral complex
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2.30 Example
Figure 2.5a shows a polyhedral complex whose geometric realiza-
tion is a 2-dimensional torus. The opposite edges of the square are
identified. We have one dimension 0 face: the point P , two dimen-
sion 1 faces: F and G and one dimension 2 face: the square C.
Figure 2.5b shows an excerpt of the face category. In order to
keep the notation light we write [C, P̂1] instead of [χC , P̂1].
We have four incidence relations between P and C, that is four









Between F and C there are two incidence relation, as well as be-
tween F and P . Notice that [F, P̂1] = [F, P̂2] and [F, P̂3] = [F, P̂4].














Let P be a polyhedral complex, then the category F(P) is acyclic.
Proof. Let (P, [χP ]) ∈ P, the only morphism (P, [χP ])→ (P, [χP ]) is m[χP ,P̂ ]
which is the identity.
Furthermore for every morphism m
[χP ,F̂ ]
: (F, [χF ])→ (P, [χP ]) in F(P)
it must be dimF ≤ dimP . Therefore, since (P, [χP ]) is its only face of
maximal dimension, the only invertible morphisms are endomorphisms
and hence identities.
2.32 Definition
Let P be a polyhedral complex, the barycentric subdivision of P is
defined as B(P) = ∆(F(P)).
The following proposition formalizes the fact that the face category
encodes the topology of the polyhedral complex. It can be easily proved,
but it is not relevant for our purposes.
2.33 Proposition
Let P be a polyhedral complex, then |B(P)| ∼= |P|.
2.3 Discrete Morse Theory
In chapter 4 we will use Discrete Morse Theory as a tool to prove minimal-
ity of the toric Salvetti Complex. Discrete Morse Theory was introduced
in [23] as a combinatorial analog of Morse Theory for cell complexes. In
this thesis we will use the framework of [26].
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Discrete Morse Theory allows to simplify a cell complex, based on some
combinatorial data. Usually Discrete Morse Theory is stated for regular
complexes. However, in chapter 4 we will need to apply it to a non-regular
polyhedral complex. The framework of [26] extends with few minor mod-
ifications to this case.
In the following we will introduce Discrete Morse Theory as in [26]
and show how it applies to non regular polyhedral complexes. Throughout
this section we assume that the acyclic categories are of finite rank. In
the case of face categories of polyhedral complexes this means that we
consider only finite dimensional polyhedral complexes.
Recall the following basic fact on the topology of cell complexes.
2.34 Proposition ([26, Theorem 11.11])
Let X1, X2 be topological spaces and let h : X1 → X2 be an homotopy
equivalence. Let σ be a cell with attachment maps f1 : ∂σ → X1,
f2 : ∂σ → X2 such that h ◦ f1 ≃ f2. Then there is an homotopy
equivalence
X1 ⊔f1 σ ≃ X2 ⊔f2 σ.
2.35 Definition
An indecomposable morphism in an acyclic category is a morphism
that cannot be written as the composition of two nontrivial mor-
phisms.
A linear extension ≤ of an acyclic category is a total order on its
set of objects, such that
Mor(x, y) 6= ∅ =⇒ x ≤ y.
Let m : x → y be a morphism in an acyclic category, we will write
s(m) = x and e(m) = y for the source and the target of m.
2.36 Definition
A matching of an acyclic category C is a set M of indecomposable
morphisms such that, for every m, m′ ∈ K, the sources and the targets
of m and m′ are four distinct objects of C.
2.37 Definition
A cycle of a matching M is an ordered sequence of morphisms
a1b1a2b2 · · · anbn
where
(1) For all i, ai 6∈M and bi ∈M,
(2) For all i, e(ai) = e(bi) and s(ai+1) = s(bi), with the convention
s(a1) = s(bn).
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A matching M is called acyclic if it has no cycles. A critical el-
ement of M is an object of C that is neither source or target of any
m ∈M.
2.38 Lemma
A matching M of an acyclic category C is acyclic if and only if there
is a linear extension of C such that
∀m ∈M s(m)⋖ e(m)
where ⋖ denotes a covering relation.
Proof. The proof of [26, Theorem 11.1] shows the result for the case when
C is a poset.
Consider the poset C≤ associated to C, with the ordering relation de-
fined by
x  y ⇐⇒ Mor(x, y) 6= ∅.
The matching M defines a matching on C
M = {(s(m), e(m))| m ∈M}
and it is clear that M is acyclic if and only if M is acyclic.
A very handy tool for dealing with (and finding) acyclic matchings is
the following result, the proof of which follows as an easy exercise by
inspection of the definitions and comparison with [26, Theorem 11.10].
2.39 Lemma (Patchwork Lemma)
Consider a functor of acyclic categories
ϕ : C → C′
and suppose that for each object c ∈ C′ an acyclic matching Mc of
ϕ−1(c) is given.
Then the matching M :=
⋃
c∈Ob C′ Mc of C is acyclic.
Proof. Acyclicity of M is proved via the linear extension of C obtained by
concatenation of the linear extensions given by the Mc on the categories
ϕ(c).
Discrete Morse Theory uses acyclic matchings to simplify a cell com-
plex. In the following we propose the part of the so-called fundamental
theorem of Discrete Morse Theory that is relevant for our purposes.
2.40 Theorem
Let P be a polyhedral complex and F(P) its face category. Let M be
an acyclic matching on F(P). Then |P| is homotopy equivalent to a
CW-complex X with one cell of dimension k for every critical element
of M of rank k.
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Proof. We follow the proof of [26, Theorem 11.13 (b)]. We prove the theo-
rem by induction on F(P), the base case being trivial.
Let L be a linear extension of C as in 2.38 and let (P, χP ) = maxL. We
distinguish two cases
I. If (P, [χP ]) is a critical cell we consider the polyhedral complex P
′ =
P\{(P, [χP ])}, so that |P
′| = |P|\ intP .
Then M is also an acyclic matching on F(P ′) and by inductive hy-
pothesis there exists an homotopy equivalence h : |P ′| → X ′ where
X ′ is a CW-complex with one k-dimensional cell for each critical ele-
ment of rank k in M different from σ.
Let ι : ∂P → |P| be the inclusion (i.e. the attaching map in the
sense of Proposition 2.14). Applying Proposition 2.34 with f1 = ι and
f2 = h ◦ ι we get
|P| ∼= |P ′| ⊔ι P ≃ X
′ ⊔h◦ι P =: X.
II. If (P, [χP ]) is not critical, i.e. there is a morphism m ∈M with e(m) =
(P, [χP ]), let (F, [χF ]) = s(m). Then in L we have (F, [χF ])⋖ (P, [χP ]).
That is (F, [χF ]) is not a face of any other cell in P (otherwise these
cells would be between (F, [χF ]) and (P, [χP ])). In particular
P ′ = P\ {(F, [χF ]), (P, [χP ])}
is a polyhedral complex and |P ′| = |P|\ (intP ∪ intF ). Furthermore
since F is on the border of |P| deleting F and P from |P| is a so-called
cellular collapse and there is an homotopy equivalence (actually a
strong retraction) f : |P ′| → |P|.
Since M′ = M\{m} is an acyclic matching on F(P ′) with the same
critical cells of M, the induction hypothesis gives
|P| ≃ |P ′| ≃ X
where X is a CW-complex as in the thesis.
2.41 Remark
The actual fundamental theorem is stronger as the one proved here.
In particular it also describes the incidence relations between the
cells in X, thus allowing to compute (co)homology.
The theorem is usually stated and proved for regular CW-complexes,
instead of polyhedral complexes. In that case the face poset suffices
to encode the topology of the complex (in the sense of Proposition
2.33).
We needed to restrict ourselves to polyhedral complex to be able




In this chapter we present the core topic of this thesis: toric arrange-
ments. Toric arrangements are, roughly speaking, families of subtori in
a complex torus (C∗)n for which we want to develop a theory inspired by
that of hyperplane arrangements.
Toric arrangements made their debut in Looijenga’s paper [30], where
he needed to compute the Betti numbers of the complement of a com-
plex toric arrangement in order to study the cohomology of some moduli
spaces.
Later the topic was brought to the attention of the arrangement com-
munity by the paper [16] of De Concini and Procesi. The authors reprove
Looijenga’s result (Theorem 3.17 below) using methods of algebraic ge-
ometry and outline the connection between the topology and the combi-
natorics of the arrangement. In particular they propose the layer poset as
a “toric analog” of the intersection poset.
Ehrenborg, Readdy and Slone in [22] considered the combinatorics of
toric arrangement on the “compact torus” (S1)n, solving the problem of
enumerating the faces of the induced decomposition of the compact torus.
The topic was carried further by Moci with the work started in his
PhD Thesis and in the papers [31, 33, 32]. In [31] he studied the toric
arrangements arising naturally from Lie algebras and which are related
to affine Weyl groups. In [33] he developed a theory of “wonderful models”
of toric arrangement complements, inspired by that of De Concini and
Procesi for hyperplane arrangements in [15]. While in [32] he introduces
a two-variable polynomial that encodes enumerative invariants of many
of the different objects populating the landscape outlined by De Concini
and Procesi in [17]. The same author, in joint work with Settepanella
[34], studied the homotopy type of the complement of a special class of
toric arrangements (i.e. what they call thick arrangements).
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Particular interest is raised by the problem of formalizing the combi-
natorics of toric arrangements. The most relevant attempt seems to be
that of Moci and D’Adderio in [10] where they suggest a theory of arith-
metic matroids as a “combinatorialization” of the essential algebraic data
of toric arrangements. A theory of oriented matroids for toric arrange-
ment is not yet known. This should ideally provide a combinatorial coun-
terpart to our results on the toric Salvetti complex (cfr. §3.7).
In this chapter we introduce toric arrangements and apply the ma-
chinery of the first two chapters to work out a combinatorial model of the
complement of a complexified toric arrangement in the spirit of Salvetti’s
[40]. This will involve using acyclic categories, polyhedral complexes and
group actions on them.
After having presented the “toric Salvetti complex” we turn our atten-
tion to its fundamental group and give a finite presentation thereof.
3.1 Introduction
We have presented arrangements of hyperplanes in an affine space as
families of level sets of linear forms. Now, we want to explain in which
sense this idea has been generalized to a toric setting.
Our ambient spaces will be the complex torus (C∗)d and the compact
(or real) torus (S1)d, where we consider S1 as the unit circle in C.
3.1 Definition
A character of the n-dimensional torus is a map χ : (C∗)d → C∗ given
by evaluations of Laurent monomials, that is:




2 · · ·x
αd
d for an α = (α1, . . . , αd) ∈ Z
d.
Characters form a lattice, which we denote by Λ, under pointwise multi-
plication. Notice that the assignment α 7→ xα11 · · ·x
αd
d provides an isomor-
phism Zd → Λ.
We consider subtori defined as level sets of characters, that is hyper-
surfaces in (C∗)d of the form
K = {x ∈ (C∗)d | χ(x) = a} with χ ∈ Λ, a ∈ C∗. (3.1)
Notice that, if a ∈ S1, the intersection K ∩ (S1)d is also a level set of a
character (described by the same equation).
3.2 Definition
A (complex) toric arrangement A in (C∗)d is a finite set
A = {K1, . . . ,Kn}
of hypersurfaces of the form (3.1) in (C∗)d
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Figure 3.1: A toric arrangement on (S1)2
3.3 Definition
Let A be a toric arrangement in (C∗)d. Its complement is




A real toric arrangement A in (S1)d is a finite set
A
c = {Kc1, . . . ,K
c
n}
of hypersurfaces in (S1)d of the form (3.1) with a ∈ S1.
If a complex toric arrangement restricts to a real toric arrange-
ment on (S1)d we will call A complexified.
We will often use this interplay between the complex and the ‘real’ hy-
persurfaces in the same vein that one exploits properties of the real part
of complexified arrangements to gain insight into the complexification.
3.5 Example
Figure 3.1 shows the toric arrangement
A =
{
{xy−1 = 1}, {x2y−1 = 1}
}
on the two dimensional compact torus (S1)2. We will use this graph-
ical representation through the rest of this thesis. The compact
torus is pictured as a square where the opposite sides are identi-
fied, subtori are then periodic lines with rational slope.
3.2 An abstract approach
The definitions of §3.1, though being correct and sufficiently general, have
the drawback of being dependent on a coordinate system. For many argu-
ments it is convenient to reason about toric arrangements in a ‘coordinate-
free’ way.
We will introduce an equivalent, but more abstract, approach to toric
arrangements. In order to do this we will change point of view, taking as




Let Λ ∼= Zd a finite rank lattice. The corresponding complex torus is
TΛ = HomZ(Λ,C
∗).
The compact (or real) torus corresponding to Λ is
T cΛ = HomZ(Λ, S
1),
where, again, S1 := {z ∈ C | |z| = 1}.
The choice of a basis {v1, . . . , vd} of Λ gives isomorphisms
Φ : TΛ → (C
∗)d
ϕ 7→ (ϕ(v1), . . . , ϕ(vd))
Φc : T cΛ → (S
1)d
ϕ 7→ (ϕ(v1), . . . , ϕ(vd))
(3.2)
3.7 Remark
Consider a finite rank lattice Λ and the corresponding torus TΛ. The
characters of TΛ are the functions
χλ : TΛ → C
∗, χλ(ϕ) = ϕ(λ) with λ ∈ Λ.
Characters form a lattice under pointwise multiplication, and this
lattice is naturally isomorphic to Λ. Therefore in the following we
will identify the character lattice of TΛ with Λ.
Now, the ‘abstract’ definition of toric arrangements is the following.
3.8 Definition
Consider a finite rank lattice Λ, a toric arrangement in TΛ is a finite
set of pairs
A = {(χ1, a1), . . . (χn, an)} ⊂ Λ× C
∗.
A toric arrangement A is called complexified if A ⊂ Λ× S1.
3.9 Remark
The abstract definition is clearly equivalent to Definition 3.2 via the
isomorphisms in (3.2) and by
Ki := {x ∈ TΛ | χi(x) = ai}. (3.3)
Accordingly, we have M(A ) := TΛ \
⋃
{K1, . . . ,Kn}.
3.10 Definition
Let Λ be a finite rank lattice. A real toric arrangement in T cΛ is a
finite set of pairs
A
c = {(χ1, a1), . . . (χn, an)} ⊂ Λ× S
1.
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3.11 Remark
A complexified toric arrangement A in TΛ induces a real toric ar-
rangement A c in T cΛ with
Kci := {x ∈ T
c
Λ | χi(x) = ai}.





Λ as in Definition 3.2 .
We now illustrate what has been proposed [16, 31] as the ‘toric ana-
logue’ of the intersection poset.
3.12 Definition
Let A = {(χ1, a1), . . . , (χn, an)} be a toric arrangement on TΛ. A layer
of A is a connected component of a nonempty intersection of some of
the subtori Ki (defined in Remark 3.9). The set of all layers of A or-
dered by reverse inclusion is the poset of layers of the toric arrange-
ment, denoted by C(A ).
Notice that, as for hyperplane arrangements, the torus TΛ itself is a
layer, while the empty set is not.
3.13 Definition
Let Λ be a rank d lattice and let A be a toric arrangement on TΛ. The
rank of A is rk (A ) := rk 〈χ | (χ, a) ∈ A 〉
(a) A character χ ∈ Λ is called primitive if, for all ψ ∈ Λ, χ = ψk only
if k ∈ {−1, 1}.
(b) The toric arrangement A is called primitive if for each (χ, a) ∈
A , χ is primitive.
(c) The toric arrangement A is called essential if rk (A ) = d.
3.14 Remark
For every non primitive arrangement there is a primitive arrange-
ment which has the same complement. Furthermore, if A is a non
essential arrangement, then there exist an essential arrangement
A ′ such that
M(A ) ∼= (C∗)d−l ×M(A ′) where l = rk (A ′).
Therefore the topology of M(A ) can be derived from the topology of
M(A ′).
In view of Remark 3.14, our study of the topology of complements of
toric arrangements will not loose in generality by stipulating the next
assumption.
Assumption





As in the case of hyperplanes, one would like to describe the topology of
the complement in terms of the combinatorics of the arrangement.
3.15 Definition ([16, 31])
Let A be a toric arrangement of rank d and let us fix a total ordering
on A . A local no broken circuit set of A is a pair
(X,N) with X ∈ C(A ), N ∈ nbck(A (X)) where k = d− dimX
We will write N for the set of local non broken circuits, and partition
it into subsets
Nj = {(X,N) ∈ N | dimX = d− j}.
3.16 Remark
Let X ∈ C(A ) and N ⊆ A (X). If we consider the ‘list’ X of all pairs
(χi, ai) with χi|X ≡ ai, then the elements of N index a ‘sublist’ XN .
Then, (X,N) is a local no broken circuit set if and only if XN is a
basis of X with no local external activity in the sense of d’Adderio
and Moci [10, Section 5.3]
3.4 Cohomology
The cohomology (with complex coefficients) of the complements of toric
arrangements was studied by Looijenga [30] and De Concini and Procesi
[16].
3.17 Theorem ([16, Theorem 4.2])
Consider a toric arrangement A . The Poincare´ polynomial of M(A )




dimHj(M(A );C) tj =
∞∑
j=0
|Nj | (t+ 1)
k−j tj .
This result was reached in [16] by computing de Rham cohomology and
in [30] via spectral sequence computations. In the special case of (totally)
unimodular arrangements, De Concini and Procesi also determine the
algebra structure of H∗(M(A ),C) by formality of M(A ) [16, Section 5].
We will now proceed with the investigation of the topology of toric
arrangement complements. Our arguments build on the ideas developed
in [40] for complexified hyperplane arrangements. Therefore from now on




In order to connect the theory of toric arrangements to that of hyperplane
arrangements, we will look at a particular covering space of a toric ar-
rangement complement.
Consider the following covering map
p : HomZ(Λ,C)→ HomZ(Λ,C
∗)
ϕ 7→ exp ◦ ϕ
where exp : C → C∗ is the exponential map, i.e., exp : z 7→ e2piiz. Notice
through the isomorphism (3.2) p is just the universal covering map Cn →
(C∗)n given by
(t1, . . . , tn) 7→ (e
2piit1 , . . . , e2piitn).
Furthermore, p restricts to a universal covering map
Rn ∼= HomZ(Λ,R)→ HomZ(Λ, S
1) ∼= (S1)n
of the compact torus, under which the preimage of a toric arrangement A
is the (infinite) affine hyperplane arrangement
A
↾ = {(χ, a′) ∈ Λ× R | (χ, e2piia
′
) ∈ A }, (3.4)
or, in coordinates:
A
↾ = {〈α, x〉 = a′ | (xα, e2piia
′
) ∈ A }.
Here α ∈ Zn and xα is the associated character xα11 · · ·x
αn
n .
For an element λ ∈ Λ denote by χλ : Λ → C the corresponding func-
tional as in Remark 3.7. To every character λ we can then associate the
following homeomorphism:
gλ : HomZ(Λ,C)→ HomZ(Λ,C)
ϕ 7→ ϕ+ χλ
The following proposition can be easily proved using isomorphism (3.2).
3.18 Proposition
Let A be a complexified toric arrangement on the complex torus TΛ
and consider the covering map p : M(A ↾) → M(A ) as above. Let G
be the group of covering transformations of p, then the map
Λ→ G
λ→ gλ
is a natural isomorphism.
Proposition 3.18 provides us with a naturally defined action of Λ on




Let A be a complexified toric arrangement and consider the arrangement
A ↾ of (3.4). The faces of A ↾ (Definition 1.17) are polyhedra and build
naturally a polyhedral complex
P = {(F, [idF ]) | F ∈ F(A
↾)}
whose face category coincides with the face poset F(A ↾).
3.19 Definition
Let A = {(χ1, a1), . . . , (χn, an)} be a complexified toric arrangement
on the complex torus TΛ.





We denote the set of chambers of A by T (A ).
A face of A is a subset F ⊆ T cΛ of the compact torus such that
F = C ∩X for C ∈ T (A ), X ∈ C(A ).
The following lemma follows from the hypothesis of essentiality of A
(indeed, it holds if and only if the arrangement is essential).
3.20 Lemma
Let A be a complexified toric arrangement on the complex torus TΛ
and consider the covering map p :M(A ↾)→M(A ) of §3.5. For every
face F ∈ F(A ↾) the restriction
p| int(F ) : int(F )→ p(int(F ))
is an homeomorphism.
Lemma 3.20 ensures that the following is well-defined.
3.21 Definition
Let A be a complexified toric arrangement on the complex torus TΛ,
we associate to A a polyhedral complex as follows:
D(A ) = {(F, [p|F ↾ ]) | F face of A },
where for a face F of A F ↾ denotes an arbitrary lifting in the covering
space.
Notice that for a different choice G↾ of a lifting of a face F of A , the two
embeddings p|F ↾ and p|G↾ differ for the action of a character λ ∈ Λ and
therefore [p|F ↾ ] = [p|G↾ ].
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3.22 Definition
Let A be a complexified toric arrangement on the complex torus TΛ,
its face category is
F(A ) := F(D(A )),
i.e. the face category of its associated polyhedral complex.
3.23 Remark
In general, the homotopy type of a complexified toric arrangement
A cannot be described in terms of the face poset of the induced
decomposition D(A ) of the compact torus. Indeed Moci and Set-
tepanella in [34] characterize exactly the arrangements for which
this poset describes the homotopy type of M(A ): these are the ar-
rangements A for which D(A ) is a regular cell-complex or, in the
terminology of [34], thick arrangements.
Thick arrangements are precisely those arrangement for which
the face category F(A ) is a poset. For such arrangements the con-
struction of the Salvetti complex in the affine case translates almost
literally to the toric case (see [34] for the details).
Our construction of the Salvetti complex will be more general
in the sense that it does not assume thickness and, moreover, in
the thick case it specializes to the complex considered by Moci and
Settepanella.
3.6 Deletion and restriction
We now consider the equivalent notions of those of §1.2 for toric arrange-
ment. In particular, we will need deletion for defining the toric Salvetti
complex and restriction for our proof of minimality in Chapter 4.
Deletion
The operation of passing to subarrangements, while intuitive and elemen-
tary in the case of hyperplane arrangements, needs some careful consid-
eration in the toric case.
Let Γ be a subgroup of the lattice Λ. Then TΓ := HomZ(Γ, S
1) is a
compact (rkΓ)-torus and the inclusion iΓ : Γ → Λ induces a map πΓ :
TΛ → TΓ given by restriction: πΓ(p) = p|Γ. Furthermore, if Γ is a direct
factor of Λ, then the map πΓ is surjective.
3.24 Definition
Given a subgroup Γ ⊆ Λ and an arrangement A in TΛ, we define the
arrangement




The map πΓ : TΛ → TΓ induces a cellular map π
cell
Γ : D(A )→ D(AΓ).
Proof. We can choose a basis x1, . . . , xn for Λ such that Γ =
〈





The isomorphism TΛ ≃ C
n is given by evaluation on the chosen basis:
p 7→ (p(x1), . . . p(xn)). Therefore the projection (C
∗)n → (C∗)l is given by
the map (y1, . . . , yn) 7→ (y
k1
1 , . . . , y
kl
l ). This map is continuous and maps
hypersurfaces (of AΓ ⊆ A in (C
∗)n) onto hypersurfaces (of AΓ in (C
∗)l),
hence is cellular.
The fact that πΓ is cellular implies that πΓ induces a morphism of acyclic
categories πΓ : F(A )→ F(AΓ).
3.26 Definition
Let A be a toric arrangement and X ∈ C(A ) a layer of A . The
deletion of A on X is the toric arrangement
AX := AΓX on TΓX .
Given any face F ∈ F(A ) we can let Γ be the lattice
ΛF := {χ ∈ Λ | χ is constant on F}.
Correspondingly, we obtain a toric subarrangement with an associated
cellular map:
AF := AΛF , πF := π
cell
ΛF
: D(A )→ D(AF ). (3.5)
Restriction
Let A be a toric arrangement on TΛ. Notice that for a layer X ∈ C(A ) and
an hypersurface K of A , the intersection K∩X needs not to be connected.
In general K ∩ X consist of several connected components, each of
which is a level set of a character in the torus X. In particular
A
X := {Ki ∩X | X 6⊆ Ki}
is a toric arrangement on the torus X, in the sense of Definition 3.8. The
arrangement A X is called the restriction of A to X.
3.7 The homotopy type of complexified toric
arrangements
Let A be a complexified toric arrangement and recall the affine arrange-
ment A ↾ of (3.4).
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Figure 3.2: Salvetti Complex for A ↾
The arrangement A ↾ is a locally finite complexified affine hyperplane
arrangement and therefore admits a Salvetti complex
S↾ = S↾(A ) := S(A ↾).
The character lattice Λ acts cellularly on S↾ and continuously on the cov-
ering space M(A ). These two actions are compatible, meaning that the
embedding S↾ → M(A ↾) of Proposition 1.35 constructed in [40] is Λ-
equivariant (more precisely, it can be so constructed).
3.27 Example
Figure 3.2 shows the Salvetti complex for the arrangement A ↾, with
A = {(ts, 1), (ts−1, 1)}. The green cells belong to the same Λ-orbit.
With the previous constructions in mind, we can now restate a key
result of [34].
3.28 Proposition ([34, Lemma 1.1])
Let A be an essential toric arrangement; the embedding S↾ →M(A ↾)
induces an embedding
S↾/Λ→M(A )
of the quotient S↾/Λ in the complement M(A ) as a deformation re-
tract.
3.29 Remark
In the proof of Proposition 3.28 given in [34] the hypothesis of essen-
tiality is required. Indeed the construction of the homotopy inverse




We now head towards the first main result of this thesis, introducing the
notion of Salvetti complex for general complexified toric arrangements.
3.30 Definition (Salvetti category)
Let A be a toric arrangement on (C∗)n. The Salvetti Category of A
is the acyclic category Sal = Sal(A ) defined as follows:
(i) the objects are the morphisms in F(A ) between faces and cham-
bers
Ob(Sal(A )) = {m : F → C : m ∈M(F(A )), C chamber};
(ii) for every morphism n : F2 → F1 in F(A ), and for every pair
m1 : F1 → C1, m2 : F2 → C2 in Ob(ζ) there is a morphism
(n,m1,m2) : m1 → m2 if and only if
πF1(m1) = πF1(m2); (3.6)
where πF1 is the morphism of face categories induced by the
cellular map in (3.5);
(iii) let mi : Fi → Ci for i = 1, 2, 3 be elements in O(ζ), suppose
the pairs (m1,m2) and (m1,m3) satisfy condition (3.6), then the
pair (m1,m3) satisfies the same condition and we can define for
morphisms n : F2 → F1, n
′ : F3 → F2 the composition
(n′,m2,m3) ◦ (n,m1,m2) = (n ◦ n
′,m1,m3).
3.31 Definition
Let A be a toric arrangement; its Salvetti complex is the nerve S(A ) :=
∆(Sal(A )).
We can now state the main theorem of this chapter.
3.32 Theorem
Let Λ be a lattice and A be a complexified toric arrangement in TΛ.
The toric Salvetti complex S(A ) embeds in M(A ) as a deformation
retract.
3.33 Remark
Being the nerve of an acyclic category, S(A ) is a regular ∆-set.
3.34 Remark
Recall from §3.7 the notion of cellular and simplicial Salvetti com-
plex for affine arrangements of hyperplanes. In this section we
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defined an analogue of the simplicial Salvetti complex for toric ar-
rangement. This “toric simplicial Salvetti complex” is not, in gen-
eral, a simplicial complex, but a ∆-set.
Our goal now is to describe a CW complex of which the complex
S(A ) is the barycentric subdivision. This complex will not be regu-
lar in general, but the resulting economy in terms of cells will come
in handy in the following considerations.
Let then A denote a toric arrangement. Every cell of the cellular
Salvetti complex of A ↾ corresponds to the topological closure of the
star of a vertex [F,C] of the simplicial complex. Because the pro-
jection Sal(A ↾) → Sal(A ) is a covering of categories, the interior of
the star of any vertex of S(A ↾)) is mapped homeomorphically to the
interior of the star of its image. This gives a canonical structure of
polyhedral complex on S(A ). The acyclic category S(A ) is precisely
the face category of the resulting complex.
In particular, the explicit determination of the boundary maps of
this complex is now reduced to a straightforward computation.
Before we can get to the proof, some preparatory considerations are in
order.
Deletion vs. covering
In order to proceed with the argument we still need to spend a few words
on the quotient construction of Definition 3.26.
Let F be a face of D(A ) and let ΛF be the sublattice of characters
in Λ that are constant on F . Choose a preimage F ↾ ∈ F(A ↾) such that





L → HomZ(ΛF ,R) (3.7)
where L is the linear subspace parallel to |F ↾|.
Recall from (3.5) the arrangement
AF = {(χ, a) ∈ A : χ ∈ ΛF } ⊆ A
in HomZ(ΛF ,R) and the deletion (A




The isomorphism (3.7) does not map the arrangement (A ↾)F ↾ onto
(AF )
↾. Indeed (AF )
↾ contains all the translates of the hyperplanes in
(A ↾)F ↾ . That is
(A ↾)F ↾ ⊆ AF
↾ = {(χ, a+ k) | (χ, a) ∈ (A ↾)F ↾ , k ∈ Z}










Figure 3.3: Restriction vs. Covering
The map πF of (3.5) lifts (via p) to a map R
rkΛ → RrkΛF which induces
a cellular map
πF
↾ : D(A ↾)→ D((AF )
↾)























: D(A ↾)→ D((A ↾)F ↾)




= s ◦ πF
↾.
Figure 3.3 shows an example of projections π↾F and πF
↾.
3.35 Lemma
Let F1, F2, C1, C2 ∈ F(A
↾) with C1, C2 chambers, F1 ≤ C1 and F1 ≤
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Proof. The direction ⇒ follows since π↾
F ↾
= s ◦ πF











↾(C2 + λ), for some λ ∈ ΛF . But since F2 is a
common face of C1 and C2, it has to be λ = 0.
3.36 Corollary
Let [F1, C1], [F2, C2] denote two elements of Sal A
↾, the Salvetti poset
of A ↾. Then




Our strategy for the proof of Theorem 3.32 will be to prove that the toric
Salvetti complex ∆(SalA ) is the quotient of the action Λ y S↾ in the
category of ∆-sets. For this, we need first to take care of some ground
work.
3.37 Lemma
Let A be a complexified toric arrangement. Then there is a covering
map q : F(A ↾) → F(A ) of acyclic categories with Galois group Λ
and
F(A ) = F(A ↾)/Λ
as a quotient of acyclic categories.
Proof. Let F ↾ ∈ D(A ↾) be a face of the affine arrangement A ↾. In partic-
ular F ↾ is a polytope and (F, [χF ]) = (p(F
↾), [p|F ↾ ]) ∈ D(A ) is a face of A .
Therefore for every face G↾ of F ↾
m[F,G↾] : (G, [χG])→ (F, [χF ])
is a morphism in F(A ) and we can define
q(F ↾) = F, q(G↾ ≤ F ↾) = m[F,G↾].
This defines a functor q : F(A ↾) → F(A ). Furthermore q is a cover-
ing of categories in the sense of [5, Definition A.15] with Λ as automor-
phism group and Λ acts transitively on the fibers of q. It then follows that
F(A ) ∼= F(A ↾)/Λ.
In particular, we note the following consequence.
3.38 Corollary
The morphisms in F(A ) correspond to the orbits
{Λ(F1 ≤ F2) | F1, F2 ∈ D(A
↾)}.




The category Sal(A ) is the quotient Sal(A ↾)/Λ in the category of
acyclic categories.
Proof. We first need to construct a projection, i.e., a functor Π : Sal(A ↾)→
Sal(A ). Recall that the objects of Sal(A ↾) are of the form [F,C] with F,C ∈
F(A ↾), F ≤ C, and C a chamber of A ↾. Also, from the proof of Lemma
3.37 we recall the projection q : F(A ↾) → F(A ). It is now possible to
define Π on the objects as follows:
Π([F,C]) = q(F ≤ C) : q(F )→ q(C).
According to Corollary 3.36, relations inF(A ↾) are of the form [F1, C1] ≤
[F2, C2] where F2 ≤ F1 and πF1
↾(C1) = πF1
↾(C2).
On the other hand, morphisms in Sal(A ) are given by triples (n,m1,m2)
where m1 : F1 → C2, m2 : F2 → C2 are objects of Sal(A ), n : F2 → F1 is a
morphism in F(A ) and the following condition holds:
πF1(m1) = πF1(m2).
Therefore, in order to able to map a relation [F1, C1] ≤ [F2, C2] to the
morphism (q(F2 ≤ F1),Π([F1, C1]),Π([F2, C2])) and for this map to be sur-
jective, we need to verify the following condition:
πF1
↾(C1) = πF1
↾(C2) ⇐⇒ πq(F1)(Π([F1, C1])) = πq(F1)(Π([F2, C2])).
We go back to the diagram (3.8), and write the corresponding commuta-




















↾(F1 ≤ C1) = πF1
↾(F2 ≤ C2).
Furthermore q is a covering of categories, in particular is injective on the
morphisms incident on πF1
↾(F1). It then follows that
πF1
↾(F1 ≤ C1) = πF1
↾(F2 ≤ C2)⇔ q ◦ πF1
↾(F1 ≤ C1) = q ◦ πF1
↾(F2 ≤ C2)
⇔ πq(F1)(q(F1 ≤ C1)) = πq(F1)(q(F2 ≤ C2)).
Concluding: the functor Π is well defined and it now follows easily




We want to show that, in our particular case, the nerve construction
commutes with the quotient. Babson and Kozlov in [2] give a necessary
and sufficient condition for this:
3.40 Proposition ([2, Theorem 3.4])
Let C be an acyclic category equipped with a group action G y C.
A canonical isomorphism ∆(C)/G ∼= ∆(C/G) exists if and only if the
following condition is satisfied:
Let t ≥ 2 and let (m1, . . . ,mt−1,ma), (m1, . . . ,mt−1,mb) compos-
able morphism chains. Let Gma = Gmb, then there exists some
g ∈ G, such that g(ma) = mb and g(mi) = mi, ∀i ∈ {1, . . . , t−1}.
The next lemma ensures that we can apply the previous proposition
to our case.
3.41 Lemma
Let C be an acyclic category and G y C act as the Galois group of a
covering map. Then the condition of proposition 3.40 is satisfied.
Proof. Consider two composable morphism chains as in the condition of
proposition 3.40. Since t ≥ 2 and the chains are composable, ma and mb
must have the same domain, ma : p → q, mb : p → r. Furthermore there
is a g ∈ G, such that mb = gma.
Let ϕ : C → D be a covering map with Galois group G. Then ϕ(ma) =
ϕ(mb)⇒ ma = mb and the condition is trivially satisfied.
We finally get to the proof of Theorem 3.32, which now follows as an
application of the previous considerations.
Proof of Theorem 3.32. According to proposition 3.28 the statement holds
for the complex S↾/Λ = ∆(Sal(A ↾))/Λ. The lattice Λ acts on S↾ as the
automorphism group of a covering map, in particular lemma 3.41 holds
and we have:
S↾/Λ = ∆(Sal(A ↾))/Λ ∼= ∆(Sal(A ↾)/Λ) ∼= ∆(Sal(A )).
3.8 Fundamental Group
In the second part of this chapter we compute a presentation of the fun-
damental group of the toric Salvetti complex. Our argument is inspired









Figure 3.4: Construction of the map f in the proof of Lemma 3.42.
Product structure
A first step towards the computation of a presentation of the fundamen-
tal group of toric arrangement complements is the decomposition of this
group as a semidirect product of two well known groups: the fundamental
group of the torus and that of the hyperplane arrangement A ↾.
First, note that the inclusion M(A ) → TΛ induces an epimorphism of
groups
ε : π1(M(A ))→ π1(TΛ) ≃ Z
n.
3.42 Lemma
The map ε has a section ξ.
Proof. Choose a point y ∈ Rn in a chamber of A ↾. Then for all choices of
x ∈ Rn we have
x+ iy ∈M(A ↾).
Accordingly, for every choice of arguments θ1, . . . , θn ∈ R,
(λ1e
2piiθ1 , . . . , λne
2piiθn) ∈M(A )
where, for all j = 1, . . . , n, λj := e
−2piyj This defines a map
f : TΛ →M(A ),
z 7→ (λ1e
2pii arg z1 , . . . , λne
2pii arg zn)
that induces a homomorphism
ξ : π1(TΛ)→ π1(M(A )).
Since f is a homotopy (right-) inverse to the inclusion M(A ) → TΛ,
εξ = id and ξ is the required section.
Figure 3.4 shows the construction of the map f in the case of the 1-











is split exact. Therefore
π1(M(A )) ≃ π1(S
↾)⋊ π1(TΛ).
Proof. We already showed that the map ε has a section, we then need only
to prove ι(p∗(π1(S
↾))) = ker ε. It is clear that ι(p∗(π1(S
↾))) ⊆ ker ε. For the
opposite inclusion we consider the sequence
0→ p∗(π1(M(A
↾)))→ π1(M(A ))→ π1(TΛ)→ 0
Let [γ] ∈ π1(M(A )) be an element of ker ε. Let j be the inclusion of M(A )
in the ambient torus TΛ. Then j ◦γ is a null homotopic loop in TΛ and lifts
therefore to a closed path γ′ in the universal cover Cn. Let γ↾ be the lift of
γ to M(A ↾) with base point x, then γ′ = j↾ ◦γ↾ and γ↾ is also a closed path.





Recall the arrangement A ↾ of (3.4) and the arrangement graph G↾ :=
G(A ↾) of Definition 1.37. The action of Λ on M(A ↾) of Proposition 3.18
induces an action of Λ on the arrangement graph G↾ and therefore on the
set of paths on G↾. We denote the action of u ∈ Λ on a path γ ∈ G↾ by
writing u.γ for the path obtained by translation of γ with u.
Let us choose and fix a basis u1, . . . , un of Λ such that no hypersurface
of A is parallel to the direction of u1. As in §1.5 choose - and from now fix
- a chamber C0 of A
↾, and let x0 be a generic point in C0 - i.e. such that
for all i = 1, . . . , d the straight line segment si from x0 to uix0 meets only
faces of codimension at most 1.
3.44 Definition
Let for i = 1, . . . , n, ωi = ω
(1)
i be the positive minimal path of G
↾
from C0 to uiC0 obtained by crossing the faces met by the straight




















i ). Given any u ∈ Λ write u = u
q1




































Figure 3.6: Construction for the proof of Lemma 3.45
Notice that a path ωu needs not be minimal, nor positive. In fact, it is
positive if and only if u has non-negative coordinates in Λ. Given i and
k, the path ω
(k)
i is positive if and only if k ≥ 0, and in this case it is also
minimal.
3.45 Lemma
In π1(M(A )), p∗(ω
(k)
i ) = τ
k




Proof. Let X = f(TΛ) be the image of the map f in the proof of Lemma
3.42, where we now choose y to be a point of our base chamber C0.
Let the straight line segment sj be parametrized by
sj(t) := (1− t)x0 + tujx0, 0 ≤ t ≤ 1.
The Minkowski sum X ′ := s1 + · · · + sn ⊂ R
n is a fundamental region
for the action of Λ on Rn. For Y := X ′ + iy ⊆ M(A ↾) we have p(Y ) = X.
In particular, the segments sj map under ε to a system of generators of
π1(TΛ) - in fact, the one associated with the basis u1, . . . , un of Λ.
We will next show that for all j = 1, . . . , n the path
s′j(t) := sj(t) + iy
is homotopic to the positive minimal path ωj ∈ (C0 → ujC0).
Indeed, write ωj = lF1 . . . lFk and let t1, . . . tk be such that sj(ti) ∈ Fi for
all i = 1, . . . , k. Also, write Ci, Ci+1 for the source and target chambers of
lFi (note: Ck+1 = ujC0) and for i = 1, . . . , k choose t
′
i ∈]ti−1, ti[, t
′
k+1 := 1,
t′0 := 0. Then sj(t
′
i) ∈ Ci for all i = 1, . . . , k + 1.
Recall now that the subset of M(A ↾) with real part x ∈ F consists
of points with imaginary part belonging to the chambers of A↾F . In fact,
the edge lFi , directed from Ci to Ci+1, is by construction ([40, p. 608])
the union of two segments, one from a point in P ′i ∈ Ci + 0i to a point
Pi ∈ F + i(C0)F , the other from Pi to a point P
′
i+1 ∈ Ci+1 + 0i. We will
parametrize these segments as ri,1(t), t
′
i ≤ t ≤ ti and ri,2(t), ti ≤ t ≤
t′i+1. Together, they give a parametrization rj(t), 0 ≤ t ≤ 1 of the positive
minimal path ωj .
The key observation is now that, having chosen y ∈ C0, we have that
s′j(th) ∈ F + i(C0)F for all h = 1, . . . , k.
Since chambers of arrangements are convex, for all t ∈ [0, 1] there is a
straight line segment w(j, t) joining s′j(t) and rj(t) in M(A
↾).
The (topological) disk Wj :=
⋃
t∈[0,1]w(j, t) defines the desired homo-
topy between s′j and ωj .
Now fix i, j ∈ {1, . . . , n} clearly si ui.(sj) is homotopic to sj uj .(si), and
in π1(M(A )) we thus have
τiτj = p∗([ωi ui.ωj ]) = p∗([si ui.sj ])




Let Q be the set of faces that intersect the fundamental region X ′ of
the proof of Lemma 3.45. Then Q contains C0 and x0. Let Qi :=
Q ∩ F ↾i . In particular, Q1 contains the set of codimension-1 faces
crossed by si, for all i.
Recall the parametrization si(t) of the segments si, and call B the set
of faces of the polyhedron X ′ which intersect the convex hull of {si([0, 1[) |
i ∈ I} for some I ⊆ {1, . . . , n}. Notice that every face of X ′ is a translate
of some face in B by an element um11 · · ·u
mn
n with m1, . . . ,mn ∈ {0, 1}.
3.47 Definition
Let
F̂ ↾ := {F ∈ Q | F ∩B = ∅ for all B 6∈ B}
The set F̂ ↾ is a set of representatives for the orbits of the action of Λ
on F ↾ however such representatives need not to be unique, as pointed out
in [39]. We can choose a set of unique representatives F ↾ ⊆ F̂ ↾ such that
every face crossed by s1 is contained in F ↾.
3.48 Definition
For any given F ∈ F ↾ let F be the unique element of ΛF ∩ F ↾. Then,
call uF the unique element of Λ such that F = uFF .
Define




(1) For all F ∈ F ↾1 and all u ∈ Λ
p∗(ΓuF ) = τup∗(ΓF )τ
−1
u .
(2) If F ∈ F ↾1, then ΓF = βF .
(3) If F ∈ Q, then uF has non-negative coordinates with respect to
u1, . . . , un. (Recall the discussion before Definition 3.47.)
(4) Since X ′ is convex,Q0 contains the vertices of a positive minimal
path between any two elements of Q0.
3.50 Definition
For j = 1, . . . , n let
Ωj := {F ∈ F
↾
1 : F is crossed by ω
(k)
j for some k},













(b) Case F ∈ Ω1 and k < 0
Figure 3.7: Constructions for the proof of lemma 3.51
3.51 Lemma
For all i = 1, . . . , n, the subgroup of π1(M(A
↾)) generated by the
elements βF with F ∈ Ωi is contained in the subgroup generated by
the ΓF , F ∈ Ωi.
Proof. Consider first F ∈ Ω1, by construction we have F = u
k
1F with F ∈
F1 ∩ Ω1. If k ≥ 0 and (uF .C0)F = (C0)F ), then by construction we have
ΓF = βF .
Suppose then k ≥ 0 and (uF .C0)F 6= (C0)F . Let ν = lF1 lF2 . . . lFr be a
positive minimal path between (uF .C0)F and uF .C0. We show the thesis
by induction on r, the base case being trivial. Let µ be a positive minimal




ΓF = (µlF ν)uF .βF (µlF ν)
−1 ≃ βFr · · ·βF1βFβ
−1
F1
· · ·β−1Fr .
By induction hypothesis the βFis belong to the subgroup generated by the
ΓF s, therefore also βF does.
Suppose then k < 0, and in this case C ′ := (C0)F 6= (u
k
1C0)F . Let ν
denote the positive minimal path from C ′ to C0 that follows the segments
s1. We argue by induction on the length d(F ) of ν: if d(F ) = 0 we have in
fact ΓF = βF .
Now let d(F ) > 0. Then
ΓF ≃ ν




where µ is the positive minimal path from C0 to C
′ following s1. Thus
βF = µνν
−1l2F ν(µν)




where µν is the product of all βF ′ with F
′ crossed by µ - therefore, with
F ′ ∈ Ω1 and d(F
′) < d(F ). By induction, the claim follows.
Now consider F ∈ Ωi with i > 0. If F ∈ Ωi proceed as in the case of
i = 1, otherwise let G be the face in Ω1 supported on the same hyperplane
as F and use Lemma 1.48 to expresses βF as product
∏r
i=1 βFi with Fi ∈
Ω1.
3.52 Lemma
The set {ΓF | F ∈ Ω} generates π1(M(A
↾)).
Proof. Let F ∈ π1, and let H the affine hyperplane supporting F .
By construction, there is i ∈ {1, . . . , d} and k ∈ Z such that H is crossed
by ω
(k)
i in, say, the face G (‘every hyperplane is cut by the coordinate axes’).




These can be written in terms of the ΓF by Lemma 3.51.
Relations
We now turn to the study of the relations.
3.53 Lemma
Let F ∈ Q1. Then there is a sequence F1, . . . , Fk of elements of Q1









with Fi ∈ Ω. In particular, the Fi are translates of elements of Ω∩F ↾.
Proof. By definition ΓF = ωuF uF .βFω
−1
uF
. Writing µ for a positive minimal
path (uFC0 → (uFC0)F ) we decompose this into
ΓF = ωuFµ(lF )
2(ωuFµ)
−1.
With Remark 3.49.(3) we have that ωuFµ is a positive path, and with





(C0 → (C0)F ) where since
µ is positive minimal, the Gj are crossed by ωuF and thus are translates
of faces intersecting the segments si.


















Therefore if (C0)F = (uFC0)F we are done with
ΓF ≃ ∆FβF∆
−1
F , and thus βF ≃ ∆
−1
F ΓF∆F .
If (C0)F 6= (uFC0)F , then we may choose a representant of (C0 → (uFC0)F )
that ends with lF , so its inverse begins with l
−1
F and we have the same
relation as above.








F ΓF∆F . (3.10)
Recall from §1.5 that to every face G ∈ F ↾2 we have an ordered set
h(G) = (F1, . . . , Fk) of incident codimension-1 faces, one for every hyper-
plane containing G. The relations associated with G assert the equality
of
βFσ(1) · · ·βFσ(k) (3.11)
where σ is a cyclic permutation, and we write βi for βFi .
3.54 Lemma
Given G ∈ F ↾2 there is ∆G such that, for all cyclic permutations σ, we
have a homotopy of paths












Proof. Let us fix some notation and let C ′ := (C0)G, C
′′ := (uG.C0)G, µ :=
(uGC0 → C
′′), ν := (C ′′ → C ′). By equation (1.7) we have the homotopy










′′)µ−1 according to Equation (1.7) and defining ∆G :=
(C0 → C
′)ν−1µ−1ω−1uG we have the homotopy
βσ(k) . . . βσ(1) ≃ ∆GωuG(uG.βu−1
G
Fσ(k)






From which the claim follows by use of Lemma 3.53.
3.55 Definition
For F ∈ F ↾1 let
γF := p(ΓF ).
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Moreover, for F ∈ Q1 let





Given G ∈ F ↾2 with h(G) = (F1, . . . , Fk), let R
⇂
G define the relation
stating the equality of all words
γδFσ(k) · · · γ
δ
Fσ(1)
where σ ranges over all cyclic permutations.
3.56 Lemma
If G ∈ F ↾2 is a face of codimension 2, then the images under p∗ of the
associated relations of type (3.11) are equivalent to R⇂G
Proof. Let G ∈ F ↾2. With Lemma 3.54 (and the notation thereof) we know
that the image under p∗ of the associated relations of type (3.11) states






where σ runs over all cyclic permutations. The middle term by Equation

















Where u−1G Fσ(i) ∈ Q1 for all i. Now we apply Lemma 3.53. The element










and therefore the image under p∗ of the relations (3.11) associated to G is
equivalent to the relations R⇂G.
Presentation
In this closing section we discuss presentations for π1(M(A )).
3.57 Lemma







and, in particular, γδF can be written as a word in the τ1, . . . , τn and
γF with F ∈ F ↾1.
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Proof. This is an easy computation using Remark 3.49.(1).
In Particular, the relations R⇂G can be written in terms of the τi and
the γF with F ∈ F ↾1. We have immediately
3.58 Theorem
The group π1(M(A )) is presented as
〈τ1, . . . , τn; γF , F ∈ F1 | τiτj = τjτi for i, j = 1, . . . , n; R
⇂
G, G ∈ F2〉,
where we identify F1 with F ↾1 and F2 with F ↾2.
This presentation, while not very economical in terms of generators,
has the advantage that the relations can be described with an acceptable
amount of complexity.
Using Lemma 3.52 and Remark 3.49.(1) we can let, for all G ∈ F ↾2, R˜
⇂
G
denote the relations obtained from R⇂G by substituting every γF with the
corresponding expression in terms of the generators τ1, . . . , τd and γF ′ with
F ′ ∈ F ↾ ∩Ω. Under the identification of F1 with F ↾, these are the faces on
the compact torus that are crossed by some fixed chosen representants of
the generators τ1, . . . , τd.
3.59 Theorem
The group π1(M(A )) is presented as
〈τ1, . . . , τn; γF , F ∈ p(Ω)∩F1 | τiτj = τjτi for i, j = 1, . . . , n; R˜
⇂





This chapter is devoted to the minimality of arrangement complements.
Consider a topological space X, which has the homotopy type of a CW-
complex K. Then the homology of X provides a lower bound on the num-
ber of cells of K, in each dimension. This is easily seen using cellular
homology.
For some spaces this lower bound is strict.
4.1 Definition
A CW-complex K is called minimal if it has exactly βk = rkH
k(K;Z)
cells in dimension k.
A topological space is called minimal if it has the homotopy type
of a minimal CW-complex.
Minimality has a number of consequences on the topology of the space.
For example, the homology and cohomology with integer coefficients of
minimal spaces is torsion-free (this is also easily seen using cellular ho-
mology). Minimality also gives informations on the cohomology of the
space with some system of local coefficients (cfr. [14]).
4.2 Definition
A toric (or hyperplane) arrangement is called minimal if M(A ) is a
minimal space.
Minimality of hyperplane arrangement complements was investigated
first by Dimca and Papadima in [21] and by Randell in [38], with Morse
theoretic arguments.
Once minimality was proved, arose the question of an explicit con-
struction of such a minimal complex. This question was studied by Yoshi-
naga in [42] and by Salvetti and Settepanella in [41]. In particular, the
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strategy of Salvetti and Settepanella is to apply discrete Morse theory to
the Salvetti complex.
In [19] Delucchi was able to define a more straightforward acyclic
matching on the Salvetti complex of a central arrangements, based only
on its combinatorics (i.e. on the corresponding oriented matroid).
In this chapter we will generalize Delucchi’s method in order to prove
the minimality of complements of toric arrangements. This gives as an in-
teresting consequence the torsion-freeness of these spaces. This is a new
result for toric arrangements and allows to derive the additive cohomology-
structure of these spaces from Theorem 3.17.
4.1 Minimality of central hyperplane
arrangements
Before proceeding with the minimality of toric arrangements, we review
the methods of Delucchi [19] for minimality of central hyperplane ar-
rangements. This will, on one hand, provide context for our arguments.
On the other hand Delucchi’s construction provides the “fundamental
pieces” on which our proof is based.
4.3 Lemma ([19, Theorem 4.13])
Let A be a central arrangement of real hyperplanes, let B ∈ T (A )
and let  be any linear extension of the poset T (A )B of Definition
1.23.
The subset of L(A ) given by all intersections X such that
S(C,C ′) ∩AX 6= ∅ for all C
′ ≺ C
is an order ideal of L(A ). In particular, it has a well defined and
unique minimal element we will call XC .
4.4 Remark
Note that XC depends on the choice of B and of the linear extension
of T (A )B.
4.5 Corollary
For all C ∈ T (A ) we have
C = min

{K ∈ T (A ) | KXC = CXC},
where, for Y ∈ L(A ) and K ∈ T (A ), we define KY as the chamber
in T (AY ) which contains K.
Recall the cellular Salvetti complex for hyperplane arrangements of
Definition 1.39, whose maximal cells correspond to the pairs [P,C] where
P is a point and C is a chamber.
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Since A is a central arrangement, the maximal cells correspond to
the chambers in T (A ). In this case we can stratify the Salvetti complex
assigning to each chamber C ∈ T (A ) the corresponding maximal cell of
S(A ), together with its faces. Let us make this precise.
4.6 Definition
Let A be a central complexified hyperplane arrangement and write
minF(A ) = {P}. Define a stratification of the cellular Salvetti com-
plex S(A ) =
⋃
C∈T (A ) SC through
SC :=
⋃
{[F,K] ∈ Sal(A ) | [F,K] ≤ [P,C]} .
Given an arbitrary linear extension (T (A ),) of T (A )B, for all C ∈












4.7 Theorem ([19, Lemma 4.18])
There is an isomorphism of posets
NC ∼= F(A
XC )op
where XC is the intersection defined via Lemma 4.3 by the same
choice of base chamber and of linear extension of T (A )B used to
define the subposets NC .
4.8 Remark
The proof given in [19] of minimality of M(A ) for A a complexified
central arrangement follows from Theorem 4.7 by an application of
Discrete Morse Theory (see §2.3). Indeed, from a shelling order of
F(A XC ) one can construct a sequence of cellular collapses of the
induced subcomplex of SC that leaves only one ‘surviving’ cell. Via
the Patchwork Lemma (Lemma 2.39) these sequences of collapses
can be concatenated to give a sequence of collapses on the cell com-
plex S(A ). The resulting complex after the collapses has one cell for
every NC , namely | nbc(A)| = PA (1) cells, and is thus minimal.
4.9 Example
Figure 4.1 shows the construction of the strata for the arrangement
of two lines in R2.
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[P,C0] [P,C1] [P,C2] [P,C3]




(b) Correspondance C 7→ XC (c) The layer XC2 and the
stratum NC2
Figure 4.1: Example of stratification
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Figure 4.1a shows the face poset F(A ) decomposed in strata.
The stratum NC0 = SC0 is pictured in black, the strata NC1 , NC2
and NC3 are picture in green, blue and red respectively.
Figure 4.1b illustrates the correspondence C → XC of Lemma
4.3. XC0 is the whole plane and is not showed in the picture. The
other correspondences are represented using the same colors of Fig-
ure 4.1a.
Figure 4.1c illustrates the isomorphism F(A XC2 )op ∼= NC2 of
Theorem 4.7. The 2-dimensional cell of NC2 corresponds to the point
of F(A XC2 ), the dashed line in NC2 corresponds to the dashed line
of F(A XC2 ) and the solid line to the solid one.
Posets of regions
Fix a real hyperplane arrangement A , a basis chamber B ∈ T (A ) and
recall the poset of regions of Definition 1.23.
4.10 Remark
Let A0 be a real arrangement and B ∈ T (A0). Given a subarrange-
ment A1 ⊆ A0, for every chamber C ∈ T (A0) there is a unique
chamber Ĉ ∈ T (A1) with C ⊆ Ĉ. The correspondence C 7→ Ĉ de-
fines a surjective map
σA1 : T (A0)B → T (A1)B̂
such that C ≤ C ′ implies σA1(C) ≤ σA1(C
′) for all C,C ′ ∈ T (A0).
4.11 Definition
Let A0 be a real arrangement and let ≻0 denote any total ordering of
T (A0). Consider a subarrangement A1 ⊆ A0. The section
µ[A1,A0] : T (A1)→ T (A0), C 7→ min
≻0
{K ∈ T (A0) | K ⊆ C}
of σA1 defines a total ordering ≻0,1 on T (A1) by
C ≻0,1 D ⇐⇒ µ[A1,A0](C) ≻0 µ[A1,A0](D)
that we call induced by ≻0.
4.12 Lemma
Consider real arrangements A2 ⊆ A1 ⊆ A0, a given total ordering
≻0 of T (A0) and the induced total ordering ≻0,1 of T (A1). Then
µ[A1,A0] ◦ µ[A2,A1] = µ[A2,A0].
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Proof. Take any C ∈ T (A2) and define
C0 := µ[A2,A0](C); C1 := σA1(C0), so µ[A1,A0](C1) = C0;
C2 := µ[A2,A1](C); C3 := µ[A1,A0](C2).
we have to show that C0 = C3.
First, notice that C0 0 C3 because C3 ⊆ C2 ⊆ C. For the reverse inequal-
ity notice that we have C1, C2 ⊆ C, which implies C2 0,1 C1 and so, by
definition of the induced ordering, C3 = µ[A1,A0](C2) 0 µ[A1,A0](C1) =
C0.
4.13 Proposition
Let a base chamber B of A0 be chosen. If ≻0 is a linear extension of
T (A0)B, then ≻0,1 is a linear extension of T (A1)B̂.
Proof. We have to prove that for all C,D ∈ T (A1), C ≤ D in T (A1)B̂
implies C 0,1 D, i.e., µ[A0,A1](C) 0 µ[A0,A1](D).
We argue by induction on k := |A0 \A1|, the claim being evident when
k = 0. Suppose then that k > 0, choose H ∈ A0\A1 and set A
′
0 := A0\{H}.
By induction hypothesis we have















and thus, via Lemma 4.12, µ[A0,A1](C) 0 µ[A0,A1](D).
4.2 Stratification of the toric Salvetti complex
We now work our way towards proving the minimality of complements
of toric arrangements. We start by defining a stratification of the toric
Salvetti Complex, in which each stratum corresponds to a local non bro-
ken circuit. Then, in the next Section, we will exploit the structure of this
stratification to define a perfect acyclic matching on the Salvetti Category.
Local geometry of complexified toric arrangements
Consider a rank d complexified toric arrangement A = {(χ1, a1), . . . , (χn, an)}
with χi(x) = x
αi for αi ∈ Z
d. As usual we write Ki = {x ∈ TΛ | χi(x) = ai}.
We introduce some central hyperplane arrangements we will work
with. Consider the arrangement
A0 = {Hi = ker 〈αi, ·〉 | i = 1, . . . , n}
in Rd and, from now on, fix a chamber B ∈ T (A0) and a linear extension
≺0 of T (A0)B.
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4.14 Definition
For every face F ∈ F(A ) define the arrangement
A [F ] = {Hi ∈ A0 | χi(F ) = ai}.
If Y ∈ C(A ) define
A [Y ] = {Hi ∈ A0 | Y ⊆ Ki}.
4.15 Remark
The linear extension ≺0 of T (A0)B induces as in Proposition 4.13
linear extensions ≺F of T (A [F ])BF and ≺Y of T (A [Y ])BY , for every
F ∈ F(A ) and every Y ∈ C(A ).
Moreover, for F ∈ F(A ) and C,C ′ ∈ T (A [F ]) we denote by
SF (C,C
′) the set of separating hyperplanes of the arrangement A [F ],
as introduced in Definition 1.23.
4.16 Definition






Let Y ∈ C(A ) be a layer of A . For C ∈ T (A [Y ]) let X(Y,C) ⊇ Y
be the layer determined by the intersection defined by Lemma 4.3
from ≺Y . Analogously, for C ∈ T (A [F ]) let X(F,C) be defined with
respect to ≺F .
We write X˜(Y,C) and X˜(F,C) for the corresponding elements of
L(A [Y ]) and L(A [F ]).
4.18 Definition
Let
Y := {(Y,C) | Y ∈ C(A ), C ∈ T (A [Y ]), X(Y,C) = Y }.
For i = 0, . . . , d let Yi := {(Y,C) ∈ Y | dim(Y ) = i}.
4.19 Example
Consider the toric arrangement A = {(x, 1), (xy−1, 1), (xy, 1)} of Fig-
ure 4.2a. In this and in the following pictures we consider the com-
pact torus (S1)2 as a quotient of the square. Therefore we draw toric
arrangements in a square (pictured with a dashed line), where the
opposite sides are identified.
The layer poset consists of the following elements






















Figure 4.2: A toric arrangement and its associated hyperplane arrange-
ments
Figures 4.2c and 4.2d show respectively the arrangements A [P ] and
A [Q] = A0.
Let Y as in Definition 4.18. There is one element (P,D0) ∈ Y
and two elements (Q,D1), (Q,D2) ∈ Y . Furthermore we have an
element for each 1-dimensional Layer (Ki, CKi) ∈ Y .
4.20 Lemma
Let A be a rank d toric arrangement. For all i = 0, . . . , d, we have
|Yi| = |Ni|.





| nbci(A [Y ])|
Every summand on the right hand side counts the number of genera-
tors in top degree cohomology or - equivalently - the number of top di-
mensional cells of a minimal CW-model of the complement of the com-
plexification of A [Y ]. By [19, Lemma 4.18 and Proposition 2] these top
dimensional cells correspond bijectively to chambers C ∈ T (A [Y ]) with
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|{C ∈ T (A [Y ]) | X(Y,C) = Y }| = |Yi|.
4.21 Definition
Recall Definition 4.11. The assignment (Y,C) 7→ µ[A [Y ],A0](C) de-
fines a function ξ0 : Y → T (A0)B. Choose, and fix, a total order ⊣ on
Y that makes this function order preserving.
4.22 Remark
For y1, y2 ∈ Y , by definition ξ0(y1) ≺0 ξ0(y2) implies y1 ⊣ y2.
4.23 Example
Consider the toric arrangement A of Figure 4.2a and Example 4.19.
The corresponding arrangement A0 is pictured in Figure 4.2b, where
the chambers in T (A0) are ordered according to their indexes.
The map ξ0 evaluates on Y as follows:
((C∗)2,C2) 7→ C0 (K1, CK1) 7→ C2 (K2, CK2) 7→ C1
(K3, CK3) 7→ C3 (P,D0) 7→ C4 (Q,D1) 7→ C4
(Q,D2) 7→ C5.
A possible total order on Y is given by:
((C∗)2,C2) ⊣ (K2, CK2) ⊣ (K1, CK1) ⊣ (K3, CK3) ⊣ (P,D0) ⊣
(Q,D1) ⊣ (Q,D5).
We now examine the local properties of the ordering ⊣.
4.24 Definition
For F ∈ F(A ) let YF := {(Y,C) ∈ Y | F ⊆ Y }.
Since F ⊆ Y implies A [Y ] ⊆ A [F ], we can define a function
ξF : YF → T (A [F ]) by (Y,C) 7→ µ[A [Y ],A [F ]](C).
4.25 Remark
By Lemma 4.12, µ[A [F ],A0] ◦ ξF = ξ0 on YF . Therefore, for y1, y2 ∈
YF , ξF (y1) ≺F ξF (y2) implies ξ0(y1) ≺0 ξ0(y2), and thus y1 ⊣ y2.
4.26 Proposition
For all F ∈ F(A ) and every y = (Y,C) ∈ YF ,
X(F, ξF (y)) = Y.
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Proof. We will use the lattice isomorphisms L(A [F ])
≤Y˜
≃ L(A [Y ]) ≃
C(A )≤Y . By definition we have that
ξF (y) = µ[A [Y ],A [F ]](C) = min
≺F
{K ∈ T (A [F ]) | K ⊆ C}
and therefore A [F ]
Y˜
∩ SF (ξF (y), C1) 6= ∅ for all C1 ≺F ξF (y), which shows
that Y˜ ≥ X˜(F, ξF (y)) in L(A [F ]) and thus Y ≥ X(F, ξF (y)) in C(A ). Now,
for every layer Z with Z < Y we have that A [Z] ⊆ A [Y ]. Because by
definition Y = X(Y,C), we have Z˜ < Y˜ = X˜(Y,C) in L(A [Y ]) and so
there is C2 ≺Y C with SY (C2, C) ∩A[Y ]Z˜ = ∅.
Let C3 := µ[A [Y ],A [F ]](C2). We have C3 ⊆ C2 and ξF (y) ⊆ C, there-
fore SF (C3, ξF (y))∩supp(Z˜) = ∅, and C3 ≺F ξF (y) by C2 ≺Y C. This means
Z 6≥ X(F, ξF (y)), and the claim follows.
4.27 Lemma
For F ∈ F(A ) and C ∈ T (A [F ]) we have
ξF (XC , σA [XC ](C)) = C
In particular ξF : YF → T (A [F ]) is a bijection.
Proof. Using the definition of ξF and Corollary 4.5 we have
ξF (XC , σA [XC ](C)) = µ[A [XC ],A [F ]](σA [XC ](C))
= min{K ∈ T (A [F ]) | KXC = CXC} = C.
Letting βF : T (A [F ])→ YF be defined by C 7→ (XC , σA [XC ](C)), the above
means ξF ◦ βF = id, therefore the map ξF is surjective. Injectivity of
ξF amounts now to proving βF ◦ ξF = id, which is an easy check of the
definitions.
4.28 Corollary
For y1, y2 ∈ YF , y1 ⊣ y2 if and only if ξF (y1) F ξF (y2).
From global to local
We now relate our local constructions to the covering A ↾ of A defined in
§3.5.
4.29 Definition
Consider a toric arrangement A on TΛ ∼= (C
∗)k and a morphism
m : F → G of F(A ). We associate to m a face Fm ∈ F(A [F ]) as
follows.
(a) Fix an F ↾ ∈ F(A ↾) such that q(F ↾) = F .
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(b) From Lemma 3.37 and from the freenees of the action of Λ it
follows that there is a unique G↾ ∈ F(A ↾) such that
q(F ↾ ≤ G↾) = m.




= {H ∈ A ↾ : F ↾ ∈ H}.
Clearly, up to translation, A
↾
F ↾
= A [F ] and we can identify the
two arrangements.
(d) Define Fm as the face of A [F ] which contains G
↾. That is, in
terms of sign vectors and identifying each H ∈ A [F ] with its
unique translate which contains G↾:
γFm = γG↾ |A [F ].
In particular, if G is a chamber, then Fm also is.
4.30 Remark
In order to keep the notation transparent we will often identify a
face F ∈ F(A ), with the corresponding minimal face Fid ∈ F(A [F ]).
4.31 Remark
Consider a face F ∈ F(A ) and an element G↾ ∈ F(A [F ]). Then
there is a unique face G ∈ F(A ) and a unique morphism m : F → G
such that G↾ = im(Gid).
4.32 Lemma
If m1 : F1 → C1 and m2 : F2 → C2 are elements of SalA and if there
is l : F2 → F1, then
πF1(m1) = πF1(m2) if and only if SF2(Fl◦m1 , Fm2) ∩A [F1] = ∅
Proof. This is a rephrasing of the definitions.
Definition of the strata
4.33 Definition
Define the map θ : Sal(A )→ Y as follows
θ : (m : F → C) 7→ (X(F, Fm), σA [X(F,Fm)](Fm))
4.34 Remark
For every object m : F → C of Sal(A ) we have ξF (θ(m)) = Fm.
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(a) Stratification of the toric Salvetti complex (b) N(K2,D2) =
F(A K2)op = F(A K2)
Figure 4.3: Stratification of the toric Salvetti Complex
4.35 Lemma
For m : G→ C,m′ : G→ C ′ ∈ ζ, if θ(m) ⊣ θ(m′) then Fm ≺G Fm′ .
Proof. If θ(m) ⊣ θ(m′), then with Remark 4.34 and Corollary 4.28, Fm =
ξG(θ(m)) ≺G ξG(θ(m
′)) = Fm′ .
4.36 Definition
Given a complexified toric arrangement A on (C∗)d, we consider the
following stratification of Sal(A ) indexed by Y : Sal(A ) = ∪(Y,C)∈Y S(Y,C)
where
S(Y,C) = {m ∈ Sal(A ) | ∃(m→ n) ∈ Mor(Sal(A )), n ∈ θ
−1(Y,C)}.






4.3. The topology of the Strata
4.37 Example
Consider the toric arrangement A of Figure 4.2a, Example 4.19 and
Example 4.23. Figure 4.3a shows two strata of the stratification on
SalA of Definition 4.36.
The stratum S((C∗)2,D) is pictured in dotted black, while the stra-
tumN(K2,D2) is pictured in solid green. ThusN(K2,D2) consists of two
1-dimensional layers and two 2-dimensional layers. The category
N(K2,D2) is showed in Figure 4.3b and it is isomorphic to F(A
K2)
(which is self-dual).
4.3 The topology of the Strata
We now want to show that, for y ∈ Y , the category Ny is isomorphic to
the face category of a complexified toric arrangement. The main result of
this section is the following.
4.38 Theorem
Consider a complexified toric arrangement A and for y = (Y,C) ∈ Y




The main idea for proving this theorem is to use the ‘local’ combina-
torics of the (hyperplane) arrangements A [F ] to understand the ‘global’
structure of the strata in Sal(A ). We carry out this ‘local-to-global’ ap-
proach by using the language of diagrams.
4.39 Definition
Let A be a complexified toric arrangement. Consider the following
diagram of acyclic categories.
F : F(A )op → AC; F 7→ F(A [F ]);
(m : F → G) 7→ (im : F(A [G])→ F(A [F ]))
where for G′ ∈ F(A [G]) the face im(G




γFm(H) if H 6∈ A [G]
γG′(H) if H ∈ A [G]
Notice that F is a geometric diagram in the sense of Definition 2.22
(cfr. also Remark 4.31).
4.40 Example
Consider the arrangement A of Figure 4.2. Figure 4.4 illustrates











Figure 4.4: Fm and the map im
4.41 Lemma




→ K. Then, with the
notation of Definition 4.29,
im(Gn) = Fn◦m.
Proof. Choose a lift F ↾ ∈ F(A ↾) such that q(F ↾) = F and let G↾ ∈ F(A ↾)
the unique face of A ↾ such that q(F ↾ ≤ G↾) = m. Then q(G↾) = G and
there exists a unique K↾ ∈ F(A ↾) such that q(G↾ ≤ K↾) = n. Furthermore
q(F ↾ ≤ K↾) = n ◦m. According to Definition 4.29 we have:
γim(Gn)(H) =
{
γFm(H) if H /∈ A [G]
γGn(H) if H ∈ A [G]
=
{
γG↾(H) if H /∈ A [G]
γK↾(H) if H ∈ A [G]
(4.1)
In terms of sign vectors, the property G↾ ≤ K↾ translates to the following.
For all H ∈ A ↾ : γG↾(H) 6= 0 =⇒ γG↾(H) = γK↾(H).
In particular H /∈ A [G] implies γG↾(H) = γK↾(H) and therefore from
Equation (4.1) we get
γim(Gn)(H) = γK↾(H) ∀H ∈ A [F ], which means im(Gn) = Fm◦n.
4.42 Lemma
colimF = F(A )
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Proof. Since F is a geometric diagram, Proposition 2.26 applies and we
can describe the objects and the morphisms of colimF through the usual
equivalence relations.
Equivalence classes with respect to these equivalence relations will
be denoted by J · K, to avoid confusion with the square brackets used to
identify elements of the Salvetti complex.
We construct an isomorphism Φ : F(A ) → colimF . Consider an ob-
ject F ∈ F(A ) and define Φ(F ) = JFidK, where Fid is a face in F(A [F ]).
Consider now a morphism m : F → G in F(A ) and define
Φ(m) = JFid ≤ FmK.
The bijectivity of Φ is easily seen. We only need to show the functoriality




→ H. Using Lemma
4.41 we get
Φ(n) ◦ Φ(m) = JGid ≤ GnK ◦ JFid ≤ FmK
= JF (m)(Gid ≤ Gn)K ◦ JFid ≤ FmK = Jim(Gid) ≤ im(Gn)K ◦ JFid ≤ FmK
= JFm ≤ Fn◦mK ◦ JF ≤ FmK = JF ≤ Fn◦mK = Φ(n ◦m).
Next we construct the Salvetti category as a colimit of Salvetti posets.
4.43 Definition
D = D(A ) : F(A )op → AC;
F 7→ Sal(A [F ]);
(m : F → G) 7→ jm : Sal(A [G]) →֒ Sal(A [F ])
where jm([G,C]) = [im(G), im(C)].
4.44 Lemma
colimD(A ) = Sal(A )
4.45 Remark
Using Remark 4.31 we have that every element ε ∈ colimD(A ) has
a (unique) representant [F,C] ∈ Sal(A [F ]) such that for every other
representant [G,K] with ε = JG,KK there is a unique morphism
m : F → G⇂ with [G,K] = [Fm, im(C)].
In particular D is also a geometric diagram.
Proof of Lemma 4.44. The proof follows the outline of the proof of Lemma
4.42, the isomorphism Ψ : Sal(A ) → colimD being defined as follows.
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For an object m : F → C of Sal(A ) (i.e. a morphism of F(A )) define
Ψ(m) = Φ(m) = JFid, FmK. For a morphism (n,m1,m2) of Sal(A ) with
mi : Fi → Ci and n : F2 → F1 define
Ψ(n,m1,m2) = JD(n)([(F1)id, Fm1 ]) ≤ [(F2)id, Fm2 ]K =
J[in((F1)id), in(Fm1)] ≤ [(F2)id, Fm2 ]K = J[Fn, Fm1◦n] ≤ [(F2)id, Fm2 ]K,
where in the last equality we used Lemma 4.41.
4.46 Remark
Note that, given any chamberC of A [G], jm : S(A [G])C →֒ S(A [F ])C′ ⊆
S(A [F ]) if and only if S(im(C), C
′) ∩A [G] = ∅.
Proof. We have jm(S(A [G])) ⊆ S(A [F ])C′ if and only if
jm([Gid, C]) = [Fm, im(C)] ≤ [Fid, C
′].





∀H ∈ A [F ] : Fm ⊆ H =⇒ γim(C)(H) = γC′(H),
that is ∀H ∈ A [G] H /∈ S(im(C), C
′).
4.47 Lemma
Let m : F → G be a morphism of F(A ) and consider an (Y,C) ∈
YF . Then the inclusion jm : Sal(A [G]) → Sal(A [F ]) restricts to an
inclusion
jm : SξG(Y,C) → SξF (Y,C).
Proof. We only need to show that S(im(ξG(Y,C)), ξF (Y,C))∩A [G] = ∅. Let
H ∈ A [G], then
γim(ξG(Y,C))(H) = γξG(Y,C)(H) = γξF (Y,C)(H) =⇒ H /∈ S(im(ξG(Y,C)), ξF (Y,C))
where the last equality follows from the fact that ξF (Y,C) ⊆ ξG(Y,C).
Lemma 4.47 allows us to state the following definition.
4.48 Definition
For any (Y,C) ∈ Y let
E(Y,C) : F(A
Y )op → AC; F 7→ S(A [F ])ξF (Y,C); (m : F → G) 7→ (jm)|E(Y,C)(G)
4.49 Lemma
Let (Y,C) ∈ Y , then
colimE(Y,C) = S(Y,C)
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Proof. We consider the isomorphismΨ : Sal(A )→ colimD of Lemma 4.44.
We want to show that Ψ(S(Y,C)) = colimE(Y,C).
Let JG,KK ∈ colimE(Y,C), then (recall Remark 4.45) there is a mor-
phism of F(A ) m : F → G such that [Fm, im(K)] ∈ SξF (Y,C) ⊆ Sal(A [F ]),
i.e.
[Fm, im(K)] ≤ [F, ξF (Y,C)].
Taking the preimage through Ψ of this relation we get a morphism
Ψ−1(JG,KK)→ Ψ−1(JF, ξF (Y,C)K) ∈ Mor(Sal(A )).
Now, using Proposition 4.26 we have
θ(Ψ−1(JF, ξF (Y,C)K)) = (X(F, ξF (Y,C)), σA [Y ]ξF (Y,C))
= (Y, σA [Y ]µ[A [Y ],A [F ]]C) = (Y,C).




and we have proved
that colimE(Y,C) ⊆ Ψ(S(Y,C)).
To prove the converse inclusion, let (m : G → K) ∈ S(Y,C). Then
there is a morphism (h,m, n) : m → n ∈ Mor(Sal(A )) with n : F → K ′,
h : F → G and θ(n) = (Y,C). In particular, in view of Remark 4.34, we get
Fn = ξF (θ(n)) = ξF (Y,C).
Applying Ψ to the morphism (h,m, n), in Sal(A [F ]) we obtain
jn([G,Gm]) ≤ [F, Fn] = [F, ξF (Y,C)], thus jn([G,Gm]) ∈ SξF (Y,C),
and we conclude that
Ψ(m) = JG,GmK = Jjn([G,Gm])K ∈ colimE(Y,C),
proving Ψ(S(Y,C)) ⊆ colimE(Y,C).
4.50 Definition
G(Y,C) : F(A
Y )op → AC; F 7→ NξF (Y,C); (m : F → G) 7→ (jm)|G(Y,C)(G)
4.51 Remark
To prove that the diagram G(Y,C) is well defined, we have to show
that for every morphism m : F → G of F(A Y ) holds:
jm(NξG(Y,C)) ⊆ NξF (Y,C). (4.2)
This follows because by Proposition 4.26 we haveX(F, ξF (Y,C)) =
Y , and thus with [19, Lemma 4.18] we can rewrite
NξF (Y,C) = {[G,K] ∈ Sal(A [F ]) | G ∈ F(A [F ]
Y˜ ), KG = ξF (Y,C)G}.
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Now let [G′, C ′] ∈ NξG(Y,C). Then since G
′ ⊆ Y˜ we have im(G
′) ∈
F(A [F ]Y˜ ), and from ξF (Y,C) ⊆ ξG(Y,C) we conclude im(C
′)G′ =
ξF (Y,C)G′ . Therefore jm([G
′, C ′]) = [im(G
′), im(C
′)] ∈ NξF (Y,C), and
the inclusion (4.2) is proved.
4.52 Lemma
colimG(Y,C) = N(Y,C)
Proof. First, we prove that colimG(Y,C) ⊆ N(Y,C). For this, let JF,KK ∈
colimG(Y,C) and suppose JF,KK /∈ N(Y,C). Then JF,KK ∈ colimE(Y ′,C′) for
some (Y ′, C ′) < (Y,C). Now, since JF,KK ∈ colimG(Y,C) there exist a point
P ∈ F(A ) and a morphism m : P → F with [Pm, im(K)] ∈ NξP (Y,C).
Therefore, in A [P ] we have [Pm, im(K)] ≤ [P, ξP (Y,C)], which implies
KPm = ξP (Y,C)Pm , and thus K = σA [F ](KPm) = ξF (Y,C).
Similarly, since JF,KK ∈ colimE(Y ′,C′) there is a point Q ∈ F(A ) and
a morphism n : Q → F with [Qn, in(K)] ∈ SξQ(Y ′,C′). Then, as above,
K = ξF (Y
′, C ′)
From the bijectivity proven in Lemma 4.27 we conclude (Y,C) = (Y ′, C ′),
which contradicts (Y ′, C ′) < (Y,C), proving that JF,KK ∈ N(Y,C), as de-
sired.
The other inclusion is easier. Suppose [F,K] ∈ N(Y,C)\ colimG(Y,C).
Then [F,K] ∈ SξP (Y ′,C′) for some point P ∈ F(A ) and some (Y
′, C ′) <
(Y,C). But then [F,K] ∈ colimE(Y ′,C′) ⇒ [F,K] /∈ N(Y,C).
4.53 Lemma
There is an equivalence of diagrams
G(Y,C)
∼= F (A Y )op
Proof. For each F ∈ F(A Y ) define the isomorphisms G(Y,C)(F )→ F (A
Y )op(F )
as follows
G(Y,C)(F ) = NξF (Y,C)
∼= F(A [F ]Y˜ )op = F(A Y [F ])op = F (A Y )op(F ).
Where the isomorphism in the middle comes from Theorem 4.7.
It can be easily checked that these isomorphisms are indeed mor-
phisms of diagrams.
As a consequence of Lemma 4.53 we can write the following.
Proof of Theorem 4.38.
N(Y,C) = colimG(Y,C) ∼= colimF (A
Y )op = F(A Y )op.
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4.4 Minimality of toric arrangements
In this section we will construct a perfect acyclic matching of the Salvetti
category of a complexified toric arrangement. This implies minimality.
Perfect matchings for the compact torus
Let A be a complexified toric arrangement in TΛ and choose a point P ∈
max C(A ). Up to a biholomorphic transformation we may suppose that P
is the origin of the torus.
Let then (χ1, 1), . . . , (χd, 1) ∈ A be such that α1, . . . , αd are (Q-) linearly
independent. For i = 1, . . . , d let H1i denote the hyperplane of A
↾ lifting
Ki at the origin of Hom(Λ,R) ≃ R
d. We identify for ease of notation Λ ≃
Zd ⊆ Rd, and in particular think of αi as the normal vector to H
1
i .







There is a basis u1, . . . , ud of Λ such that for all i = 1, . . . , d, the
elements u1, . . . , ui−1 are a basis of Λi.
Proof. The proof is by repeated application of the Invariant Factor Theo-
rem, e.g. [9, Theorem 16.18], to the free Z-submodule Λj of Λj−1.
The lattice Λ acts on Rd by translations. Given u ∈ Λ, let the corre-
sponding translation be
tu : R
d → Rd; x 7→ tu(x) := x+ u.
Let (H1i )
+ := {x ∈ Rd | 〈x, αi〉 ≥ 0}.
4.55 Remark
In particular, ui 6∈ H
1
i , hence tui(H
1
i ) 6= H
1
i . Moreover, without loss





For all x ∈ Rd and all i < j ∈ [d], 〈tui(x), αj〉 = 〈x, αj〉.
Proof. We have ui ∈ Λj ⊆ H
1
j , therefore 〈ui, αj〉 = 0 and thus
〈tui(x), αj〉 = 〈x+ ui, αj〉 = 〈x, αj〉+ 〈ui, αj〉 = 〈x, αj〉+ 0.














The region Q is a fundamental region for the action of Λ on Rd.
Proof. For i = 1, . . . , d, write
li := 〈ui, αi〉.
Then, Q = {x ∈ Rd | 0 ≤ 〈x, αi〉 < li for all i = 1, . . . , d}. It is clear that Q
can contain at most one point for each orbit of the action of Λ.
Now choose and fix an x ∈ Rd. We want to construct an y ∈ Q such
that x ∈ y + Λ.
To this purpose write x0 := x and let λd := ⌊〈x0, αd〉/ld⌋. Then let
x1 := x0 − λdud, thus 0 ≤ 〈x1, αd〉 < ld
For every i ∈ {1, . . . d− 1} let now λd−i := ⌊〈xi, αd−i〉/ld−i⌋.
Then set xi+1 := xi − λd−iud−i, so that
0 ≤ 〈xi+1, αd−i〉 < ld−i
and so, by Corollary 4.56, for every j < i:
〈xi+1, αd−j〉 = 〈t
−λd−i
ud−i · · · t
−λd−j−1
ud−j−1 (xj+1), αd−j〉 = 〈xj+1, αd−j〉 ∈ [0, ld−j [.
After d steps, we will have reached xd, with
0 ≤ 〈xd, αi〉 < li for all i = 1, . . . , d.
Hence y := xd ∈ Q is the required point because, putting u :=
∑d
i=1 λiui,
we have by construction xd = t−u(x) and so x = tu(y) ∈ y + Λ.
4.58 Definition
Let A be a rank d toric arrangement, and let Bd be the ‘Boolean poset
on d elements’, i.e. the acyclic category on the subsets of [d] with the
inclusion morphisms. Since Bd is a poset, the function
Ob(F(A ))→ Ob(Bd), F 7→ {i ∈ [d] | F ⊆ Ki},
induces a well defined functor of acyclic categories
I : F(A )→ Bopd .




For all I ⊆ [d], the subcategory FI is a poset admitting an acyclic
matching with only one critical element (in top rank).
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Figure 4.5: The case of the toric Weyl arrangement of Type A2
Fix I ⊂ [d], let k := |I|.
We consider














The set B := {H ∩ X | H ∈ A ↾, H ∩ Q 6= ∅} is a finite arrangement
of affine hyperplanes in the affine hull X of QI . This arrangement deter-
mines a (regular) polyhedral decomposition D(B) of Rd−k that coincides
with D(A ↾X) on Q.
The exponential covering of Section 3.5 maps QI homeomorphically to
its image, hence FI is the face category of the set of cells of the decomposi-
tion of QI by D(B). Regularity of D(B) implies that FI is a poset. Indeed,
if D(B)∨ is the (regular) CW-decomposition dual to the one induced by B,
then FopI is the poset of cells of a subcomplex YI that is entirely contained
in QI .
Let Q be the subdivision of the closure QI induced by B.
4.60 Lemma
The complex Q is shellable.
Proof. Coning the arrangement B (as in [36, Definition 1.15]) we obtain a
central arrangement B̂ = {Ĥ | H ∈ B} which subdivides the unit sphere
into a regular cell complex K. Then, Q is isomorphic to the subcomplex of











which, by [4, Proposition 4.2.6 (c)], is shellable.
Proof of Lemma 4.59. The pseudomanifoldQ is constructible because it is
shellable. With [3, Theorem 4.1], it is also endo-collapsible, i.e., it admits
an acyclic matching where the critical cells are precisely the cells on the
boundary plus one single cell in the interior of Q. But this restricts to an
acyclic matching of the subposet FI ⊆ F(Q) with exactly one critical cell.
In turn this gives an acyclic matching of FopI with exactly one critical
cell. Since FopI is the face poset of the CW-complex YI , the critical cell
must be in bottom rank - thus in top rank of FI , as required.
4.61 Proposition
For any complexified toric arrangement A , the acyclic category F(A )
admits a perfect acyclic matching.
Proof. Let A be of rank d. The proof is a straightforward application of
the Patchwork Lemma 2.39 in order to merge the 2d acyclic matchings de-
scribed in Lemma 4.59 along the map I of Definition 4.58. The resulting
‘global’ acyclic matching has 2d critical elements and is thus perfect.
Perfect matchings for the toric Salvetti complex
Let A be a (complexified) toric arrangement.
4.62 Proposition
The Salvetti Category SalA admits a perfect acyclic matching.
Proof. Let P denote the acyclic category given by the |Y |-chain. We define
a functor of acyclic categories
ϕ : SalA → P ; m 7→ (Y,C) for m ∈ N(Y,C)
and we have an isomorphism of acyclic categories ϕ−1((Y,C)) = N(Y,C) ≃
F(AY )
op. Then, by Proposition 4.61, ϕ−1((Y,C)) has an acyclic matching
with 2d−rkX critical cells.
An application of the Patchwork Lemma 2.39 gives then an acyclic







d−j = PA (1)
critical cells, where the first equality is given by Lemma 4.20. This match-
ing is thus perfect.
4.63 Corollary
The complement M(A ) is a minimal space.
4.64 Corollary
The homology and cohomology groups Hk(M(A ),Z), H
k(M(A ),Z)
are torsion free for all k.
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4.5 Application: minimality of affine
arrangements
After the existence proofs of Dimca and Papadima in [21] and of Randell
in [38], the first step towards an explicit characterization of the minimal
model was taken by Yoshinaga [42] who, for complexified arrangements,
identified the cells of the minimal complex using their incidence with a
general position flag in real space and studied their incidence and bound-
ary maps. Salvetti and Settepanella [41] obtained a complete descrip-
tion of the minimal complex by using a ‘polar ordering’ determined by a
general position flag to define a perfect acyclic matching on the Salvetti
complex.
In this section we use our techniques to extend to affine complexified
hyperplane arrangements the idea of [19]. We thus obtain a minimal com-
plex that is defined only in terms of the arrangement’s (affine) oriented
matroid.
Consider a finite affine complexified arrangement A = {K1, . . . ,Kn}.
Define the central arrangements A0 and A [F ] for F ∈ F(A ) in analogy
to those of Section 4.2. Choose a base chamber B ∈ T (A0), fix a total
ordering ≺0 on A0 and define ≺F ,≺Y for F ∈ F(A ), Y ∈ L(A ) as in
Section 4.2. Moreover, let Y be as in Definition 4.18.
4.65 Remark
Notice that, given the affine oriented matroid of A , the oriented
matroid of A0 can be recovered without referring to the geometry.
For instance, the tope poset of A0 can be defined in terms of the tope
poset of A based at any unbounded chamber.
4.66 Lemma
Let A be a finite complexified affine hyperplane arrangement, and





Proof. As in Lemma 4.20, applying [19, Lemma 4.18 and Proposition 2]
we have
|{C ∈ T (A [Y ]) |X(Y,C) = Y }| = rkHcodimY (M(AY );Z) ∀Y ∈ L(A ).
The claim follows with Theorem 1.25.
We now define the analogue of the map θ of Definition 4.33.
4.67 Definition
Let F,G ∈ F(A ) with F ⊆ G and identify
A [F ] = AF = {H ∈ A |F ⊆ H},
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in particular we have an inclusion A [G] ⊆ A [F ]. Define the map
iF≤G : F(A [G])→ F(A [F ]) as follows
γiF≤G(J)(H) =
{
γG(H) if H ∈ A [G]
γF (H) if H /∈ A [G],
∀J ∈ F(A [G]).
As above, the map iF≤G induces a function jF≤G : Sal(A [F ])→ Sal(A [G]).
4.68 Theorem (Lemma 3.2.8 and Theorem 4.2.1 of [18])
The assignment E : F(A ) → ACop, E (F ) := Sal(A [F ]), E (F ≤ G) =
jF≤G defines a diagram of posets such that colimE is poset isomor-
phic to Sal(A ).
The stratification of Sal(A ) is also defined along the lines of the pre-
ceding sections.
4.69 Definition
Define the map θ : Sal(A )→ Y as follows
θ([F,C]) = (X(F, iF≤G(G)), σA [X(F,iF≤G(G))](G)).
where we identified G = minL(A [G]).
4.70 Definition
Let A be a finite complexified affine hyperplane arrangement and
define a total ordering ⊣ on Y as in Definition 4.21. Define:
S(Y,C) =
{
[F,C] ∈ Sal(A )






The arguments of Section 4.3 can now be adapted to the affine case,
obtaining the following analog of Theorem 4.38.
4.71 Theorem
Let A be a finite complexified affine hyperplane arrangement. There
is an isomorphism of posets
N(Y,C) ∼= F(A
Y )op for all (Y,C) ∈ Y .
The analog of Proposition 4.61 is proved in [4, Theorem 4.5.7 and
Corollary 4.5.8], from which it follows that the poset N op(Y,C) is shellable,
and therefore N(Y,C) admits an acyclic matching with one critical cell in
top dimension. Applying the Patchwork Lemma as in Proposition 4.62 we
obtain a perfect acyclic matching M of Sal(A ). We summarize.
4.72 Proposition
Let A be a finite complexified affine hyperplane arrangement. The
oriented matroid data of A define a discrete Morse function on Sal(A )
that collapses the Salvetti complex to a minimal complex.
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of acyclic categories, 54
real torus, 40, 42




perfect acyclic matching, 88
stratification, 78
Salvetti complex, 3, 13



















of a morphism, 36
topological polyhedron, 26
topological space
minimal, 67
toric arrangement, 42
complement, 41
cohomology, 44
minimality, 88
complex, 40
complexified, 41, 42
face category, 79
homotopy type, 48
essential, 43
minimal, 67
primitive, 43
rank, 43
real, 41, 42
thick, 47
torsion-freeness, 88
torsion-freenees, 88
total ordering, 71
triangulable space, 22
vertex, 22
Weyl arrangement, 3
97
