The rapid progress made in mobile device technologies has implied that the access network must evolute and develop new strategies to satisfy the requirements of the users. Heterogeneous network (HetNet) allows for a flexible deployment strategy and offers economically viable solutions to improve network scalability and indoor coverage. This emerging topic has caught the attention of the research community and the industry because of the importance of these networks to satisfy the demand of data services. To provide this demand, different parameters of quality of service (QoS) must be satisfied. In this paper, we present a study on recent advances and open research issues on Mobility Protocols in conjunction with Multi-Protocol Label Switching (MPLS)-based packet transport networks (PTN) to provide QoS in wireless heterogeneous networks. Various mobile management protocols and their interaction with the mobile backhaul and packet core network are briefly introduced. A new architecture called Integrated Proxy Mobile MPLS-TP (IPM-TP) is also outlined to reduce the signalling cost and improve the QoS in HetNets with high rates of mobility.
Introduction
With the appearance of smart phones and the emergence of heterogeneous interconnected systems, the demand for new mobile broadband is growing exponentially. New data services and applications developed, requiring significant increases in the network capacity not only in the radio access network (RAN) but also in the aggregation and the core network.
According to a recent forecast, global mobile data traffic has grown 81% in 2013, and this traffic will increase 11-fold between 2013 and 2018 [1] . This increment requires new deployment in the radio access network in order to satisfy these network connectivity requirements by means of increasing spectral efficiency, building new cells, splitting cells, and deploying small cells. These mechanisms network and the backhaul must implement a control plane which handles and tracks the mobility of the mobile node (MN) and also maintains the active services when the handover is produced.
The 3rd Generation Partnership Project (3GPP) has defined a proposal which implements Proxy Mobile IPv6 (PMIPv6) [6] in the Evolved Packet Core (EPC) to track the mobility and keep the connectivity with the mobile node [7] . This proposal tracks the movements of the MN and initializes the mobility signalling in order to set up the required routing state. This reduces the signalling of the mobile node and the complexity of the protocol stack.
The industry have also developed architectures to facilitate interworking between fixed network and the wireless networks [8] . These architectures allow the MN to move between the mobile network and the fixed broadband network and vice versa as well as dual access WAN residential gateway. However, this approach presents some drawbacks, such as long handoff latency or large signalling load due to frequent registration updates when the MN velocity is high.
Taking into account this scenario, there are three important issues that must be resolved to accommodate the mobile data traffic into these networks: the integration of heterogeneous networks, the network connectivity maintenance and the resource provisioning required by the MN.
The first issue is addressed by 4G wireless networks which aim to integrate heterogeneous networks seamlessly in order to satisfy the increasing demand of the mobile users.
The IP-based mobility management protocols solve the second issue which is the network connectivity maintenance, but the resource provisioning is not resolved to maintain the requirements of the MN.
To take advantage of this development, improve the convergence between the fixed and mobile network and resolve the increasing resource-provisioning requirements of the MN, a new architecture called Integrated Proxy Mobile MPLS-TP (IPM-TP) is proposed. This architecture increases the path-protection mechanisms and supports dynamic topology changes and network optimization produced by the movement of the mobile nodes in HetNets.
The remainder of this paper is organized as follows. Section 2 introduces the related works. Section 3 introduces the proposed architecture designed for enhancing QoS of the mobile device by reducing the signalling cost and preventing data packet loss. In Section 4, analytical models are presented. Section 5 presents the performance evaluation to derive the handover signalling overhead, total cost rate and the service-blocking probability required for all underlying protocols. The results are given in Section 6. Finally, Section 7 contains the concluding remarks.
Related works
HetNets provide two basic benefits to operators: they increase capacity in hotspots and improve coverage in places where macro coverage is not adequate.
One of the challenge of these HetNets is to provide the QoS required by the MNs. This is a key aspect because of the small cell technologies enumerated in the previous section, and the backhaul technologies that interconnect the small cells with the core network must provide this QoS. There are various approximations to deploy the small cell backhaul.
• Macrocell as an aggregation point. The small cell uses the macro backhaul facility to get to the core network.
• Fixed backhaul. The small cell backhaul is provided by a wireline network. Figure 1 shows different interconnections between the small cells and the backhaul. As can be observed, macrocell as aggregation point (1) and fixed backhaul (2) approaches are described in the figure. Those backhauls interconnect the core packet network with the MN and must provide and maintain IP connectivity to the mobile nodes.
Proxy Mobile IPv6 is the protocol chosen to track the movements of the MN and initialize the mobility signalling in order to set up the required routing state [7, 9] .
This protocol introduces two functional entities to the access network, the Mobile Access Gateway (MAG) and the Local Mobility Anchor (LMA). The MAG typically runs on the access router (AR). The main role of the MAG is to detect the movements of the MN and initiate mobility-related signalling with the LMA on behalf of the MN.
In addition, the MAG establishes a tunnel with the LMA for enabling the MN to use an address from its home network prefix and emulates the home network of the MN on the access network for each MN.
On the other hand, the LMA ensures that the MN address remains reachable while it moves, stores the information necessary to associate an MN with its serving MAG and enables the relationship between the MAG and LMA to be maintained. Figure 2 shows the basic PMIPv6 domain with heterogeneous technologies.
Therefore, backhaul and packet core network performance are critical for end-to-end mobile-network performance. Key metrics such as throughput, latency and jitter are important, and the operators maintain these metrics in the mobile communication [10] . In this sense, traditional E1/T1 and ATM-based backhauls and access networks deployed in 2G and 3G are not viable because of the cost associated to adapt those technologies to the new requirements such as QoS, timing synchronization, lower packet loss and high availability [11] .
Network operators looks for flexibility, scale and operational simplicity to lower the total cost of ownership and simultaneously enhance the mobile service. In this sense, the IP/MPLS network deployed in the mobile backhaul and the core packet network provides higher resiliency and ensures the reliability of the mobile backhaul [12] . Some approaches integrate the IP-based mobily protocol with the Multi-Protocol Label Switching (MPLS) technology implemented in the mobile backhaul and the core packet network. One of these approaches is MPLS tunnel support for the Proxy Mobile IPv6 (PMIP-MPLS) [13] . PMIP-MPLS implements the same architecture as a PMIPv6 domain maintaining the MAGs and LMAs entities with the same functionalities.
The main difference between both protocols is the tunnelling mechanism used to deliver the packets from the LMA to the MAG. The IETF advises the use of IP-in-IP or Generic Routing Encapsulation (GRE) as tunnelling methods.
IP-in-IP is a protocol by which an IP datagram may be encapsulated (carried as payload) within an IP datagram, by adding a second IP header to each encapsulated datagram. GRE is another tunnelling method that encapsulates any network layer packet. GRE requires an IP-in-IP header to encapsulate the information and also a GRE header to be added to the packet.
With the MPLS tunnel, the overhead added by the tunnelling method decreases due to the MPLS label size, which is 15 times less than a traditional IP-in-IP or GRE header needed by the tunnel (i.e. MPLS label size is 4 bytes in length whereas the IP header size is 20 bytes in length).
However, this approach presents similar drawbacks like PMIPv6, such as long handoff latency or large signalling load due to frequent registration updates.
Nowadays, many fixed network carriers have moved from IP/MPLS approaches towards Multi-Protocol Label Switching -Transport Profile (MPLS-TP) as the protocol to converge the traditional fixed networks with the packet-based transport networks [14] . MPLS-TP is based on the same forwarding mechanisms as MPLS but has enhanced Operations, Administration and Maintenance (OAM) and protection capabilities, allowing it to become a true Carrier Class Transport Network Technology and achieve a higher efficiency and a lower operational cost, while maintaining transport characteristics [15] .
The next section describes the functionality of the proposed IPM-TP approach which integrates the fixed network based in packet transport network and the mobile network reducing the signalling overhead, including path protection mechanisms, supporting dynamic topology changes and introducing resiliency capabilities in the presence of high-mobility scenarios.
Integrated Proxy Mobile MPLS-TP
In this section, the new approach called IPM-TP is presented. It integrates the wireless heterogeneous networks and the fixed packet transport network supporting dynamic topology changes and QoS provision to the network.
We assume that an MPLS-TP packet core network exists between the Ingress Label Edge Router/Local Mobility Anchor (Ingress LLMA) and the Egress Label Edge Router/Mobility Anchor Gateway (Egress LMAG). The Ingress LLMA performs the role of an edge LER, filtering between intra-and inter-domain signalling. At the same time, this network element has the functionality of a LMA. The LMAG is connected to several access points (APs) that offer link-layer connectivity.
We also distinguish here between link-layer functionalities of the air interface, which are handled by the AP, and IP-layer mobility (L3 handoff ), which occurs when the MN moves between subnets served by different LMAGs. Note that an LMAG is the first IP-capable network element seen from the mobile node. Thus, the LMAG also performs the role of an Egress LER. Figure 3 shows the behaviour of IPM-TP.
Messages 1 and 2 are produced when the mobile node detects the handover and notifies it to the serving gateway (LMAG1). The LMAG initializes the handover in the network sending a handover initiate (HI) message.
Messages 3 to 5, the LMAG1 tracks the mobility of the mobile node.
The LMAG1 chooses the best path and extends the label switched path (LSP) employing the usual MPLS-TP using the RSVP-TE protocol. The new LSP segment forwards all the packets sent to the mobile node which will be attached in LMAG2. This LSP is created because the MN reports the ID of the LMAG to attach to.
Data packets are sent from the LLMA through the LLMA-LMAG1 tunnel and forwarded using the LMAG1-LMAG2 tunnel. The packets will be buffered in LMAG2 until the mobile node is attached. This buffering technique prevents the packet loss. A Handover ACK (HAck) message is sent to the LMAG1 to notify that the network is prepared to support the handover.
Messages 6 and 7 introduce the L2 signalling in the network. These messages notify the mobile node that the new wireless network, which it is going to attach to, is prepared.
Messages 8 to 10 handle the location update of the mobile node in the LLMA. When the QoS of a particular flow is under an agreed threshold assigned in the service level agreement (SLA), or the negotiation using RSVP resource reservation is not satisfied, the LMAG updates the location with the LLMA. This is measured by means of the OAM capabilities included in MPLS-TP [14] .
The LMAG sends a PBU message to update the binding cache of the LLMA. When this message is received, a new tunnel is created using RSVP PATH/RESV messages. Finally, a PBAck message is sent to the LMAG2 to confirm the location update as is described in PMIPv6 RFC. 
Analytical models
In this section, the analytical model including network, mobility and traffic model is described. This analytical model will be used in the performance evaluation.
Network model
The domain is composed of N cells connected to different MAGs which are the first IP-capable device in the network.
For the simplicity of the model, we assume that mobile service areas are partitioned into areas of the same size for both macrocell and microcell as described in [16] . These areas have circular shape with the same area S. The cell size will be calculated as S = πR 2 , where R is the radius.
Our scheme works both in the macrocell and the microcell environment. We note that, if the size of cells is small, the probability of movement will be high and vice versa [17] .
The domain topology is depicted in Figure 4 . Let d x,y the hop distance between two nodes (x, y) in the network.
Mobility and traffic models
The mobility model represents the movement of the MN. The model is based on the well-known fluid flow (FF) model [18] . Under this model, it is assumed that the direction of the movement is uniformly distributed over the range (0, 2π) and that the MN is with high mobility and infrequent speed change.
The following assumptions are made to derive the mobility and traffic models.
• The session arrival to the MN follows a Poisson distribution with rate λ s .
• The residence time in a cell follows an exponential distribution. The motivation behind these choices is the memoryless property of the exponential distribution which can represent the human behaviour.
Besides, these are the chosen distributions in the majority of literature studies using fluid flow to characterize the mobility in a model [16, [19] [20] [21] [22] .
Let μ c the cell-crossing rate [23] . It can be expressed as:
where v is the average velocity of the MN. From the assumptions made above and Equation 1, the average number of movements during an intersession arrival N hv can be calculated as follows:
Performance evaluation
PMIPv6, MPLS support for PMIPv6 and IPM-TP approaches are compared through analytical models to derive the signalling cost, the packet delivery cost and the service-blocking probability. These analytical models are derived using the framework described in [24] . The packet transmission cost in IP networks is proportional to the distance in hops between source and destination nodes.
Thus, the transmission cost of a packet (signalling or data) between nodes X and Y belonging to the wired part of a network can be expressed as
where α is the unit transmission cost over wired link and β the weighting factor for the wireless link.
Signalling cost
Signalling cost of registration updates during a session is denoted by C u (·), where (·) is one of the studied protocols (PMIPv6, PMIP-MPLS or IPM-TP). The signalling cost is the accumulative traffic load on exchanging signalling messages during the communication session of the MN.
For each movement into a new subnet, the Proxy Binding Update message is sent to the LMA. This mechanism is performed in both PMIPv6 and PMIP-MPLS. In IPM-TP, a LSP tunnel extension is created between the previous LMAG and the new LMAG to forward the packets to the mobile node. This LSP tunnel is extended while the QoS requirements are satisfied. The registration with the LLMA will be done when the threshold requirements are reached (i.e. the bandwidth or the delay is not satisfied).
Let C u (PMIPv6) be the signalling cost of the Proxy Mobile IPv6 protocol. Then, it can be expressed as:
Equation 3 illustrates the behaviour of the PMIPv6 handover mechanism described in [6] . When the MN moves from a MAG to another, the serving MAG sends a Proxy Binding Update message (PBU) to notify the handover to the LMA. This notification has a registration cost, denoted by C(PBU) in the equation, that is composed of the transmission cost of the packet, the routing table lookup and the registration update processing in the entities involved in the mobility process.
To acknowledge the update, the LMA sends a Proxy Binding ACK (PBA) to the serving MAG where registration cost is denoted by C(PBA).
To obtain the signalling cost of a session, all PBU/PBA messages must be considered. This is denoted by the N hv term in the equation.
The PBU and PBA registration cost is denoted by C(PBU) and C(PBA), respectively, and can be derived as follows:
where α is the transmission unit cost in a wired network, and PC r , PC LMA and PC MAG are the processing cost of the packet in a simple router, LMA or MAG, respectively. As mentioned above, the cost of a packet sent to the network is proportional to the distance in hops between source and destination nodes. In Equations 4 and 5, the size of the messages sent to the network is denoted by S(PBU) and S(PBA), respectively, and the distance is represented by d MAG−LMA and d LMA−MAG which are the number of hops between the LMA and the MAG, respectively.
The signalling cost of PMIP-MPLS can be formulated as follows:
Equation 6 explains the behaviour of the PMIP-MPLS handover mechanism described in [13] . In this approach, when a handover occurs, a PBU message is sent from the MAG to the LMA and a PBA message is expected to be received as the acknowledgement of the binding update in the LMA.
This protocol does not use an IP-in-IP tunnel to forward the packets in the network. An MPLS-based LSP tunnel is created from the LMA to the MAG to forward all the traffic sent to the MN. To signal this tunnel, a PATH message is sent to the network and a RESV message is received to notify the tunnel set-up. C(PATH) and C(RESV) are the cost of the signalling messages and can be expressed as follows:
Where S(PATH) and S(RESV) are the size of the PATH and RESV messages, respectively.
Finally, the IPM-TP signalling cost can be derived as:
Equation 9 derives the behaviour of the IPM-TP approach explained in Section 3. In this scheme, when the mobile node detects the handover, it sends a L2 signalling message, whose average size is expressed by su. If the LSP tunnel is extended from previous LMAG to the new LMAG, the cost to signal of this extension is denoted by C(PATH Ext ) and C(RESV Ext ).
The number of location updates that must be done in a session due to the QoS of a particular flow under an agreed threshold is denoted by N f . This value is obtained from N hv np , where np is the number of path extensions until the QoS requirements are below the threshold.
In the location update, the LMAG notifies the handover to the LLMA by means of the PBU/PBA messages, and a new LSP tunnel is created using RSVP PATH/RESV messages. C(PATH Ext ) and C(RESV Ext ) expressions can be expressed as follows:
where d MAG−MAG is the distance in number of hops between the previous LMAG and new LMAG.
Packet delivery cost
During the active session, the MN communicates with its Correspondent Node (CN) using the bidirectional tunnel established between the MAG and the LMA. However, in PMIPv6 or PMIP-MPLS protocols, in-flight data packets destined for the MN will be lost in the handover process. In this paper, we only focus on the packet delivery cost during the handover process.
The packet delivery cost is the accumulative traffic overhead caused by packet delivery on the routing paths. That is calculated as the product of the data packet size and the hop distance.
The packet delivery cost of the PMIPv6 protocol is expressed as:
where β denotes the transmission unit cost in the wireless link, E(S) is the average session length in packets and γ expresses an increasing rate of expense that is used to indicate the retransmission of the lost packets [25] . The packet delivery of PMIP-MPLS can be derived as follows:
Finally, the packet delivery cost of IPM-TP must forward the packets from the LMA to the first MAG which is the head of the tunnel, and this router forwards the packets to the LSP tunnel extended. The packet delivery cost of IPM-TP is formulated as:
Total signalling cost
Based on the above analysis, the overall signalling cost is obtained as function:
Where the signalling cost C u (·) and P cost (·) are the signalling cost and packet delivery cost, respectively, for the three schemes, i.e. PMIPv6 scheme, PMIP-MPLS scheme and the proposed IPM-TP scheme.
Service-blocking probability
The main role of the LMA is to maintain reachability to the address of the MN while it moves, stores information necessary to associate an MN with its serving MAG, and enables and maintains the relationship between the MAG and LMA. This implies that the traffic sent to the MN is intercepted by the LMA and forwarded using the tunnel to the serving MAG.
Accordingly, the LMA could be in the service-blocking time when all resources of the LMA are busy. This problem has been deeply studied in other fields and works like [26, 27] .
Therefore, the Erlang B formula has been modified to analyse the service-blocking probability for the LMA. Let λ b the packet arrival time to the LMA and t the packet service time at the LMA. Then, the service-blocking probability SB LMA is obtained as follows [28] :
where m is the number of resource units for handling packets in the LMA.
Results
The following parameters are the basic configuration of the topology, mobility, traffic modes and processing cost of the nodes used in the analysis. These parameters are similar to those used in the paper [24] : Figure 5 shows the signalling cost of the underlying protocols. As can be observed, PMIPv6 and PMIP-MPLS have a high-registration cost because of the frequent registration with the LMA to update the binding cache. Any movement done by the MN must be registered with the LMA, and this increases the overhead in the network. PMIP-MPLS has the higher registration cost because the tunnel LSP is signalized and this increases the signalling cost. With the IPM-TP approach, the registration overhead is reduced by around 40% compared with PMIPv6 and 67% compared with PMIP-MPLS.
In a real scenario, if a mobility management protocol has a high signalling cost, the control plane implemented in the mobility management protocol introduces a high amount of signalling messages. This cost is produced due to the signalling messages sent to the mobility anchor nodes during the handover or due to a frequent signalling to track the mobility of the MN.
As shown in Figure 5 , PMIP-MPLS sends a high number of signalling messages (MPLS and mobility-related signalling) to notify the handover of the MN. This higher number of messages affects the handover latency [29] , which is the time elapsed from the moment the handoff event is detected to the moment the first packet is received from the new subnet. IPM-TP has a fewer frequency of registration with the LMAG, and therefore, the signalling cost is reduced as well as the handover latency. Figure 6 shows the packet delivery cost against the session arrival rate. Assuming the session arrival rate varies from 0.1 to 0.7.
The PMIPv6 and PMIP-MPLS packet delivery cost is higher than IPM-TP because of the packet loss during a handoff. This value is increased in both protocols due to the packet retransmission.
The IPM-TP approach avoids the packet loss because the L2 trigger signals the movement and can reroute the packet in the packet core network to the new LMAG which is going to serve the MN. This LMAG will also implement a buffering technique to store in-flight packets. When the MN is attached to the new LMAG, all the packets will be delivered to the MN. As can be observed in Figure 6 , packet delivery cost is lower with this approach.
In a real scenario, if a mobility management protocol has a high packet delivery cost, the forwarding plane introduces overhead to the network when the packets are sent or received using the tunnelling mechanism.
As shown in Figure 6 , PMIPv6 introduces higher overhead to the communication due to the tunnelling mechanism and the packet loss. The IP in the IP tunnelling mechanism increases the overhead introduced in the network (20 bytes of tunnelling header), and this implies in a real scenario a higher probability of network congestion which could increase the packet loss in the backhaul or the BS. IPM-TP decreases the overhead using MPLS-TP tunnelling mechanism (4 bytes of tunnelling header), and also, the buffering mechanism reduces the packet loss in the network produced during the MN handovers.
The total cost is presented in Figure 7 . It is presented as a function of SMR. The SMR is the ratio of the session arrival rate to the mobility rate (i.e. subnet-crossing rate). In the mobility model, the SMR is defined as SMR = λ s μ c [19] . Note that a higher value of SMR indicates low mobility; thus, the low signalling update cost occurs. The value of λ s is 0.2, and the v is varied from 10 to 120 m/s.
As can be observed in Figure 7 , as SMR increases, the TC(·) decreases for all the protocols. This is because the mobility of the mobile node decreases and the signalling cost and packet delivery cost decrease too. The total cost of PMIPv6 is the higher cost because of the IP-in-IP tunnelling mechanism of PMIPv6.
PMIP-MPLS decreases the total cost of PMIPv6 because of the tunnelling mechanism. With the MPLS tunnel, the overhead added by the tunnelling method decreases due to the MPLS label size, which is 15 times less than traditional IP-in-IP tunnel.
Finally, with IPM-TP architecture, the original LSP tunnel is extended to forward all in-flight packets and buffer them in the new LMAG. With this mechanism, the total cost is lower than PMIP-MPLS because, with this protocol, all in-flight packets are lost when a handover is produced. Figure 8 depicts the service-blocking probability of the LMA. Assuming that m and t are 10 and 1, respectively. Then, the traffic intensity of LMA, ρ = As could be observed in Figure 8 , the IPM-TP architecture provides a lower service-blocking probability because of the tunnel extension mechanism.
This mechanism reduces the signalling and the creation of new tunnels to the LMA when a handoff is produced. PMIPv6 and PMIP-MPLS create new tunnels between the new MAG and the LMA, and the new tunnel creation increases the probability to block the service in the LMA. In addition, comparing IPM-TP with traditional PMIPv6-based protocols, IPM-TP provides the best performance in cost consumption and service-blocking probability due to the tunnel extension mechanism which reduces the signalling and the packet loss when a handover is produced.
Conclusions
This article presents a novel architecture called Integrated Proxy Mobile MPLS-TP, which supports seamless mobility management in HetNets, traffic engineering and QoS and encourages network convergence.
The architecture presented is a simple and packet-based backhaul solution which merges traditional fixed and mobile networks and enables the integration of heterogeneous networks and fixed networks which interconnects these small cells, and this is one of the providers' main open issues.
With IPM-TP, the QoS offered by the network to the mobile nodes improves the reduction in signalling costs, packet delivery cost when a handoff is produced and also the probability to block a service by the LMA. Therefore, packet loss is avoided. To demonstrate this, a comparison between the proposed IPM-TP architecture and existing solutions (PMIPv6 and PMIP-MPLS solutions) was made.
In this work, we have presented a mobility management protocol which provides seamless mobility with traffic engineering and QoS to HetNets. Extending this work, we will investigate the behaviour of the mobility management protocol under real user mobility traces which allows studying the robustness of the protocol with a higher number of MN and different types of microcells.
