ABSTRACT Person re-identification aims to retrieve the pedestrian across different cameras. It is still a challenging task for the intelligent visual surveillance system because of similar appearances, camera shooting angles, scene illumination, and pedestrian pose. In this paper, we propose a novel two-stream network named spatial segmentation network that learns both the global and local features in a unified framework for nonaligned person re-identification. One stream focuses on spatial feature learning using global adaptive average pooling in deep convolutional neural networks. Another stream is utilized to learn the fine local features by adopting horizontal average pooling without division that depends on the pose predictor. To assess the importance ranking of all features, we also obtain the performance of every part feature and global features. Our evaluation of the proposed method on Market-1501 acquires 94.51% Rank-1 and 90.78% mAP, that on DukeMTMC-re-ID acquires 87.52% Rank-1 and 84.82% mAP, and that on CHUK03-detected acquires 69.71% Rank-1 and 71.67% mAP; these findings verify the state-of-the-art performance of the proposed method.
I. INTRODUCTION
Recently, person re-identification (re-ID) has rapidly gained more attention in computer vision, especially with the rapid development of smart cities [1] . It is an essential and basic subtask in intelligent visual surveillance (IVS), as well as other applications, such as human-computer interaction and pedestrian retrieval. Re-ID aims to identify a pedestrian from different camera shots by establishing a correspondence with a given image or video of the same person that was taken from one camera [2] - [5] . Hence, re-ID could be seen as the person tracking across different cameras. Many achievements have been reported and obtained good performance. However, there are still many challenges in its practical application, such as the resolution of the cameras, variable appearances of pedestrians, different camera angles, variations in poses and illumination, the distance of the camera lens and complex background. All of the reasons lead to re-ID being extremely
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Zhang. difficult and challenging. Re-ID is always successively composed of two major components: feature extraction and distance metric. Feature extraction is the process of dimension reduction where an initial set of re-ID images is transformed into more informative and non-redundant features for subsequent learning. The purpose of the distance metric is to evaluate the similarity of the feature vectors from the given images called the query and the retrieval pictures called the gallery. There are also mainly two types of methods that are based on hand-crafted and deep learning for these two components. Furthermore, other approaches integrate the feature extraction and distance metric into a unified network.
Hand-crafted feature extraction is focused on low-level features, such as colors, textures or regions. In [2] , a spatiotemporal segmentation algorithm was proposed that was insensitive to variable appearances and clothing. It adopted normalized color and edge histograms as hand-crafted features. Mignon et al. [6] adopted color histograms in 3 color spaces (RGB, HSV, and YCrCb) and texture histograms based on Local Binary Patterns (LBP) that were computed using 6 nonoverlapping horizontal strips that were used as the input of distance metric learning. Yang et al. [7] presented a novel salient color name based color descriptor (SCNCD) to describe the distribution of colors in an image and computed the color distribution matching problem. Chen et al. [8] combined two hand-crafted features that consisted of the HSV and SILTP that contained coarse regions and fine regions to represent pedestrian features.
For hand-crafted distance metric, Xing et al. [9] proposed a local-optima-free algorithm based on posing metric learning to improve the clustering performance. Weinberger and Saul [10] developed the large margin nearest neighbor learning (LMNN) method to provide a margin between positives and negatives. Mignon and Jurie [6] proposed a new distance metric learning algorithm, which was called PCCA (Pairwise Constrained Component Analysis). It could deal with highdimensional input spaces and presented excellent generalization properties. Koestinger et al. [11] exploited a metric learning method called KISSME based on Mahalanobis distance functions to compute the difference using a likelihood ratio test. Das et al. [12] developed a network consistent re-identification (NCR) framework that handled the consistency in Re-ID results across the network and obtained excellent camera pairwise performance.
However, hand-crafted approaches cannot possess an adaptive feature extraction ability but have high complexity. With the motivation of deep learning in large-scale visual tasks, the latest works have achieved significant improvements using high-level features and an efficient distance matrix. Li et al. [13] proposed a novel filter pairing neural network (FPNN) to automatically extract paired features without hand-crafted features and directly recognize the pair-images. Mclaughlin et al. [14] used a Siamese network architecture to train a feature extraction network that joined a Convolutional Neural Network (CNN) and a Recurrent Neural Network (RNN). Wang et al. [15] proposed a joint learning architecture using CNN to extract features and combined the pairwise comparison loss and triple comparison loss to match features. To obtain effective features, Zhao et al. [16] proposed a novel saliency learning network based on the human perception mechanism and calculated the similarity by matching the effective features. Zhong et al. [17] presented a camera style (CamStyle) adaption approach using CycleGAN to address image style variations. Zhang et al. [18] proposed a spatiotemporal bodyaction representation model utilizing walking cycles given a video sequence.
Many methods based on CNNs learn the global features from the whole pedestrian images [19] - [21] . They contain the global correction but ignore the fine regional information, even that with redundant background information. In addition, some works learn fine local features by dividing the whole image into several parts [22] - [24] . Sun et al. [24] showed a network named Part-based Convolutional Baseline (PCB) to extract part-level features but without considering the global features. Meanwhile, some integrate the global and local features in a unified network [25] , [26] . A Global-Local-Alignment Descriptor (GLAD) was proposed for learning local features based on four detected key points and global features, which was a four-stream CNN [25] . In [26] , a novel AlignedRe-ID was introduced to extract global features and local features, which addressed the misalignment by calculating the shortest path. However, some methods depend on a pose predictor that is sensitive to pose variants, especially with overlaps, and the model has more complexity.
In this paper, considering the merits of global-local features and removing the shortcomings of the mentioned prior work, we present a novel two-stream network named Spatial Segmentation Network (SSN) that consists of a Spatial Stream ConvNet (SpSC) and a Segmentation Stream ConvNet (SeSC) in nonaligned re-ID, as shown in Figure 1 . SpSC is responsible for learning the global features using global adaptive average pooling in deep CNNs. SeSC is utilized to automatically learn the fine local features using horizontal average pooling instead of dividing the data into several parts. In the learning stage, we join a global stream and a local stream together to address the shortcomings that we mentioned above. In the testing stage, we find that the global stream and the local stream mutually promote the learned features. In addition, we generate an effective yet low-complex model. Our main contributions are listed as follows.
(1) We propose the fresh SSN architecture that integrates the global features and local features in a unified framework for nonaligned re-ID. The global stream learns the spatial features of one pedestrian. With the help of the local stream, it performs better than it does independently. The local stream does not divide the pedestrian image into several parts, thereby avoiding the impacts of various poses and overlaps. Therefore, the two streams mutually improve each other and provide excellent re-ID performance.
(2) We design an X-net based-SpSC to select the backbone network using three large-scale benchmark networks. The experimental results are displayed in section III. Considering the performance and the whole structure complexity, we choose Resnet50 as the backbone network.
(3) In the training stage, SpSC and SeSC are simultaneously trained in a unified framework. To find the importance of the global and local features, we extract nine kinds of features before the fully connection layers, including each local part feature, all local features, the global features and the fusion features in the testing stage.
(4) The proposed SSN achieves the state-of-the-art performance on three public datasets: Market1501, CUHK03-detected, and DukeMTMC-re-ID.
The remainder of this paper is structured as follows. Section II fully describes the proposed model, the distance metric algorithm and the evaluation method. Section III demonstrates the improved performance of the proposed SSN on three large-scale benchmarks. Section IV concludes this paper and gives some suggestions about the future re-ID work. 
II. THE ARCHITECTURE OF THE PROPOSED MODEL FOR RE-IDENTIFICATION A. RESNET50 ARCHITECTURE
In this section, we set up several experiments of the current mainstream CNN architecture using three public benchmarks to choose the backbone network, including VGG16 [27] , Inceptionv3 [28] and Resnet50 [29] that have achieved good performance on ImageNet. The structure of the X-net basedSpSC that composed of the backbone network and two fully connected layers is shown in Figure 2 , and the comparison will be given in Table 1 . Considering the performance and complexity, this paper employs Resnet50 as the backbone network in SSN. Next, we succinctly introduce the architecture of Resnet50. It has 50 layers that consist of one convolutional layer with a (7, 7) kernel, five convolutional modules, and two fully connected layers. Each convolutional module has several building blocks. One building block has three layers, which are 1 × 1, 3 × 3, and 1 × 1 convolutions. The most prominent merit of the residual networks is the ability to handle the gradient degradation problem in deep networks. Figure 1 introduces the architecture of SSN in detail, which consists of two stream networks: SpSC and SeSC. There are no parameters that are shared between them. The original pedestrian image is sent to SpSC and SeSC that employ Resnet50 as the backbone network, as introduced in the above work. After the first convolutional layer, 64 feature maps are obtained. Then, the 64 feature maps are sent to conv2_x that VOLUME 7, 2019 has 3 building blocks and we get 256 feature maps. Next, 256 feature maps are sent to conv3_x that has 4 building blocks and we get 512 feature maps. Next, 1024 feature maps are generated through conv4_x that has 23 building blocks. Several heatmaps of the feature maps in each layer are visualized for each stream in Figure 1 ._These two streams are processed simultaneously without sharing parameters during training. The fusion features are composed of global and local features that are applied to calculate the similarity between the query and gallery. For the SpSC, we get (K, 1, 2048) feature maps after the global average pooling with (1, 1) kernel. For the SeSC, (K, 6, 2048) feature maps after the horizontal average pooling with the (6,1) kernel are obtained. Here, K is the batch size. To decrease the feature dimension, (K, 7, 2048) feature maps are sent to the fully connected layers with 256 neurons. The last layer is an M-softmax-N-class fully connected layer and M is 7. N is the number of identities for each public benchmark.
B. SPATIAL SEGMENTATION NETWORK (SSN)
The cross-entropy is the loss function that computes one pedestrian image within one batch:
where X is the prediction output and label is the truth class. M is 7, which means that there are 7 loss function optimizations for the fusion features. X label i is the output that corresponds to the label in the ith loss function. N is the number of identities from Market1501, CUHK03-detected, and DukeMTMC-re-ID datasets, which is 751, 767, and 702, respectively.
Therefore, we can get the final loss as follows:
Here, K is the batch size.
C. DISTANCE METRIC FOR TESTING
A similarity measure is a popular tool to evaluate the similarity between two vectors [30] . The cosine similarity is a classic method that has many applications including text similarity, visual tracking, and face verification [31] - [33] . The function is introduced as follows:
Here, A and B are two vectors of dimension n. A and B are the norms. In this paper, the values are constrained from 0 to 1. For testing, A and B are the feature vectors of one pair of pedestrian images in re-ID. In this paper, the feature vector is the local features, the global features or the fusion features from SSN.
D. EVALUATION
We adopt the Cumulative Matching Characteristic (CMC) and the mean average precision (mAP) to evaluate the performance of the proposed method on three public datasets [36] .
For the CMC, we present the cumulative matching accuracy at Rank-1, Rank-5, and Rank-10 to illustrate the matching accuracy among a query and the gallery. For the mAP, we calculate the average matching accuracy using a single query while considering the recall accuracy.
III. EXPERIMENTAL RESULTS ON THREE DATASETS
In this section, we conduct many experiments of the proposed method using three large-scale datasets and present the stateof-the-art performance compared with the previous works. The proposed system is implemented on Pytorch using an NVIDIA GeForce GTX 1080Ti with 11GB of memory. In our experiments, all images are resized to (384, 192) . Random cropping, horizontal flipping, and normalization are used to augment the datasets. The batch size is set to 32 and the training epoch is set to 100. We adopt the SGD optimizer with the initial learning rate of 0.01 and decay it by a factor of 0.1 every 40 epochs. The proposed model is pretrained using ImageNet [35] .
A. DATASETS
We evaluate the performance of the proposed SSN model on three large-scale person re-identification benchmark datasets, i.e., Market1501, CHUK03 and DukeMTMC-re-ID. We present the evaluation results of a single query for these three datasets and reveal importance among the global features and the local features. Market1501 [36] : has 1501 identities that are captured from 6 cameras. It consists of 36,036 images including 32,668 labeled bounding boxes and 3,368 query images. Each pedestrian appears in at least two cameras and has more than one image in the same camera. This dataset is divided into two parts, including the training set that has 12,936 images from 751 identities and the testing set that has 19,732 gallery images and 3,368 query images from 750 identities. In the training, one image from each person is used for the validation set and the rest is as the training set. In the testing, 3,368 query images are hand-drawn as the testing set to correct the identifications and 19,732 gallery images are detected by Deformable Part Model (DPM) [34] to search the pedestrians.
CUHK03 [13] : has 1,467 identities that are captured from 5 pairs of cameras. It contains 14,096 images of each pedestrian that is captured from two cameras on the CUHK campus. To obtain the test protocol for the Market1501 database, Zhun et al. [37] organized the dataset into two categories including the ''detected'' data that are obtained from the DPM and the ''labeled'' data that are manually gained. In this paper, we pick the ''detected'' data that are more complex. This dataset is split into two parts including a training set that has 7,364 images from 767 identities and a testing set that has 1,400 query images and 5,332 gallery images from 700 identities. The whole training process is the same as that of the Market1501 dataset.
DukeMTMC-re-ID [38] : has 1,812 identities and 36,411 images from 8 cameras. 1404 identities of pedestrians appear in more than two cameras. Another 408 identities that classified into the gallery set are captured from only one camera and are used as partial identification. This dataset is divided into two parts including a training set that has 16,522 images from 702 identities, and a testing set that has 2,228 query images and 17,661 gallery images from the remaining 702 identities and 408 partial identities. The whole training process is the same as with the Market1501 and CUHK03 databases.
B. EVALUATION OF THE BACKBONE NETWORK
We evaluate three current mainstream CNN architectures to pick a suitable backbone network for SSN. The numbers of layers and model parameters are shown in Table 1 . Resnet50 has 8 more layers and 24 more layers than Inceptionv3 and VGG16, but it has 6.4 M and 506.7 M fewer parameters than Inceptionv3 and VGG16, respectively. Resnet50 is a better backbone network for extracting features, which has deep layers and fewer parameters. From the three datasets, the order of the accuracies is Market1501, DukeMTMC-re-ID, and CUHK03 for the three backbone networks. One probable reason is the imbalance of the same pedestrian appearing in different cameras. The training set of CUHK03-detected is about half the size of the other datasets. The gallery class in Market1501 is not much different from CUHK03-detected, but the number of images is approximately 3 times as much as that in CUHK03-detected. Meanwhile, the number of images in Market1501 is almost as same as that is DukeMTMC-re-ID but its classes are half that of DukeMTMC-re-ID. In the future, one method to adapt this research to real environments is to improve the quality of the datasets and another one is to improve the model's robustness.
C. EVALUATION OF THE PROPOSED METHOD USING THREE LARGE-SCALE DATASETS
In this section, SpSC is used as the baseline network. It is a one-stream network with global features for training and testing. SeSC is another stream network with local features for training and testing. SSN is a two-stream network with fusion features for training and we test it using the global features (SSN_SpSC), the local features (SSN_SeSC) and the fusion features (SSN), respectively. All features that are mentioned are extracted after the avgpooling layer. SSN(RK) means that the evaluation is calculated using the re-ranking method in [37] . The results of the proposed SSN method on Market1501 are shown in Table 3 . We can see SSN significantly achieves the state-of-art performance with Rank-1 accuracy of 93.20% and mAP of 79.77%, which are respectively 14.61% and 26.44% improvements compared with the SpSC. The Rank-1 accuracy and mAP of SSN_SpSC are respectively 11.55% and 22.32% higher than the baseline. This demonstrates that the local features mostly influence the accuracy of the global features in SSN. The Rank-1 and mAP of SSN_SeSC are respectively 1.73% and 3.31% higher than those of SeSC, which verifies that the local features are helpful to improve the influence of global features in parameter optimization. SSN_SeSC increases the Rank-1 accuracy by 3.03% and the mAP by 3.11% compared with SSN_SpSC, which means that local features have more critical effects on the distance metric than the global features. Table 4 presents a comparison of the proposed method on CUHK03-detected. SSN obtains the best results with 62.50% Rank-1 accuracy and 58.03% mAP, which are respectively 20.79% and 21.01% improvements over SpSC. The Rank-1 accuracy and mAP of SSN_SpSC are respectively 9.93% and 11.48% better than those of SpSC. SSN_SeSC has 5.36% better Rank-1 accuracy and 5.79% better mAP compared to those of SeSC. Furthermore, SSN_SeSC has 9.86% and 8.11% better Rank-1 accuracy and mAP, respectively, compared with those of the SSN_SpSC.
The comparison of the proposed method on DukeMTMCre-ID is shown in Table 5 . SSN obtains the state-of-art performance with Rank-1 accuracy of 83.25% and mAP of 70.41%, which are respectively 16.83% and 23.72% improvements compared with those of SpSC. The Rank-1 accuracy and mAP of SSN_SpSC are respectively 15.35% and 18.08% better than those of the SpSC. SSN_SeSC has 1.73% better Rank-1 accuracy and 3.31% better mAP than those of SeSC. Furthermore, SSN_SeSC has 3.03% and 3.11% higher Rank-1 accuracy and mAP, respectively, compared with those of SSN_SpSC. From all the results, the proposed SSN method on Market1501, CUHK03-detected and DukeMTMC-re-ID achieves identical performances. The fusion feature framework SSN achieves the most effective performance in re-ID. Specifically, SpSC and SeSC mutually improve the learned features. This also verifies the advantages of SpSC using the spatial features and SeSC using the fine information of the pedestrian image.
D. COMPARISON WITH THE PRIOR METHODS USING THREE LARGE-SCALE PERSON REID BENCHMARK DATASETS
In this section, we evaluate our SSN method compared with lots of previous state-of-the-art methods. All experimental results for Market1501, CUHK03-detected and DukeMTMC-re-ID are listed in Table 6, Table 7 and Table 8 , respectively, as follows. The previous methods are conducted under the single query mode. Table 6 shows the previous methods on Market1501, which are divided into three categories, including handcrafted methods, deep learning methods, and metric learning methods. The first category includes the three methods of WARCA [39] , BoW+HS [36] , and SCSP [40] . The second category is separated into three groups, which are the following: 1) global-feature methods including SOMAnet [41] , SVDNet [19] , PAN [20] , AWTL [21] and Spindle [22] ; 2) local-feature methods, including PL-Net [42] , HA-CNN [43] and PCB [24] , focusing on the local features based-CNN model; and 3) the fusion-feature methods, including GLAD [25] and AlignedRe-ID [26] .
The last category includes the three methods of the MS-TriNet [44] , Triple Focal Loss [51] and DPFL [45] . Our proposed SSN method integrates the global and local features in a novel two-stream network, which obtains Rank-1 accuracy improvement of 0.90% and mAP improvement of 2.37% over the PCB that achieved the highest score in prior works. This verifies the effectiveness and significance of the proposed method. In addition, we achieve 94.51% Rank-1 accuracy and 90.79% mAP using SSN(RK) with re-ranking. Table 7 presents the previous methods on CUHK03-detected, which are also divided into three categories, including hand-crafted methods, deep learning methods, and metric learning methods. There are three methods in the first category, which are the BoW+HS [36] , LOMO+XQDA [46] and LDNS [47] . The second category contains six methods, including the DeepReID [13] , PAN [20] , SVDNet [19] , HA-CNN [43] , Imp-Deep [48] and PCB [24] . The last category includes two metric learning methods, which are the DPFL [45] and Triple Focal Loss [51] . The proposed SSN with the fusion features obtains Rank-1 accuracy of 56.57%, which is 7.80%, 1.20%, and 11.22% better than that of the LDNS, PCB and Triple Focal Loss, respectively, from which we can see that the deep learning methods perform better than hand-crafted and metric learning. This also proves the significance of SSN. However, there is still a performance improvement CUHK03 when using CUHK03-labeled or whole dataset. When we use re-ranking for testing, the Rank-1 accuracy and mAP of SSN(RK) increase by 7.21% and 13.64% over those without re-ranking. Table 8 shows the performance of prior works and SSN on DukeMTMC-re-ID. There are still three categories as with the above two datasets, including hand-crafted methods (LOMO+XQDA [46] ), deep learning methods (GAN [49] , OIM [50] , PAN [20] , SVDNet [19] , AWTL [21] , HA-CNN [43] , and PCB [24] ), and metric learning (Triple Focal Loss [51] and DPFL [45] ). The proposed method SNN gets the best result with 83.25% Rank-1 accuracy that provides improvements of 52.45%, 1.45% and 5.65% over those of LOMO+XQDA, PCB, and DPFL, respectively. Meanwhile, mAP of the SSN is 53.41%, 4.31%, and 11.81% better than those of LOMO+XQDA, PCB and DPFL, respectively. When we use the re-ranking method, Rank-1 accuracy and mAP of SSN(RK) are 87.52% and 84.42%, which are 4.4% and 15.41% improvements over those without re-ranking, respectively. Figure 3 shows the samples of the pedestrians that are retrieved from Market1501, CUHK03-detected and DukeMTMC-re-ID using SSN. The first column indicates the query images and the remaining columns are gallery images. The retrieval samples are ordered according to their Rank scores from left to right. Some images with red rectangles are negatives and others are positives in the same row. We can see that the results are extremely sensitive to the color and style of the clothes and the pose.
From the above analysis, we realize the effectiveness and universality of deep learning in re-ID. There is still tremendous room for improvement when using deep learning in computer vision. Figure 4 shows the Rank-1 of the local, global and fusion features in SSN for the three datasets. Li is the ith part feature of all local features. G is the global features. L is all local features. G&L is the fusion features. We can obtain that L3 and L4 are more generally effective than L1, L2, L5, and L6. This means that different parts of the pedestrian image play different roles in feature extraction. The Rank-1 of G is slightly lower than L but higher than each of the local features. The probable reason is that the global features contain background information. G&L achieves the highest accuracy over the others, which still tells us that effective features are important for re-ID.
IV. CONCLUSIONS
In this paper, we have proposed a two-stream network named the Spatial Segmentation Network that simultaneously considers both the global features and local features for nonaligned re-ID. By integrating the two kinds of features, we obtain the fusion features for testing. The effectiveness of the proposed SSN is demonstrated by comparing the prior methods using three large-scale person re-ID benchmark datasets. In addition, we verify that the feature extraction is an important task for re-ID using the Rank-1 accuracies of the different features.
In the future, we intend to research the exclusive features that belong to pedestrians using an attention mechanism and design a new dataset with various appearances.
