Some two-dimensional time-parameter stochastic processes are constructed from a sequence of linear rank statistics by considering their projections on the spaces generated by the (double) sequence of anti-ranks. Under appropriate regularity conditions, it is shown that these processes weakly converge to Brownian sheets in the Skorokhod Jl-topology on the D 2 [0,ll space. This unifies and extends earlier one-dimensional invariance principles for linear rank statistics to the two-dimensional case.
~. Let {Xi' i~l} be a sequence of independent and identically distributed random variables (i.i.d.r.v) with a continuous distribution function (df) F(x), xtR, the real line (-00,00). Consider the usual linear rank statistics (1.1) where {c i ' i~l} is a sequence of (known) (i) .
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For N>2, consider a stochastic process w~l) = {W~l)(t): tEl}, 1= [0, 1] , where (1.5) From Sen and Ghosh (1972) , it follows that as N~, w~l) converges in law to a standard Brownian motion on I; this provides the first functional PCLT for linear rank statistics. In the context of progressively censored nonparametric tests for the life-testing problem, Chatterjee and Sen (1974) have formulated a second functional PCLT which may be posed as follows. For every N~l, let TN,O=O, and On denoting by~N(r)=(SNl,••• ,SNr)' l~r~, and by~~r), the a-field generated by~N(r), we observe that E[TNI~~r)] = TN,r and V(TN,r) = VN,r' l<r<N. Consider the process w~2) = {W~2)(t): tEl}, where
Then, w~2) converges in distribution to a standard Borwnian motion on I, and this provides the second functional PCLT for linear rank statistics. [Actually,
in Sen et al. (1972 Sen et al. ( , 1974 , these processes were defined on the C Then, the main result of the paper is the following. For every pEl, let us define
It may be noted that v(p) is t in p(EI), and as in Hajek (1961), we have ,~)~) 
Note that n(~-ll)ui-1(1_U)n-i attains a unique maximum at u=(i-l)/(n-l), and then, bn (i;p) = O(n ), V i~r(p)-n log n.
In a similar manner, it follows that
Ib (i:p) I = O(n log n), V i>r(p)+n 2 log n. (3.4Z) (3.43) and for (3.43) , it suffices to show that for every 0~sl~1-0,
Let us consider the family of one-parameter processes (3.45 ) Let~* be the a-field generated by R =(R 1, ... ,R ), for n>l; ..f* is I in n. n -n n nn -~n Also, for every N(>l), on defining n(t 1 ) as in (2.2), we denote by probability (n+1) ,so that E{an+1(Rn+1n+1;P)~~} = (n+1) l.i=lan+11;P)=0.
Thus, the second term on the rhs (right hand side) of (3.48) vanishes. Also, for l~i~n, given~~, R n + 1i can be either R ni or (R ni +1) with respective conditional probabilities (n+1)-1(n+1-R i) and (n+1)-lR ., so that n n1 and hence, noting that WN(O,t) = 0, V t£l, the last line on the rhs of (3.51)
follows from (3.53) by using the Schwarz inequality. Q.E.D.
Returning now to the proof of (3.42), we observe that by Lemmas 3.1 and 3.3, it suffices to show that for every £">0 and n">O, there exist a 0: 0<0<1
and an N , such that for N>N , so that by (3.38) with m=3, (3.69) Thus, (3.67) holds and the proof of (3.42) is complete.
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To prove (3.44), we make use of Lemma 3.2, so that for every s2EI, {W N (t,s2)'~( t); tEl} is a marginga1e, which implies that (3.70)
As such, the proof of (3.44) follows along the lines of (3.59)-(3.62). For brevity the details are omitte~. Finally, by (2.2), (3.6), (3.7), (3.11) and-the tightness of The process W~2) in (2.10) has been utilized by Chatterjee and Sen (1974) to construct nonparametric tests for progressively censored schemes where all the N observations are put to life-testing at the same time. In many practical problems, these N observations enter the scheme (in batches) at different points of times. This introduces additional complications necessitating a two-time parameter process to describe the phenomenon. This can be taken care of by our W N in (2.1), and the details will be provided in a separate paper.
