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Abstract 
The paper develops abetter upper estimate of the error for the Krylov subspace approximations to the exponential of
a large matrix than that given by Gallopoulos and Saad (1992). This approach is based on Chebyshev series 
approximation. 
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1. Introduction 
The problem of approximating the matrix exponential ear for a given matrix A e ~"×" and 
vector v e ~" appears in solving systems of linear ordinary differential equations and time-depen- 
dent partial differential equations. A new approach of approximating ear by using Krylov 
subspaces was introduced and analysed in papers by Saad [4] and Gallopoulos and Saad [1]. 
However, the error estimate provided by them is not sharp and there is a linear relation between 
the dimension of the Krylov subspace and the spectral radius of the matrix A. The new estimate 
which is based on the Chebyshev series approximation, and shows that a sharper estimate of the 
order holds, see Theorem 3, which is roughly the square root of the 2-norm of the matrix A times its 
logarithm. 
Krylov subspaces provide efficient means of approximating e-av for a given vector v. This is 
done by applying the Arnoldi or Lanczos method to construct orthonormal bases {ql, ..., qm} for 
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the Krylov subspace 
= ~(A ,  v, m) = span {v, Av, A2v, . . . ,  A m- iv}. 
Let Qm = [ql . . . .  , q,,]. The algorithms compute a matrix Hm satisfying 
AQm = QmHm + hm+l,mq,,+lem and Hm = Q~AQm,T 
where em is the unit vector with 1 at the mth element. The Krylov subspace approximation to e-av 
is Q,,e-n.QmV,T. see [1,41. The error estimates for Krylov subspace approximations to e-Av for 
a symmetric A given in [1,41 are 
p,, 
e(A,v,m) = l ie-%- Qme-n'O~v[[2 <~ Ilvl12 m[2m-1, (1) 
where p = [1A 112. For problems coming from parabolic PDEs p is typically 103-106. Consequently, 
to achieve a relative error bound of e (0 < e<<l), by using Stirling's formula we find that 
m > ep/2 > p; i.e. dimension of the Krylov subspace must be very large. Indeed, this value for m is 
far larger than is required in practice. Of course, if m >/n then e(A, v, m) = 0. However, this is 
a theoretical property, since round-off errors usually destroy it. 
The purpose of this paper is to obtain an improved bound which gives much sharper estimates 
for symmetric A with large p and m ~< n. 
2. Chebyshev expansions versus Taylor series 
The bound (1) is based on the following result of Gallopoulos and Saad [11, which relates 
polynomial approximation to the Krylov approximation methods. 
Lemma 1. For any polynomial p(z) of  degree less than m, 
e(A,v,m) <<. Itvll2(llr(h)ll2 + IIr(n,.)ll2), 
where r(z) = e -z - p(z). 
A proof of the above lemma can be found in [1, Lemma A.1]. It is based on the fact that for any 
P ~ ~m and any v 
p(a)v = Qmp(~m)Q~mV, 
where ~,, is the set of all polynomials with degree less than m. 
For a normal matrix A it can be shown that for any analytic matrix function f, 
II f(Z)II 2 = max { I f (2)  l: 2 ~ a(A)},  
where a(A) is the spectrum of A. This gives the following lemma. 
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Lemma 2. I f  A is a symmetric matrix, then 
l ie-% - Qme-n'Qrmvl[2 
~< 211v112 min max {I e-z - p(2)l: 2mi. ~< 2 ~< '~'max}, 
p~ 
(2) 
where ,~rnin and '~max are, respectively, the minimum and maximum eigenvalues of A. 
Proof. The only difficulty is in noting that the eigenvalues of Hm lie in the range ['~'min, '~'maxl which 
follows easily from the Courant-Fischer minimax theorem (see for instance [21). Then, 
II r(A) ll 5, II r(nm) ll 2 max {I I" ), [' min, '~maxl), 
where r(z) = e -~ - p(z). Taking the minimum over all p e ~m gives the desired result. [] 
To obtain a bound of the right-hand side of the inequality (2), in the papers E l, 41 the truncated 
Taylor series ~ k < m (-- z)k/k! of e-  ~ is used, which has bad behaviour for m < I z I, as is well known. 
To obtain better estimates, we choose to find another polynomial approximation. While the ideal is 
to find the minimax polynomial approximation to e-2 on [2min, 2max1, it is not feasible to complete 
these calculations analytically. Rather, we choose to compute a Chebyshev expansion 
e - z= ~, akTk(2X-  1), (3) 
k=O 
where Tk is the kth Chebyshev polynomial (of the first kind) and 
Z - -  ~rnin 
X - -  
'~max - -  '~min "
Note that x E [0, 11. A bound on II r(A)II 2 and [I r(Hm)II 2 is then Y.ff=m l akl. Since the convergence of
the ak is eventually super-exponential ( rising from the fact that e-Z is an entire function), this 
should give a fairly sharp bound on the minimax error, at least for large m. See e.g. [3] for 
a discussion of the uses and properties of Chebyshev approximation. 
3. Calculating the Chebyshev coefficients 
Let p = )]-max - -  '~min. We consider the problem of forming the Chebyshev series 
e -px= ~ CkTk(2X--1), X~[0,11, 
k=0 
where we have replaced z by px + 2min in (3) and 
Ck = exp (2min)ak. 
(4) 
(5) 
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Writing 2x - 1 = cos 0 we get 
e-p(1 +cos 0)/2 = C k Tk(cos 0) = ~ ck cos (kO). 
k=O k=O 
This turns the problem into one of finding Fourier series coefficients: 
C k = --  e-p(l+cosO)/2cos(kO)dO 
7C 
(6) 
(7) 
(12) 
(13) 
equation 
-+  1 1 
r 
which has one positive solution: 
r* = P - x/4k2 q- p2  _ 2k 
2k + x/4k 2 -t- /9 2 P 
for k > 0. 
Estimating I Ck[ can be done most easily by converting the problem to estimating a contour 
integral (with z = el°): 
Re - i I ~ _-- e-p(1  +(z+ 1/z ) /2 ) /2zk -  1 dz, (8) Ck 
7C Jo 
which can be bounded by 
ICkl <~ l ~ce-P(l  +(z+ l/z)/2)/2zk-l dz , (9) 
where the contour C is a counterclockwise unit circle around the origin. 
Since e -p(1 +(z+ 1/z)/2)/2zk-1 has only one singularity, which is the essential singularity at z = 0, 
any contour going once counterclockwise around the origin will give the same value. We choose 
a curve C' which is a circle of radius r centred on the origin; r will later be chosen to give good 
estimates. For z = re  i°, [exp(-  p(1 + (z + 1/z)/2)/2)1 = exp( -  p Re(1 + (z + 1/z)/2)/2). Note that 
Re(z + 1/z) = (r + I /r)cos 0. Thus, 
exp( -p (1  +~-~) /2 )  =exp( -p (1  + ( r+ l~)c°sO) /2 )  
~< exp ( -  p(1 - (r + 1/r)/2)/2). (10) 
Also, I zk- X I = rk- 1, and dz = ire i° dO. Thus, 
Ickl 1 I -- e-P(1-tr+ l/r)/2)/2rk dO = 2e-V(1-tr+ l/r)/2)/2r k. (11) 
3o 
This bound can be minimised over r > 0; setting the derivative of the logarithm to zero gives the 
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Thus, 
r* + 
1 _ 2x/4k 2 + p2 
r* p 
Substituting r* for r gives 
I ckl ~< 2 P exp x/4k 2 2k + x/4k 2 d- p2 p q_ + p2 
=2(2k+~/4kZ+pzeXp(  2k ))k p + ~/4k 2 + p2 " 
Let Uk = kip and define 
1 exp 1 + f(u) = 2u + ~/4u 2 + 1 
Then, 
Ickl <~2(f(Uk)) k 
and 
00 
E lak[ ~<4e -z~i" ~ (f(Uk)) k 
k=m k=m 
3.1. Function f(u) 
For any u >/0 
f'(u) = 
2 ( 
(2u + ~2 + 1)(1 + ~/4u 2 + 1) exp 1 + 
It means that the function f(u) is decreasing. By the fact that f(0) = 1 we obtain 
f(u) < 1 
for any u > 0. Moreover, 
lim f (u) = O. 
U ---~ Ct) 
For any u/> 1 we get the following estimate: 
f(u) ~<f(1) = 2 +lx/~ e2/(1 +,/5 ~ 0.438. 
(14) 
(15) 
(16) 
(17) 
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We need a similar estimate for 0 < u ~< 1. Let 
g(u) =- ln (2u  + x//~ 2 + 1)+ 2u l+v +l - -+bu,  
where 
b _ _ _  
2 
l+x /5  
0.618. 
For any u • [0, 1] 
-2  
O'(U) = + b ~< O, 
1 + ~/4u 2 + 1 
what means that the function g(u) is decreasing. Hence 
g(u)~< o(O)=O fo ru•[0 ,1 ]  
and 
- ln(2u + ~ + 1) + 
2U 
1 + ~/4U 2 + 1 
(18) 
Since, 
<~ - bu. (19) 
f (u)=exp(- ln(2u+ x /Q~+ 1)+ 2u .'~, 
l + ~ J  
then by (19) 
f(u) <~ exp(- bu) for u e [0, 1]. (20) 
3.2. Combining factors 
To get the bound for ]Ck[ we use the inequalities (15), (20) and (17). For k ~< p we have 
Ic~l <~ 2(exp(- bk/p)) k= 2exp ( -  bk2/p), (21) 
where b is defined in (18). 
For k/> p, the corresponding result is 
I c~l < 2d k, (22) 
where d =f(1) (see (17)). 
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4. Est imat ing the remainder 
Taking p(x) r,- 1 = Y~k=0 CkTk(2X -- 1) as the polynomial of degree < m for the bound on the Krylov 
approximation error we get that the residual magnitude is bounded above by Eke=,, I Ck[. Here we 
bound this sum. 
Note that as we have considered the two cases k ~< p and k >~ p, the infinite sum must be split 
into two parts: 
Ickl= Ickl+ levi 
k = m m <~ k <~ p k >~ p 
at least for m ~< p, which is normally the case in practice. 
The first term is bounded by 
I Ck[~< ~ exp( -bkZ/p)  
m<~k<~p m<<.k<~p 
~ exp( -  bm2/p) + exp( -  bk2/p)dk 
t ~< exp( -  braE~p) 1 + 
The second term is bounded by 
~ 2d k - 2dP 
k>~p 1 -d"  
The magnitude of the remainder is, therefore, bounded by 
Ickl ~< 2exp( -  bm2/o) 1 + + l----d" 
k~m - -  
where b is defind in (18) and d = f(1). Hence, we get the following estimate for the coefficients ak (see 
(5)): 
~, lak[ ~<2exp( - bm2/p )-min)[1 + P~/~3 
- -~ 1 -d  k >>-m 
We can now formulate our result as a theorem. 
Theorem 3. Let A be symmetric. For any v ~ R n 
lie-% - Qme-Hma~vl[2 
~< 4[[vll2e -xmin exp( -  bm2/p) 1 + pro + ~ . 
where b is defined in (18) and d =f(1)  in (17). 
2d p e - ~ m~o 
(23) 
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For m << p, it is clear that the first term of the bound dominates the second, and the second cannot 
dominate the first until m/> p, in which case the first summation disappears. Asymptotically, this 
remainder is O(x /~exp( -  bm2/p - 2min)). Further, to obtain an acccuracy of e > 0, the value of 
m that should be used will be asymptotically 
This can explain not only the size of m needed for accurate approximations to the exponential, but 
also why once a certain threshold is reached, high accuracy comes quickly. 
5. Numerical computations 
It is rather easy to notice that we can restrict our computations to normalized vectors v, The 
following relation is valid for any v ~ •": 
I l e -av  - -  Qme-H-OWvl l2  = /311e-Au - -  Qme-H-QW~ulIz, 
where v = flu,/~ = II v II 2 and II u II 2 : 1. 
We now show that for numerical computations we can consider only diagonal matrices. Since 
A is symmetric we can represent A as 
A = SDS r, (24) 
where S = [wl, ... ,w,] ,  wl are eigenvectors of A corresponding to eigenvalues 2~ and 
D = diag {21, .. . ,  2,}. The matrix S is orthogonal, that is, SS r = SrS = I. Hence, 
e-Av  = Se-DSTv.  
Let w = Srv. Assume that 
and 
that 
o~¢l(D, w, m) = span {ql, -.., qm} 
~1~ = W/II W 112, (q~, q j) = 6~i, where 6ij is the Kronecker delta. We have the following relation: 
glj = SXqj, (25) 
is, 
Jg" (D, w, m) = s r~ (A, v, m). 
i i 
q,+l = D~i -  ~ ~ilqJ = OSXq, -  ~ gtJ, Srqj • (26) 
j= l  j= l  
To prove it we use the mathematical induction. Eq. (25) is valid for j  = 1 (from the definition of ql)- 
Let ~j = SVqj for j = 1, . . . ,  i. We show that c~i + 1 = SXq, + 1. We have 
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Since, 
~lji = (D~li, ~lj) = (SDST qi, q~) = (Aq,, q j) =a i i ,  
multiplying (26) by S we get 
i 
S~li+l =- Aqi - ~ a~iqj = qi+l.  
j= l  
Moreover, we find that the matrix Hm is the same for D and A. 
Let Qm : STQm = [q l ,  . - - ,  qm]" Now we have 
l ie-% - Qme-n'QTmv][2 = IlSe-°w - Qme-n'QTmSwll2 
= [le-°w - STQme-H-(STQ,,)Tw[12 = Ile-°w -- 0me-n-0VmWll2 
As a conclusion we obtain the following lemma. 
Lemma 4. For any vector v and any symmetric matrix A there exist a vector w and a marix D such 
that 
[le-av - Q,,e-n.QV,,vllz = [le-°w - 0me-n-0Tmwll2, 
where Qm is the matrix of basis vectors of aUF(O,w,m) and Hm = [(D~i,~i)] = [(Aqj, qi)]. 
Further we will do numerical tests only for normalized vectors v and diagonal matrices A. 
We present hree kinds of tests. The vector v has elements 1/w/~. We have done tests for the 
following three matrices: 
{c  t A~=dlag  1,~- i - l  + l, ... - -  +1 ,  ... c+ l  
' n -1  ' ' 
A2 = diag{1, cdl + 1, . . . ,cd, -2 + 1, c + 1}, 
A3 = diag 1, c sin 2(n - 1--~ + 1, .. . ,  
ni ~t(n -- 2) } 
c sin 2 (n -- 1----~) + 1, ... ,  c sin 2 (n -- 1--------) + 1, c + 1 ~, 
where c s I-1, ~]  is a parameter and dl ~ [0, 1] are random numbers. Note that 2min(Ai), i = 1,2, 3, 
is equal to 1 and p = 2max(A~) = c + 1. For generating the matrix Qm and H,, the Lanczos method 
was used. 
It has turned out that the results for those three matrices are almost the same. Therefore, we 
provide the results only for the matrix A1. Tables 1-3 contain results for n = 100, n = 1000 and 
n = 10 000, respectively, for different c. In the third and fourth columns there are estimates of the 
matrix exponential given by Saad and Gallopoulos (1) and the new result obtain by the authors 
(23), respectively. In the next column the value of approximation (16) is computed. If the element of 
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Table 1 
Computations for n = 100 
c m Right-hand Right-hand Value of e(A, v, m) m / ~  
side of (1) side of (23) (16) 
1 5 0.017 0.50 9.3" 10 -4 2.4" 10 -6 4.3 
10 13 1.35 8.2" 10 -4 9.9" 10 -6 1.3- 10 -7 2.5 
100 36 1.12- 1020 0.0065 1.3" 10 -5 4.2- 10 -8 1.7 
1000 51 6.0' 1071 10.8 0.99 4.7' 10 -8 0.61 
10000 51 5.7" 10122 143.0 62.0 4.7.10 -8 0.17 
Table 2 
Computations for n = 1000 
c m Right-hand Right-hand Value of e(A, v, m) 
side of (1) side of (23) (16) 
1 6 0.0028 0.50 8.6" 10 -5 9.5 
10 13 1.35 8.2" 10 -4 9.9" 10 -6 1.3 
100 37 1.5" 1020 0.0042 6.4" 10 -6 5.3 
1000 112 2.2" 1012° 0.023 2.7" 10 -5 2.1 
10000 164 1.6- 10 a15 31.8 2.7 2.1 
100000 165 4.8" 10481 445.0 190.0 1.8 
10-8 
10-7 
10-8 
10-8 
10-8 
10-a 
5.1 
2.5 
1.7 
1.4 
0.54 
0.15 
Table 3 
Computations for n = 10000 
c m Right-hand Right-hand Value of e(A, v, m) 
side of (1) side of (23) (16) 
1 6 0.0028 0.50 8.6.10 -5 9.4.10 -8 5.1 
10 13 1.35 8.2.10 -4 9.9.10 -6 1.3-10 -7 2.5 
100 37 1.5-102° 0.0042 6.4.10 -6 5.1.10 -8 1.7 
1000 118 1.45-10124 0.01 6.7.10 -6 1.0-10 -8 1.4 
10000 360 2.9.10586 0.056 4.9.10 -5 4.4.10 -9 1.2 
100000 530 3.9.101277 92.7 7.37 4.1.10 -9 0.49 
the sum is less than  10-  lo then  the  computed  sum on the r ight -hand s ide o f  (16) is te rminated .  The  
parameter  m is chosen  in such a way  that  the  re la t ive  er ror  is e(A1, v, m)/II e-  Alv II = ~ 10-6. Al l  the  
computat ions  were  done  on  the  Sun  Spare  S ta t ion  10. 
As a conc lus ion  we obta in  that  the  es t imate  (23) appears  to be cons iderab ly  bet ter  than  the 
s tandard  es t imate  (1) for c ~> 10. I t  is in teres t ing  to  not i ce  that  for p ~< n the va lue  o f  m is rough ly  
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In p. The next interesting observation is that for p > n the value of m increases much more 
slowly, or even stabilizes. 
References 
[1] E. Gallopoulos and Y. Saad, Efficient solution of parabolic equations by Krylov approximation methods, SlAM J. 
Sci. Statist. Comput. 13 (1992) 1236-1264. 
[2] R.A. Horn and C.A. Johnson, Matrix Analysis (Cambridge Univ. Press, New York, 1985). 
[3] Y. Luke, A loorithms for the Computation of Mathematical Functions (Academic Press, New York, 1977). 
[4] Y. Saad, Analysis of some Krylov subspace approximations to the matrix exponential operator, SIAM J. Numer. 
Anal. 29 (1992) 209-228. 
