Fractional operators are widely used in mathematical models describing abnormal and nonlocal phenomena. Although there are extensive numerical methods for solving the corresponding model problems, theoretical analysis such as the regularity result, or the relationship between the left-side and right-side fractional operators are seldom mentioned. In stead of considering the fractional derivative spaces, this paper starts from discussing the image spaces of Riemann-Liouville fractional integrals of Lp(Ω) functions, since the fractional derivative operators that often used are all pseudo-differential. Then high regularity situation-the image spaces of Riemann-Liouville fractional integral operators on W m,p (Ω) space are considered. Equivalent characterizations of the defined spaces, as well as of the intersection of the left-side and right-side spaces are given. The behavior of the functions in the defined spaces at both the nearby boundary point/ponits and the points in the domain are demonstrated in a clear way. Besides, tempered fractional operators show to be reciprocal to the corresponding Riemann-Liouville fractional operators, which is expected to make some efforts on theoretical support for relevant numerical methods. Last, we also provide some instructions on how to take advantage of the introduced spaces when numerically solving fractional equations. (2010): 26A33, 46E30, 34A08, 34A45
Introduction
The concept of fractional derivatives are almost as old as their more familiar integer order counterparts. The notion of fractional calculus goes back to the Leibniz's note in his list to L'Hospital dated Sep. 30, 1695 [4, 18, 28] . Until recently, however, fractional derivatives have been widely and successfully explored as a tool for developing more sophisticated mathematical models. During the last decades, fractional calculus has gained widely attention in the development of the mathematical models in statistical physics, mathematical finance, polymer modeling; fractional dynamics are also disclosed, such as, anomalous diffusion, synchronization of chaos, and multi-directional multi-scroll attractors [3, 25] .
At the same time, there are numerous numerical methods have been proposed to solve temporal as well as spatial fractional problems, such as finite difference methods [24, 8, 32, 36, 1, 37, 17, 35, 10] , finite element methods [11, 9, 12] , spectral methods [21, 31, 33, 34, 7, 16, 23] , Monte Carlo approach [22, 20] , and so on.
where φ(x) = f (x), and c = f (a).
Denote by AC n (Ω) the space of functions f (x) which have continuous derivatives up to order (n − 1) on Ω such that f (n−1) (x) ∈ AC(Ω):
AC n (Ω) = {f : D n−1 f (x) ∈ AC(Ω)}.
(2.2)
In particular, AC 1 (Ω) = AC(Ω). Here Γ(·) presents the Euler gamma function. Now we can introduce the set of α-th order left-side and right-side Riemann-Liouville fractional integrals of L p (Ω) functions, 1 ≤ p < ∞. This is actually an Abel's equation [14] . By the exsitance and uniqueness of the solution, we have where u(x) = a I α x ϕ(x). Now we can see that I α a+ [L p (Ω)] with the norm (2.5) is a Banach space as it is isometric to L p (Ω).
Properties

Characteristics
One of the characteristics of the space I α a+ [L 1 (Ω)] is given by the following lemma. In particular, when 0 < α < 1, then u(x) ∈ I α a+ [L 1 (Ω)] is equivalent to
For simplicity, in the rest of this paper, we replace RL
does not need to be zero at the left boundary. In fact, u(a) is permitted to be a constant or even infinite. For instance, assume 0 < α ≤ α < 1, and (ii) if n − 1 ≤ α < n, then for k = 1, 2, · · · , n,
since by [28] ,
Actually, from the definition of the operator a I α x , there is
Thereby, given p ≥ 1, and β > − 1 p , then
Remark 2.5. Here one fact need to be clarified: if u(x) ∈ I α a+ [L 1 (Ω)], n − 1 ≤ α < n, then by the definitions of AC(Ω) as well as AC n (Ω) in (2.1)-(2.2), and Lemma 2.3, there is a D α x u(x) = D n a I n−α x u(x) ∈ L 1 (Ω 
where α > 0, δ > −1, γ ∈ R, and J σ,η n (x) denote the Jacobi polynomials. These functions are always used in spectral methods for solving fractional problems [31, 34] . In fact, since both (1 + x) δ J γ,δ n (x) and
, we can see that
and
Properties
The key property of the space I α a+ [L 1 (Ω)] is listed in the following lemma.
Proof. Firstly, the equality
is valid for any summable function ϕ(x). This is because, since ϕ(
Therefore, by the definitions of AC(Ω) as well as AC n (Ω) in (2.1)-(2.2),
. Then by Eq. (2.8),
Now Lemma 2.2 can be rewritten as:
If u(x) ∈ I α a+ [L p (Ω)], 1 ≤ p < ∞, then there exists a unique ϕ(x) ∈ L p (Ω), such that u(x) = a I α x ϕ(x), where ϕ(x) = a D α x u(x). The norm in (2.5) can be redefined as: 
the norm in (2.9) is indeed well-defined for I α a+ [L p (Ω)] being as a Sobolev space. Based on Lemma 2.7, two corollaries can be obtained.
where ·, · is the duality paring of L p (Ω) and L q (Ω).
In particular, we have
Remark 2.11. The fractional operator D α u(x) := D a I n−α x D n−1 u(x) is discussed in [12] . The authors in [12] believe that the abnormal diffusion problem with the operator defined in this way, and with normal Dirichlet boundary conditions, physically make sense.
Besides the nonlocalness, the main point of Riemann-Liouville operator lies on the singularity at the boundary points. The authors in [30] make a contribution on recovering delicately the effect of Riemann-Liouville integral operator makes on the boundary point, which helps us to remove the ambiguous feeling about it. After relabeling and rearrangement, we list the embedding properties of fractional integral operator here:
Lemma 2.12 (Theorem 2.6, Theorem 3.5, Theorem 3.6 in [30] ). (i) If p ≥ 1, then
More specifically, given any > 0, for any ϕ(x) ∈ L p (Ω), and any x, y ∈ [a, b], there exist constants
By (i) of Lemma 2.12, it is easy to see that the following results hold.
16)
By (i) of Lemma 2.12, since a I α1
Also,
From definitions in (2.13) and (2.14) , it is not difficult to see that C m,γ (Ω) implies c m,γ (Ω). What is more, the general Sobolev inequality in [13] shows that W m+1,
exists in the weak sense and belongs to L p (Ω).
The following result shows indirectly the the further relationship between the two Hölder spaces defined in (2.13) and (2.14) .
Thereby, there exists a constant C 0 := C 0 (α, a, b) > 0, such that
Since (x − a) α− 1 p +ε0 ∈ W 1,p (Ω), we have u(x) ∈ W 1,p (Ω).
Intersection of Left-side and Right-side Spaces
The authors in [30] discussed the relationship between the α-order left-side and right-side fractional integral spaces of L p (Ω) functions. After flipping through pages and relabeling, we rearrange the results and list them as follows. 
20)
up to the equivalence of norms. When 1/p < α < 1/p + 1, then
Based on the above results, we can get two interesting results about the intersection of the image spaces of left-side and right-side Riemann-Liouville integrals of L p (Ω).
Proof. We only show the proof of (2.22). Equality (2.23) can be proved in a similar way. On one hand, for any φ(
One the other hand, for any ψ(x) ∈ L 2 (Ω), we denote
. 
Then, there holds
) as x → a, then by (ii) of Lemma 2.12, we can get
Thus, φ(x) makes sense. Also, since v(x) is continuous, and v(a) = 0,
Tempered Fractional Operators
The tempered fractional calculus is a mathematical tool to describe the transition between normal and anomalous diffusions (or the anomalous motion in finite time or bounded physical space). Exponentially tempering the Lévy measure is a popular way to make the moments of Lévy distributions finite in transport models. In spatially tempered fractional Fokker-Planck equation [5, 29] , the left and the right tempered fractional derivative are defined, respectively, as
with n − 1 ≤ α < n, λ ≥ 0. By above definitions, we can see that from the mathematical view, there is no essential difficulty when solving a tempered fractional problem by using finite difference methods, compared with solving the corresponding Riemann-Liouville one. However, as far as we know, there has no literature to show that tempered and Riemann-Liouville fractional problems are reciprocal in some sense when solving them by spectral methods or finite element methods.
In this subsection, we show that under the image space of fractional integrals of L p (Ω) functions, tempered fractional operator is indeed equivalent to its corresponding Riemann-Liouville fractional operator, which is expected to make some efforts on theoretical support for relevant numerical methods.
We firstly borrow a result from [30] . After relabeling and rearrangement, we list it in the following way.
Also, there are positive constants C 1 and C 2 , which depend on α, σ, and a, b, such that
That is, there are positive constantsC 1 andC 2 , which depend on α, σ, and a, b, such that Now we prove there exists a constant C, which depends on α, σ, a, b, such that
We only prove the case when 0 < α < 1. Actually, according to the proof of Lemma 31.4 in [30] , we can get
Since there exists a constant c 1 = c 1 (σ, a, b), such that |e σ(x−s) − e σ(t−s) | ≤ c 1 |x − t|, then there exists another constant c 2 = c 2 (σ, a, b), such that
Therefore, by Eqs. (2.9), (2.12), we have
Finally, by Eqs. (2.9), (2.12), and Lemma 2.19, we have
The lower bound
, can be obtained in a similar way. . We show the following result for tempered fractional integrals, which is similar to Lemma 2.4 in [11] .
Theorem 2.21. Let 0 < α < 1 2 , and λ ≥ 0. If u(x) ∈ L p (Ω), p = 2 1+2α , then
Proof. Firstly, by Theorem 2.17 and Lemma 2.19, we can see that both a I α,λ x u(x) and x I α,λ b u(x) belong to L 2 (Ω).
By noticing that
where tan θ = ω λ , we can get
Therefore, by the equalities [6] F
we have
Since |2θα| ≤ απ < π 2 , and cos(2θα) ≥ cos(απ) > 0, we have
3 Image Space of Riemann-Liouville Integrals on W m,p (Ω) Space
In this section, we generalize the image spaces of Riemann-Liouville integrals of L p (Ω) functions to the spaces that possess high regularity. and
respectively.
It is easy to see that, for 0 < α < 1, and any positive integer m, there is They by the definitions of AC(Ω) as well as AC n (Ω) in (2.1)-(2.2), we have D l a I n x ϕ(x) x=a = a D α−(n−l)
x u(x) x=a = 0, l = 0, 1, · · · , n − 1.
Sufficiency. If 
Properties
Since 
, which means ϕ(x) is continuous up to its (m − 1)-th derivative. So, for k = 1, 2, · · · , m, there is [28] 
5)
In short, if u(x) = I α a+ [W m,p (Ω)], m ≥ 1, and 1 < p < ∞, then for k = 1, 2, · · · , m, there is 
because of the summation term in Eq. (3.5). However, we shall see later that, for m ≥ 0, and 1 < p < ∞,
indeed holds.
Properties
Define P N (Ω) as the polynomials spaces of degree less than or equal to N (if N = −1, we define P −1 [−1, 1] := {0}). We begin discussing the properties of I α a+ [W m,p (Ω)] from the special case when p = 2 and W m,p (Ω) = H m (Ω).
Proof. We only show the proof when α ∈ (0, 1 2 ). The case of α ∈ ( 1 2 , 1) can be obtained in a similar way. We prove the result for m ≥ 1, since when m = 0, P −1 (Ω) = {0}, the result is immediate by Theorem 2.17.
Necessity: Thus,
Then we have
In addition, since D j v 2 (x) ∈ L 2 (Ω), it can be yielded from (ii) of Lemma 2.12 that 
we obtain D j u 2 (x) x=a = 0, j = 0, 1, · · · , m − 1,
Then by Lemma 2.15, we get
Since u 2 (x) is a continuous function, a I 1−α x u 2 (x)| x=a = 0. Finally, by Theorem 3.2, we obtain
Another interesting result is listed in the following theorem.
(ii) Let 1 2 < α < 1, and p 2 = 2 2α−1 . Then u(x) ∈ I α a+ [W m,p 2 (Ω)], m ≥ 0, is equivalent to
Necessity:
(Ω). By (iv) of Lemma 2.12, we have
Thus, D k v 2 (x) x=a = 0, k = 0, 1, · · · , m − 1.
(3.11)
In addition, since D j v 2 (x) ∈ L p2 (Ω), it can be yielded from Eq. (2.22) that
That is, u 2 (x) ∈ H m (Ω). Sufficiency:
(Ω). Thereby,
Since u 2 (x) is a continuous function,
Finally, by Theorem 3.2, we obtain
More generally, the following theorem holds. Here we omit the proof, since it is similar to the above analysis. 
Remark 3.7. Theorem 3.6 tells the main difference between the space of fractional integrals of W m,q (Ω) and the fractional derivative space which is defined as the closures of C ∞ 0 (Ω) functions under the norm of fractional Sobolev spaces on R: the behavior of the functions in I α a+ [W m,p (Ω)] and I α b− [W m,p (Ω)] at both the nearby of the boundary as well as the points in the domain are clear.
Intersection of Left-side and Right-side Spaces
Let 0 < α < 1, 1 < p < ∞, and m ≥ 0. It is not difficulty to see that, for any p m−1 (x) ∈ P m−1 (Ω), if
only if p m−1 (x) ≡ 0. So, with the help of Theorems 3.4-3.6, we directly list the following result about the intersection of left-side and right-side spaces.
Especially:
(i) if 0 ≤ α < 1 2 and q 1 = 2 1−2α , then
(ii) if 1 2 < α < 1 and q 1 = 2 3−2α , then
(iii) if 0 < α < 1 2 , and p 2 = 2 1+2α , then
(iv) if 1 2 < α < 1, and p 2 = 2 2α−1 , then 
x)| x=b = 0, for j = 0, 1, · · · , m − 1. Therefore, we have
Approximation Property
Denote
. Denote Π N as the orthogonal projection operator from L 2 (Ω) onto P N (Ω). Denote I N as the interpolation operator from from L 2 (Ω) onto P N (Ω). We recall that for any function v(x) ∈ H m (Ω), there exit constants C 1 = C 1 (Ω, m) and C 2 = C 2 (Ω, m), such that [15] v
Then the following approximation properties hold: 
where q = 2 1−2α > 2 if α ∈ (0, 1 2 ); q be any positive number if α ∈ ( 1 2 , 1), and we take q > 2. So,
Then by Eqs. (3.16) and (3.17) , there exists a constant C = C(α, Ω, m), such that
, then there exists a constant C 1 = C 1 (α, Ω, m), such that
, then there exists a constant C 2 = C 2 (α, Ω, m), such that
Proof. We only show the proof for the case when α ∈ (0, 1 2 ). By Theorem 3.8, u ∈ H m (Ω). Then by Eqs. (3.16) and (3.17) ,
Together with Eqs. (3.14) and (3.15) , we have
Here we demonstrate two simple examples to numerically show the L 2 errors of |u( 
Application on Solving Fractional Equations
In this section, we try to offer a starting point on how to make use of the image space I α a+ [W m,p (Ω)] or I α b− [W m,p (Ω)] when numerically solving fractional equations. As a matter of fact, Theorem 3.6 or Theorems 3.4 and 3.5 can be taken advantage in a very flexible way when solving fractional equations. From a mathematical view, by the discussions in above sections, two-sided fractional problems are actually easier to discuss comparing with the one-sides problems, just by ignoring the term (x − a) α p m−1 (x). So here we only provide some instructions on how to solve the following typical problems:
with 0 < γ 2 < γ 1 < 2. Also we set aside on discussing the physical meaning of the boundary conditions. Without loss of generality, we suppose Ω = [−1, 1].
Here we only discuss four special cases. 
Sinceh 2 (x, γ 1 ) impliesh 2 (x, γ 2 ) when γ 1 > γ 2 , so if u(x) ∈ H m (Ω), then h(x) in Problem (4.1) can be rewritten as
3b)
and 
when β ∈ (0, 1 2 ); andĥ
when β ∈ ( 1 2 , 1).
, then h(x) in Problem (4.1) can be rewritten as
whereh h 1 (x, γ 2 , β) ∈ (x + 1) −γ2+β P m−1 (x),
when β ∈ (0, 1 2 ); andh
(4.5e) when β ∈ ( 1 2 , 1). So if h(x) in Problem (4.1) satisfies Eqs. (4.4)-(4.5e), then we let
andū N (x) satisfies given conditions on ∂Ω at the same time, where {ū n } N n=0 is a set of coefficients to be determined, and {J −β,β n (x)} N n=0 are Jacobi polynomials [2] . Remark 4.1. In this case, β is often chosen as β = γ1 2 in the variational weak formulation. andū N (x) satisfies given conditions on ∂Ω at the same time, where {ǔ n } N n=0 is a set of coefficients to be determined. Case 4. u(x) ∈ W m,p (Ω), with p = 2 3−2γ1 when γ 1 ∈ (1, 3 2 ), p = 2 5−2γ1 when γ 1 ∈ ( 3 2 , 2): If u(x) ∈ W m,p (Ω), with p = 2 3−2γ1 when γ ∈ (1, 3 2 ), p = 2 5−2γ when γ ∈ ( 3 2 , 2), then by Theorem 3.5 or andũ N (x) satisfies given conditions on ∂Ω at the same time, where p m−1 (x) and {ũ n } N n=0 are to be determined, and {φ n (x)} N n=0 are liner combinations of Legendre polynomials which satisfy φ k n (−1) = 0, k = 0, 1, · · · , m, when γ 1 ∈ (1, 3 2 ); and φ k n (−1) = 0, k = 0, 1, · · · , m − 1, when γ 1 ∈ ( 3 2 , 2). Remark 4.2. In fact, (4.1) can be generalized to linear fractional differential equation with sequential or multi-term derivatives as discussed in [28] , which can be likewise be studied without additional difficulty.
Conclusion
Fractional derivative operators, which are widely used in abnormal and non-local models, are actually pseudodifferential. The key difficulty lies in the Riemann-Liouville integral part of the operators. In this paper, we discuss the regularity properties of the fractional operators by using the image spaces of Riemann-Liouville integral operators on W m,p (Ω). Many useful results can be obtained without tedious proof thanks to the special properties of the defined spaces. Functions in the image spaced introduce in this paper consist two parts: one part is smooth in the domain but possesses specific regularity at the boundary point; another part shows the regularity in the domain and the asymptotic behavior tending to zero near the boundary pointall of which can be represented by functions in classical Sobolev spaces. So the image spaces we discussed distinguish the fractional derivative spaces that are defined as the closures of C ∞ 0 (Ω) functions under the norm of fractional Sobolev spaces on R. What is more, the tempered operators and the corresponding Riemann-Liouville ones show to be reciprocal in the image spaces of Riemann-Liouville integrals on L p (Ω), which is expected to make some efforts on theoretical support for relevant numerical methods. We also offer a starting point on how to make use of the image space I α a+ [W m,p (Ω)] or I α b− [W m,p (Ω)] when numerically solving fractional equations. In our future work, we shall further apply the spaces into numerical methods for solving different kinds of specific non-local problems.
