The aim of this paper is to examine the long run relationship between the world oil price, economic growth demand, and inflation in the developing country of Tunisia, by means of annual data base , univariate and multivariate tests of structural breaks, and cointegration analysis with multiple structural changes. Our empirical results indicate that by positively impacting the price level, oil price negatively impacts real output. The results also indicate that in Tunisia the monetary policy responds to a surge in the oil price in order to reduce or sustain any growth consequences. The ensuing higher inflation however prompts a subsequent tightening of monetary policy leading to a further decline in output. In addition, output does not revert quickly to its initial level after an oil price shock, but declines over an extended period.
INTRODUCTION
Oil prices may have an impact on economic activity through various transmission channels. To begin with, there is the classic supply-side effect according to which rising oil prices are indicative of the reduced availability of a basic input to production, leading to a reduction of potential output (see, among others, Barro (1984) , Brown and Yücel (1999) , Abel and Bernanke (2001) ). Consequently there is a rise in production cost, and the growth of output and productivity are slowed. Secondly, an increase of oil prices causes the terms of trade for oil importing countries to deteriorate (see Dohner (1981) ). Thus, there is a wealth transfer from oil-importing countries to oil-exporting ones, leading to a fall of the purchasing power of firms and households in oil-importing countries. Thirdly, an increase in oil prices would lead to increase in money demand. Due to the failure of monetary authorities to meet growing money demand with increased supply, there is a rise of interest rates and a slowing down of economic growth (for a detailed discussion on the impact of monetary policy, see Brown and Yücel (2002) ). Finally, a rise in oil prices generates inflation.
Since the seminal contribution of Hamilton (1983) , several recent studies based on both theoretical and empirical models have made lucid insights into the macroeconomic consequences of oil price shocks. From these studies, centered mainly on the U.S. economy, a general finding is that post-shock recessionary movements of GDP are largely attributable to oil price shocks, although a strand of studies (Ferderer, 1996; Bernanke et al(1997) ; Hamilton and Herrera, (2004) ; and Balke et al., (2002) ) have provided mixed evidence about the role of post-shock monetary policy. In addition, respective non-linear (Hamilton, 2001 ) and asymmetric (Davis and Haltiwanger, 2001 ) specifications of oil price shocks have been found that yield stable oil price-GDP relations over the entire post World War II period.
Davis and Haltiwanger distinguish between aggregate and allocative channels of the effects of oil price shocks. Their analysis suggests that the aggregate channels would increase job destruction and reduce job creation in response to an oil price increase, while the allocative channels would increase both job creation and destruction. Their discussion also emphasizes the view that the aggregate channels should operate symmetrically while the allocative channels would operate asymmetrically because both oil price increases and decreases would alter firms' desired employment structures. Thus, if oil price shocks operate predominantly through aggregate channels, employment would respond roughly symmetrically to positive and negative oil price shocks.
Some studies have argued that the possible impact of energy use on growth will depend on the structure of the economy and the stage of economic growth of the country concerned. Solow (1978) , Berndt (1980) , Denison (1985) and Cheng (1995) among others suggest that as the economy grows, its production structure is likely to shift towards services, which are not energy intensive activities. In this regard, developing country economies are expected to be more vulnerable to oil price shocks than those of the developed countries. Over time however, as developing countries' technologies improve, conversion processes and end-use devices would progress along their learning curves. As inefficient technologies are retired in favour of more efficient ones, the amount of primary energy needed per unit of economic output would cause the energy intensity to decrease, making their economies less vulnerable to oil price shocks (see, Nakicenovic et al., 1998) This current study examines the relationship between the world oil price and aggregate demand in the developing country, Tunisia, via the interest rate channel by means of a full systems multivariate cointegration analysis with multiple structural changes. Specifically, we will explore the following issues: what is the relationship between the nominal world oil price, the price level and real domestic output; how does monetary policy influence the said relationship; what are the short-run responses to disequilibrium and long-run behaviour; and how long do the effects of a shock to the world oil price last. In particular, we would like to ascertain whether output tends to revert quickly to its initial level after an oil price shock, or whether the effects of the shock persist (or to lead to a changed level of output for an extended period). Consideration for the role of monetary policy distinguishes the current study from earlier research that has dealt with oil price-output relationships in the context of developing countries, notably North Africa. News in energy price trends have become topical in recent years and, combined with the ongoing crises in the Middle East, a great deal of uncertainty abounds concerning future oil price movements. Although Africa is endowed with the widest possible range of energy resources that would far exceed its energy requirements, many African countries are reliant on oil imports, Tunisia being one of them. Tunisia has made enormous economic progress in the last two decades. In recent years both political and macroeconomic stability have enabled the country to achieve annual growth rates of over five percent, making it one of the early developing nations to receive debt relief from the international finance institutions. In 2005, oil imports alone accounted for about 20 percent of the country's merchandise imports. The recent hikes in global oil prices, if sustained, could eventually jeopardize the accumulated economic gains. It is the presence of this oil price risk that provides the motivation for the current study.
The remainder of this paper is organized in the following fashion. Section 1 presents the methodology employed in the empirical part. Section 2 discusses our empirical results -unit root test and cointegration analyzed in multiple structural breaks cases. Section 3 concludes.
METHODOLOGY
We start our empirical analysis by unit root test and break dates estimations based on the univariate case (Lumsdain and Papell (1997) and multivariate case (Zhongjun Qu and Pierre Perron (2007) approaches, which take into account the existence of potential multiple structural breaks in univariate and multivariate regressions. We then discuss the results of cointegration analysis in the presence of pre-determined structural breaks. First we test for cointegration using Saikkonen and Lütkepohl (2000a) and Johansen and al (2001) procedures, and secondly we estimate the VEC model using Johansen's (1993) approach.
Structural Break dates determination
The Lumsdain and Papell (1997) 
approach
This approach calculates the minimum value of the LM statistic of the unit root test and determines two potential structural break dates. To correct for serial correlations by including k first differenced lagged (augmented) terms, the program first determines the optimal lag length (k) at each combination of two breaks. The optimal lag length is determined by a general to specific procedure. Starting with the maximum number of lags, max k, the t-statistic on the maximum lagged term is examined to see if significant at the asymptotic 10% level. If not, the maximum lagged term is dropped and the test is repeated until the maximum lagged term is significant or no lags are found (see, for example, Ng and Perron, 1995) . Once the optimal lag length at each combination of two breaks is determined, the program searches for the two break points where the unit root t-test statistic is minimized.
In their methodology, Lumsdain and Papell use the two following models:
Model 1 includes two changes in intercept or level of the time series.
Model 2 includes two changes in intercept and trend slope
The Zhongjun Qu and Pierre Perron (2007) (ZP) approach ZP provide a comprehensive treatment of issues related to estimation, inference and computation with multiple structural changes occurring at unknown dates in linear multivariate regression models that include VAR, ZP consider testing for structural changes. Their setup is quite general in that they shall consider tests that allow for changes in the coefficients of the conditional mean, or in the variance of the error term, or both. Also, they allow only a subset of coefficients to change across regimes, hence partial structural break and block partial structural break models are permitted. They first consider using a likelihood ratio test for the null hypothesis of no change in any of the coefficients, versus an alternative hypothesis with a pre-specified number of changes, say m.
Test of l versus l+1 breaks
It is often the case that we do not know the number of changes in the system, and a statistical procedure to determine it is needed. For this purpose, information criteria such as those proposed by Liu, Wu and Zidek (1997) and Bai (2000) are possible. But as argued by Perron (1997), these perform rather poorly, especially in models involving lagged dependent variables. Hence, it is useful to have a complementary test-based procedure. Following Bai and Perron (1998), ZP consider a sequential testing procedure based on the estimates of the break dates obtained from a global maximization of the likelihood function.
Consider a model with l breaks, with estimated break dates denoted by (ܶ ଵ , … , ܶ ) , which are obtained by a global maximization of the likelihood function. The procedure to test the null hypothesis of l breaks versus the alternative hypothesis of l + 1 breaks is to perform a one break test for each of the (l + 1) segments defined by the partition (ܶ ଵ , … , ܶ ) and to assess whether the maximum of the tests is significant. More precisely, the test is defined by
Note that this is different from a purely sequential procedure since for each value of l the estimates of the break dates are re-estimated to get those that correspond to the global maximizers of the likelihood function.
Double maximum tests
As in Bai and Perron (1998), Zhongjun Qu and Pierre Perron (2007) also consider a test of the null hypothesis of no break versus the alternative hypothesis of some unknown number of breaks between (1) and some upper bound M. These are called double maximum tests since they are based on the maximum of the (possibly weighted) individual tests for the null of no break versus m breaks (m = 1, ..., M). These are particularly useful to determine whether some structural change is present since a sequential testing procedure can be unreliable for particular forms of multiple changes (Bai and Perron, 2004) . More precisely, the test and its limiting distribution are given by In practice, ZP suggest to use the following procedure to determine the number of structural breaks. First, use either UD max LR T (M) or W D max LR T (M) to test if at least one break is present. If the test rejects, then apply the test SEQT (l + 1|l) sequentially, for l = 1, 2,..., until the test fails to reject the null hypothesis of no additional structural break.
Cointegration Analysis with Structural breaks Cointegration test with structural breaks
As had been noted as far back as 1989 by Perron, ignoring the issue of potential structural breaks can render invalid the statistical results not only of unit root tests but of cointegration tests as well. Kunitomo (1996) explains that in the presence of a structural change, traditional cointegration tests, which do not allow for this, may produce "spurious cointegration". Therefore, in the present research, considering the effects of potential structural breaks is very important, especially because the World economy has been faced with structural breaks like revolution and war in addition to some policy changes. Saikkonen and Lütkepohl (SL) (2000a, b, c) and Johansen and al (2001) have proposed a test for cointegration analysis that allows for possible shifts in the mean of the data-generating process. Because many standard types of data-generating processes exhibit breaks caused by exogenous events that have occurred during the observation period, they suggest that it is necessary to take into account the level shift in the series for proper inference regarding the cointegrating rank of the system. SL and Johansen argued that "structural breaks can distort standard inference procedures substantially and, hence, it is necessary to make an appropriate adjustment if structural shifts are known to have occurred or are suspected" (2000b: 451). The SL test investigates the consequences of structural breaks in a system context based on the multiple equation frameworks of Johansen-Jeslius, while earlier approaches like Gregory-Hansen (1996) considered structural break in a single equation framework, and others did not consider the potential for structural breaks at all.
According to SL (2000b) and Lütkepohl and Wolters (LW) (2003) , an observed n-dimensional time series y t = (y 1t ,….,y nt ), y t is the vector of observed variables (t=1,…, T) which are generated by the following process
where DT0t and DU1t are impulse and shift dummies respectively, and account for the existence of structural breaks. DT0t is equal to one, when t=T0, and equal to zero otherwise.
Step (shift) dummy (DU1t) is equal to one when (t>T1), and is equal to zero otherwise. The parameters ߛ(݅ = 1,2, "), ߤ , ߤ ଵ , and δ are associated with the deterministic terms. The seasonal dummy variables d1t, d2t and d3t are not relevant to this research since our data are yearly. According to SL (2000b) , the term xt is an unobservable error process that is assumed to have a VAR (p) representation as follows:
By subtracting xt-1 from both sides of the above equation and rearranging the terms, the usual error correction form of the above equation is given by:
This equation specifies the cointegration properties of the system. In this equation, ut is a vector white noise process; xt= yt -Dt and Dt are the estimated deterministic trends. The rank of Π is the cointegrating rank of xt and hence of yt (SL, 2000b) . There are three possible options in the SL procedure (as in Johansen): a constant, a linear trend term, or a linear trend orthogonal to the cointegration relations. In this methodology, the critical values depend on the kind of the abovementioned deterministic trend that is included in the model. More interestingly, in SL the critical values remain valid even if dummy variables are included in the model, while in the Johansen test, the critical values are available only if there is no shift dummy variable in the model. The SL approach can be adopted with any number of (linearly independent) dummies in the model. It is also possible to exclude the trend term from the model; that is, µ=0 maybe assumed a priori. In this methodology as in Johansen's, the model selection criteria (SBC, AIC, and HQ) are available for making the decision on the VAR order. In the following section we have applied SL tests for the cointegration rank of a system in the presence of structural breaks.
Causality
Having established the number of cointegrating vectors, we performed Grangercausality tests (Granger, 1969) in order to verify the informational relationships between the four variables. Granger-causality from ‫ݔ‬ to ‫ݔ‬ means that the conditional forecast for ‫ݔ‬ can be significantly improved by adding lagged ‫ݔ‬ to the information set. The feasibility of the Granger-causality tests depends on the stationary features of the system. If the series are stationary, the null hypothesis of no Granger causality can be tested by standard Wald tests (Lütkepohl, 1991) .
In a cointegration model as in (1) however, two sources of causation come to light, either through the error-correction term (ECT),Πܻ ௧ିିଵ = ߙߚ′ܻ ௧ିିଵ , if, α≠0, or through the lagged dynamic terms,∑ Γ Δܻ ௧ି
ିଵ ୀଵ
if all Γ i = 0 (see Toda and Phillips, 1993) . The ECT measures the long-run equilibrium relationship while the coefficients on lagged difference terms indicate the short-run dynamics. Thus in a cointegration model (1) the proposition of ‫ݔ‬ not Granger-causing ‫ݔ‬ in the long run is equivalent toߙ = 0. In this context ‫ݔ‬ is said to be weakly exogenous for the parameter β, ‫ݔ‬ does not react to the equilibrium errors. Also from model (1) the proposition of ‫ݔ‬ not Granger-causing ‫ݔ‬ in the short run is equivalent to Γ ‫)ܮ(‬ = 0 , where (L) is the lag operator.
Impulse response
We determine how each endogenous variable responds over time to a shock in oil price variable, i.e., the effects of a shock or change in the error term associated with the oil price equation in model (1). To calculate these impulse responses, we increase for one period only the error term in the equation for the world oil price by one standard deviation and then calculate the immediate and then future effects of this change on output, world oil price, interest rate and the price level. For this exercise, estimates of the covariances among the four error terms would be required.
EMPIRICAL RESULTS

The Model
We estimate a four-dimensional macro-econometric model that represents a vector of real output (GDP), world oil price in nominal terms (OP), nominal interest rate (IR) and the price level as indicated by the consumer price level(CPL) in the form of a vector error correction (VEC) representation (see Johansen (1988; ( 1) where the reduced rank, r, of the 44× matrix of Π equals the number of cointegration vectors in the system, and n equals four, the number of (endogenous) series in cointegration equation (1). Thus, Π can be written asΠ = ߙߚ ሖ , where α and β are each of the dimension r×4 and rank r. The matrix β contains the cointegrating vectors β, ߚ = (ߚ ௧ , … , ߚ ఛ ) while the matrix of the adjustment coefficients α describes the speed of adjustment of each of the four individual series in ܻ ௧ to deviations from the cointegration relationships.
Data description
We used annual time series data covering the period 1970-2008. Real GDP at constant 2000 prices in cedis as well as the consumer price index data were obtained from the World Bank's World Development Indicators data-base. As a measure of monetary policy stance, we used the discount rate obtained from the IMF International Financial Statistics data-base. We also used oil price and interest rate data bases in our study.
All the variables were used in their logarithmic form. The logarithmic data were deemed to permit more parsimonious dynamics than non-logarithmic data (see Jumah and Kunst, 1996) . Figure 1 illustrates changes in the respective logarithmic data series. The figure shows that all the variables are upward trending with the price level showing the most upward trend. Structural break dates determination Based on the Lumsdain and Papell (1997) method our empirical results are in Table (1). In this univariate case, the results (Table1) show two different structural breaks in such variables. Here we find only one significant break date (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) which explains the debt crises in most developing countries. But we cannot easily find the second significant break date. The Lumsdain and Papell (1997) test results give many dates such as the Gulf war effect, the second war in the Gulf, war in Afghanistan and the World Trade Center attack. Then we must take the multivariate case as a possible solution for this problem which determines the possible break dates in a VAR model.
We apply the Zhongjun Qu and Pierre Perron (2007) approach to determine the possible multiple structural breaks in the multivariate cases (VAR model). Tables 2, 3 and 4, the primary findings of the analysis are as follows. The results of the Zhongjun Qu and Pierre Perron (2007) models indicate that the timing of any structural break (TB) for the multivariate model using the ZP approach is also shown in Table 4 . The computed break dates correspond closely with the expected dates associated with the debt crises in most developing countries (1986), the effects of the attack of World Trade Center and the beginning of the war in Afghanistan in 2001.
Table2: LR test results
Breaks
Cointegration analysis results
We now apply a maximum likelihood approach for testing and determining the long-run relationship under investigation in the model. As mentioned earlier, in this procedure, Johansen assumed that the break point is a known priori. In the last section, we determined the time of the break endogenously by the Zhongjun Qu and Pierre Perron (2007) procedure. The empirical result based on this method showed two significant structural breaks in the model under investigation, which are consistent with the time of the debt crises in most of the developed countries, and the war in Afghanistan. Therefore, at this stage we include two dummy variables of regime change in order to take into account the two structural breaks in the system. Following the Johansen procedure we consider three cases: impulse dummy and shift with intercept included; impulse dummy and shift with trend and intercept included; and finally impulse dummy and shift with a trend statistically independent (orthogonal) to cointegration relation included. The cointegration results in these three cases are presented in table 5.
The optimal number of lags is determined by AIC and SC, which is more appropriate for the short span of the data. The hypothesis of the long-run relationship among non-stationary variables is tested and the result is reported in Table 5 . These tables indicate that the hypothesis of no cointegration r=0 is rejected at the10%, 5% and 1% significance level. The existence of one cointegration vector is not rejected in any of the three cases mentioned. Table 6 presents evidence for the long-run behaviour of the variables. Oil price is positively related to the price level but negatively related to interest rate and output. The results may be interpreted as implying that Tunisian monetary policy is eased in response to a surge in the price of oil in order to lessen any growth consequences, but at the cost of higher inflation. An alternative interpretation might be that monetary policy is tightened in response to a rise in inflation emanating from a surge in the price of oil, resulting in a crowding out of the private sector. Whichever explanation predominates, it will be certified by the results of our impulse response analysis.
Also from Table 6 , the magnitudes of the short-run coefficients, i.e., estimates of the α coefficients attached to the error correction terms, confirm that the speed of adjustment to the long-run change in real output is slow, while those of the other three variables are moderate. In addition, the interest rate coefficient is insignificant, implying that this variable is weakly exogenous to the cointegration vector, which explains that in Tunisia the interest rate is maintained and fixed by the government. [-3.523] Formally, the test of H: α i = 0for i = 3, signifying that the interest rate is weakly exogenous involves: ά= [ * , * ,0, * ] for interest rate, where * denotes an unrestricted coefficient. Results of the corresponding likelihood ratio (LR) tests based on 2 degrees of freedom are presented in Table 7 . As can be seen from the table, the null hypothesis of the presence of weak exogeneity is not rejected at the 5 percent significant level. The results of the short-run causality tests as shown in Table 8 clearly indicate that the price level Granger causes real output. Also, oil price is seen to Granger Cause the price level. The insight here is that energy costs influence the firm's price setting and even the relation between output and employment. Given wages, an increase in the price of oil increases the cost of production forcing firms to increase prices, leading to an increase in the price level. To the extent that increases in the price of oil lead to a rise in the price level, they also reduce consumer-spending power through a reduction in the real money stock. The result is a fall in output. The conclusion to be drawn from the weak exogeneity and Granger causality tests is that the interest rate and the world oil price are strongly exogeneous. This inference has important implications for econometric modelling of oil markets. For instance, Cavallo and Wu (2006) have observed that conventional measures of oilprice shocks based on oil-price changes suffer from the two obvious flaws of endogeneity and forecastability. In order to examine the impulse responses or the short-run adjustments to a shock in the world oil price (i.e., a standard error increase in the structural residual of the equation determining the world oil price), we need to know the covariances among the four error terms. The estimated covariances are shown in Table 9 . Note that in general, the correlations among the residuals are low. The residual in the oil price equation is most correlated with that of the interest rate equation. Thus, a shock to oil price will have a more common component with the interest rate. Figures 2-4 show the response of each variable to a one-standard-deviation in the oil price.
In the next ten periods, output declines due to the negative covariance and then more gently thereafter. Regarding the interest rate, there is a rise in the first and second period, followed by a decline in the third period due to the negative covariance between oil price and the interest rate. The price level also rises slightly in the second period because of the positive covariance between the two variables, followed by a decline in the third and fourth periods and a rapid rise in all next periods. The results imply that the effects of an oil price shock persist, leading to a decline in output over an extended period. 
CONCLUSION
It is important to understand the relationship between the world oil price and real GDP because oil shocks immediately raise prices of petroleum products that are key production inputs as well as essential consumer goods. Additionally, oil shocks are likely to push up prices in other energy markets as has been witnessed in recent times. These price increases are considerable enough that they characteristically show up as temporary spikes in the overall rate of inflation and may even get passed through to continuing rates of inflation. While increases in the price of oil lead to a rise in the price level, they also reduce consumer-spending power through a reduction in the real money stock. According to LeBlanc and Chinn (2004) , the implications of higher energy prices on inflation depend in part on how important energy is in the economy. The importance of oil in production and consumption across countries may however be offset by differences in inflationary transmission mechanisms with respect to wage setting institutions. But that is not the essential point here.
This paper attempts to analyze the long run relationship between oil price and real GDP in a developing country, Tunisia, via the interest rate channel by means of cointegration analysis output growth in Tunisia. We examine the long-run determinants of GDP during the period 1970-2008, employing the Saikkonen and Lutkephol (2000) and Johansen and (2001) cointegration method. Prior to the cointegration analysis, the Lumsdain and Papell (1997) and Zhongjun Qu and Pierre Perron (2007) tests are applied in order to endogenously determine the multiple structural breaks in the major drivers of economic growth, interest rate, oil price and level price. The empirical results based on the unit root tests indicate the existence of the unit root for all of the variables under investigation. Moreover, we find that the structural breaks over the last forty years occurred as a result of the debt crises in developing countries in 1980' s and the World Trade Center attack in 2001. These results provide complementary evidence to models employing exogenously imposed structural breaks in the Tunisian macro-economy. The results of the study indicate that oil price impacts the price level positively and negatively impacts real output. The results also indicate output does not revert quickly to its initial level after an oil price shock, but declines over an extended period.
The study suggests that the adverse effect of higher oil prices on growth can be mitigated through prudent fiscal policies and structural reforms, such as the dismantling of oil price subsidies, as well as credible monetary policy. Lower government-controlled petroleum prices may not promote an efficient use of resources and may lower the incentives for households and firms to switch to other energy sources. By reducing the demand for oil products, higher petroleum prices could improve the foreign trade balance and reduce the harmful environmental effects that stem from oil consumption. Nevertheless, the gains in efficiency may be reduced when households switch expenditures to other goods that are heavily subsidized or that may have a greater environmental effect.
The Tunisian government tries to reduce the oil consumption by introducing other kinds of energy (solar energy, electrical energy) into consumer's traditions. Moreover, it maintains the local oil prices to protect the consumers from sudden surge of the world oil prices. Also the interest rate is maintained by a prudent monetary policy. Until now, all of these efforts are still not enough to get a durable economic growth.
