Understanding Low-Energy Nuclear Recoils in Liquid Xenon for Dark Matter Searches and the First Results of XENON1T by Anthony, Matthew
Understanding Low-Energy Nuclear Recoils in Liquid Xenon for Dark Matter
Searches and the First Results of XENON1T
Matthew Duschl Anthony
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy







Understanding Low-Energy Nuclear Recoils in Liquid Xenon for Dark Matter
Searches and the First Results of XENON1T
Matthew Duschl Anthony
An abundance of cosmological evidence suggests that cold dark matter exists and
makes up 83% of the matter in the universe. At the same time, this dark matter has
eluded direct detection and its identity remains a mystery. Many large international
collaborations are actively searching for dark matter through its potential annihilation
in high-density regions of the universe, its creation in particle accelerators, and its
interaction with Standard Model particles in low-background detectors.
One of the most promising dark matter candidates is the weakly interacting mas-
sive particle (WIMP) which falls naturally out of extensions of the Standard Model. A
variety of detectors have been employed in the search for WIMPs, which are expected
to scatter with atomic nuclei, yet none have been more successful than dual-phase
liquid xenon time projection chambers (TPCs). The first ton-scale liquid xenon TPC,
XENON1T, began operating in 2016 and with only 34.2 days of data has set the most
strict limits on the WIMP-nucleon interaction cross sections for WIMP masses above
10 GeV/c2, with a minimum of 7.7× 10−47 cm2 for 35 GeV/c2 WIMPs.
One of the major keys to success for liquid xenon TPCs is our understanding of
interactions in the medium through myriad measurements. Given that the expected
WIMP scattering rate increases with decreasing interaction energy, there has been
more focus in recent years in pushing our understanding of interactions in liquid
xenon to lower energies. Additionally, as liquid xenon TPCs operate with a large
electric field in the medium, an effort has been made to understand how the signal
response of xenon changes as a function of the applied electric field.
In this thesis, I describe the details of XENON1T, its calibration and characteri-
zation, with a special emphasis on the electronic and nuclear recoil calibrations, and
the inaugural WIMP search of XENON1T. I then discuss a dedicated measurement,
made in the calibration-optimized liquid xenon TPC neriX, of the signal response
of low energy nuclear recoils in liquid xenon at electric fields relevant to the dark
matter search. The measurements of signal response in XENON1T and neriX were
performed using an analysis framework that I developed to allow a more sophisticated
examination of recoil responses using GPU-accelerated simulations.
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Chapter 1
Dark Matter
For nearly a century, experimental evidence has suggested that a large portion of
the universe is made up of a non-luminous type of matter. While this dark matter
has only been detected indirectly via its interaction with normal matter through the
gravitational force, recent experiments conclude that approximately 26% of the entire
energy density of the universe is comprised by dark matter.
In this chapter, I will focus on the experimental evidence for the existence of dark
matter, the different candidates for particle dark matter, and the current detection
methods employed in the search for particle dark matter.
1.1 ΛCDM Model
One of the guiding principles of cosmology are the assumptions that the universe is
both homogeneous and isotropic at large enough scales (typically on the order 100
Mpc or 105 light years). Continuing with these principles and maintaining generality,
we can arrive at the Robertson-Walker space-time metric
ds2 = −c2dt2 + a(t)2
(
dr2




Here, a(t) is called the scale factor, an arbitrary function of time allowing for time
dependent changes of the universe, and k is a constant modeling the curvature of the
1
1. Dark Matter
universe. For k = −1, the universe is considered open, for k = 1, the universe is
considered closed, and at k = 0 we are left with a Euclidean (flat) universe. Note
that for a(t) = 1 and k = 0 the Robertson-Walker metric reduces to the Minkowski
metric.
Using this metric in combination with Einstein’s equation we can derive the equa-
















We can define several useful (and commonplace) parameters to simplify the
second Friedmann equation further.
Hubble Parameter: H = a˙
a
Critical Density: ρcrit =
3H2
8piG










Ωi = ΩΛ + ΩCDM + ΩBaryon + ΩRad . . . (1.4)
Here the critical density is defined such that the universe is flat (k = 0). One
can think of Ωi
Ω
as what part of the total matter and energy budget a particular
component makes up. The main contributors to the density of the universe are dark
energy and cold dark matter hence the ΛCDM Model. The density parameters give
insight into the large scale structure of the universe and measurements of the various
density parameters and other ΛCDM parameters have been a major focus of research
over the last two decades and will be discussed later in this chapter [1].
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1.2. Evidence of Dark Matter
Figure 1.1: A composite image of the Coma Cluster combining X-ray data and
optical data. The gas in the cluster is shown in purple. Image Credit: X-ray -
NASA/CXC/MPE/J.Sanders et al, Optical - SDSS
1.2 Evidence of Dark Matter
1.2.1 Dynamical Constraints from Clusters of Galaxies
The first evidence of dark matter came from Fritz Zwicky in 1933. Zwicky used a
basic application of the virial theorem on galaxies in the Coma Cluster to estimate
the mass of the cluster. He then estimated the total mass based on the brightness of
the cluster and found significant disagreement between the results leading him to the
conclusion that “if this would be confirmed we would get the surprising result that
dark matter is present in much greater amount than luminous matter” [2].
1.2.2 Dynamical Constraints from Galactic Rotation
Curves
Nearly forty years later, stronger evidence was provided for the existence of dark
matter by Vera Rubin and Kent Ford in their 1970 paper looking at the rotation curve
of the Andomeda Galaxy [4]. In this paper, Rubin used the Hα lines to determine the
3
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Figure 1.2: The rotation curve of the galaxy NGC 6503 broken down into individual
components: visible matter (dashed), gas (dotted), and dark matter (dash dotted)
[3].
orbital velocities of different stars in the galaxy. Later measurements used the 21 cm
hyperfine transition line to measure orbital velocities within other galaxies and the
results of one of these measurements, Ref. [3], is shown in Fig. 1.2.
From simple Newtonian arguments, one gets the following description of the or-






In this equation, M(r) is the sum of all the mass within a radius r. Under the
assumption that most of the mass is concentrated at the center of the galaxy (in the
form of a supermassive blackhole), one would expect that at large distances from the
center of the galaxy, the orbital velocity would fall off as v ∝ r−1/2.
However, what is seen differs from this simple approximation drastically. Fig. 1.2
is taken from Ref. [3] but the results are similar to what Rubin and Ford saw decades
earlier: the asymptotic behavior of the orbital velocity is constant and does not show
any polynomial roll-off. By isolating the contributions from measurable mass densities
(such as visible matter and gas), one can get an idea of the density distribution of
dark matter in a galaxy. From the Fig. 1.2, one could asymtotically estimate that
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Figure 1.3: A cartoon showing the deflection of light due to the warping of spacetime
caused by the presence of a massive galaxy cluster. Note that for very strong lensing,
one expects multiple images of the source object and sometimes even an Einstein
Ring around the lense. Image Credit: NASA/ESA.
M(r) ∝ r which would imply that ρ(r) ∝ r−2. One quickly realizes that this cannot
be the true density since the mass of the galaxy diverges but approximates the density
within an effective radius.
1.2.3 Evidence from Graviational Lensing
Gravitational lensing is the distortion of light coming from a source due to the warping
of spacetime from the presence of large amounts of matter or energy. This effect is
illustrated in Fig. 1.3 and actually captured in the form of an Einstein Cross in Fig. 1.4.
In a gravitational lensing system, if we know the redshift (distance) of the source and
the lens, we can estimate the gravitational field of the lensing system and hence its
mass.
Mass estimation via gravitational lensing in itself is very useful for finding large
discrepancies in mass from known sources and true mass (the discrepancy being
5
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Figure 1.4: In this optical image you see the massive MACS J1149.6+2223 cluster.
In the zoomed portion, you can actually see the same supernova, SN Refsdal, in four
smaller images around a large galaxy within the cluster. Image Credit: HST.
attributed to dark matter). However, when combined with x-ray measurements, as
seen in Fig. 1.5, one gets even more interesting results. Shown in Fig. 1.5 is the Bullet
Cluster (1E0657-558) which actually consists of two colliding sub-clusters. In the
image on the left, one can see the infrared image from Magellan that is used, along
with optical images from Hubble, to estimate the mass distribution of each galaxy
cluster through graviational lensing. In the right image, one can see the X-ray map of
the Bullet Cluster from the Chandra X-ray observatory with the same mass contours:
one can see that the plasma from the clusters interacts giving the cone shapes in the
center. However, the mass contours largely remain centered on the individual clusters
(as seen in the optical image) implying that the majority of the matter interacted
6
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Figure 1.5: Infrared (left) and X-ray (right) maps of the Bullet Cluster (1E0657-558).
While the plasma in the clusters interacts during the collision of the two individual
clusters, as is seen by the shockwave in the center, the majority of the mass passes
right through [5].
minimally during the collision [5]. Since we know that the galaxies make up only a
small fraction of the mass in a cluster from the virial theorem, this implies that the
dark matter hardly interacts with itself or ordinary matter.
1.2.4 Evidence from the Cosmic Microwave Background
The Cosmic Microwave Background (CMB) has proven to be one of the richest dis-
coveries in all of cosmology. Accidentally discovered in 1964 by Penzias and Wilson
[6], the radiation from the CMB is almost perfectly isotropic and described by a
blackbody spectrum at 2.725 K [7]. The isotropy in the CMB provides the strongest
evidence to date of the Big Bang Hypothesis. It helped to formulate our current pic-
ture of the early universe down to the recombination epoch, where the universe was
sufficiently cool such that hydrogen could form from the free electrons and protons
in turn allowing photons to travel freely through the universe.
As the CMB has been studied in more detail, cosmologists began to see that there
are in fact very small temperature fluctuations on the order of .100µK [8–10]. These
temperature fluctuations, as seen in the 2015 measurement of the CMB by the Planck
satellite, are shown in Fig. 1.6. To characterize the temperature fluctuations of the
entire sky, we use the spherical harmonics, Ylm(θ, φ).
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Figure 1.6: The Planck 2015 measurement of the temperature anisotropy of the CMB.
Note that the largest deviations from the mean are on the order of 200µK from the
2.725 K mean (roughly 1 in 104). Image Credit: IRSA, Ref. [8].






We assume that the distribution of alm should be described by a Gaussian distri-
bution, as predicted by inflation, with a mean of 0 for any given multipole moment l.
Therefore, the only piece missing to completely describe these alm for each multiple
moment is the variance of this distribution so we define Cl ≡ 〈|alm|2〉. These Cl form
the power spectrum of the CMB and can be used to test various formation models
of the universe. Planck tested the ΛCDM model described in Sec. 1.1 against their
power spectrum (Fig. 1.7) and found remarkable agreement between prediction and
data while constraining some of the universal constants including H0, ΩΛ, ΩCDM ,
ΩBaryon, and ΩRad. It is from this fit that we find that our universe has a curvature
very close to zero and therefore is flat and that our universe is comprised of roughly
68.3% dark energy, 26.8% dark matter, and 4.9% ordinary matter [8].
The ΛCDM model has been tested since its inception using N-body simulations
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Figure 1.7: The power spectrum of the temperature anisotropies measured by Planck
along with the best fit prediction from the ΛCDM model. DTTl is a proxy for Cl and
is defined DTTl ≡ l(l + 1)Cl/2pi. Image Credit: Ref. [8].
to propagate the formation of large-scale structure in the universe. While small
discrepancies between simulation and observation have been found, it is clear from
these simulations that without cold dark matter it is extremely difficult to explain
the large scale structure we see in the universe given the anisotropies of the CMB
[11–13].
1.3 Dark Matter Candidates
While there is an abundance of evidence to suggest that dark matter exists, we have
little evidence to suggest what this cold dark matter actually is. In this section, we
will discuss two of the most popular candidates for dark matter and their physical mo-
tivations. It should be noted that the candidates discussed do not form an exhaustive
list but do satisfy the most basic requirements of a dark matter candidate:
9
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• The lifetime of the particle is much greater than the age of the universe (or is
stable)
• The particle must be electrically neutral and interact very weakly with ordinary
matter
• The particle must be able to provide the correct relic density of cold dark matter
predicted by the CMB
1.3.1 Axions
Axions are hypothetical Standard Model particles that are introduced via the Peccei-
Quinn mechanism as a solution to the strong-CP problem, one of the largest remaining
deficiencies in the Standard Model [14]. CP (charge and parity) symmetry violation
is required to explain the imbalance of matter and antimatter in the universe (why
more matter exists) and has been observed in electroweak theory in a wide variety
of measurements [15–19]. CP violation has never been observed in quantum chromo-
dynamics (QCD) even though there is a natural term in the QCD Lagrangian that
would allow it. Therefore, this term in the Lagrangian, must be fine-tuned to exactly
zero, hence the strong-CP problem. The axion introduced by Peccei-Quinn theory
replaces this term with a field and gives the Lagrangian natural CP symmetry.
While the discovery of the axion would solve one of the largest problems of the
Standard Model, it also has the potential to solve one of the largest open mysteries
of cosmology by making up at least a part of the cold dark matter density of the
universe. Even though the axion is expected to have a very small mass (10−6 − 10−2
eV) it could still be produced cosmologically such that the large scale structure that
we observe in the universe today is explained and we arrive at the CDM density
estimated by Planck [20].
There are a number of experiments that can provide information about axions,
both directly and indirectly. The mass range of axions is essentially restricted from
cosmological evidence from the CMB and stellar evolution. Simultaneously, cavity
microwave experiments such as ADMX [21] and NMR based searches such as CASPeR
[22] try to directly detect these low mass CDM candidates.
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Figure 1.8: The projected sensitivity of the ADMX Generation 2 axion search (shaded
regions). Note that strong cosmological constraints are placed on the mass range and
the axion coupling is also constrained by the mass. The ADMX collaboration predicts
that the searches shown will be completed by 2022 [21].
1.3.2 WIMPs
Weakly interacting massive particles (WIMPs), which will be the focus of the re-
mainder of this work, have proven to be the most popular dark matter candidate
historically. WIMPs not only satisfy the basic criteria listed at the beginning of this
section but additionally they appear to agree with the observed relic density of cold
dark matter in what is referred to as the “WIMP Miracle”. In the early stages of the
universe, the temperature and density were so large that all particles were in a state
of chemical equilibrium. A dark matter particle could annihilate by colliding with
its anti-particle partner to form any type of particle and vice versa. As time passed,
however, the universe expanded and cooled making it more unlikely for these dark
matter particles to be created or destroyed. Using this thermal equilibrium model
alongside the ΛCDM model, one can infer that the CDM density in the universe




2 ≈ 3× 10
−27cm3s−1
〈σannv〉 (1.7)
where 〈σannv〉 is thermally averaged annihilation cross-section of cold dark matter.
Incredibly enough, if we assume that cold dark matter has properties such as cross-
section and mass on the weak scale, we find that ΩCDMh
2 ≈ 0.1, which is in agreement
with cosmological constraints.
In addition to WIMPs agreeing with cosmological evidence, several WIMP-like
particles that have masses on the order of 100 GeV and very long lifetimes naturally
fall out of extensions of the Standard Model, such as supersymmetry.
1.4 Detecting WIMPs
Over the last few decades there has been an enormous concerted effort to detect
WIMPs. This effort has been focused in three general approaches: indirect detec-
tion, collider detection, and direct detection. Fig. 1.9 shows the idea behind these
approaches:
Figure 1.9: The three general approaches to WIMP detection: indirect detection,
collider detection, and direct detection. Image Credit: [25].
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• Indirect detection looks for the annihilation of WIMPs in our galaxy into ordi-
nary matter
• Collider detection is an attempt at creating WIMPs by colliding ordinary matter
• Direct detection looks for the scattering of WIMPs with ordinary matter
In this section we will discuss these three detection approaches with an emphasis
on direct detection. We will conclude with a brief discussion of the current direct
detection experiments and notable results from this sector.
1.4.1 Indirect Detection
As we know from previous sections, WIMPs, if they make up all (or some) of the
dark matter in the universe, must reside in galaxies to explain the odd behavior
of rotation curves and the mass discrepancies. Given the observational evidence,
simulations have been created that can predict both the distribution of dark matter
within our own and other galaxies [26, 27] and the density of dark matter in our own
solar system (roughly 0.2− 0.4 GeV
cm3
[28]). Indirect detection experiments look at high
density regions of dark matter halos, such as in or around the Milky Way center and
dwarf galaxies, to search for annihilations of WIMPs into detectable particles.
The goal of indirect detection is to capture a dark matter annihilation by observing
its byproducts. In the ideal case, two dark matter particles would annihilate and
create two photons with energies equal to the mass of the dark matter particle. Even
though this would be the “smoking gun” evidence of dark matter, this process should
be highly suppressed because WIMPs should have no charge and therefore would not
couple directly to photons. Instead, these indirect experiments are more likely to
observe the annihilation of WIMPs into other particles which in turn will produce
photons [25].
A major difficulty in indirect detection experiments is distinguishing potential sig-
nals from normal astrophysical processes. Since areas of high dark matter density are
also typically areas of high astrophysical activity it becomes difficult to separate po-
tential dark matter signals from potentially new astrophysics [29]. However, in recent
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years, astrophysicists have started turning their telescopes towards dwarf galaxies,
which are dark matter dominated but have smaller astrophysical backgrounds [30].
1.4.2 Collider Detection
The main idea behind collider detection is that since the WIMP is expected to have a
mass on the order of 1− 103 GeV we can create it in particle accelerators. Of course,
detectors at particle accelerators are not designed to detect dark matter directly so
when searching for WIMPs physicists must actually search for missing transverse en-
ergy (MET) in a collision. The MET can be reconstructed by observing the outgoing
particles and jets in a collision and using momentum conservation to indirectly ob-
serve the missing energy. An example of this reconstruction is shown in Fig. 1.10.
Ultimately, this MET can be used to determine the mass and the new physics pro-
cesses of the WIMP [25].
One important note is that while we can potentially “see” WIMPs in detectors at
Figure 1.10: An image of a potential WIMP event in the CMS detector at CERN.
If a WIMP is present in a collision, momentum would not be conserved after all jets
and particles have been accounted for in the collision. Here we can see that after the
three jets are reconstructed that there is still a large MET that could potentially be
attributed to a WIMP. Image Credit: Matevz Tadel, UC San Diego/CMS.
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colliders, it is impossible to be certain that this WIMP is what makes up the majority
of the matter in the universe. The same signal would need to be seen in indirect and
direct searches as well to make such a confirmation [31].
1.4.3 Direct Detection
In purely theoretical terms, any detector that is sensitive to a potential WIMP in-
teraction could be considered a direct detection dark matter search. At the same
time, to try and detect a dark matter signal from a NaI detector in your lab would
be preposterous (unless your detector is 250 kg and located deep underground!). The
reason being that any of the rare dark matter signals would be drowned out by the
countless background events you would also detect. This is why direct detection ex-
periments are located deep underground, surrounded with shielding, built with low
radiation materials, and take great care to understand their background: if WIMPs
are scattering in the detector they want to be able to know.
The goal of direct detection experiments is to detect the scattering of WIMPs off
of Standard Model particles. As mentioned, since these scatters should be extremely
rare, it is essential to have the background of the detector used be as low as possible.
As a simple example, consider two otherwise identical experiments who both have
measured their backgrounds perfectly: experiment A expects a single background
event per year while experiment B expects 1,000 background events per year. In
the case that both detectors see an excess of ten events in a given year over their
background, it should be clear that experiment A can make a very strong claim that
they have seen WIMP scatterings whereas experiment B cannot since this excess
could very well be a fluctuation from their expected background.
It cannot be emphasized strongly enough how crucial the understanding of back-
ground is for direct detection experiments. Returning to the above example, imagine
experiment A missed a source of background in their estimate and that their true
expected background rate is ten events per year, not one. If they saw the same eleven
events as before, they might claim a discovery even though the eleven events are very
likely to be a statistical fluctuation of the background.
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The most basic models describing WIMPs predict that they are most likely to
interact with atomic nuclei (although some predict leptonic interactions [32]). This
assumption, along with cosmological evidence that WIMPs are non-relativistic, sur-
prisingly gives way to a fairly straight-forward derivation of the rate of scattering
that one could expect for different nuclei assuming a given scattering cross-section
and mass for the WIMP. For a complete derivation one should refer to Ref. [23] and
Ref. [33].












where ρ0 is the local dark matter density, mχ is the mass of the WIMP, mA is the mass
of the target nucleus, f(v) is the velocity distribution of dark matter locally, vmin is
the minimum velocity that can produce a recoil of energy E, vesc is the maximum
velocity in which WIMPs are still gravitationally bound to the galactic halo, and dσ
dE
is the differential cross-section of WIMP-nucleon scattering.
As discussed in Sec. 1.4.1, N-body simulations give us a prediction of roughly
0.2 − 0.4 GeV
cm3
for the local dark matter density [28]. We will use the standard halo
model (SHM), which is standard for dark matter experiments, such that the velocity
of WIMPs in the halo follows a Maxwell-Boltzmann distribution. The minimum










while astrophysical measurements of the Milky Way estimate the local escape velocity
to be vesc = 533
+54
−41 km s
−1 [35]. It is worth noting that while the Maxwell-Boltzmann
distribution is the standard, other models of the velocity distribution exist [36].
The particle physics of the WIMPs comes in at the differential cross-section. The
most basic WIMP models predict two potential interactions: a spin-independent or
16
1.4. Detecting WIMPs








where F (E) is nuclear form factor. The nuclear form factor is the Fourier transform
of the ground state mass density and is used to correct the zero-momentum transfer


















where q is the momentum transfer in the scatter, R0 is the approximate nuclear
radius, s is the approximate thickness of the nucleus (roughly 1 fm), and j1 is the
spherical Bessel function of the first kind [37].
We can reduce σ0, the cross-section of an interaction with zero momentum transfer,
by accounting for the coupling to the individual nucleons in the following way
σ0 =





In this equation, fp and fn are the WIMP couplings to the proton and neutron,
respectively, µχp is the reduced mass of the WIMP-proton system, and σp is the
spin-independent cross-section of the WIMP with the proton. We approximate that
fp ≈ fn which allows us to simplify to




All of this can be combined such that we are only dependent on two variables:













With the differential scattering rate, we can predict the number of WIMPs of a
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Figure 1.11: On the left are the differential scattering rates for a 100 GeV/c2 WIMP
with a spin independent cross section of 10−47 cm2. On the right are the differential
recoil spectra for WIMPs scattering with a xenon nuclei with a spin independent
cross section of 10−47 cm2 assuming different WIMP masses.
given cross-section and mass we would expect to scatter in a detector with a certain
target mass, M , in a given time period, T , as shown in Eqn. 1.15. Notice in Eqn. 1.15,
as expected, the larger your detector is, given by the mass M , and the longer you
collect data, signified by the time T , the more likely you are to observe a WIMP
scattering with a nucleus.





The differential scattering rates for a few targets and for different WIMP masses
can be seen in Fig. 1.11. Notice that xenon, with its very large nucleus, gives a signif-
icantly higher scattering rate versus most other targets for a wide range of energies.
Also notice that as the mass of the WIMP decreases, the differential scattering rate
curve becomes steeper and steeper meaning that low mass WIMPs become increas-
ingly difficult to observe.
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Figure 1.12: A diagram showing the possible observables and observable combinations
along with the most common detector types for each. Image courtesy: [34].
1.4.4 Direct Detection Experiments
The field of direct detection experiments is likely best described as diverse. A WIMP
interacting in a detector can deposit energy resulting in heat, ionization, or scintil-
lation. Current direct detection experiments leverage all three of these possibilities
and many use two of these channels simultaneously to better discriminate between
electronic and nuclear recoils, which is important as the former typically constitutes
background while the latter is expected from a WIMP interaction.
1.4.4.1 Heat
There are two basic strategies of measuring the heat deposit of potential WIMP
interactions that are on opposite sides of the temperature spectrum: cryogenic ther-
mometers and super-heated liquids (bubble chambers). Cryogenic thermometers are
detectors cooled down to mK levels that measure the energy deposited by an interac-
tion via the increase in temperature. In recent years, these cryogenic thermometers
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have been coupled with light and charge detectors in order to discriminate between
electronic and nuclear recoils to some extent [38].
Bubble chambers operate by filling a detector with a super-heated liquid that is
just below its boiling point. When ionizing radiation enters, it will form bubbles that
can be detected by acoustic sensors. One major advantage of bubble chambers is
that they are almost completely insensitive to radiation that interacts electronically
which is the main source of background for almost all other experiments. The PICO
collaboration uses bubble chamber technology to search for dark matter and they
currently have the most stringent spin-dependent dark matter limits [39].
1.4.4.2 Scintillation
Scintillators have proven to be some of the most useful detectors in all of physics.
The operating principle is that as radiation passes through a detector, it excites
the atoms and molecules in the medium which in turn produce light. In single-
channel scintillation experiments, scintillating inorganic crystals, such as NaI, are
typically used. Inorganic crystals are typically doped with an additional element,
most commonly thallium, to increase their light yield and alter the wavelength to
one that is more sensitive to photomultiplier tubes (the devices that are used to
convert the light into an electrical signal). The major downside of using an inorganic
crystal, however, is that one cannot discriminate between different types of recoils in
the detector [34]. The most famous direct detection experiment to use an inorganic
crystal is the DAMA collaboration, which utilized a 250 kg NaI(Tl) crystal. Since
their operation began they have seen a statistically significant annual modulation
in their event rate that agrees with predictions of how a dark matter signal would
vary over the course of the year according to the standard halo model [40]. Fig. 1.13
shows this annual modulation. However, the claim that the signal is dark matter has
been extremely controversial since other experiments have been unable to replicate
the results [41–43].
While many experiments use condensed noble gasses that scintillate, they typi-
cally measure both scintillation and ionization in the medium. However, there are
20
1.4. Detecting WIMPs
Figure 1.13: The annual modulation seen by the DAMA collaboration. The modula-
tion is statistically significant yet is in contrast to other experiments who fail to see
the same signal. Image Credit: [34].
some experiments that are hoping to witness a WIMP interaction while only measur-
ing scintillation. XMASS-I, for example, is a detector with an 832 kg liquid xenon
target that, like DAMA, employed an annual modulation approach in their search for
WIMPs. Unlike DAMA, however, they see no annual modulation in their data [42].
A useful property of condensed noble gasses is that there are usually two states in
which the atoms or molecules can be excited into, a singlet and triplet state each with
different decay times. Different types of interactions (electronic versus nuclear) will
produce each in different fractions. For argon, this difference in lifetime between the
states is from less than 6 ns to 1,300 ns [44] meaning that pulse shape discrimination
(PSD) is possible, while for xenon the difference is only 4.3 ns to 22 ns meaning that
PSD is very difficult. DEAP-3600, a 3600 kg liquid argon detector, uses this pulse
shape discrimination technique to identify nuclear recoils in their detector [45].
1.4.4.3 Ionization
The majority of experiments that used charge as their only channel utilized high-
purity germanium detectors. These type of detectors operate by having incoming
particles free electrons in a consistent and linear fashion as function of energy. These
types of detectors are able to observe interactions at much lower energies than most
other detectors, allowing them to probe lower WIMP masses. The most recent of these
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single-channel HPGe experiments was CoGeNT. In early 2014, CoGeNT announced
that they also had seen an annual modulation that matched the standard halo model
[46] however this was found to be due to an error in the estimation of the background
[41].
1.4.4.4 Heat-Scintillation
As mentioned earlier, many of the experiments that use heat as a channel also couple it
with another channel. CRESST-II is an example of such an experiment — CREST-
II uses a roughly 5 kg target of CaWO4 that is cooled to mK temperatures. The
detector also utilizes a small silicon-on-sapphire absorber to measure the scintillation
light produced. The addition of this scintillation detector enables the detector to
discriminate between electronic recoil background and potential nuclear recoil signals
[38].
1.4.4.5 Heat-Ionization
The HPGe crystals used to detect ionization signals can also be cooled such that mea-
suring heat signals is possible. One example of this procedure is in the EDELWEISS-
III experiment. In EDELWEISS-III, 24 800 g HPGe detectors cooled to 18 mK were
employed in their search for WIMPs. Again, this combination of channels allows
EDELWEISS-III to discriminate electronic from nuclear recoils in their detector [47].
1.4.4.6 Scintillation-Ionization
While many of the experiments mentioned excel at low mass, none have been as
successful as dual-channel scintillation-ionization experiments above masses of ap-
proximately 5 GeV. Specifically, dual-phase xenon time projection chambers (TPCs)
have led the field in the WIMP search from roughly 5 GeV to 1 TeV for almost a
decade. As of this writing, XENON1T, the first ton-scale dual-phase TPC, holds the
strongest limit of spin-independent WIMP scattering, as can be seen in Fig. 1.14 [48,
49]. Not only are these detectors capable of a high level of discrimination between
electronic and nuclear recoils but they are also capable of measuring the position of an
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Figure 1.14: Spin-independent WIMP limits from selected experiments and the dis-
covery contour from DAMA’s annual modulation measurement. The dashed line
shown in brown marks the point where neutrinos will become a background source in
WIMP searches. Notice that the three liquid xenon TPC based experiments (PandaX-
II, LUX, and XENON1T) set the strongest limit over a wide range of WIMP masses
[39, 47, 48, 50–55].
interaction in the detector allowing further elimination of background sources. How-
ever, one of the major difficulties of these types of experiments is that the response
of liquid xenon to low energy electronic and nuclear recoils is not well understood.
A great deal of effort has gone into measuring the response of xenon to these low
energy interactions as this is the main region of interest for WIMPs as can be seen
from the differential scattering rates shown in Fig. 1.11 and later we will focus on an
experiment designed for exactly this purpose.
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Chapter 2
Liquid Xenon and Dual-Phase
TPCs
This chapter will focus on liquid xenon as a detector medium. In Sec. 2.1 we will
discuss the general properties of liquid xenon along with some of the benefits and
considerations of these properties. In Sec. 2.2 we will discuss how charged particles
in xenon deposit their energy. In Sec. 2.3 we will discuss the production of observable
light and charge from electron recoils while in Sec. 2.4 we will discuss observable
production from elastic nuclear recoils. Finally, in Sec. 2.5, we will discuss how these
observables are detected in dual-phase xenon time projection chambers.
2.1 General Properties
Xenon, with an atomic number of 54, is a noble gas meaning that it has a full valence
electron shell. Because of the full valence shell, xenon is very unlikely to interact
chemically with other elements and molecules. Xenon is also the heaviest noble gas
that is, for practical purposes, naturally non-radioactive — an essential quality for a
detector medium as long-lived radioactive isotopes would be a source of background
that would be very difficult to remove. 136Xe, with a natural abundance of 8.857%,
has been shown to undergo double beta decay with a half-life of 2.165 · 1021 years
so strictly speaking natural xenon is radioactive although this process is extremely
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Figure 2.1: The phase diagram for xenon. Dual-phase xenon TPCs typically operate
in the range of 2–3 atm.
rare and has little relevance for even low background dark matter experiments [56].
However, we will still discuss the implications of 136Xe with respect to our electronic
recoil background in Sec. 3.2.2.4.
While natural xenon is not radioactive, it is actually possible to excite xenon
nuclei such that they decay and emit gamma rays. None of these excited states have
very long lifetimes that would cause issues for low background experiments but two of
these neutron activated states (131mXe and 129mXe which decay emitting 164 keV and
236 keV photons, respectively) have half-lives on the order of ten days. These excited
states can be very useful in the calibration of large detectors since over this period
of time the excited states would be approximately uniformly distributed inside of a
detector [57] — these neutron activated states are used as one of the many sources
for calibrations in XENON1T as discussed in Sec. 3.3.
Xenon is extracted from the atmosphere as a byproduct of the separation of oxygen
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Isotope Abundance Spin Half-life Decay Mode
124Xe 0.095% 0 > 1.6 · 1014 y 2νβ+β+ 1
126Xe 0.089% 0 4.7− 12 · 1025 y 2νβ−β− 1
128Xe 1.910% 0 Stable -
129Xe 16.400% 1/2 Stable -
130Xe 4.071% 0 Stable -
131Xe 21.232% 3/2 Stable -
132Xe 26.909% 0 Stable -
134Xe 10.436% 0 > 5.8 · 1022 y 2νβ−β− 1
136Xe 8.857% 0 2.2 · 1021 y 2νβ−β−
Table 2.1: Abundances, half-lives, and decay modes of various xenon isotopes. Note
that 136Xe is the only isotope whose decay has been measured. Half-life data: [60].
and nitrogen. Once the oxygen is separated, it will contain trace amounts of krypton
and xenon that can be separated out by distillation or adsorption. The xenon that is
purchased commercially typically will have a final Kr/Xe ratio of ∼ 10−6 − 10−9 mol
mol
.
Natural krypton is not radioactive on a relevant time scale but 85Kr, which is released
into the atmosphere via nuclear fuel reprocessing and nuclear weapons tests, beta
decays with a mean energy of 251 keV and with a half-life of roughly 10.8 years [58].
So while natural xenon is not radioactive, the process of extracting xenon from the
atmosphere does leave a radioactive isotope that is a potential source of background
for dark matter experiments. Significant effort has gone into reducing the Kr/Xe
concentration to reduce this background as much as possible. In XENON1T, the
lowest level to date was achieved with a natural krypton to xenon ratio of less than
200 ppq (1 ppq = 10−15 mol
mol
) [59].
Dual-phase xenon experiments typically operate at roughly 2–3 atm, which trans-
lates to a boiling point of roughly 180 K (−93.2◦ C). The density of liquid xenon
(LXe) at this temperature is roughly 2.84 g/cm3 which is significantly higher than
all of the other noble elements, with the exception of radon [61]. The high density
of LXe and its high atomic number are responsible for its high electronic stopping
1This decay is predicted but has not yet been observed.
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power, which will be discussed further in the next section.
2.2 Energy Deposition of Charged Particles in
Liquid Xenon
Both nuclear and electronic recoils, which will be discussed in the following sections,
ultimately result in charged particles traversing the LXe - in the case of an electronic
recoil the resulting charged particle is an electron and in the case of nuclear recoils
it is the xenon nucleus. Given the high density and atomic number of xenon, the
electronic stopping power is large for both electrons and xenon ions (∼ 1−30 keV/µm).
This means that the tracks of low energy electronic and nuclear recoils will be very
small and approximately point-like [62]. In this section, we will discuss the process by
which these electronic and nuclear recoils produce light and charge that can ultimately
be detected in liquid xenon TPCs. A visual diagram of these mechanisms is shown
in Fig. 2.2.
In liquid xenon (and other noble liquids), scintillation light is produced via the
excitation of atomic electrons and the ionization and subsequent recombination of
free electrons and ions. The excitation scintillation process is shown in Eqn. 2.1 and
the ionization scintillation process is shown in Eqn. 2.2.
Xe* + Xe + Xe→ Xe*2 + Xe,
Xe*2 → 2Xe + hν
(2.1)
Xe+ + Xe→ Xe+2 ,
Xe+2 + e
− → Xe** + Xe,
Xe**→ Xe* + heat,
Xe* + Xe + Xe→ Xe*2 + Xe,
Xe*2 → 2Xe + hν
(2.2)
The excitation process proceeds when an an atomic electron in xenon is excited
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Figure 2.2: A diagram showing the modes in which charged particles may lose energy
in liquid xenon. Note that when an electric field is applied, the electron freed during
ionization can be extracted such that it can be measured.
(the excited xenon is referred to as an exciton) and the excited atom forms a dimer
with another xenon atom, which is called an excimer. This excimer can be formed
in either the singlet state (spin of excited electron anti-parallel to electron originally
sharing state) or triplet state (spin of excited electron parallel to electron originally
sharing state). The excimers in the singlet and triplet states each have their own
characteristic lifetimes (roughly 4 ns and 22 ns)2 and decay into xenon atoms and a
2In xenon the difference in lifetimes of the singlet and triplet states is fairly small but for argon
the singlet lifetime is 7 ns while the triplet lifetime is 1.3 µs enabling pulse shape discrimination in
liquid argon filled dark matter detectors [44, 45].
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178 nm photon (the photon falls in UV portion of the spectrum) [63, 64].
The ionization process begins when a charged particle ionizes a xenon atom, leav-
ing singly-ionized xenon and a free electron. The singly-ionized xenon atom can then
form an ionized dimer and subsequent excited xenon state. This excited xenon state
leads to an excimer through non-radiative heat loss. The excimer produces scintilla-
tion light in the manner described above.
Implicit in the ionization process outlined above is the assumption that the elec-
tron freed during ionization recombines with the singly-ionized dimer. However, in
the presence of an electric field, this recombination can be reduced such that a charge
signal can also be read out in addition to the scintillation signal. Incomplete recom-
bination can also occur at zero electric field and these electrons are called escape
electrons (although you cannot extract the charge signal without an applied electric
field) [64].
It is important to note that while these electronic excitation and ionization mech-
anisms are dominant for electronic recoils, the energy deposition for nuclear recoils
is split between these and atomic motion. This distinction is extremely important -
the energy given to electrons in a recoil cannot cause atomic motion however atomic
motion, if sufficiently slow, will not be able to cause excitation or ionization in other
atoms and hence some energy is lost. This effect was first discussed by Lindhard in
1963 [65] and the effort to quantify this effect continues today and in this work. This
effect will henceforth be referred to as nuclear quenching.
A second form of quenching has been observed in high linear energy transfer (LET)
interactions, specifically with α scatters in xenon (which will not be discussed in
detail) and high energy nuclear recoils. This quenching is called biexcitonic quenching
and is the result of two excitons colliding to produce an electron-ion pair as shown
in Eqn. 2.3.
Xe* + Xe*→ Xe + Xe+ + e− (2.3)
Since this form of electronic quenching requires the collision of two excitons, it is
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expected that the track density ultimately determines the level of quenching [66].
A diagram showing all of the mentioned energy deposition methods for charged
particles is shown in Fig. 2.2.
2.3 Electronic Recoils in Liquid Xenon
In this section, we will discuss the sources of electronic recoils in liquid xenon, their
properties, and how they result in detectable observables. For dual-phase LXe TPCs
(which we will focus on in more detail later) searching for “standard” WIMPs, elec-
tronic recoils constitute the background. With a precise understanding of what causes
electronic recoils and how they interact in LXe, we can better discriminate between
electronic recoils and potential WIMPs that are expected to produce nuclear recoils.
Additionally, if WIMPs do interact with atomic electrons rather than the nucleus,
a precise understanding of the electronic recoil background would be crucial for a
discovery.
2.3.1 Sources of Electronic Recoils
There are two main sources of energetic electrons in liquid xenon detectors: (1) beta
decays from contaminants inside of the detector and (2) photons via photoelectric
absorption, Compton scattering, or pair production. In either case, the resulting
energetic electron creates a track through the xenon, mainly losing its energy through
inelastic collisions with atomic electrons.
In general, with the exception of exotic WIMP interactions, electronic recoils
sources are considered either as potential background sources or calibration sources.
Calibration sources are sources that we knowingly introduce into the detector system
such that we can measure the response of the xenon and our detector to these types
of interactions. They are controllable in such a way that we can both introduce them
and remove them without consequence. Calibration sources will not be present during
dark matter searches. Background sources, on the other hand, are sources that would
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Figure 2.3: The kinetic energy spectrum of electrons resulting from the β− decay of
85Kr [68]. Note that roughly 3.1% of decays are below 15 keV (shaded red region)
which puts them inside the energy region of interest of WIMP searches.
be present when we are actively searching for WIMPs that we actively try to reduce
but cannot be completely removed.
2.3.1.1 Beta Decays
While there are both β− and β+ decays, we will focus on β− decays since they are
relevant to WIMP searches. β− decay is a radioactive decay in which a neutron is
converted to a proton inside of the nucleus and a subsequent electron and anti-electron
neutrino are emitted. This type of decay is made possible by the weak force which
allows a quark to change its type via a W boson and an electron and anti-neutrino
(positron and neutrino) pair [67].
While the maximum energy of the energetic electron in the decay is fixed, be-
cause an anti-neutrino is also emitted in β− decay, the energy spectra of the electron
is continuous. This continuous energy spectrum is what makes long-lived β− emit-
ters very dangerous potential sources of background - they can, with non-negligible
probabilities, produce electrons with energies of interest for WIMP detection (. 15
keV). The energy spectrum for 85Kr is shown in Fig. 2.3.
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In liquid xenon based detectors, the two biggest sources of background beta decays
are from 85Kr and 214Pb, which comes from the 222Rn decay chain [48]. Both of these
background sources, which are discussed in more detail in Sec. 3.2.2.2 and Sec. 3.2.2.1,
must be carefully reduced, however other isotopes that β− decay have proven to be
extremely useful for detector calibrations. 212Pb, from the decay chain of 220Rn
which can easily be introduced into LXe TPCs, has proven useful for calibrations
since approximately 10% of electrons have an energy less than 15 keV (the maximum
energy is 570 keV) [69]. 220Rn as a calibration source will be discussed in more detail
in Sec. 3.2.2.1. Perhaps even more exciting for the low energy calibrations of electronic
recoils is the use of tritium, which has a maximum energy of only 18.6 keV [70, 71]! 3
2.3.1.2 Photons
Another source of electronic recoils in LXe comes from photons. Photons, via pho-
toelectric absorption, Compton scattering, or pair production, can create energetic
electrons inside of a detector. While pair production is not relevant in the energy
range of interest, photoelectric absorption is one of the most tried and tested cali-
bration tools for LXe (and other detectors) and electrons from Compton scatters can
make up part of the background in WIMP searches since the energy of the electron
can be arbitrarily low.
Photoelectric absorption is the process by which a photon is absorbed by an atom
from which an electron is subsequently ejected (typically from the K shell). This
implies that the energy of the ejected electron is equal to the energy of the photon
minus the binding energy. However, the newly ionized atom will have a free electron
bind with it, usually on a very short time scale, and an X-ray or Auger electron will be
emitted [72]. Therefore the energy detected from photoelectric absorption will be very
close to the initial energy of the photon. Photoelectric absorption is the dominant
mode of interaction up to a few hundred keV in most media, including xenon as can
3Molecular tritium (T2) cannot be used because it adsorbs to surfaces very easily and the half-
life of T2 is 12.3 years. Instead, tritiated methane (CH3T) is used since this will not adsorb and can
be removed.
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Figure 2.4: The mass attenuation coefficient and the attenuation lengths for photons
of different energies in liquid xenon [73].
be seen in Fig. 2.4.
Compton scattering is the process by which a photon interacts with an atomic
electron resulting in the deflection of the photon at a specific angle and a transfer of
energy to the electron. The angle of the scattering completely describes the energy
transferred to the electron. Compton scattering is the dominant mode of interaction
from a few hundred keV to a few MeV in most media, including xenon as can be seen
in Fig. 2.4.
Fig. 2.4 shows the mass attenuation coefficient of photons in LXe and the indi-
vidual contributions of each process. Because of xenon’s high atomic number, all
processes have very high attenuation coefficients. This is valuable for background re-
duction since low energy photons are absorbed at the very edge of the detector (since
their attenuation length is < 1 cm) although it does make calibration with external
gamma ray sources very difficult for large detectors.4 Photons with an energy of a few
4This is the reason why many large scale LXe detectors are calibrated using internal sources
now such as the beta emitters mentioned earlier and metastable activated xenon.
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Figure 2.5: The cross-sections of the three main interaction modes of neutrons in
liquid xenon. Note that elastic scattering is the dominant process for almost all
energies in the range shown. The data for each isotope of xenon is from Ref. [74] and
the figure shows the cross-sections weighted by abundance of each isotope in natural
xenon.
hundred keV to a few MeV are most likely to Compton scatter and not be absorbed
and have an attenuation length on the order of several centimeters which means that
they will contribute to the background of LXe detectors at some level.
2.3.1.3 Neutrons
Neutrons can interact in liquid xenon mainly through three mechanisms: radiative ab-
sorption and inelastic scattering, which result in electronic interactions in the medium,
and elastic scattering, which ultimately results in a nuclear recoil and will be discussed
in Sec. 2.4. The cross-sections of each of these mechanisms for xenon can be seen in
Fig. 2.5. Note that for almost all energies between 1 keV – 10 MeV that elastic
scattering is the dominant process.
Radiative absorption is the absorption of neutrons by a nucleus. The nucleus thus
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increases by one in mass number with atomic number staying the same. Fortunately,
since the isotopes of xenon that could be produced are not radioactive, with the
exception of 133Xe and 135Xe, this process produces very little background. 133Xe and
135Xe both result in short β− chains and will therefore result in electronic recoils inside
of a detector. With this said, for the neutron energies of background and calibrations
in liquid xenon WIMP detectors, radiative absorption is largely irrelevant.
Inelastic scattering is the process by which a particle interacts with the atomic
nucleus and kinetic energy is lost due to the excitation of the nucleus. Momentum is
transferred to the xenon nucleus so these scatters initially result in a nuclear recoil.
However, the excitation of the nucleus, also called activation, is then followed by the
nucleus decaying from this excited state back down to a stable state through the
emission of a gamma ray which ultimately will result in an electronic recoil. For
xenon, there are two inelastic collisions of note: an inelastic scattering with 129Xe or
131Xe. A neutron scattering inelastically with 129Xe can result in the nucleus being
in an excited state with a 0.96 ns half-life that decays into a photon at an energy of
approximately 40 keV or in an excited metastable state with a half-life of 8.8 days
that results in a 197 keV photon followed by a 40 keV photon (the 40 keV photon
is from the same very short lived state that the metastable state decays into) [75].
A neutron scattering inelastically with 131Xe can result in the nucleus being in a
metastable state with a half-life of 11.84 days that decays emitting a 164 keV photon
[76]. While these processes are not relevant for background considerations during a
WIMP search, they are very useful when calibrating a detector since each results in
electronic recoils at a low and fixed energy.
There are three major sources of neutrons in dark matter experiments. The first
major source is from heavy elements in various detector components decaying via
spontaneous fission resulting in neutrons with energies typically from 1 – 10 MeV.
Neutrons also come from high-energy muons interacting with the rock and materials
around the detector. Finally, neutrons can be produced using a neutron generator
(typically either through a deuterium-deuterium reaction or deuterium-tritium reac-
tion) or neutron source. The first two sources of neutrons make up background in
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Figure 2.6: Solar neutrino fluxes from different processes assuming the BS05(OP)
standard solar model. Image Credit: Ref. [78].
dark matter searches.
2.3.1.4 Neutrinos
Neutrinos can elastically scatter with electrons either via charged-current (exchange of
W boson) or neutral-current (exchange of Z boson) interactions. For electronic recoils,
the main sources of neutrinos are from initial deuterium production and 7Be reactions
inside the sun (roughly 92% and 7% of the neutrino background, respectively) [77].
Like electronic recoils from beta decays, the kinetic energy of the recoiling electron
will follow a spectrum where only very low energies (. 15 keV) are relevant. Unlike
other sources of electronic recoils, the solar neutrino background cannot be reduced
and will scale with the size of the detector.
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2.3.2 Observables Production for Electronic Recoils
In Sec. 2.2, we discussed the modes by which charged particles deposit energy in LXe.
We will now quantify these observables production methods for electronic recoils
under the assumption of an applied electric field.
As mentioned in Sec. 2.2, electronic recoils result in either excitation or the cre-
ation of electron-ion pairs. Assuming the recoils occur in the presence of an electric
field, we do not need to be concerned about quenching with respect to escape elec-
trons (since these can be extracted by the electric field and ultimately measured).
Additionally, electronic recoils have relatively sparse tracks (as can be seen by their
low stopping power in liquid xenon) [62] so it is expected that biexcitonic quenching
will not play a large role in observables production.
Since there are no major forms of quenching, we can completely separate the
energy deposited in the electronic recoil into excitons and electron-ion pairs. Typically
the total number of quanta (excitons and electron-ion pairs) is used to describe this
relationship — specifically, the average energy required to produce a single quanta.





= Nex +Nion (2.4)
This relationship, while looking very simple, turns out to be extremely useful
for calibrations in dual-phase xenon TPCs, as we will discuss in later chapters. The
breakdown of excitons to electron-ion pairs is simply described by the ratio of the two






, pex = 1− pion (2.5)
The exciton-to-ion ratio, Nex
Nion
, has been theoretically calculated to be 0.06 for sub-
MeV electronic recoils [80] however measurements and theoretical predictions have
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also suggested a value of 0.20± 0.13 [64, 81].
As mentioned previously, electron-ion pairs have a finite probability of recombin-
ing to form excitons and eventually producing a scintillation signal (as opposed to a
charge signal). While in the past this recombination probability was modelled using
Birks’ saturation law [82] for large tracks and the Thomas-Imel model [83] (which
will be discussed in more detail for nuclear recoils) for short tracks, recently a great
deal of work has gone into directly measuring recombination in liquid xenon and its
potential fluctuations without the assumption of a model [70, 71]. Recombination is
simply inserted into the model of observables production as shown in Eqn. 2.6.
Nex ← Nex + rNion, Nion ← (1− r)Nion (2.6)
Following recombination in electronic recoils, these excitons and electron-ion pairs
directly translate into the number of photons and electrons that are observable.
Nγ = Nex, Ne = Nion (2.7)
2.4 Nuclear Recoils in Liquid Xenon
It is expected that WIMPs could potentially dissipate energy in xenon via elastic
nuclear recoils so understanding these type of interactions is of crucial importance for
WIMP direct detection experiments. In this section, we will discuss the sources of
nuclear recoils in liquid xenon based WIMP searches (besides potential WIMPs) and
the observables production process for elastic nuclear recoils, which is substantially
more complicated due to the nuclear and electronic quenching first mentioned in
Sec. 2.2.
2.4.1 Sources of Nuclear Recoils
The two sources of nuclear recoils in liquid xenon based WIMP searches, besides
potential WIMPs, are neutrons and neutrinos. While neutrons are, as one would
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expect, the main background and calibration source in liquid xenon based WIMP
searches, neutrinos are no longer negligible as detectors become more and more sen-
sitive to lower cross-sections, thus they represent an irreducible background of elastic
nuclear recoils in detectors. Understanding the sources of nuclear recoils in liquid
xenon based WIMP direct detection experiments is very important since an underes-
timation of this background could lead to potential claims of a false WIMP signal as
such interactions would be indistinguishable on an event-by-event basis.
The sources discussed in this section are either considered to be background
sources or calibration sources. Calibration sources are sources that we knowingly
introduce into the detector system such that we can measure the response of the
xenon and our detector to these types of interactions. They are controllable in such a
way that we can both introduce them and remove them without consequence. Cali-
bration sources will not be present during dark matter searches. Background sources,
on the other hand, are sources that would be present when we are actively searching
for WIMPs that we actively try to reduce but cannot be completely removed.
2.4.1.1 Neutrons
Electronic recoils from neutron scattering were discussed in Sec. 2.3 — in this section
we will focus on nuclear recoils from elastic scattering. Elastic scattering is the process
by which a neutron interacts with the atomic nucleus and kinetic energy is conserved.
The recoiling nucleus then deposits its energy in the medium which can ultimately
be detected.
Each of the sources of neutrons mentioned in Sec. 2.3 can also result in elastic
nuclear recoils.
2.4.1.2 Neutrinos
Neutrinos can interact with both electrons, as discussed in Sec. 2.3, and atomic nuclei,
via coherent neutrino-nucleon scattering (CNNS). The maximum energy of a recoiling
nucleus is given by Emaxr =
2E2ν
mN+2Eν
, where mN is the mass of the nucleus and Eν
is the energy of the neutrino. This implies that neutrinos must have energies on
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the order of 10 MeV to cause nuclear recoils on the order of 1 keV. Therefore, high
energy neutrino sources like 8B in the sun as well as neutrinos from supernovae and
the atmosphere will contribute the most to the CNNS background in dark matter
experiments.
2.4.2 Observables Production for Nuclear Recoils
We will now discuss the details of the observables production process for nuclear re-
coils that was generally outlined in Sec. 2.2. Like electronic recoils, nuclear recoils can
lead to the excitation or ionization of other xenon atoms. However, unlike energetic
electrons in liquid xenon, recoiling xenon atoms will also interact with other xenon
nuclei. This distinction is extremely important since energy can effectively be “lost”
if the energy transferred during a collision with another nucleus is too low to cause
excitation or ionization.
Lindhard proposed a theory to describe this nuclear quenching in Ref. [65]. To
describe the quenching of signals due to atomic motion, it is standard to work with








Lindhard showed that at low velocities (v < vB = αc, where α is the fine structure
constant) the stopping power of a heavy ion in a medium is approximately given by
Se = k
1/2, where k is a proportionality constant, assuming the Thomas-Fermi screen-
ing model. Under the same assumptions, it can be shown that k = 0.133Z2/3A−1/2,
which would give k ≈ 0.165 for xenon, although in his original paper Lindhard names
the calculation of the proportionality factor as the largest source of uncertainty in the
stopping power. Shown in Eqn. 2.9 is Lindhard’s semi-empirical numerical solution





, g() = 30.15 + 0.70.6 +  (2.9)
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Note that g() is not derived from first principles but is a fit to Lindhard’s nu-
merical solution from  = 0.001 − 100 (roughly 1 keV – 100 MeV nuclear recoils for
xenon).
Similar to observables production in electronic recoils, we assume that all energy
that goes towards electronic interactions is converted into excitons and ions by way




= Nex +Nion (2.10)








, pex = 1− pion (2.11)
Unlike electronic recoils, however, it is expected that Nex
Nion
≈ 1 for nuclear recoils
[84–86].
RIVAL (Recoiling Ions in Various Atomic Liquids) simulations show that nuclear
recoils, unlike electronic recoils, lose the majority of their energy in a large number
of secondary tracks and have a short track size relative to electronic recoils. With
short tracks and with applied electric fields we can use the Thomas-Imel recombina-
tion model to describe the recombination of electrons and ions into excitons shown in
Eqn. 2.2 [79]. The Thomas-Imel box model [83] begins by using the modified diffusion
equation presented by Jaffe [87] with the assumptions that Coulomb forces are negli-




= ∓u±E ·∇N± +D±∇2N± − αN+N− (2.12)
In Eqn. 2.12 N± are the ion and electron charge distributions, u± are the ion and
electron mobilities, and α is the recombination constant. Thomas and Imel improved
upon this model by making appropriate approximations for liquid xenon and argon:
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the diffusion rate is very small and ion drift is much slower than electron drift (3 – 5











Assuming that the electron-ion pairs are isolated, that the initial distribution of
ions and electrons uniformly populates a box of dimension a, and that Nion electron-
ion pairs initially fill the box, we can solve equations 2.13 to find the probability of
recombination.






We redefine the number of excitons and electron-ion pairs following recombination
in the same way as with electronic recoils.
Nex ← Nex + rNion, Nion ← (1− r)Nion (2.15)
Since nuclear recoils result in smaller and more dense tracks, we must also ac-
count for biexcitonic quenching. Biexcitonic quenching occurs by the process out-
lined in Eqn. 2.3: two excitons collide ultimately leading to the formation of a single
electron-ion pair. This process effectively reduces the two potential photons to a sin-
gle observable photon. This electronic quenching is typically parameterized using the
quenching term from Birks’ saturation law, as shown in Eqn. 3.14, since one would








1 + ηk− 1/2
(2.16)
This quenching ultimately reduces the number of photons that will be observable
in a given interaction, as shown in Eqn. 2.17.
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Nγ = NexfB, Ne = Nion (2.17)
2.5 Dual-Phase Time Projection Chambers
Having discussed how different types of particles deposit their energy in liquid xenon,
we can now discuss dual-phase xenon time projection chambers (TPCs), the leading
detector type in the search for WIMPs, and how they identify interaction types and
reconstruct the position and energy of interactions in a TPC.
2.5.1 Operating Principle
On an interaction-by-interaction basis, the goal of dual-phase xenon TPC is three-
fold: determine the type of the interaction (nuclear or electronic recoil), determine
the energy of the interaction, and determine the position of the interaction. While
we will discuss in more detail how each of these goals is achieved in a TPC, it is
important to understand how the observables are extracted from the liquid xenon.
For both nuclear and electronic recoils, an interaction in the liquid xenon with
an applied electric field results in both photons and free electrons. The photons
are measured by using photomultipler tube (PMT) arrays at the top and bottom
of the detector. These PMTs convert the light signal into a proportional charge
signal that can be read by a standard digitizer. This prompt scintillation signal is
referred to as the S1 of the interaction. The electric field that is applied vertically
in the detector is used to extract the free electrons from the interaction site and
to the liquid-gas boundary in the detector. An additional electric field is applied
to extract the electrons from the liquid and to accelerate the electrons through the
gas, exciting xenon atoms that lead to secondary scintillation photons in the process.
This process occurs at a time directly related to the depth of the interaction in the
liquid (discussed in more detail in Sec. 2.5.1.3). This secondary scintillation process,
which is proportional to the number of electrons extracted from the interaction site,
is referred to as the S2 of the interaction. This entire process is depicted in Fig. 2.7
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Figure 2.7: An example of an interaction in a dual-phase liquid xenon time projection
chamber. The interaction produces both scintillation light and free electrons. The
light is promptly detected by the PMT arrays at the top and bottom of the detector
while the free electrons are drifted to the liquid-gas interface (maroon arrow) where
they are extracted and accelerated through the gaseous xenon. This acceleration
through the gaseous xenon causes secondary excitations that result in more scintil-
lation light that is detected by the PMT arrays. The time difference between these
interactions can be used to extract the depth of the interaction while the PMT hit
patterns for the secondary signal can be used to find the interactions position in the
transverse plane.
and will be discussed in significantly more detail throughout the remainder of this
chapter.
2.5.1.1 Reconstructing Interaction Type
Since the most basic function of these TPCs is to search for WIMPs via elastic
nuclear recoils, it becomes crucially important to be able say what is likely background
(electronic recoils) and what is a potential signal (nuclear recoils). Without this type
of discrimination, searches are limited to counting techniques like those discussed
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in the first chapter. Since the electronic recoil background rate is typically several
orders of magnitudes larger than the nuclear recoil background, an experiment that
can discriminate between the two interactions will be significantly more sensitive than
a similar detector that is not.
As mentioned throughout this chapter, even though the energy deposition pro-
cesses of electronic and nuclear recoils are similar they are far from identical. These
differences in track structure and interaction cross-sections lead to very large discrep-
ancies in the amount of charge produced relative to the amount of light produced
in an interaction at a given field. For energies relevant to the WIMP search, the
relationship shown in Eqn. 2.18 holds for electronic and nuclear recoils and can be
used to discriminate between them. Fig. 2.8 shows this difference between electronic













This difference in the ratio of charge to light can actually be enhanced further:
while S2
S1
for nuclear recoils has little to no dependence on the electric field applied in
the TPC, S2
S1
for electronic recoils is heavily dependent on the electric field [62, 91], as
can be seen in Fig. 2.9. Therefore, the discrimination power between the two types
of interactions can be increased by increasing the electric field used in the TPC.
2.5.1.2 Reconstructing Energy
A significant portion of this chapter was dedicated to understanding the production
process of the observable photons and electrons in liquid xenon with an applied electric
field. With a perfect understanding of the observables production process and the
detector effects, one could reconstruct the probability distribution for the energy of
an event. The reason one cannot determine the energy precisely, even with a perfect
understanding of the physical processes described and the detector physics, is because
there is an associated smearing at each stage in the observables process – in other
words, two nuclear recoils depositing 10 keV at the same position in the detector will
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Figure 2.8: Low energy electronic and nuclear recoils in liquid xenon. Note that
for a given S1 that the S2 for electronic recoils are usually significantly higher than
the corresponding S2 for nuclear recoils. The nuclear recoils are from an americium-
beryllium (AmBe) source while the electronic recoils are from the 222Rn decay chain
that results in a β− emission with a maximum energy of 1.02 MeV.
not produce the same measured S1 and S2.
However, even being able to approximate the energy of an event is extremely im-
portant. More precisely, an understanding of the process between energy deposition
to the readout of observables is essential for the most sensitive dark matter searches.
The reason for this is because all predicted signals in the detector, including both
background and potential WIMP signals, have a predictable energy spectrum. There-
fore, we can not only predict how many electronic and nuclear recoils there should
be but we can also say where they should be in an S1 and S2 spectrum. As a con-
crete example, we expect the nuclear recoil background to fall off exponentially with
increasing energy. Therefore, an excess of events at high energies is more significant
(or indicates a misunderstanding regarding the background) than an excess of events
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Figure 2.9: The field dependence of scintillation and ionization yield in liquid xenon
for 122 keV electronic recoils and 56.5 keV nuclear recoils. In blue are the light yields
of interactions at a given field relative to the light yield with no applied electric field.
In red are the charge yields of interactions relative to the charge yield assuming no
recombination. Image Credit: Ref. [62]
at low energies.
2.5.1.3 Reconstructing Position
An additional piece of information that proves to be very useful that can be extracted
from TPCs is the the position of an event. As mentioned earlier, an approximately
uniform electric field is applied in the TPC to extract the electrons created in an
interaction from the vertex to the liquid-gas interface where they will produce the
secondary signal, the S2. Of course, the scintillation light from the interaction is
measured extremely quickly (on the order of nanoseconds such that we approximate
the delay as zero) so the S1 can be used as the start of a timer that ends with the
S2. This drift time can then be used to reconstruct the depth of the interaction since
the electron will travel with a constant velocity through the liquid xenon as given by
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Figure 2.10: The positions of all events during the first science run of XENON1T.
Notice that the overwhelming majority of events occur at the very edge of the detector
and can be removed using a fiducial volume.
vd = µE, where vd is the drift velocity, µ is the mobility of electrons in liquid xenon,
and E is the magnitude of the electric field applied. This analysis to determine the
depth is shown on the right side of Fig. 2.7.
As mentioned earlier in this chapter, the stopping power for different charged
particles in liquid xenon is high enough such that interactions will be stopped in
. 10µm. Diffusion for electrons in liquid xenon is also small: even assuming a very
large drift time of 1 ms, the expected transverse diffusion is on the order of
√
Dttd ∼
20 mm so the electrons should still be very localized when arriving at the liquid-gas
interface. Once these electrons are accelerated through the gas layer they create the
secondary photons (S2), which are then detected using the PMT arrays at the top
and the bottom of the detector. The hit pattern of the PMT arrays, specifically
the top array because of its proximity, can be used to approximate the location of
extraction at the liquid-gas interface, which should be a very good approximation
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of the position at the depth found using the drift time. The PMT hit patterns are
shown on the bottom-right of Fig. 2.7.
The three-dimensional location of an event inside a detector proves to be very
important for WIMP searches. To understand why, it is useful to consider a WIMP
event in a detector. Since the cross-section of the WIMP is so small, one would expect
two features in a WIMP event: it would only scatter a single time and it could scatter
anywhere in the liquid xenon with equal probability. However, this is very different
from almost all of our external background sources (the exception, of course, being
neutrinos) - both external gamma, beta, and neutron sources that emit particles into
the liquid xenon are expected to lose energy through multiple scatters, which can
easily be identified and removed by observing multiple S2 peaks (called a multiple
scatter cut), and/or are expected to travel only a short distance before depositing all
of their energy. The latter effect can be seen in Fig. 2.10, taken from XENON1T’s first
science run, which shows that the overwhelming majority of events occur at the very
edges of the TPC. One can then remove these events by making a fiducial volume cut
that removes all events not within a certain distance from the center of the detector
— four of these potential fiducial volume cuts are shown in Fig. 2.10. By using a
multiple scatter cut and a fiducial volume cut, it is straightforward to remove almost
all of the external background events, although it is important to note that this will
not remove events from internal sources such as 85Kr or 222Rn or events from neutrino
interactions. Additionally, by removing the edges of the TPC the expected rate of
WIMPs will decrease linearly with the target mass excluded. Therefore, the volume
must be chosen carefully such that the gain from background exclusion outweighs the
loss in the expected WIMP scattering rate.
2.5.2 Detecting Observables
In this section we will discuss the details of how the observables produced by an in-
teraction, the light and charge, are actually measured in TPCs to produce waveforms
like the one shown in Fig. 2.11.
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Figure 2.11: The waveform of the first event seen by XENON1T.
2.5.2.1 Detection of Scintillation Photons: S1
The excited xenon dimers, excimers, decay very quickly (on the order of 10 ns) and
produce 178 nm photons regardless of the interaction type. These photons can be
detected by the use of photomultiplier tubes (PMTs) that are designed to have peak
efficiency for UV light. In TPCs, the PMT arrays are placed at the top and bottom of
the detector, as shown in Fig. 2.7, but cannot be placed around the sides of the TPC as
the high voltage of the PMTs will prevent the electric field used to drift the electrons
from being uniform in the vertical direction. Because of this, light will typically reflect
off of multiple surfaces before reaching the face of the PMT. Since detectable light is
lost during reflections, the position of the event will be important in understanding
how much of the initial light is likely to be detected (with events closer to the PMTs
and towards the center having a high detection efficiency than events near the edge of
the TPC). There is also an efficiency loss in the PMTs themselves since only roughly
a third of photons that reach the photocathode of the PMT produce a signal — this
efficiency is referred to as the quantum efficiency (QE). These losses lead to roughly
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Figure 2.12: The Hamamatsu R11410 PMT and a schematic illustration of its various
components. Image Credit: Ref. [95].
90% of light from an interaction not being detected!5
The main function of a PMT is to convert light signals into electrical signals,
which can subsequently be digitized. A schematic of a photomultiplier tube is shown
in Fig. 2.12. When light shines upon the PMT window, there is a probability defined
by the quantum efficiency that an electron is emitted by the photoelectric effect
— this electron is called a photoelectron. This photoelectron is then guided and
accelerated by an electric field to a stage of dynodes by which the initial electron
produces secondary electrons at each stage in the chain. The electrons reaching the
end of the stage will be proportional to the initial number of photoelectrons and
result in a current that can be digitized.
Since both the dexcitation of the excimers and the photomultiplication are both
very fast processes (on the order of 10 ns), the S1 signal is considered to be a prompt
signal. This is very different from the S2 signal which will have a long delay (on the
order of tens to hundreds of microseconds) depending on the depth of the interaction
in the liquid xenon and the strength of the applied drift field.
5Because of this large loss of scintillation light, a great deal of effort has gone into choosing and
preparing material for the TPC to maximize the reflectivity [92–94].
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2.5.2.2 Detection of Ionization Electrons: S2
The S2 signal is a result of the electrons that do not recombine with an ion that was
also created in the interaction. These electrons are drifted using an approximately
uniform vertical electric field to the liquid-gas interface. Then, using a second electric
field typically much stronger than the drift field (thousands of V/cm compared to
hundreds), they are extracted from the liquid and accelerated through the gas, as
shown in Fig. 2.7. The accelerated electrons will create xenon excimers while being
accelerated through the gas which will result in our secondary light signal that can
be detected by PMTs.
The constant electron drift through the medium is actually an average over a
series of many accelerations and decelerations. The electrons are accelerated by the
electric field and quickly lose energy in the liquid xenon through elastic scatters [96].
While this complicated series of interactions on a macro scale is quite simple, there
is a complicating factor: electrons drifting through the liquid can be absorbed by
electronegative impurities in the xenon, the most common of which is oxygen. This
process can also be examined from a larger scale and we can actually describe it with
a single parameter: the so-called electron lifetime. The probability that an electron







In Eqn. 2.19, z is the vertical distance between the electron and liquid-gas interface,
vd is the drift velocity, and τe− is the electron lifetime. The xenon in a TPC must
be constantly cleaned of these electronegative impurities to maintain a reasonable
electron lifetime which proves to be technically challenging. However, measuring
the electron lifetime is relatively straight-forward. The basic idea to look at an
electronic recoil of known energy (the electronic recoil resulting from the decay of
83mKr, for example) and measure the S2 signal as a function of depth. Since the light
produced in the gaseous xenon is proportional to the number of electrons, one should
see an exponential decrease in the size of the S2 as a function of depth according to
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Figure 2.13: An example of an electron lifetime analysis from XENON1T. In this
analysis, the 41 keV 83mKr electronic recoil is used and the decay’s S2 signal size is
plotted versus drift time (a proxy for depth). Image Credit: Ref. [97].
Eqn. 2.19. An example of this type of electron lifetime measurement and the resulting
exponential fit to the S2 size is shown in Fig. 2.13. As detectors grow in size it is
critical that they are still able to clean the xenon with the increased level of impurities
since a low electron lifetime results in a large reduction in signal and smearing in S2
(which reduces discrimination power).
Finally, the number of excitations produced in the gaseous xenon will be pro-
portional to the number of electrons accelerated through. The resulting number of
photons for a single electron approximately follows a Gaussian distribution. The mean
of this Gaussian is referred to as the gas gain. Therefore, the number of electrons
from the interaction can be inferred by looking at the number of photons detected by
the photomultiplier tubes. The response of the TPC to a single electron accelerated
through gaseous xenon can also be measured in a relatively simple manner by looking
at single electrons that drift to the liquid-gas interface (these single electrons often
come from the photoionization of the stainless steel grids used to produce the drift
field in the TPC). This method is described in more detail in Ref. [98], as well as in
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Figure 2.14: An example of a gas gain analysis from XENON100. This fit was
performed using electrons from photoionization of metal inside of the detector. Image
Credit: Ref. [98].
Sec. 3.3.4 and Sec. 4.2.3. An example of this analysis is shown in Fig. 2.14.
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Chapter 3
The First Dark Matter Search with
XENON1T
XENON1T is the third generation detector of the XENON Dark Matter Collabora-
tion. With a fiducial mass of over 1,000 kg, it is the most sensitive detector to WIMPs
in the world. This chapter will focus on the XENON1T Dark Matter Experiment
and the results from its first WIMP search. The first section will focus on the design
of the detector and its subsystems while the second section will focus on background
considerations and signal estimation. The following section will focus on the general
calibration of the detector followed by a section on the calibration of the detector
to electronic and nuclear recoils. Finally, we will discuss the results of the first dark
matter search and its implications.
3.1 The XENON1T Detector
In this section we will focus on the XENON1T detector and its individual subsystems
that are needed for it to operate according to the working principle discussed in
Sec. 2.5. For more details on the design and construction of the detector, please refer
to Ref. [97].
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Figure 3.1: The neutron flux due to cosmogenic muons versus kilometers water equiv-
alent depth for various underground laboratories. Image Credit: Ref. [99].
3.1.1 Laboratori Nazionali del Gran Sasso
Laboratori Nazionali del Gran Sasso (LNGS) is an Italian national laboratory located
underneath the Gran Sasso mountain range in central Italy. In order to shield from
cosmogenic backgrounds, dark matter detectors, and detectors for low background
experiments in general, are placed deep underground. Even deep underground, very
high energy muons are still not completely shielded and are a dangerous background
source for dark matter searches because they can produce fast neutrons in the rock
that could recoil in the detector. The flux of these neutrons at different laboratories
has been measured in Ref. [99] and a plot of the fluxes is shown in Fig. 3.1.
To shield against these neutrons, the TPC is inside the center of a cylinder filled
with water that is roughly ten meters in diameter and ten meters tall. This will be
the focus of Sec. 3.1.2.
3.1.2 Muon Veto
As mentioned in the previous section, to shield against the potential cosmogenic
neutron background, the TPC is placed inside of a very large water tank (∼10 meter
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Figure 3.2: A cartoon of the muon veto with the TPC centered inside the water tank.
diameter and ∼10 meter height). This muon veto is outfitted with 84 8” diameter
Hamamatsu R5912ASSY high quantum efficiency PMTs to detect the light from
interactions inside of the water tank and the DF2000MA reflective foil to maximize
the potential measured signal [100]. A diagram showing the water tank and its PMTs
is shown in Fig. 3.2 and a photo of the interior of the water tank during filling is
shown in Fig. 3.3. A detailed Geant4 simulation [101] of the muon-induced neutrons
originating in the rock surrounding the laboratory shows that the efficiency of the
veto is 99.78 ± 0.05% for neutrons accompanied by the muon and 71.4 ± 0.5% for
neutrons without the initial muon. Neutrons are accompanied by muons roughly 1/3
of the time [100].
In addition to screening cosmogenic neutrons, the muon veto also acts as a shield
to external gamma ray and neutron sources. The neutrons mainly come from the
spontaneous fission of 238U and the 232Th (α, n) reactions, both of which are found in
small quantities in the surrounding rock and concrete. Detailed Geant4 simulations
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Figure 3.3: A photo of the inside of the muon veto water tank. The 8” PMTs can be
seen along the edges of the tank and the TPC can be seen in the center of the tank
(left side of the photo).
[101] show that the external gamma ray background is reduced by approximately 7
orders of magnitude across 4 meters of water and the external neutron background
is reduced by approximately 6 orders of magnitude per meter of water.
Given the expected fluxes for cosmogenic neutrons and radiogenic neutrons from
the rock and concrete, 8.1 · 10−10 n
cm2s
above 1 MeV [99] and 8.7 · 10−7 n
cm2s
above 1
keV, respectively, combined with the expected attenuation and cut efficiency result




In between the TPC itself and the water of the water tank is the cryostat. The
cryostat is a double-walled vacuum insulated vessel designed to contain the detector
assembly and 3.5 tons of liquid xenon. The cryostat itself is made of 5 mm thick, low
radioactivity stainless steel. The inner part of the cryostat is covered in a blanket
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Figure 3.4: A photo from inside the watertank with the inner cryostat installed. Note
the mylar foil around the vessel for insulation against radiative heat transfer.
of aluminized mylar foil to minimize radiative heat transfer since it needs to house
such a large amount of liquid xenon at roughly −96◦C (shown in Fig. 3.4). The outer
cryostat is large enough to hold and support XENON1T’s inner vessel and TPC but
also the inner vessel and TPC of XENONnT, a planned upgrade of XENON1T. A
diagram of the cryostat and the TPC is shown in Fig. 3.5.
The cryostat is connected to external systems such as the purification and cryo-
genic systems via a double-walled vacuum insulated pipe. This pipe not only carries
liquid xenon and gaseous xenon to and from the different systems but also houses
the various cables that need to go into the detector (mainly signal and high voltage
cables). These cables are stored inside of a smaller pipe so that radon emanations
are far from the TPC. One of the gaseous xenon lines is used to pressurize the xenon
diving bell, which is used to set the liquid level in the detector.
The weight of the cryostat and TPC are supported by three stainless steel rods.
These rods are connected to several motion feedthroughs such that the level of the
xenon in the TPC is approximately 100 µm. These systems are also designed for
XENON1T and XENONnT.
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Figure 3.5: A diagram of the cryostat, the TPC, and the subsystems of each. Image
Credit: Ref. [102].
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Figure 3.6: The XENON1T detector and its subsystems located in LNGS Hall B.
Figure 3.7: The XENON1T cryogenics system located on the third floor of the
XENON1T building.
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Figure 3.8: A diagram of the cryostat, the cryogenics system, and the purification
systems. Image Credit: Ref. [102].
A schematic of the cryostat, TPC, and many of the subsystems that will be
discussed is shown in Fig. 3.8.
3.1.4 Cryogenics System
To keep the 3.5 tons of liquid xenon cool, two pulse tube refrigerators (Iwatani PC-
150 PTRs) are used. Each of the PTRs provides a cooling power of approximately
250 W while the estimated total heat load of the system (including the removal of
electronegative impurities which will be discussed in Sec. 3.1.5.1) is less than 150 W.
Therefore, this system is doubly-redundant and designed such that a PTR can be
removed and replaced during operation of the detector. These PTRs are connected
to copper cold fingers on which the gaseous xenon condensates and flows back into the
detector. The xenon pressure inside of the cryostat is controlled via resistive heaters
thermally connected to the copper cold fingers. These resistive heaters are controlled
by a proportional-integral-derivative (PID) controller that adjusts the power of the
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heaters to maintain a desired cold-finger temperature [97].
The photomultiplier tubes (which will be discussed in Sec. 3.1.8) are susceptible to
damage if the pressure in the detector becomes too high. For this reason, it is crucial
to be able to keep the pressure stable even in the event of an emergency. XENON1T
was designed such that if there is a sudden increase in pressure, a cold finger that
is cooled using liquid nitrogen is used in place of the PTRs. To maintain normal
operating conditions in the detector only ∼100 liters per day are required (the tank
containing liquid nitrogen can store up to 10,000 L) [97].
The three redundant cooling systems can be seen on the left side of Fig. 3.8. The
gas in the pipe condenses on the cold fingers and then is fed back into the cryostat.
3.1.5 Purification Systems
There are two main purification systems in XENON1T: one for electronegative im-
purities and a second for the removal of 85Kr.
3.1.5.1 Electronegative Impurities
As mentioned in Sec. 2.5.2.2, electronegative impurities, mainly oxygen, enter the liq-
uid xenon through the various materials used when constructing the detector. These
electronegative impurities can capture free electrons that are drifted to produce the
secondary signal, the S2. This causes a complete loss of signal in the case of high
concentrations but will still cause large smearing effects at low levels of concentration
(ppb levels of O2 relative to xenon), reducing the discrimination power of liquid xenon
for electronic and nuclear recoils.
Materials are cleaned before being installed in the detector. However these elec-
tronegative impurities are constantly outgassing into the detector and therefore the
xenon must be constantly cleaned. To achieve high purity, a doubly redundant pu-
rification system that is connected to the cryostat is used (center of Fig. 3.8). This
system includes two loops with a gas driving pump (CHART QDrive) and a high-
temperature rare-gas purifier (SAES PS4-MT50-R getter) [97]. The SAES getter is
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able to reduce the O2, H2O, CO, CO2, H2, N2, and CH4 concentrations to low ppb
or below by having the impurities form irreversible chemical bonds with the material
inside of the getter. One drawback of the getter is that it must be operated at high
temperatures (∼ 50◦C). However, this effect can be reduced by using heat exchang-
ers between the liquid and gaseous xenon. The gaseous heat exchanger can be seen
in the center of Fig. 3.8 and the liquid heat exchanger (tube-in-tube) can be seen
on the right side of Fig. 3.8. These heat exchangers are approximately 96% efficient
and significantly reduce the heat input of the getters to 0.39 W/SLPM for a total of
approximately 20 W [97].
3.1.5.2 85Kr
A cryogenic distillation column is used to reduce the natural krypton to xenon level
to below 200 ppq (part per quadrillion). The cryogenic distillation column leverages
the different vapor pressures of the two elements around the xenon boiling point: the
vapor pressure of krypton is roughly 10.8 times higher than the vapor pressure of
xenon at 175 K and 2 bars. For a dual-phase system in equilibrium, this implies that
the gaseous phase will be enriched with krypton relative to the liquid by this factor of
10.8 by Raoult’s law [103] — this simple dual-phase system is referred to as a single
distillation stage. To improve this separation efficiency, one can put several of these
distillation stages in series with each other. This multi-stage distillation column can
practically be achieved via a package material that replicates these additional stages
when placed inside of a single stage. The height of the material ultimately translates
into the number of stages added [104].
The concentration of krypton can be measured with an RGMS (residual gas mass
spectrometer). A distillation column with 2.8 meters of the Sulzer EX package ma-
terial was deployed for XENON1T and achieved natural krypton to xenon levels of
< 48 ppq [59]. An atom trap trace analysis (ATTA) that was built at Columbia
University [105] can also be used to measure low levels of krypton concentration in
xenon. However, this was not used during the first science run.
A similar distillation column was also built to test the possibility of radon removal.
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Using 1 meter of package material, a radon reduction factor of > 27 was achieved
[106].
3.1.6 Recovery and Storage
For small detectors, it suffices to fill detectors via cooling the xenon stored in bot-
tles and to empty the detector by evaporating the liquid xenon. While simple, this
method is inefficient and would require approximately 250 W of cooling power over 2
months to fill the XENON1T detector [97]. While an emergency situation is unlikely
in XENON1T due to its many redundancies, this simple method would also make
recovery of all of the xenon very difficult.
Instead of storing unused xenon in bottles kept at room temperature, a new
approach to recovery and storage of xenon was applied to keep it cold: a single 5
cubic meter vacuum-insulated stainless steel sphere rated for pressures up to 73 bar
was built for this purpose, appropriately name RESToX (recovery and storage of
xenon). Similar to the detector’s cryostat, several layers of aluminized mylar blanket
the inner wall of this system such that the heat load on this system is only roughly
50 W. RESToX is cooled using 16 liquid nitrogen lines that are welded to the outside
of the inner wall. To assure that the xenon inside of RESToX is kept at a precise
temperature and pressure (to avoid freezing), a heating system has also been installed
in the center of the vessel.
RESToX is directly connected to the cryostat for filling and recuperation of the
xenon gas as well as both purification systems such that the xenon stored can be kept
clean and ready for use. Xenon can be transferred into the cryostat via the pumps of
the purification system (up to a maximum speed of 50 SLPM). Xenon is transferred
from the cryostat to RESToX solely due to the pressure difference between the two
systems.
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Figure 3.9: A photograph of RESToX installed in the lower floor of the XENON1T
building in LNGS Hall B.
3.1.7 Calibration Systems
While internal sources, such as 83mKr, can be injected through the purification system,
a new method for introducing external sources needed to be developed due to the
massive water tank surrounding the TPC. The solution was the installation of two
belts that could be used to move external sources around the bottom of the detector
(the “U-Belt”) and along the sides of the detector (the “I-Belt”) and an additional
mechanism to move the neutron generator vertically along the side of the TPC. The
main external sources used are 228Th (which has several γ lines between 511 and
2,614 keV), 137Cs (which has a single γ line at 662 keV), and AmBe (which produces
MeV energy neutrons). The neutron generator (NSD Gradel Fusion NSD-35-DD-C-
W-S) uses the deuterium-deuterium fusion process to create neutrons with energies
between 2.2 and 2.7 MeV. This generator has been specially designed to provide very
low neutron rates (O (10 n
s
)




source systems are shown in Fig. 3.10.
Like previous generations of detectors, the PMTs are calibrated using pulsed blue
light fed into the detector by fiber optic cables. In XENON1T, four such fiber optic
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Figure 3.10: A diagram showing the external calibration systems. The “U-Belt”,
which allows for placement of external sources below the TPC, is shown in red while
the “I-Belt”, which allows for the placement of external sources at different heights
along the side of the TPC, is shown in blue. Shown in green is the neutron generator
which can be raised and lowered along the side of the detector.
cables are fed into the detector at different heights and positions.
3.1.8 Photomultiplier Tubes
XENON1T utilizes a total of 248 high quantum efficiency R11410-21 3” PMTs —
127 of these PMTs are located in the top array and the remaining 121 are located in
the bottom array. The R11410-21 was specifically designed for XENON1T to have
a high quantum efficiency, high collection efficiency, low radioactivity, and operate
stably at liquid xenon temperatures.
321 of the R11410-21 PMTs were tested for quantum efficiency, dark rate (rate
of photoelectron emissions without incident light from thermal effects), stability, and
single photoelectron response. Of the 321 PMTs, 78 were rejected: 12 due to high
or unstable dark count rates and 53 due to after-pulsing (44 of which were confirmed
to have a leak). The PMTs were found to have an average quantum efficiency of
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Figure 3.11: The quantum efficiencies of the PMTs installed in the XENON1T PMT
arrays. Note that, with a few exceptions due to higher radioactivity levels, the highest
quantum efficiency PMTs are placed towards the center to maximize light collection.
Also note that in general the PMTs used in the bottom array have a higher quantum
efficiency than those in the top array since the much smaller S1 signal is mainly seen
by the bottom array. Image Credit: Ref. [97].
34.5± 2.8% at 178 nm and a collection efficiency of 90− 95% [107]. PMTs that were
found to have a higher quantum efficiency and collection efficiency were placed in the
center to maximize potential light collection as shown in Fig. 3.11. The bottom PMT
array sees the majority (∼ 90%) of the light for S1s due to the reflection of light at
the liquid-gas interface — therefore, the higher quantum efficiency PMTs were placed
in the bottom array.
Of the 248 PMTs installed, only 213 could be used for the first science run of
XENON1T. The reasons for omission in the final analysis varied from high levels of
noise to frequent trips and flashing. The remaining PMTs were set such that they
had a gain from 2 − 5 · 106 e− and a resolution of approximately 30%. The gains of
individual PMTs were stable over the course of data taking.
3.1.9 XENON1T TPC
The XENON1T TPC has a cylindrical shape with a diameter of 96 cm and height
of 97 cm at room temperature. The TPC outer wall is made of PTFE (polytetraflu-
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oroethylene), otherwise known as teflon. Teflon is chosen for several reasons: it has
a high reflectivity, it can be made such that it is highly radio-pure, it has low out-
gassing rates, it is chemically inert (so no special considerations need to be made for
handling or storage), and it is an excellent insulator [94]. Teflon does have a high
thermal coefficient of expansion resulting in a length contraction of approximately
1.4% from room temperature to liquid xenon temperatures though [108].
Throughout this and the second half of the previous chapter, it has been assumed
that one can provide a uniform drift field in the TPC in order to extract the electrons
from the interaction site to the liquid-gas interface and a uniform extraction field
to extract the electrons from the liquid into the gas for amplification. Ideally, one
would use sets of parallel plates to create these uniform fields however this has the
obvious drawback of not allowing for the detection of light. Instead, the plates are
replaced with ultrafine grids that can approximate a uniform field while keeping a high
transparency (& 90% from optical simulations). The width of the wires used in the
grids is O(0.2 mm) and the size of the cells in the grid is O(5 mm). To create the two
fields mentioned, the drift and extraction fields, we need three meshes: the cathode
mesh (O(10 − 100 kV)), the gate mesh (ground), and the anode mesh (O(5 kV)).
To protect the PMTs from the high electric field, screening meshes kept at similar
voltages to the PMTs (∼ −1.5 kV) are also installed. To reduce edge effects and
keep the field as uniform as possible out to the edge of the TPC, 74 field shaping
rings made of oxygen-free high thermal conductivity copper are installed between the
cathode and the anode via a chain of 5 GΩ resistors [97]. Shown in Fig. 3.12 are the
field simulations made using the final detector design and the voltages used during
the first science run of XENON1T (Vc = −12 kV and Va = 4 kV).
3.1.10 Data Acquisition and Processing
The final subsystem of XENON1T is the data acquisition and processing system.
The signals from the 248 TPC PMTs and 84 muon veto PMTs, after being amplified
by a factor of ten using a Phillips Scientific 776 Amplifier, are fed into V1724 flash
ADCs. These V1724 ADCs operate at 100 MHz (resulting in a time resolution of 10
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Figure 3.12: The field simulations for the TPC during the first science run of
XENON1T. During this run, a cathode voltage of −12 kV was used and an anode
voltage of +4 kV was used. Image Credit: Ref. [97].
ns), with 14 bit resolution, 40 MHz bandwidth, and a 2.25 or 0.5 V dynamic range.
Each ADC can handle eight channels simultaneously [109].
The data acquisition system does not have an external hardware trigger — instead,
all pulses are digitized for each channel. The pulses for each channel are then analyzed
together to determine whether or not an event occurred and should be saved. These
events (saved as waveforms that are simply ADC counts versus time) can then be
processed to extract relevant information, including, but not limited, to the size
and timing of the S1 and S2 signals. The processor, PAX (Processor for Analyzing
Xenon), was designed for XENON1T but is portable enough to be used for other
dual-phase TPCs. An example waveform is shown in Fig. 3.13.
Since the expected WIMP energy spectra (and most of the nuclear recoil back-
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Figure 3.13: The PAX output for the first waveform in XENON1T. Shown in blue is
the S1 and shown in green is the S2. The grey highlighted areas represent unidentified
peaks that are likely due to the high noise rate at this point in the detector operation.
Also shown are the timestamps of each signal, used to extract the depth of the
interaction, and the PMT hit patterns of the top and bottom PMT arrays, which are
used for position reconstruction.
ground sources) exponentially decay with energy, it is crucially important to under-
stand the efficiency with which events are saved and S1s and S2s are found in the
waveforms by the processor. For the coincidence conditions, thresholds, and algo-
rithms used in the first science run of XENON1T, it was found, via simulation, that
S2s are identified with 100% efficiency when produced with two or more electrons
accelerated through the gaseous xenon. This implies that even the smallest events
are successfully saved. However, given the threshold and algorithm choices of the first
science run, it was found, again via simulation, that five or more photons are needed
to correctly identify an S1 for an event with above an 80% probability. Therefore,
even with the event saved, we may not be able to extract the necessary information
since the processor cannot identify the S1 in the waveform. These efficiencies will be
discussed in more detail with respect to the electronic and nuclear recoil calibration
of XENON1T.
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3.2 The Background for the XENON1T Detector
Many of the potential sources of background were first discussed in the second chapter.
In this section we quantify the expected rate of each of these sources as a function
of energy. As mentioned previously, the higher the expected rate of background is in
the region of interest, the harder it is to make a claim that excess events are due to
WIMPs.
3.2.1 Background in XENON1T from Detector Materials
The first source of background that we will discuss is from the detector materials
themselves. The detector material background contributes to both the electronic and
nuclear recoil background. Even though incredible care is taken to select the most
radio-pure detector components for the detector, this background will prove to be
non-negligible for XENON1T, as with all other dual-phase TPCs.
To quantify the background from the different detector components, materials
were screened using a high-purity germanium detector and using mass spectrometry.
A detailed breakdown of the radioassay results of the various detector materials can
be found in Ref. [102]. To estimate the background, the twelve largest background
contributors and the eight most relevant backgrounds are considered [77]. We can
simulate the background by assuming the contaminants are spread uniformly in the
various detector materials and by requiring the interaction occur inside of a fiducial
volume and with only a single scatter in the liquid xenon volume because of the
properties we expect of WIMP interactions (discussed in detail in Sec. 2.5.1.3). The
resulting energy spectrum from the simulation for electronic recoils can be seen in
Fig. 3.14 and Fig. 3.15 and the resulting energy spectrum from the simulation for
nuclear recoils can be seen in Fig. 3.17. Each of these spectra can be integrated to
determine the rate per kilogram of xenon in the fiducial volume per day.
74
3.2. The Background for the XENON1T Detector
3.2.2 Electronic Recoil Background in XENON1T
Even though electronic recoils can often be rejected with high confidence due to their
larger charge signal relative to nuclear recoils, they still pose a dangerous background
for dark matter searches since the electronic recoil and nuclear recoil band overlap
slightly (as seen in Fig. 2.8). Putting aside the possibility that dark matter may
interact with atomic electrons, in which case this is our most relevant background, a
higher overall rate of electronic recoils in our detector translates to a higher probability
of an electronic recoil mimicking a nuclear recoil (simply from statistical fluctuations).
The full electronic recoil background energy spectrum can be seen in Fig. 3.14
and Fig. 3.15. It is important to recall that since electronic recoils efficiently convert
energy into observables, only electronic recoils under 15 keV are relevant to the WIMP
search. We will briefly discuss each component of the background in the remainder
of this section with the exception of the materials background, which was discussed
in Sec. 3.2.1.
3.2.2.1 222Rn
Radon, unlike all of the other noble gasses, has no stable isotope. Therefore, “natural”
radon is the result of the α decays of 226Ra into 222Rn and 224Ra into 220Rn. These
maternal isotopes are part of primordial 238U and 232Th chains, respectively, that are
shown in Fig. 3.16.
However similar these two chains might seem, they prove to have drastically dif-
ferent effects for dark matter detectors. Both 238U and 232Th, and therefore their
daughter isotopes, are found in trace quantities in almost all materials, including the
ones used for the construction of XENON1T. When either chain reaches the decay
of radium into radon, the recoiling radon isotope has a chance of emanating from the
surface that it is found on, for example from the inside of a stainless steel pipe into
the gaseous xenon. This is where the difference in the two chains materializes itself.
222Rn has a relatively long half-life of 3.8 days implying that these atoms will be
distributed throughout the detector and liquid xenon. 220Rn, on the other hand, has
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Figure 3.14: The electronic recoil energy spectrum expected from major background
sources. While radiation from materials and the double beta decay of 136Xe dominate
at high energies, 222Rn dominates at the lowest energies as can be seen here and in
Fig. 3.15. This low energy region is of the most concern for dark matter searches.
Image Credit: Ref. [77].
Figure 3.15: The electronic recoil energy spectrum from background at low energies.
Note that under 15 keV, the upper threshold for electronic recoils relevant to the
dark matter search, 222Rn is the dominant source of electronic recoils. Image Credit:
Ref. [77].
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a short half-life of 55 seconds and thus has very little time to spread in the detector
before decaying into chemically reactive 216Po, which is much more likely to adhere
to surfaces. Therefore, even though both radon isotopes are present, only 214Pb, re-
sulting from 222Rn, will pose a significant source of background during dark matter
runs.
In fact, 220Rn turns out to be a very useful calibration source when directly in-
troduced into the xenon gas [69]. The short half lives of 220Rn and 216Po can first
be used to measure the flow of liquids in the TPC. Second, 212Pb has a half-life of
10.6 hours, giving it ample time to spread uniformly throughout the detector before
decaying. While the Q-value of the beta decay is 570 keV, the beta decay spectrum
is continuous down to zero energy meaning that a small fraction of the events will
be useful for a low-energy electronic recoil calibration. After the 212Pb decay, we can
use the close time coincidence of 212Bi and 212Po (colloquially referred to as a BiPo
event) to measure the decrease in the contamination and to confirm the uniformity of
the 212Pb events in the detector. These features make 220Rn one of the most desirable
electronic recoil calibration sources available with the exception of perhaps tritiated
methane [70, 71].
3.2.2.2 85Kr
85Kr is the other major internal source of background in liquid xenon based ex-
periments. While 85Kr has a short half-life on a terrestrial scale (10.8 years), it is
produced as the byproduct of nuclear fuel reprocessing and weapons tests. 85Kr β
decays with a maximum energy of 687 keV with the spectrum decreasing steadily
down to zero energy (as seen in Fig. 2.3). Commercial xenon will retain ppm to ppb
levels of natural krypton (which contains 85Kr at 2 · 10−11 levels [110]) as a result of
the distillation process used to extract the xenon. Due to its decay energy spectra,
which allows for low energy electronic recoils, and relatively long half-life, such that
the 85Kr is dispersed uniformly in the detector, 85Kr is also considered to be one of
the most dangerous backgrounds in XENON1T.
Of course, ideally one would like to lower the krypton to xenon levels to as low
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Figure 3.16: The 238U (left) and 232Th (right) decay chains. The 238U chain ulti-
mately produces an intrinsic and the largest background source of electronic recoils
in XENON1T while the 232Th chain results in a very useful electronic recoil calibra-
tion source. Image Credit: Berkely Nuclear Forensics Group.
levels as possible but the design goal of XENON1T was 0.2 ppt which translates to
approximately 30 low energy electronic recoils per year in a 1 ton fiducial volume.
Using the krypton distillation column discussed in Sec. 3.1.5.2, krypton to xenon levels
of 0.36± 0.06 ppt were reached for the first science run putting XENON1T within a
factor of two of the ultimate goal [97].
3.2.2.3 Solar Neutrinos
Due to the mass difference between electrons and nucleons, significantly lower en-
ergy neutrinos are required for electronic recoils versus nuclear recoils. This implies
neutrinos from the sun, solar neutrinos, will be the dominant source of neutrinos for
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the electronic recoil background. The energy spectra of solar neutrinos is shown in
Fig. 2.6.
Like electronic recoils from beta decays, the kinetic energy of the recoiling electron
will follow a spectrum where only very low energies are relevant. Unlike most of the
other sources of electronic recoils, the solar neutrino background cannot be reduced
and will scale with the size of the detector used.
3.2.2.4 136Xe
One source of background that has been mentioned in passing is the only radioisotope
of natural xenon, 136Xe. 136Xe was shown to decay via a 2νββ decay with a half-life of
2.2 ·1021 y [60]. The 2νββ decay energy spectrum from 136Xe is shown in Fig. 3.14 and
Fig. 3.15 – fortunately, unlike the beta decays resulting from the 222Rn chain and 85Kr
decay, the spectrum of 136Xe decreases rapidly as electron momentum approaches zero
[111].
While at the current sizes of xenon detectors this background is subdominant, it
will eventually become a large source of irreducible background.
3.2.3 Nuclear Recoil Background in XENON1T
Since WIMPs are expected to interact with xenon via nuclear recoils, any source
of background that could cause a nuclear recoil in xenon is particularly troubling.
Care must be taken to make sure that all potenital sources of nuclear recoils are
understood and accounted for — otherwise an experiment would be susceptible to
artificially strong limits or potential false discoveries.
The three major sources of nuclear recoil background are the detector materials
themselves, which was discussed in Sec. 3.2.1, neutrinos, and neutrons produced by
high energy muons. Each of these sources of background is shown in the full nuclear
recoil background energy spectrum found in Fig. 3.17.
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Figure 3.17: The energy spectra of the different sources of nuclear recoil background.
Image Credit: Ref. [77].
3.2.3.1 Coherent Neutrino-Nucleon Scattering
Neutrinos can interact with both electrons, as discussed in Sec. 2.3 and Sec. 3.2.2.3,
and atomic nuclei, via coherent neutrino-nucleon scattering (CNNS). The maximum
energy of a recoiling nucleus is given by Emaxr =
2E2ν
mN+2Eν
, where mN is the mass of
the nucleus and Eν is the energy of the neutrino. This implies that neutrinos must
have energies on the order of 10 MeV to cause nuclear recoils on the order of 1 keV.
Therefore, high energy neutrino sources like 8B in the sun as well as neutrinos from
supernovae and the atmosphere will contribute the most to the CNNS background in
dark matter experiments.
Unlike nuclear recoils from radiogenic neutrons and muon-induced neutrons, this
background cannot be shielded against and cannot be reduced, in any reasonable
sense, by a fiducial volume cut. Therefore, as dark matter detectors become more
and more sensitive this will constitute an irreducible background.
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3.2.3.2 Nuclear Recoils from Muon-Induced Neutrons
We discussed the possibility of a neutron background as the result of high-energy
cosmogenic muons interacting in the rock and concrete surrounding the laboratory
and the detector in Sec. 3.1.2. Given the efficiency of the muon veto and the low
flux of muons expected because of the rock above the laboratory, the expected rate
of nuclear recoils from muon-induced neutrons is extremely low, as can be seen in
Fig. 3.17.
3.3 The Calibration and Characterization of
XENON1T for the First Science Run
In this section we will discuss the most important calibrations needed for the first
science run of XENON1T. We will also briefly discuss the basic cuts made during
the first science run and their acceptance. All of these cuts and calibrations are
necessary for the discussions of the following two sections regarding the calibration
of XENON1T to electronic and nuclear recoils (the latter performed by the author)
and the first dark matter search.
3.3.1 PMT Characterization
One of the most basic tasks in TPCs of any size is to characterize the response of
PMTs (Sec. 3.1.8) to photons that create a single photoelectron (SPE). While the
ideal case is that we completely understand the shape of the response function of the
PMT (essentially the probability distribution function of how large the output signal
will be given a single photoelectron), most experiments settle for understanding only
the mean and variance of the distribution. The reason for this practical compromise
is that the single photoelectron response of a PMT is roughly normal and that when
dealing with a large number of photoelectrons (& 20 PE), by the central limit theo-
rem, the response will appear to be a normal distribution defined by only the mean
and the variance of the single photoelectron response. Therefore, an understanding
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of the full photoelectron response will never be necessary for S2s. However, a full
understanding of the response of a PMT to a single photoelectron could be beneficial
in understanding very small S1 signals.
Two methods were used to characterize the response of the PMTs for XENON1T
during the first science run. Both involved using low levels of blue light to illuminate
the PMTs such that the probability distribution of photons detected is approximately
Poissonian. The first method involves assuming a distribution for the background dis-
tribution (no light detected) and the SPE response and using these assumptions to
fit the low light spectrum. In XENON1T, it was assumed that the background distri-
bution is Gaussian with an exponential component and that the single photoelectron
response, before convolution with the background, is Gaussian. A sample fit with the
labeled components is shown in Fig. 3.18. Note that higher number of photoelectron
responses, such as the 2 and 3 PE peaks in Fig. 3.18, are simply made via convolutions
of the single photoelectron response.
The second method used to calibrate the charge response of single photoelectrons
is done in a completely statistical and model-independent way. While this method
requires a background measurement that is completely compatible with the mea-
surement at low light levels (for example, the electronics of the light source causing
additional background would be an example of an incompatability), one can extract
the mean and variance of the single photoelectron response very easily and without
assumptions [112].
PMT characterization will be discussed in further detail in App. B where we will
describe a method that the author developed for the non-analytical characterization
of PMTs using the cascade model.
3.3.2 Position Reconstruction
It has been mentioned several times that TPCs have the unique capability of re-
constructing the three-dimensional position of an interaction within a detector. We
will now discuss how the interaction vertex was found during the first science run of
XENON1T.
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Figure 3.18: A fit of the low light response of one of the XENON1T PMTs in order
to characterize the single photoelectron response. Image Credit: Ref. [107].
As was discussed in Sec. 2.5.1.3, in a dense medium such as xenon with a large
uniform electric field across it, one would expect that free electrons are quickly ac-
celerated to their drift velocity and stay at this velocity until reaching the liquid-gas
interface. Therefore, if one knows the drift velocity at the given electric field then one
can measure the depth of the event from the drift time (very closely estimated by the
time difference between the S1 and S2 of a given event). Measuring the drift velocity
is very simple — the distance between the cathode and the gate (which is just below
the liquid-gas interface) is known so by looking at the maximum drift time (the time
it takes to travel from the cathode to the gate) one can approximate the drift velocity
at the given field. The maximum drift time can be found using a spectrum like the
one shown in Fig. 3.19. For the first science run of XENON1T, the maximum drift
time to cover the 96.9 cm at approximately 12 kV/cm was 673 µs which gives a drift
velocity of 1.43 mm/µs.
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Figure 3.19: A plot of the width of an S2 versus the drift time for 32 keV events
from 83mKr. Note that at a certain drift time, no more events are seen. This cut-off
in events represents the location of the cathode since interactions below it will not
produce an S2.
Finding the location of electron extraction (a good proxy for the position given
the field uniformity in the detector) for an event can be done by looking at the
light pattern resulting from a given S2. While this might seem relatively simple,
consistently reconstructing the position within 2 cm of its actual location is a very
complicated task due to detector effects. Current methods of position reconstruction
are reliant on simulation to produce either training data for a neural network or light
collection efficiency maps for each of the top PMTs.
While using multiple algorithms for position reconstruction is useful for consis-
tency checks, ultimately only one algorithm can be used. In the first science run of
XENON1T, this algorithm used the simulated light collection efficiency maps for each
PMT as part of likelihood function to find the position in the highest agreement with
the measured pattern. This method resulted in a less than 2 cm mean reconstruction
error for simulated data with a signal size above the trigger threshold. This error
continuously decreases as the size of the S2 signal increases. The more important
84
3.3. The Calibration and Characterization of XENON1T for the First Science Run
Figure 3.20: The distribution of positions of 32 keV events from 83mKr during the
first science run of XENON1T. The dashed lines represent every 10th percentile.
test, though, is how the algorithm reconstructed the position of real events in the de-
tector. While we cannot compare positions event-by-event, we can look at the overall
distribution of positions for a given source and compare that to our expectations.
Fig. 3.20 shows the distribution of positions from 83mKr decays. 83mKr is a
metastable state of 83Kr that can be introduced into the detector via 83Rb pellets.
It decays via a 32 keV gamma ray with a half-life of 1.8 hours followed by a second
9.4 keV gamma ray with a half-life of 154 ns. The short half-life of the second decay
implies that we can resolve the S1 signals in their shared waveform but we cannot
resolve the separate S2s.
3.3.3 Position Dependent Corrections
3.3.3.1 S1 Position Correction
One subtle, but critical, detector effect is the fact that the position of an event will
affect the size of the S1 seen. Understanding these losses as a function of position are
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critical to improve the energy resolution of the detector. Fortunately, this S1 position
dependence can be measured in a very simple way. By introducing a source that will
cause events throughout the entire detector and give a monoenergetic recoil, we can
measure the difference in light yield for given positions. Uniform sources are very
useful for this type of measurement but they are not necessary, especially for small
detectors.
In XENON1T, the 32 keV emission of 83mKr was used to find the S1 correction
map, which is shown in Fig. 3.21. As discussed at the end of Sec. 3.3.2, the decay of
83mKr not only creates a 32 keV electronic recoil but actually is followed by a second
decay with a half-life of 154 ns and energy of 9.4 keV. This close time coincidence can
be used to further confirm that only 32 keV events are being kept for the analysis.
This correction map, which shows the light yield at a given position relative to the
average light yield in the detector, can then be used to correct recoils of all energies
and types to improve the detector resolution. While the correction map could be in
three dimensions, since the TPC is cylindrically symmetric, we only correct in radial
and depth coordinates.
A clear trend can be seen in Fig. 3.21: the closer to the bottom PMT array an
event is, the higher the light yield will be. To a lesser extent, the closer the event is
to the center of the detector, the higher the light yield will be. This trend is related
to the longer path length and larger number of reflections events towards the top and
edge of the detector will have versus events very close to the bottom PMT array.
In theory, the position dependence of S1 could also be simulated but given the
many factors that need to be understood and fed into the simulation, such as the
absorption length and the Rayleigh scattering length in liquid xenon for 178 nm
photons, the reflectivity of the different materials, and the optical transparency of the
meshes, this is impractical (especially given the simplicity of a direct measurement).
3.3.3.2 S2 Transverse Position Correction
In almost the same way that we find the S1 correction map, we find the S2 transverse
position correction map. However, instead of only using the 32 keV signal, we used
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Figure 3.21: The S1 correction map of XENON1T. This correction map shows the
relative light yield of events at specific positions relative to the average light yield of
the detector for monoenergetic events. One can see the clear trend that events closer
to the bottom PMT array have higher light yields than those closer to the liquid-gas
interface.
the S2 of both the 32 keV and 9 keV decays (since they can only be resolved in S1
and not S2 as discussed in the previous two sections). The correction maps for the
top and bottom PMT arrays are shown in Fig. 3.22.
As one can see, the correction maps look quite different. This is mainly due to the
close proximity of the S2 light to the top PMT array such that non-functional PMTs
cause features in the map. The S2 transverse position correction map for the bottom
PMT array, on the other hand, is very smooth because the light must travel further
and is less dependent on individual PMTs. Ultimately, in the first science run, it was
decided that only the bottom PMT array would be used for calculating signal sizes
so only the smoother bottom PMT map was needed.
In the bottom PMT map, one can again see the trend that events towards the
center of the detector have higher charge yields than events closer to the edge of the
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Figure 3.22: The S2 transverse position correction maps of XENON1T. These cor-
rection maps shows the relative charge yield of events at specific positions relative to
the average charge yield of the detector. One can see the trend for the bottom PMT
array that events closer to the center of the detector have higher charge yields than
events closer to the edges.
TPC. This effect is believed to be from charge collecting on the teflon, edge effects
for the electric field produced by the anode and the gate, and again from the longer
path lengths and larger number of reflections for photons originating closer to the
edge of the detector.
3.3.3.3 S2 Depth Correction Correction: Electron Lifetime
As mentioned in Sec. 2.5.2.2, the free electrons extracted from the interaction site by
the drift field can be absorbed by electronegative impurities contaminating the liquid
xenon. These impurities, mostly oxygen, will therefore decrease the size of the S2
signal measured. It turns out that the probability that an electron successfully reaches








Since the S2 signal size is directly proportional to the number of electrons accel-
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erated through the gaseous xenon, Eqn. 3.1 should manifest itself as an exponential
decrease in the S2 size as a function of depth. A plot of this effect can be seen in
Fig. 3.23 along with a fit of the S2 mean.
Electronegative impurities emanate from the materials used to construct the de-
tector and are constantly introduced into the system. Therefore, these impurities
must constantly be cleaned out. This cleaning also does not remove all impurities
instantaneously — the electron lifetime must be measured routinely in order to mon-
itor its day-to-day changes. These effects can be seen in Fig. 3.24 which shows both
drops from when the purification went offline and the steady increase in purity from
continuous cleaning.
In XENON1T, this cleaning is done by the purification system described in
Sec. 3.1.5.1. Because a low electron lifetime has an adverse impact on the S2 res-
olution (and hence energy resolution and discrimination power), significant effort has
gone into and will continue to go into improving electronegative purification for large
scale detectors.
3.3.4 Single Electron Gain
The single electron gain, also referred to as the gas gain, is used to quantify the num-
ber of photons detected per electron extracted from the liquid into the gas phase. Both
the production of scintillation light from electrons exciting gaseous xenon atoms and
the detection of scintillation photons are both well approximated by Poisson processes.
However, detector effects such as the per PMT detection efficiency and variations in
the field in the gaseous xenon will cause further smearing of the number of photons
detected from a single electron. If we assume that this smearing is Gaussian, then
we can actually fit the number of photons detected with a Poisson convolved with a
Gaussian to determine the final probability mass function.
An example of a fit of the gas gain is shown in Fig. 3.25 where hits are found
by looking at voltage excursions over a fixed per-PMT threshold in a time window
defined by the waveform summed across all PMTs.
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Figure 3.23: An example of an electron lifetime analysis from XENON1T. In this
analysis, the 41 keV 83mKr electronic recoil is used and the decay’s S2 signal size is
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Figure 3.24: The electron lifetime over the lifetime of XENON1T.
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Figure 3.25: A fit of the single electron gain from the first science run of XENON1T.
Hits are defined as excursions above threshold for individual PMTs in a time window
defined by the waveform summed across all PMTs.
Since it is expected that the gas gain is sensitive to the electric field in the gas
phase, the gas gain is susceptible to change with small changes in the liquid level.
Therefore, the gas gain is constantly monitored throughout data taking to ensure
that it is stable.
3.3.5 Average Light Collection Efficiency and Extraction
Efficiency
In Sec. 2.3.2, we discussed the observables production process for electronic recoils
and found a relationship between the energy of electronic recoils and the number of
photons and free electrons produced because of the lack of quenching factors in the
observables production mechanism. This relationship is shown in Eqn. 3.2 where Nq
is the number of quanta, EER is the energy of the electronic recoil, W is the average
energy required to produce an exciton or electron-ion pair (13.7 ± 0.2 eV [79]), Nγ
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is the number of photons produced in the electronic recoil, and Ne is the number of




= Nγ +Ne (3.2)
While Eqn. 3.2 looks very simple, it actually proves to be very valuable when
measuring two otherwise very difficult to measure/simulate detector parameters: the
average light collection efficiency of photons and the extraction efficiency of electrons
from the liquid into the gas.
We can easily convert the number of photons and free electrons from the inter-
action into the observables measured by our detector, S1 and S2. Since S1 is the
number of photons detected, we say that S1 = Nγ · g1, where g1 is the average light
collection efficiency. The S2 signal is directly proportional to the number of elec-
trons extracted from the liquid into the gaseous xenon. Therefore, we can say that
S2 = Neg2 = Ne · Geη where Ge is the single electron gain (see Sec. 3.3.4) and η is
the efficiency of extracting electrons from the liquid into the gaseous xenon (often
referred to as the extraction efficiency).










We can now look at multiple monoenergetic peaks or the same monoenergetic
peak at different electric fields (or multiple monoenergetic peaks at multiple electric
fields). A simple rearrangement of Eqn. 3.3 shows us that the S1 and S2 values of











We can fit what is colloquially referred to as a Doke plot (after Tadayoshi Doke)
with the mean S1s and S2s of various monoenergetic electronic recoils (potentially at
different fields) using Eqn. 3.4 in order to extract g1 and η as we found Ge in Sec. 3.3.4.
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Figure 3.26: The Doke plot for XENON1T along with the best fit. Note that only the
bottom PMT array is used for the S2 signal and that we use the position corrected
values of S1 and S2. While the de-excitation from neutron captures in water is shown
(2H with a de-excitation energy of 2.225 MeV), it is not used for the fit.
Note that η can only be extracted if one independently measures the single electron
gain since otherwise the two parameters will be completely correlated. The fit of
multiple monoenergetic electronic recoils to find the extraction efficiency and the
average light collection efficiency of XENON1T is shown in Fig. 3.26.
3.3.6 Cut Acceptance
Cuts in XENON1T are used to eliminate background sources, like the fiducial volume
cut and the single scatter cut, or to remove events that show non-standard behavior,
such as the S2 width cut that uses the diffusion model to define appropriate widths
given a drift time (this relationship between drift time and width can actually be seen
in Fig. 3.19). Once the cuts are in place, it is important to understand the population
of good events that are removed as a function of signal size — this is referred to as
the cut acceptance.
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Figure 3.27: The estimated cut acceptances in S1 and S2 for the first science run of
XENON1T.
To define the cut acceptance, we use the “N-1” approximation. The N-1 approxi-
mation calls for applying all but a single one of the cuts to define the control sample
which is then compared to the sample after applying the final cut. It is important
to note that this does not account for potential correlations between cuts. Using the
N-1 approximation for each of the cuts and combining the individual acceptances, we
can find the overall cut acceptance of the first science run of XENON1T as a function
of S1 and S2 (shown in Fig. 3.27).
It is important to note that, with a sufficiently trust-worthy physics and detector
simulator, one could estimate the cut acceptances using simulation.
3.4 Electronic and Nuclear Recoil
Characterization of XENON1T
The electronic and nuclear recoil calibrations are two of the most important studies
required for a liquid xenon TPC. The goal of these calibrations is to predict the
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response in S1 and S2 of given types of interactions (electronic or nuclear recoils)
at specific energies. For the electronic recoil calibration, low energy data from the
β− decay of 212Pb is used. For the nuclear recoil calibration, data is taken using an
external americium-beryllium (AmBe) source that produces neutrons below 11 MeV.
For the first time in xenon detectors, these calibrations were performed such that
a realistic approximation of the light and charge production process was accounted
for alongside the detector effects discussed. This was only made possible with the use
of a fast Monte Carlo (MC) framework that was developed by the author and will be
discussed in App. A that leveraged graphical processing units (GPUs) for dramatic
increases in speed (two to three orders of magnitude).
While these calibrations can (and in future science runs will) be performed to-
gether due to the large number of shared parameters, in the first science run of
XENON1T they were performed separately.
3.4.1 Significance of the Calibrations
Before discussing the details of the calibrations, it is helpful to understand why these
calibrations are of such high importance. Ultimately, the goal of each science run
is to search for a WIMP signal in the detector. While this can be done in a purely
statistical fashion (as discussed in Sec. 1.4.3), more sophisticated methods have been
developed that drastically improve the sensitivity of TPCs to WIMPs.
Since the background in XENON1T is thoroughly understood, as outlined in
Sec. 3.2.2 and Sec. 3.2.3, we can actually create a probability distribution function
(PDF) of it in our signal space (S1 and S2 space or some variation of this) if our
calibration captures the various processes between energy deposition all the way to
signal extraction by the processor. We can also make a WIMP signal PDF, whose
shape is dependent on the WIMP mass. This probability distribution function can be
made with WIMPs (or other dark matter candidates) and scaled to a rate using the
cross section to determine whether or not the data agrees with a WIMP of a given
mass and cross section. Determining how well WIMPs of given masses and cross
sections agree with the data ultimately determines the limit set (if all WIMPs below
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Figure 3.28: The probability distribution function of the background scaled to the
expected background rates for the first science run of XENON1T plotted with the
cumulative density contours of a 50 GeV/c2 WIMP. The combined signal and back-
ground PDF is used to either set a limit on the WIMP mass and cross section or
claim a discovery.
a given cross section agree with the data) or whether a discovery was made (if the
data favors a WIMP with a particular mass and cross section more than all others).
Fig. 3.28 shows the PDF of the background distribution for the first science run
with the cumulative density contours of a 50 GeV/c2 WIMP. These PDF and contours
were made using the signal production models that were measured via the electronic
and nuclear recoil calibrations.
3.4.2 Parameter Estimation via Monte Carlo
Fig. 3.29 shows a flowchart that summarizes how the calibration of electronic and nu-
clear recoils is performed. The main idea is that a detailed Monte Carlo is used to es-
timate the expected distribution of events in signal space (S1 and S2 for XENON1T),
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Figure 3.29: A flowchart summarizing how a fast Monte Carlo is used to estimate the
parameters in the signal production model. Orange steps are done in each iteration
of the parameter estimation where as black arrows represent steps that are only done
a single time.
which can then be compared to the actual measured distribution of events to deter-
mine what values for the parameter model cause the highest level of agreement.
In more technical terms, the Monte Carlo is used to create a PDF which is then
compared with data which results in a likelihood. This likelihood can be combined
with prior distributions of the model parameters (from previous measurements or
calibrations). As you vary the parameters in the signal production model, you would
expect this likelihood to increase and decrease. One can then use different algorithms
to find either the set of parameters best in agreement with the data (via a minimizer)
or the posterior distribution of the parameters (via a Markov Chain Monte Carlo or
MCMC).
The benefit to using a Monte Carlo to define a likelihood for parameter estimation
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is that your signal production model can be arbitrarily complex. The downside of
using a MC to estimate your likelihood is that it is extremely inefficient, typically ren-
dering this approach impractical. However, using graphical processing units (GPUs),
the author was able to develop an analysis framework that made this type of analysis
feasible. The details of the framework will be discussed in detail in App. A.
The details of Monte Carlo event production will be discussed in Sec. 3.4.2.1,
Sec. 3.4.2.2, and Sec. 3.4.2.3. These Monte Carlo events are used to fill a histogram
that is compared with a histogram filled with electronic or nuclear recoil calibration
data via a binned likelihood, which will be discussed in Sec. 3.4.2.4. In this way we
can quantify how well a given set of parameters agrees with what we have measured.
The set of parameters to be tested is chosen in this analysis by a Markov Chain
Monte Carlo (MCMC) but realistically could be done with most parameter estima-
tion algorithms — we will briefly discuss how the posterior probability space of the
parameters was calculated in Sec. 3.4.2.5.
3.4.2.1 Light and Charge Production for Electronic Recoils
The details of the light and charge production model for electronic recoils are very
similar to the details from the calibration discussed in Ref. [71].
Given an electronic recoil of a known energy, the first quantity of interest is
the number of quanta produced in the interaction. For electronic recoils, this is











The Fano factor in liquid xenon is estimated to be 0.059 [113] and was fixed during
parameter estimation. Since little quenching is expected for electronic recoils in liquid
xenon, these quanta can take the form of only excitons and electron-ion pairs. To
simulate the individual number of excitons and ions, we use a binomial process with
a probability defined by the exciton-to-ion ratio.
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Nion ∼ B
(





, Nex = Nq −Nion (3.6)
We now must consider the possibility of electron-ion pairs recombining to form
excitons, resulting in a single photon rather than an electron extracted from the site.
The recombination fraction r depends on the energy and field present in the liquid and
it has a non-negligible intrinsic recombination fluctuation ∆r [70, 71]. It is assumed
that the recombination is normally distributed as shown in Eqn. 3.7
r ∼ N(µ = 〈r〉 , σ2 = (∆r)2) (3.7)
We then approximate the recombination of electron-ion pairs as a binomial process
as shown in Eqn. 3.8.
Nrec ∼ B(N = Nion, p = r),
Nion ← Nion −Nrec, Nex ← Nex +Nrec
(3.8)
Recombination was only considered above a certain energy threshold Et such that
〈r〉 = 0 for E < Et.
In total, eight free parameters were included in the observables production model:
five from the fourth-order polynomial used to describe the light yield relative to
a reference curve, one from the energy threshold for recombination (below which
recombination is no longer considered), and two for the parameterization of the re-
combination fluctuation (∆r = A · (1 − eE/τr)). A normal prior was assumed for W
with a mean of 13.7 eV and width of 0.2 eV while a uniform prior between 0.06 to
0.20 [80, 81] was assumed for the exciton-to-ion ratio due to the discrepancy between
measured values.
Since the electronic recoil calibration was performed with 220Rn, a flat energy
spectrum between 0–30 keV was used to draw the input energy for each Monte Carlo
event. Additionally, it was assumed that events occurred uniformly throughout the
detector.
99
3. The First Dark Matter Search with XENON1T
3.4.2.2 Light and Charge Production for Nuclear Recoils
If you recall from Sec. 2.4.2, unlike electronic recoils, nuclear recoils will also lose
energy due to atomic motion that can ultimately not be detected in a liquid xenon
TPC. We model this loss using Lindhard theory, which gives the energy lost to atomic












, g() = 30.15 + 0.70.6 + 
(3.9)
The Lindhard factor, L, is then used to approximate the number of quanta as








Note that the choice of the Poisson distribution is an approximation and not
derived from first principles. The actual distribution is likely more complicated due
to complex track structure of nuclear recoils in liquid xenon.
Once we have the number of quanta, we can find the number of excitons and
electron-ion pairs in the same way that we did for electronic recoils.
Nion ∼ B
(





, Nex = Nq −Nion (3.11)
We also must consider the recombination of electron-ion pairs for nuclear recoils.
Unlike electronic recoils, though, recombination fluctuations have not been observed
for nuclear recoils.
Nrec ∼ B(N = Nion, p = r),
Nion ← Nion −Nrec, Nex ← Nex +Nrec
(3.12)
Given the small track size of nuclear recoils, we approximate that the recombina-
tion is described by the Thomas-Imel model [83] as defined in Eqn. 3.13.
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r = 1− ln(1 +Nionσ)
Nionσ
(3.13)
Finally, we must consider biexcitonic quenching, which results from the collision
of two excitons. This quenching is typically parameterized using the quenching term
from Birks’ saturation law, as shown in Eqn. 3.14, since one would expect that the









We then approximate that the number of excitons quenched is given by Eqn. 3.15.
Nbq = B(N = Nex, p = fB),
Nex ← Nex −Nbq
(3.15)
Note that we are assuming that the biexcitonic quenching process is binomial and
that this is not from first principles. There is also no requirement that excitons are
quenched in pairs. However, this quenching only is relevant at high energies so the
effect from this approximation will be small1.
The nuclear recoil data that was used for the calibration was from an americium-
beryllium (AmBe) source, which produces neutrons of energies below 11 MeV. The
expected energy spectrum of single scatters in the medium (or multiple scatters that
cannot be resolved in XENON1T due to their close proximity) from AmBe is shown
in Fig. 3.30. Unlike the electronic recoil calibration, the expected distribution of
positions of nuclear recoils in the detector is not expected to be uniform since the
AmBe source is outside the TPC. The expected maps of location of nuclear recoils
are shown in Fig. 3.31. The energy spectra and interaction positions were extracted
from a detailed Monte Carlo simulation produced in Geant4 [101].
It was decided to constrain the response model of liquid xenon to nuclear re-
coils described in this section using previous measurements of the light and charge
1At high energies (> 50 keV) we will expect hundreds to thousands of excitons after recombi-
nation meaning the effect will be sub-1%
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Figure 3.30: The energy spectrum of single scatter and unresolvable multiple scatter
nuclear recoils from the americium-beryllium (AmBe) source located in the water
tank as predicted by Geant4.
yield in place of performing an independent measurement like the one performed in
XENON100 [114]. While the featureless energy spectrum, shown in Fig. 3.30, played
a large role in this decision, ultimately this decision was made so that we could con-
clusively demonstrate an understanding of the XENON1T detector. If the response
model had been left free, discrepancies and issues in the detector model could be
made up through changes to the liquid xenon response model.
To constrain the the liquid xenon response model for nuclear recoils, we used the
global analysis performed in Ref. [86]. Ref. [86] examined past independent measure-
ments of the light and charge yield of nuclear recoils and fit the model described
in this section, which was based off of their work, to the final yields of each of the
measurements presented. While no previous measurements used in Ref. [86] simul-
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Figure 3.31: The location of single scatter and unresolvable multiple scatter nuclear
recoils from the americium-beryllium (AmBe) source located in the water tank as
predicted by Geant4.
taneously measured the light and charge yield, all of the independent measurements
of light and charge yield were used simultaneously in Ref. [86] to fit the model in an
attempt to account for correlations.
Ultimately, eight free parameters are used to describe the mean light and charge
yield in liquid xenon in Ref. [86]. k, η, and λ from Eqn. 3.9 and Eqn. 3.14 are left
free in the model. Additionally, α, ζ, β, γ, and δ are introduced to parameterize
the exciton-to-ion ratio and Thomas-Imel model as shown in Eqn. 3.16 and Eqn. 3.17,
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Table 3.1: The results of the fit from Ref. [86] of the nuclear recoil response model to




= αF−ζ(1− e−β) (3.16)
σ = γF−δ (3.17)
The results of the fit are shown in Tab. 3.1. These results were used to set prior
likelihoods for the nuclear recoil calibration2 — in this way, the data from XENON1T
could be used to further constrain the model and results presented in Ref. [86]. It is
important to note that the results of this calibration do not constitute an independent
measurement like the ones used to fit the model in Ref. [86].
3.4.2.3 Detector Model for Signal Production
Having discussed the light and charge production models for electronic and nuclear
recoils, we can move onto how the S1 and S2 signals are produced from the light
and charge. While the detector processes will be the same for both the electronic
and nuclear recoil calibrations, the parameters used to describe these properties will
2An asymmetric gaussian is used with widths defined by the asymmetric uncertainties of each
parameter.
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sometimes be different since the calibrations were performed at different times (e.g.,
the electron lifetime).
Detection of Scintillation Photons We begin by examining the photons pro-
duced by the interaction and the probability that they are detected. In Sec. 3.3.5 we
discussed how we can find the average light collection efficiency of the detector and
in Sec. 3.3.3.1 we discussed how this light collection efficiency varies with position by
examining the light yield of a fixed energy source.
One effect that was not previously discussed, however, was the possibility of double
photoelectron emission from a single incoming photon. The double photoelectron
emission (DPE) process was studied in Ref. [115] for the Hamamatsu R11410 PMT
used in XENON1T and it was found that for incoming photons with a wavelength
. 200 nm, two photoelectrons are released from the photocathode, rather than a
single photoelectron, approximately 23% of the time. Since the wavelength of xenon
scintillation light is 178 nm, this effect should be present in XENON1T and will be
included in our calculation of the average light collection efficiency of the detector,
g1.
We make the approximation that the number of photons that are absorbed in
a photocathode of one of the PMTs is described by a binomial process with the
probability given by the light collection efficiency at the position of the interaction.
This approximation is shown in Eqn. 3.18, where g1 is the average light collection
efficiency, cLCE(r, z) is the correction to the light collection efficiency as a function of
radius and depth (shown in Fig. 3.21), pDPE is the probability that two photoelectrons
are emitted for a single incoming photon instead of one, Nγ is the number of photons
produced in the interaction, and Ni is the number of photons producing at least a
single photoelectron at the photocathode.
Ni ∼ B
(
N = Nγ, p =




For very small S1 signals, we also need to account for effects due to our data
processor’s efficiency, potential bias, and smearing. The efficiency is essentially the
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Figure 3.32: The estimated processor efficiency for identifying S1 signals in
XENON1T. These efficiencies were found via simulation and the shaded region rep-
resents the equally probable values for the efficiency at a given photon level.
probability that a signal of a certain number of photons detected will be identified
by the processor. Due to the coincidence condition required in the classification
algorithm, at least three photons must produce photoelectrons for the event to have
a chance of being detected. This efficiency is very difficult to measure directly and
in XENON1T was done via waveform simulations under a variety of conditions. The
processor efficiency is shown in Fig. 3.32 — note that since the electronic and nuclear
recoil data and the science run were taken at different times and with different noise
conditions the processor effects were different for each (although conditions during the
electronic recoil calibration and science run were very close such that only difference
in processor efficiency are considered). The shaded region for the efficiency can be
thought of as a uniform distribution from which the efficiency can take any value for
a given number of photons detected.
The bias and the smearing represent the changing of the signal area due to proces-
sor and PMT effects. Like the processor efficiency, these effects are only expected to
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Figure 3.33: The estimated bias and smearing of S1 signals due to the processing of
the waveform for scintillation signals.
be relevant for very small signals and they are very hard to directly measure. The re-
sults from simulation using XENON1T’s waveform simulation are shown in Fig. 3.33.
Both bias and smearing are shown as Processed−Truth
Truth
. The shaded regions again can
be thought of as a uniform distribution from which the bias and smearing can take
any value for a given number of photons detected. Note that the bias and smearing
for the first science run and the electronic recoil calibration were similar enough that
they are not treated separately.
With the processor efficiency accounted for given the number of photons that
create at least one photoelectron, we may now account for the double photoelectron
effect.
NPE ∼ Ni +B(N = Ni, p = pDPE) (3.19)
While the processor efficiency is used to ultimately set a weight on a given Monte
Carlo event for the histogram that will be compared to data, the effect of the bias
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S1 ∼ N(µ = S1’, σ2 = (S1’ · s)2) (3.21)
With the reconstructed and uncorrected S1 determined, we can find the proba-
bility that this good event would have been removed by a cut via the cut acceptance
shown in Fig. 3.27. We will multiply this probability with the probability that the
signal is found by the processor to ultimately set the weight of the event (after S2
losses are considered since we require both an S1 and S2 in an acceptable waveform).
With processor, PMT, and cut effects accounted for, we now have the uncorrected
S1 for a given interaction along with the probability that it would actually be found
in a waveform. Since the data that the Monte Carlo result will be compared to is






Detection of Electrons The first detector process that needs to be considered
for the electrons extracted from the interaction site is their drifting to the liquid-gas
interface. During this drifting, their is a measurable probability that an extracted
electron will attach to an electronegative impurity. This probability, shown in Eqn. 3.1
(repeated below), is dependent on the depth, the drift velocity through the xenon at







The electron lifetime is a function of the outgassing rate of the various detector
components and the rate at which the xenon is being cleaned and is thus constantly
changing as a function of time. This change in time is clearly shown in Fig. 3.24.
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We approximate the number of electrons that reach the liquid-gas interface by
assuming that each of the extracted electrons is independent and thus the number of
electrons reaching the interface is described by a binomial distribution as shown in
Eqn. 3.23.
NL-G Interface ∼ B (N = Ne, p = pEL(z)) (3.23)
In Eqn. 3.23, NL-G Interface is the number of electrons that reach to the liquid-gas
interface, Ne is the number of electrons extracted from the interaction site, and pEL(z)
is the probability of an individual electron reaching the liquid-gas interface as given
by Eqn. 3.1. Note that the variation in the number of electrons reaching the liquid-gas
interface increases as the electron lifetime decreases.
As discussed in Sec. 3.3.5, not all electrons that reach the liquid-gas interface
will be extracted into the gaseous xenon in a meaningful timeframe. Therefore,
we approximate that the number of electrons extracted into the gas is described
by another binomial process with the number of trials equal to NL-G Interface and
probability of extraction equal to the extraction efficiency, as shown in Eqn. 3.24.
Nextracted ∼ B (N = NL-G Interface, p = pextracted) (3.24)
With the number of electrons extracted from the liquid, we can next account for
excitation caused by these electrons in the gaseous xenon as well as the smearing
due to the PMTs. We approximate the number of photoelectrons detected in this
secondary amplification as a Gaussian process as shown in Eqn. 3.25 where G is the
mean number of photoelectrons detected for a single extracted electron, σG is the
width of the photoelectron distribution for a single extracted electron, cG(x, y) is the
position correction of the gas gain as shown in Fig. 3.22, and NPE is the number of
photoelectrons digitized after smearing from the PMTs.
NPE ∼ N(µ = G · cG(x, y), σ2 = (σG · cG(x, y))2) (3.25)
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Figure 3.34: The estimated bias and smearing of S2 signals due to the processing of
the waveform for scintillation signals.
While no efficiency is applied to the total S2 signal from the processor or the
trigger, we do remove uncorrected S2 signals under the defined threshold of 200
photoelectrons. This cut is made to ensure nearly 100% efficiency of the trigger.
Like the S1 signal, the S2 signal will also experience some bias and smearing
during reconstruction of the event by the processor, albeit to a smaller degree. Again
both bias and smearing are shown as Processed−Truth
Truth
in Fig. 3.34 and the shaded regions
again can be thought of as a uniform distribution from which the bias and smearing
can take any value for a given number of photoelectrons.
We apply the effects of the processor bias and efficiency in the same way as the





S2 ∼ N(µ = S2’, σ2 = (S2’ · s)2) (3.27)
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With the reconstructed and uncorrected S2 determined, we can find the proba-
bility that this good event would have been removed by a cut via the cut acceptance
shown in Fig. 3.25. We will multiply this probability with the associated S1 signal’s
efficiencies to find the overall probability that the event would be seen in our dataset,
as shown in Eqn. 3.28. This probability is used as the weight of the Monte Carlo
event when filling the two-dimensional histogram for comparison to data.
pevent = pProcessor-S1 · pCuts-S1 · pCuts-S2 (3.28)
Finally, for comparison to data, we must finally correct our S2 signal according





3.4.2.4 Comparing Data and Monte Carlo
With the full Monte Carlo simulation in place, examining the expected electronic or
nuclear recoil distribution given input energy and position spectra is straightforward.
At the end of the day, though, what we would like to do is find the probability dis-
tribution for the observables model given the data that was measured in XENON1T.
This means that the ability to simulate the electronic or nuclear recoil spectra is not
enough: we must be able to quantitatively compare the Monte Carlo results for a
given set of parameters and the data.
Fortunately, this comparison is quite straightforward. In these analyses, the simple
binned likelihood function was used to compare data and the fast Monte Carlo. We
will cover the details, assumptions, and subtleties of this choice in App. A. The
likelihood function is shown in Eqn. 3.30, where Li is the likelihood of a given bin, bˆi
is the expected number of events in a given bin, and bi is the measured number of
events in a given bin.
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(biln(bˆi)− bˆi − ln(bi!))
(3.30)
As with any parameter estimation, the more parameters that you can indepen-
dently constrain prior to the fit, the more you can say about parameters of interest.
In both the electronic and nuclear recoil calibrations almost all of the detector pa-
rameters were constrained and in the nuclear recoil calibration the light and charge
production model was also constrained. These constraints are also referred to as prior
distributions in Bayesian analyses (and colloquially referred to as penalty terms in
frequentist analyses). The prior distributions in these analyses all take the form of
normal distributions (asymmetric if asymmetric uncertainties are given) and ranged
uniform distributions. Unknown parameters still require a prior — for example,
many parameters, while unmeasured, we know cannot be negative. These unknown
parameters are given uniform priors that are bounded below by zero if necessary.
In Bayesian analyses, our ultimate goal is to estimate the posterior distribution
of the parameters one is trying to measure given the data that was collected. The
posterior probability is directly proportional to the likelihood multiplied by the prior








In the above equation, p(~x|~θ) is the probability of the data given the parameters,
otherwise known as the likelihood, and p(~θ) is the prior probabilities of the parame-
ters. The denominator in Bayes’ formula is not as simple. p(~x) is the probability of





While it may not appear daunting, p(~x) is simply incalculable for almost all models
and the models used in these analyses are no exception. We will discuss in Sec. 3.4.2.5
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a clever way around this problem using a Markov Chain Monte Carlo (MCMC).
3.4.2.5 Estimating the Posterior Probability Distribution Using a
Markov Chain Monte Carlo
Markov Chain Monte Carlos (MCMCs) have arguably become one of the most popu-
lar statistical tools in the last decade. In essence, they operate by randomly sampling
from the posterior distribution. Given enough samples from your MCMC, you can
approximate the complete shape of the posterior. With computer processors drasti-
cally increasing in speed, the ultimate cost of more function calls versus a traditional
parameter estimation tool is dominated by the gain in getting a full understanding of
the posterior probability distribution and not just the mean and covariance matrix.
While a proof that an MCMC can randomly sample from the posterior distribution
is far beyond the scope of this work, it is worthwhile to briefly discuss an intuitive
description of how an MCMC works. In the previous section, we mentioned Bayes’
formula and how we might directly calculate the posterior probability distribution.
However, we ran into an issue with the denominator, which for all practical purposes
is incalculable. An MCMC uses a simple alternative to get around this issue:
1. Start at a given position in parameter space and calculate the likelihood function
multiplied by the prior probability of that position, f0 = L(~θ0)p(~θ0).
2. Examine a new, randomly chosen position in parameter space and calculate
f1 = L(~θ1)p(~θ1).
3. Calculate the ratio A = f1
f0
. If A ≥ 1, we accept the proposed step and “move”
to this position in parameter space. If A < 1, we accept the proposed step with
a probability A and otherwise stay in place in parameter space.
4. Record the current position in parameter space, θ0 or θ1, and repeat the above
procedure.
This procedure, if allowed to continue indefinitely, will produce random samples
from the posterior distribution. The reason for this can be seen in our calculation of
A. We can manipulate our definition of A to put it in a more familiar form.
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It turns out that our acceptance ratio is simply the ratio of the posterior proba-
bility distribution at our two points in parameter space. We don’t simply climb to
higher positions in the posterior because we allow for non-zero probability jumps to
lower positions in the posterior.
In these analyses, and all others discussed in this work that use a MCMC, the
affine-invariant implementation of the MCMC algorithm was used. This implementa-
tion is discussed in detail in Ref. [117] but in summary it uses multiple MCMC chains
to probe the parameter space more efficiently. These chains use each other to decide
their next step in a more intelligent way versus the very basic Metropolis-Hastings
single chain algorithm [118]. Ultimately, all of the MCMC chains will randomly sam-
ple the posterior and can be combined such that the efficiency gains from “intelligent”
step choices are not lost to high levels of redundancy.
In theory, an MCMC is not guaranteed to converge until infinite steps are taken. In
practice, however, MCMCs typically converge in reasonable amounts of steps. Several
tests can be performed to test the convergence of the chain into the posterior, a few of
which are discussed in detail in Ref. [119]. In this work, we will use the Gelman-Rubin
statistic to check the convergence of our MCMC [120]. The Gelman-Rubin statistic
in essence examines the average variance of individual chains to the variance between
chains. For chains that begin separated from each other in parameter space, this
mixing is a good proxy for convergence of the chains.
3.4.3 ER and NR Calibration Results
With the procedure, models, and Monte Carlo details outlined, we can move to
the results of the two calibrations. Ideally, these calibrations would be performed
simultaneously due to the overlap between the two from the detector model. However,
for the first science run they were performed separately as a proof of principle.
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3.4.3.1 Results of the Electronic Recoil Calibration
The electronic recoil calibration was performed with the microphysics model described
in Sec. 3.4.2.1 and the detector physics model described in Sec. 3.4.2.3. The list of
model parameters included in the fit for the light and charge production model for
electronic recoils is shown in Tab. 3.2 while the parameters of the detector model are
shown in Tab. 3.3. Note that the detector physics parameters will be shared with the
nuclear recoil calibration.
In total, eight free parameters were included in the observables production model
for electronic recoils: five from the fourth-order polynomial used to describe the light
yield relative to a reference curve, one from the energy threshold for recombination
(below which recombination no longer is considered), and two for the parameterization
of the recombination fluctuation (∆r = A ·(1−eE/τr)). The reference curve use for the
light yield is given by Ref. [121] with a mean field of 120 V/cm. With the light yield,
mean energy per quanta, and exciton-to-ion ratio, the mean value for recombination
can be reconstructed.
One parameter that has not been mentioned prior to now is the accidental coin-
cidence background rate. In XENON1T, it has been found that there is a relatively
high rate of lone-S1 signals and lone-S2 signals. While the causes of each vary from
interactions in the liquid xenon below the cathode to interactions in the gaseous
xenon, if an S1 and S2 are coincident within a given time window they can together
Parameter Value Prior Distribution Note
W 13.7± 0.2 eV Normal -
F 0.059 Fixed -
Nex/Nion 0.06–0.20 Uniform Taken from Ref. [122].
Accidental Coincidence Background 1.09 · 10−5 ± 5.45 · 10−7 Hz Normal -
Photon Yield (5) - Free -
Recombination Fluctuation (2) - Free -
Energy Threshold (1) - Free -
Table 3.2: The parameters of the light and charge model for electronic recoils in liquid
xenon. Note that the parameters described as free in the fit are unrestricted (barring
physical limitations).
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be mistaken for a real event. This background is source dependent and will therefore
be different for dark matter data and the electronic recoil calibrations (the accidental
coincidence background was found to be negligible for the nuclear recoil calibration).
The probability distribution for the accidental coincidence background is shown in
Fig. 3.35.
With the models and parameter estimation framework in place, the electronic
recoil calibration can be performed. The best-fit PDF, which can be predicted with
the posterior distribution of the parameters, is shown in Fig. 3.36. Additionally, one
can also see the comparison of the model to data in S1 and S2 signal space only in
Fig. 3.37. One can see from both of these comparisons that the 220Rn data agrees
extremely well with the model used.
While 220Rn has proven to be a very useful calibration source, in future runs
the hope is that tritiated methane (CH3T) can be used. Tritium has a beta decay
spectrum with a maximum energy of 18.6 keV implying that all decays will be useful.
This is very different from the beta decay spectrum of 212Pb (the actual beta decay
Parameter Value Prior Distribution Note
g1 0.1442± 0.0068 Normal -
pDPE 0.18–0.24 Uniform Taken from Ref. [115].
pextracted 0.961± 0.046 Normal -
Gbottom 11.69± 0.26 Normal -
σGbottom 2.80 Fixed -
Processor Efficiency - Uniform Uniform inside bounds of Fig. 3.32.
Processor S1 Bias - Uniform Uniform inside bounds of Fig. 3.33.
Processor S1 Smearing - Uniform Uniform inside bounds of Fig. 3.33.
Processor S2 Bias - Uniform Uniform inside bounds of Fig. 3.34.
Processor S2 Smearing - Uniform Uniform inside bounds of Fig. 3.34.
S1 Correction Map - Fixed Shown in Fig. 3.21.
S2 Correction Map - Fixed Shown in Fig. 3.22.
Electron Lifetime - Fixed Randomly drawn from measured electron lifetimes.
S2 Fraction - Bottom 0.38 Fixed -
Total S2 Threshold 200 Fixed -
S1 Cut Acceptance - Normal Mean and width shown in Fig. 3.27.
S2 Cut Acceptance - Normal Mean and width shown in Fig. 3.27.
Table 3.3: The detector model parameters and their associated priors. Note that all
of these parameters are constrained by independent calibrations.
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cS1 space for the first dark matter run.
used in the 220Rn chain) which has a maximum energy of 570 keV, implying that only
a small fraction of decays are used for the calibration.
3.4.3.2 Results of the Nuclear Recoil Calibration
The nuclear recoil calibration was performed with the microphysics model described
in Sec. 3.4.2.2 and the detector physics model described in Sec. 3.4.2.3. Since the
detector model parameters are the same as for the electronic recoil calibration, the
list shown in Tab. 3.3 also applies for the nuclear recoil calibration. The observables
production parameters will be different for the nuclear recoil calibration and the
parameters are listed in Tab. 3.4.
Note that the probability of an electronic recoil event is left free. This parameter
is a proxy for the electronic recoil background rate during the AmBe calibration.
The reason this must be included is simply because the 222Rn background rate is
not negligible during the nuclear recoil calibration and could potentially skew the fit
to predict higher light and charge yields. Therefore, we include this background by
assuming that each event has a finite probability of being from 222Rn. If the event is
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Figure 3.36: The best-fit PDF for electronic recoils during the 220Rn electronic recoil
calibration overlaid with the data points. Outside of the two outliers, the agreement
between the model and data is extremely good.
from our electronic recoil background, we use the best-fit model from the electronic
recoil calibration and a uniform distribution in energy and position to simulate the
event.
Unlike the electronic recoil calibration with 220Rn, the energy spectrum and dis-
tribution of positions in the detector cannot be assumed to be uniform in our region
of interest for nuclear recoils in the nuclear recoil calibration. Instead, the energies
for nuclear recoils in the fast Monte Carlo must be drawn from the distribution shown
in Fig. 3.30 and the positions from the distribution shown Fig. 3.31.
With all of the inputs in place, the nuclear recoil calibration could be performed.
The PDF overlaid with all of the data points taken with the AmBe source are shown
in Fig. 3.38. Comparison of the nuclear recoil data and the best-fit Monte Carlo are
shown in two dimensions and S1 signal space and S2 signal space in Fig. 3.39 and
Fig. 3.40. While the nuclear recoil dataset includes more outliers than the electronic
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Figure 3.37: Comparison of the electronic recoil band in S1 signal space and S2 signal
space in different S1 regions. Again, the band parameterization used describes the
shape of the data very well.
recoil calibration, likely due to the fact that AmBe is an external source, the shape
of the band predicted by the model agrees well with data.
In situ nuclear recoil calibrations for large liquid xenon TPCs are inherently dif-
ficult due to the expected shape of the energy spectrum. Attempts to measure the
light and charge yield of nuclear recoils have been made in large detectors, most no-
tably by LUX in Ref. [123]. However, most studies performed to understand the light
and charge yield of nuclear recoils and their field dependence in liquid xenon were
done with smaller detectors optimized for the task. One of these measurements was
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performed by the author and will be the focus of chapter four.
3.4.4 Propagating Results to the WIMP Search
Now, having a handle on both the electronic recoil and nuclear recoil models, it is
possible to move onto the WIMP search. As described in Sec. 1.4.3, at the end of the
day a direct dark matter search in its most basic form is counting experiment. We
could have proceeded with the rate estimates of our backgrounds from Sec. 3.2 but we
would only be able to make a very weak statement on the limit since we are not using
the discrimination power of liquid xenon or the different background shapes in energy.
However, since we know the energy spectra, the position distributions, and the type
of interaction (electronic or nuclear recoil) as well as the rates, we can simulate the
expected rate of these backgrounds in S1 and S2 signal space. Additionally, if we
assume a model for WIMP scattering, such as basic elastic scattering with nuclei (in
the same way as neutrons), we can simulate the expected rate of WIMPs in S1 and
S2 signal space by assuming a mass and cross-section for the scattering.
A subtle point is that changes in the model parameters from the fits will change
Parameter Value Prior Distribution Note
W 13.7± 0.2 eV Normal -
α 1.240+0.079−0.073 Normal Taken from Ref. [86]
ζ 0.0472+0.0088−0.0073 Normal Taken from Ref. [86]
β 239+28−8.8 Normal Taken from Ref. [86]
γ 0.01385+0.00058−0.00073 Normal Taken from Ref. [86]
δ 0.0620+0.0056−0.0064 Normal Taken from Ref. [86]
k 0.1394+0.0032−0.0026 Normal Taken from Ref. [86]
η 3.3+5.3−0.7 Normal Taken from Ref. [86]
λ 1.14+0.45−0.09 Normal Taken from Ref. [86]
Probability of ER Event - Free -
Table 3.4: The parameters of the light and charge model for nuclear recoils in liquid
xenon. Note that the parameters described as free in the fit are unrestricted (barring
physical limitations).
120
3.4. Electronic and Nuclear Recoil Characterization of XENON1T
Figure 3.38: The best-fit PDF for nuclear recoils during the AmBe nuclear recoil
calibration. The nuclear recoil band can clearly be seen and one can also see the
electronic recoil band above it.
how the different WIMP and background spectra will look in S1 and S2 signal space.
Ideally, one would produce the spectra using parameters that are randomly sampled
from the posterior distributions from the electronic and nuclear recoil calibrations
(or the single posterior from the combined calibration). While accurate, the high
dimensionality of the posteriors makes this approach technically impractical without
using GPU-based servers (like the ones used for the electronic and nuclear recoil
calibrations) since the Monte Carlo must be rerun for every new set of parameters.
Instead, for the first science run it was decided that fixed spectra would be produced
for a subset of the parameters that change the scale and shape of the spectra the
most. For nuclear recoils, these parameters were γ, η, α, and the processor efficiency.
For electronic recoils, the photon yield and the recombination fluctuation had the
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Figure 3.39: Shown on top is the nuclear recoil data in S1 space overlaid with the
68% credible region from the posterior. In the middle panel is the nuclear recoil data
in S1 and S2 signal space and in the bottom panel is the best-fit nuclear recoil Monte
Carlo output in S1 and S2 signal space. Overlaid in both of these are the medians of
each distribution.
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Figure 3.40: The nuclear recoil data in S2 signal space for various cuts in S1 signal
space overlaid with the 68% credible region from the posterior.
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greatest effects. Spectra were produced for each expected type of event varying the
parameters at a few fixed points (the mean, ±1σ, and ±2σ from the marginalized
posterior) and bin-by-bin linear interpolations were used to estimate spectra not
produced (for example, the spectrum with all parameters at +0.5σ). By following
this procedure, the analysis still accounted for the largest sources of uncertainty while
avoiding the computationally expensive Monte Carlo3.
3.5 Results of the First WIMP Search with
XENON1T
With all of the calibrations performed and armed with an understanding of the signal
production model and its uncertainty in our detector, we can finally examine the data
taken during the first science run. The first science run lasted 34.2 days, beginning on
November 22, 2016 and unexpectedly ending on January 18, 2017 due to interrupted
detector function as a result of a local earthquake. The drift field inside the TPC
was maintained at 116.7±7.5 V/cm and the average electron lifetime over the course
of the science run was 452 µs. A cylindrical fiducial volume with a total mass of
1, 042± 12 kg was used for the first science run.
3.5.1 First Science Run Data
Data from the 34.2 day dark matter search of the first science run is shown in Fig. 3.41,
along with the data from the 220Rn and AmBe used to define the electronic and nu-
clear recoil models and corresponding bands. The large majority of events appear to
be electronic recoils, as one would expect given that the background is dominated by
electronic recoils. Additionally, there are a few events that appear to be potential nu-
clear recoils and there is a single event that has an S1 and S2 seemingly incompatible
with both electronic and nuclear recoils.
3The hope is that in future runs that the Monte Carlo approach can be used to further improve
on the accuracy of a limit or discovery.
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Figure 3.41: Observed data in cS2b vs. cS1 for (a)
220Rn electronic recoil calibration,
(b) AmBe nuclear recoil calibration, and (c) the 34.2 day dark matter search. The
lines shown represent the median (solid) and the ±2σ (dashed) quantiles of the elec-
tronic and nuclear recoils band as measured in the relevant calibration. In panel (c),
the purple distribution shows the estimated probability distribution function of a 50
GeV/c2 WIMP. Only data above 3 PE is used in all analyses (unused data shown in
gray box). Image Credit: Ref. [48].
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3.5.2 Background Expectations
There are six sources of background that are considered in the first science run of
XENON1T: the electronic recoil background (due to 222Rn and 85Kr mostly), ra-
diogenic neutrons from detector materials, neutrinos, accidental coincidences, wall
leakage, and anomalous background. Neutrons produced by cosmogenic muons are
not considered for this science run as the expected rate is several orders of magnitude
below all other background sources. The expected number of events during the dark
matter portion of the first science run are shown in Tab. 3.5 for the full cS1 and cS2b
([3, 70] PE in cS1 and [50, 8000] PE in cS2b) space and for the full cS1 space and
between the nuclear recoil band median and −2σ quantile in cS2b (referred to as the
reference region).
We have discussed the first three sources of background in detail in Sec. 3.2. How-
ever now that we have working signal production models for our detector we can
examine the expected spectra of these background sources in S1 and S2 space —
these spectra are shown in Fig. 3.42. While the rates for the radiogenic neutron back-
ground and the neutrino background were constrained during the WIMP search, the
electronic recoil background rate was left free even though precise measurements of
the 85Kr and 222Rn contamination had been made4. The WIMP search ultimately
found an electronic recoil background rate of (1.93±0.25) ·10−4 events/(kg ·day ·keV)
in agreement with the expectation of (2.3± 0.2) · 10−4 events/(kg · day · keV) [48].
The accidental coincidence background was discussed briefly with regards to the
electronic recoil calibration. It is the result of uncorrelated S1 and S2 signals oc-
curring within a time window that would put the depth of the event inside of the
fiducial volume. Using the rates from lone S1 signals and lone S2 signals, it is esti-
mated that during the span of the first science run 0.22 ± 0.01 events of accidental
coincidence background are expected. The spectra, made using a Kernel Density
Estimator (KDE) based on lone S1 and S2 signal sizes, is shown in Fig. 3.42.
The fifth source of background is also determined empirically and is the result of
4While searching for dark matter candidates that interact via electronic recoils, the electronic
recoil background rate would need to be constrained.
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events occurring near the wall (outside of the fiducial volume) being reconstructed
inside of the fiducial volume. These events are referred to as wall leakage events. This
type of background is expected to have an abnormally small S2 signal due to charge
loss on the teflon. The rate of wall leakage events is extrapolated from analyzing the
number of these events in areas outside of the fiducial volume below the nuclear recoil
band and a kernel density estimator (KDE) is used to approximate the probability
distribution function of these types of events in S1 and S2 space.
The six and final source of background considered in the WIMP search of the
first science run is a flat background in (cS1, log10(cS2b)) space referred to as the
anomalous leakage background. While this background source is not well understood,
it has been observed both in XENON100 [124] and during the 220Rn calibration and
dark matter data taking of first science run of XENON1T. Since the rate of this
anomalous leakage does not scale with exposure, it is assumed that the rate of this
background is linked to the electronic recoil rate.
Background Source Full Space Reference Region
Electronic recoils 62± 8 0.26+0.11−0.07
Radiogenic neutrons 0.05± 0.01 0.02
CNNS 0.02 0.01
Accidental coincidences 0.22± 0.01 0.06
Wall leakage 0.5± 0.3 0.01
Anomalous leakage 0.10+0.10−0.07 0.02
Total Background 63± 8 0.36+0.11−0.07
50 GeV/c2, σ2 = 10−46 cm2 WIMP 1.66± 0.01 0.82± 0.06
Table 3.5: The expected (measured in the case of electronic recoils) number of events
for the six different background sources and a 50 GeV/c2, σ2 = 10−46 cm2 WIMP
for the full analysis space ([3, 70] PE in cS1 and [50, 8000] PE in cS2b) and for the
reference region (all cS1 space and between the nuclear recoil band median and −2σ
quantile in cS2b).
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Figure 3.42: The expected backgrounds distributions from electronic recoils, nuclear
recoils, and accidental coincidences and their rates during the first science run of
XENON1T. The electronic recoil and nuclear recoil backgrounds were found by in-
putting their respective energy spectra into the signal models found via the calibra-
tions discussed earlier. The remaining background spectra were determined empiri-
cally.
3.5.3 Searching for WIMPs
The dark matter search data was blinded below the 99th percentile of the electronic
recoil band. In this way, cuts and backgrounds could be defined in an unbiased
manner. In total, 63 events were seen during the 34.2 day run that passed all data
selection criteria and were inside the predefined full analysis region. Two events in
the WIMP search data are of particular note. The first was the event at cS1 = 26.7
PE which is much more likely to be from a nuclear recoil rather than an electronic
recoil, as can be seen in Fig. 3.41(c). The second is the event at cS1 = 68.0 PE. This
event is very unlikely to be from a nuclear recoil or electronic recoil and appears to
either be the result of the wall leakage or some unknown source of background. The
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remaining events are most likely from the electronic recoil background in the detector.
An extended unbinned profile likelihood test statistic in cS1 and cS2b was used for
the statistical interpretation of the data. Uncertainties from the nuclear recoil and
electronic recoil signal model were included in addition to the rates on the various
background sources. Standard assumptions were made for production of the WIMP
energy spectra: the standard halo model was used (v0 = 220 km/s, ρDM = 0.3
GeV/c2, and vesc = 544 km/s) and the Helm form factor was used for the nuclear
recoil cross section [33, 37].
Ultimately, it was found that the data is consistent with the background-only
hypothesis. The limit placed on each WIMP mass is shown in Fig. 3.43. Conceptually
the limit is found by increasing the cross section of a WIMP of a given mass until the
data no longer agrees with the cross section (since we would begin to see events at
a certain cross section). This procedure is repeated for each mass to draw the limit
curve.
Even though the first science run of XENON1T was cut short unexpectedly by an
earthquake, it still placed the most stringent limits on WIMP dark matter for masses
in the range of approximately 10 – 100 GeV/c2 as of this writing. The second science
run of XENON1T has already collected over 150 livedays of dark matter search data
and will be sensitive to a large unexplored fraction of the WIMP parameter space.
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Figure 3.43: The spin-independent WIMP-nucleon cross section limits as a function
of WIMP mass at a 90% confidence level (black) for this run of XENON1T. In green
and yellow are the 1σ and 2σ sensitivity bands. Shown for reference are the final
XENON100 results [124] and the most recent results from LUX [53] and Panda-X II
[49]. Image Credit: Ref. [48].
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Chapter 4
Measuring the Low Energy Light
and Charge Yield of Nuclear
Recoils in Liquid Xenon
As was discussed in the previous chapters, liquid xenon TPCs lead the search for
WIMPs. These detectors continue to grow in size and reduce their background mak-
ing them increasingly more sensitive to dark matter. As mentioned in the previous
chapter, XENON1T is the largest and most sensitive with a total mass of 3,200 kg
of liquid xenon [48]. Since WIMPs are expected to interact primarily with atomic
nuclei and the differential scattering rate of WIMPs and Standard Model particles
is generally expected to increase with decreasing interaction energy, it is crucial to
understand the properties of nuclear recoils in LXe down to the few keV energy scale.
While larger detector sizes (in the form of larger fiducial volumes) make WIMP
searches more sensitive, they do come with a drawback: calibrations, especially cali-
brations with external sources, become significantly more difficult. However, under-
standing the signal output by a LXe TPC can essentially be broken down into two
steps: the light and charge production and the detector physics. While the detector
physics is unique for each detector used and therefore must be measured for each one,
the light and charge production mechanisms are unique to the medium. Therefore,
if we can decouple the two steps, we can measure the light and charge production
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mechanism in a detector optimized for calibrations and use it in other detectors.
As LXe detectors have scaled in size, several of these optimized detectors have been
built for exactly this purpose: to measure the light and charge production of liquid
xenon for electronic and nuclear recoils. While each of these detectors was slightly
different and designed for a specific purpose, they shared the same relatively simple
operating procedure: measure the light and charge produced from an interaction
of a known type (electronic or nuclear recoil) and energy. The neriX (Nuclear and
Electronic Recoils in xenon) detector at Columbia University is one of these optimized
detectors and has already successfully provided the most precise measurements of the
light and charge yield (the number of photons and electrons produced per unit energy)
of electronic recoils in liquid xenon at multiple electric fields [91].
While several measurements of the response of liquid xenon to nuclear recoils have
been made, most measure only the light yield or charge yield. Two particular cal-
ibrations [62, 125] measure both the light and charge yield but do not capture the
correlation of the yields. Without examining both light and charge simultaneously,
it is impossible to fully understand the fundamental processes that occur in LXe to
produce these signals. Additionally, only the two simultaneous studies [62, 125] have
systematically measured the effect of an electric field on the light and charge yield.
Unlike in the case of electronic recoils, these measurements found that the light and
charge yield of nuclear recoils in liquid xenon change very little, if at all, with an
applied electric field. However, additional measurements are necessary since it is ex-
pected that the recombination of electrons and ions produced in the interaction is
energy dependent as well as field dependent [83] and both measurements cannot make
conclusive statements below ∼ 45 keV. In this chapter the results of a new measure-
ment of both the light and charge yield of nuclear recoils from 74 keV down to 3 keV
at three electric fields using the fixed-angle scattering method are presented. Also,
for the first time, a simulation of the light and charge production process in liquid
xenon is used for the parameter estimation, which takes into account the correlation




In chapter three, we discussed the nuclear recoil calibration of XENON1T. In this cali-
bration an americium-beryllium (AmBe) source was used to irradiate the liquid xenon
inside of the detector with MeV energy neutrons. A detailed Monte Carlo simulation
is performed to determine the energy spectrum and location of single scatters in the
detector but, for the most part, the spectrum is defined by the relative cross-section
of elastic scatters at different energies resulting in an exponentially falling energy
spectrum as seen in Fig. 3.30. In this calibration setup, the energy of each individual
event is unknown and we must use the entire energy spectrum to match our data.
While this can be an effective way to measure the response of liquid xenon to nuclear
recoils, it proves to be very difficult in practice with such a featureless energy spec-
trum. This type of measurement is typically referred to as an indirect measurement
and has been used successfully to measure the light and charge production process of
electronic and nuclear recoils [70, 71, 114].
Measurements in neriX and other smaller, calibration-optimized detectors follow
a different approach. A monoenergetic source is used to irradiate the detector where
the incoming particle will scatter a single time before scattering into a secondary
detector. For electronic recoils, the secondary detector can be a high-purity germa-
nium or sodium-iodide detector with excellent energy resolution. When this is the
case, assuming the incoming radiation did not scatter with other materials around
the detector, the energy of the interaction is known very precisely. Unfortunately
when measuring the response of liquid xenon to nuclear recoils in these detectors, no
equivalent secondary detectors exist that precisely measure the energy of the incom-
ing neutron. Instead we can use the position of the secondary detector as a proxy for
the energy since the energy transferred to a xenon nucleus by a neutron is completely
determined by the scattering angle for elastic scatters. This relationship between the
energy of the recoiling nucleus and the angle is shown for non-relativistic neutron en-
ergies in Eqn. 4.1 where mn is the mass of the neutron, mXe is the mass of the xenon
nucleus, Er is the energy of the recoiling nucleus, En is the energy of the incoming
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Figure 4.1: A schematic for the experimental setup used in this measurement of the
light and charge yields for nuclear recoils. 2.45 MeV neutrons are produced at an
angle of pi
2
in the neutron generator. Some of these neutrons scatter a single time in
the liquid xenon and then deposit some of their energy in the M510 detectors, filled
with EJ301 liquid scintillator, for discrimination versus background. Image Credit:
Ref. [127].
neutron, and θ is the scattering angle [72].
Er ≈ En 2mnmXe
(mn +mXe)2
(1− cos θ) (4.1)
A schematic of the experimental setup for neriX using this fixed-angle scattter-
ing technique is shown in Fig. 4.1. The neutron source in this measurement was a
2H(d, n)3He generator provided by the Schlumberger Princeton Technology Center
which produces 2.45 MeV neutrons at an angle of pi
2
. The secondary detectors were
Eljen Technologies M510 detectors filled with the EJ301 liquid scintillator, chosen for
their excellent pulse shape discrimination [126].
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Figure 4.2: A photo of the fixed-angle scattering setup with the neriX detector. On
the left is our neutron generator inside of its stainless steel case. In the center is the
outer portion of the cryostat and on the right are four of the M510 liquid scintillator
detectors.
4.1.1 neriX Detector
neriX was specifically designed to minimize the amount of inactive xenon and ma-
terials surrounding the TPC to minimize undetectable energy depositions and with
electronics such that it can systematically scan electric fields ranging from approx-
imately 0.15 V/cm to 2.5 kV/cm in the LXe. These features make neriX ideal for
measuring the low-energy response of electronic and nuclear recoils at electric fields
relevant to the dark matter search.
For more details on the design and construction of neriX, please refer to chapters
four and five of Ref. [128].
4.1.1.1 TPC
The neriX TPC (shown in Fig. 4.4), like XENON1T, was constructed with PTFE
(teflon). The teflon pieces in neriX are stackable and compressed by stainless steel
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springs. The TPC at liquid xenon temperature has an inner diameter of 43 mm.
neriX also includes four stainless steel hexagonal meshes and a single field shaping
ring to control the electric fields inside of the TPC. The cathode (used to produce the
high voltage for the drift field inside the liquid xenon), the gate (kept at ground near
the liquid surface), and the anode (used to extract electrons from the liquid surface
and into the gas) were each made of 125 µm thick wires and 3 mm pitch (distance
between parallel wire segments). A photo of the gate mesh from above is shown in
Fig. 4.5. The final mesh is a screening mesh (labeled the “bottom grid” in Fig. 4.4)
used to shield the bottom PMT and was also made with a 3 mm pitch but with 25
µm thick wires (to reduce its surface area). The field shaping ring is a copper coaxial
wire embedded in the teflon wall of the TPC 7 mm above the cathode and connected
to both the cathode and gate grids via 500 MΩ resistors. The location of the shaping
ring was chosen to maximize uniformity of the drift field at an electric field of 1
kV/cm. The distance between the cathode and the gate mesh, the maximum drift
distance of electrons in the TPC, is 23.4 mm.
Six PMTs are installed in neriX: a single 2” Hamamatsu R6041 PMT is installed
below the screening mesh, four 1” multianode Hamamatsu R8520-M4 PMTs (each
with 4 anodes) are installed above the anode mesh, and a single 1” Hamamatsu R8520-
406 is installed in a light-tight stainless steel enclosure located above the TPC. This
final PMT is coupled to the TPC via a 1 mm fiber optic cable placed in between the
four 1” PMTs and is intended for measuring the decay times of singlet and triplet
states in liquid xenon (although this measurement was not performed during the
nuclear recoil calibration). Since almost all light from the scintillation signal in the
LXe is reflected at the liquid-gas interface, the bottom PMT is the only PMT used for
measuring S1 signals. For simplicity, we also only use the bottom PMT to measure
the S2 signals as well (the bottom PMT sees ∼ 50% of the S2 light). The top PMTs
are only used for the position reconstruction of an interaction.
The TPC was connected to the cryostat via a stainless steel motion feedthrough
that could be used to raise and lower the detector with a precision of ∼ 25µm.
This motion feedthrough could be used to raise and lower the liquid level relative to
136
4.1. Experimental Setup
Figure 4.3: The neriX TPC following routine detector maintenance. Both photos
show the plates holding the single 2” PMT (bottom) and the array of four 1” PMTs
(top). In the left image, one can see the high voltage feedthrough for the anode. In
the right image, one can see the high voltage feedthrough for the cathode and the
voltage divider for the field shaping ring. One can also see the stainless steel pipe
used to extract xenon from the inner cryostat’s buffer and the plastic tube used to
feed re-condensed xenon into the system.
the TPC since the liquid level was kept constant via the buffer volume discussed in
Sec. 4.1.1.2.
4.1.1.2 Cryostat
The TPC is surrounded by a double-walled vacuum insulated cryostat. The inner
cryostat was custom made for neriX such that the amount of inactive xenon is mini-
mized. This inner cryostat, shown in Fig. 4.6, left only approximately 1 cm of space
between itself and the TPC with the exception of a ∼ 165 cm3 buffer volume used to
maintain the liquid level and the space left for the high voltage feedthroughs. The
inner and outer cryostats are only 1.5 mm thick. To reduce radiative heat transfer,
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Figure 4.4: The neriX TPC with meshes and PMTs labelled.
Figure 4.5: The gate mesh used in neriX.
the inner cryostat is blanketed with mylar in the same way as XENON1T.
4.1.1.3 Purification and Cryogenics System
A diagram of the cryogenics and purification system is shown in Fig. 4.7. The cryo-
genics and purification system used for this measurement is the same as the one used
in the measurements of both Ref. [127] and Ref. [91].
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Figure 4.6: The neriX TPC inside of the cryostat. Note that excluding the buffer
volume (left side of the image) and the space left for the high voltage feedthroughs
(right side of the image), very little space is left between the cryostat and the TPC,
effectively reducing the amount of inactive xenon for undetectable energy losses.
As discussed in earlier chapters, electronegative impurities outgassed from the
detector materials will absorb electrons extracted from the interaction site. There-
fore, these impurities must constantly be removed from the xenon to ensure optimal
detector operation. To remove impurities in neriX, the SAES PS4-MT3-R-1 heated
getter is used. Gaseous xenon is flowed through the purification system at approxi-
mately 2 SLPM (standard liters per minute) using a KNF N 143 double-diaphragm
pump. A heat exchanger, as described in Ref. [129], is used to simultaneously heat up
the gaseous xenon coming from the detector and cool down the xenon going towards
the detector (from the getter). This heat exchanger substantially lowers the cooling
power required to operate the detector.
To maintain the temperature of the detector, a Iwatani PDC08 cold head and
SA101 Helium compressor coupled to a copper cold finger are used. The xenon
pressure inside of the cryostat is maintained via resistive heaters thermally connected
to the copper cold-finger. These resistive heaters are controlled by a proportional-
integral-derivative (PID) controller that adjusts the power of the heaters to maintain
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Figure 4.7: A schematic of the cryogenics and purification system for neriX. Also
shown are the pressure relief system and the xenon storage system.
a desired cold-finger temperature.
4.1.1.4 Pressure Relief System
Unlike XENON1T, there is no redundant liquid nitrogen cooling in the event of a
power loss for neriX. This means that if there is a power failure at the laboratory that
cooling will be lost and the pressure in the detector will climb. To prevent damage
to the system, especially the PMTs, a pressure relief system was built for neriX.
This pressure relief system consists of a 190 liter stainless steel pressure vessel that
is connected to the inner cryostat via a solenoid valve that will open in a controlled
manner above a certain pressure in parallel with a rupture disk. The tank size was
chosen such that all of the approximately 2.2 kg of xenon could be stored at room
temperature at a pressure below 2.5 bar. The pressure relief vessel was evacuated





The xenon for neriX was stored in two cylinders kept inside of a stainless steel dewar.
When filling the detector, a regulator and a needle valve are used in conjunction with
a mass flow meter to keep the detector pressure at reasonable levels as the xenon
is cooled down. When removing the xenon from the cryostat, a process referred to
as recuperation, the dewars are filled with liquid nitrogen such that the xenon inside
the bottle freezes and the vapor pressure is low enough to create a cryogenic pump
from the cryostat to the storage bottles. While recuperation can be performed more
quickly in an emergency situation, both operations could safely be performed in a
single day1.
4.1.1.6 Electric Field Strength and Uniformity
Since the goal of neriX is to measure the light and charge yield of nuclear recoils
at different electric fields, it is very important to know what electric field you are
measuring the yields for and how uniform it is in the detector. Unlike in XENON1T,
the fiducial volume of neriX is not meant to eliminate background but to exclude
regions where the field differs drastically from the mean and where charge can be lost
to the wall. To set the fiducial volume and determine the field strength in neriX, the
COMSOL Multiphysics® Suite was used.
Simulation details can be found in Ref. [128] but the results of the simulation
are presented here. Tab. 4.1 shows the cathode voltages used along with the corre-
sponding fields given an anode voltage of 4.5 kV, a liquid level 2.5 mm above the
gate mesh2, and the bottom mesh and gate mesh kept at ground. Simulations found
that the variation of the drift field could be kept to within 20% with a radial cut at
approximately 20 mm and cuts in depth at 1 mm below the gate mesh and 0.5 mm
above the cathode. For the nuclear recoil calibration, a more conservative radial cut
1Emptying the detector too quickly could lead to the formation of xenon ice which could damage
the bottom PMT so care was always taken to maintain a consistent pressure throughout recuperation
in non-emergency situations.
2The simulations find that the liquid level has a negligible effect though.
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VC [kV] -0.345 -1.054 -2.356
ED [kV/cm] 0.19 0.49 1.02
±1σ [kV/cm] 0.03 0.05 0.12
Table 4.1: The different cathode voltages used during the nuclear recoil measurement
of neriX and the corresponding electric field strength and field variance. The simula-
tion assumes an anode voltage of 4.5 kV, a liquid level 2.5 mm above the gate mesh,
and the bottom mesh and gate mesh kept at ground.
at 18.25 mm was made.
4.1.1.7 Data Acquisition System and Processing
Raw PMT signals are amplified and then digitized by three CAEN V1724, 14 bit,
100 MS/s flash ADCs (fADC). Each fADC has a voltage range of 2.25 V, and an
input bandwidth of 40 MHz. Three flash ADCs were required to digitize the 18 PMT
signals as well as the multiplexed liquid scintillator signals (multiplexing is discussed
in Sec. 4.1.4). The trigger for the data acquisition system used in this measurement
will be discussed in Sec. 4.1.4.
The data processing system, xerawdp, was originally developed for XENON100
[130] and modified for neriX. The processing software was used to reduce the raw
waveforms into information about the S1, S2, and liquid scintillator signal sizes and
timing.
4.1.2 Neutron Generator
As mentioned in Sec. 4.1, a small 2H(d, n)3He generator, shown with a ruler for scale in
Fig. 4.8, is used to produce neutrons. This generator is provided by the Schlumberger
Princeton Technology Center and will be referred to in this work as the minitron. The
tube of the generator is vacuum sealed and deuterium is produced inside by heating up
a replenisher filament. These deuterium atoms are then ionized via electrons produced
from a cathode wire that are accelerated by a grid kept at ∼ 200 volts. Deuterium
ions are then accelerated towards a titanium-deuteride (TiD2) target where they will
either fuse with a deuterium atom or be completely stopped. Deuterium ions that fuse
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Figure 4.8: The deuterium-deuterium neutron generator used to produce 2.45 MeV
neutrons.
result in neutrons while deuterium ions that are completely stopped actually replenish
the target and thus the target is considered self-regenerating3. A Heinzinger PNC
100000-3 power supply is used to supply up to -100 kV to accelerate the deuterium
ions and read out the deuterium ion beam current. A schematic of the minitron
electronics is shown in Fig. 4.9.
Because the minitron neutron generator utilizes very high voltage, a protective
casing was used to prevent disharges from the high voltage connection. The casing
was a stainless steel tube with a diameter of approximately 3 inches with teflon, due
to its very large dielectric constant, supporting the minitron and filling in almost all
excess space in the stainless steel tube. The small amount of remaining space was
filled with mineral oil, which has a higher dielectric constant than air.
The neutron generator used in this work is the same as used in Ref. [127]. For
more details on the minitron, please refer to Ref. [130].
4.1.2.1 Neutron Energy Spectrum
For non-relativistic deuterons, the energy of the neutron produced from a deuterium-
deuterium interaction is only dependent on the emission angle and the energy of the
deuteron. The exact energy, in this case, is given by Eqn. 4.2 [131].
3The thickness of the target is such that all deuterium ions are stopped.
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2 ϕ+ (mHe +mn)[mHeQ+ (mHe −md)Ed]]1/2
mHe +mn
(4.2)
In Eqn. 4.2, mHe, mn, and md are the masses of helium, neutrons, and deuterium,
respectively, Q is the Q-value of the reaction (3.269 MeV), and ϕ is the emission
angle of the neutron in the laboratory frame. To approximate the energy spectrum
as a function of the scattering angle and deuteron energy, we say that the yield as a
function of these variables is proportional to the differential cross-section multiplied
by the distribution of incident deuteron energies, f(Ed)
4. We could assume that this
distribution of deuteron energies is a delta function for the fixed target collision but
this would ignore all of the other interactions that can occur in the TiD2.
4This derivation of the angular dependence of the neutron energy spectrum is from Qing Lin
(current institution: Columbia University)
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Figure 4.10: On the left, the minitron in its partially constructed case. Notice that
the teflon leaves very little room between the steel and minitron to maximize the
potential voltage that can be used without causing an electrical breakdown. On the
right, the minitron in its final set position. While not visible, the minitron case has






Since the energy of the deuteron is directly related to the energy of the neutron
produced by Eqn. 4.2, we can rewrite the above equation in terms of the neutron











We now define two variables: σn, the total cross-section of deuterium-deuterium
fusion into a neutron, and σtot, the total cross-section of all possible interactions.
It turns out that σtot  σn due to Rutherford scattering. Therefore, we say that
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probability of a neutron being produced per interaction is given by p = σn
σtot
. We say
that the number of interactions is approximately given by the energy lost, El, divided
by the average interaction energy, W . We define W in terms of the stopping power
such that W = dE/dx(Ed)·M
σtotNa
, where Na is Avogadro’s number and M is the molar mass
of TiD2.
Therefore, we approximate the probability that the incoming deuteron fuses with
a deuteron in the target after i = El
W












This expression for the distribution of the energy lost by the incoming deuteron









≈ e−El· σnNadE/dx(Ed)·M (4.6)
With an approximate distribution for the energy loss, and therefore the deuteron
energy during the fusion interaction given the incoming energy of the deuteron ion
Ed,max, we can simulate our expected angular distribution [74, 130]. The angular
distribution assuming an incoming deuteron energy of Ed,max = 80 keV is shown in
Fig. 4.11.
4.1.2.2 Neutron Yield
While ultimately we did not include the neutron rate in our analysis of the yields, we
did characterize the neutron generator to ensure that it was operating as expected.
Ref. [130], following the analysis from Ref. [131], shows that the flux of neutrons gen-
erated should increase approximately exponentially with the high voltage used to
accelerate the ionized deuterium atoms and molecules and linearly with the deu-
terium ion beam current. We assume that these two effects are uncorrelated and
therefore the neutron production rate can be written as dN
dt
= f(I)g(V ) where f(I)
describes the rate’s dependence on the beam current and g(V ) describes the rate’s
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Figure 4.11: The expected angular distribution of neutrons as a function of emission
angle for a maximum deuteron energy of 80 keV.
dependence on the high voltage.
The neutron flux of the minitron neutron generator was measured using a Nu-
clear Research Corporation NP-2 portable neutron monitor [132]. The NP-2 neutron
monitor uses a BF3 target housed inside of a polyethylene moderator that attenuates
the fast neutrons such that they can be counted. The detector measures in units of
dose rate which can be converted to flux rate (neutron flux per unit time) by means
of the fluence per unit dose equivalent (neutron flux per absorbed dose) of 2.45 MeV
neutrons. As mentioned, we approximated that the current and high voltage could
be treated separately and measured the change in one while holding the other fixed
to characterize the neutron flux. For the measurement, the NP-2 detector was placed
180 cm away from the neutron generator (inside of its case) and at an angle of pi
2
rel-
ative to the minitron. The rate measurements were then used to fit rate as a function
of beam current and voltage (shown in Fig. 4.12). Using these functions, we can then
predict the neutron flux of the minitron, as shown in Fig. 4.13.
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Figure 4.12: The NP-2 neutron detector signal rate as a function of beam current,
holding the high voltage fixed, and high voltage, holding the beam current fixed.
Shaded regions represents 68% credible region while dotted lines show the best fits.
Figure 4.13: The expected neutron flux from the minitron neutron generator at a






In theory, any detector of ionizing radiation could act as the secondary detector in a
nuclear recoil calibration. In practice, however, the electronic recoil background rate
in the secondary detector is large enough in a laboratory setting that detectors with
high levels of discrimination are needed to differentiate neutrons from background in
the secondary detector.
For this measurement, the M510 detectors from Eljen Technologies were used.
The M510 detector is filled with the liquid scintillator EJ301, chosen for its excellent
pulse shape discrimination properties. The EJ301 compound has three characteristic
decay times: 3.16, 32.3, and 270 ns [126, 133]. The first two states are related to the
excitation of electrons to the singlet and triplet state, respectively, while the slowest
decay time is from the delayed fluorescence of the triplet state [134]. Nuclear recoils
in the liquid scintillator will exhibit much longer decay times than electronic recoils
caused by gamma rays.
An initial characterization of the liquid scintillators was performed to determine
the optimal voltage and integration window for nuclear and electronic recoil discrim-
ination and calibrations were performed several times over the course of the run to
ensure performance was still adequate. An example of the pulse shape discrimination
from one the M510 detectors from coincidence data is shown in Fig. 4.14. Similar to
Ref. [130], we set a threshold in the detectors’ pulse size where discrimination is poor
- however this was done via the hardware trigger and not a software cut to reduce
data intake.
A fifth and smaller version of the M510 detector was placed 180 cm away from
the neutron generator to monitor the minitron rate at all times.
4.1.4 Data Acquisition System
A schematic of each of these triggers is shown in Fig. 4.15 and the details of each are
given below.
The data acquisition system for this measurement is identical to the one described
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Figure 4.14: Discrimination space for one of the four M510 detectors from coincidence
data. Notice that a hardware cut is made via a threshold discriminator at approxi-
mately 500 mV in order to remove events with poor pulse shape discrimination.
in Ref. [91]. The system consisted of three 14-bit flash ADCs (model v1724 from
CAEN) at 100 MS/s with 40 MHz bandwidth. When a trigger pulse was received
by the VME crate controller, this memory would be written to the disk of our data
acquisition server. The data acquisition server used was synchronized to a storage
and processing server where data could be further analyzed.
All of the top signals were fed directly into 10x amplifiers which were then im-
mediately fed into digitizer channels. The bottom PMT signal was the only channel
used to form the trigger since it sees the majority of the light in the detector. The
bottom PMT’s signal was fed into a CAEN voltage divider. One of these two signals
was sent directly to the digitizer unamplified (to avoid digitizer saturation in large
S2 signals) while the other copy was sent to a 10x amplifier where two copies were
made. One of these two copies was sent directly to the digitizer while the other was
sent to an updating threshold discriminator. This updating threshold discriminator
produced a NIM pulse for as long as the signal was above the set threshold (5.16
mV for this measurement) making the width in time of the NIM pulse approximately
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the same as the width of the true signal. The output from the updating threshold
discriminator was considered to be our S1 trigger.
The S1 trigger was used as the main building block for the S2 trigger. The S1
trigger was sent into a logic fan. One copy from the logic fan was sent to a variable
width gate generator (set at 400 ns for this measurement) while the other was sent
into a 24 ns delay. The gate generator produced a NIM pulse that was combined
in a logical AND with the delayed S1 trigger. In this way, only S1 triggers wider
than the gate will cause a new trigger5. If the logical AND resulted in a pulse this is
considered an S2 trigger (S2 pulses in general are much wider than S1 pulses). The
width of the S2 trigger pulse was set to be 29.5 µs for reasons that will be explained
shortly.
This S2 trigger was passed into a logical fan where three copies were made. One
was sent into a gate generator that produced a 100 µs NIM pulse. The NIM pulse
was combined with another copy of the S2 trigger in a logical AND. Since there was
no delay on the S2 pulse, the original S2 trigger resulted in an output pulse however
S2s occurring after that S2 and before the end of the NIM pulse would not produce
an output pulse based on the logical AND. This therefore limited the maximum rate
of triggers to one over the gate width (although typical data acquisition rates were
< 100 Hz). The output signal from this logical AND was called the S2 hold-off trigger.
Four M510 detectors were used simultaneously such that two energy spectra could
be measured at a time. Since the rate of signals in the liquid scintillators was low
relative to the TPC, it was decided to use a single digitizer channel to capture all of
the EJ pulses via multiplexing. The signals from the PMTs in the M510 detectors
were first sent to a 10x amplifier where two amplified copies were produced. The
first copy of the M510 signals was sent into a linear fan. The second copy of each of
amplified M510 signals went to a threshold discriminator. The threshold was decided
on a detector-by-detector basis such that signal sizes were eliminated where we had
little discrimination power between nuclear and electronic recoils. Two copies of the
output from the threshold discriminator were created. The first copy of each signal
5The delay is needed because the gate takes approximately 10 ns to create.
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was sent into a delay generator that delays the logic pulse by a time unique to each
detector (for example, one of the M510s’ trigger was delayed by 6 µs while another
was delayed by 7 µs). The delayed triggers are then sent into the same linear fan as
the original pulses. In this way, the processor can determine which M510 detector
the signal came from based on where the M510 trigger is found in the waveform.
As was mentioned, the threshold discriminator for the M510 detectors created two
copies of each trigger. The second copy of these triggers was sent into a logical OR to
produce a single logic signal. This logic signal was then delayed 28 µs and combined
in a logical AND with the 29 µs S2 gate. The output of the logical AND formed our
coincidence trigger. The long delay and gate may seem unnecessary at first but were
actually needed since the M510 signal was very close in time to the S1 and not the
S2. This means that the S2 signal could occur tens of µs after the M510 trigger was
created. Therefore, by creating a gate on the S2 and delaying the M510 trigger we
ensured that we would not lose any good events due to the electron drift time in the
TPC.
4.2 Characterization and Calibration of neriX
As mentioned in chapters two and three, the process from energy deposition to the
S1 and S2 signal read out of a waveform for analysis can essentially be broken down
into two subsections: the signal production and the detector physics. If we want
to measure the physics of the signal production mechanism, we must be able to
decouple the detector physics. To do this, we must make independent measurements
to characterize the detector as best as we can.
While many of the properties of the detector we are trying to characterize are the
same as XENON1T, there are some differences in how we carry out the measurements
simply due to the scale of XENON1T relative to neriX.
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Figure 4.15: The trigger schematic for the neriX nuclear recoil measurement. For
details on the triggers please refer to the text in Sec. 4.1.4.
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4.2.1 PMT Characterization
As in XENON1T, one of the most basic tasks in characterizing the TPC is PMT
calibrations. The goal of PMT calibrations is to understand the response of a PMT
to incident photons. This task is typically performed by examining the response
of the PMT to a single photoelectron (single electron ejected at the photocathode
as the result of an incident photon) since larger signals can be estimated via the
convolution of multiple single photoelectron response functions. Ideally, we would
like to completely understand the shape of the response function of the PMT but at
the same time, most experiments settle for the mean and variance of the response
(since by the central limit theorem these will describe the response for large numbers
of photoelectrons).
As in XENON1T, the low light calibration of PMTs is performed using a blue
LED pulse generated by a digital pulse generator (BNC PB-5) and fed into the
detector via a fiber optic cable. The standard way of calibrating a PMT in this
type of experiment is to use a low light level (such that the given PMT only sees
a signal 5–10% of the time) and either fit the data using a Gaussian model of the
response or extract the mean and variance according to the statistical treatment in
Ref. [112]. However, neither of these was satisfactory: the former because it resulted
in an unphysical signal for the PMT response approximately 15% of the time (since
the Gaussian distribution is not bounded below by zero) and therefore has a large
potential for bias, and the latter since we could not guarantee identical operating
conditions between the background-only data and pulser data, a required condition
for the statistical approach. Therefore, a new model was developed by the author,
called the cascade model, which tries to simulate the physics of a PMT including
the underamplification of electrons and its dynode structure [135]. This model is
discussed in further detail in App. B and uses a GPU-based analysis framework, like
the measurement of the light and charge yield in neriX (the focus of this chapter)
and the electronic and nuclear recoil calibration of XENON1T (discussed in Sec. 3.4),
that will be discussed in App. A. Unlike the other two calibration methods, it is
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more effective to use a higher light level such that 1–2 photoelectrons are seen on
average so that the response spectrum is not dominated by background6. A sample
low-light spectrum is shown in Fig. 4.16 along with the best fits and 68% credible
regions of both the Gaussian and cascade models. From this spectrum alone, it does
not appear that the cascade model is a significant improvement, but if one looks at
Fig. 4.17, which shows the full-amplification SPE spectrum for both models, one can
see the reason why the Gaussian model is not acceptable: it results in a negative
signal a non-negligible fraction of the time.
Unlike Ref. [91], no gain instability was seen during this measurement in neriX.
To avoid issues of saturation with the PMTs, the nuclear recoil data was taken
with PMT gains ranging from 5−10·105 e− while the electronic recoil data, where our
concern was the full absorption peak (like the anticorrelation analysis in Sec. 4.2.4),
was taken with gains two orders of magnitude smaller to avoid PMT saturation. Even
when using our GPU-based cascade model it is extremely difficult to fit such a small
PMT response. Therefore, we used what is referred to in Ref. [128] as the multiple
photoelectron (MPE) method. To use the MPE method you must first calibrate
the response of the PMT at its normal operating voltage. Following a standard
calibration, you illuminate the same PMT at the same voltage with a high light level
and use the gain found from before to estimate the mean number of photoelectrons.
You then reduce the PMT voltage and remeasure the response of the PMT to the high
light level. Since the mean number of photoelectrons observed should be independent
of voltage, you can use the response at the lower voltage and high light level to extract
the gain of the PMT at a much lower voltage.
When measuring this effect, we varied the bottom PMT voltage from 800 V, our
standard operating voltage, down to 500 V. At approximately 600 V, saturation ef-
fects in the 662 keV peak were no longer present. Ideally, one would expect the gain
to decrease exponentially with voltage, however we noticed a significant deviation
from this behavior. We believe that this deviation is due in part to the decreasing
6This does not affect the assumption that the number of photoelectrons seen follows a Poisson
distribution that is standard in these types of measurements.
155
4. Measuring the Low Energy Light and Charge Yield of Nuclear Recoils in Liquid
Xenon
Figure 4.16: The fit of the cascade (blue) and Gaussian (red) single photoelectron
response model for the bottom PMT at 800 V. The statistics shown are for the cascade
model which results in a marginally better fit as can be seen from the log likelihood
difference. The dotted lines shown are the best fits and the shaded region is the 68%
credible region.
Figure 4.17: The 68% credible region for the single photoelectron response for fully-
amplified electrons for the bottom PMT at 800 V. Notice that the Gaussian model
(red) results in a non-physical response a non-negligible fraction of the time while the
cascade model (blue) does not.
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Figure 4.18: On the left is the neriX MPE spectrum for the bottom PMT including
the collection efficiency function shown on the right.
collection efficiency of photoelectrons of the PMT at lower voltages, an effect de-
scribed in Ref. [136]. While the voltage dependence of the effect is PMT dependent,
we multiplied our power law by a generic second-order polynomial efficiency function
in an attempt to describe it. The best fit of both the gain and collection efficiency
are shown in Fig. 4.18.
4.2.2 Position Reconstruction and Position Dependence
Position reconstruction plays an important role in neriX. While position reconstruc-
tion is not used to remove background events, a fiducial volume is set to avoid edge
effects from field non-uniformity and electrons captured on the teflon. Additionally,
we do expect a small amount of position dependence for both the S1 and S2.
To determine the transverse position of the event, we use the S2 signal seen by
the top PMTs. The four PMTs in the top array actually have four individual anodes
that are treated as separate channels — this means that our four multianode PMTs
act as sixteen single anode PMT channels. While our position reconstruction in the
transverse position will be significantly more limited than XENON1T due to the
prevalence of edge effects in the small detector and the limited number of pixels, we
can use a neural network trained on an optical simulation of photons produced in
between the anode and the gate to estimate the position. The transverse positions
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Figure 4.19: The spatial distributions of high-energy nuclear recoil events taken at
490 V/cm after fiducial volume and other quality cuts.
of high-energy (> 40 PE) nuclear recoils, which should be approximately uniformly
distributed in the TPC, at a field of 490 V/cm are shown in the left panel of Fig. 4.19.
The small defects in the position reconstruction are likely due to discrepancies in the
unmeasured collection efficiencies of the individual PMT channels.
To determine the depth of the interaction, we look at the time between the S1 and
S2, also referred to as the drift time. Since the electrons will drift through the liquid
xenon at a fixed velocity, this time difference can be used to measure the depth. The
drift velocity in liquid xenon will change as a function of the electric field applied so
the drift velocity must be measured for each field used.
To measure the drift velocity, one uses the fact that the scintillation light produced
from interactions in the liquid xenon can interact with the meshes, releasing electrons
in the process. These photoionization electrons can be seen following large S1s and
S2s in waveforms. Therefore, if one looks at the timing of small S2 signals following
a large S1 or S2, one will see peaks in the spectrum due to these photoionization
electrons, as shown in Fig. 4.20. By examining the time between the two peaks, we
can determine the drift velocity since the distance between the meshes at liquid xenon
temperatures is known (23.4 mm).
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Figure 4.20: The distribution of small S2s in time after a large S2 at a field of 1020
V/cm. Notice the two sharply spike peaks around 1.5 and 13 µs — these peaks are
due to electrons from the photoionization of the gate and cathode mesh, repectively.
Since we know the distance between these two meshes we can measure the drift
velocity at this field.
The drift velocities during this measurement and during the low-energy measure-
ment of the yields of electronic recoils [91] are shown in Tab. 4.2. The drift velocities
of all three runs in the detector agree very well with each other (within a few percent).
Due to the small size of the detector we do not observe a radial dependence of
the S1 and S2 signals but we do observe effects due to the depth of the interaction
in the detector. The former effect is caused by the proximity of the interaction to
Drift Field 190 V/cm 490 V/cm 1020 V/cm
vd [mm/µs]
ER Run 1 1.51 1.72 1.96
ER Run 2 1.54 1.75 1.97
This Work 1.56 1.77 2.00
Table 4.2: The measured drift velocities at 190, 490, and 1020 V/cm in neriX for the
measurement of the yields of electronic recoils [91] and this work.
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Figure 4.21: The depth correction of the S1 (left) is caused by the proximity of the
interaction to the bottom PMT. The depth correction of the S2 (right) is caused by
electrons drifting to the surface attaching to electronegative impurities.
the bottom PMT while the latter effect by electrons drifting to the surface attaching
to electronegative impurities. For more details on each of these effects, please refer
to Sec. 3.3.3.1 and Sec. 3.3.3.3, respectively. While not as drastic as the effects in
XENON1T, these effects are still on the order of 10–20% for S1s and 5% for S2s. To
perform the correction, we use events from the 662 keV peak from 137Cs and fit the
S1 and S2 size as a function of depth. As expected, we observe the same pattern as
XENON1T: events closer to the bottom PMT have larger S1s than those events closer
to the liquid-gas interface and events from lower in the detector are more likely to lose
charge to impurities in the liquid xenon. Both of these effects can be seen in Fig. 4.21.
Due to a getter failure, the purification system was forced to utilize a getter much
further in distance compared to the one used in Ref. [91], leading to a non-negligible
effect from the electron lifetime. Both depth corrections were monitored over the
course of the run and since no discernable time dependence was seen, a run average
was taken.
4.2.3 Single Electron Response
One very important quantity for TPCs that was discussed in chapters two and three is
the single electron response (also known as the gas gain). The single electron response
measures how many photoelectrons we expect in our PMTs if a single electron is
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Figure 4.22: The single electron response as measured by the top and bottom PMTs in
neriX. Note that the response, even for a single electron, appears to follow a Gaussian
distribution. The contours show the outline of the fit and the pink line represents the
edge of the fit range.
extracted from the liquid into the gas. Typically the response is approximated as a
Gaussian distribution with a mean, G, and width, σG. While technically this quantity
could be field-dependent due to leakage from the cathode, simulations show that this
effect is only on the order of ∼ 2% [128].
We used a source of electrons already discussed for this calibration: electrons
from the photoionization of the gate. By using these, we could make a strict time cut
rather than search an entire waveform for small numbers of electrons, which reduces
the potential noise. Even though only the bottom PMT was used for all analyses,
the single electron response was fit in two dimensions for extra discrimination power
between single and double electron peaks. A sample fit is shown in Fig. 4.22. The
response of the TPC to single electrons was assumed to be normal for both the top
and the bottom PMTs with no correlation. As in Ref. [98] and Ref. [91], a roll-off was
applied at low S2s to represent the loss due to the S2 peak finding efficiency.
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As with the position correction, no clear time dependence was observed for the
the single electron response so both the mean and width of the distribution were
averaged over the course of the run for all fields.
4.2.4 Anticorrelation
As discussed in Sec. 2.3.2 and Sec. 3.3.5, due to the lack of quenching factors in elec-
tronic recoils the energy of an interaction and the number of photons and free electrons
produced are inextricably linked. This relationship is shown in Eqn. 4.7 where Nq is
the number of quanta, EER is the energy of the electronic recoil, W is the average
energy required to produce an exciton or electron-ion pair (13.7 ± 0.2 eV [79]), Nγ
is the number of photons produced in the electronic recoil, and Ne is the number of




= Nγ +Ne (4.7)
In the same way as Sec. 3.3.5, we can put this equation in terms of detector
variables including our observables, S1 and S2, the average light collection efficiency,
g1, the extraction efficiency, pextracted, and the mean single electron gain, G (discussed










This implies that if we have a sample of S1 and S2 signals from a known monoen-
ergetic peak, we can extract the otherwise very difficult to measure quantities g1 and
pextracted. This type of anticorrelation measurement is typically performed using a sin-
gle full absorption peak at multiple electric fields (typically done in smaller detectors
where the field can be changed easily) or using multiple full absorption peaks from
different sources at a single electric field (typically done in larger detectors where elec-
tric fields are more difficult to manage and change significantly). The latter is done
in LUX [137] and XENON1T [48]. For neriX, we decided to vary both to make the
measurement as robust as possible: two sources, 137Cs and 22Na, were used to extract
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Figure 4.23: Anticorrelation analysis performed on the full absorption peaks 137Cs
and 22Na at five different electric fields. The best fit of the model is overlayed.
monoenergetic events at five different fields. These events are fit simultaneously to
Eqn. 4.9 where EER is equal to 662 keV for











A sample fit is shown in Fig. 4.23. No discernable time dependence in the param-
eters was found and thus a run average was used to describe g1 and pextracted.
4.2.5 Trigger Efficiency
As discussed in previous chapters the charge yield of nuclear recoils is significantly
lower than an electronic recoil of the same energy. Therefore, it is crucial to estimate
the efficiency of the trigger as a function of the S2 size. As discussed in Sec. 4.1.4,
the S2 trigger is based on the width of the event; however we will use the total S2
size (area) as a proxy.
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Figure 4.24: The neriX trigger efficiency measured using a random trigger. Overlaid
are the best fit alongside the 68% credible region.
Rather than using the S2 trigger to record events, as is standard for almost all
other TPC calibrations, we use a random trigger and digitize the S2 trigger while
irradiating the detector with a 22Na source. In this way, we can check each waveform
for an S2 and whether or not an S2 trigger was present. The random trigger ensures
that we in no way bias our measurement of the trigger efficiency by requiring that
an S2 be present in the waveform. While this eliminates the bias, the measurement
is very inefficient in terms of storage since many saved waveforms do not contain
relevant data. While ideally one would measure the S2 trigger efficiency regularly,
collecting sufficient statistics took approximately three weeks and therefore regular
calibrations were impractical.
Once sufficient statistics were collected, one could use large S2 events to find the
standard time difference between the S2 peak and the S2 trigger. With our trigger
system, the time difference between the two was 600–800 ns. With this time cut in
place, we could then look at smaller S2 events and determine whether or not a trigger
was present. The results of the measurement are shown in Fig. 4.24.
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4.2.6 Peak Finding Efficiency
The second efficiency loss is on the software side of the analysis. Once raw data is
saved, it is analyzed in a processor where important information is extracted such
as the S1 and S2 sizes and locations in the waveform. While the peak-finding algo-
rithm used to identify S1s and S2s in the waveform is excellent at finding even single
electrons (as shown in the single electron response calibration), there is some loss for
very small S1 signals.
Unlike the trigger efficiency, the peak finder’s efficiency was not measured directly.
Instead a realistic waveform simulator was developed to study this efficiency loss.
This waveform simulator included effects such as the characteristic pulse shape of the
PMT, the noise level in the TPC, and the shape of the S1 signal due to the excimer
decay times [63]. The waveform simulator was then used to produce events with S1s
of known sizes which were then fed into the data processor. Post-processing, we could
then check how many of the S1s in a given range were discovered by the peak finder.
The results of the waveform simulation are shown in Fig. 4.25.
4.3 Nuclear Recoil Data Collection
The data taking run of neriX lasted for approximately four and a half months.
We began collecting coincidence data on March 30, 2016 and completed on July
4, 2016. Calibrations and trigger efficiency measurements continued until August 9,
2016 when a power failure occurred overnight resulting in a pressure spike in which
xenon was safely released into the pressure relief vessel via the solenoid valve discussed
in Sec. 4.1.1.4.
With a total of four M510 liquid scintillator detectors, we were able to measure
two scattering angles, and hence energy spectra, simultaneously. In total, six scat-
tering angles were measured at three different electric fields. Ultimately, data at the
lowest and highest energy were not used: the former due to lack of statistics from
efficiency losses discussed in Sec. 4.2.5 and Sec. 4.2.6 and the latter due to the poor
data quality (likely due to the M510 detectors’ proximity to the TPC). On average,
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Figure 4.25: The neriX peak finding efficiency from empirically based waveform sim-
ulations.
it took approximately two weeks to measure two energy setups at a given cathode
voltage.
As discussed in Sec. 4.1, we used the positions of the M510 liquid scintillator
detectors to restrict the energy spectrum such that it peaked around a specific energy
of interest and did not follow the standard exponentially falling energy spectrum for
nuclear recoils in liquid xenon. The positions of the detectors (and minitron) were set
using an auto-levelling laser mounted on a tripod. Positions were measured relative to
the center of the TPC and marked on the laboratory floor using tape. The positions
of the M510 detectors were chosen such that an energy resolution of 15–25% was
achieved. Tab. 4.3 shows the positions of the M510 detectors relative to the TPC
center7. The estimated uncertainty in each dimension is 3 mm.
In addition to coincidence data, nuclear recoil data is taken without the coinci-
dence requirement which we refer to as band data to capture the roll-off in the nuclear
recoil spectrum around 74 keV from neutron backscatters (this feature is discussed
7The minitron was placed at (0, -43.0, 0) cm in the coordinate frame as defined in Tab. 4.3.
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θ Energy [keV] M510 1 Position [cm] M510 2 Position [cm]
x y z x y z
30◦ 4.95± 0.83 38.1 66.4 -4.6 -38.3 66.4 0
35◦ 6.60± 1.52 24.3 34.2 0 -23.9 34.2 -4.6
45◦ 10.62± 1.54 -41.4 41.7 -4.6 41.7 41.7 0
53◦ 13.95± 2.46 29.5 22.3 0 -29.5 22.3 0
Table 4.3: The positions of the M510 liquid scintillator detectors during coincidence
data taking. The energies and corresponding widths shown are found via a detailed
Monte Carlo produced in Geant4 which will be discussed further in Sec. 4.4.1.
in more detail in Sec. 4.4.1). This merely involves replacing the coincidence trigger
described in Sec. 4.1.4 with the S2 hold-off trigger.
A few basic cuts were made to clean the data taken. The fiducial volume cut
was made to ensure the electric field variations were limited to within 20% and an
asymmetry cut, which removes events based on what fraction of the S1 and S2 signals
are seen by the top versus bottom PMTs, was made to ensure the removal of noisy
events. For coincidence data, two additional cuts were made based off of the liquid
scintillators. The first selected neutrons in the M510 detectors using the pulse-shape
discrimination of the EJ301 liquid scintillator. The second was a coarse time of flight
cut, made using the time difference from the waveform, to ensure that the S1 signal
discovered by the peak finder is within 100 ns of the liquid scintillator pulse to remove
as many accidental coincidences as possible. A finer time of flight cut could not be
made with a time to amplitude converter (TAC) since our average light collection
efficiency is lower than the single phase liquid xenon detectors used to measure the
light yield of nuclear recoils in the past [125, 127, 138]8 and therefore we could not,
with high efficiency, use the S1 signal to start the TAC.
For all data collected, no discernable differences were seen between the individual
M510 detectors. Therefore, all distributions used in the analysis used data from both
of the liquid scintillators. The resulting spectra are shown as a function of both S1 and
8Technically, Manzur et al. used a dual phase detector operated in a “single phase” mode which
drastically increased their average light collection efficiency.
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S2 in Fig. 4.26, Fig. 4.27, Fig. 4.28, and Fig. 4.29. Note that for coincidence data with
mean energies of 7, 10, and 15 keV, a peak can be seen in the two dimensional spectra
around the corresponding energy (grey contours). The roll-off in recoil energies due to
neutron backscatters can also be seen in Fig. 4.29 around the 75 keV energy contour.
4.4 Analysis of Nuclear Recoils in Liquid Xenon
As was stated at the beginning of this chapter, multiple measurements of the re-
sponse of liquid xenon to nuclear recoils have been made. However, these previous
measurements assumed a simple LXe physics models because they were limited to
a single observable9: for each coincidence dataset a single parameter, Leff (ENR) =
Ly(ENR)/Ly(EER = 122 keV) or Qy(ENR), was used to map the energy to a one-
dimensional observable space (S1 or S2) and a generic resolution was applied to
account for the widening of the spectrum due to statistical fluctuations in the LXe
light and charge production process process described in Sec. 2.4.2.
While this analysis approach has proved effective, it has a few underlying issues.
First, this procedure fails to account for correlations between the light and charge
since it only looks at a single observable at a time and therefore we cannot build
an effective model for the light and charge production in liquid xenon. Second, the
procedure itself is slightly inconsistent — the same energies in different coincidence
spectra have different Leff applied to them. Finally, since we are measuring low
energies, applying a large smearing term can potentially bias the measurements at
energies close to the efficiency roll-offs. While the second and third issues can be
reduced and carefully controlled, the inability to produce an effective two dimensional
observables production model has impacts on the WIMP search, as we saw in Sec. 3.5.
In this work, a new procedure for analyzing nuclear recoil data in xenon was
developed. This procedure was the basis for both the electronic and nuclear recoil
calibration of XENON1T (Sec. 3.4) and the basic framework can be used for all dif-
9In some cases, data for both observables was taken but the analysis used only a single observable
at a time.
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Figure 4.26: Coincidence data taken with a drift field of 190 V/cm. From top to
bottom: data in the two dimensional space used for parameter estimation, projected
into S1, and projected into S2 for different S1 regions.
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Figure 4.27: Coincidence data taken with a drift field of 490 V/cm. From top to
bottom: data in the two dimensional space used for parameter estimation, projected
into S1, and projected into S2 for different S1 regions.
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Figure 4.28: Coincidence data taken with a drift field of 1020 V/cm. From top to
bottom: data in the two dimensional space used for parameter estimation, projected
into S1, and projected into S2 for different S1 regions.
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Figure 4.29: High energy nuclear recoil band data without a coincidence trigger at
the three fields measured. From top to bottom: data in the two dimensional space
used for parameter estimation, projected into S1, and projected into S2 for different
S1 regions.
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ferent types of analyses, including the characterization of PMTs, which is discussed
in App. B. This framework, discussed in detail in App. A, used graphical processing
units (GPUs) to run a fast Monte Carlo of the model given the parameters under
test for likelihood calculations during parameter estimation. This allowed us to test
and measure light and charge production models for the response of liquid xenon to
nuclear recoils for the first time.
As the procedure followed in Sec. 3.4 was based off of this work, many aspects will
be similar. Therefore, special attention will be devoted to the differences between the
two.
4.4.1 Monte Carlo Simulation of Energy Spectra
As mentioned during the discussion of the XENON1T nuclear recoil calibration, the
first step is to predict the energy spectra you expect to measure. Even though the
energy of the recoil is determined by the angle of the scatter, effects from the finite
sizes of the detector, nuclear recoils in materials other than the fiducial volume, and
accidental coincidences will make the spectra far from monoenergetic. Therefore, it
is necessary to build a detailed Monte Carlo to predict the rate of nuclear recoils at
different energies given the experimental setup.
The detailed Monte Carlo for this measurement was done in Geant4 [101]. The
Monte Carlo is built with a realistic description of the neutron generator and its casing
and stand, the TPC and the cryostat, the detector support frame, the laboratory
floor (for neutron reflections), as well as the measured positions of the M510 liquid
scintillator detectors listed in Tab. 4.3. Also included in the simulation is the neutron
yield as a function of emission angle (Fig. 4.11).
The Geant4 simulation records the track of each particle, which includes informa-
tion about each of the interactions it makes, where they occur, and at what time. For
coincidence data, we are particularly interested in neutrons that elastically scatter
in the liquid xenon and the M510 liquid scintillator detectors within a time window
defined by our time of flight cut in the data. For nuclear recoil band data, we only
place the condition that a neutron elastically scatters a single time in the fiducial
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volume with no other requirements. We cannot require that the neutron does not
interact in other materials since this type of cut can, of course, not be made in data.
The expected energy spectra for coincidence data and nuclear recoil data without a
coincidence requirement are shown in Fig. 4.30.
There are two striking features of each of the coincidence spectra. The first is
the Gaussian-looking peak around a mean energy — this peak is due to the exact
events we are trying to measure: a single elastic scatter in the liquid xenon and a
scatter in the M510 detector. The width of the peak is almost completely due to
the finite sizes of the detectors. The second feature is the near exponential roll-off in
energy. This is due to neutrons that scatter in other materials as well as in the fiducial
volume of the TPC. The energy spectrum expected from nuclear recoils without any
coincidence trigger is similar to the expected distribution of events for XENON1T
with one critical exception. In XENON1T, we used an americium-beryllium (AmBe
source) that radiates neutrons with energies up to 11 MeV. The minitron neutron
generator, on the other hand, produces near monoenergetic neutrons at an angle of
90◦ to the target meaning that our TPC is irradiated with neutrons with an energy
very close to 2.45 MeV (for the neutron yield as a function of angle for the minitron
please refer to Fig. 4.11). This implies that there is a maximum energy that can be
transferred to a xenon nucleus from neutrons back-scattering. This maximum energy
transfer for 2.45 MeV neutrons on xenon nuclei ranges from 72 to 76 keV10 depending
on which isotope of xenon the neutron interacts with. This roll-off can clearly be seen
in the band energy spectra in Fig. 4.30 but is not present in the spectrum from AmBe
shown in Fig. 3.30.
4.4.2 Light and Charge Production for Nuclear Recoils
As discussed in Sec. 2.4.2, recoiling nuclei lose energy via atomic motion that cannot
be detected in neriX or other dual-phase TPCs. We model this loss using Lindhard
theory, which gives the energy lost to atomic motion as a function of energy. This is
10These values can be found by using Eqn. 4.1 with the different xenon isotopes.
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Figure 4.30: The expected energy spectra from a Geant4 [101] simulation for coinci-
dence data (top) and nuclear recoil band data (bottom). Both are used as inputs for
the fast Monte Carlo used to estimate the PDF in S1 and S2 space given assumptions
on parameters in the signal response model.











, g() = 30.15 + 0.70.6 + 
(4.10)
The Lindhard factor, L, is then used to approximate the number of quanta as
shown in Eqn. 4.11.
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The choice of the Poisson distribution is the same approximation as used in the
XENON1T analysis and is not derived from first principles. The actual distribution
is likely more complicated due to the complex track structure of nuclear recoils in
liquid xenon.
With the total number of excitons and ions produced, Nq, we can use the exciton-
to-ion ratio to simulate the individual numbers of excitons and electron-ion pairs, as
shown in Eqn. 4.12.
Nion ∼ B
(





, Nex = Nq −Nion (4.12)
We use the same parameterization as Ref. [86] for the exciton-to-ion ratio except
that we do not include field dependence, as shown in Eqn. 4.13. Therefore, three
constants for the exciton-to-ion ratio are included in the fit to describe each of the
three fields. The energy dependence of the exciton-to-ion ratio, however, is assumed






With the individual numbers of excitons and ions, we now must consider the
possibility of electron-ion pairs recombining to form excitons, resulting in a single
photon rather an electron extracted from the site. Unlike the analysis performed
for XENON1T which was dependent on Ref. [86] for the model and priors, we can
actually test different parts of the light and charge production model in this analysis.
One aspect of the model tested was the use of the Thomas-Imel model [83] versus
a generic model of recombination. The generic models tested were polynomials of
orders one through five (bounded to a range between zero and one) and a Gompertz
function [139] with and without a constant offset added. The relative log-likelihoods
of the best fits were used to compare the models and it was found that the Thomas-
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Imel model described the data the best. Therefore, we define the recombination
probability as we did previously.
r = 1− ln(1 +NionσF )
NionσF
(4.14)
Unlike Ref. [86], though, we do not parameterize the field dependence of σ and
instead keep three σ parameters included in the fit: one used at each field. In this
way, no assumptions about the field dependence of recombination were made.
The recombination probability was used in the same way as before to simulate
the number of electron-ion pairs that recombine.
Nrec ∼ B(N = Nion, p = r),
Nion ← Nion −Nrec, Nex ← Nex +Nrec
(4.15)
Finally, we consider biexcitonic quenching, which results from the collision of
two excitons. We estimate this quenching using Birk’s saturation law, as shown
in Eqn. 4.16, since one would expect that the density of excitons in the track is









We then approximate that the number of excitons quenched is given by Eqn. 4.17.
Nbq = B(N = Nex, p = fB),
Nex ← Nex −Nbq
(4.17)
We choose to follow the treatment of Ref. [123] and fix the energy dependence
of the stopping power, as seen in Eqn. 4.16. This is different than the treatment
in the XENON1T analysis which was based off of the model in Ref. [86]. However,
this energy dependence was chosen because track simulations see this sort of energy
dependence up to a few hundred keV and to prevent the possibility of overfitting at
the high-energy end of the nuclear recoil spectrum.
In summary, there are nine free parameters in the liquid xenon model: k, a con-
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stant relating the electronic stopping power to velocity, αF , the exciton-to-ion ratio at
each of the three fields, β, the energy dependence of the exciton-to-ion ratio, σF , the
recombination constant at each of the three fields, and η, Birk’s constant for liquid
xenon. No priors outside of physical restrictions (all parameters greater than zero)
are used.
4.4.3 Detector Model for Signal Production
While the major steps of the detector model are the same as for XENON1T, since
the TPCs operate in identical ways, several simplifications to the detector response
model could be made such as the exclusion of position corrections.
4.4.3.1 Detection of Scintillation Photons
To begin the detector physics model, we consider the average light collection efficiency
that was measured via the anticorrelation calibration discussed in Sec. 4.2.4. As in
the XENON1T model, we also consider double photoelectron emissions [115] since
the scintillation light has a wavelength of 178 nm. However, we do not consider
effects due to the position of the interaction in the detector in the simulation for the
likelihood. The number of photons producing at least a single photoelectron, Ni, is
simulated by Eqn. 4.18 in the fast Monte Carlo.
Ni ∼ B
(





With the number of photons causing at least a single photoelectron, we can ac-
count for how many photoelectrons were produced in total again using the probability
for double photoelectron emission.
NPE ∼ Ni +B(N = Ni, p = pDPE) (4.19)
We now apply a smearing on the size of the S1 according to the resolution of
the bottom PMT of the TPC. We do not use the cascade model to simulate the
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charge distribution from the PMT due to simulation time constraints and instead
approximate the response with a normal distribution.
S1′ ∼ N (µ = NPE, σ2 = R2 ·NPE) (4.20)
With an approximation of the charge signal output by the PMT, we can con-
sider processor effects. First, a probability of the processor finding the S1, pPF, is
determined using the size of the signal and the efficiency curve determined via the
simulation discussed in Sec. 4.2.6.
We then apply a smearing to mainly capture the non-zero resolution of the pro-
cessor reconstruction but also effects due to noise, position dependence of the light
collection efficiency, and time variation of detector parameters. We assume that
effects due to processor reconstruction should diminish as S1 size increases (this as-
sumption was corroborated via the waveform simulator) and the other effects should
be independent of signal size. The functional form of the generic smearing is shown
in Eqn. 4.21.
σS1 = aS1 + bS1 · e− S1/cS1
S1 ∼ N (µ = S1′, σ2 = σ2S1) (4.21)
Since no position dependent effects are considered, the S1 from Eqn. 4.21 can be
matched to the corrected S1 data.
4.4.3.2 Detection of Electrons
We do not consider effects from the electron lifetime of the detector in the fast Monte
Carlo of neriX since it is much larger than the maximum drift time of electrons in
the TPC and since we compare to corrected data. We assume that all electrons reach
the liquid surface where they have a probability of extraction into the gas, pextracted.
Nextracted ∼ B (N = Ne, p = pextracted) (4.22)
With the number of electrons extracted from the gas, we can account for excitation
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caused by these electrons in the gaseous xenon as well as the smearing due to the
PMTs. We approximate the number of photoelectrons detected in this secondary
amplification as a Gaussian process as shown in Eqn. 4.23 whereG is the mean number
of photoelectrons detected for a single extracted electron, σG is the width of the
photoelectron distribution for a single extracted electron, both of which are measured
in the calibration described in Sec. 4.2.3, and NPE is the number of photoelectrons
digitized after smearing from the PMTs.
NPE ∼ N(µ = G, σ2 = σ2G) (4.23)
With an approximation of the charge signal output by the PMT for the S2, we
can consider the probability of a signal of a given size causing a trigger such that
the event is digitized and saved. To determine this probability, pTrigger, we simply
input the S2 signal size into the curve measured in the trigger efficiency calibration
discussed in Sec. 4.2.5.
The final step in the fast Monte Carlo for the S2 of an event is to apply a smearing
term in the same way as the S1 to cover effects such as processor reconstruction,
electron lifetime, and the variation of detector parameters in time (such as the gas
gain). The functional form of this generic smearing, shown in Eqn. 4.24, is the same
as the form used for the S1.
σS2 = aS2 + bS2 · e− S2/cS2
S2 ∼ N (µ = NPE, σ2 = σ2S2) (4.24)
The peak-finding and processor efficiency are combined such that the weight of the
event in the histogram that is used to compare the model with the given parameters
to data is w = pPF · pTrigger.
4.4.4 Energy Inputs for Fast Monte Carlo
The first ingredient for the fast Monte Carlo is the energy spectra. For nuclear recoil
band data (no coincidence requirement) we simply input the expected nuclear recoil
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spectrum, shown in Fig. 4.30, given our experimental setup. For coincidence data, we
use the expected energy spectra, also shown in Fig. 4.30, but we must also consider the
potential for accidental coincidences between nuclear recoils in the TPC and nuclear
recoils in the liquid scintillator since we do not have a fine time-of-flight cut. In this
analysis, we use the nuclear recoil band energy spectrum as the accidental coincidence
energy spectrum. To estimate this background in the data, we introduce an additional
parameter into the fit, pacc, that defines the probability that the event simulated is
from the accidental coincidence spectrum rather than the true coincidence spectrum.
This parameter is unique to each coincidence dataset since the accidental coincidence
rate is dependent on the location of the M510 liquid scintillator detectors and on the
minitron neutron generator rate, which was not fixed even for data collected with
the M510 detectors in the same position (e.g., 35◦ data taken at two different electric
fields).
4.4.5 Posterior Estimation
The posterior estimation procedure is almost identical to the one outlined for
XENON1T in Sec. 3.4.2.4 and Sec. 3.4.2.5 with only a minor modification since we
have fifteen spectra for fitting.
As in the XENON1T analysis, we use a binned likelihood to compare the data
spectra and Monte Carlo spectra. However, unlike all previous fixed-angle measure-
ments, we analyze all of the datasets simultaneously to maximize the amount of
information used since many parameters are shared between some or all datasets
(e.g., k is shared between all datasets while the recombination constant σF is only
shared between datasets taken with the same electric field. While this is a more
ambitious approach, it does have costs in terms of the time required to estimate the
posterior since this will increase the dimension of the posterior space and the required
time for parameter estimation goes as O(d2). Therefore, our likelihood is given by
Eqn. 4.25 where i is the index of the bins and j is the index of the dataset.
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(bi,jln(bˆi,j)− bˆi,j − ln(bi,j!))
(4.25)
In this analysis, as in the analysis performed for XENON1T, the affine-invariant
implementation of a Markov Chain Monte Carlo (MCMC) was used to sample from
the posterior. For a brief summary on MCMCs, please refer to Sec. 3.4.2.5. The priors
used were based on the independent calibrations discussed in Sec. 4.2 and physical
constraints.
Due to the random nature of the fast Monte Carlo simulation used to estimate
the PDF in observables space given the parameters, we expect fluctuations in the
log-likelihood. These fluctuations do not affect the outcome of the parameter estima-
tion, however, they slow convergence. To speed up convergence, one can artificially
suppress the log-likelihood but this has the effect of widening the posterior [135]. In
this work, we decided to suppress the log-likelihood by a factor of 10 such that fits
could be done on a reasonable time-scale and so systematic studies could be per-
formed. This implies that the results shown could have been improved by increasing
the number of fast Monte Carlo events used to estimate the PDF or by allowing the
parameter estimation to run for a longer amount of time without suppression.
4.4.6 Results
All fifteen datasets were fit simultaneously using a server optimized for this type of
analysis, designed by the author. The most important feature of the server relevant
for this analysis are the six GPU cards that can be used in parallel to provide further
increases in speed beyond the CPU versus GPU gap discussed in App. A. The full
estimation of the posterior takes approximately 1.5 weeks of 24 hour run time on five
of the GPUs.
The results of parameter estimation are shown with the data in Fig. 4.31, Fig. 4.32,
Fig. 4.33, and Fig. 4.34. For the one-dimensional plots, the data is overlaid by the
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best-fit result and the 68% credible region of the fit.
One can see visually that our data agrees quite well with the model within the
statistical uncertainty. The Peacock-Fasano-Francheschini test, whose results are
shown in Tab. 4.4, seems to indicate a potential issue with the 10 keV (45◦) data,
however, one should note that this test does not account for the uncertainty in our
parameter estimation and only uses the best-fit parameters. There is also a slight
mismatch at low S2 values — we believe this is due to anomalous background events
where the neutron scatters once in the fiducial volume and another time below the
cathode or very close to the wall, where the charge of the interaction cannot be
collected. These types of interactions would be indistinguishable from single scatters
(since we cannot resolve the time difference between the S1 signals) and would cause
disagreements below the nuclear recoil band (since the S2 would be smaller relative
to the expected S1). We believe that the width of the S2 distribution was artificially
expanded via the generic S2 smearing function to try to account for these events that
are not included in the simulation.
The marginalized results of parameter estimation are shown in Tab. 4.5 for the
parameters of light and charge production model and in Tab. 4.7 for the parameters
of the detector model. The background probabilities measured are shown in Tab. 4.6.
A flattened form of the posterior is shown in Fig. 4.35 for the parameters of the light
and charge production model.
To compare this work with previous measurements, we plot the light and charge
yield predicted by our model with the 68% credible region alongside recent studies
that measured either the light or charge yield in Fig. 4.36. Also included in Fig. 4.36
are our measurements of Ly and Qy using the traditional method described at the
beginning of Sec. 4.4. One striking feature of the yields is that this work found
no statistically significant difference in the yields at the fields used for all energies.
This supports the results of Ref. [62] and Ref. [125] which only measured the effect
above ∼ 45 keV. Also of note is the slight disagreement in results when using a
physical model (band) versus the traditional model where a single light and charge
yield, along with generic smearing terms, are used (points). In this analysis, the
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Figure 4.31: Coincidence data taken with a drift field of 190 V/cm compared to
Monte Carlo generated spectra. From top to bottom: data in two-dimensions, the
best-fit results in two dimensions, data projected into S1 space overlaid with the
best-fit model and 68% credible region, and data projected into S2 space in different
S1 regions overlaid with the best-fit model and 68% credible region.
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Figure 4.32: Coincidence data taken with a drift field of 490 V/cm compared to
Monte Carlo generated spectra. From top to bottom: data in two-dimensions, the
best-fit results in two dimensions, data projected into S1 space overlaid with the
best-fit model and 68% credible region, and data projected into S2 space in different
S1 regions overlaid with the best-fit model and 68% credible region.
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Figure 4.33: Coincidence data taken with a drift field of 1020 V/cm compared to
Monte Carlo generated spectra. From top to bottom: data in two-dimensions, the
best-fit results in two dimensions, data projected into S1 space overlaid with the
best-fit model and 68% credible region, and data projected into S2 space in different
S1 regions overlaid with the best-fit model and 68% credible region.
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Figure 4.34: The high-energy nuclear recoil band data at all three fields compared
to Monte Carlo generated spectra. From top to bottom: data in two-dimensions,
the best-fit results in two dimensions, data projected into S1 space overlaid with the
best-fit model and 68% credible region, and data projected into S2 space in different
S1 regions overlaid with the best-fit model and 68% credible region.
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NR Band 5 keV 7 keV 10 keV 15 keV
190 V/cm 0.227 0.241 0.188 0.017 0.392
490 V/cm 0.036 0.120 0.157 0.011 0.376
1020 V/cm 0.080 0.249 0.186 0.054 0.412
Table 4.4: The estimated p-values of the best-fit model calculated using the Peacock-
Fasano-Francheschini test statistic.
Parameter Result Prior
W [eV] 13.7± 0.2 13.7± 0.2
k 0.188+0.008−0.007 -
β 2650+1690−1590 -











α1020 V/cm 0.99± 0.05 -
η 1.85+0.27−0.26 -
Table 4.5: The median of the marginalized posterior for each parameter in the light
and charge production model along with 16th and 84th percentiles.













Table 4.6: The median of the marginalized posterior for the accidental coincidence
background probabilities along with 16th and 84th percentiles.
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Parameter Result Prior
g1 [PE/γ] 0.125± 0.001 0.125± 0.003





































Table 4.7: The median of the marginalized posterior for each parameter in detector
model along with 16th and 84th percentiles. αS1 and βS1 are the parameters for peak
finding efficiency, whose functional form is shown in Fig. 4.25, while αS2 and βS2 are
the parameters of the trigger efficiency, whose functional form is shown in Fig. 4.24.
The parameters a, b, and c are for the generic S1 and S2 smearing functions described
by Eqn. 4.21 and Eqn. 4.24.
disagreement is likely due to the close proximity of the liquid scintillator detectors to
neriX, which broadens the expected energy spectrum, relative to Ref. [127]. However,
for this reason, future fixed-angle scattering measurements should consider this effect
in their analysis and attempt to avoid this potential bias completely by utilizing a
more physically motivated model.
4.4.6.1 Remarks on the Light and Charge Production Model
Field Dependence of Exciton-to-Ion Ratio and Recombination As men-
tioned in the previous section, both the light and charge yields at all three fields
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Figure 4.35: Our estimate of the posterior for the light and charge production model
from the MCMC.
match with each other well within uncertainty. This is in agreement with the results
of Ref. [62] and Ref. [125] although we extend their observations down from ∼ 45
keV to 3 keV. However, Ref. [86], which performed a global analysis of all previous
direct measurements of the light and charge yield observed a power law dependence
of the field on the exciton-to-ion ratio, α, and the recombination constant, σ. There-
fore, we perform a likelihood ratio test to determine whether we can rule out a field
dependence given our measured values of αF and σF .
For both α and σ our null hypothesis is a constant function (representing no field
dependence) while we try both a linear function and a power law (like Ref. [86]). The
p-values found from the likelihood ratio are shown in Tab. 4.8. As one can see, there
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Figure 4.36: Measured light and charge yields in this work (red, green, and blue band)
compared with previous measurements [62, 114, 123, 125, 127, 138, 140–142]. The red,
green, and blue bands are the results from using the physical observables model while
the points come from the matching technique used in previous fixed-angle scattering
measurements. The reference line is the best-fit global result from Ref. [86] at 490
V/cm. An energy cutoff of 3 keV is chosen as this represents an approximately 10%
detection efficiency assuming a light yield of 5.5 photons/keV and charge yield of 7.5
electrons/keV (shown in gray). Note that all measurements of light yield with the
exception of this work and of Ref. [123] are extrapolations from Leff using a light
yield of 63 photons/keV for 122 keV electronic recoils..
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Linear Field Dependence Power Law Field Dependence
α 0.154 0.182
σ 0.227 0.277
Table 4.8: The estimated p-values from the likelihood ratio test determining whether
or not field dependence in the exciton-to-ion ratio and recombination constant are
observed. The likelihood ratio test finds no evidence against our null hypothesis and
thus we conclude that no field dependence is observed in our data.
is no evidence against the null hypothesis (no field dependence) and therefore we can
rule out field dependence in the energy ranges examined between 190–1020 V/cm.
Energy Dependence of the Exciton-to-Ion Ratio In their global fit to direct
measurements, Ref. [86] assigns an energy dependence to the exciton-to-ion ratio such
that the light yield approaches zero with decreasing energy. The energy dependence
that was assigned was of the form shown in Eqn. 4.13 such that for a larger values
of β the energy dependence onset becomes lower. For our energy threshold of 3 keV,
we would only expect a 5% effect for β ≈ 1000 whereas at β ≈ 2000 the effect is
essentially zero. As one can see clearly in Fig. 4.35, a β . 500 is almost completely
ruled out and the parameter is essentially uniform above this level. This implies that
down to 3 keV, our data is compatible with a model without energy dependence in
the exciton-to-ion ratio.
Physical Model Summary A summary of the posterior of the light and charge
production model is shown in Tab. 4.9. We do not include β since our data is consis-
tent with a constant exciton-to-ion ratio and we combine the posteriors of σ and α at
all fields. For simplicity, we assume that the posterior is described by a multivariate
normal distribution (with the means and standard deviations in the first two rows
and the covariance matrix encompassing the remainder of the table) which, with the
exclusion of β, is clearly an appropriate approximation from Fig. 4.35. It is the au-
thor’s recommendation that future experiments using the same physical model and
not attempting to independently measure the parameters use this posterior as a prior
in their work.
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W k α σ η
Means 13.7 0.189 1.06 8.70× 10−3 1.85
Std. Deviation 0.2 0.007 0.07 5.1× 10−4 0.26
w 3.09× 10−2 2.69× 10−4 −2.16× 10−4 −9.74× 10−8 −3.41× 10−3
k - 5.58× 10−5 −1.03× 10−6 3.66× 10−9 1.56× 10−3
α - - 5.29× 10−3 −2.12× 10−8 −3.43× 10−6
σ - - - 2.57× 10−7 9.56× 10−8
η - - - - 7.01× 10−2
Table 4.9: The multivariate normal approximation of the posterior of our analysis
for the light charge production model only. The means for each parameter of the
multivariate normal distribution are shown in the first row, the standard deviation
of that parameter is shown in the next row, and the covariance matrix comprises the
remaining rows. Note that the units of w are excluded.
As discussed above, our data ruled out any field dependence in the model and is
consistent with a constant exciton-to-ion ratio in the energy range examined. Our
constant exciton-to-ion ratio is in agreement with global analyses of past direct mea-
surements which estimate the exciton-to-ion ratio to be ≈ 1 [85]. Our constant re-
combination constant is also in agreement with global analyses of past direct mea-
surements which estimate it to be in the range 0.007− 0.01 [85].
The constant, k, that relates the electronic stopping power to the velocity of
the xenon nucleus agrees with the original range proposed by Lindhard of 0.1− 0.2.
However we find that our value disagrees with the theoretically calculated value from
Hitachi of 0.110 [66, 85]. Our result also disagrees with the global analysis performed
in Ref. [86] where they find k = 0.1394+0.0032−0.0026. The most recent measurement from
Ref. [123] that uses neutron double scatters in the LUX TPC shows only a very small
disagreement with k = 0.1735± 0.0060.
Finally, Birk’s constant, η, used during parameter estimation to describe biex-
citonic quenching at high energies is in good agreement with Ref. [123] where
η = 2.19 ± 0.38 was found. Both of these measurements are slightly lower than
the global analysis from Ref. [86] which found η = 3.3+5.3−0.7.
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4.4.6.2 Remarks on the Detector Physics Model
As is shown in Tab. 4.7, all parameters that were constrained with a prior agree quite
well with the independent measurement. Our parameters for the generic S1 smearing
show that we likely could have simplified the model used as the exponential term, cS1,
is very small and we only look at data above 2 PE. This implies that our S1 smearing
is essentially a constant 18.5%. The S2 smearing parameters are actually larger than
originally expected for our detector. However, in looking at the model relative to
data (especially the 15 keV and NR band data), it appears that anomalous low S2
events are the cause of this larger broadening (the S2 cuts appear wider than data
to “reach” these anomalous events). These low S2 events, as discussed in Sec. 4.4.6
are likely from second neutron scatters in charge-insensitive regions such as below the
cathode and near the TPC walls.
4.4.7 Systematic Uncertainties
Two main sources of systematic uncertainty were considered in this measurement:
the position of the liquid scintillators relative to the TPC and neutron generator, and
the binning used during parameter estimation.
We approximated our uncertainty in the placement of the liquid scintillators and
the minitron to be 3 mm. While seemingly small, due to the distance of the liquid
scintillators from the TPC even a small discrepancy can cause a noticeable change
to the shape of the expected energy spectrum. To estimate the effect of a misplace-
ment, within our uncertainty, on our final light and charge yields, we performed the
parameter estimation again using energy spectra produced assuming that the liquid
scintillators and neutron generator had a displacement of 3 mm in each coordinate
that shifted the mean of the energy spectrum the most. Even with this conservative
estimation procedure, we found that with shifts of 3 mm the yields only changed
. 1% which is much less than the 5− 10% statistical uncertainty observed.
We also considered the uncertainty due to our choice of binning since the number
of events is relatively low, especially considering that the analysis is performed in two
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dimensions. To test this effect, we fit all spectra assuming a linear and logarithmic
binning in S1 and compared the results. This also appeared to have very little effect
on the yields, changing them by less than 1% which, again, is much smaller than our
statistical uncertainty.
4.5 Conclusions
In this chapter, we discussed the liquid xenon TPC, the experimental setup, and the
new analysis technique used to measure the response of liquid xenon to low energy
nuclear recoils at three electric fields relevant to the dark matter search. For the
first time, both light and charge were examined simultaneously allowing for the use
of a full effective light and charge production model. The posterior from this model
applied to our data is included and can either be used for future global analyses or
as a prior to calibrations in larger detectors. From this posterior, we concluded that
no field dependence in the nuclear recoil response at the fields and energies measured
is observed.
The data analysis framework, developed by the author, allowed for the change in
paradigm for measuring or analyzing observables one at a time, which does not take
full advantage of the information taken in a dual-phase TPC. This framework has
already become the basis for complicated and previously unfeasible calibrations in
XENON1T and hopefully more uses will be found in the near future.
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Appendix A
GPUs and Fast Monte Carlo
Matching for Parameter
Estimation
In this appendix we will go into more detail about the analysis framework that was
briefly mentioned in the previous chapters that was used for the electronic and nu-
clear recoil calibrations. This framework, proposed and developed by the author for
the analysis discussed in chapter four, enables the use of non-analytical models for
parameter estimation in a reasonable time frame.
A.1 Motivation
Oftentimes in physics, very complicated processes can be very well approximated by
simple and analytical probability distributions. There are many examples of these
useful approximations in this work alone, including the majority of the calibrations
for XENON1T (Sec. 3.3) and neriX (Sec. 4.2).
However, the work in this appendix is an answer proposed by the author to the
question of what do we do when no such approximation exists or is not appropriate?
This situation arises several times in this work: for the electronic and nuclear recoil
calibration in XENON1T (Sec. 3.4), the measurement of the nuclear recoil response of
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liquid xenon in neriX (Sec. 4.4), and the characterization of the single photoelectron
response of the neriX and XENON1T photomultiplier tubes (App. B).
A.2 Parameter Estimation through Monte Carlo
A.2.1 Overview
For parameter estimation, the ultimate requirement is that you have a likelihood
function that can be used to compare different sets of parameters with each other.
Many models are well approximated by an analytical distribution, such as a normal,
Poisson, or exponential distribution to name a few of the most common. When this
is the case there are several common approaches to assigning a likelihood function.
One simple solution is to use the probability distribution function (PDF) of the
distribution with the parameters under test evaluated at all points as the likelihood
function, as shown in Eqn. A.1 where m is indexed over all of the data points. Another
approach is to use a binned likelihood, as shown in Eqn. A.2 where i is indexed over
each of the bins, where we use the PDF to estimate the expected number of events












In Eqn. A.1, f is the probability distribution function, ~xm is the m
th data point,
and ~θ are the parameters under test. In Eqn. A.2, bi is the number of data points
that fall into bin i and bˆi is the expected number of events in the bin given a PDF
f and parameters under test ~θ (usually found via integration of f at the bin or
evaluating f at the bin’s midpoint). The former method is typically preferred since
more information is utilized; however the second is an oft-used approximation since
the former method is more computationally intensive.
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When our data is most likely described by a model that does not have an analytical
form of the PDF this leaves us with significantly more limited options. These non-
analytical models, in other words, are not well approximated by distributions whose
PDF has a functional form for the parameters under test. One approach is to use
a Monte Carlo simulation of the model to produce an estimate of the PDF that is
then compared to data. This estimate of the PDF can be a Kernel Density Estimator
[143] in which case an unbinned likelihood function can be used to evaluate the
likelihood for the parameters under test. However, we will focus on using a Monte
Carlo simulation to produce an estimate of the PDF in the form of a histogram for
which we can use the binned likelihood function to evaluate the likelihood for the
parameters under test.
A.2.2 Estimating the Likelihood Using Monte Carlo
As mentioned in the previous section, we can, in a fairly straightforward way, provide
a likelihood function for parameter estimation using a Monte Carlo simulation whose
output is subsequently binned in a histogram. Let us assume that our model has a
true PDF f(x) for parameters ~θ. This implies that the probability that a single event
lies in a given bin is given by the integral of the PDF. This is shown in Eqn. A.3
where F is the cumulative distribution function x0 is the bin’s left edge and h is the
width of the bin.
pi = F (x0 + h; ~θ)− F (x0; ~θ) (A.3)
Bin sizes may almost always be chosen such that pi is consistently small (pi . 5%).
In Monte Carlo we typically simulate very large numbers of events, N . Therefore, we
say the probability distribution for the number of events in a given bin i, Xi, is well
approximated by a Poisson distribution as shown in Eqn. A.4.
Xi ∼ P (µi = piN) (A.4)
The first two moments of Xi, the mean and variance, will both be equal to piN in
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this case. With our estimation of the distribution events in the given bin, we can now
estimate the probability of a given event occurring in a particular bin, pˆi. To do this,
we run a Monte Carlo simulation and set the number of events from the simulation in
that given bin, xi, equal to the expectation value for that bin, as shown in Eqn. A.5.
xi = pˆiN =⇒ pˆi = xi
N
(A.5)
Since xi is actually drawn from a Poisson distribution, pˆi is also a random variable








Eqn. A.6 shows, as expected, that the variance of our estimator decreases as the
number of Monte Carlo trials increases. As seen in Eqn. A.2, we actually need the
expectation for the number of events in a given bin. Assuming that we have M
data points (from a rate which can be left as an additional free parameter during
estimation) and this number is large we can again assume that the distribution for
the number of events in a given bin is Poisson with a mean of pˆiM . Therefore, we
say that the expected number of events in a given bin, bˆi is equal to the expectation








Therefore, by running a high-statistic Monte Carlo and binning the results, we can
approximate the expectation for a given bin and use the binned likelihood function
(shown in Eqn. A.2), allowing us to proceed with parameter estimation.
A.2.3 Drawbacks of Monte Carlo Likelihood Estimation
While the above approach is a very useful solution to a common problem, it is rarely
used. The reason is that there are drawbacks that must be addressed when utilizing
this approach.
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First, bˆi is a random variable which implies that the likelihood and log-likelihood
are also random variables. In other words, for the same parameters under test one will
get different values for the log-likelihood. It is important to be aware of this effect
when using this method and to ensure that the fluctuations in the log-likelihood
are small. It is also important to note that these fluctuations will not affect the
results of the parameter estimation but could pose technical challenges for given
choices of minimizers (particularly ones that are dependent on the gradient of the
log-likelihood) and slow down convergence. It is recommended to use minimizers
based on genetic algorithms or a Markov Chain Monte Carlo (MCMC) to perform
the parameter estimation due to this technical challenge.
Two simple solutions to reduce the fluctuations in log-likelihood and improve
the convergence speed are to increase the number of Monte Carlo iterations or to
increase the size of each bin. A less desirable but alternate solution when performing
a Bayesian analysis is to suppress the log-likelihood at each stage of the iteration,
artificially decreasing the fluctuations. This likelihood suppression allows for faster
convergence and is useful if it is unreasonable to increase Monte Carlo statistics but it
means that you cannot be as precise as you otherwise could (note that the maximum
in the log-likelihood will still be the maximum in the modified space).
Second, if pi for a given bin is nearly zero it is possible that the Monte Carlo run
will produce no events in that bin. This implies that pˆi and bˆi would be exactly equal
to zero which is unacceptable for the Poisson distribution implicit in the binned log-
likelihood. Again, there are many ways to handle this type of issue but the simplest
is to alter the binning such that each pi is approximately the same.
The third drawback is that the computational cost of running a large MC on each
iteration of a fit is extremely high. This issue and the solution used are discussed in
more detail in Sec. A.3.
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A.3 Graphical Processing Units for Monte Carlo
Matching for Parameter Estimation
A.3.1 Graphical Processing Units
A graphical processing unit, also known as a GPU, is a programmable processor
specialized for highly parallelizable tasks. While CPUs typically consist of a few
very powerful cores for processing, GPUs have a very large collection of less powerful
cores. Originally developed for graphics displays, as the name would imply, in recent
years GPU card manufacturers have made it easier for the cards to be put to use in
scientific settings by creating GPU computing platforms that abstract away many of
the difficulties in GPU programming.
While a single task on a single core of a GPU will run significantly more slowly
than that task on a core of a CPU, the power of GPUs comes from the number of
cores that it has. A standard GPU will now have thousands of these cores fit onto
a single board. While not every task can be accelerated by using a GPU, tasks that
are highly parallelizable and relatively simple, such as graphics operations, can see
orders of magnitude improvements in computing speed. Monte Carlo simulations are
usually fairly simple, typically only requiring draws from well-known probability dis-
tributions, and require massive numbers of iterations making them a prime candidate
for speed improvements on a GPU.
A.3.2 GPU-Based MC Matching Framework
Despite the name, the bulk of the MC Matching framework is not built for use on the
GPU — only the most computationally intensive and massively-parallelizable parts,
the Monte Carlo and its sorting into a histogram, is done on the GPU. The rest of
the framework, including the actual log-likelihood calculations and the Markov Chain
Monte Carlo (or minimizer) are controlled by the CPU.
This implies that communication between the CPU and GPU is essential. While
memory transfers are increasing in speed with each generation of GPU card, a large
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memory (& 1 MB) transfer can still noticeably reduce the speed gain from migrating
the Monte Carlo from the CPU to the GPU. Therefore, one must take care to avoid
large repetetive memory transfers. For example, in the nuclear recoil response calibra-
tions discussed in chapters three and four an input energy was needed to begin each
iteration of the Monte Carlo simulation and the spectrum had no analytical form such
that it could be generated quickly on the GPU. Transferring energies at each Monte
Carlo simulation would be extremely slow given that the size of the array to be copied
to the GPU was on the order of several hundred MB. Fortunately, NVIDIA includes
a feature called pinned memory, where information can be stored and retrieved as
long as the GPU is active. This feature allowed us to transfer the input energies a
single time (since the energy spectrum was not dependent on the parameters in the
fit) and spared us the repetetive memory transfers. This pinned memory is used for
all single-use inputs, like the energy and the binning, in this framework.
As mentioned, the GPU in the framework is used for the most computationally
intensive parts of the procedure: the Monte Carlo simulation and the sorting into a
histogram. The actual code for both of these parts is written in CUDA C and uses the
libraries included in the CUDA computing platform — both of which are specifically
designed by NVIDIA for easy use with their GPUs.
CUDA comes preloaded with many random number generators in the cuRAND
library for use in the Monte Carlo, including the normal, uniform, and Poisson dis-
tributions. One can easily build short functions using these distributions to cre-
ate generators for other required distributions such as the binomial and exponential
distributions. CUDA also comes loaded with an extensive library of mathematical
functions if those are also required in a simulation.
CUDA does not, however, come preloaded with the ability to produce histograms.
However, basic functions to provide this capability can easily be written by the user.
Once the histogram is filled the GPU can pass the histogram back to the CPU
where it is then used to calculate the likelihood.
Fig. A.1 shows the memory flow described above. The black arrows represent
memory transfers that are performed a single time while orange arrows represent
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Figure A.1: The memory flow in the Monte Carlo Matching Framework. The black
arrows represent memory transfers that are performed a single time while orange
arrows represent memory transfers that are performed in each log-likelihood calcula-
tion.
memory transfers that are performed in each log-likelihood calculation.
A.3.3 Speed Gains for GPUs versus CPU
While the speed increase for the Monte Carlo varies on the content and the type of
CPU and GPU used, in each of our applications we saw speed increases of roughly
100–1000 times on the GPUs used versus the CPUs when performing the Monte Carlo
simulation and filling histograms. This easily pulls otherwise unfeasible tasks into the
realm of possibility.
A.3.4 Parallelizing GPUs
Due to the high level of computing power needed to perform the parameter estimation
for the neriX nuclear recoil response measurement, we found that the speed increase
seen with a single GPU was not quite enough for our purposes. Therefore we built a
custom GPU-based server that could hold and use eight GPU cards at a time. This
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Figure A.2: The GPU-based server used for the analyses in this work. The actual
GPU cards can be seen towards the back of the server (three on the left and right
sides).
server was filled with six GTX 1080 cards from NVIDIA [144] for a maximum speed
of roughly 54 TFLOPs1. A photo of the GPU server mounted and in use is shown in
Fig. A.2.
The parallelization model that proved the most efficienct also proved to be the
simplest. Each GPU card was activated and managed by a single CPU thread. The
MCMC used for each fit utilized the affine-invariant algorithm [117] that requires
multiple “walkers” calculating the log-likelihood at different positions in the parame-
ter space at each step2. Therefore, a first-in-first-out queue data structure was used to
pass the parameters of the fit of each walker to each CPU thread which in turn used
its individual GPU card to run the Monte Carlo simulation and sorting for the log-
likelihood calculation. We found that this implementation had negligible efficiency
losses so the speed of parameter estimation increased linearly with the number of
GPU cards used.
1A typical CPU falls in the range of tens to hundreds of GFLOPs.
2In all analyses in this work, either 256 or 512 walkers were used to sample the posterior.
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A.4 Discussion
GPU-based Monte Carlo matching methods open the door to many exciting possibil-
ities — all of the major analyses discussed in this work, including the electronic and
nuclear recoil calibrations of XENON1T, the nuclear recoil response measurement
of neriX, and the characterization of the single photoelectron response of PMTs,
were only made possible through the methods discussed in this appendix. While
other methods have been used to perform these measurements, they typically in-
volved large simplifications. With GPUs, however, our models can be significantly
more complicated than they could have been in the past. Even more exciting is that
GPU technology is rapidly improving every year and each new card introduced is
a significant improvement on the previous generation so the gains are only likely to
improve.
Since the GPU code is very specific to the application, individual examples have
not been included in this appendix. However, all of the author’s work and countless




Photomultiplier Tubes with the
Cascade Model
B.1 Motivation
Photomultiplier tubes (PMTs) are widely used to detect low levels of light in many
fields of physics, especially in the field of dark matter detection. However, despite
their ubiquitousness, calibration and characterization of the single photoelectron
(SPE) charge response of PMTs remains in a fairly basic state. PMTs are very
complicated devices yet they are often treated with a simple approximation: that the
SPE charge response is Gaussian [145, 146]. While this approximation is satisfactory
for specific PMTs within certain voltage ranges, it is far from true in general. Since
the Gaussian distribution is not bounded below by zero, the response function can-
not be correct for a SPE and oftentimes, when PMT calibrations are performed with
low PMT voltages, the response function will have a large probability of producing a
non-physical signal.
Several alternatives have been proposed to improve upon existing methods for
determining the single photoelectron response. An empirical approach is presented
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in Ref. [147] but is only relevant when the height of the PMT output is needed and
not the integral of the pulse. Another widely used model independent approach
is presented in Ref. [112]. The model independent approach provides a simple way
to accurately determine the mean and variance of the single photoelectron response
function. In many cases, the mean and variance of the SPE response are enough since
at moderate numbers of photoelectrons the response function converges to a Gaussian
described by these parameters. However, at small numbers of photoelectrons, it
is important to account completely for the SPE response shape. Additionally, the
results of the model independent method become more susceptible to bias when the
background distribution width is large and the PMT gain is low and it requires a
consistent and dedicated background measurement, which is not always possible as
was the case for neriX. Background, in this work, is used to describe all signals that
are not induced by the laser or diode, such as noise from the electronics, dark counts,
or photoelectrons from light sources other than the laser or diode.
In this appendix, we discuss a more realistic model, henceforth referred to as
the cascade model, which aims at capturing the actual behavior and mechanics of
the PMT. As with the other major analyses presented in this work (see Sec. 3.4 and
Sec. 4.4 for more details on these analyses), the model does not have an analytical
form that can be used for parameter estimation but rather relies on running a Monte
Carlo (MC) simulation with each set of parameters under test to find the posterior
and the best-fit parameters given the data. These MC simulations also are performed
using the GPU framework discussed in App. A.
B.2 The Cascade Single Photoelectron Charge
Response Model
With almost countless varieties of PMTs used in different settings, it is impossible
to describe a single model that will accurately characterize all PMTs under all cir-
cumstances. However, in this work, we present a SPE response model that has been
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found to be successful for two very different PMTs and which is physically motivated
according to Ref. [136].
In the cascade model, there are three different physical processes that can produce
an output signal. Each of these scenarios is depicted in Fig. B.1.
1. Full amplification: this is the most common process for producing a signal from
the PMT. This occurs when a photon is absorbed by the photocathode which
then releases an electron (referred to as a photoelectron). This electron is then
accelerated to the first of the multiple dynodes found inside of the PMT. This
electron will then strike the surface of the dynode and release more electrons in
the process. These secondary electrons are then accelerated towards the second
dynode. This process continues through all the dynode stages and results in a
signal that is proportional to the number of photons initially absorbed by the
photocathode.
2. Bad trajectory amplification of photoelectrons from the photocathode: this is
very similar to full amplification with a single important change. The electron
released from the photocathode may follow a non-ideal trajectory which will
result in secondary electrons potentially not reaching the next stage of ampli-
fication. This will ultimately result in lower amplification and is caused by
electric field imperfections in the PMT.
3. Amplification from direct excitation of the first dynode: this occurs when a
photon passes through the photocathode and strikes the first dynode, in turn
releasing an electron. This electron then follows the chain of amplification,
albeit with one less dynode. The initial electron may also follow a non-ideal
trajectory which results in smaller than normal amplification even accounting
for the loss of a dynode stage.
To approximate these three physical processes in the SPE response, eight param-
eters were used:
• ppc: the probability that an incident photon produces a photoelectron from the
photocathode that is amplified.
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Figure B.1: The three possible scenarios for photoelectrons in the cascade model.
Scenario 1 shows the standard full-amplification: a photon is absorbed in the pho-
tocathode and an electron is amplified through the dynode chain. Scenario 2 shows
a non-ideal trajectory: a photon is absorbed in the photocathode but the electron
follows a slightly different trajectory, due to field imperfections, and suffers a slightly
lower amplification. Scenario 3 shows a photon passing through the photocathode
and releasing an electron on the first dynode. Note that in this scenario the ampli-
fication at each dynode may depend on where the incident photon strikes the first
dynode.
• pfd: the probability that an incident photon produces a photoelectron from the
first dynode that is amplified. Note that an incident photon cannot create a
photoelectron on both the photocathode and the first dynode.
• pbt: the probability that a photoelectron from the photocathode will follow a
non-ideal trajectory through the dynodes and will require a correction to the
resulting amplification.
• µepd, σ2epd: the mean and variance of the truncated discrete Gaussian, used to
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find how many secondary electrons are produced by each incoming electron at
each dynode stage, for the smallest electric field in the dynode chain. These
parameters are increased linearly with the electric field at each dynode stage.
• pc: the probability that secondary electrons escape the surface of the dynode
and reach the following dynode.
• cfd, cbt: the corrections applied to pc accounting for differences in photoelec-
tron amplification from the first dynode and for underamplification due to bad
trajectories.
The photoelectron of the SPE response in the cascade model has two potential
points of origin: (1) the photocathode or (2) the first dynode. This implies that the
origination is described by a binomial process with a single trial.
npc ∼ B
(




, nfd = 1− npc. (B.1)
In the above equation, npc accounts for all electrons coming from the photocathode
and nfd accounts for all electrons coming directly from the first dynode.
It is important to note that certain PMTs are found to produce two photoelectrons
instead of a single photoelectron at the photocathode with a measured probability,
pDPE, at certain wavelengths of incident light. A measurement of this effect is de-
scribed in Ref. [115]. One can simply account for this double photoelectron effect by
adding a binomial process.
npc ← npc +B(n = npc, p = pDPE). (B.2)
Further dividing electrons from the photocathode, the model assumes a fixed
probability that the electron will follow a bad trajectory.
nbt ∼ B(n = npc, p = pbt), nfa = npc − nbt. (B.3)
In the above equation, nbt is the number of electrons from the photocathode that
follow a bad trajectory, resulting in underamplification, and nfa is the number of
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electrons that are fully amplified from the photocathode through the entire dynode
chain.
With all three potential signal sources accounted for, one can now consider the
dynode chain. For the dynode chain, it is assumed that the electrons follow a Galton-
Watson branching process as described in Ref. [148]. However, instead of the Poisson
distribution as described in Ref. [148], the model assumes that the the number of
secondary electrons at each dynode stage is described by a discrete Gaussian (as
described in Ref. [149]) and a binomial process (with probability of success pc) to be
as general as possible (since the shape and variance of a Poisson distribution are fixed
by its mean). This iterative process is described in Eqn. B.4 and Eqn. B.5. In these
equations, hi is the number of secondary electrons leaving the i
th dynode while mi is
the number of electrons that reach the ith dynode.
hi ∼ DG(n = miµepd, σ2 = miσ2epd). (B.4)
mi+1 ∼ B(n = hi, p = pc). (B.5)
For the bad trajectory electrons from the photocathode and the electrons from
the direct excitation of the first dynode, the Galton-Watson process is modified such
that pc → pccfd or pc → pccbt to account for their non-ideal trajectory. This cor-
rection is applied identically to each dynode in the chain. Differences in the electric
fields between dynodes are accounted for by proportionally increasing the mean and
variance of the discrete Gaussian (µepd and σ
2
epd represent the mean and variance of
the Galton-Watson process for the smallest electric field in the chain).
While there is not an analytical function to describe the SPE response in the
cascade model, we can use the procedure outlined in App. A to define a likelihood




Low light level data was used from two independent experiments using two different
methods of data collection and PMTs. The first set of data was provided by the
experiment described in Ref. [112]. This data is from a Hamamatsu R11410, a 3”
PMT, the low-background version of which was used in the XENON1T experiment
[77]. The PMT was operated in a dark box with a 405 nm pulsed laser behind a
filter with an attenuation factor η. By changing η, one can change the mean number
of incident photons. Background measurements were also taken for this data in the
exact same operating conditions except with the laser light blocked.
The second set of data is from the neriX detector discussed in chapter four. This
data is from a Hamamatsu R6041-406 SEL 2” PMT in LXe illuminated by a blue
pulsed LED located inside the detector. The PMT used to collect this data operates
at a significantly lower gain than the PMT used in Ref. [112] and has worse noise
conditions. Also, identical conditions during background measurements could not
be guaranteed and therefore the model independent approach could not be used to
characterize this PMT.
In both experiments, the digitized waveforms were integrated with consistent ac-
quisition windows.
Also, the light used to illuminate the PMTs in both experiments had a wavelength
larger than 400 nm so double photoelectron emission (DPE) effects were not included
[115]. As mentioned in Sec. B.2, DPE effects can straight-forwardly be added to the
cascade model if needed.
B.4 Results
B.4.1 Response Characterizations
Three methods were used to characterize the PMTs for which data was collected.
The first was the cascade model, for which the SPE response was described in detail
in Sec. B.2. With the model of the SPE response, we can approximate the response
229
B. Characterization of Photomultiplier Tubes with the Cascade Model
of larger signals by convolving the SPE response function (f1 in Eqn. B.7) with it-
self for the number of photoelectrons needed. Finally, one must consider detector
specific effects by convolving the signal with the background spectrum (f0 as de-
fined in Eqn. B.6). In this work, the background is approximated as Gaussian from
independent measurements.
f0(x) = N(µ = µbkg, σ
2 = σ2bkg). (B.6)
fn(x) = f0(x)~
n times︷ ︸︸ ︷
f1(x)~ f1(x)~ . . .~ f1(x) . (B.7)
To perform parameter estimation, one must consider how the PMT is illuminated.
Since low light levels are used, one expects the number of photoelectrons produced
per light pulse to follow a Poisson distribution with a mean λ. One then combines
the individual contributions to define the PDF of the full spectrum at a certain light
level that will be used (Eqn. B.8).
f(x) = P (k = 0, µ = λ) · f0(x) +
∞∑
i=1
(P (k = i, µ = λ) · fi(x)). (B.8)
The second method used was the model independent characterization, which is
described in detail in Ref. [112]. The model independent method uses the statistical
properties of the laser calibration charge spectra and a background-only charge spec-
tra to estimate the mean and variance of the single photoelectron response, as well as
the mean number of photoelectrons produced per light pulse. This method has the
advantage that it does not assume any specific functional form for the SPE response
as the PMT response converges to a Gaussian for signals with more than roughly five
to ten photoelectrons. However the method requires a dedicated background mea-
surement in identical operating conditions, and additional parameters may be needed
if one needs to simulate the full functional response of a PMT at very low light levels.
The third method used to characterize the PMTs was the Gaussian approximation
with an underamplified peak. In this case, the SPE response is the sum of two
Gaussians - one representing fully-amplified photoelectrons and the other representing
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underamplified photoelectrons. One can estimate larger signals in the same way as the
cascade model: by convolving the SPE response function (s1 as defined in Eqn. B.9)
with itself for the number of photoelectrons needed and then with the background as
shown in Eqn. B.10.
s1(x) = N(µ = µ1, σ
2 = σ21) + w ·N(µ = µu, σ2 = σ2u), 0 ≤ w ≤ 1. (B.9)
gn(x) = f0(x)~
n times︷ ︸︸ ︷
s1(x)~ s1(x)~ . . .~ s1(x) . (B.10)
Finally, to produce the PDF for parameter estimation, one defines a mean number
of photoelectrons per pulse and sums each peaks’ individual contributions weighted
by a Poisson distribution (Eqn. B.11). This is done in the same way as the cascade
model.
g(x) = P (k = 0, µ = λ) · f0(x) +
∞∑
i=1
(P (k = i, µ = λ) · gi(x)). (B.11)
In these equations, λ is the mean number of PE and µu and σu are the mean and
standard deviation of the underamplified peak. The Gaussian model is motivated by
the work in Ref. [150].
B.4.2 Hamamatsu R11410 Analysis
The R11410 data includes a dedicated background measurement that can be used to
constrain the model. For example, an exponential contribution to the background
(as suggested in Ref. [145]) is ruled out and µbkg and σbkg are constrained with a prior
during the fits for both the cascade and Gaussian model (the background spectrum
is shown figures 4, 6, and 7 in Ref. [112]).
While in a standard experiment one could take multiple datasets while varying
light levels and fit all data simultaneously to calibrate the SPE response, in this work
it was decided to fit each light level individually in order to compare these results
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Voltage [V] 1400 1500 1600 1700 1700
η 2E5 2E5 2E5 2E5 1E5
λ































MI 1.88E6± 7E3 3.10E6± 1E4 4.98E6± 2E4 7.88E6± 2E4 7.90E6± 2E4
CM 1.87E6± 1.5E5 3.17E6± 2E4 5.12E6± 3E4 8.03E6± 4E4 7.88E6± 8E4
GM 1.96E6± 3E4 3.30E6± 2E4 5.34E6± 5E4 8.19E6± 9E4 8.08E6± 7E4
σ [e−]
MI 8.64E5± 1E4 1.56E6± 2E4 2.84E6± 2E4 4.49E6± 5E4 4.51E6± 5E4
CM 9.05E5± 9E4 1.56E6± 1E4 2.66E6± 2E4 4.26E6± 3E4 4.34E6± 5E4






-14.5 17.2 257.4 567.2 183.8
Table B.1: Comparison of model independent (MI), cascade model (CM), and Gaus-
sian model (GM) using the R11410 PMT.
directly to the model independent method and the Gaussian model.
The results of the fit are shown in Tab. B.1. In the table, η is the attenuation factor
of the filter in between the laser and PMT, λ is the mean number of photoelectrons
per light pulse, and µ and σ are the mean and standard deviation of the resulting
SPE response function. All uncertainties shown are statistical. Note that the model
independent (MI) results and the cascade model (CM) results agree typically within
a few percent and never disagree by more than 10%.
Also of note in Tab. B.1 is the row λFA denoting the mean number of photoelec-
trons fully amplified. Unlike the other λ measurements, λFA should be approximately
voltage independent since underamplification effects are removed. As can be seen, all
λFA with the same attenuation η agree within ∼1%, providing a cross-check on the
cascade model fit.
Another very important feature of the table is the last row, which compares the
best-fit log-likelihood of the cascade model to the best-fit log-likelihood of the Gaus-
sian model. The cascade model significantly outperformed the Gaussian model in four
out of five of the datasets. Unsurprisingly, the dataset where the Gaussian model out-
performs the cascade model is when the voltage is lowest and the valley in between
the background and single photoelectron peak plays the smallest role in the fit. This
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Voltage [V] η Reduced χ2 pχ2 pKS
1400 2E5 0.67 0.991 0.274
1500 2E5 0.95 0.604 0.259
1600 2E5 0.90 0.742 0.287
1700 2E5 1.28 0.037 0.327
1700 1E5 0.98 0.539 0.279
Table B.2: Goodness of fit tests for the R11410 PMT with the cascade model.
improvement is likely due to the increased freedom in the Gaussian model since the
underamplfied peak is almost entirely independent of the fully-amplified peak.
Fig. B.2 shows the best-fits for both the cascade model (blue) and the Gaussian
model (red) compared to laser calibration charge data along with the 95% credible
regions of each fit. Notice that as the gain increases, the Gaussian model is unable
to explain the behavior in the valley while the cascade model predicts this behavior
well in all five spectra.
In Fig. B.3 one can see the predicted SPE charge response for the R11410 PMT
at 1500 V without background convolution. The region shown is again the 95%
credible region. One can see the three major features going from left to right: the
underamplified peak from photons striking the first dynode, the underamplified peak
from a non-ideal trajectory, and the fully-amplified peak. Note that the signal can
naturally never be less than zero unlike most analytical models that are either trun-
cated or allowed to extend into a non-physical region. The fully-amplified signal
(right-most peak) is fairly symmetric - this is because this PMT operates at high
gain and has good resolution. This, however, will not be the case when looking at
the fully-amplified peak for the R6041-406 PMT in Sec. B.4.3.
Shown in Tab. B.2 are the results of the goodness of fit tests for the best-fit
parameters. Since the parameter estimation is performed in a single dimension, one
can look at the relatively simple χ2 test and the more robust Kolmogorov-Smirnov
(KS) test. While there is more fluctuation from the χ2 test, all tests show little or no
evidence against the cascade model.
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(a) R11410 PMT at 1400 V with attenuation of
2E5
(b) R11410 PMT at 1500 V with attenuation of
2E5
(c) R11410 PMT at 1600 V with attenuation of
2E5
(d) R11410 PMT at 1700 V with attenuation of
2E5
(e) R11410 PMT at 1700 V with attenuation of
1E5
Figure B.2: The laser calibration charge spectra for the R11410 PMT at different
voltages and attenuation levels with the best-fit models and 95% credible regions
overlaid. The cascade model is shown in blue while the Gaussian model is shown in
red. The statistics shown are for the cascade model.
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Figure B.3: The predicted SPE charge response for the R11410 PMT at 1500 V for
the cascade model (blue) and the Gaussian model (red). In the cascade model SPE
charge response spectrum one can see, from left to right, the three major features:
the underamplified peak from photons striking the first dynode, the underamplified
peak from a non-ideal trajectory for electrons from the photocathode, and the fully-
amplified peak. At such a high gain the fully-amplified peak (right-most) of the
cascade and Gaussian models agree. However, there is a large discrepancy in the
region of underamplified electrons.
B.4.3 Hamamatsu R6041-406 Analysis
In addition to the analysis performed with a PMT capable of large gains, the cascade
model was also used to calibrate a PMT that must operate at significantly lower gains
and with worse noise conditions. While a background measurement was taken, since
the calibration is done in situ with an LED and pulser it is impossible to confirm
that noise conditions were the same between the dedicated background measurement
(pulser off) and the measurements with the pulser on. For this reason and given that
the width of the background peak is on the order of the SPE response, the model
independent approach cannot be used.
Since the dedicated background measurements for this PMT could not be used,
one would normally try multiple background models to study the potential systematic
effects. However, in this work, only the Gaussian background model is examined for
consistency.
In this specific calibration, two light levels were used which are denoted I and II
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Voltage [V] 800 800









CM 8.43E5± 4.8E4 8.53E5± 6.8E4
GM 7.57E5± 3.2E4 7.50E5± 2.3E4
σ [e−]
CM 5.61E5± 1.7E4 5.89E5± 1.7E4







Table B.3: Comparison of cascade and Gaussian models using the R6041-406 PMT.
Voltage [V] Light Level Reduced χ2 pχ2 pKS
800 I 1.39 0.009 0.361
800 II 1.50 0.002 0.353
Table B.4: Goodness of fit tests for the R6041-406 PMT with the cascade model.
corresponding to different pulser voltages used in conjunction with a blue LED. While
for the detector discussed in Ref. [91] these two light levels were fit simultaneously,
only the results from individual fits are shown for consistency.
The results of the parameter estimation and the goodness of fit tests are shown in
Tab. B.3 and Tab. B.4. The best fit and the 95% credible region for each light level
can be found in Fig. B.4. While the χ2 test shows evidence against the cascade model,
it seems that this is solely due to the behavior in a handful bins that fall outside of
the 95% credible region as seen in both spectra in Fig. B.4. This hypothesis is further
supported by the results of the Kolmogorov-Smirnov test, which shows no evidence
against the cascade model. As a further cross-check, one can also compare the mean
and standard deviation of the response function from both light levels which agree
with each other well within uncertainty.
While the cascade model outperforms the Gaussian model in fit quality, as seen
in the log-likelihood difference, the real power of the cascade model can be seen in
Fig. B.5, which shows the fully-amplified peak only for both models without back-
ground convolution. Notice again that the cascade model naturally begins at zero
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(a) R6041-406 PMT at 800 V at light level I (b) R6041-406 PMT at 800 V at light level II
Figure B.4: The diode calibration charge spectra for the R6041-406 PMT at 800 V
with the best-fit models and 95% credible regions overlaid. The cascade model is
shown in blue while the Gaussian model is shown in red. The statistics shown are for
the cascade model.
Figure B.5: The predicted fully-amplified photoelectron response for the R6041-406
PMT at 800 V. Notice the asymmetry in the cascade model response (shown in blue)
and how far into the unphysical regime the Gaussian model response goes (shown in
red).
signal and has the asymmetry that one would expect while the Gaussian model pre-
dicts negative signal roughly 15% of the time from the fully-amplified peak. Clearly
this prediction is not physical and would cause issues in MC simulations of the PMT.
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B.5 Conclusions
While the form of the cascade model presented will change for each type of PMT
used in a different setting, we have shown that for the PMTs used in these two
experiments that the cascade model is a much more realistic approximation of the
photomultiplication process, agrees well with data, and is a drastic improvement in
almost all cases versus the Gaussian model that is typically used for characterization
of photomultipliers. It is important that in future applications, the analyzer checks
different sources of underamplified electrons and different background models if a
dedicated background measurement was not performed. Parameters of the model may
be further constrained by estimating them with multiple light levels fit simultaneously.
We recommend that the cascade model be used in conjunction with the model in-
dependent prescription described in detail in Ref. [112]. Since it is relatively unlikely
for a PMT’s characteristics to change during a measurement, we recommend that
an initial characterization be performed using the cascade model and cross-checked
with the model independent estimation. Following the initial characterization, per-
formance can be monitored solely by the model independent estimation with the
cascade model reserved for spot checks and diagnosis if PMT performance changes.
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