The application of the Factorization Method, the refined version of the Linear Sampling Method, to scattering by a periodic surface is considered. Central to this method is the Near Field Operator N , mapping incident fields to the corresponding scattered fields on a horizontal line. A factorization of N forms the basis for the method. It is shown that the middle operator in this factorization, the adjoint of the single layer operator, is coercive if the wave number is small enough. Thus this operator can, for general wave number, always be written as the sum of a coecive and a compact operator. We use this property to define an auxiliary positive operator N # which can be constructed directly from N and which makes it possible to reconstruct the scattering surface directly using a simple numerical algorithm.
Introduction
The scattering of time-harmonic waves by a periodic surface, first considered by Lord Rayleigh a century ago [21] , can, with some justification, be called an old problem -and still it attracts interest and generates new results. The problem does not only serve as a simpler model case for scattering by more general random rough surfaces, but is also studied in its own right, with many applications in diffractive optics, radar imaging and nondestructive testing.
In the present paper, rather than studying the direct problem of computing the scattered field resulting from a specified incident field and periodic surface, the goal is to reconstruct an unknown periodic surface from knowledge of the scattered field for a number of incident fields. Conventionally, such problems are solved using an iterative approach based on Newton's method typically requiring the solution of one forward problem for each iteration step [6, 8] .
Recently, a new reconstruction method for inverse scattering problems has been introduced in the context of scattering by bounded obstacles. Originally termed Linear Sampling Method, this method attempts to reconstruct the obstacle directly form the given data without requiring any additional solution of a forward problem [1] [2] [3] . This advantage makes the method extremely fast. On the downside, the data used are the far-field patterns of the scattered fields for all angles of incidence and all directions of observation, substantially more than an iterative scheme based on Newton's method would require. In its more refined form [14, 15] , we prefer to call the method Factorization Method as it is based on a certain factorization of the data used for the reconstruction, It is the goal of this paper to describe a way in which the Factorization Method can be implemented for the case of scattering by a periodic surface. There is a fundamental difference to the case of scattering by a bounded obstacle: it has been shown [9, 13] that in this case knowledge of the far field patterns, i.e. the coefficients of the propagating modes in the radiation condition, for all angles of incidence is not sufficient to uniquely determine the obstacle. Thus it is necessary to determine the near field rather than the far field in order to successfully reconstruct the surface.
Let us briefly describe the class of scattering problems we are considering: An incident field, denoted by u i , will be assumed to be a solution of the Helmholtz equation
in some open neighbourhood of the scattering surfaceΓ given as Γ := {x = (x 1 , x 2 ) ∈ R 2 : x 2 = f (x 1 )}.
Here, k > 0 denotes the wave number and f ∈ C 2 (R) is assumed to be 2π-periodic. Also set Ω ± := {x ∈ R 2 : x 2 ≷ f (x 1 )}.
We will further assume that u i is kα-quasi-periodic with respect to x 1 , i.e. that for some number α ∈ (−1, 1) there holds that
In the direct scattering problem it is the object to determine the scattered field u s such
It is further required that u s also be kα-quasi-periodic with respect to x 1 and that it admits a Rayleigh expansion of the form
where u n ∈ C, α n = α + n/k and β n = 1 − α 2 n , n ∈ Z, and the branch of the square root is chosen such that Re β n ≥ 0 and Im β n ≥ 0. We require uniform convergence of the series on every closed set of the form R × [a, ∞) with a > max s∈R f (s). Condition (4) is sometimes also referred to as the Rayleigh expansion radiation condition.
It is well known that there exists a unique solution u s ∈ C 2 (Ω + )∩C 1 Ω+ of this scattering problem. Indeed, we will show later that the direct scattering problem is a special case of a more general boundary value problem which plays a central role in the method we propose in this paper.
The inverse problem we wish to study is to reconstruct the surfaceΓ from the scattered field generated by a number of specially chosen incident fields. In the bounded obstacle case, these incident fields are plane waves and the data measured are the far field patterns of the corresponding scattered fields. It is well known that these far field patterns, if known for all angles of incidence and all directions of observation, uniquely determine the obstacle. As pointed out above, for scattering by a grating, we require knowledge of the near field, i.e. the scattered field measured on a horizontal linẽ
not too far away from the surface.
The question is how to choose the incident fields. These fields must be chosen such that the idea of the Linear Sampling method can be applied: to construct the obstacle directly from the data without any additional solving of direct scattering problems. To achieve this goal, the Factorization Method relies on a special factorization of the integral operator defined by using the data as its kernel. For bounded obstacle scattering this operator is known as the Far Field Operator, for obvious reasons it will be called Near Field Operator here and be denoted by N .
A factorization of the operator N will be the first result of Section 2 of this paper. We then go on to study properties of the middle operator in this expression which turns out to be the adjoint of the single layer operator. We establish, in Corollary 2.4, that this operator is coercive if the wave number k is small enough. This result leads directly to a characterization of the scattering surface for small k, which is based on functional analytic results on the Factorization method presented in [15] .
In Section 3, we significantly extend this result: building on the new results of [7, 10] , we present a new factorization of N which makes it possible to characterize the scattering surface in terms of the solvability of a linear operator equation. This result, given as Theorem 3.4, is valid for all wave numbers and, moreover, it is very simple to characterize this solvability numerically. Before we present the implementation of this algorithm and some exemplatory results in Section 5, we need to address one deficiency of our method in Section 4: The incident fields used in the formulation do not propagate towards the scattering surface but away from it! However, this problem can easily be circumvened by expressing these fields in terms of downward propagating waves.
Let us close this introductory section by presenting some mathematical tools used througout the paper. We will make extensive use of the quasi-periodic fundamental solution for the Helmholtz equation in free field conditions. To indicate the dependence on the wave number and the phase-shift, this Green's function will be denoted by G k,α . It is well-defined for
, n ∈ Z, and explicitely given by
Here and in the following we assume that β n = 0 for all n ∈ Z. For numerical evaluations, and also for some analytic investigations, the following representation of G k,α is useful [4, 17] :
Here, H
0 denotes the Hankel function of the first kind and of order 0 andê = (1, 0) . It is obvious that we can reduce the problem to one period with respect to the x 1 direction. Therefore, we introduce
the restrictions ofΩ ± ,Γ andΓ a to one period, respectively.
The space of restrictions of 2π-periodic continuous functions onΓ to Γ will be denoted by C per (Γ). Denoting by M σ the operator of multiplication by exp(−iσx 1 ), i.e. M σ ϕ(x) = exp(−iσx 1 ) ϕ(x), we obtain the space of continuous σ-quasi-periodic functions on Γ by
We make similar definitions for more general spaces: For s ∈ R, s ≥ 0, the Sobolev space H s (0, 2π) of periodic functions is defined as the completion of {u| [0,2π] : u is a trigonometric polynomial } with respect to the inner product
where u n and v n are the Fourier coefficients of u and v, respectively, see [16] . Then we define
The dual space of
per (Γ). Based on these spaces, we can define Sobolev spaces of quasi-periodic functions by setting
and equip them with the norms · H s σ (Γ) defined by
Particularly, it follows that the dual space of
The Inverse Scattering Problem
In this section we establish the fundamentals of the Factorization Method for periodic surfaces.
After introducing the near field operator N , our first result will be a factorization of N . We will then go on to study the properties of the middle operator in this factorization which, as it turns out, is the adjoint of the single layer operator.
Let us thus first consider the single layer operator on Γ, S k,α :
Lemma 2.1 The single layer operator has a bounded extension
It has a bounded extension to an operator (S k,α )
Proof: From the representation (6), it follows that the kernel G k,α (x, y) is as smooth as the kernel (i/4) H
0 (k|x − y|) for the free field case. This shows that S k,α is bounded from
* follows from the formula
The Factorization Method will be based on incident fields u i = u i (·; y) of the following special form,
Then u i satisfies the Helmholtz equation and is (kα)-quasi-periodic. From Lemma 2.1 it follows that u i (x; y) is exactly the kernel of the adjoint single layer operator. The corresponding scattered field shall be denoted by u s (x; y).
We now make the important observation that the scattering problem (2)- (4) is a special case of the boundary value problem
and for some v n ∈ C :
Here h ∈ C(Γ) is some given function which is assumed to be (kα)-quasi-periodic with respect to x 1 . The series converges absolutely and uniformly for x 2 ≥ R for any R > max s∈R f (s).
The attentive reader will have noticed a problem with the incident field u i (·; y): It itself satiesfies the radiation condition (4) in the region between Γ and Γ a , i.e. in physical terms it propagates away from the scattering surface. Thus we can mathematically solve (10) with h = u i (·; y) on Γ, but this does not appear to be a physically meaningful problem. This seeming contradiction will be resolved in Section 4.
We next introduce the operator L :
, we denote the linear integral operator with kernel
Note that this operator depends solely on the data u s (x; y) and thus is known. It is a compact operator in L 2 (Γ a ) since the kernel is smooth. Unfortunately, this operator fails to be normal or even self-adjoint. In particular, spectral properties of N do not seem to be known. The operators N and L are related by the following theorem:
where
Furthermore, the operators L and
kα (Γ), respectively. Formula (12) holds for these extensions as well.
Proof: As u s (·; y) denotes the scattered field corresponding to the incident field u i (·; y) = G k,−α (·, y), we note that, by superposition, N g is the solution, restricted to Γ a , of (10), corresponding to h = Γa G k,−α (·, y) g(y) ds(y). We introduce the auxiliary operator H :
Then, N g = −LHg by the preceding remark. The L 2 -adjoint of H is given by
This is just the single layer operator with density ϕ evaluated on Γ a . Hence, H * ϕ = LS k,α ϕ and thus H = (S k,α ) * L * . Substituting this into N = −LH yields (12) . The extension of L is a corollary to well-known extensibility results for solution operators for elliptc boundary value problems.
To make use of Theorem 2.2, we need to establish some further properties of the single layer operator S k,α . Of particular interest will be the case when k is small. Thus we define the operator S 0 to be the integral operator in Γ with kernel
This function has been investigated in, e.g., [18] .
(c) There exists c 1 > 0 with
for all ϕ ∈ H −1/2 per (Γ), for all α ∈ (−1, 1), k ∈ R >0 with k(1 + |α|) < 1.
The symbol 1 in parts (b) and (c) denotes the constant function in H kα (Γ). It remains to show that S k,α is bijective. Assume first that S k,α ϕ = 0 for some
Then v ∈ H 1 loc (R 2 ) and the traces v| + = v| − = S k,α ϕ as well as (∂v/∂n) ± exist (see [11, 19] ). Furthermore, v satisfies the radiation condition (4) 
Since Γ ϕ ds = 0, we can write u in the form
where we have setĜ
From this representation of u it follows that u(x) remains bounded and (∂u/∂x 2 )(x) tends to 0 as |x 2 | tends to infinity. Thus, taking the limit in (16) as R → ∞, we conclude that
Also, this term can only vanish for constant u, i.e. for ϕ = (∂u/∂n)| − − (∂u/∂n)| + = 0. Thus, we have shown that ϕ, S 0 ϕ > 0 for all ϕ ∈ V , ϕ = 0, where V := {ϕ ∈ H −1/2 per (Γ) : ϕ, 1 = 0}. A standard argument using proof by contradiction yields the existence of γ 0 such that
with some constants c 1 , c 2 > 0 independent of ϕ. We estimate the second term by the binomial theorem as
which yields the desired estimate (14) for sufficiently small ε > 0.
Part (c): Assume k (1 ± α) < 1. Note that then β n = i|β n |, n ≥ 1, and there follows
per (Γ) we define v and u k to be the potentials
For |n| large enough, we further estimate, using k(1 + |α|) < 1,
It is furthermore easy to show k|β n | ≤ 2|n| and thus there exists constantsc 1 ,c 2 withc 1 ≤ 1 ≤c 2 andc 1 |n| ≤ k|β n | ≤c 2 |n| for all n ∈ Z \ {0}. Hence it follows from the mean value theorem that we can estimate, with some ξ between k|β n | and |n|,
for x ∈ Γ R , y ∈ Γ with some constant c > 0 independent of k and n. Thus we conclude that K is smooth and
The same kind of estimate holds for the partial derivatives of K with respect to x and y.
Hence,
for all x ∈ Γ R , and there also holds
for all x ∈ Γ R .
From (17) there now follows v| − = v| + and ∂v/∂n| − = ∂v/∂n| + on Γ as the kernel K is smooth. Therefore, v has an extension to a function in
We fix R > max t∈R f (t) such that also −R < min t∈R f (t). From standard estimates for elliptic boundary value problems we conclude that
where we have used the same notation as in the proof of part (b), and we conclude
.
The same estimate holds on Γ −R . Furthermore, from boundedness of the single layer potential in the Sobolev space H 1 , we have
Substituting into (18) yields
, and hence the assertion now follows from the trace theorem.
Corollary 2.4
There exists k 0 > 0 and γ > 0 such that
for all k ≤ k 0 and all ϕ ∈ H −1/2 kα (Γ).
Proof: First of all, setting
it can be established using Green's second identity that Im ϕ, S k,α ϕ ≤ 0 for all ϕ ∈ H −1/2 kα (Γ) (c.f. [12] ).
. Using parts (b) and (c) of Lemma 2.3, the triangle inequality yields
This estimate finishes the proof.
Corollary 2.4 now puts us in a position where we can directly apply the results of [15] on the characterization of the range of operators admiting the property (12), in particular Theorem 2.3 of that reference, at least for small enough wave numbers. We will state this result as a remark before turning to characterizing the scattering surface for any wave number in the next section. 
Furthermore, setting Ω − := {x ∈ R 2 : 0 < x 1 < 2π, f (x 1 ) > x 2 }, we have y ∈ Ω − if and only if G k,α (·, y) ∈ R(L) and thus there also holds
The first equivalence is a conclusion from Theorem 2.3 of [15] together with our result that the operator S k,α is a norm isomorphism. Furthermore, there obviously holds
Conversely, y ∈ Ω + and the assumption G ·,α (x, y) = R(L) leads to a contradiction, as solutions to the scattering problem must be in
. A similar argument applies if y ∈ Γ.
Solving the Inverse Problem
The analysis of the previous section can be significantly extended to cover arbitrarily large wave numbers, also giving a characterization of the scattering surface that is far easier to verify numerically. The results presented here are based on functional analytic studies presented in [7, 10] . This new approach makes extensive use of the real and imaginary part of an operator. For A : X * → X, where X denotes some reflexive Banach space and X * its dual, define the operators Re (A) and Im (A) by setting
It is easy to see that both Re (A) and Im (A) are always self-adjoint. Our starting point will be the following corollary to the results of the previous section: 
and Re (S) is coercive by Corollary 2.4 and also self-adjoint. It remains to show that S k,α − S is compact. However, this is easily seen: writing the kernel of this operator using the representation (6) and applying the Mean Value Theorem shows that S k,α − S is an integral operator with a continuous kernel and thus compact.
To apply a result of [10] 
1.L is compact with dense range.
2. Re (S) has the form Re (S) = −I + K, where K is a compact and self-adjoint operator,
Proof: Consider the operator C = Re (S) in Corollary 3.1. Sobolev's imbedding theorem yields that C, interpreted as an operator in L 2 (Γ), is compact and self-adjoint. Thus it has a complete orthonormal system of eigenvectors {ϕ n } ⊂ L 2 (Γ) and corresponding positive eigenvalues {λ j } and admits the representation
Hence, we can define a square root operator R of C by setting
However, from the mapping properties of C, we see that
kα (Γ), and thus R can be extended to a bounded, coercive operator R :
kα (Γ) is formally also given by expression (20) . We note that this means that R and its adjoint can be identified although we will not make use of this property here.
Also,L is obviously compact and has dense range. Using Corollary 3.1, we further obtain
where we have also used C = R * R. Noting again that Im ϕ, S k,α ϕ ≤ 0 it follows that Im (S)
is positive which concludes the proof.
Before we can state the final result, we need to remark that for a self-adjoint operator A,
we can define the operator |A| using the spectral representation of A:
We are now in the situation of Theorem 4.4 of [10] (see also Corollary 4.5 of this reference).
For completeness we repeat this theorem here for the concrete situation we are in:
and furthermore that the following conditions hold 1.L is compact, injective and has dense range, 2. Re (S) has the form −I + K with some compact operator K,
Then the operator N # := |Re (N )| + Im (N ) is also positive, and the ranges ofL and N 1/2 # coincide.
Note now that the ranges of L andL coincide. Thus, characterizing the range of L using arguments already encountered in the proof of Theorem 2.5, we now end up with the following characterization of the scattering surface:
and only if the equation
has a solution g ∈ L 2 (Γ a ).
Real Sources
So far we have successfully characterized the scattering surface for given data u s (x; y), x, y ∈ Γ a , where u s denotes the scattered field corresponding to the incident field
We have stated before that such fields are not of physical relevance. In fact, u i (·, y) satisfies the radiation condition (4) and hence is, in physical terms, propagating away from the surface.
Thus, the data u s (x; y) cannot be generated directly.
To study this problem in more detail, we examine the difference between u i (x; y) and a point source G k,α (x, y) for y ∈ Γ a and x ∈ B a := {x ∈ R 2 : 0 < x 1 < 2π, f (x 1 ) < x 2 < a}:
Thus, the difference turns out to be exactly the upwards and downwards propagating modes present in the functions G k,α (x, y) and G k,−α (x, y), denoted by ∆ (U ) (x; y) and ∆ (D) (x; y),
respectively.
This fact can be exploited to generate the required data u s (x; y) in the following way: Set
. This field is propagating towards the scattering surface Γ, and we denote the corresponding scattered field byũ s (x; y). For x ∈ Γ, there then holds, because of the boundary conditions satisfied byũ
i.e. from uniqueness for the direct scattering problem, there follows u s (x; y) =ũ s (x; y) + ∆ (U ) (x; y). Thus we can exactly generate u s (x; y) using the incident fieldũ i (x; y).
Remark 4.1 Note that the incident field required to generateũ s (x; y) consists only of the evanescent modes present in G k,α (x, y), and is thus exponentially decaying with distance from Γ a . The linear sampling method can hence only be expected to produce good reconstructions of the scattering surface Γ if the distance between Γ and Γ a is not too large.
Numerical Examples
We wish to present a number of reconstructions that have been carried out using the method described in this paper. In all cases, the data has been produced by numerically solving direct scattering problems using the boundary integral equation method and solving this equation using the highly efficient Nyström method described in [20] . As the surfaces used in the examples are graphs of analytic functions, the method converges super-algebraically.
A discrete approximation to the near field operator is in each case computed by computing the scattered field for N = 32 incident fieldsũ i (·; y j ), j = 1, . . . , N with y j = (2πj/N, a) for some fixed a > max f . The scattered fieldũ s (·; y j ) is then sampled at the same points y j , and the field u s can then be computed using the method outlined in Section 4. We have then obtained the matrix N = (u s (y j ; y n ) j,n .
In theory, once the operator N # is known, the range of N 1/2 # can be characterized using a singular system (σ n , ϕ n , ψ n ) of N # , i.e. orthonormal sets of functions (
and positive numbers σ n satisfying
Then, the range of N 1/2 # can be characterized by (see also [14] ) by , where s n denotes the n-th singular value of the matrix N # and r n (y) the Fourier coefficient of (G k,α (y j , y)) j with respect to the basis vector corresponding to the function ψ n . As a consequence of (22), the function W should be small on Ω + . A different test surface, also used in [8] , is given by and illustrated in Figure 3 . The corresponding reconstructions, using k = k 1 and a = 2.5 are presented in Figure 4 . The method seems to be picking up the peaks of the surface rather well but has considerable difficulty with reconstructing the narrow deep grooves present in the grating -artifacts seem to appear here. These results suggest the application of a regularization scheme of some type making use of the fact that the surface to be reconstructed is the graph of a smooth function. Finally, we have carried out some tests with noisy data. Figure 5 displays results for 0.1% and 0.001% uniformly distributed noise added to the fieldũ s . The percentage is given relative to largest absolute value measured for the field. In both cases we have used the first test surface and the parameters k = √ 2, α = cos(π/2) and a = 2.3. It is obvious from the results that the method is extremely sensitve to noisy data. The plots of W quickly become blurred and important features of the scattering surface are lost.
