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Abstract—Recent advancements in diagnostic learning and 
development of gesture-based human machine interfaces have 
driven surface electromyography (sEMG) towards significant 
importance. Analysis of hand gestures requires an accurate 
assessment of sEMG signals. The proposed work presents a novel 
sequential master-slave architecture consisting of deep neural 
networks (DNNs) for classification of signs from the Indian sign 
language using signals recorded from multiple sEMG channels. 
The performance of the master-slave network is augmented by 
leveraging additional synthetic feature data generated by long 
short term memory networks. Performance of the proposed 
network is compared to that of a conventional DNN prior to and 
after the addition of synthetic data. Up to 14% improvement is 
observed in the conventional DNN and up to 9% improvement in 
master-slave network on addition of synthetic data with an 
average accuracy value of 93.5% asserting the suitability of the 
proposed approach.  
Keywords— sEMG; data augmentation; convergence; DNN; 
Master-Slave; Indian sign language   
I. INTRODUCTION  
Study of hand gestures has gained significant importance in 
the past decade. With advancements in healthcare development 
and gesture recognition systems, signal analysis of hand gestures 
is extensively used for solving diagnostic learning problems and 
designing interactive human-machine interfaces. Sign language 
recognition, amputee treatment and kinematic study are some of 
the application scenarios of this diverse field [1,2]. The sEMG 
signals are a recording of the muscle potential caused by 
actuation of the muscle tendons when the limb is set in motion. 
Gestures performed by the limbs can broadly be assessed using 
three different sensing technologies namely vision-based, glove-
based and using surface electromyogram (sEMG) signals [2]. 
The sEMG signals can be recorded in a non-invasive manner and 
the dry surface electrodes are reusable, making them convenient 
to use in assistive technology as well as consumer electronics. 
Various hand gestures can be analyzed with the help of 
sEMG signals [2-3]. In sign language, the hand may be held in 
a particular configuration or posture, referred to as a static 
gesture, or it may be required to move the hand(s), which may 
be termed as a dynamic gesture. Distinction between various 
static gestures may require the use of an optimized classifier due 
to ample correlation between the sEMG signals recorded during 
static gestures. An artificial neural network (ANN) is used for 
such scenarios [4-5]. With a randomized initialization and 
operating over a number of iterations, the ANN provides suitable 
results on optimization of its topology [6]. Due to its adaptive 
nature, ANN can be used on a variety of data-sets including 
those containing sEMG signals [7-8].  
Since ANNs do not have a definite topology, using a 
classifier with a dense architecture would be preferable [9]. This 
would ensure a further improvement in the learning process and 
absence of any additional functions [10]. A Deep Neural 
Network (DNN) consisting of multiple hidden layers is 
extensively used for this purpose. Additional hidden layers help 
in a more comprehensive evaluation of data by minimizing 
back-propagated errors [11]. Hidden layer computations are also 
essential for forward propagation as an increase in these layers 
would imply more activation, and thus more memory learning 
[12]. Augmentation of the performance of classifiers can further 
be achieved by making use of synthetically generated data. The 
synthetic data may be used for training and transferring similar 
characteristics to the learning stage [13]. Recursive Neural 
Networks (RNN) have been recently reported to be useful for 
generation of synthetic data samples. With their dynamic ability 
to make predictions as a result of previously processed data, 
these models can generate accurately similar sequences [14]. 
When a large number of gestures are to be classified for a given 
subject, the classification problem may become a cumbersome 
because sufficient number of observations of each gesture are 
required to be recorded for training a classifier, which would 
require a lot of time and effort. Another issue is that with a 
limited number of subjects, the training of the algorithm may 
remain incomplete leading to moderate accuracy.  
In this work, first, the features extracted from the actual data 
are augmented with synthetically generated features modeling 
new subjects. A novel algorithm is proposed for the generation 
of synthetic data in the form of features corresponding to each 
subject by making use of Long Short-Term Memory (LSTM) 
cells trained on the original feature set. Section 2 describes 
sEMG gesture recording and the generation of additional 
synthetic data. Then, a novel sequential algorithm is proposed 
for classification of static and dynamic hand gestures by making 
use of DNNs, hereby referred to as the Master-Slave network, 
which is presented in Section 3. The master network 
distinguishes between the types of gestures, i.e., static gestures 
or dynamic gestures. Once the master network predicts the 
outputs, then the slave network classifies the specific gesture 
amongst the possible gestures in the identified type. The 
performance of the master-slave network is compared to the 
conventional DNN in Section 4. The performance of the DNNs 
are compared prior to and after the addition of synthetic data and 
Section 5 concludes the paper. 
II. GESTURE RECORDING AND GENERATION 
A. Data Corpus 
The sEMG signals considered in this work are recorded 
from the surface of the skin over three muscles namely, Flexor 
Capri Ulnaris and Extensor Capri Radialis and Brachioradialis 
on the right arm of the subject. Fig. 1(a) shows the placement 
of sensors on the right arm of a subject. Fig. 1(b) provides 
complete experimental setup used in the recording of sEMG 
signals. The sEMG signals are recorded using the Delsys 
wireless EMG system. The sEMG signals are obtained with a 
sample rate of 1.1 kHz and a bit depth of 16 bits. The objective 
is to classify the sEMG signals from 10 gestures, which 
includes 5 static gestures and 5 dynamic gestures. The details 
of each gesture and its illustration are provided in Table I. The 
sEMG data has been collected from 4 healthy subjects in the 
age group of 22-30 years, all right-handed females. An audio 
stimulus of 3 seconds is played to the subject to indicate when 
the gesture is to be performed, with 5 seconds of rest in between 
each gesture. Each subject performed 20 repetitions for each 
gesture, the sEMG signals of which are recorded in 
continuation as one recording. A 2 min rest is given in between 
two recordings to avoid muscle fatigue.  
B. Synthetic Feature Generation 
Due to the limited number of subjects, there is a requirement 
for synthetically generating additional data to simulate more 
subjects. However, the synthetic data being added should be 
correlated to the originally recorded data for each gesture. 
Generating a complete signal from discrete samples is a time-
consuming process. A more efficient way would be to obtain 
only the informative components of the signals. This is done by 
extracting features from the gestures of each subject. The most 
prominently used time-domain features are considered here [15-
16]. These include:   
1) Integrated absolute value (IAV): Integrated absolute 
value (IAV) is the integration of all the absolute samples of the 
data. IAV of a random variable 𝑥 having 𝑛 values can be 
expressed mathematically as 
 
                (a)                                               (b)   
Fig. 1.    Experimental Setup (a) Placement of Sensors, (b) sEMG 
Recording System 
TABLE I.  GESTURES CONSIDERED FOR ANALYSIS 
Sign 
Type 
Depiction of the Sign 
Static 
 
One 
 
Two 
 
Three 
 
Four 
 
Five 
 
Dynamic 
 
Sorry 
 
Bold 
 
Confident 
 
Key 
 
Win 
 
 
 
IAV = ∫ |𝑥𝑖|
𝑛
𝑖=1
. (1) 
2) Mean absolute value (MAV): Mean absolute value 
(MAV) is the mean of absolute values of a segment of data. 
MAV of a random variable 𝑥 having 𝑛 values can be expressed 
mathematically as  
MAV =
1
𝑛
∑|𝑥𝑖|
𝑛
𝑖=1
 . (2) 
3) Standard Deviation: Standards deviation is defined as 
the square root of the variance 
σ = √
1
𝑛 − 1 
∑(𝑥𝑖 −
𝑛
𝑖=0
𝜇)2, (3) 
where 𝜇 is the mean of the data, defined as (∑ 𝑥𝑖
𝑛
𝑖=1 ) 𝑛⁄ . 
4) Root Mean Square (RMS): The RMS value of a data 
segment is the root of the mean of squares of the data values. 
The RMS of a random variable 𝑥 having 𝑛 values can be 
expressed mathematically as 
RMS = √
1
𝑛 
∑ 𝑥𝑖
2
𝑛
𝑖=0
. (4) 
5) Waveform Length (WL): It is a cumulative variation of the 
sEMG that depicts the degree of variation about the signal, given 
as 
WL = ∑|𝑥𝑘+1 − 𝑥𝑘|
𝑛−1
𝑘=1
. (5) 
6) Auto-Regressive Coefficients: These are the constant 
coefficients (𝑎𝑟) of the auto-regressive (AR) model ?̂? of the 
sampled instants of the sEMG signal, given as 
?̂?𝑛 = ∑ 𝑎𝑘𝑥𝑛−𝑘
𝑝
𝑘=1
+ 𝜀 (6) 
where p is the order of the AR model and 𝜀 is the prediction 
error. 
7) Skewness: The skewness of any signal segment with 
variable value x, having mean µ and standard deviation σ is 
given as 
γ =
𝐸{𝑥 − 𝜇}3
𝜎3
, (7) 
where E is the expectation operator.  
8) Mobility: Mobility is defined as the ratio of the variance 
of the first derivative of the segment x to the variance of the 
segment, given as 
M =
∇(𝑣𝑎𝑟(𝑥))
𝑣𝑎𝑟(𝑥)
. (8) 
9) Kurtosis: The kurtosis of any signal segment with 
variable value x, having mean µ and standard deviation σ is 
given as 
κ =
𝐸{𝑥 − 𝜇}4
𝜎4
. (9) 
The extracted features represent the cumulative correlation 
of a particular gesture varied from subject to subject enabling 
the modeling of a time-series data-set which can be evaluated 
with the help of a learning algorithm. An RNN consisting of 
multiple LSTM cells is suitable for evaluation of such a time 
series. In this work, the features are quantized to 20 levels 
corresponding to their range. Based on this quantization, the 
RNN treats the feature-set as a time series data with each 
repetition of a gesture being a time sample. The output is 
converted to a vector by virtue of one-hot encoding in order for 
it to be compatible with the LSTM cells. The LSTM cells help 
in back-propagating the errors through time and the network 
continues to iterate over a large number of time steps [17]. An 
LSTM cell consists of three gates, namely the input gate, the 
output gate and the forget gate. These gates shape an LSTM cell 
as an analogue storage element. Similar to a neural network 
node, the cells act upon the weights they receive. Since the 
weights tend to modulate layer by layer, these cells adapt and 
learn when to pass the information, block it and make 
predictions.  
Once, the iterative process is complete and the input and 
output gates of all the cells are driven completely, the forget 
gate is activated. The gate clears the storage for avoiding any 
correlation between the processed time-series data and the data 
to be entered. Sequences in the processed time-series may then 
be used to offer predictions which when arranged in a 
consecutive order give rise to a new sequence corresponding to 
the same feature. De-quantization of the generated sequence is 
performed in order to obtain the feature vector. The process is 
then similarly repeated for all the features to generate the 
synthetic data-set 
III. CLASSIFICATION OF HAND GESTURES 
In this work, classification of ten hand gestures is 
considered. As depicted in Fig. 2(a), classification is carried out 
by making use of the proposed master-slave network and its 
performance is compared to a conventional DNN. The proposed 
approach makes use of DNNs which consist of multiple hidden 
layers capable of learning the intricate aspects of data. In the 
master-slave network, learning takes place in two phases, 
forward propagation followed by back-propagation. In the 
forward propagation phase, the DNN takes in the features of 
each gesture as inputs and carries out computations at each node 
by virtue of an activation function, the sigmoid function in this 
case. These computations iteratively update the value of cost 
function, which is used to optimize the network. The activation 
function and cost function can be mathematically expressed as 
g(𝑥(𝑖)) =  
1
1 +  𝑒−𝑥
(𝑖) . (10) 
and 
J(Θ)= -
1
𝑚
[∑ ∑ {𝑦𝑘
(𝑖)
𝑙𝑜𝑔(ℎ𝛩(𝑥
(𝑖)))𝑘 +
𝐾
𝑘=1
𝑚
𝑖=1
 
(1 − 𝑦𝑘
(𝑖)
)(1 − 𝑙𝑜𝑔(ℎ𝛩(𝑥
(𝑖))))𝑘}] .
 (11) 
In (11), ‘m’ is the total number of signals to be classified, ‘K’ is 
the total number of classes, ‘L’ is the total number of layers, 
‘hΘ’ is the hypothesis yielding the prediction ‘y(i)’ 
corresponding to input ‘x(i)’.  
Fig. 2(b) depicts the sequential architecture of the master-
slave network. The network is composed of two multi-layer 
perceptrons arranged in a sequential order. Each DNN in the 
architecture consists of input nodes being equal to the number 
of features and the number of hidden nodes in each hidden layer 
being 1.5 times the number of features. For the sake of reducing 
complexity and computational expense, the number of hidden 
layers has been empirically set to 4.  
The network operates in reverse direction in order to 
compute the errors ‘δ(j)’ at each neuron ‘j’. Computation of 
errors begins from the last hidden layer by simply calculating 
the difference between the output of the layer given as 
‘aj(5)’and the predicted output ‘yj’. Mathematical expressions 
for errors at neurons of last hidden layer and at neurons of other 
layers respectively are represented as 
δj
(5) = aj
(5)
 −  yj. (12) 
δj
(L)=aj
(L)
∗ (1 − aj
(L)
). (13) 
For each iteration in DNN, the input undergoes feed-
forward propagation and back-propagation. The back-
propagated errors are used to update the gradient values used 
during the process of optimization. For each input to the layer 
‘j’ computation of the ‘∆ij’ value results in the new gradient. 
This can be expressed as 
∆ij ∶=  ∆ij  +  aj
(z)
∗ δj
(z)
 ; z ϵ [1,5] (14) 
Dij  =  
1
m
∆ij  +  aj ∗ Θij
(z)
 ; z ϵ [1,5] (15) 
d J(Θ)
dΘ
ij
(z)  = Dij ; z ϵ [1,5] (16) 
The process is terminated when the cost function achieves 
the global minimum, i.e. when the network is optimized. 
Predicted values obtained corresponding to each signal ‘m’ are 
used to compute the classification accuracy. 
 
(a) Proposed master-slave network vs. conventional DNN 
 
(b) Proposed sequential architecture of the master-slave network 
Fig. 2.    Comparison of Master-Slave operation with conventional DNNs 
IV. RESULTS AND DISCUSSION 
Addition of synthetic data results in an improvement in the 
classification accuracy (CA) of the master-slave network and the 
conventional DNN. Performance of the classification models is 
augmented by making use of the synthetic features during the 
training process. Fig. 3 depicts the learning curves of networks 
where CA is plotted with respect to the number of iterations. As 
the number of iterations increases, CA increases non-linearly 
indicating the learning stage of the models. The variations in CA 
for a given model are compared in the absence and presence of 
synthetic data. Final CA values of the models are greater in the 
presence of synthetic data when compared to the CA values in 
the absence of synthetic data, hence validating the efficacy of 
the proposed approach. CA approaches 100% in the case of 
master network at the end of the training phase and improves 
from 89.93 % to 91.47% in the case of slave network and from 
87% to 92.37% in the case of conventional DNN on completion 
of the training phase.  
The performance of the models may also be assessed by 
comparing their convergence with and without the synthetic 
data. Fig. 4 presents the cost convergence of the networks 
varied against the number of iterations. At the end of each 
iteration, the value of cost progresses and reaches a minimum 
value. At the minimum cost value, the model is said to have 
converged and cannot learn any significant characteristics 
beyond this point. Cost of the master network converges to 
zero, as shown in Fig. 4a. In the case of slave network also (Fig. 
4b), the cost converges to zero, but it is 0.064 in the case of 
conventional DNN, as shown in Fig. 4c. Convergence, in the 
case of master network, takes place at a faster rate due to the 
existence of only two classes used during the learning stage. On 
addition of synthetic data, convergence of the models takes 
 
                                                     (a)                                                                (b)                                                                       (c) 
Fig. 3. Learning curves for subject 3 over 150 iterations (a) Master network, (b) Slave network, (c) Conventional DNN  
 
                                                     (a)                                                                (b)                                                                       (c) 
Fig. 4. Cost convergence for subject 3 over 150 iterations (a) Master network, (b) Slave network, (c) Conventional DNN  
TABLE II.  CA VALUES FOR ALL THE SUBJECTS PRIOR TO AND AFTER THE ADDITION OF SYNTHETIC DATA (OBTAINED OVER 150 ITERATIONS) 
 
 
Subject No. 
Master Network Slave Network Conventional DNN 
Without 
Synthetic Data 
With Synthetic 
Data 
Without 
Synthetic Data 
With Synthetic 
Data 
Without Synthetic 
Data 
With Synthetic 
Data 
Subject-1 100% 96.757% 92.008% 93% 88.482% 95.997% 
Subject-2 98.507% 99.25% 91.979% 97% 96.495% 98.496% 
Subject-3 99.502% 98.251% 89.008% 93.33% 85.512% 95.01% 
Subject-4 99.495% 98.008% 81.075% 90.667% 71.559% 85.265% 
 
place in exactly the same number of iterations, thus preventing 
any extra computational expense and providing better CA 
values with the same convergence. 
Improvement in CA for the master-slave network and 
conventional DNN can be obtained for all the subjects by 
making use of synthetic data. Table II enlists CA values 
obtained by using master-slave network and conventional 
DNN, with and without the addition of synthetic data. A peak 
improvement in the master-slave network is observed to be 
from 81.075% to 90.667% in the case of subject no. 4. In the 
case of conventional DNN, peak CA value improves from 
71.559% to 85.265% in the case of subject no. 4 as well. 
Approximately 1% to 9% improvement in CA values is 
observed for master-slave network and 2% to 14% 
improvement for conventional DNN. The enhanced 
performance of the two models when synthetic data is used, 
depicts the suitability of the synthetic data approach. 
V. CONCLUSION 
In order to provide an optimized algorithm capable of 
distinguishing between hand gestures in the Indian Sign 
Language from the sEMG signals, sufficient data is required for 
training a classifier. In this work, static hand gestures recorded 
from wearable sEMG sensors are classified with the help of a 
novel sequential master-slave architecture of DNNs. The 
performance of the network is analysed with regard to a 
conventional DNN. Further augmentation of classification 
process is carried out by leveraging synthetic data generated in 
the form of features by LSTM-RNN. Classification accuracy 
values improve from 1%-9% in the case of master-slave 
network and 2%-14% in the case of conventional DNN. 
Increase in classification accuracy validates the suitability of 
the proposed algorithm.  
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