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1.は じめ に
人間や組織における情報処理過程 を考える際,「情報のあいまいさ」を避 けて通 ることはでき
ない。なぜならば,人 間や組織におけるコミュニケーションを通 して流れる情報には,ほ とん
どの場合 「何 らかのあいまいさ」が介在 してためである。すなわち,我 々の処理する情報が明
確な場合 はきわめてまれであ り,ど のような情報にも一般 にあいまいさが存在する。法律や契
約書 ・注文書 となれば,ほ ぼ確実な情報 といって良いのだが,そ れで も解釈や付随する条件等
についてはあいまいさが残 る[1]。法律の解釈をめぐっての裁判等を考 えれば,こ のことは明ら
かである。本研究 は,こ のような情報に介在するあいまいさを情報理論およびファジィ理諦の
枠組みの中で捉 えるものである。
び
人間や組織の情報処理過程における情報のあいまいさを捉える際に,し ばしば 「エン トロピ
ー」が用いられる。エ ントロピーは,不 確実 な現実に対 して,そ の不確実 さの程度 を定量的に
表すものであり,シ ャノンの情報理論の基礎 となっている。例 えば,与 えられた証拠のみでは
結論が得 られないような拡大推論における一般原理 を確率論的に展開 した ものとして,「最大エ
ン トロピー原理」がある[2]。 この原理は,我 々が不十分な証拠か ら確率分布を推定 しようとす
る場合,証 拠が 「不十分」であることを 「十分」に認識するために,そ の証拠に従 ったすべて
の確率分布の中か ら最大の不確実さを持つ分布を選択 しようとするものである。具体的には,
与えられた証拠 を制約 としてエントロピーを最大化する確率分布を推定することになり,人 間
の情報処理過程の 「偶然性」を捉 えたモデル として位置づけられる。
最大エン トロピー原理の考え方に基づ く,代 表的なモデルに 「一因子情報路モデル」[3]があ
る。 これは当初,消 費者行動の分析を目的として開発 されたモデルであ り,銘 柄選択の際の自
由勝手な行動に注目したところに特徴がある。その後,一 因子情報路モデルは消費者行動 のみ
ならず,人 間が主体 となる選択行動全般に幅広 く応用されるようになった。 このモデルは,人
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間の自由勝手な選択行動 を上記のエン トロピーに よって,ま た各銘柄(サ ンプル)の 特性 に関
する満足感を平均特性値 によって捉えてお り,前 者をなるべ く大きく,後 者をなるべ く小 さく
するような選択確率を推定することを目的 としている。
一方,Zadeh[4]以 来,人 間の情報処理過程における意味面でのあいまいさ(漠 然性)を ファ
ジィ理論 によって捉えようとする試みが数多 くな されいる(例 えば,[5]～[8]等)。 従来の集合
論 における集合(ク リスプ集合)で は,個 々の要素がその集合 に属 してい るか否かを明確に判
別す ることができる必要があったのに対 して,フ ァジィ理論 における集合(フ ァジィ集合)で
は,そ の境界が不鮮明でぼやけているのである。我々の現実の社会では,す べてが明確な表現
がな されているとは限らず,日 常生活での会話で用いる用語には不明確 なものが多い[9]。そこ
で,人 間の行動や意思決定の問題 を取 り扱 う際には,そ の意味に関するあいまいさをファジィ
集合,そ してファジィ理論によって表現することが有効であると考 えられ る。筆者 らも過去に
ファジィ理論の枠組みの中で ファジィ事象の確率,フ ァジィ条件付確率,フ ァジィ・エントロピ
ーを用いた研究([10]～[27]等)を 行ってきた。
これらの筆者の研究の中に,「 ファジィ・エ ントロピーを用いた一因子情報路モデル」[13]が
ある。 これは,上 記の一因子情報路モデルに対して,サ ンプルの特性に関するあいまいさを考
慮 したモデルであり,「 どれを選択するか」についてのあいまいさ(偶然性 に関するあいまいさ)
を確率 によって,ま た各サ ンプルが示す特性のあいまいさ(漠 然性 に関するあいまいさ)を フ
ァジィ集合に対するメンバーシップ値 によって捉 えている。そして,そ れらのあいまいさの二
面性[5],[19]の 総合的な指標 としてファジィ・エ ン トロピーを導入し,上 記の 「自由勝手な選
択行動」の意味する偶然性に,漠 然性 を加味することにより,人 間の情報処理過程 におけるあ
いまいさの二面性を考慮 したモデルへと一因子情報路モデルを拡張している。
本研究では,こ の 「ファジィ ・エントロピーを用いた一因子情報路モデル」を,さ らに 「多
因子」へ と拡張することを試みる。 これは,選 択の対象となるサンプルの持つ特性 を,た だ1
つの因子によって捉 えるのではなく,複 数の因子 によって捉えることを意味す る。すなわち,
サ ンプルを特徴づける情報 を複数の因子について知っている場合 には,そ れ らの情報の中から
1つ の因子のみを抽出して分析を行 うよりも,そ れ らの情報をすべて活用する方が望ましい と
いう考え方に根 ざしている。
具体的には,フ ァジィ ・エン トロピー を用いた一因子情報路モデルにおける
ファジィ ・エン トロピー(1)
平均特性値
の最大化問題 を,本 研究の提案モデル(フ ァジィ・エン トロピーを用いた一因子情報路モデル)
では,
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ファジ転 義齢 蹄 の和(・)
の最大化問題に置 き換えることになる。これにより,複 数の因子を考慮 した もとでの,人 間の
自由勝手な選択行動(偶 然性+漠 然性;フ ァジィ ・エン トロピー)と サンプルの特性に関する
満足感(平 均特性値)の 両面を加味 した選択確率の推定が可能 となる。
さらに,本 研究の提案モデルの適用例 として,シ ステム ・エンジニア(以 下,省 略して 「S
E」 と表すことにする)の 教育方法(メ ーカー講習会,OJT,外 部有料講習会等)に 対する
選択比率[28]の 推定を行 うことにする。そして,本 研究の提案モデルから得 られた選択比率と
実際の選択比率を比較 ・検討する。
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図1.本 研究の位置づけ
2.人 間 の 情 報 処 理 過 程 に お け る偶 然 性 と漠 然 性
人間は,入 力情報 を認知 した とき,何 らかの情報処理 を行い,出 力情報 を生成 している。西
川ら[5],筆 者[19]は,人 間のこの情報処理過程において,偶 然性(ラ ンダムネス)と漠然性(フ
ァジィネス)の 両面でのあいまいさが介在 しているという 「あいまいさの二面性」を指摘 して
いる。それでは,あ いまいさの二面性 を構成するファジィネスとランダムネスの両面を捉える
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には,ど の ような方 法が あるので あろ うかa
この 問題 に対 して西川 ら[5]は,選 択確 率P,の 偶 然性 とメ ンバ ーシ ップ値μの漠 然性 が複 合
した出力情報 の あい まい さを,「 行動 エ ン トロピー」 として位置 づ け,フ ァジィ・エ ン トロピー
Fに よ り以下 の ように定 式化 してい る。
1nF=一 Σ[一P,・k・log(Pl・ μ1)一P且(1一 μ1)log{Pl(1-k)}](3)
ni=1
た だ し,n:サ ン プ ル 数
こ こで,同 一 のサ ンプルにつ いて考 える場合 は,1/nは 定数 とな るの で,除 去 して考 える こと
がで き,こ れ をP,と μ1につ いて整理 す ると,(4)式 のよ うに変換 され る[21]。
　 　
F=一 ΣPi吻gPi+ΣPl・H,(4)
i=1i=1
た だ し,HF一 μ1・loge一(1一 μ1)log(1一 μ1)(5)
(4)式 の右 辺 の第1項 は偶然 性(ラ ンダム ネス)に 関す るエ ン トロピー,第2項 は漠 然性(フ
ァジィネス)に 関す るエ ン トロ ピー を表 して いる。第1項 の偶 然性 に関す るエ ン トロ ピー は,
「何 が起 こるのかa」 につ いてのあ い まい さを表 現 してお り,シ ャノ ンの情報理論 におけ る通
常 の エ ン トロ ピー(;平 均 情報量)に 相 当す る。 したが って,何 が起 こったか を知 った ときに
得 られ る情報量 の平均 を意 味 す る。 また,第2項 は 「サ ンブルiが,フ ァジィ集合 に属 す るの
か属 さない のか ～」についてのサ ンブルi別 のエ ン トロ ピー((5)式)を 選択確 率Plで 重 みづ け
した もので あ り,漠 然 性(フ ァジ ィネス)に 関 す るエ ン トロピーの平均 と解 釈 す る ことが で き
る。
フ ァジィ・エ ン トロ ピーFは,す べ ての選 択確率P1が1/nで 等 しく,す べて のメ ンバ ーシ ップ
値μ1が1/2の とき,logn+1092で 最大 とな る。 これ は,「 どのサ ンプル を選択 す るのか」が最 も
不 明確 で あ り(偶 然性 最大),か つ 「各サ ンプルが ファジ ィ集合 に属 してい るのか否 か」が最 も
不 明確 で あ る(漠 然性最 大)こ とを表 して いる[17]。
3.一 因 子 情 報 路 モ デ ル 、
消費 者の銘柄 選択 の際 の 自由勝 手 な選択 行動 を捉 えたモ デル と して,「エ ン トロピー ・モ デル」
、
[3]が 広 く知 られてい る。 エ ン トロ ピー ・モデル は,こ の 自由勝 手 な選択行 動 をエ ン トロ ピー に
よって表 したモ デル であ り,そ の最 も基 本的 なモ デルが 「一 因子情 報路 モ デル 」で ある。 これ
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は,消 費者の 「各銘柄 を特徴づける特性(例 えば,価 格)に 関する満足感」 と 「自由勝手な選
択行動」の両面を考慮 している点に特徴がある。そして,こ れ らの両面を下記の2つ の仮説[3]
により表現 している。
①大衆 は銘柄 を選択するに当た り,で きるだけ自己の金銭的支出を小さくしたい(一 般的に
は,あ る因子に関してその特性値Xiを なるべ く小 さくしたい)
②大衆 は銘柄 を選択するに当た り,何 の制約 もな く各自の自由意思 によって,で きるだけ自
由勝手な選択 をしたい。.
一因子情報路モデルでは,前 者の仮説を(6)式 の平均特性値Lで,後 者の仮説を(7)式 のエン
トロピーEで それぞれ捉 えている。　
L=Σx、 ・P.(6)
i=1
　
E=一 ΣPi・logP(7)
i=]
　
ただ し,i:銘 柄,x:特 性 値,P:選 択確率(ΣPi=1)
i=1
そ して両者 を考 慮 して,平 均特性 値Lを な るべ く小 さ く,エ ン トロピーEを 大 き くす るため
に,ラ グ ラ ンジ ュの未定乗 数 を用 いて,(8)式 の ように定式化 して いる。　
R=E/L一 λ(ΣP一1)→max(8)
i=1
(8)式 はPiに 関 して上 に凸で あ るた め,Rの 最大値 は(8)式 をPlで 偏 微分 して0と おい た方程
式 を満足 す る。 そ こで,RをPiで 偏微 分 して0と お き,式 を整 理す る ことによ り,
一Xi
Pi=w(9)
λ
た だ し,w=e(10)
が得 られ る。 さ らに,選 択 確率 の和 が1で あ るこ とを利用 して,
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n-Xl
Σw=1(11)
i=1
を満たすwを 数値的に求め,そ れを(9)式 に代入することによ り,(8)式 を満足する選択確率P且
を求 めることができる。
4.フ ァ ジ ィ ・エ ン トロ ピー を用 い た一 因 子 情 報 路 モ デ ル
通常の一因子情報路モデルで用いられる特性値 は,価 格 ・時間に代表 される明確(ク リスプ)
な情報 として与 えられ,
エ ン トロピー1/平 均特性値U(12)
を最大化する選択確率 を推定するモデルであったが,こ の特性値が 「てま」,「むずかしさ」の
ようにあいまいな情報 として与 えられることも多い ものと思われる。
そこで,筆 者 らは従来の研究[13]に おいて確率変数xを,「 てまのかかる商品の集合」といっ
た,そ の境界がぼやけている集合(フ ァジィ集合)に 対す るメンバーシップ値μに置 き換えたモ
デル を提案 している。 この場合,通 常の一因子情報路モデルの仮説① と②は,あ いまいさの二
面性(偶 然性 と漠然性)を 加味した下記のような仮説へ と拡張される。
①人間や組織は対象 となるサンプルを選択するに当たり,で きるだけその特性値(メ ンバー
シップ値k)を 小さ くしたい
②人間や組織は対象となるサンプルを選択するに当たり,何 の制約 もな く各自の自由意思 に
より,偶 然性 と漠然性の両面についてできるだけ自由勝手な選択をしたい。
具体的には,(12)式 を(13)式 に置 き換えることになる。その際,分 母の平均特性値Uは,メ
ンバーシップ値の平均であると同時に,フ ァジィ事象の確率(上 記の例でいえば,て まのかか
る商品である確率)を 意味する。
ファジィ・エン トロピーF/平 均特性値U(13)
そ こで,前 節 と同様 に(13)式 の最大 化問題 として,(14)式 の ように定式化 してい る。
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R;F/L一 λ(ΣPr1)→max(14)
i=1
(14)式 を最大化 す るPlを 求 め るため に偏 微分 して0と お き,λ を消去 してWニ ⑳[F/L]
とお けば,次 の よ うに簡 単 な式 に変換 され る。
一μI
Pi=⑳[Hi]・W(15)
したがって,(16)式 を満たすWを 数値的に求め,そ れを(15)式 に代入すれば,選 択確率P,の
推定値を得 ることができる。
n一 μ
Σ ⑳[Hl]・W=1(16)
i=1
(15)式 を(9)式 と比較 す る と,フ ァジィ・エ ン トロピーを用 いた一 因子情報路 モ デルか ら得 ら
ヴ
れる選択確率は,通 常の一因子情報路モデルの選択確率に対 して,eのHl(漠 然性に関するエン
トロピー)乗 で重みづけしたものであり,自 然な拡張形 となっていることがわかる。
5.本 研 究 で提 案 す る 「フ ァジ ィ ・エ ン トロ ピー を 用 い た 多 因 子 情 報 路 モ デ ル 」
前節の 「ファジィ ・エン トロピーを用いた一因子情報路モデル」は,各 銘柄 を特徴づけるあ
いまいな特性(例 えば,て まの大きさ)と して,1つ の因子だけ考慮 していたが,本 研究では
このような因子 を複数個(m個 の因子)考 慮 した場合のモデルを考 えることにする。そして,
このモデルを 「ファジィ ・エン トロピーを用いた多因子情報路モデル」 と呼ぶことにする。
そこで,一 因子情報路モデルの2つ の仮説 を次のように拡張する。
①人間や組織 は対象 となるサ ンプルを選択するに当た り,考 慮すべ き複数の因子に関して,
それらの特性値(メ ンバーシップ値μ)の 和をなるべ く小 さくしたい
②人間や組織 は対象 となるサ ンプルを選択するに当た り,何 の制約 もな く各自の自由意思に
より,偶 然性 と漠然性の両面についてできるだけ自由勝手な選択をしたい。
具体 的 には,① の仮説 を 「平均特性 値 の和 」 によって,ま た② の仮 説 を 「ファジ ィ ・エ ン ト
ロ ピーの和」 に よって捉 える ことにす る。 したが って,(13)式 の分子 の ファジィ ・エ ン トロピ
ー を 「ファジ ィ ・エ ン トロピー の和 」 に,ま た分母 の平均特性値 を 「平均 特性値 の和 」 に拡張
す る こ とにな る。 この ことは,(13)式 を(17)式 に置 き換 える ことを意味 す る。
「
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フ ァジ ィ・エン トロピーの和/平 均 特性値 の和(17)
ここで,メ ンバー シ ップ値μij(j:因 子,j・1,2,…,m)が 与 えられ て もの とす れ ば,因 子j
につ いての フ ァジィ ・エ ン トロ ピーFjは,次 式 に よって与 え られる。
　 　
Fj=一 Σpi・logP,+Σpi・Hij(18)
i=1i=1
た だ し,H,;_一 μlj・logs;一(1一 μ且j)10g(1一 μlj)(19)
(18)式 を因子jで 足 し込 めば,フ ァジ ィ ・エ ン トロピーの和F*は 次式 の ようにな る。
　 　 　 　
F*=ΣFj=Σ{一 ΣPl・loge;+ΣPi・H、j}
j=1jニ1i=1i=1
　 　 　
=一mΣPl・logP,+Σ ΣPi・H;(20)
i=1」=1i=1
一 方,因 子 別 の平均 特性値 をLjと すれ ば,平 均 特性 値 の和L*は 次 の よ うにな る。 この とき,
前節 のモ デル(フ ァジィ ・エ ン トロピー を用 いた一 因子情報路 モデル)と 同様 に,Ljは 因子j
につい ての平均特性値 を意 味す る と同時 に,因 子jに 関す るフ ァジ ィ事 象の確率 を意味す るこ
とに なる。
　 　 　
L*=ΣLj=Σ Σ μ、j・Pi(21)
j-1j=1i-1
そ こで,前 節 と同様 に(20)式 の最大化 問題 として,(22)式 の ように定 式化す る。　
R*=F'/L*一 λ(ΣPr1)→max(22)
i=1
(22)式 を最大化す るPiを 求 め るた めに,偏 微 分 して0と お く。
　 　
一(mlogP+m一 ΣHl」)L*一 Σ μ1j・F*
≦壁=j=1j=1λ=0(23)
δPi(L*)2
(23)式 の方程 式は,そ れぞれ のiに 関 して合 わせ てn本 得 られ る。 そ こで,そ れぞれ の方程
式 に,P.を か けてた し込 む こ とに よ り,(24)式 が得 られ る。
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一 ΣPl(mlogPl+m一 ΣHi」)L'一 ・F*ΣPiΣ μ」
i;1j-1i=1j;1n
(L*)2
とな り,こ れ を整 理す れば,
　 　
logP,=ΣHlj/m一 Σ μi・F*/(mL*)(27)
j=1j・1
が 得 ら れ る 。 した が っ て,選 択 確 率P亘 は,
　 　
PF吻[ΣHlj/m一 Σ μij・F*/(mL*)](28)
j=1j-1
を満た す。 ここで,V=吻[F'/(m・L*)]と お けば,(28)式 は簡単 な形 に変換 され る。
　
一Σ角」
mj・l
Pl=ゆ[ΣHlj/m]・V(29)
」;1
したが って,(30)式 を満たすVを 求 め,そ れ を(29)式 に代入 すれ ば(22)式 を満 たす選択 確率
Plの 推定値 を得 る こ とが で きる。
nmk*1
Σ ⑳[ΣH,」/m]・V=1(30)
i;1j-1
　
ただ し,μ*i=Σ μj(31)
j=1
(30)式 を(16)式 と比 較す ると,フ ァジ ィ ・エ ン トロ ピー を用 いた一因子情 報路 モデルのHlを
(・ ・)・ 一 λ吾P・
;(F*一m)/L`一F*/L'一 λ
=一m/L零 一 λ=0(24)
∴ λ=一m/L`(25)
さ ら に,こ の λ を(23)式 に 代 入 す れ ば,
　 　
一(mlogP、+m一 ΣHij)L*一 Σ μ,」・F*+mL*
」=1j-1=0(26)
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H,の 平均 に,ま たμ、をμ*、(μijの和)に それ ぞれ置 き換 えた もの であ り,(16)式 の 自然 な拡張形
とな ってい る ことがわか る。
6.フ ァジィ・エントロピーを用いた一因子情報路モデルと
多因子情報路モデルの定性的比較
ここでは,本 研究で提案 したファジィ・エン トロピーを用いた多因子情報路モデル(以 下 「モ
デル1」 と呼ぶことにす る)と ファジィ・エントロピーを用いた一因子情報路モデル(以 下 「モ
デル2」 と呼ぶ ことにする)に ついて,人 間の情報処理過程に対するそれ らのアプローチの側
面か ら比較 ・検討する。
モデル2は,人 間の意思決定の際の要因 となる多 くの因子の中か ら,分 析の主眼 となる(特
徴的あるいは重要な)1つ の因子のみに注目したモデルである。 この 「1つ の因子」に注目し
た意思決定」は,モ デル2の 仮説①によって表現 されている。したがって,こ のモデルにおい
ては仮説① にしたが った意思決定を 「合理的な意思決定」 として捉 えている。
しか し,そ れのみでは最 も優れた特性 を持つ(最 も特性値 の小 さい)サ ンプルの選択確率が
1,他 のすべてのサンプルの選択確率が0と なってしまい,現 実のバラツキを持った選択確率
を模写するのには不十分である。そこで,現 実との乖離 を埋めるために,仮 説②で 「自由勝手
な選択行動」を設定 している。仮説② にしたがった選択行動は,意 思決定の際に偶然性 と漠然
性の両面でのあいまいさが大きいとい う意味から 「ファジィ ・エン トロピー」により定式化さ
れている。 この点において,仮 説②がファジィ ・エントロピーを用いたモデルの特徴を端的に
表しているということになる。そこで,モ デル2は,仮 説①で注目した一因子に対 して,フ ァ
ジィ ・エン トロピー という1つ の指標を対立させたモデルとして位置づけられる。
ここでは,こ の 「自由勝手な選択行動」 と 「ファジィ ・エン トロピー」について もう少 し掘
り下げて考 えてみると,注 目した一因子以外のさまざまな因子が及ぼす影響が,フ ァジィ ・エ
ン トロピー という1つ の指標 によって表現されていることがわか る。なぜなら,分 析対象 とな
る選択行動が,本 当に1つ の因子のみによって決定され るとすれば,仮 説①のみで十分だから
である。それは,注 目した一因子のみでは表現しきれない他のさまざまな因子の影響 を 「一 ま
とめ」 にしてファジィ ・エン トロピーで表 しているという見方を意味する。
そこで,モ デル2は 次のような場合に有効である。
● 注 目した一因子がそれ以外のすべての因子に比較 して特 に重要な場合
● 一因子以外には,何 が選択行動に影響を与える要因であるかはっきりしない場合
● 一因子以外には,デ ータを得ることが困難な場合
● 「仮 に一因子のみに注 目した場合」 という仮定の もとで,選 択行動の分析 を行いたい場合
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しか し,一 因子以外 にも明 らかに選択行動に影響 を及ぼす因子が存在 し,か つそのデータが
入手可能な場合には,何 も一因子のみに限定する必要はなく,複 数の因子を考慮 したモデルを
あてはめる方が適当であると思われる。 このことは,仮 説①の一因子 を 「複数の因子」に拡張
することを意味する。その際,次 の2つ の立場に立 ったモデル化が考 えられる。
その一つは,一 因子以外 にも選択行動に影響 を及ぼす要因を考慮 したので,「自由勝手な選択
行動」を表す仮説②は必要なくなるという立場である。すなわち,モ デル2で は注目した1っ
の因子以外の因子の影響 を,仮 説② に基づ くファジィ ・エントロピーが吸収 していたため,こ
の仮説が必要であったのであって,他 の因子も考慮 に入れたとすれば,こ の仮説 を考慮する必
要 はないとする考え方である。
もう一つは,複 数の因子を考慮 した としても,人 間の意思決定に影響 を与える因子をすべて
考慮することは不可能であるため,複 数の因子をモデルに組み込んだとしても,仮 説② はやは
り考慮すべ きであるという立場である。前者の立場 は多 くの因子を考慮 した場合 に妥当性 を持
ち,後 者は比較的少数個の因子 を考慮 した場合に説得力があるため,単 純 な優劣比較は危険で
ある。
ただ し,両 者の どちらであっても(考慮する因子数が多 くても少な くても),す べての因子を
考慮することは不可能であ り,考 慮 しきれなかった因子の影響が残ることは否定できない。そ
こで,本 研究では,考 慮 しきれなかった因子の影響 をファジィ ・エントロピーによってモデル
に組み込むという,モ デル2と 同様 のアプローチを取 ることにしたのである。 これにより,本
研究の提案モデル(モ デル1)は,モ デル2の 仮説① を複数の因子に拡張 し,ま た,仮 説②を
表現するためのファジィ ・エ ントロピーを,あ いまいな特性 を持つ複数の因子に拡張すること
になる。本研究で提案 した 「ファジ ィ ・エン トロピーを用いた多因子情報路モデル」は,こ の
ような考え方に基づいている。
7.適 用例 に よる分析
7.1分 析方法
ここでは,本 研究の提案モデルの簡単な適用例 として,1991年 に日本生産性本部が行った「情
報 システム要員の育成 に関するアンケー ト調査」[28]の データの一部 を用いて,SE教 育方法
(メーカー講習会,OJT,外 部有料講習会等)の 選択比率 に関する分析 を行 う。上記のデー
タ(SE教 育訓練の方法,選 択数)お よび分析に用いる因子,メ ンバーシップ値 は表1の 通 り
である。 この選択数は,優 先順位付 きの複数回答から,優 先順位1位 の教育方法の回答数 を集
計 した ものである。
まず,SE教 育方法の選択比率 について簡単に検討 してお くと,最 も多いのが 「OJT」 の
43.0%で あり,次 いで 「メーカー講習会」の26.8%,「 外部有料講習会」の14.3%の 順 となって
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い る。メー カー講習会 と外部有料講 習会 はoffJTと して位置 づ けられ るた め,OJTとoffJT
をほぼ半々 の比 率 で選択 して いる こ とがわか る。 これ は,筆 者 らが従来 の研究[29]で 主張 して
い る 「職場 内 コン ピューテ ィング(OJC;OntheJobComputing)の教育訓練 はOJTに よ
って行 うべ きで あるのに対 して,職 場外 コンピューテ ィング(offJC:offtheJobComput・
ing)の 教育 訓練 にはOJTとoffJTの両方 が必要 で ある」 とい う,offJCの ための教育訓練
の二面性 と整 合的 である。た だ し,こ こで い う 「OJC」 とは,情 報 シス テム部 門以外 の一 般
のユ ーザ ー部 門 の職場 内で実務担 当者 がPC&LANを 活用 して自律 的 に行 う情 報処理 を意 味
し,「offJC」 は,情 報 システ ム部 門(一 般 のユ ーザー部門 か ら見 て 「職場外 」)の スペ シャ リ
ス トが行 う情 報処理 を意 味す るため,こ こで取 り扱 うSE教 育 は 「offJCの ための教育訓練 」
に相 当 す る。 したが って,offJCの た めの教育 訓練 で は,情 報 システム部 門 の職 場 内での 技
術,知 識 の継承 と同時 に,職 場外(講 習会,研 究会 等)で の専 門性 や新 規性 の高 い技術,知 識
の吸収 が必要 なので ある。
表1.SE教 育方法の選択数 とメンバーシ ップ値
選択数 メンバーシップ値
SE教 育方法
実数 比率 手軽さ 専門性 コ ス ト 時間 体系
メーカー講習会 137 0,268 0.3 0.9 0.4 0.8 0.9
OJT 220 0,430 0.9 0.7 0.1 0.1 0.2
外部有料講習会 73 0,143 0.2 0.9 0;8 0.7 0.9
社内講習会 36 0,070 0.4 03 03 0.5 0.2
自己学習の促進 36 0,070 0.3 0.1 0.2 0.2 0.2
部署内の勉強会 10 0,020 0.4 0.1 0.2 0.9 0.1
(SE教 育方法 と選択数は,日 本生産性本部 「情報 システム要員の育成 に関する調査研究報告
書」[28]を 引用,比 率は 「その他」 と 「回答なし」の数を除いた合計数で各選択数を除 した も
の)
そこで,表1の データに本研究の提案モデルを適用して,SE教 育方法(メ ーカー講習会,
OJT,外 部有料講習会等)の 選択比率を推定する。その際,手 軽 さ,専 門性,体 系(的 教育)
の3つ の因子 は,メ ンバーシップ値が大 きい方が望 ましいため,分 析 には,1か らメ.ンバーシ
ップ値 を減 じた値(1一 μj;こ れは,フ ァジィ集合の補集合 に対するメンバーシップ値 に相当
する)を 用いることにする。 また,モ デルのフィットネスを本研究の提案モデル と比較するた
めに,各 教育方法(サ ンプル)に ついて複数の因子のメンバーシップ値 を足 し込んだ値μ㍉を通
常の一因子情報路モデルに入力した場合の分析を合わせて行 うことにする。そして,選 択比率
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の実績 値 に対 す る,本 研 究の提案 モ デル と通常の一 因子情報路 モ デル の フィ ッ トネス を比 較 ・
検討 す る。
7.2分 析結果
上記の2つ の方法によって推定 した選択比率(表2と 図2)と,目 的関数(フ ァジィ・エ ント
ロピーの和/平 均特性値の和)の 値 を以下に示す。
表2.選 択比率の推定結果
SE教 育方法 実績値 本研究 一因子
メーカー講習会 0,268 0.20] 0,197
OJT 0,430 0,371 0,339
外部有料講習会 0,143 0,134 0.14E
社内講習会 0,070 0,105 0ユ06
自己学習の促進 0,070 0,103 0,115
部署内の勉強会 0,020 0,086 0.09E
ファジィ・エントロピーの和/平 均特性値の和
{査爵輩得総 価:i:嘉1,
7。3考 察
表2お よび図2よ り,本 研究の提案モデルの方が,通 常の一因子情報路モデルよりも選択比
率の実績値に近い推定値 となっていることがわかる。 この結果は,人 間や組織の意思決定 にお
いて,偶 然性 に関するあいまいさのみならず,漠 然性に関するあいまいさも重要な視点 となる
ことを示唆するものであると考 えられる。本研究の提案モデルの方が実績値に近い結果 となっ
ているのは,通 常の一因子情報路モデルよりもサンプル(教 育方法)間 の選択比率のバラツキ
が大 きいことが,実 績値の傾向に合 っているためである。すなわち,μ ㍉の小さいサンプル には
通常の一因子情報路モデルよりも大 きい選択比率が,ま たμ*iの大 きいサンプルにはより小 さい
選択比率が与 えられている。 これは,筆 者の従来の研究[1],[13],[17]に おいて,フ ァジィ・エ
ン トロピーを用いた一因子情報路モデルのサンプル(銘 柄)間 のバラツキが通常の一因子情報
路モデルのバラツキよりも大きい結果 となっていることと同様の結果である。 したがって,本
研究の提案モデル についても,フ ァジィ・エン トロピーを用いた一因子情報路モデル と同様 に,
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図2.選 択比率の推定結果
目的関数の分子の偶然性に関す るあいまいさに漠然性に関す るあいまいさが加わることにより,
分母 の平均特性値の影響が相対的に大 きくなるため,サ ンプル間のバ ラツキが大 きくなる とい
う解釈が成立する。
ただし,本 研究の提案モデルによって推定した選択確率は,一 因子情報路モデルよりも実績
値 に近 いだ けであって,実 績値によくフィットしているといえるほどの精度ではない。 これは,
本研究の提案モデルが回帰系のモデルではない,す なわち外的基準を持たないため,外 的基準
に近づけるように(例 えば,最 小二乗基準や最大尤度基準),パ ラメータを推定するわけにはい
かない ことに起因している。いいかえれば,本 研究のモデル は,選 択比率が未知の ときに,こ
れを仮説① と② に基づき強引に推定 しようとするモデルであ り,外 的基準に近づけるようにパ
ラメータを推定する回帰系のモデルのようなフィットネスを期待することにはむ りがあるわけ
である。 このような 「近づけるべき基準がない」 という本研究の提案モデルの性格を考慮する
と,こ こで得 られた選択比率は比較的良好な結果 として捉えることができる。 さらに,本 研究
の提案モデル と同様に外的基準 を持たない通常の一因子情報路モデルとの比較において,本 研
究のモデルの推定値の方が実績値に近いことか らも,上 記の見方は支持される。
また,目 的関数である 「ファジィ・エン トロピーの和/平 均特性値の和」を一因子情報路 モデ
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ルと比較すると,当 然の結果ではあるが,本 研究の提案モデルの方が大 きい値 となっている。
以上の結果 より,選 択比率の分析の際にその実績値(外 的基準)の データを常 に所有 してい
るとは限 らず,そ のような場合の 「強引」 な分析に,本 研究の提案モデルは有効 な選択肢の一
つとなりうるものであることがわかる。
8.お わ りに
本研究では,筆 者の従来の研究[13]に おける 「ファジィ ・エ ントロピーを用いた一因子情報
路モデル」を,「多因子」へ と拡張するために,新 たに 「ファジィ・エン トロピーを用いた多因
子情報路モデル」 を提案 した。 これは,選 択の対象 となるサンプルを特徴づける情報を複数の
因子について知っている場合 には,そ れ らの情報の中から1つ の因子のみを抽出して分析を行
うよりも,そ れらの情報 をすべて活用する方が望ましいという考 え方に根ざしたモデルである。
具体的には,フ ァジィ ・エン トロピーを用いた一因子情報路モデルにおける 「ファジィ・エ
ントロピー/平 均特性値」の最大化問題を,「 ファジィ ・エン トロピーの和/平 均特性値の和」
の最大化問題に置 き換え,こ れを最大化する選択確率 を推定する方法を提示 した。そして,本
研究の提案モデルの解が,フ ァジィ ・エントロピーを用いた一因子情報路モデルの自然 な拡張
形 となっていることを示 した。 これによ り,複 数の因子を考慮したもとでの,人 間の自由勝手
な選択行動(偶 然性+漠 然性;フ ァジィ・エン トロピー)と サ ンプルの特性 に関する満足感(平
均特性値)の 両面を加味 した選択確率の推定が可能 となった。
さらに,本 研究の提案モデルの適用例 として,SEの 教育方法(メ ーカー講習会,OJT,
外部有料講習会等)に 対する選択比率[28]の 分析 を行い,選 択比率の実績値 に対する,本 研究
の提案モデル と通常の一因子情報路モデルのフィッ トネスを比較 ・検討 した。その結果,本 研
究の提案モデルの方が,通 常の一因子情報路モデルよりも選択比率の実績値に近い推定値が得
られ,人 間や組織の意思決定において,偶 然性 に関するあいまいさのみな らず,漠 然性に関す
るあいまいさも重要な視点 となることを示唆 した。
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