




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In this paper we obtain estimates for the decay at innity of certain oscillatory integrals related
to the Fourier transform of surface carried measures. Let D  R
n+1
be a compact domain with












dx; r 2 R
+





is a unit sphere in R
n+1
centered at the origin and (x; ) is the inner product of the
vectors x and :
Let S denote a smooth hypersurface in R
n+1
with Gaussian curvature K and an element of
surface measure d: We x a smooth function  with compact support in S and consider an









d; r 2 R
+
;  2 S
n
; (1:2)




A critical point is such a point ! 2 @D(S) so that n
!
= : It should be noted that by






(r) when r gets large







(r) (when r gets large ) depends on the geometric properties of @D and S (see
[St]). If D is a strictly convex domain (i.e. @D is a smooth hypersurface with positive principal




) (as r ! 1). Moreover, the last asymptotic equality
holds uniformly with respect to  2 S
n
: By the analogy if the Gaussian curvature of the surface






) (as r!1) (see [He]).
The behavior of the integrals (1.1) and (1.2) was studied for the cases:
(a) when the domain D is strictly convex by Hlawka , Herz. Note that in this case for any
xed  2 S
n






















(b) when D is convex possesses an analytic boundary by Randol [R1, R2]. Randol proved the













) for some " > 0;
(c) when D is a convex domain and has suciently smooth boundary and the boundary has no
tangent lines of innite order by Svensson [S]. Svensson proved the analogue of Randol results,















where B(!; ) is a ball on @D and (B(!; r
 1
)) is a measure of the ball B(!; r
 1
): Note that if








(d) Varchenko [V] showed that, although for compact domains with smooth boundary the de-
pendence of the Fourier transform of the indicator function on the direction can be complicated
but, "on the average" it behaves as the Fourier transform of the indicator function of a ball;




(r) for the case of plane convex curves. L.
Brandolini, L. Colzani and G. Travaglini [BCT] considered the estimation of u^
D
(r) by some
measure in the case of when D is a polygon;
(f) Sogge and Stein ([SS1, SS2] considered oscillatory integrals with mitigating factor and proved







 (x)d = O(r
 n=2
) (as r ! +1)
holds, whenever q  2n;
(g) Cowling, Disney, Maukeri and Mueller (see [CDMM], [CM]) showed that if S is a convex





a(X) (x)d = O(r
 n=2
) (as r ! +1)
holds, whenever a is smooth and it satises the following condition: ja(x)j  cjK(X)j
1=2
: In
particular, if a(X) = K(X) then we have the last asymptotic estimation.






(r) is dierent from these estimations for
the non-convex domains and when Gaussian curvature of the surface is vanishing.
First, we assume that for any  2 S
n 1





(); : : : ; !
k
(): The number of such points i.e. (the number k) depends on : According
to [BNW] and [CDMM] consider a "ball"





is a tangent plane of S at the point !:
Proposition 1.1.There exists a surface S 2 R
3
which is in generic in R
3



























The proof of Proposition 1.1 follows from [I2, Theorem 2.1] (see also [Pop]).
Our main results are the following Theorems.
3
Theorem 1.2. Let S  R
n+1


























Note that [CDMM] considered an example which indicated sharpness of Theorem 1.2 in the
case of n = 2:
Theorem 1.3. Let n  3; S  R
n+1


























This paper is organized as follows.
In x2 we consider Vitali type covering of the surface S by using principal curvatures of the
surface. In x3, we prove local estimations for damping oscillatory integrals related to Lagrangian
manifolds. In x4, we obtain estimations of some one-dimensional oscillatory integrals. Finally,
in x5, we prove our main results.
x2. Decomposition of the surface S into balls.
Let S  R
n+1
be a smooth hypersurface and let the system of coordinates be xed in R
n+1
:
Then we have one-to-one correspondence between the points of U  R
n
and the points X 2 S:
Let X
0
2 S be a xed point of the surface . We consider the covering of S \ fX : K(X) 6= 0g
in a small neighbourhood of the point X
0
: Without loss of generality we may suppose that the
surface S is a graph of some smooth function f; and X
0
= (0; 0): So, we assume:
S = fX = (x; f(x)) 2 R
n+1
: x 2 Ug;
where U is a neighbourhood of zero in R
n
: In fact, we consider the covering of the set U
0
=




is a projection along the x
n+1
axis. For




(x); : : : ; 
n














(x)j for any k =
2; : : : ; n:





etc. will denote other bounds, which are small and do not depend on parameters
(0 <   1) (where   jj is a radius of the ball) and t(0 < t < 1) (t is an oscillation
parameter). Denote by B
x






is a ball centered at x
4
and has a radius cj
1
(x)j; where c is a small positive. The number c depends only on C
3
norm
of the function f:
The following Lemma is needed for the sequel.





















Proof of Lemma 2.1. Without loss of generality we can assume that
x = 0; f(0) = 0; rf(0) = 0: We represent the function f (after a possible rotation of the














































norm of f: It is easy to see that if jxj < cj
1
j and c is suciently small
positive then there exists a positive number c
3






































j; i; j = 1; n
hold. Moreover, we may suppose that c
3


















































































depend only on C
3
norm of the function f; therefore
we can choose the constants such that the inequality (2.1) holds uniformly with respect to
x 2 U
0
: This completes the proof of Lemma 2.1.
Note that the 
1
(x) is a continuous function. Let c
3
< 1 be a xed positive close to one


























; : : : ; B
k
(k  1)
be balls to be chosen. We will choose the ball B
k+1












































It should be noted that the sequence of balls fB
k
g may be both nite or innite number. If





)! 0 as k !1:






(where c is a positive number chosen from Lemma 2.1) be a xed





























(ii) the collection fB
0
k
g has a bounded overlap property: there exists an N so that no point is





















)j and the ball B
0
k
















: Let x 2 U
0
be a xed point. If x 2 B
k
for some k then
there is nothing to prove. We may assume that x =2 B
k
for any k: Consider a ball B
x
centered






(x)j): Note that 
1
(x) 6= 0; since x 2 U
0
:






6= ;: Let B
k
be such a ball with minimal



























































Finally, we show the bounded overlap property: there exists an N so that no point is
contained in more than N of the balls among fB
0
k
g: One can see this by a packing argument






; : : : ; B
0
N
contain x; by Lemma 2.1 they all have a radius comparable
to j
1
(x)j; and so their union is contained in a ball
~
B centered at x of radius comparable to
j
1




; : : : ; B
N
are disjoint, they have a radius of comparable sizes,
and their union is also contained in
~








B gives us a
bound for N: As a result (iii) also holds, since the sum then represents essentially the  measure
of a bounded set. In fact, it is bounded by (U
0
) + const: This proves Lemma 2.2.
x3. On the estimation of damping oscillatory integrals with
elliptic singularities.
Let S be a smooth n dimensional manifold and T










S n f0g; where
T

S n f0g = f(x; s) 2 T

S : x 6= 0g:
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Following [D], [Pa] denote by C












Consider the non-degenerate phase function (x; s) which is homogeneous with respect to x
i.e. (tx; s) = t(x; s)(t > 0): Let C














 : (x; s) 7! (x; d
s
(x; s)):








S: Denote by 
c




: Following [D] and [Pa] we call it a
contact Lagrangian manifold.
Let L : 
c
7! S be associated to the Lagrangian map. Denote by J() Jacobian of the map.









The following proposition is needed for the sequel.






be a xed point and the phase function (x; s) be
R
+
equivalent (Lagrangian equivalent) to R
+
versal deformation of elliptic singularity in some































(k  4); E
k
(6  k  8) [AGV].
First, we consider the estimation of damping oscillatory integrals with phase function having
singularities of type A
k
: These singularities have a codimension one. For this reason, we consider
one dimensional oscillatory integrals.
Let P (x; s) be R
+












+   + s
n 1
x


















First we prove the following Lemma.











Proof. Lemma 3.2 is proved by the induction method over n: For the case of n = 1 the
required estimation easily follows from the Van der Corpute Lemma (see [AKCh], [Va], [I1] ).






x; Note that if s
1
= 0
then the estimation (3.3) follows from Van der Corpute type estimation (see [E]). Let s
1
6= 0:




































Note that if sgn(s
1
) = 1 then the phase function p
1
(x; s) has no critical points. For the
sake of being denite we consider the case sgn(s
1
) =  1: In this case the phase function has









 ( 2; 2); supp'
2
 (1;1) and supp'
3
 ( 1; 1):




























where k = 1; 2; 3:
Let us consider the estimation of I
3
















































for any x  1: By using the generalized Van der Corput










The oscillatory integral I
2
(t; s) is estimated by the analogy and one has the same estimation.
Finally, consider the estimation of the integral I
1
(t; s): Note that the phase function of the
oscillatory integral has only non-degenerate critical points. Therefore we can use the Generalized
Van der Corpute estimation and get the required inequality (3.3) for the case of n = 2 (see
[AKCh], [I1]).
Now, assume that n > 2 and the assertion of Lemma 2.2 have proved for all cases k  n  1:















: (s) = 1g be a quasisphere. First, we consider the estimation of integral (3.2) for




: If s = s
0
is a xed point then the phase function
p(x; s
0
) has critical points x
0






 n   1 and  = 1; : : : ; q: Moreover, if
S(s
0
) is a bounded neighbourhood of the point s
0
then the set of critical points of the phase








g associated to the covering
( M   1;M + 1) \ (R n [ M;M ]) of R: With the help of this partition of unity the oscillatory















(x)dx; k = 1; 2:
First, consider the estimation of the integral I
2














and its derivatives are uniformly bounded. Let us
write the integral I
2
(t; s) as the sum of two integrals:
I
2
(t; s) = I
21

























































Now, consider the estimation of I
22


















































; s)j  c > 0 for any x 2 (M
(n+1)=2
;1) and s 2 S
0
: In addition,
we obviously have V ar[a
1
(x; s)]  cka(:; s)k
V
:










In the same way it follows the required estimation of the integral I
21
(t; s):
Furthermore, we consider the estimation of the oscillatory integral I
1
(t; s): It is well known

























such that the phase function p(x; s) can be reduced to the form
F






















; : : : ; 
l







) = 0; j =
1; : : : ; l


































be a partition of unity
subordinate to this covering. By using this partition of unity the oscillatory integral I
1
(t; s) can















(x)dx;  = 0; 1; : : : ; q:
Note that the support of the amplitude function of the integral I
10
(t; s) contains no critical
points of the phase function; hence for the integral we have:
jI
10







Now, consider the estimation of the integral I
1
(t; s) for the case of   1: We already know
that the phase function p(x; s) of the integral I
1
(t; s) is reduced to the form (3.4) on the support
of h

: By using covariant property of the Jacobian of a Lagrangian map we obtain the same
integral as (3.2) with l






































where  = 1; 2; : : : ; q:





set, there exists a neighbourhood
U
"
= f1  " < (s) < 1 + "g
of the quasisphere (where " is a positive number ) such that for the integral (3.2) we have the
estimation (3.3). It should be remarked that the estimation (3.3) can be obtained as above (as
the integrals I
21
(t; s) and I
22
(t; s) were estimated) for the case of s = 0 (see [E]). For the same
reason, we consider the bound of the integral (3.2) for s 2 R
n 1
n f0g: We make a change of
variables x 7! 
1
n+1
x in the oscillatory integral (3.2) and obtain:
























; therefore  2 K
S
:



















: This completes the proof of Lemma 3.2.
It is well known that the elliptic singularitiesD
k
(k  4) and E
k
(6  k  8) have codimension
two (see [AGV]). In this case we consider two-dimensional oscillatory integrals. Let p(x; s) be a
deformation of the elliptic singularities of the form:



















of the singularity , M is the maximal ideal of the












The next Lemma is an analogue of Lemma 3.2.
Lemma 3.3. If p(x; s) is the phase function dened by (3.5), then for the oscillatory integral














Lemma 3.3 can be proved by the analogy of Lemma 3.2 (see [I3]).
Proof of Proposition 3.1. If the phase function (x; s) is equivalent to R
+
versal defor-
mation of the elliptic singularities. Then up to dieomorphism we can write











; s) is a polynomial dened by (3.5) and q(x
00
) is a non-degenerate quadratic form
of variables (x
2
; : : : ; x
n
):
Note that the following identity






















a(x; s)jHess p(x; s)j
q
dx:
Finally, by using the stationary phase method (see [Ho]) or the Van der Corput type esti-
mation and by using Lemma 3.3 we get the proof of Proposition 3.1.
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) be an amplitude

















The next Lemma is needed for the sequel.







holds, where V ar[a(:; s)] is a total variation of the amplitude function a on R:




be a xed point. We prove that the constant c in the
estimation (4.2) depends only on C
3
norm of the function f: We use the method of Sogge-Stein





















) 6= 0 for any x 2 (; ): For the






































) = ; for any k 6= l;





















































































































































where c is an absolute constant, kk
V
= j(a)j+ V ar
b
a
[] is a variation norm (see [Va] [AKCh],




















where c is a constant depending only on the C
3
norm of the function f(:; s
0
) which is uniformly
bounded with respect to s
0










Note that the inequality ka(:; s)k  V ar
b
a
[a(:; s)] is fullled, since a(:; s) is a smooth function
with compact support. Arguing as above we arrive to proof of Lemma 4.1.
Now, we will formulate the Lemma on the Weierstrass-Malgrange preparation theorem (see
[Hi], [M], [I4]). Let f : (R  R
n
; 0) 7! (R; 0) be a real analytic function.
Lemma 4.2. There exists a real analytic manifold Y and a mapping  : Y 7! R
n
which
is the composite of a nite sequence of blowing-up with smooth analytic centers such that for
every point y
0




; : : : ; y
n
) in which we have
(~
















(x; y) = (x; (y)); g(0; y
0
) 6= 0 is a real analytic function and p(x; y) is a unitary
pseudopolynomial.
Let f(x; s) be a real analytic function dened as above and





) be an amplitude function with compact support. Consider a one-






















 R  R
n
of zero such that for























































j < M js
1
j; where M is a xed positive number. If U is a suciently small


































j; where " is a suciently small positive. In this case, we use the




























































): Now, by using Proposition 3.1
we get (4.4). This completes the proof of Lemma 4.3.
x5. Proof of main results.
Let f(x) be a smooth function in some neighbourhood of zero and f(0) = 0; rf(0) = 0: The



























j > 0; for k = 2; : : : ; n: Consider the phase function
dened by 
1










































Now, we consider the proof of some auxiliary Lemma.
Lemma 5.1. There exist positive numbers c and " such that the following statements hold:
(i) if j
1














holds for any jxj < c;
(ii) if j
1
j  " then there exists a deformation of the dieomorphism
H : fjx
1
j < 2cg  fjx
0









































R) at the origin and U
1
is
a neighbourhood of zero in R:
Proof of Lemma 5.1. The proof of (i) is trivial. We shall prove the assertion (ii). Following




= 0: If c and " are suciently small positive numbers
and jxj < c; j
1






































the phase function (x; ):


























Then the phase function (x; ) is reduced to the form





































is a smooth function 
1




is a uniformly bounded function.
















































The last equality proves Lemma 5.1.
Remark. Let   R
n+1
be a smooth hypersurface. Then there exists a natural imbedding








is a cotangent bundle of the unit sphere. The i() is a Lagrangian
manifold. The Gaussian curvature is just a Jacobian of the associated Lagrangian map (see
[Pa]). If k of n principal curvatures are non-vanished then a generating function F locally exists
and has the form
F (x
(k)





















; : : : ; s
n k
) (see [AGV]). So, it is easy to see that the




) where  
is some non-vanishing function.
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Let S  R
3
be a smooth hypersurface and for each x 2 S we let K(x) denote its Gaussian













is a unit sphere centered at zero, r 2 R
+
and  is a smooth function with
little support.








Proof of Proposition 5.2. Without loss of generality we can assume that S contains the
point 0 2 R
3
and the function  is supported in a small neighbourhood of zero. Moreover ,
we may suppose that the surface S is represented as a graph of some function f(x) so that
f(0) = 0; rf(0) = 0: Thus S = f(x; f(x)) 2 R
3
: x 2 Ug: In this case the Gaussian curvature






















" > 0 then we can apply integration by part and have an estimation : jI(r; )j 
c
r
. So it is

























Now, we consider covering of the set
U
0
= fx 2 U : detHess f(x) 6= 0g:
Let fB
k

















: With this family of balls now xed we can also construct



















































Let us consider the estimation of one of the integrals I
j




 B choose a coordinate system in R
3
so that the center x
j
of B  B
j
is the origin, and
the tangent plane of S at x
j
is given by the hyperplane x
3
= 0: Then if we choose c suciently






); with f(0) = 0;rf(0) = 0:
Also the support of  
j




) 2 B: The function



































is a suciently small positive. Let
us use a change of variables x 7! 
1
x then we have:
I
j





















































































; x) and h(
1
; x) is some uniformly
bounded function in C
n
for any n:

















j < ": Then by using Lemma 5.1 we reduce the integral I
j
(t; s) to the form:
I
j














































) are uniformly bounded
functions depending only on c and the C
3
norm of the function f: Also we have used the
covariant property of Gaussian curvature. Now, by using Lemma 4.1 we obtain the estimation
of the form (5.1). Finally, by summing this estimation over all numbers j we arrive to the proof
of Proposition 5.2.
Let S be a hypersurface which smoothly depends on parameters  and let I(; ; r) be an
associated oscillatory integral.
Corollary 5.3. For the integral I(; ; r) the following estimation
jI(; ; r)j 
C
r
holds. Moreover, the constant C does not depend on the additional parameters
:
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Proposition 5.4. Let S  R
n+1


















holds, whenever  2 C
1
0
(S) and  has suciently small support.
Proof of Proposition 5.4. Arguing as above we assume that the surface S contains the
point 0 2 R
n+1
and the function  is supported in a small neighbourhood of zero. Moreover
, we may suppose that the surface S is represented as a graph of some function f(x) so that








Without loss of generality we may assume that the point  2 S
n
ranges in a small neigh-







> " > 0 then we can apply [
n
2

















































where F (x; s) = f(x) + (s; x):
Proposition 5.4 is proved by the induction method over n: Let n  3: We consider the
covering of the set
U
0
= fx 2 U : detHess f(x) 6= 0g:
Let fB
k


























: Arguing as above denote by f 
k
g a
















Let us consider the estimation of one of the integrals I
j
(t; s): Following [SS1] for each ball B  B
0
j
choose a coordinate system in R
n+1
so that the center x
j
of B is the origin, and the tangent
plane of S at x
j
is given by the equation x
n+1
= 0: Then if we choose c suciently small, the






; : : : ; x
n
); with f(0) = 0;rf(0) = 0:
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Also the support of  
j




; : : : ; x
n
) 2 B: The


































is a suciently small
positive. Let us use a change of variables x 7! 
1
x then we have:
I
j



































































; x) and h(
1
; x) is some uniformly bounded function on C
k
for any k:





j  "; where c and " are dened from Lemma 5.1. Then by using integration by













j < ": Then by using Lemma 5.1 we reduce the integral I
j








































































; : : : ; x
n
): Note that the amplitude func-






) are uniformly bounded functions depending only on c
and the C
3












along the axes x
n
: Also we have used the covariant property of
the Gaussian curvature.


















































































Finally, we can use induction hypothesis for the case of n > 3: By summing these estimations
over all numbers j we arrive to the proof of Proposition 5.4.
19
The proof of Theorem 1.3 follows from Proposition 5.4 by covering amplitude support and
by using standard methods.
Let S  R
n+1
be a real analytic hypersurface.
The following result holds.
Proposition 5.5. Let S  R
n+1


















holds whenever q >
n
2
and  have a little support.
Proposition 5.5 is proved by the analogy of the proof Proposition 5.4 by using Lemma 4.3
instead of Lemma 4.1. In fact, it is enough to prove Proposition 5.5 for the case of n = 1:
Finally, the proof of Theorem 1.2 follows from Proposition 1.2 as above.
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