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UTP by Example: Designs
Jim Woodcock and Simon Foster
University of York
Abstract. We present a tutorial introduction to the semantics of a basic
nondeterministic imperative programming language in Unifying Theories
of Programming (UTP). First, we give a simple relational semantics that
accounts for a theory of partial correctness. Second, we give a semantics
based on the theory of precondition-postcondition pairs, known in UTP
as designs. This paper should be read in conjunction with the UTP book
by Hoare & He. Our contribution lies in the large number of examples
we introduce.
1 Introduction
Our paper is structured as follows. We give an overview of UTP in Sect. 2.
We illustrate the ideas by constructing a UTP theory to capture Boyle’s Law,
which describes the relationship between the temperature, volume, and pressure
of an ideal gas. We describe the meta-language used in UTP in Sect. 3. It is
a point-wise variant of Tarski’s alphabetised relational calculus. We introduce
our nondeterministic imperative programming language in Sect. 4. We describe
the semantics of the assignment, conditional, nondeterministic choice, and se-
quential composition statements. Before we can give a meaning to iteration and
recursion, we need to cover some basic theory that underpins these constructs.
In Sect. 5, we give an introduction to lattice theory, before returning in Sect. 6 to
discuss recursion. We conclude our discussion of partial correctness in Sect. 7, by
describing how the axioms of Hoare logic and the weakest precondition calculus
can be validated by proving them as theorems in our relational semantics.
The second half of the paper deals with total correctness. Sect. 8 introduces
the notion of a design: a precondition-postcondition pair embedded in the larger
theory of relations. In Sect. 9, we describe the complete lattice of designs. We
connect our two theories, relations and designs, by exhibiting in Sect. 10 a Galois
connection that maps between them. Finally, we return to the theory of designs
in Sect. 11, and show the two principal healthiness conditions that characterise
the lattice.
In all these sections, we illustrate the ideas with a large number of examples.
2 Unifying Theories of Programming (UTP)
UTP is Hoare & He’s long-term research agenda to provide a common basis
for understanding the semantics of the modelling notations and programming
languages used in describing the behaviour of computer-based systems [45].
The technique they employ is to describe different modelling and programming
paradigms in a common semantic setting: the alphabetised relational calculus.
They isolate individual features of these languages in order to be able to empha-
sise commonalities and differences. They record formal links between the result-
ing theories, so that predicates from one theory can be translated into another,
often as approximations. These links can also be used to translate specifications
into designs and programs as part of a program development method.
UTP has been used to describe a wide variety of programming theories.
In [45], Hoare & He formalise theories of sequential programming, with asser-
tional reasoning techniques for both partial and total correctness; a theory of cor-
rect compilation; concurrent computation with reactive processes and commu-
nications; higher-order logic programming; and theories that link denotational,
algebraic, and operational semantics.
Other contributions to UTP theories of programming language semantics, in-
cluding: angelic nondeterminism [22, 23, 58]; aspect-oriented programming [25];
component systems [76]; event-driven programming [47, 77, 80]; lazy evaluation
semantics [35]; object-oriented programming [18, 59, 63]; pointer-based program-
ming [37]; probabilistic programming [43, 40, 64, 9, 79]; real-time programming [42,
38]; reversible computation [65, 64]; timed reactive programming [61, 62, 69, 60,
66]; and transaction programming [39, 40]. Individual programming languages
have been given semantics in UTP. This includes the hardware description lan-
guages Handel-C [55, 56] and Verilog [78]; the multi-paradigm languages Cir-
cus [52, 13, 74, 53, 66] and CML [73, 70]; Safety-Critical Java [21, 19, 24, 54, 20];
and Simulink [17]. A wide variety of programming theories have been formalised
in UTP, including confidentiality [6, 7]; general correctness [27, 29, 36, 28]; the-
ories of testing [15, 67, 16]; hybrid systems; and theories of undefinedness [71,
5]. These are complemented by a collection of meta-theory, including work on
higher-order UTP [75]; UTP and temporal-logic model checking [2]; and CSP as
a retract of CCS [41].
Mechanisation is a key aspect of any formalisation, and UTP has been embed-
ded in a variety of theorem provers, notably in ProofPower-Z and Isabelle [51, 50,
74, 10, 26, 12, 31, 33, 34]. This allows a theory engineer to mechanically construct
UTP theories, experiment with them, prove properties, and eventually deploy
them for use in program verification. In these notes we focus on our Isabelle
embedding of the UTP called Isabelle/UTP [32].
UTP has its origins in the work on predicative programming, which was
started by Hehner; see [44] for a summary. The UTP research agenda has as
its ultimate goal to cover all the interesting paradigms of computing, including
both declarative and procedural, hardware and software. It presents a theoretical
foundation for understanding software and systems engineering, and has already
been exploited in areas such as hardware [56, 80], hardware/software co-design [8]
and component-based systems [76]. But it also presents an opportunity when
constructing new languages, especially ones with heterogeneous paradigms and
techniques.
Having studied the variety of existing programming languages and identified
the major components of programming languages and theories, we can select
theories for new, perhaps special-purpose languages. The analogy here is of a
theory supermarket, where you shop for exactly those features you need while
being confident that the theories plug-and-play together nicely.
Hoare & He define three axes for their classification of language semantics:
(a) The first is by computational model, such as programming in the follow-
ing styles: imperative, functional, logical, object-based, real-time, concurrent,
or probabilistic. (b) The second is by level of abstraction, with requirements
orientation at the very highest level, through architectural and algorithmic lev-
els, down to platform dependence and hardware specificities at the lowest level.
(c) The third axis is in the method of the presentation of semantics, such as de-
notational, operational, algebraic, or axiomatic. Language semantics are usually
structured as complete lattices of predicates linked by Galois connections.
Example 1 (UTP theory: Boyle’s Law). Building a UTP theorem is not unlike
describing a physical phenomenon in physics or chemistry, and so we take as our
first example modelling the behaviour of gas with varying volume and pressure.
This is a physical phenomenon subject to Boyle’s Law, which states
“For a fixed amount of an ideal gas kept at a fixed temperature k , p (pres-
sure), and V (volume) are inversely proportional (while one doubles, the
other halves).”
Suppose that we want to build a computer simulation of this physical phe-
nomenon. We need to decide what we can observe in this electronic experiment.
Fortunately, the statement of Boyle’s Law tells us which observations we can
make in an experiment: the temperature k , the pressure p, and the volume V .
These three variables form the alphabet of predicates of interest: the state of the
system. In fact, they are real-world observations, and this is the model-based
agenda: k , p, and V are all variables shared with real world. There is another
observation hidden in the statement of Boyle’s Law: the fixed amount of the gas.
In a perfect world, we could count n, the number of molecules of the gas, for that
is what we mean by stating that we have a fixed amount of it. But this observa-
tion is finessed by the implicit assumption that the gas is perfectly confined. If
φ is a condition in our theory, then its alphabet is given by α(φ) = {p,V , k}; if
it is a relation, then its alphabet is given by α(φ) = {p,V , k , p′,V ′, k ′}.
Having fixed on an alphabet for our theory of ideal gases, our next task is
to decide on its signature: the syntax for denoting objects of the theory. Here,
this will comprise three operations on the state of the system: initialisation and
the manipulation of the volume and pressure of the gas. There is no call for an
operation to change the temperature.
The next task is to define some healthiness conditions for predicates in our
theory. These can be thought of as enforcing state and dynamic invariants, and
the statement of Boyle’s Law suggests one of each type. The static invariant
applies to conditions on states and requires that V and p are inversely propor-
tional: p ∗ V = k . The dynamic invariant applies to relations describing state
transitions and requires that k must be constant: k ′ = k .
In UTP, the technique for dealing with invariants is to create a function that
enforces the invariant. Define the function B on predicates as follows:
B(φ) = (∃ k • φ) ∧ (k = p ∗V )
In this definition, we preserve the values of the pressure and volume and create
a possibly new temperature that is in the right relationship to p and V . So,
regardless of whether or not φ was healthy before application of B, it certainly
is afterwards. For example, suppose that we have
φ = (p = 10) ∧ (V = 5) ∧ (k = 100)
then we have the following derivation
B(φ) = (∃ k • φ) ∧ (k = p ∗V )
= (∃ k • (p = 10) ∧ (V = 5) ∧ (k = 100)) ∧ (k = p ∗V )
= (p = 10) ∧ (V = 5) ∧ (k = p ∗V )
= (p = 10) ∧ (V = 5) ∧ (k = 50)
An obvious and very desirable property is that B is idempotent: B(B(φ)) = B(φ).
This means that taking the medicine twice leaves you as healthy as taking it once
(no overdoses). This gives us a simple test for healthiness. A predicate φ is al-
ready healthy if applying B leaves it unchanged: φ = B(φ). So, in UTP, the
healthy predicates of a theory are the fixed points of idempotent functions, such
as B.
Now suppose that we know that the pressure of the gas is somewhere between
10 and 20 Pa; this is recorded by the predicate ψ:
ψ = (p ∈ 10 . . 20) ∧ (V = 5)
The predicate ψ is rather weak in that it describes a variety of valid states (p
and k are loosely constrained), as well as invalid states where the state invariant
doesn’t hold. In particular, ψ is satisfied by our other predicate φ:
φ⇒ ψ
Notice that this is still true if we make both predicates healthy with B:
B(φ)⇒ B(ψ)
(p = 10) ∧ (V = 5) ∧ (k = 50)⇒ (p ∈ 10 . . 20) ∧ (V = 5) ∧ (p ∗V = k)
In this way, B is monotonic with respect to the lattice ordering. 
3 Relational calculus
As we saw in Example 1, UTP is based on an alphabetised version of the rela-
tional calculus. Relations are written pointwise, as predicates on free variables,
each of which must be in the alphabet of the relation. For example, as we’ll find
out below, the assignment P = (x := x+y) has semantics x ′ = x+y ∧ y ′ = y . It
is a relation between two states. The value of the programming variables x and
x in the after-state are denoted by x ′ and y ′, respectively; the values of x and
y in the before-state are denoted by x and y , respectively. These four variables
must all be in the alphabet of the relation P : αP = {x , y , x ′, y ′}. It is not possi-
ble to determine the exact alphabet of a relation simply from its free variables,
even though they must be included. For this reason, alphabets should be speci-
fied separately. The alphabet is partitioned between before-variables (inαP) and
after-variables (outαP). A relation with an empty output alphabet is called a
condition.
The principal operators of the relational calculus are:
Operator Syntax Operator Syntax
conjunction P ∧ Q disjunction P ∨ Q
negation ¬ P implication P ⇒ Q
universal quantification ∀ x • P existential quantification ∃ x • P
relational composition P ; Q
When two relations P and Q are used to specify programs, there is a correctness
relation between, the former viewed as a specification and the latter as an im-
plementation. Suppose that both relations are on a vector of program variable
x , then they each relate the values of the variables in this vector in the states
before and after their execution; we denote these values by x and x ′, respec-
tively. If every pair (x , x ′) that satisfies Q also satisfies P , then Q is said to
be a refinement of P . To formalise this, we introduce the universal closure of a
predicate
[P ] = ∀ x , y , . .z • P [for αP = {x , y , . .z}]
Refinement is then universal inverse implication:
P ⊑ Q iff [Q ⇒ P ]
An important law for reasoning about existential quantification is the one-point
rule:
(∃ x : T • P ∧ (x = e)) = e ∈ T ∧ P [e/x ] [providing x is not free in e]
4 Nondeterministic imperative programming language
We now consider a simple nondeterministic programming language with the
following syntax:
Prog ::= II | x := e | P 2 b3Q | P ⊓ Q | while b do P
The syntax is the signature of the theory of nondeterministic imperative pro-
gramming. The alphabet of predicates in this theory consists of a vector of the
programming variables in scope. If P is a condition, then its alphabet is {v}
and if it is a relation, then {v , v ′}. We now give the semantics for each of the
program constructs.
4.1 Skip
The program II (skip) does nothing (many programming languages have such
a no-op instruction). Suppose that the program state consists of a vector of
variables v , then this vector is unchanged by the execution of the program:
II{v} =̂ (v
′ = v) αII{v} =̂ {v , v
′}
Skip plays an important role in the algebra of programs, since as shown below,
it is both a left and a right unit for sequential composition.
P ; IIαP = P = IIαP ; P
4.2 Conditional
The conditional program is written in an infix notation:
P 2 b3Q =̂ (b ∧ P) ∨ (¬ b ∧ Q) α(P 2 b3Q) =̂ αP
The condition b constrains the common before-state; the two relations P and Q
must have the same alphabet:
αb ⊆ αP = αQ
The infix notation is chosen so as to make the algebraic properties of conditional
more apparent. The following laws of the conditional are familiar algebraic prop-
erties.
P 2 b3 = P idempotence
P 2 b3Q = Q 2¬ b3P commutativity
(P 2 b3Q)2 c3R = P 2 b ∧ c3(Q 2 c3R) associativity
P 2 b3(Q 2 c3R) = (P 2 b3Q)2 c3(P 2 b3R) distributivity
P 2 true 3Q = P = Q 2 false 3P unit
The next two examples are laws that simplify the conditional when one of its
operands is either true or false.
Example 2 (Conditional).
(P 2 b3 true) = (b ⇒ P) [conditional-right-true]
Proof.
(P 2 b3 true)
= { conditional }
(b ∧ P) ∨ (¬ b ∧ true)
= { and-unit }
(b ∧ P) ∨ ¬ b
= { absorption }
P ∨ ¬ b
= { implication }
b ⇒ P
Example 3 (Conditional).
(P 2 b3 false) = (b ∧ P) [conditional-right-false]
Proof.
(P 2 b3 false)
= { conditional }
(b ∧ P) ∨ (¬ b ∧ false)
= { and-zero }
(b ∧ P) ∨ false
= { or-unit }
b ∧ P
The next law imports the condition into its left-hand operand.
Example 4 (Conditional).
(P 2 b3Q) = ((b ∧ P)2 b3Q) [left-condition]
Proof.
(P 2 b3Q)
= { conditional }
(b ∧ P) ∨ (¬ b ∧ Q)
= { idempotence of conjunction }
(b ∧ b ∧ P) ∨ (¬ b ∧ Q)
= { conditional }
(b ∧ P)2 b3Q
Our next law is reminiscent of modus ponens: it allows us to simplify the condi-
tional if we know the condition is true.
Example 5 (Conditional).
b ∧ (P 2 b3Q) = (b ∧ P) [left-simplification-1 ]
Proof.
b ∧ (P 2 b3Q)
= { conditional-conjunction }
b ∧ P 2 b3 b ∧ Q
= { right-condition }
b ∧ P 2 b3¬ b ∧ b ∧ Q
= { contradiction }
b ∧ P 2 b3 false
= { conditional-right-false }
b ∧ P
The next law demonstrates that the conditional is associative, taking the encap-
sulated conditions into account.
Example 6 (Conditional).
(P 2 b3Q)2 c3R = P 2 b ∧ c3(Q 2 c3R) [associativity ]
Proof.
P 2 b ∧ c3(Q 2 c3R)
= { conditional }
(b ∧ c ∧ P) ∨ ((¬ b ∨ ¬ c) ∧ (Q 2 c3R))
= { and-or-dist. }
(b ∧ c ∧ P) ∨ (¬ b ∧ (Q 2 c3R)) ∨ (¬ c ∧ (Q 2 c3R))
= { right-simpl. }
(b ∧ c ∧ P) ∨ (¬ b ∧ (Q 2 c3R)) ∨ (¬ c ∧ R)
= { conditional }
(b ∧ c ∧ P) ∨ (¬ b ∧ c ∧ Q) ∨ (¬ b ∧ ¬ c ∧ R) ∨ (¬ c ∧ R)
= { absorption }
(b ∧ c ∧ P) ∨ (¬ b ∧ c ∧ Q) ∨ (¬ c ∧ R)
= { and-or-dist }
(c ∧ ((b ∧ P) ∨ (¬ b ∧ Q))) ∨ (¬ c ∧ R)
= { conditional }
((b ∧ P) ∨ (¬ b ∧ Q))2 c3R
= { conditional }
(P 2 b3Q)2 c3R
Our final example in this section is taken from [45]. It expresses in a general way
the relationship between the conditional and any truth functional operator. A
logical operator is truth-functional if the truth-value of a compound predicate
is a function of the truth-value of its component predicates. A key fact about
truth-functional operators is that substitution distributes through them.
Example 7 (Conditional).
(P ⊙ Q)2 b3(R ⊙ S ) = (P 2 b3R) ⊙ (Q 2 b3S ) [exchange]
where ⊙ is any truth-functional operator.
Proof.
(P 2 b3R) ⊙ (Q 2 b3S )
= { propositional calculus: excluded middle }
(b ∨ ¬ b) ∧ ((P 2 b3R) ⊙ (Q 2 b3S ))
= { and-or-distribution }
(b ∧ ((P 2 b3R) ⊙ (Q 2 b3S ))) ∨ (¬ b ∧ ((P 2 b3R) ⊙ (Q 2 b3S )))
= { Leibniz }
(b ∧ ((P [true/b]2 true 3R[true/b]) ⊙ (Q [true/b]2 true 3S [true/b])))
∨ (¬ b ∧ ((P [false/b]2 false 3R[false/b]) ⊙ (Q [false/b]2 false 3S [false/b])))
= { conditional-unit }
(b ∧ (P [true/b] ⊙ Q [true/b])) ∨ (¬ b ∧ (R[false/b] ⊙ S [false/b]))
= { Leibniz }
(b ∧ (P ⊙ Q)) ∨ (¬ b ∧ (R ⊙ S ))
= { conditional }
(P ⊙ Q)2 b3(R ⊙ S )
4.3 Sequential composition
The composition of two programs (P ; Q) first executes P , and then executes Q
on the result of P . If outαP = inαQ ′ = {v ′}, then
P(v ′) ; Q(v) =̂ ∃ v0 • P(v0) ∧ Q(v0)
inα(P(v ′) ; Q(v)) =̂ inαP outα(P(v ′) ; Q(v)) =̂ outαQ
Sequential composition is associative and distributes leftwards into the condi-
tional.
P ; (Q ; R) = (P ; Q) ; R associativity
(P 2 b3Q) ; R = (P ; R)2 b3(Q ; R) left distributivity
The following trading law allows us to move a condition from the after-state of
P to the before-state of Q .
Example 8 (Sequential composition).
(P ∧ b′) ; Q = P ; (b ∧ Q) [trading ]
Proof.
(P ∧ b′) ; Q
= { sequence }
∃ v0 • P [v0/v
′] ∧ b′[v0/v
′] ∧ Q [v0/v ]
= { decoration }
∃ v0 • P [v0/v
′] ∧ b[v0/v ] ∧ Q [v0/v ]
= { sequence }
P ; (b ∧ Q)
A special case of the last example is a one-point rule for sequential composition.
Example 9 (Sequential composition). For constant k and x ′ not free in P :
(P ∧ x ′ = k) ; Q = P ; Q [k/x ] [left one-point]
Proof.
(P ∧ x ′ = k) ; Q
= { sequence }
∃ v0, x0 • P [v0/v
′] ∧ x0 = k ∧ Q [v0, x0/v , x ]
= { one-point rule }
∃ v0 • P [v0/v
′] ∧ Q [v0, k/v , x ]
= { sequence }
P ; Q [k/x ]
A similar one-point rule exists for moving in the other direction:
P ; (x = k ∧ Q) = P [k/x ′] ; Q
4.4 Assignment
The assignment (x :=A e) relates two states with alphabet A and A
′, respec-
tively, which together include x , x ′, and the free variables of e. It changes x to
take the value e, keeping all other variables constant. For A = {x , y , . . . , z} and
αe ⊆ A, we have
x :=A e =̂ (x
′ = e ∧ y ′ = y ∧ · · · ∧ z ′ = z ) α(x :=A e) =̂ A ∪A
′
The subscript to the assignment operator is omitted when it can be inferred
from context.
(x := e) = (x , y := e, y) contract frame
(x , y , z := e, f , g) = (y , x , z := f , e, g) commutativity
(x := e ; x := f (x )) = (x := f (e)) assignment-conditional distributivity
A leading assignment can be pushed into a following conditional.
Example 10 (Sequential composition).
(x := e ; (P 2 b(x )3Q))
= ((x := e ; P)2 b(e)3(x := e ; Q))
[left-assignment-conditional ]
Proof.
x := e ; (P 2 b(x )3Q)
= { assignment }
(x ′ = e ∧ v ′ = v) ; (P 2 b(x )3Q)
= { left-one-point, twice }
(P [e/x ]2 b(e)3Q [e/x ])
= { left-one-point, twice }
((x ′ = e ∧ v ′ = v) ; P)2 b(e)3((x ′ = e ∧ v ′ = v) ; Q)
= { assignment }
(x := e ; P)2 b(e)3(x := e ; Q)
Notice how this proof is entirely algebraic.
4.5 Nondeterministic choice
The nondeterministic choice P ⊓ Q behaves either like P or like Q :
P ⊓ Q =̂ P ∨ Q
P ⊓ P = P idempotence
P ⊓ Q = Q ⊓ P commutativity
P ⊓ (Q ⊓ R) = (P ⊓ Q) ⊓ R associativity
P 2 b3(Q ⊓ R) = (P 2 b3Q) ⊓ (P 2 b3R) 23-⊓ distributivity
P ⊓ (Q 2 b3R) = (P ⊓ Q)2 b3(P ⊓ R) ⊓-23 distributivity
(P ⊓ Q) ; R = (P ; R) ⊓ (Q ; R) sequence disjunctivity
P ; (Q ⊓ R) = (P ; Q) ⊓ (P ; R)‘ sequence disjunctivity
5 Lattices
Let (L,⊑) be a partially ordered set and let a and b be any pair of elements in
L. The meet of a and b, the lattice operator denoted by a ⊓ b, is the greatest
lower-bound of a and b:
a ⊓ b =̂ max { c : L | c ⊑ a ∧ c ⊑ b }
The join of a and b, denoted by a ⊔ b, is the least upper-bound of a and b:
a ⊔ b =̂ min { c : L | a ⊑ c ∧ b ⊑ c }
Both operators are idempotent, commutative, and associative, and satisfy a pair
of absorption laws:
a ⊓ a = a ⊓-idempotent
a ⊓ b = b ⊓ a ⊓-commutative
a ⊓ (b ⊓ c) = (a ⊓ b) ⊓ c ⊓-associative
a ⊔ a = a ⊔-idempotent
a ⊔ b = b ⊔ a ⊔-commutative
a ⊔ (b ⊔ c) = (a ⊔ b) ⊔ c ⊔-associative
a ⊔ (a ⊓ b) = a ⊔-⊓-absorption
a ⊓ (a ⊔ b) = a ⊓-⊔-absorption
A lattice consists of a partially set (L,⊑), such that any two elements have both
a meet and a join. L is a complete lattice if every subset A of L has both a meet
and a join. The greatest lower-bound of the whole of L is the bottom element
⊥; the least upper-bound of the whole of L is the top element ⊤.
Example 11 (Powerset lattice). The powerset of S ordered by inclusion is a lat-
tice. The empty set is the least element and S is the greatest element. Intersection
is the meet operation and union is the join. Fig. 1 depicts the lattice ({0, 1, 2},⊆).
{0,1,2}
{0,1} {0,2} {1,2}
{0} {1} {2}
{}
Fig. 1. The lattice ({0, 1, 2},⊆).
Example 12 (Divisibility lattice). The natural numbers ordered by divisibility
form a partial order. Divisibility is defined as follows:
m divides n =̂ ∃ k • k ∗m = n
The natural number 1 is the bottom element: it exactly divides every other
number. The natural number 0 is the top element: it can be divided exactly by
every other number. Fig. 2 depicts the lattice (0 . . 8, divides).
0
1
2
3
45
6
7
8
Fig. 2. The lattice (0 . . 8, divides).
A function f is monotonic with respect to an ordering ⊑, providing that
∀ x , y : dom f • x ⊑ y ⇒ f (x ) ⊑ f (y)
Now we come to the theorem that justifies our interest in complete lattices.
Tarski’s fixed-point theorem states the following:
Let L be a complete lattice and let f : L → L be a monotonic function;
then the set of fixed points of f in L is also a complete lattice.
Example 13 (Fixed points in Powerset lattice). Let f : P{0, 1, 2} → P{0, 1, 2} be
defined as f (s) = s ∪ {0}. Clearly, f is monotonic with respect to the subset
ordering. Fig. 4 depicts the lattice of the fixed points of f .
{0, 1, 2}
{0, 1} {0, 2} {1, 2}
{0} {1} {2}
∅
{0, 1, 2}
{0, 1} {0, 2} {1, 2}
{0} {1} {2}
∅f (s) = s ∪ {0}
Fig. 3. Fixed points of f (s) = s ∪ {0}.
Tarski’s theorem is interesting for us, since we want to give semantics to iteration
and recursion in terms of fixed points. The theorem guarantees the existence of
a fixed point, so long as the body of the iteration or recursion is monotonic.
Furthermore, it helps us to choose which fixed point to use, by guaranteeing the
arrangement of all fixed points in a lattice. The bottom element of the fixed-
point lattice is conventionally denoted by µF and the top element by νF . The
former is the weakest fixed-point of F and the latter the strongest fixed-point of
F . Fig. 4 shows the complete lattice of fixed points of a function F . The diagram
also shows how the lattice of fixed points can be defined using the order relation
on the lattice, since
(X = F (X )) = (X ⊑ F (X )) ∧ (F (X ) ⊑ X )
A pre-fixed point of F is any X such that F (X ) ⊑ X ; a post-fixed point of F is
any X such that X ⊑ F (X ). Now, another way to express Tarski’s fixed-point
theorem is
A monotonic function on a complete lattice has a weakest fixed-point
that coincides with its weakest pre-fixed-point; its strongest fixed-point
coincides with its strongest post-fixed-point.
Fig. 4. Complete Lattice of Fixed Points.
6 Recursion
After our discussion of complete lattices in the last section, we return now to
the alphabetised relational calculus. Predicates with a particular alphabet form a
complete lattice under a refinement ordering that is universal inverse implication
(P ⊑ Q) = [Q ⇒ P ]
The bottom of the lattice is abort , the worst program because it can behave
without constraint: true. The top of the lattice is miracle, the best program
because it can achieve the impossible: false.
⊥A =̂ true α⊥A =̂ A
⊤A =̂ false α⊤A =̂ A
The lattice greatest lower-bound (
d
) is simply disjunction and the least upper-
bound (
⊔
) is simply conjunction. Two axioms give the essential properties of
these two operators.
P ⊑
d
S iff ∀X : S • (P ⊑ X ) [greatest lower-bound axiom]
d
S ⊑ P iff ∀X : S • (X ⊑ P) [least upper-bound axiom]
The next four laws specify useful properties of the two operators:
∀X : S • (
d
S ⊑ X ) lower bound
(∀X : S • P ⊑ X )⇒ (P ⊑
d
S ) greatest lower-bound
∀X : S • (X ⊑
d
S ) upper bound
(∀X : S • X ⊑ P)⇒ (
d
S ⊑ P) least upper-bound
Finally the least and greatest elements have the obvious properties:
⊥ ⊑ P bottom element
P ⊑ ⊤ top element
In this setting, recursion is given a semantics as the strongest fixed-point,
the least upper bound of all the post-fixed points of the recursive function.
νF =̂
⊔
{X | X ⊑ F (X ) }
The weakest fixed-point has the dual definition:
µF =̂
d
{X | F (X ) ⊑ X }
These two operators have the following characteristic properties:
(F (Y ) ⊑ Y )⇒ (µF ⊑ Y ) weakest fixed-point
µF = F (µF ) fixed point
(S ⊑ F (S ))⇒ (S ⊑ νF ) strongest fixed-point
νF = F (νF ) fixed point
Example 14 (Hoare logic for while loop). Strongest fixed-point semantics leads to
a simple rule for reasoning about iteration, which is defined in terms of recursion.
{ b ∧ c } P { c }
{ b ∧ c } while b do P {¬ b ∧ c }
The validity of this rule depends on the strongest fixed-point law:
(S ⊑ F (S ))⇒ (S ⊑ νF )
This allows us to reason about a recursive implementation, at the risk of pro-
ducing an infeasible program: the miracle is always a correct implementation. Of
course, since it is the predicate false, it has no behaviour, and in particular, can-
not be guaranteed to terminate. So the simplicity of the rule must be balanced
by proving termination separately.
In contrast, the weakest fixed-point law doesn’t allow us to reason about a
recursive implementation, but instead about a recursive specification, since the
fixed-point operator is on the left of the refinement, which is not useful here:
(F (Y ) ⊑ Y )⇒ (µF ⊑ Y )
If we can show that the recursive program terminates, then the weakest and
strongest fixed-points actually coincide.
Our next law shows how to unfold a weakest fixed-point involving the composi-
tion of two functions. This is known as the rolling rule.
Example 15 (Fixed points).
µX • F (G(X )) = F (µX • G(F (X )))
Proof. We prove this by mutual refinement.
1. (⊑)
µX • F (G(X )) ⊑ F (µX • G(F (X )))
= { weakest fixed-point }d
{X | F (G(X )) ⊑ X } ⊑ F (µX • G(F (X )))
⇐ { lower bound }
F (µX • G(F (X ))) ∈ {X | F (G(X )) ⊑ X }
⇐ { comprehension }
F (G(F (µX • G(F (X ))))) ⊑ F (µX • G(F (X )))
= { fixed point }
F (µX • G(F (X ))) ⊑ F (µX • G(F (X )))
= { refinement reflexive }
true
2. (⊒) Suppose by hypothesis that F (G(X )) ⊑ X .
F (G(X )) ⊑ X
⇒ { G monotonic }
G(F (G(X ))) ⊑ G(X )
= { comprehension }
G(X ) ∈ {X | G(F (X )) ⊑ X }
⇒ { lower bound }d
{X | G(F (X )) ⊑ X } ⊑ G(X )
= { weakest fixed-point }
µX • G(F (X )) ⊑ G(X )
⇒ { F monotonic }
F (µX • G(F (X ))) ⊑ F (G(X ))
⇒ { monotonicity of refinement, hypothesis }
F (µX • G(F (X ))) ⊑ X
Therefore,
∀X ∈ {X | F (G(X )) ⊑ X } • F (µX • G(F (X ))) ⊑ X
and so by the definition of least upper-bound, we have
F (µX • G(F (X ))) ⊑
d
{X | F (G(X )) ⊑ X }
and so by the definition of weakest fixed-point we have
F (µX • G(F (X ))) ⊑ µX • F (G(X ))
Example 16. Haskell B. Curry’s Y combinator is a higher-order function that
computes a fixed point of other functions.
Y =̂ λG • (λ g • G(g g))(λ g • G(g g))
We prove that YF really is a fixed point of F .
Proof.
YF
= { Y definition }
(λG • (λ g • G(g g))(λ g • G(g g)))F
= { reduction }
(λ g • F (g g))(λ g • F (g g))
= { above }
(λ g • F (g g))(λ g • F (g g))
= { reduction }
F ((λ g • F (g g))(λ g • F (g g)))
= { above }
F (YF )
Example 17. Define the body of a function that calculates factorials as follows:
F =̂ λ f • λ x • (12 x = 03 x ∗ f (x − 1))
Calculate the value of (YF )(n) in terms of (YF )(n − 1).
(YF )(n)
= { Y is a fixed point of F }
(F (YF ))(n)
= { F definition }
(λ x • (12 x = 03 x ∗ (YF )(x − 1)))(n)
= { β reduction }
12n = 03n ∗ (YF )(n − 1)
Example 18 (Lattices). Suppose that we know that a function F has a unique
fixed-point, modulo C .
(C ∧ µF ) = (C ∧ νF )
Suppose in addition that C is itself a fixed-point of F . Prove that F has an
unconditional unique fixed-point. That is, the weakest and strongest fixed-points
are equal, modulo C . But C is also a fixed point. The last two facts mean that
the strongest fixed-point is actually C .
C ∧ µF = C ∧ νF
= { predicate calculus }
[C ⇒ (µF = νF ) ]
⇒ { C is a fixed point of F }
[C ⇒ (µF = νF ) ∧ µF ⊑ C ⊑ νF ]
= { Leibniz }
[C ⇒ (µF = νF ) ∧ νF ⊑ C ⊑ νF ]
⇒ { propositional calculus }
[C ⇒ (νF ⊑ C ) ]
⇒ { refinement }
[C ⇒ [C ⇒ νF ] ]
⇒ { propositional calculus }
[C ⇒ νF ]
= { refinement }
νF ⊑ C
= { νF is strongest fixed-point, so C ⊑ νF , equality }
νF = C
7 Assertional reasoning
Hoare logic is a system for reasoning about computer programs, in this case,
about programs written in the nondeterministic programming language we have
introduced. In this kind of program logic, each syntactic construct in the lan-
guage’s signature is provided with an introduction rule that can be used to reason
about this construct.
The key notion in Hoare logic is the Hoare triple {p}Q {r}:
If precondition p holds of the state before the execution of program Q ,
then, if Q terminates, postcondition r will hold afterwards.
Notice that this is a statement of partial correctness. The Hoare triple is defined
in UTP as follows:
{p}Q {r} =̂ (p ⇒ r ′) ⊑ Q
The definition constructs a relational specification from the precondition p and
postcondition r as an implication: p ⇒ r ′. (Note how the postcondition must be
decorated as a predicate on the after-state to distinguish it from the precondition,
which is a predicate on the before-state.) If the precondition doesn’t hold, then
this is simply true, which is the semantics of the abort program, which is the
bottom of the refinement lattice and Q automatically refines it.
The rules of Hoare logic can now all be proved valid as theorems from the
definition of the Hoare triple.
L1 if {p}Q {r} and {p}Q {s} then {p}Q {r ∧ s}
L2 if {p}Q {r} and {q}Q {r} then {p ∨ q}Q {r}
L3 if {p}Q {r} then {p ∧ q}Q {r ∨ s}
L4 { r [e/x ] } x := e { r }
L5 if {p ∧ b}Q1 {r} and {p ∧ ¬ b}Q2 {r}
then { p }Q1 2 b3Q2 { r }
L6 if {p}Q1 {s} and {s}Q2 {r} then { p }Q1 ; Q2 { r }
L7 if {p}Q1 {r} and {p}Q2 {r} then { p }Q1 ⊓ Q2 { r }
L8 if {b ∧ c}Q {c}
then { c } νX • (Q ; X )2 b3 II {¬ b ∧ c }
L9 {false}Q {r} and {p}Q {true}
and {p} false{false} and {p} II {p}
We prove the axiom for reasoning about the conditional as a theorem in the
underlying semantics of Hoare logic.
Example 19 (Hoare logic).
if {p}Q {r} and {q}Q {r} then {(p ∨ q)}Q {r}
Proof.
{(p ∨ q)}Q {r}
= { Hoare triple }
[Q ⇒ ((p ∨ q)⇒ r ′) ]
= { collecting antecedents }
[Q ∧ (p ∨ q)⇒ r ′ ]
= { and-or-distribution }
[ (Q ∧ p) ∨ (Q ∧ q)⇒ r ′ ]
= { or-implies }
[ (Q ∧ p ⇒ r ′) ∧ (Q ∧ q ⇒ r ′) ]
= { for-all-associativity }
[Q ∧ p ⇒ r ′ ] ∧ [Q ∧ q ⇒ r ′ ]
= { collecting antecedents }
[Q ⇒ (p ⇒ r ′) ] ∧ [Q ⇒ (q ⇒ r ′) ]
= { Hoare triple }
({p}Q {r}) ∧ ({q}Q {r})
Next, we prove the rule for reasoning about assignment.
Example 20 (Assignment rule).
{r [e/x ]} x := e {r}
Proof.
{r [e/x ]} x := e {r(x )}
= { Hoare triple }
[ x := e ⇒ (r [e/x ]⇒ r [x ′/x ]) ]
= { assignment }
[ x ′ = e ∧ v ′ = v ⇒ (r [e/x ]⇒ r [x ′/x ]) ]
= { universal one-point rule }
[ (r [e/x ]⇒ r [x ′/x ][e/x ′]) ]
= { substitution, implication }
[ true ]
= { universal quantification }
true
The Hoare triple {p}Q {r} is a tertiary relation between a precondition p,
postcondition r and program Q . If we fix any two of these, then we can find
solutions for the third. The weakest precondition calculus is based on this idea:
it fixes the program Q and a postcondition r and provides the weakest solution
for p.
Example 21 (Weakest precondition derivation).
{ p }Q { r }
= { Hoare triple }
[Q ⇒ ( p ⇒ r ′ ) ]
= { implication }
[ p ⇒ (Q ⇒ r ′ ) ]
= { universal closure (v ′ in the alphabet) }
[ p ⇒ ( ∀ v ′ • Q ⇒ r ′ ) ]
= { De Morgan’s law }
[ p ⇒ ¬ ( ∃ v ′ • Q ∧ ¬ r ′ ) ]
= { change of bound variable (fresh v0) }
[ p ⇒ ¬ ( ∃ v0 • Q [v0/v
′] ∧ ¬ r0 ) ]
= { sequential composition }
[ p ⇒ ¬ (Q ; ¬ r ) ]
The final line of this derivation suggests the weakest solution for Q to guarantee
r : p can be equal to any predicate that satisfies this expression, but it cannot
be weaker than ¬ (Q ; ¬ r ). That is, the behaviours other than those where Q
violates the postcondition r . This leads us to the definition:
Q wp r =̂ ¬ (Q ; ¬ r)
We now use this definition to prove some of the laws of the weakest precondition
calculus as theorems of the relational theory.
Example 22 (Weakest precondition for sequential composition).
((P ; Q) wp r) = (P wp (Q wp r))
Proof.
((P ; Q) wp r)
= { wp }
¬ ((P ; Q) ; ¬ r)
= { sequence }
¬ (∃ v0 • (P ; Q [v0/v
′]) ∧ ¬ r0)
= { sequence }
¬ (∃ v0 • (∃ v1 • P [v1/v
′] ∧ Q [v1, v0/v , v
′]) ∧ ¬ r0)
= { expand scope }
¬ (∃ v1, v0 • P [v1/v
′] ∧ Q [v1, v0/v , v
′] ∧ ¬ r0)
= { restrict scope }
¬ (∃ v1 • P [v1/v
′] ∧ (∃ v0 • Q [v1, v0/v , v
′] ∧ ¬ r0))
= { sequence }
¬ (∃ v1 • P [v1/v
′] ∧ (Q [v1/v ] ; ¬ r))
= { double negation }
¬ (∃ v1 • P [v1/v
′] ∧ ¬ ¬ (Q [v1/v ] ; ¬ r))
= { wp }
¬ (∃ v1 • P [v1/v
′] ∧ ¬ (Q [v1/v ] wp r))
= { sequence }
¬ (P ; ¬ (Q wp r))
= { wp }
(P wp (Q wp r))
Example 23 (Weakest precondition conjunctive).
(Q wp (
∧
R)) =
∧
{ (Q wp r) | r ∈ R }
Proof.
Q wp (
∧
R)
= { wp }
¬ (Q ; ¬ (
∧
R))
= { duality }
¬ (Q ;
∨
{¬ r | r ∈ R })
= { sequence disjunction }
¬ (
∨
{Q ; ¬ r | r ∈ R })
= { duality }∧
{¬ (Q ; ¬ r) | r ∈ R }
= { wp }∧
{Q wp r) | r ∈ R }
8 Designs
We now turn to an important theory in UTP that describes the semantics of
our nondeterministic imperative programming once more, but this time in a
theory of total correctness. Termination is captured in the semantics by using
assumption-commitment pairs. This gives a way of specifying behaviour that is
similar to VDM [46], B [1], and the refinement calculus [3, 48, 49].
The theory of designs involves two boolean observations: ok , which signals
that the program has started; and ok ′, which signals that the program has ter-
minated. The use of these two observations allows us to encode the precondition
and postcondition as a single relation:
(P ⊢ Q) =̂ (ok ∧ P ⇒ ok ′ ∧ Q)
for P and Q not containing ok or ok ′. This definition can be read as
“If the program has started (ok) and the precondition P holds, then it
must terminate (ok ′) in a state where the postcondition Q holds.”
Example 24 (Search with sentinel). Suppose that we want to specify a program
that searches an array for an element x , and that we assume that x is some-
where in the array (maybe in multiple occurrences). We can arrange for this
assumption to hold by extending the array by one element and inserting x at
the end (Dijkstra’s “sentinel”). We model the array as a function from indexes
to elements. Here is our specification:
x ∈ ran array ⊢ array ′ = array ∧ i ′ ∈ dom array ∧ array(i ′) = x
The precondition states that we can assume x ∈ ran array . The postcondition
states that the array isn’t changed by this operation array ′ = array , that the
index ends up pointing to an element of the array i ′ ∈ dom array , and that it
ends up pointing to an occurrence of x in the array array(i ′) = x .
We now re-express the semantics of the nondeterministic programming language
in terms of designs.
8.1 Skip
Skip still does nothing, as before, but we must add a precondition to insist that
it always terminates:
IID =̂ (true ⊢ II)
8.2 Conditional
In design semantics, the conditional is a choice between two designs. The result
is, of course, a design:
(P1 ⊢ P2)2 b3(Q1 ⊢ Q2) = (P1 2 b3Q1) ⊢ (P2 2 b3Q2)
Actually, this is not a definition, but a theorem that relies on the previous
definition of the conditional and on the definition of a design.
8.3 Sequential composition
For the sequential composition operator, we have another theorem:
(p1 ⊢ P2) ; (Q1 ⊢ Q2) = (p1 ∧ (P2 wp Q1) ⊢ P2 ; Q2)
The meaning of the sequential composition augments this precondition by the
weakest precondition for the first postcondition to establish the second precon-
dition. This guarantees that control can be passed successfully from the first
design to the second. Finally, the overall postcondition is simply the relational
composition of the individual postconditions.
8.4 Assignment
For the design assignment, we need to consider a precondition that guarantees
that the assignment will not abort. In the case of (x := 1/y), the precondition
establishes the definedness of the expression 1/y , which includes y 6= 0, as well
as considerations of overflow and underflow. In this paper, we assume that the
expression is well-defined, without these problems. As a result, we simply lift the
semantics of the relational assignment:
x := e =̂ (true ⊢ x := e)
8.5 Nondeterministic choice
For nondeterministic choice, we have another theorem:
(P1 ⊢ P2) ⊓ (Q1 ⊢ Q2) = (P1 ∧ Q1 ⊢ P2 ∨ Q2)
The resulting design must satisfy the assumptions of both designs, but need
establish the postcondition of only one of them.
9 The complete lattice of designs
The greatest lower-bound of a set of designs has a similar form to the binary case
for nondeterministic choice. Since we don’t know which design will be selected,
all the preconditions must hold in advance of the selection. The postcondition is
nondeterministically selected.
d
i(Pi ⊢ Qi) =̂ (
∧
i Pi) ⊢ (
∨
i Qi)
The least upper-bound of a set of designs has a weaker precondition than each
individual design (see the discussion on refinement, below). But at the same
time, since it is the least upper-bound, this precondition needs to be as strong
as possible. Thus, the actual precondition is (
∨
i Pi). The postcondition is the
conjunction of all the individual postconditions, each modified to assume its
individual precondition.
⊔
i(Pi ⊢ Qi) =̂ (
∨
i Pi) ⊢ (
∧
i Pi ⇒ Qi)
To exemplify this, we show how modulus operation can be constructed from the
least upper bound of the positive and negative cases.
Example 25 (Least upper-bound of designs).
(x ≥ 0 ⊢ x ′ = x ) ⊓ (x ≤ 0 ⊢ x ′ = −x )
= (x ≥ 0 ∨ x ≤ 0 ⊢ (x ≥ 0⇒ x ′ = x ) ∧ (x ≤ 0⇒ x ′ = −x ))
= (true ⊢ x ′ = |x |)
With these definitions, designs form a complete lattice. The bottom of the lattice
is abort
⊥D =̂ false ⊢ true
The definition of a design allows us to simplify this to true. The top of the lattice
is miracle:
⊤D =̂ true ⊢ false
Again, we can simplify this, and we obtain ¬ ok . So, the program that can
achieve the impossible is the program that cannot be started.
10 Galois connections
In UTP, the links between different theories are expressed as Galois connections.
Backhouse [4] introduces a useful example, which we adopt here.
Example 26 (The floor function). The floor function is defined informally as
follows:
For all real numbers x , the floor of x is the greatest integer that is at
most x .
More formally, the floor function is an extreme solution for n in the following
equivalence:
real(n) ≤ x iff n ≤ floor(x )
Where real :
∫
→ is a function that casts an integer to its real number repre-
sentation. It should be noted that we’re overloading the inequality relation. On
one side of the equivalence, it is inequality between two real numbers, whilst on
the other side, it is inequality between integers.
Example 27 (Floor rounds downwards). Instantiating n to floor(x ), our equiva-
lence gives us
real(floor(x )) ≤ x iff floor(x ) ≤ floor(x )
which simplifies to real(floor(x )) ≤ x . So, we now know that the floor function
rounds downwards.
Example 28 (Floor is inverse for real). Instantiating x to real(n), we get
real(n) ≤ real(n) iff n ≤ floor(real(n))
which simplifies to n ≤ floor(real(n)). Now, using our previous result, with x
instantiated to real(n), we have the conjunction
n ≤ floor(real(n)) ∧ real(floor(real(n))) ≤ real(n)
Next, the function that maps an integer to its real representation is injective, so
we have
n ≤ floor(real(n)) ∧ floor(real(n)) ≤ n
which is equivalent to
n = floor(real(n))
So, floor is an exact inverse for real .
Example 29 (Floor brackets real). Let’s take the contrapositive of the equiva-
lence defining the floor function:
real(n) ≤ x iff n ≤ floor(x )
= { contraposition }
¬ (real(n) ≤ x ) iff ¬ (n ≤ floor(x ))
= { arithmetic }
x < real(n) iff floor(x ) < n
= { arithmetic }
x < real(n) iff floor(x ) + 1 ≤ n
Now, instantiate n with floor(x ) + 1:
x < real(floor(x ) + 1) iff floor(x ) + 1 ≤ floor(x ) + 1
But we already know that floor(x ) ≤ x , so we have
floor(x ) ≤ x ≤ floor(x ) + 1
Example 30 (Floor monotonic). We want to prove that
x ≤ y ⇒ floor(x ) ≤ floor(y)
First, we specialise the definition of the Galois connection between real and floor :
real(n) ≤ x iff n ≤ floor(x )
⇒ { specialisation with x,n := y,floor(x) }
real(floor(x )) ≤ y = floor(x ) ≤ floor(y)
Now we can use this result to prove the monotonicity of floor :
floor(x ) ≤ floor(y)
= { above }
real(floor(x )) ≤ y
⇐ { transitivity of ≤ }
real(floor(x )) ≤ x ≤ y
= { since floor(x ) ≤ x }
x ≤ y
What we have achieved in the last example is to prove that real and floor form
a Galois connection between the real numbers and the integers and to explore
some of the consequences of this result. Specifically, the floor function provides
the best approximation of a real number as an integer. We now describe the
notion of Galois connections more generally.
Let S and T both be complete lattices. Let L be a function from S to T. Let
R be a function from T to S. The pair (L,R) is a Galois connection if
for all X ∈ S and Y ∈ T :
L(X ) ⊒ Y iff X ⊒ R(Y )
R is a weak inverse of L (right adjoint); L is a strong inverse of R (left adjoint).
Example 31 (Galois connection: relational theory and designs). There is a Galois
connection between the two semantics that we have provided for the nondeter-
ministic imperative programming language.
The left adjoint, which we’ll call Des(R), maps a plain relation R to a design.
The relation comes from the theory of partial correctness, where we assume that
a relational program R terminates. We record this assumption by adding the
precondition true when we map to the design true ⊢ R.
The right adjoint, which we’ll call Rel , maps a design back to a plain relation.
In the theory of designs, we can observe the start and termination of execution,
but these observations cannot be made in the theory of relations. So we must
assume initiation and termination by setting ok and ok ′ both the true. Thus we
have Rel(D) = D [true, true/ok , ok ′].
We introduce the abbreviations: Db = D [b/ok ′], D t = Dtrue , D f = Dfalse .
Example 32 (Des is the inverse of Rel).
Proof.
Des ◦ Rel(P ⊢ Q)
= { definition of Rel }
Des((P ⊢ Q)t [true/ok ])
= { substitution }
Des(P ⇒ Q)
= { definition of Des }
= true ⊢ P ⇒ Q
= { definition of design, propositional calculus }
= P ⊢ Q
Example 33 (Extraction of precondition and postcondition). Every design D can
be expressed as (¬ D f ⊢ D t). Without loss of generality, we exploit the fact that
we have characterised designs syntactically. So it is sufficient to prove that
P ⊢ Q = ¬ (P ⊢ Q)f ⊢ (P ⊢ Q)t
Proof.
¬ (P ⊢ Q)f ⊢ (P ⊢ Q)t
= { definition of design, substitution }
¬ (ok ∧ P ⇒ false ∧ Q) ⊢ ok ∧ P ⇒ true ∧ Q
= { propositional calculus }
ok ∧ P ⊢ ok ∧ P ⇒ Q
= { definition of design }
ok ∧ P ⇒ ok ′ ∧ (ok ∧ P ⇒ Q)
= { propositional calculus }
ok ∧ P ⇒ ok ′ ∧ Q
= { definition of design }
P ⊢ Q
This example allows us to write the following equation for Rel :
Rel(D) = (¬ D f ⇒ D t)
Example 34 (Refinement for designs). Recall the definition of refinement for
relations:
P ⊑ Q = [Q ⇒ P ]
We keep the same order relation on designs; after all, a design is a rather special
kind of relation. In VDM and B, refinement is usually expressed through the two
slogans:
Weaken the precondition, strengthen the postcondition.
More formally,
(P1 ⊢ P2) ⊑ (Q1 ⊢ Q2) = [P1 ⇒ Q1 ] ∧ [P1 ∧ Q2 ⇒ Q1 ]
We show that the VDM/B slogan is a consequence of the relational view of
refinement. That is,
((P1 ⊢ P2) ⊑ (Q1 ⊢ Q2)) = [P1 ∧ Q2 ⇒ P2 ] ∧ [P1 ⇒ Q1 ]
Proof.
(P1 ⊢ P2) ⊑ (Q1 ⊢ Q2)
= { definition of refinement }
[ (Q1 ⊢ Q2)⇒ (P1 ⊢ P2) ]
= { universal closure }
[ (Q1 ⊢ Q2)[true/ok ]⇒ (P1 ⊢ P2)[true/ok ] ]
∧ [ (Q1 ⊢ Q2)[false/ok ]⇒ (P1 ⊢ P2)[false/ok ] ]
= { definition of design }
[ (Q1 ⇒ ok
′ ∧ Q2)⇒ (P1 ⇒ ok
′ ∧ P2) ]
= { universal closure }
[ (Q1 ⇒ ok
′ ∧ Q2)[true/ok
′]⇒ (P1 ⇒ ok
′ ∧ P2)[true/ok
′] ]
∧ [ (Q1 ⇒ ok
′ ∧ Q2)[false/ok
′]⇒ (P1 ⇒ ok
′ ∧ P2)[false/ok
′] ]
= { propositional calculus }
[ (Q1 ⇒ Q2)⇒ (P1 ⇒ P2) ] ∧ [¬ Q1 ⇒ ¬ P1 ]
= { propositional calculus }
[P1 ∧ (Q1 ⇒ Q2)⇒ P2 ] ∧ [P1 ⇒ Q1 ]
= { predicate calculus }
[P1 ∧ Q2 ⇒ P2 ] ∧ [P1 ⇒ Q1 ]
Finally, we use this result to show that Des and Rel form a Galois connection.
Example 35 ((Des,Rel) is a Galois connection).
Proof.
Des(R) ⊒ D
= { definition of Des }
(true ⊢ R) ⊒ D
= { refinement of designs }
[¬ D f ⇒ true ] ∧ [¬ D f ∧ R ⇒ D t ]
= { propositional calculus }
[¬ D f ∧ R ⇒ D t ]
= { propositional calculus }
[R ⇒ (¬ D f ⇒ D t) ]
= { refinement of relations }
R ⊒ (¬ D f ⇒ D t)
= { definition of Rel }
R ⊒ Rel(D)
11 Design healthiness conditions
There are two principal healthiness conditions for design-hood: one for ok and
one for ok ′.
The first concerns starting programs: no observation can be made before the
program starts.
H1 (P) = ok ⇒ P
The second concerns terminating programs: anything is better than nontermi-
nation
H2 : [P [false/ok ′]⇒ P [true/ok ′] ]
This healthiness condition states that you mustn’t require nontermination as a
property of a program.
Example 36 (H2 as a monotonic idempotent). We’ve expressed H2 as a prop-
erty, but it can also be expressed as a monotonic idempotent function. The H2
property that we’ve specified requires a predicate to be monotonic in ok ′. We
can introduce a pseudo-identity to capture this:
J = (ok ⇒ ok ′) ∧ II(v)
and then redefine H2 as a function:
H2 (P) = P ; J
This leads to a useful lemma, for a H2 -healthy predicate P :
P = P f ∨ (ok ′ ∧ P t)
Proof.
P
= { P is H2 }
P ; J
= { propositional calculus }
P ; (¬ ok ∨ ok ′) ∧ II(v)
= { relational calculus }
(P ; ¬ ok ∧ II(v)) ∨ (P ; ok ′ ∧ II(v))
= { relational calculus }
(P f ; II(v)) ∨ ((P ; II(v)) ∧ ok ′)
= { relational unit (alphabets match) }
P f ∨ ((P ; II(v)) ∧ ok ′)
= { relational calculus }
P f ∨ ((∃ ok ′ • P) ∧ ok ′)
= { case enumeration (ok ′ is boolean) }
P f ∨ ((P t ∨ P f ) ∧ ok ′)
= { propositional calculus }
P f ∨ (P t ∧ ok ′) ∨ (P f ∧ ok ′)
= { absorption }
P f ∨ (P t ∧ ok ′)
This is known as J -splitting, and it emphasises the asymmetry in the use of ok ′:
you can observe when a program terminates, but not when it doesn’t.
Example 37 (H1 relations). We give four examples of H1 relations.
1. The bottom of the design lattice is false ⊢ true, which is equivalent to true,
which, by the propositional calculus, is a fixed point of the H1 healthiness
condition: (ok ⇒ true) = true.
2. The top of the design lattice is true ⊢ false, which is equivalent to ¬ ok ,
which, by the propositional calculus, is also a fixed point of the H1 healthi-
ness condition: (ok ⇒ ¬ ok) = ¬ ok .
3. A property of implication means that any predicate with ok as an implicative
antecedent must be H1 -healthy. For example: (ok ∧ x 6= 0⇒ x ′ < x ).
4. Finally, every design must be H1 -healthy, since ok is an implicit assumption.
For example: (x 6= 0 ⊢ x ′ < x ).
Example 38 (H2 predicates). We give four examples of H2 relations.
1. The bottom of the design lattice is H2 -healthy:
⊥fD
= truef
= true
= truet
= ⊥tD
2. The top of the design lattice is also H2 -healthy:
⊤fD
= (¬ ok)f
= ¬ ok
= (¬ ok)t
= ⊤t
D
3. Any predicate that insists on termination is H2 -healthy. For example:
(ok ′ ∧ (x ′ = 0))f
= false
⇒ (x ′ = 0)
= (ok ′ ∧ x ′ = 0)t
4. Finally, any design is H2 -healthy. For example:
(x 6= 0 ⊢ x ′ < x )f
= (ok ∧ x 6= 0⇒ ok ′ ∧ x ′ < x )f
= (ok ∧ x 6= 0⇒ false)
⇒ (ok ∧ x 6= 0⇒ x ′ < x )
= (ok ∧ x 6= 0⇒ ok ′ ∧ x ′ < x )t
= (x 6= 0 ⊢ x ′ < x )t
12 In conclusion
This concludes our tutorial introduction to the theories of relations and designs
in UTP. Other tutorial introductions may be found in [72, 14]. Of course, the
interested reader is encouraged to go back to the source of the ideas and read
the book.
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