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Abstract
Polymers and colloids are important building blocks of life as well as many mod-
ern technologies. Driven by flow, polymers and colloids can express very complex
yet interesting behavior. This thesis aims at a fundamental understanding of the
dynamical properties of different polymer-colloid mixtures in flows using computer
simulations. A special motivation comes from the blood clotting process. Our blood is
a complex fluid made of polymeric proteins and colloid-like cells. Controlled by flow,
a blood-clotting protein (the so-called von Willebrand factor or vWF) can change
shapes from a compact structure to an extended morphology. This polymeric protein
later on forms composites with the colloidal cells (platelets) and completes the initial
blood-clotting task. In this thesis, we build minimalist simulation models trying to
capture the essential physics behind blood clotting.
We first examine the behavior of single polymers in passive flowing colloidal sus-
pensions. Our results show that the presence of colloids has a pronounced effect on
the unfolding and refolding cycles of collapsed polymers (which is believed to be a
good model for vWF), but has negligible effects for non-collapsed polymers. Further
inspection of the conformations reveals that the strong flow around the colloids and
the direct physical compression exerted on the collapsed polymers diffusing in between
colloidal shear bands largely facilitate the initiation and unraveling of the collapsed
chains. We believe these results are important for rheological studies of (bio)polymer-
(bio)colloid mixtures, and give insight on the activation of von Willebrand factor in
flowing cell suspensions.
We then study interacting polymer-colloid mixtures in flows. In blood clotting,
the formation of plug, which is essentially a polymer-colloid (vWF-platelet) compos-
ite, is believed to be driven by shear flow, and contrary to our intuition, its assembly
is enhanced under stronger flow conditions. Here, inspired by blood clotting, we show
that polymer-colloid composite assembly in shear flow is a universal process that can
be tailored to obtain different types of aggregates including loose and dense aggre-
gates, as well as hydrodynamically induced log-type aggregates. The process is highly
controllable and reversible, depending mostly on the shear rate and the strength of the
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polymer-colloid binding potential. Our results have important implications for the
assembly of polymer-colloid composites, an important challenge of immense techno-
logical relevance. Furthermore, flow-driven reversible composite formation represents
a new paradigm in non-equilibrium self-assembly.
We also study binary colloidal mixtures and self-associating polymers, both of
which are very relevant to blood clotting. Platelet margination refers to the phe-
nomenon that for flowing red blood cell and platelet mixtures in vessels, the platelets
will migrate to vessel walls. Using a simple binary colloidal suspension model, we show
that the nonhomogeneous red blood cell distribution as well as the shear dependent
hydrodynamic interaction is key for platelet margination. We believe this separation
process is important not only in the biophysics of blood clotting, but also in applied
science such as drug delivery or coatings. Catch-bonds refer to the counterintuitive
notion that the average bond lifetime has a maximum at a nonzero applied force. They
have been found in several ligand-receptor pairs including vWF/platelet GP1b-alpha.
Here we use coarse-grained simulations and kinetic theory to demonstrate that a mul-
timeric protein, with self-associating domain pairs, can display catch-bond behavior
in flow. Our biomimetic design shows how one could build and tune macromolecules
that exhibit catch-bond characteristics.
We finally include an appendix that describes an unrelated project that is to
solve for the block copolymer propagator in polymer field theory using Lattice Boltz-
mann method originally developed for hydrodynamics. Comparing to the conven-
tional pseudo-spectral method, the Lattice Boltzmann approach is slightly inaccurate
yet has many extra benefits including the optimal parallel computing efficiency and
the ability for grid refinements and arbitrary boundary conditions.
Thesis Supervisor: Alfredo Alexander-Katz
Title: Assistant Professor
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Chapter 1
Introduction
1.1 Polymers and Colloids in Flows
Soft materials are important in life as well as many modern technologies. Common
soft materials include polymers, colloids, surfactants, gels, foams, liquid crystals, etc.
Polymers are long chain-like molecules composed of many repeat (or unrepeated) units
that are covalently bonded together. DNA, polymers made of nucleotides, encodes
the genetic instructions used in the development and functioning of all known living
organisms and many viruses [1]. Proteins, polymers made of amino acids, perform
a vast majority of roles in life such as catalyzing metabolic reactions, regulating
cell activities, and transporting chemicals [1, 2]. Colloids are nanometer to micron
sized objects that form a dispersed phase when suspended in a continuum solvent [3].
Ubiquitous in everyday life, colloids may be found in substances such as paint, ink,
and coating [4]; or in food items such as milk and mayonnaise [5]. Other common
applications of soft materials include lubricants [6], adhesives [7], compatibilizers [8],
etc.
The study of soft materials has been one of the most interesting research areas
because of the complexity and flexibility of soft materials [9]. They share an important
common feature in that predominant physical behaviors occur at an energy scale
comparable with room temperature thermal energy. The behaviors of soft materials
are thus difficult to be predicted directly from their atomic or molecular constituents,
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and instead one has to consider a delicate balance between entropic and enthalpic
contributions to the free energy [10]. They usually self-organize into mesoscopic
physical structures that are much larger than the microscopic (atomic) scale, and
yet smaller than the macroscopic (overall) scale of materials. For example, block
copolymers (polymers consist of a sequence of different types of monomers along
the chain) can form disordered or ordered (microphase-separated) structures under
different temperatures [11]. At higher temperatures, the entropic term dominates,
and the disordered phase is preferred. However, at lower temperatures, the enthalpic
term dominates, and the ordered phase is favored. The above example shows the
complex nature of soft materials.
Another fascinating aspect of soft materials is their amazing coupling between
mechanics and conformations. Mechanical flows have been used to manipulate the
morphologies and properties of soft materials. It is observed in experiments that di-
lute polymers undergo a coil-stretch transition when subjected to longitudinal shear
[12–16]. It is also observed that a suspension of colloids can form locally or fully
ordered structures under flow [17–31]. In both cases, the entropically favored con-
formations (coiled polymers or unstructured colloids) are kinetically suppressed with
mechanical forces, that is, flows. Needless to say, understanding soft materials un-
der non-equilibrium conditions would be extremely useful, not only for technological
applications, but also for the understanding of many non-equilibrium biophysical
phenomena related to proteins, DNA, cell suspensions, etc.
1.2 Blood Clotting and von Willebrand Factor
This thesis is inspired by a special non-equilibrium soft materials system that resides
in our body, that is, the bloodstream. Blood is mainly composed of micron-sized
blood cells suspended in blood plasma that is mostly water. The blood cells play
many roles in our body such as carrying oxygen (red blood cells), defending the body
against diseases (white blood cells), or healing wounds (platelets). In addition, blood
also contains many proteins. These proteins are important in sustaining the func-
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Figure 1-1: Schematic of the blood clotting process at high shear.
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tionalities of our body. A particular blood protein of interest is the so-called von
Willebrand factor (VWF), which plays an important role when our body tries to heal
wounds [32–37]. Driven by the heart beat, the blood cells and proteins flow in vascu-
lature with different velocities. In this thesis, we are interested in a non-equilibrium
self-assembly process that occurs in the blood stream – the blood clotting process,
which refers to the accumulation of platelets and clotting proteins at the site of in-
jury to heal the damaged blood vessels [38, 39]. With recent technical advances
enabling real-time analysis of platelet aggregation, it has become evident that blood
clotting represents a complex process involving distinct receptors and adhesive lig-
ands. Furthermore, the contribution of individual receptor-ligand interactions to the
aggregation process is dependent on the prevailing blood flow conditions [32–37].
Under conditions of low shear rates, platelet aggregation is mediated by several pro-
teins including VWF, fibrinogen, or fibronectin. However, under conditions of high
shear, aggregation occurs only in the presence of soluble VWF. Figure 1-1 shows a
schematic of the blood clotting process involving VWF at high shear. In a normal
blood vessel, the blood cells circulate freely with minimum interactions; the VWFs
are inactive, possessing collapsed compact morphologies. However, when the blood
vessel is damaged, the soluble VWFs can rapidly adhere to the thrombogenic surfaces
which are mostly collagen fibers. Many experiments show that the adherent VWFs
usually posses stretched morphologies. The first layer of the adherent VWF fibers
then adhere to the flowing platelets, forming a “plug” structure (primary hemosta-
sis). At the later stage, another plasma protein fibrinogen is converted to fibrin on the
previously formed plug scaffolds. Fibrin is then crossed-linked to form a more stable
“clot” structure (secondary hemostasis). In this thesis, we only focus on primary
hemostasis.
Since von Willebrand factor plays a crucial role in blood clotting, it is worth
discussing the molecular structure of this protein. Figure 1-2 shows the VWF struc-
ture at different length scales [32–37]. Similar to all proteins, VWF is composed of
sequences of amino acids folded into three-dimensional structures. The basic VWF
monomer is a 2050-amino acid protein, and every monomer contains a number of
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specific domains with specific functions. The A1 domain is the only known binding
site for the platelet receptor GP1b-α. Although controversially discussed, the A1 do-
main also seems to provide a binding site for collagen. General agreement exists that
the A3 domain is the binding site for collagens type I and III. The C1 domain with
its RGD sequence is the binding site for platelet integrin αIIbβ3. The C1/integrin
binding has very high affinity, but the binding only works after the platelets are ac-
tivated by thrombin or other agonists. The A2 domain contains the cleavage site for
the metalloproteinase ADAMTS-13. Both the A1 and A3 binding sites and their ac-
cessibility seem to be dependent on the fluid dynamic forces exerted on the molecule
as well as its immobilization on a surface. Finally, the D domain exhibits a binding
region for blood coagulation factor VIII, and is the site for VWF multimerization.
VWF multimers can be extremely large and consist of over 80 monomers.
VWF is stored in Weibel-Palade bodies, rod-shaped organelles unique to endothe-
lial cells. It is generally assumed that VWF stored within Weibel-Palade bodies is
composed of the largest multimeric species, i.e. ultra-large VWF, usually not ob-
served in the blood of normal individuals [32–37]. Their controlled release at sites of
injury would deliver the most thrombogenic forms of VWF. The metalloproteinase
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ADAMTS-13 cleaves ultra-large VWF and is thus a physiological mechanism to reg-
ulate the VWF sizes in the circulation. Excess cleavage would severely impair the
homeostasis function of VWF multimers, a situation found in patients with type 2A
von Willebrand Disease [32, 40, 41]. On the other hand, deficiencies of ADAMTS-13
lead to multiple VWF-platelet rich plugs that usually are fatal to the patient – the
disease is known as Thrombotic Thrombocytopenic Purpura (TTP) [42, 43].
In the blood vessel, both red blood cells and platelets participate in the blood
clotting process. Platelets are the actual clotting materials forming plugs and clots,
while red blood cells influence the clotting process indirectly by regulating the distri-
butions of platelets. Whether these blood cells are colloids is of debate. In shear flow,
red blood cells can perform very complex motions such as tumbling or tank-treading
motions depending on the shear rates, fluid viscosities, and cell membrane rigidities
[44, 45]. The tumbling motion is characterized by a solid-like motion such that the
cells keep changing orientations. On the other hand, the tank-treading motion is
characterized by a steady cell orientation, and the cell membrane rotates about the
internal fluid. The rigidity of the cells is important in many hemodynamical phe-
nomena such as for the red blood cells to pass the capillaries. However, as will be
discussed in the following chapters, we find that assuming cells as hard sphere colloids
may be sufficient to explain many experimental observations in blood clotting.
Although the blood clotting process has been identified for decades, a fundamental
understanding of blood clotting mechanisms, especially from a physical or soft mate-
rials point of view, is not available. The reasons to study VWF and blood clotting are
twofold. From a biomedical perspective, the deficiency of VWF (or their regulating
enzymes) leads to the von Willebrand Disease [32, 40–43], which is the most common
hereditary coagulation abnormality described in humans. By studying the biophysical
clotting mechanisms and the roles of VWF in coagulation, a better therapy for curing
such diseases may be developed. On the other hand, from a technological perspective,
the unique properties of the blood clotting process (e.g., flow induced aggregation and
flow induced adhesion) may be applied in broader engineering problems related to soft
materials such as rheology modifiers, inject coatings, smart sensing and self-healing
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materials, etc.
1.3 Thesis Overview
In this thesis, we try to gain a better understanding of the blood clotting process using
simulational and theoretical approaches. Specifically, we try to build the simplest
simulational or theoretical models that capture the essential physics observed from
experiments. We hope by doing so, we can have a more profound understanding of
the studied systems. In addition, we believe the simulations and theories can provide
us invaluable information and microscopic details that are difficult to acquire from
experiments.
The organization of this thesis is the following. In Chapter 2, we describe the
main simulation method used throughout this thesis, that is, the Lattice Boltzmann
(LB) method, which is a mesoscopic hydrodynamic solver. We further describe the
formalisms for the inclusion of thermal noises and external forces to the LB equations,
and the coupling of colloid and polymer models with the LB equations. We finally
discuss the simulation parameters and dimensionless numbers that are relevant in
connecting the simulations with the real world physical systems.
In Chapter 3, we focus on the non-interacting dilute polymer-colloid mixtures
in shear flow. In the context of blood clotting, this study relates to the activation
(unfolding) of VWFs (polymers) in mechanical flows in the presence of flowing cell
suspensions (colloids). Here, we mainly focus on how the globule-to-stretch or coil-
to-stretch transitions of polymers are affected by the colloids in the flows.
In Chapter 4, we extend our simulational polymer-colloid mixture model with
biological relevant interactions. The interactions between polymers and colloids are
related to the specific ligand-receptor pairs of VWF A1 domain and platelet GP1b-α
receptor. In this chapter, we study the physical origins of the shear-flow-induced
reversible polymer-colloid aggregation process observed in experiments. The struc-
tural and dynamical properties of the shear-induced aggregates are computationally
studied in detail with different interaction strengths, polymer lengths, polymer and
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colloid volume fractions, and polymer binder densities.
In Chapter 5, we study a somewhat different problem, that is, the dynamics of
bidisperse colloidal mixtures in pressure flows. This study is related to the interplay
between red blood cells and platelets in flows. We try to explain the blood-clotting rel-
vant “platelet margination” phenomenon observed in experiments that for red blood
cell and platelet mixtures in blood vessels or flow channels, platelets are always re-
pelled to the walls.
In Chapter 6, we study the “catch-bond” behavior observed in VWF, which refers
to the increased VWF-platelet bond lifetime with increasing mechanical forces or
flows. We discuss that the interference between the adjacent domains on VWF
monomers may be able to result in the catch-bond behavior.
The conclusions and future works of this thesis are described in Chapter 7.
Lastly, in Appendix A we include a branched project showing the different usage
of the Lattice Boltzmann method. We find that the Lattice Boltzmann method is
very good at solving for the partition function propagator in polymer self-consistent
field theory (SCFT) simulations. The details for applying the LB equations to SCFT
simulations are provided following comparisons (accuracy, local refinement, computa-
tional efficiency, etc.) to the present pseudo-spectral method for SCFT simulations.
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Chapter 2
Lattice Boltzmann Method
The present chapter is devoted to introduce the formalism of Lattice Boltzmann (LB)
method, which is the main methodology used in this dissertation to simulate polymers
and colloids in flows. After explaining the reasons behind choosing the LB method,
we describe the most well-adopted LB scheme, the lattice Bhatnagar-Gross-Krook
model. We further discuss the inclusion of thermal noise and external forces to the
LB equations. The thermal noise in fluid has profound effects on the dynamics of
Brownian particles, and the external forces term provides an easy way to couple the
suspensions to the fluid. We then describe in detail the different ways to couple the
LB fluid with polymers and colloids – the soft materials that we are actually more
interested in. The polymers are coupled with the LB fluid with a friction scheme,
while the colloids are coupled with the LB fluid with a bounce-back rule on the
colloid surfaces. Under the LB simulation framework, the hydrodynamic interactions
between polymers and colloids are efficiently captured, enabling a realistic description
of the kinetics of the polymers and colloids in flows. Finally, the simulation parameters
and the fluid dynamics relevant dimensionless numbers are discussed in the end of
this chapter.
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2.1 Introduction
With the advance of technology, computer simulation has become an important tool
in research bridging the experiments and analytical theories [46, 47]. Simulations
are usually able to provide detailed molecular information that is very hard, if not
impossible, to be measured from experimental methods. We usually want to build the
simplest simulation model that is able to capture the relevant physics of the systems of
interest. Depending on the specific problems, from small to large scales, one can build
simulations from quantum mechanics, all atom descriptions, to continuum mechanical
models. In this thesis, we are interested in the so-called “mesoscale” regime that refers
to the length scales ranging from 10’s of nanometers to several micrometers. In this
regime, the atomistic details are usually less relevant, and the interesting behaviors are
charactered by the statistical mechanics of the physical objects [48–51]. Here, as well
as through the rest of this dissertation, we would only focus on the “coarse-grained”
models that are to be imagined as zoomed-out descriptions of real molecules.
For studying polymer and colloidal dynamics, the hydrodynamic interactions are
very important [49–51]. The term “hydrodynamic interactions” describes the dynamic
correlations between particles, induced by diffusive momentum transport through the
solvent. Many simulation methods are available, such as Molecular Dynamics (MD),
Brownian Dynamics (BD), Dissipative Particle Dynamics (DPD), just to name a
few [46, 47]. For particle based methods such as MD and DPD, the hydrodynamic
interactions are captured by the direct simulations of solvent particles. Although
this type of methods give a precise description of the solvents, the computation costs
increase drastically when the simulation size increases. Furthermore, for studying
dilute systems, one can imagine that most of the computations are “wasted” on the
uninterested solvents. Brownian Dynamics (or the related Stokesian Dynamics) takes
a different approach, where the hydrodynamic interactions are captured analytically
in their mobility matrices [52, 53]. For BD, although the number of degrees of freedom
has been minimized, this approach is still computationally intensive. The calculation
of the mobility matrix scales as O(N2), where N is the number of Brownian particles.
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What’s worse, to satisfy the fluctuation-dissipation relation, the calculation of the
covariance matrix for the random displacements scales as O(N3) in BD simulations
[54, 55].
Originally developed by the fluid dynamics community, the Lattice Boltzmann
(LB) method was later proposed as an alternative way to capture the hydrodynamic
interactions for the simulations of soft materials [56–73]. In the LB method, the
solvent degrees of freedom are constrained on a special set of lattice points, and for
each time step the solvents only communicate with their neighbor lattice points. The
LB method has many superior properties. One of the most important property is its
locality that enables an efficient calculation for boundary conditions as well as for the
coupling of particles [74]. Except the cost for calculating the LB equations on the
background, the calculation for hydrodynamic interactions for particles scales asO(N)
in the LB method. In addition, the locality of the LB method is very favorable for
parallel computing [75–81]. There has been many implementations for the LB method
on parallel computing architectures using MPI or OpenMP. In this dissertation, we
apply the LB method on the graphics processing units (GPUs), which is an emerging
parallel computing technology that has comparable computation powers while is much
cheaper comparing to the large scale multi-core CPU hardwares [82].
2.2 Lattice Bhatnagar-Gross-Krook (BGK) Model
The Lattice Boltzmann method solves Boltzmann kinetic equations on lattices [74,
83, 84]. The fundamental quantity in the LB model is the discretized one-particle
velocity distribution function fi(r, t) that describes the mass density of the particles
with velocity ci, at a particular node of lattice r, and at a discrete time t. The
fluid mass and momentum are then calculated as ρ = Σifi and j = Σifici. The LB
equation follows repetitive “streaming” and “collision” steps. The evolution equation
for fi(r, t) is [74]
fi(r + ci∆t, t+ ∆t) = fi(r, t) + ΣjLij(fj(r, t)− f eqj (r, t)), (2.1)
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where the constant matrix Lij can be interpreted as the scattering between particle
population i and j. With the special case of a diagonal Lij, Lij → − 1τ δij, known as the
Bhatnagar-Gross-Krook (BGK) model in kinetic theory [85], the complicated integral
collision operator is replaced by a mean-free-path treatment, and all distributions
relax to their equilibrium values on the same time scale τ . The single relaxation time
evolution equation now reads [86]
fi(r + ci∆t, t+ ∆t) = fi(r, t)− 1
τ
(fi(r, t)− f eqi (r, t)), (2.2)
where ∆t is the LB time step and τ is a relaxation constant related to fluid viscos-
ity. The last term on the right hand side expresses the relaxation of fi towards a
local pseudo-equilibrium f eqi that is a function of local density ρ and velocity u. A
proper choice of f eqi is usually derived from an expansion of the Maxwell-Boltzmann
equilibrium distribution at low velocities [74, 86]
f eqi (ρ,u) = wiρ
(
1 +
u · ci
c2s
+
(u · ci)2
2c4s
− u
2
2c2s
)
, (2.3)
where u = j/ρ is the fluid velocity, wi is a weight factor to insure isotropy, and
cs =
√
Σiwic2i /D (D being the spatial dimensions) is the lattice speed. The lattice
speed is the speed of sound in fluid: for each LB time step ∆t, fi populates one lattice
space ∆x, so the speed of sound cs is on the order of ∆x/∆t. For the 3 diminutional
19 directions (D3Q19) model, the weights and the velocities (in lattice unit ∆x/∆t)
are [74, 86]
w0 = 1/3, cˆ0 = (0, 0, 0),
w1−6 = 1/18, cˆ1−6 = (±1, 0, 0), (0,±1, 0), (0, 0,±1),
w7−18 = 1/36, cˆ7−18 = (±1,±1, 0), (±1, 0,±1), (0,±1,±1),
(2.4)
and the lattice speed is cs = ∆x/
√
3∆t. Finally, using the multiscale technique
[74, 86], the relaxation time τ is related to the dynamic viscosity η and kinematic
36
viscosity ν as
η = ρν = ρc2s∆t(τ − 0.5). (2.5)
2.3 Thermal Noise and External Forces
The LB model can be extended to include thermal fluctuations and external forces
during the collision process. The modified evolution equation for fi is now [56]
fi(r + ci∆t, t+ ∆t) = fi(r, t)− 1
τ
(fi(r, t)− f eqi (r, t)) + ∆′i + ∆′′i , (2.6)
where ∆′i and ∆
′′
i represent the thermal noise and external force contributions. The
statistical properties of ∆′i include a vanish mean, 〈∆′i〉 = 0, and a nontrivial covari-
ance matrix, 〈∆′i∆′j〉 [56]. This thermal term acts at the level of the stress tensor
and kinetic (ghost) modes to ensure the balance between fluctuation and dissipation,
which can be written as [56, 87–89]
∆′i = ∆t
√
ρkBT (∆t/τ)[2− (∆t/τ)]
c2s
∑
k
wiχkiΘk, (2.7)
where {χki} is a set of lattice eigenvectors mutually orthonormal according to the
scalar products Σiwiχkiχli = δkl and Σkwiχkiχki′ = δii′ , and Θk is a set of normal
deviates. The eigenvectors can be expressed as χki = eki/
√
wk, in which the vectors
eki and their length wk for a D3Q19 model provided in Table 2.1 [56, 87].
An external force density f(r, t) can be introduced into the LB algorithm by the
additional collision operator ∆′′i . Application of the new collision operator should
leave the mass density unchanged, but increase the momentum density by ∆tf , im-
plying the following conditions Σi∆
′′
i = 0 and Σi∆
′′
i ci = ∆tf . It has been shown that
the external forces also generate a second moment involving uf + fu [56, 90], where
u(r, t) is the fluid velocity at node r at time t. A choice of the force coupling term
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Table 2.1: Basis vectors of the D3Q19 model.
k eki wk
0 1 1
1 cˆix 1/3
2 cˆiy 1/3
3 cˆiz 1/3
4 cˆ2i − 1 2/3
5 3cˆ2ix − cˆ2i 4/3
6 cˆ2iy − cˆ2iz 4/9
7 cˆixcˆiy 1/9
8 cˆiy cˆiz 1/9
9 cˆiz cˆix 1/9
10 (3cˆ2i − 5)cˆix 2/3
11 (3cˆ2i − 5)cˆiy 2/3
12 (3cˆ2i − 5)cˆiz 2/3
13 (cˆ2iy − cˆ2iz)cˆix 2/9
14 (cˆ2iz − cˆ2ix)cˆiy 2/9
15 (cˆ2ix − cˆ2iy)cˆiz 2/9
16 3cˆ4i − 6cˆ2i + 1 2
17 (2cˆ2i − 3)(3cˆ2ix − cˆ2i ) 4/3
18 (2cˆ2i − 3)(cˆ2iy − cˆ2iz) 4/9
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with a second-order-accurate approximation is given as [56]
∆′′i = ∆twi
(
f · ci
c2s
+
(uf + fu) : (cici − c2sI)
2c4s
)
. (2.8)
2.4 Polymer Model and Coupling to Fluid
In this dissertation, we employ the simplest bead and spring model for polymer chains
[49, 50, 91, 92]. Single polymer chain consists of N beads of radius a interacting
through the intrinsic potential U = Us + ULJ . The first term accounts for the con-
nectivity of the chain
Us =
κ
2
kBTΣ
N−1
i=1 (ri+1,i − 2a)2, (2.9)
where ri+1,i is the distance between adjacent beads along the chain, and the spring
constant κ = 800/a2 is taken strong enough that ensures the average bond length is
not bigger than 10% the equilibrium bond length. The second term is a Lennard-Jones
(LJ) potential
ULJ = ˜kBTΣij[(2a/ri,j)
12 − 2(2a/ri,j)6], (2.10)
where ˜ determines the depth of the potential, and ri,j is the distance between the
ith and the jth bead. The LJ interaction controls the solvent properties, which we
use ˜ = 0.41 for Θ solvent and ˜ = 2.08 for bad solvent [91, 92].
The coupling between the monomers and the fluid is fulfilled from a friction force
based on the differences between the velocities of the monomers ui and the fluid
velocities uLB interpolated at the monomers’ positions [56–64]
Ffl = −ξ[ui(t)− uLB(ri, t)] + Ri(t), (2.11)
where ξ is a friction constant. In addition, the random force Ri(t) is introduced to
balance the additional dissipation and has a local covariance matrix
〈Ri(t)Rj(t′)〉 = 2kBTξδ(t− t′)δijI. (2.12)
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For the Brownian Dynamics limit with no acceleration
m
dui
dt
= Fi + Ffl = 0, (2.13)
the modified Langevin equation is then derived as
d
dt
ri = uLB(ri, t)− Fi(t)
ξ
+
Ri(t)
ξ
, (2.14)
where Fi = −∇U is the interaction force for the ith monomer. In order to conserve
the total momentum of fluid and the monomers, the opposite force −Ffl = Fi is also
applied to the fluid as external forces described in Sec. 2.3 [56–64].
2.5 Colloid Model and Coupling to Fluid
We simulate the polymer and colloid mixtures in fluid using the LB method. While
the polymer bead size a is chosen to be comparable to the LB spacing ∆x, the colloid
radius rc is usually larger than ∆x. In this study we only consider spherical colloids.
A solid colloid is defined by an impenetrable surface that cuts some of the links
between lattice nodes [56, 65–72]. Fluid particles moving along these links interact
with the solid surface at boundary nodes placed halfway along the links. Each of the
corresponding population densities is then updated according to the “bounce-back”
rule, which takes into account the motion of the colloid [56, 65–69]
fb′(r, t+ ∆t) = f
∗
b (r, t)−
2wbρub · cb
c2s
, (2.15)
where f ∗b (r, t) is the post collision distribution at (r, t) in the direction cb, and cb′ =
−cb. The local velocity of the colloid surface,
ub = U + Ω× (rb −R), (2.16)
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is determined by the particle velocity U, angular velocity Ω, and center of mass R;
rb = r +
1
2
cb∆t is the location of the local boundary node.
As a result of the boundary node updates, momentum is exchanged locally between
the fluid and the solid colloid. The forces exerted at the boundary nodes can be
calculated as [56, 71, 72]
f(rb, t+
∆t
2
) =
∆x3
∆t
[
2f ∗i (r, t)−
2wbρub · cb
c2s
]
cb. (2.17)
The colloid forces and torques are obtained by summing f(rb) and rb × f(rb) over all
the boundary nodes associated with a particular colloid. Because the fluid and the
colloid change momentum at the half time steps, the total force and torque at t are
averaged by those at time t− ∆t
2
and t+ ∆t
2
, that is
F(t) =
1
2
[
F(t+
∆t
2
) + F(t− ∆t
2
)
]
, (2.18)
and
T(t) =
1
2
[
T(t+
∆t
2
) + T(t− ∆t
2
)
]
. (2.19)
With the net force and torque calculated from the above equations, the motion of the
colloid from t to t+ ∆t is determined by solving Newton’s equation by
M
dU(t)
dt
= F(t), (2.20)
and
I
dΩ(t)
dt
= T(t), (2.21)
where M and I are the colloid mass and moment of inertia. In this study, the position
and velocity are updated using the explicit Euler method.
Finally, when an interior node is uncovered by the motion of the colloids, its
velocity distribution is taken to be the local equilibrium with density ρ and velocity
given by the local velocity when it last resided inside the colloids. The momentum
transferred by this process is balanced by an appropriate force and torque that are
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added to the colloids at the next time step. When a fluid node is covered by a colloid,
its momentum is similarly absorbed in the colloid force and torque at the next time
step [56, 65–69].
2.6 Simulation Parameters and Dimensionless Num-
bers
To close this chapter, we discuss the choosing of simulation parameters for fluid,
i.e., kinetic viscosity ν, thermal energy kBT , and fluid density ρ. In principle, these
parameters are calculated from the true system after deciding the space and time
discretization ∆x and ∆t. For example, with ∆x = 1µm and ∆t = 1µs, the fluid
kinetic viscosity at 30◦C is ν = 0.8×10−6 m2
s
= 0.8 in the lattice unit. Nevertheless, one
can chose some special numbers to facilitate the calculations provided that the fluid
dynamics relavent dimensionless numbers are reasonable [56, 74]. In this dissertation,
we use ν = 1/6 such that in eq. 2.2 the relaxation time τ = 1 (see eq. 2.5). In
addition, the density and thermal energy are set as ρ = 1 and kBT = 10
−4 in the
lattice unit.
In this dissertation, the maximum shear rate is γ˙max = 10τ
−1
mon, where τmon =
6piηa3/kBT is the monomer diffusion time. With a = 0.5, η = ρν = 1/6, and
kBT = 10
−4, the monomer diffusion time is calculated as τmon ≈ 4×103 in the lattice
unit, and γ˙max ≈ 2.5 × 10−3. In two shear walls with height H = 32, the maximum
velocities occur at the walls with Umax = γ˙max(H/2) ≈ 4 × 10−2. The Reynolds
number for the flow channel is
Re ≈ Umax(H/2)
ν
≈ 3.84, (2.22)
which the flow still belongs to the laminar regime.
Other important dimensionless numbers include the Peclet number Pe = Ur/D
and Schmidt number Sc = ν/D, which r is the size of monomers or colloids and
D = kBT/6piηr is the diffusion constant. The Peclet number is relevant to the ratio of
42
advection and diffusion, and the Schmidt number is relevant to the ratio of momentum
diffusivity and mass diffusivity. For polymers with rp = a = 0.5, Pe
max
p ≈ 300 and
Scp ≈ 2600. For colloids with rc ≈ 3, Pemaxc ≈ 10000 and Scc ≈ 16000. The Schmidt
numbers are reasonable for the criteria for the LB method that Sc  1 [56, 74].
The very high Peclet number at the maximum shear rate suggests that the Brownian
motions of the polymers and colloids may be negligible at those shear rates.
Finally, the Mach number Ma = U/cs represents the ratio of the convection speed
and the speed of sound. In the LB method, the lattice speed is fixed as cs = 1/
√
3.
At the highest shear rate regime with Umax ≈ 4× 10−2, Ma ≈ 6.9× 10−2 still holds
the LB criteria that Ma 1 [56, 74].
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Chapter 3
Dynamics of Polymers in Flowing
Colloidal Suspensions
In this chapter, we examine the behavior of single polymers in a confined colloidal sus-
pension under flow. In the context of blood clotting, this study relates to the unfolding
of VWFs in mechanical flows in the presence of flowing cell suspensions. We study
the conformations of both collapsed and non-collapsed polymers. Our results show
that the presence of the colloids has a pronounced effect on the unfolding/refolding
cycles of collapsed polymers, but does not have a large effect for non-collapsed poly-
mers. Further inspection of the conformations reveals that the strong flow around the
colloids and the direct physical compression exerted on a globular polymer diffusing
in between colloidal shear bands largely facilitates the initiation and unraveling of the
globular chains. These results are important for rheological studies of (bio)polymer-
(bio)colloid mixtures.
3.1 Introduction
Understanding the dynamic behavior of dilute polymers in flow has been an active
research area during the last decades because of its direct relevance to the rheological
properties of polymer solutions [13], as well as to the emerging technologies of single-
chain analysis of DNA molecules [14]. More recently, it has also been discovered
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that the dynamics of globular (or collapsed) polymers directly correlates with the
functionality of certain proteins in the blood that are crucial during the blood clotting
cascade [93]. Theories [15] and experiments [14, 16] have shown that polymers in good
or Θ-solvent undergo periodic unfolding/refolding cycles when subjected to shear flow.
This stretch-and-tumble behavior begins to occur at relatively small shear rates as
long as the strain rate is faster than the characteristic chain relaxation time. Also,
it is found that the mean extension of non-collapsed polymers varies smoothly with
the shear rate [14, 15], and no well-defined deformation transition has been observed.
On the other hand, polymers under bad solvent conditions (i.e. collapsed polymers)
display in shear flow a well-defined globule-stretch transition at a critical shear rate
that is about two orders of magnitude higher than the shear rate needed to unfold
polymers in good or Θ-solvent [91, 94]. To understand this behavior, a nucleation
based mechanism similar to that found in the pioneering work of de Gennes for non-
collapsed polymers [15] has been proposed, and the scaling laws derived from this
model appear to be in excellent agreement with simulations results under the same
conditions [91, 92].
The properties of very dilute polymer solutions are important to understand the
physical origin of the dynamics of polymers in flow, but in most applications one does
not have single polymers. Instead, one would typically have a dense solution and in
many cases a mixture with colloidal particles. Thus, it is of interest to understand
how the dynamics of the single chains is modified under these conditions. In this
chapter we study such scenario by exploring how polymers behave in sheared colloidal
suspensions. Our particular motivation comes from recent studies on the protein
von Willebrand factor (vWF), which is one of the largest soluble biomacromolecules
known [32]. vWF plays an important role in the initial stages of the blood clotting
process, and there is strong evidence that its function is directly related to the local
hydrodynamic conditions [93, 95, 96]. Simulations which consider a globular chain
in shear flow have captured the key dynamics of vWF in the absence of other cells
[91, 92], but it is desirable to understand if platelets or red blood cells, which occupy
∼40% of the volume in blood, have an effect in the unraveling of vWF as well. To
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attack this problem we consider the simplest model that we believe captures the
essential physics of the problem, namely a monodisperse colloidal suspension with a
homopolymer undergoing shear flow, and simulate it using hydrodynamic simulations.
The particular question we address here is how the unfolding/refolding cycles of the
polymers in shear flow are affected by the presence of the colloids. Finally, we must
say that although our motivation comes from blood clotting, analogous systems are
ubiquitous in our world and found in everyday items such as ink, milk, and paint.
However, present research has mainly focused on the microstructures or the phase
behavior of the colloids, and the internal degrees of freedom of the polymer chains
have usually been ignored [97]. We believe that the dynamics of the polymer chains
is as important as that of the colloids, especially in the driven systems.
3.2 Simulation Methods
In our model system, colloids are simulated with purely repulsive spheres of size rc
and volume fraction φ with a no-slip boundary condition at the surface [65]. Single
polymers are simulated withN = 50 beads of radius a interacting through the intrinsic
potential U = Us + ULJ . The first term accounts for the connectivity of the chain,
Us =
κ
2
kBTΣ
N−1
i=1 (ri+1,i − 2a)2, (3.1)
where ri+1,i is the distance between adjacent beads along the chain. The spring
constant is taken to be κ = 800/a2, which ensures the average bond length is not
larger than 10% of the equilibrium bond length for all the shear rates considered.
The second term is a Lennard-Jones (LJ) potential:
ULJ = ˜kBTΣij[(2a/ri,j)
12 − 2(2a/ri,j)6], (3.2)
where ˜ determines the depth of the potential, and ri,j is the distance between the
ith and the jth bead. In this work, we use ˜ = 0.41 for noncollapsed polymers
and ˜ = 2.08 for collapsed chains [91]. Every other interaction (i.e., polymer-colloid,
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colloid-colloid, polymer-wall, and colloid-wall) in the system is purely repulsive, and
we use a stiff Hookean interaction that is only present if the distance between two
particles is less than the sum of their radii [98].
The simulation box is bounded in the z direction by no-slip walls separated by
a distance H, and periodic boundaries are used in the other two directions. The
implicit fluid inside the simulation box is simulated on a three dimensional grid by
the fluctuating lattice-Boltzmann (LB) equation [87], which accounts quantitatively
for the dissipative and fluctuating hydrodynamic interactions. For simplicity, we set
the grid spacing ∆x and the LB time step ∆t equal to unity. Other parameters for
the fluid are the density ρ = 1, the kinematic viscosity ν = 1/6, and the temperature
kBT = 10
−4. The polymer beads couple with the fluid in a dissipative manner
[57]; in the LB units, the effective radius of the polymer beads is a = 0.5, and the
characteristic monomer diffusion time is τ = 6piηa3/kBT ∼= 4 × 103, where η is the
dynamic viscosity of the fluid that η = νρ. Detailed descriptions of the simulation
methods for the polymers and the colloids can be found in Chapter 2.
3.3 Unfolding of Polymers in Flowing Colloidal Sus-
pensions
Collapsed polymers in shear flow display two dynamical regimes: for low shear rates
the chains remain in a compact state, while above a critical shear rate the polymers
undergo sudden and repeated unfolding transitions. On the other hand, non-collapsed
polymers display a continuous coil-to-stretch transition at much lower shear rates. In
this section, we study the unfolding of collapsed or non-collapsed polymers in shear
flow with the presence of colloids. A representative snapshot of our simulation results
is presented in Fig. 3-1(a), where we show a stretched chain (blue beads) in a sea of
colloids (red spheres) undergoing shear flow. The polymer extension Rs is defined as
the projected polymer length along the flow direction as illustrated. In Fig. 3-1(b)
we present three time sequences of the extension of the collapsed polymers (with
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Figure 3-1: (a) Snapshot of a single-chain (blue beads) with a cohesive energy ˜ = 2.08
unfolding in a sheared colloidal suspension (red spheres) with φ = 15% and rc = 5.
(b) Typical extension sequences as a function of time for a collapsed polymer at
different colloid volume fractions φ = 0%, 15%, and 30%. The other parameters are
γ˙τ = 2 and rc = 5.
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Figure 3-2: Rescaled chain extension 〈Rs〉/2Na for non-collapsed (open symbols) and
collapsed polymers (filled symbols) as a function of the shear rate γ˙τ for (a) different
colloid volume fractions (φ = 0%, 15%, and 30%) with fixed radius rc = 5, and (b)
fixed volume fraction φ = 30% with different radiuses: rc = 3, 4, and 5.
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Figure 3-3: Isolated snapshots of a collapsed polymer globule (blue) encountering one
(a and b) or two (c) colloids (red) in flow (γ˙τ = 2 and rc = 5). See text for details.
˜ = 2.08) at the same shear rate γ˙τ = 2 but with different colloid volume fractions.
Clearly, the presence of the colloids has an important effect on the unfolding of the
collapsed polymers since for φ = 0% the chain remains collapsed, while at higher
volume fractions the chain starts exhibiting pronounced and repeated elongation and
folding events. Interestingly, the enhancement observed for collapsed polymers is not
seen in Θ-chains, as can be appreciated in Fig. 3-2(a), where we show the mean
extension 〈Rs〉 for both the non-collapsed and collapsed polymers as a function of the
dimensionless shear rate γ˙τ for different φ’s. As can be seen in this plot, the effect
of the colloids is minimal for non-collapsed chains and can only be visible at large
shear rates (to be discussed in Sec. 3.6), while for collapsed polymers the unfolding
is clearly enhanced and is correlated with the volume fraction.
In order to understand the origin of the enhancement observed in collapsed poly-
mers, we show isolated snapshots of a polymer globule encountering one or more
colloids in Fig. 3-3. These snapshots elucidate how the colloids help to unravel the
collapsed polymers. The reason is because one can clearly see that when a polymer
collides with one [Fig. 3-3(a) and (b)] or two [Fig. 3-3(c)] colloids the chain becomes
compressed due to the shear stress applied on the system, as well as the hydrody-
namic conditions around the colloid. As the polymers become flattened or elongated
on the surface of the colloids, chain protrusions have a higher probability of appearing
because the free energy per protrusion in the quasi two dimensional pancake globule
is much lower than in the spherical case. In some circumstances we even see star
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like shapes on the surface of colloids as shown in Fig. 3-3(b) where we note that
we only have repulsive interactions between the polymers and the colloids, so this
effect can only be ascribed to hydrodynamics. To make our argument more precise,
we first consider the free energy F (in units of kBT ) in the strongly collapsed case
necessary to pull out a filament of length l in 2D and 3D which is proportional to
F ∼ l∆˜ = l(˜ − ˜(2D/3D)c ), where ˜c is the collapse transition point of the polymer
chains [91, 92]. It is well known that ˜
(2D)
c > ˜
(3D)
c because of the reduced number of
contacts possible in 2D [99, 100]. Previous studies have predicted a nucleation type
mechanism for the unfolding of collapsed polymer chains in flow that relies on these
thermally excited protrusions [91, 92, 101]. The main idea behind this argument is
that one needs a protruding polymer segment that is long enough so that the hydro-
dynamic drag force can pull the segment out and eventually unfold the whole chain.
If the segment is too small, the drag force will not be able to overcome the cohesive
energy ∼ ∆. Thus, the presence of the colloids effectively enhances the probability
for creating large protrusions due to the formation of these deformed pancakes, as
explained above. On the other hand, the stretching of non-collapsed polymers occurs
at lower shear rates and is characterized by a smoother deformation. Instantaneous
perturbations by the colloids on the shape of the non-collapsed coils do not have any
obvious effect on the average extension for the non-collapsed case.
3.4 Shear Bands with Different Colloid Sizes
In previous section, we have only discussed the interactions between the single poly-
mers and the nearest colloids. However, the collective dynamics of the overall col-
loidal suspensions in the channels also affects the unfolding of polymers drastically.
Literature has shown that confined colloidal suspensions exhibit complex ordering
transitions under flow, and the transitions highly depend on the commensurability
between the colloid sizes and the confining channel dimensions [102]. In spite of the
fact that in confined channels the size of the colloids is important to determine the
structure of the fluid, we have also used three different colloid sizes rc = 3, 4, and 5,
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Figure 3-4: Top panels: Number density of polymers np (red line) (˜ = 2.08), extended
polymers ne (green line), and colloids nc (black line) as a function of the z position
within the channels at a shear rate γ˙ = 10 and colloid volume fraction φ = 30%. The
extended polymers are defined by the condition dRs(t)/dt > 0. Middle top panels:
Number density of the extended polymers divided by the total number density of the
polymers. Middle lower panels: Average velocity profile in the x direction. Lower
panels: Local rescaled shear rate γ˙/γ˙0, where γ˙0 is the imposed shear rate in the
system. The different parts correspond to (a) rc = 5, (b) rc = 4, and (c) rc = 3.
Note that the data in the gray areas is removed because the polymer density in those
regions is negligible.
and fixed φ. The channel height is also fixed as H = 33. Fig. 3-2(b) shows the results
of 〈Rs〉 as a function of γ˙τ with different colloid sizes. As in the previous scenario,
we do not find any differences in the average stretching of Θ-polymers. However,
we observe that 〈Rs〉 has a non-monotonic dependence on rc in the case of globular
chains. When rc = 5 we observe the strongest enhancement, while for rc = 4 we
observe the smallest enhancement with rc = 3 being somewhat in the middle.
To understand the origin of the nonmonotic polymer extension with the different
colloid sizes, we first look at the complex colloid banding structures formed across
the confining channels. In particular, we want to realize how the colloid banding
structures can affect the collision probability for the colloids and the polymers. In
the top panels of Fig. 3-4, we show the distribution of the polymers (red line) and
colloids (black line) as a function of the z position within the channels at a shear rate
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γ˙τ = 10. The green line corresponds to the distribution of the extended polymers
and will be discussed later. For the rc = 5 and rc = 3 cases [Fig. 3-4(a) and (c)], only
diffuse colloid bands appear in the middle. On the contrary, for the rc = 4 case [Fig.
3-4(b)], the colloid bands are fully developed. More importantly, the distribution of
the polymers is highly regulated by the colloid bands. With the well-defined bands
[the rc = 4 case, Fig. 3-4(b)], the polymers almost always reside between the colloid
bands where the collision probability for the colloids and the polymers is the smallest.
In contrast, with the more diffuse bands [the rc = 3 and 5 cases, Fig. 3-4(a) and
(c)], the polymers are more likely to reside in the colloid bands where the collision
probability for the colloids and the polymers is higher. The ratios of the distribution
of the extended polymers ne (green line; see the figure legend for the definition)
and the distribution of the polymers in all conditions np (red line) are shown in the
middle top panels of Fig. 3-4. This ratio (ne/np) shows the relative probability for
the polymers to extend in the channel. As can be more clearly seen in the rc = 4
and rc = 3 cases [Fig. 3-4(b) and (c)], the polymer unfolding is largely enhanced in
the colloid bands (where the collision probability for the colloids and the polymers is
high), and is suppressed between the bands (where the collision probability for the
colloids and the polymers is low). Middle lower and lower panels in Fig. 3-4 show
the velocity profile and the local shear rate in the channel. Although between the
shear bands the local shear rate can increase up to 1.5 times higher than the imposed
shear rate, the polymer unfolding is not enhanced there. The fact that the polymers
unfold more in the colloid bands (where the local shear rate is lower) and unfold less
between the bands (where the local shear rate is higher) strengthens our finding that
the colloid collision is the main reason for enhancement.
Whether the colloids form the well-defined bands in the channels can be examined
by the characteristic gap width η [102]. For a hexagonal packing, the characteristic
gap width is defined as
ηhex =
H − 2rc√
3rc
+ 1. (3.3)
On the other hand, for a single cubic packing, the characteristic gap width is simply
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Table 3.1: Characteristic gap width for colloids of sizes rc = 3, 4, and 5 in a channel
with height H = 33.
rc ηhex ηsc
3 6.20 5.50
4 4.61 4.13
5 3.66 3.30
the channel height divided by the diameter of the colloids,
ηsc =
H
2rc
. (3.4)
The colloids and the confining channels are commensurate with each other if the
characteristic gap width is close to integers. Table 3.1 summarizes the characteristic
gap width for the colloids of sizes rc = 3, 4, and 5 in a channel with H = 33. For
rc = 3 and 5, there are no preferred structures since neither ηhex nor ηsc for these
colloid sizes is close to integer values. In contrast, for rc = 4, the colloids tend to
form the simple cubic structure since, here, ηsc = 4.13 is closer to an integer. Table
3.1 predicts that the well-defined bands appear only in the rc = 4 case, and this
prediction is coincident with our previous analysis of the colloid banding structures
(Fig. 3-4).
To analyze the packing structures predicted in Table 3.1, in Fig. 3-5(a) to (c) we
plot the radial distribution function for the colloids in the y-z plan g(y, z). For the
rc = 4 case [Fig. 3-5(b)], g(y, z) shows a clear simple cubic structure. The colloids
in different layers distribute directly above or below each other. On the other hand,
for the rc = 5 and rc = 3 cases [Fig. 3-5(a) and (c)], g(y, z) shows mixed simple
cubic and hexagonal structures. Besides distributing directly above or below each
other, the colloids in different layers also pack with mismatches in order to form the
hexagonal structures.
In Fig. 3-5(d), we show a snapshot of the instant colloid distribution for the
noncommensurate rc = 3 case. Interestingly, the upper part of the colloids forms the
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Figure 3-5: (a) to (c) Radial distribution function in the y-z plane g(y, z) for the
colloids with φ = 30% in a channel with height H = 33. The colloid sizes are (a)
rc = 5, (b) rc = 4, and (c) rc = 3. (d) Representative snapshot of the colloids (rc = 3)
in the channel. Note that in this special moment, the colloids form the simple cubic
structure on the upper part of the channel, and the hexagonal structure on the lower
part of the channel.
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Table 3.2: Characteristic gap width for colloids of size rc = 5 in channels with heights
H = 33, 36, and 40.
H ηhex ηsc
33 3.66 3.30
36 4.00 3.60
40 4.46 4.00
0.1 1 10
0.1
0.2
0.3
0.4
0.5 H = 33 (hex+ sc)
H = 36 (hex)
H = 40 (sc)
(φ = 30%)
(rc = 5)
γ˙τ
〈Rs〉
2Na
Figure 3-6: Chain extension for collapsed polymers (˜ = 2.08) as a function of the
shear rate for the same colloid size rc = 5 and volume fraction φ = 30%, but with
different confining channel heights.
simple cubic structure, while the lower part forms the hexagonal structure. Although
instant colloid distribution seems to have well-defined bands, the colloid structures
change continuously over time. As shown in Fig. 3-4(c), for the noncommensurate
rc = 3 case, over time the colloids form diffuse structures in the middle of the channel.
3.5 Shear Bands with Different Channel Heights
To study the dynamics of polymers in specific colloid structures, we directly change
the confining channel heights to match the commensurability of each structure. Table
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Figure 3-7: Colloid nc (black line) and polymer np (red line) distribution in the
channel with (a) H = 33 and γ˙τ = 2, (b) H = 36 and γ˙τ = 2, (c) H = 40 and
γ˙τ = 2, (d) H = 33 and γ˙τ = 10, (e) H = 36 and γ˙τ = 10, and (f) H = 40 and
γ˙τ = 10. In all conditions, the colloid size and volume fraction is rc = 5 and φ = 30%.
The collapsed polymers are characterized by ˜ = 2.08.
3.2 summarizes the characteristic gap width for colloids of size rc = 5 in three channels
with heightsH = 33, 36, and 40. ForH = 33, the colloids do not prefer any structures,
and g(y, z) analysis [Fig. 3-5(a)] shows that the colloids form mixed structures. On
the other hand, the colloids form the hexagonal (hex ) structure for H = 36, and the
simple cubic (sc) structure for H = 40. Fig. 3-6 shows the average extension for
the collapsed polymers as a function of the shear rate in different structures. There
are two interesting trends. First, we find that the polymers unfold the most in the
mixed hex + sc structures at all shear rates. Second, comparing the unfolding of the
polymers in the specific hex or sc structures, we find separate dynamical regimes.
At the intermediate shear rates, 1 < γ˙τ < 4, the polymers unfold more in the hex
structure. However, at higher shear rates γ˙τ > 4, the polymer extension is similar in
both the hex and sc structures.
To explain the complex dynamics of the polymers in the different colloid structures
and shear rates, we first analyze the colloid banding structures in each condition.
Fig. 3-7 shows the colloid and polymer distribution in the different colloid structures
(different channel heights) with two shear rates γ˙τ = 2 [Fig. 3-7(a) to (c)] and γ˙τ = 10
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[Fig. 3-7(d) to (f)]. For the mixed sc + hex structures [H = 33; Fig. 3-7(a) and
(d)], the colloids form diffuse bands in the middle of the channel, and the polymers
intermix with the diffuse colloids to achieve a high collision probability for the colloids
and polymers. On the other hand, for the specific hex or sc structures [H = 36 or
H = 40; Fig. 3-7(b), (c), (e), and (f)], the colloids form well-defined bands in the
middle of the channels. As can be seen in Fig. 3-7(b) and (c), the distances between
bands agree with the packing structures. For the hexagonal packing (H = 36):
∆lhex = 7.3 ∼ 2rc sin (pi
3
) = 8.7. (3.5)
On the other hand, for the simple cubic packing (H = 40):
∆lsc = 9.1 ∼ 2rc = 10. (3.6)
For the simple cubic structure [H = 40; Fig. 3-7(c) and (f)], the polymers almost
always reside between the colloid bands, as can be seen from the alternative poly-
mer and colloid distribution. One can quickly observe that the polymer and colloid
distribution is very similar in both the (H = 40 and rc = 5) combination [Fig. 3-
7(c) and (f)], and the (H = 33 and rc = 4) combination [Fig. 3-4(b)]. Since the
polymers usually reside between the colloid bands where the collision probability for
the polymers and colloids is small, the polymers unfold the least in the simple cubic
structure. Surprisingly, for the hexagonal structure [H = 36; Fig. 3-7(b) and (e)], the
distribution of polymers and colloids largely overlap. This special distribution exists
because the hexagonal packing is a much more compact structure, and the empty
space between the colloid bands is small. [The relative space between the colloid
bands in the hex and sc structures can be compared in Fig. 3-5(d).] As a result, the
polymers cannot reside between the colloid bands in the hex structures. It may seen
at first sight that the collision probability for the colloids and polymers is the highest
in this distribution. Nevertheless, further analysis shows that the diffuse colloid bands
still have higher collision probability (discussed later). Comparing the polymer and
colloid distribution at low [Fig. 3-7(a) to (c)] and high shear rates [Fig. 3-7(d) to
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Figure 3-8: Radial distribution function for colloids to the polymer center of mass
with different confining channel heights (H = 33, 36, and 40) with shear rates (a)
γ˙τ = 2 and (b) γ˙τ = 10.
(f)], we find two interesting behaviors. First, the polymers largely concentrate in the
middle of the channel at high shear rate. This behavior is due to the hydrodynamic
lifting force for polymers and has been throughly discussed in the literature. Second,
when increasing the shear rate, the hexagonal structure is more favorable than the
simple cubic structure, as can be seen from the increasing hex peaks in Fig. 3-7(b)
and (e), and the decreasing sc peaks in Fig. 3-7(c) and (f).
Analyzing the distribution of the polymers and colloids in the channels is useful
to observe the banding structures of the colloids and their relations to the polymers.
However, it is sometimes hard to directly extract the collision probability for both
components from the banding structures. To precisely compare the collision prob-
ability for the colloids and polymers in the different structures, we plot the radial
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distribution function for the colloids to the polymers g(r) (Fig. 3-8), where r is now
the distance from the colloid centers to the polymer center of mass. As can be clearly
seen, the hexagonal structure (H = 36) has the least colloids around the polymers.
Nevertheless, it is harder to distinguish between the H = 33 and H = 40 cases.
3.6 Noncollapsed Polymers in Shear Bands
The unfolding of noncollapsed polymers starts at lower shear rates and is character-
ized by a smooth deformation. Instantaneous perturbations by the colloids on the
shape of the noncollapsed coils have no obvious effects on the initiation of unfolding.
Nevertheless, we do observe interesting behaviors at higher shear rates where the col-
loids start to form bands. Fig. 3-2(a) (˜ = 0.41) shows the average extension for the
noncollapsed polymers as a function of the shear rate γ˙τ for different φ’s. For all the
colloid volume fractions (φ = 0%, 15%, and 30%), the average extension increases
smoothly from γ˙τ = 0.01 to 0.2. However, at higher shear rates γ˙τ > 0.2, we observe
nonmonotonic effects. Compared to a channel without any colloids (φ = 0%), the
average elongation is larger when φ = 15% but smaller when φ = 30%.
Fig. 3-9 shows the distribution of the noncollapsed polymers and colloids in the
channels with two shear rates γ˙τ = 0.1 and 1, and three colloid volume fractions
φ = 0%, 15%, and 30%. For γ˙τ < 1 or φ < 30% [Fig. 3-9(a) to (e)], the colloids do
not form well-defined bands, and the polymers distribute evenly across the channel
and concentrate in the middle. However, at γ˙τ = 1 and φ = 30% [Fig. 3-9(f)], the
colloids form well-defined bands. Furthermore, the polymer distribution at φ = 30%
and γ˙τ = 1 is different from other cases with lower shear rates or colloid volume
fraction. As shown in Fig. 3-9(f), the polymers distribute much narrowly between the
colloid bands. For the noncollapsed polymers, the smaller average extension within
the well-defined bands may result from the smaller polymer coil heights within those
bands. (The coil height is defined as the projected height of the polymer coil in the z
direction.) Previous studies have shown that the unfolding of the noncollapsed chains
is suppressed if the polymers are unable to sample the whole conformation of large
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Figure 3-9: Colloid nc (black line) and polymer np (red line) distribution in the
channel with (a) φ = 0% and γ˙τ = 0.1, (b) φ = 15% and γ˙τ = 0.1, (c) φ = 30% and
γ˙τ = 0.1, (d) φ = 0% and γ˙τ = 1, (e) φ = 15% and γ˙τ = 1, and (f) φ = 30% and
γ˙τ = 1. The noncollapsed polymers are characterized by ˜ = 0.41.
coil heights when closing to confinements [103].
3.7 Conclusions
Colloidal suspensions can greatly enhance the unfolding of collapsed polymers in flow.
In this chapter, we show that the enhancement is mainly due to the collisions from the
colloids with the collapsed chains. For colloid volume fractions up to 30%, the confined
colloids form simple cubic, hexagonal, or a mixture of both structures, depending on
the commensurability of the colloid sizes and the channel heights. By changing the
colloid sizes or the channel heights, we show that the collapsed polymers unfold the
most in the mixed structures because the diffuse colloid bands in these structures
provide the highest collision probability for the colloids and the polymers. Lastly, we
show that the well-defined colloid bands also suppress the unfolding of noncollapsed
polymers. The suppression is due to the redistribution of the noncollapsed polymers
within the well-defined bands, where the noncollapsed chains tend to have smaller
coil heights.
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Returning to our original motivation which was vWF, we believe that the results
found here could potentially be important in understanding the unfolding of vWF
in blood since, as shown, the presence of colloids such as platelets of red blood cells
could in principle enhance the unfolding of vWF. Nevertheless, the dynamics of these
cells is far more complex than that of the colloids presented here which could lead
to other behaviors not capture in the present work. Further experiments in this area
are needed to validate our predictions.
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Chapter 4
Polymer-Colloid Composite
Assembly in Flow
Blood clotting is the process by which a hemostatic plug is assembled at the site of
injury. The formation of such a plug, which is essentially a biological polymer-colloid
composite is believed to be driven by shear flow in its initial phase, and contrary to our
intuition, its assembly is enhanced under stronger flowing conditions. Inspired by such
a system, in this chapter we show that polymer-colloid composite assembly in shear
flow is an universal process that can be tailored to obtain different types of aggregates
including loose and dense aggregates, as well as hydrodynamically-induced log-type
aggregates. The process is highly tunable and reversible, depending mostly on the
shear rate and the strength of the polymer-colloid binding potential. Our results
can have important implications in the assembly of polymer-colloid composites, a
current important challenge of immense technological relevance. Furthermore, flow-
driven reversible composite formation represents a new paradigm in non-equilibrium
self-assembly.
4.1 Introduction
Polymer-colloid composites represent an attractive class of hybrid materials in which
one can tailor their properties by exploiting the individual and collective properties
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of both components [104–107]. However, uniformly dispersing colloids in polymer
matrices, and vice versa, has represented a challenge that requires careful tuning of
the interactions and the processing conditions [108–110]. Nature, on the other hand,
can assemble to perfection complex composite materials for a variety of functions. For
example, the abalone shell is made out of calcium carbonate and organic matrices,
or bone which is composed of calcium phosphate and collagen fibers, both of which
display excellent mechanical properties [111, 112]. In most cases these materials are
constructed very slowly, and are perhaps not viable for technological applications.
There are some instances in nature, however, in which forming a composite very
rapidly is necessary, and such conditions are met during blood-clotting. During this
process, our body forms a polymer-platelet composite called the plug within seconds
of injury [33, 35]. This aggregate composed of von Willebrand factor (vWF), which
is a long biopolymer, and platelets forms the scaffold for the formation of a clot
at the site of the lesion. Both vWF and platelets are necessary to form the plug,
and a lack in activity of vWF leads to the most common hereditary disease that
1% of the population has, the so-called von Willebrand disease [32]. Once the plug
has been assembled, a fibrin chemically cross-linked network is polymerized in-situ
through a large network of chemical reactions (for a more detailed description see Ref.
[38]). Interestingly, the propensity for forming a thrombus is highly regulated by fluid
flows, increasing as you increase the flow strength for shear rates as high as 10,000
s−1 (Refs [113, 114]). Note that this behavior cannot be sustained indefinitely, and
for extremely high shear rates one expects flow-induced dissolution of the aggregates.
The enhancement in thrombus formation is particularly true in the presence of vWF,
and it has been shown that the formation of the plug can be driven purely by flow
in a reversible fashion [39, 93, 115]. Such behavior is completely contrary to our
intuition based on the fact that we typically use strong flows to disintegrate or dissolve
matter, and thus the clotting scenario in which flow controls the reversible assembly
of complex composites (with presumably tailored properties) represents a completely
new aggregation paradigm that cannot be understood in terms of purely diffusion
limited and/or reaction limited aggregation concepts. In the later cases flow just
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accelerates the aggregation process but the aggregates are not reversible. Inspired
by the process of blood-clotting, here we explore the flow-driven self-assembly of
polymer-colloid composites.
4.2 Simulation Methods
Our model system, which mimics the blood, consists of a dilute polymer and colloid
mixture. The colloids can bind to the polymer through specific interactions, as is
known to occur between von Wilebrand Factor and platelets in blood. Polymers
and colloids are simulated with standard simulating techniques under the framework
of fluctuating Lattice Boltzmann (LB) hydrodynamics [56, 116] in three-dimensional
grids with resolutions Nx × Ny × Nz = 64 × 32 × 32. Periodic boundary conditions
are used in both the x and y directions, and a solid bounce-back boundary condition
[56] is used in the z direction. For simplicity, we set the lattice spacing ∆x and LB
time step ∆t equal to unity. We use Nc = 32 colloids with radius rc = 2.5, which
the volume fraction of the colloids is φc ≈ 3 %. Each polymer consists of N = 40
monomers with radius a = 0.25. The total number of polymers is Np = 128, and the
volume fraction of the polymers is φp ≈ 0.5 %. To control the solvent property of the
polymers, we add a Lennard-Jones potential between each monomers with strength
u. It has been shown that u = 0.41 and 2.08 kBT are suitable choices for simulating
polymers in the Θ and bad solvent [91, 92].
The monomers interact with the colloids at discrete binding sites on the colloid
surfaces which mimic the actual GPIb-α receptor on the surface of platelets that
specifically binds to the A1 domain of vWF. In this study, the monomers interact
with the binding sites on the colloid surfaces (where each colloid has Nb = 64 binding
sites on the surface) through the Bell model (Fig. 4-1) [117], which is a new method
to include microscopic associating reactions in highly coarse-grained polymer simula-
tions. In the Bell model, the binding and unbinding probability for a reaction pair are
PB = exp (−EB/kBT ) and PUB = exp [−(EUB − fr0)/kBT ], where EB and EUB are
the binding and unbinding energy barriers, f the average force loaded on the bond,
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Figure 4-1: Energy landscape for a single associating pair of one monomer and one
colloid binding site in the Bell model. The energy to form this bond is given by EB,
and the barrier to break this bond is given by EUB.
and r0 the characteristic bond length which we set r0 = 0.01a for all the simulations.
For the particular case of vWF and platelets the binding energy landscape is not
so well studied, but it is believed that the association is relatively fast. Hence, we
fix EB = 1kBT , which ensures fast binding dynamics for bond formation. On the
other hand, we consider different values of EUB, which controls the bond strength
and bond lifetime accordingly. In order to have a good averaging of the bond force f ,
and for the unbinding monomers to have enough time to diffuse away from its bound
partner, in the simulations the binding and unbinding attempts are performed every
100 LB time steps (τ0 = 100). Effectively, the binding and unbinding time scales for
a bond are τB ≈ τ0 exp (EB/kBT ) and τUB ≈ τ0 exp (EUB/kBT ) [118, 119]. Other
parameters for the fluid are the density ρ = 1, the kinematic viscosity ν = 1/6, and
the temperature kBT = 5× 10−5. The characteristic monomer diffusion time is thus
τ = 6piηa3/kBT ≈ 103, where η = νρ is the dynamic viscosity of the fluid.
4.3 Reversible Composite Assembly in Shear Flow
To study the effects of shear flow on the polymer and colloid aggregation, we impose
simple shear flow with dimensionless shear rates ranging from γ˙τ = 0.01 to 2, where
τ is the monomer diffusion time. For the particular case of vWF, τ is of the order of
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Figure 4-2: Average number of polymer-colloid bonds as a function of the imposed
shear rates γ˙τ with different unbinding energies EUB and types of polymers (u = 2.08
kBT for collapsed polymers, and 0.41 kBT for Θ polymers).
10−4 s. The aggregation size is characterized by counting the average number of bonds
formed between polymers and colloids. Figure 4-2 shows the average aggregation
size as a function of the shear rates for different EUB and u. In all conditions, the
aggregation size increases with increasing shear rates. As mentioned earlier, this is
a counterintuitive result at first sight since one would expect that stronger shear
flow disassembles the aggregates more readily. Nevertheless, using a simple scaling
argument, we can show that rotation of the colloids in shear flow is in fact enhancing
the wrapping of the polymer chains onto the colloid surfaces, which then enhances
the aggregation.
Comparing the effects of the unbinding energies (EUB), we observe that, for both
collapsed and Θ polymers at a given shear rate, the higher the EUB, the larger the
aggregates. This result is expected since for higher unbinding energies it is harder to
break the polymer and colloid bonds, and easier for the aggregates to grow. Compar-
ing the effects of the solvent properties (u), we observe that mixtures containing Θ
polymers (u = 0.41 kBT ) form larger aggregates at a smaller shear rate compared to
mixtures using collapsed polymers (u = 2.08 kBT ). This phenomenon is due to the
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Figure 4-3: Number of polymer-colloid bonds as a function of the simulation time t/τ
when suddenly switching the shear rates between the maximum and minimum values
[(a) and (c)], or gradually decreasing the shear rates [(b) and (d)]. (a) and (b) are
for the mixtures of the collapsed polymers; (c) and (d) are for the Θ polymers.
fact that collapsed polymers form compact globules at low shear rates. Thus, most of
the monomers are hidden within the interior and the probability for the interactions
between the monomers and the colloid binding sites decreases substantially.
One of the interesting features of these polymer-colloid composites is that the
shear-induced aggregation is reversible. That is, the shear-induced aggregation dis-
appears when the imposed shear flow is removed. Figure 4-3(a) to (d) shows the
results of different reversibility tests for the mixtures of both the collapsed [Fig. 4-
3(a) and (b)] and the Θ polymers [Fig. 4-3(c) and (d)]. In these plots, we show the
aggregation sizes (number of polymer and colloid bonds) as a function of the simula-
tion time t/τ , where we either rapidly switch the shear rates between the maximum
and minimum values [Fig. 4-3(a) and (c)], or gradually decrease the shear rates [Fig.
4-3(b) and (d)]. In both tests, the reversibility of the shear-induced aggregation is
clearly observed.
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4.4 Structures of the Shear-Induced Aggregates
The properties of the shear-induced aggregates can be tailored by the strength of
the flow. For example, by careful inspection of the radial distribution function g(r)
(where r is the distance between the center of mass of the colloids), as well as by
visual inspection we find four distinct microstructures (Fig. 4-4). These structures
are observed for both mixtures of the collapsed and Θ polymers. At low shear rates
there is no obvious aggregation [Fig. 4-4(a) and (e)]. For low to intermediate shear
rates (γ˙τ ≈ 0.2 to 0.5 in the case of bad solvent, and γ˙τ ≈ 0.05 to 0.1 for the Θ
polymers), the polymers and colloids start to form loose aggregates [Fig. 4-4(b) and
(f)], as can be seen from the visualizations and the increasing peaks in the g(r) plots
at r/2rc < 2, where rc is the radius of the colloids. Increasing the shear rates further
(γ˙τ ≈ 0.6 to 1 for collapsed polymers and γ˙τ ≈ 0.2 to 0.8 for Θ polymers), the
aggregates transfer from the loose structures to a more compact morphology [Fig.
4-4(c) and (g)], as can be seen by visual inspection. Additionally, in the g(r) plots for
the compact aggregates, the relative colloid distribution is highly concentrated within
r/2rc < 3. For the highest shear rates (γ˙τ > 2 for collapsed polymers and γ˙τ > 1
1 for Θ polymers), we find that the aggregates form parallel strings perpendicular
to the flow direction [Fig. 4-4(d) and (h)]. This special alignment of the colloids is
caused by the strong hydrodynamic coupling between the colloids, an effect that has
been very recently observed in pure colloidal systems under strong shear flows [120].
4.5 Universal Assembly Behavior in Shear Flow
By using a simple scaling argument to describe how the shear flow can enhance the
polymer and colloid aggregation we can show that this phenomenon is universal. In
this particular problem, the most relevant time scales are: (1) the time scale associated
with rotation and collision of the colloids τ1 ≈ 1/γ˙ that is inversely proportion to the
applied shear rate , and (2) the unbinding time scale for the polymer-colloid bonds
τ2 ≈ τ0 exp (EUB/kBT ), where τ0 is a resting time between consecutive binding and
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Figure 4-4: The radial distribution function g(r) = V
4pir2N2c
〈ΣiΣj 6=iδ(r − ri,j)〉 and
characteristic snapshots corresponding to the different aggregate types. (a) to (d) are
for the mixtures containing collapsed polymers; (e) to (h) are for the Θ polymers. The
four distinct microstructures are: (1) no aggregates [(a) and (e)], (2) loose aggregates
[(b) and (f)], (3) compact aggregates [(c) and (g)], and (4) “log” aggregates [(d) and
(h)]. (i) Sketch of the observation viewpoint for the snapshots.
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Figure 4-5: Average number of polymer-colloid bonds as a function the ratio of the
unbinding time scale τ2 = τ0 exp (EUB/kBT ) and the rotation time scale τ1 = 1/γ˙.
Inset: schematics of the physical pictures for constructing the scaling relations.
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Figure 4-6: Average number of polymer-colloid bonds as a function the ratio of the
unbinding time scale τ2 = τ0 exp (nbEUB/kBT ) and the rotation time scale τ1 = 1/γ˙.
For Θ polymer, the cooperative factor nb = 2. Inset: schematics of the physical
pictures for constructing the scaling relations.
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unbinding attempts. Notice that τ2 increases exponentially with EUB. If τ2 > τ1,
then we expect aggregation since bonded polymers will effectively render the colloids
as sticky colloids. Thus, if we plot the data in terms of τ2/τ1, instead of just the shear
rate (as in Fig. 4-2) we expect to see the formation of the aggregates to collapse into
a single master curve. This is clearly the case as is shown in Fig. 4-5, where we plot
the average aggregation size (number of bonds) as a function of τ2/τ1 for collapsed
polymers (u = 2.08 kBT ). All the data collapses nicely onto a universal curve, and the
aggregation sizes start to grow when τ2/τ1 > 1. For the Θ polymers (u = 0.41 kBT ),
it is possible that the initial polymer and colloid interaction includes more than one
bond (since the chains form random coils) introducing a cooperative factor nb (Fig.
4-6 Inset). In this particular case we find that the instantaneous number of polymer-
colloid bonds is on average 2. This can be seen clearly when we collapse the data
by introducing a correction term for this cooperative factor in the unbinding time
scale such that τ2 ≈ τ0 exp (nbEUB/kBT ) where nb is the number of bonds to break
at the same time in order to detach the polymer. Using nb = 2, a universal curve is
obtained for the average aggregation sizes as a function of τ2/τ1 for the mixtures of
the Θ polymers and colloids (Fig. 4-6).
The physical picture behind our scaling argument is based on understanding what
are the necessary conditions for composite formation. In order to start the formation
of an aggregate a polymer must link two (or more) colloids. The first step is then for
a polymer to form 1 (or more) bond(s) with a single colloid. Note that each of the
repeating units (or “monomers”) in vWF can only form one bond with the platelets
through the vWF-GP1b-α receptor interaction. This is modeled in our simulations
by considering exclusive bonding behavior, meaning that one monomer can only bind
one receptor in the colloid surface. This implies that in order for the polymer to bind
another colloid it must remain attached to at least one colloid for enough time such
that on average another colloid collides with it and a link between both is formed
through the polymer. Thus, in terms of the time scales introduced above, when
τ2 > τ1, we expect to see clusters form. It is interesting to note that the collision
time and the rotation time scale are of the same order. This effect actually helps
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strengthen the formation of the aggregate because each polymer can wrap around
and form multiple bonds with each of the colloids on the same time scale in which
colloids are colliding. Furthermore, the “capture area” per colloid, defined as the area
fraction of a colloid that can bind another colloid, increases dramatically from this
wrapping mechanism.
4.6 Aggregate Relaxation Dynamics
In this section we discuss the dynamical properties of the shear-induced aggregates.
In specific, we study the relaxation dynamics of the colloid-colloid or colloid-polymer
bonds within the aggregates. These dynamical properties are important for multiple
reasons. As mentioned before, the shear-induced aggregation process represents a
new paradigm in non-equilibrium composite assembly, it is thus of interest to know if
the shear flow would affect the internal colloid and polymer rearrangement dynamics.
For an application prospective, these rearrangement time scales may be important in
forming uniform composites. On the other hand, suspensions of fluid-like composites
(with fast relaxation times) may have different rheological properties comparing to
those of solid-like composites (with slow relaxation times), as has been known that
the viscosities of suspensions of fluid drops are different from those of solid colloids
[121].
To probe the dynamical properties of the aggregates, we first construct a matrix
that accounts for the connectivity of the polymers and/or colloids [122, 123]
Mt(i, j) =
1 if i, j are bound0 if i, j are unbound . (4.1)
For colloid-colloid bonds, two colloids are bound if their center of mass distance
rij < 2.5rc; for colloid-polymer bonds, a polymer and a colloid are bound if they form
specific interactions (see Fig. 4-1). Using this matrix the time-correlation function
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Figure 4-7: Representative bond-breaking correlation function g(t) for polymer-
colloid bonds at different shear rate for EUB = 6kBT and u = 2.08kBT . The dash
lines are the fittings from double exponential g(t) = A1e
−t/λ1 + A2e−t/λ2 . Inset: log
plot of the initial fast decay.
are given by [122, 123]
f(t) =
1
NM
N∑
i
M∑
j
Mt0(i, j)Mt0+t(i, j) (4.2)
and
g(t = nt∆t) =
1
NM
N∑
i
M∑
j
Mt0(i, j)
nt∏
k=0
Mt0+k∆t(i, j). (4.3)
The two functions differ that the first function allows bond reformation while the
second function excludes bond reformation. For the rest of this chapter we focus on
the second function because it shows a more clear decay of the relaxation dynamics.
Figure 4-7 shows representative g(t) for polymer-colloid bonds with EUB = 6kBT
and u = 2.08kBT at different shear rates. For all shear rates g(t) decays to 0 before
t/τ = 2000, suggesting that for all shear rates an entire bond relaxation occurs during
this time. It is observed that there exist at least two time scales (see the two slopes
in Fig. 4-7 Inset), so for a first approximation we fit g(t) with a double exponential
function g(t) = A1e
−t/λ1 +A2e−t/λ2 where λ1 and λ2 represent the two time constants
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Figure 4-8: Colloid-colloid relaxation constants (λ1,cc and λ2,cc) and colloid-polymer
relaxation constants (λ1,cp and λ2,cp) as a function of shear rate γ˙τ for different un-
binding energies with collapsed polymers.
for short and long time scales. The fitted functions are also plotted in Fig. 4-7 where
we find the double exponential function fits particularly well for g(t).
Figure 4-8 (a) and (c) shows the colloid-colloid relaxation constants λ1,cc and λ2,cc
as a function of shear rate γ˙τ for different unbinding energies with collapsed polymers.
For the long time scales [Fig. 4-8(a)], we observe that λ2,cc depends weakly on shear
rate when forming aggregates. For EUB = 6 and EUB = 5 (γ˙τ > 0.3), we observe a
scaling relation λ2,cc ∼ γ˙−0.18. Further studies may be necessary in order to predict
this scaling relation. On the other hand, for the short time scales [Fig. 4-8(c)],
we observe that λ1,cc ∼ γ˙−1. This linear dependence is expected to come from the
collisions of the free drifting colloids passing by each other that the collision time
inversely proportions to the shear rate. Figure 4-8 (b) and (d) shows the colloid-
polymer relaxation constants λ1,cp and λ2,cp. For the long time scales [Fig. 4-8(b)],
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Figure 4-9: Colloid-colloid relaxation constants (λ1,cc and λ2,cc) and colloid-polymer
relaxation constants (λ1,cp and λ2,cp) as a function of shear rate γ˙τ for different un-
binding energies with Θ polymers.
we find that λ2,cp increases with increasing shear rate, and the scaling exponent is
observed to be λ2,cp ∼ γ˙0.37. This shear-induced slowing of colloid-polymer relaxation
is expected to come from the shear-induced polymer wrapping on the colloids. For
a single polymer, the more monomers are attached to the colloid surface (because of
the wrapping), the slower for the polymer to be completely detached from the colloid.
On the other hand, for the short time scales [Fig. 4-8(d)], we observe nontrivial shear
dependance for λ1,cp.
Figure 4-9 shows the same relaxation constants as in Fig. 4-8 but with a mixture of
Θ polymers. The general trends are similar, with an increasing λ2,cc and a decreasing
λ2,cp with increasing γ˙. Nevertheless, for both time constants, the shear dependence is
less obvious comparing to the aggregates with collapsed polymers (Fig. 4-8). For the
long time scales [Fig. 4-9(a) and (b)], we observe that λ2,cc ∼ γ˙−0.04 and λ2,cp ∼ γ˙0.12.
78
(a)	

(b)	

(c)	

(d)	

(e)	

(f)	

10-mer	

40-mer	

80-mer	

40-mer	

Half Density	

40-mer	

Double Density	

40-mer	

Half Binder	

No Aggregate	
 Loose Aggregate	
 Dense Aggregate	
 Log-Rolling Aggregate	

Increasing Shear Rate	
bad solvent (u=2.08 kBT)	
 !!"
Figure 4-10: Shear flow induced composite structures of colloids and polymers in a
bad solvent.
For the short time scales [Fig. 4-9(c) and (d)], the λ1,cc ∼ γ˙−1 relation still holds,
which is again related to the collisions of the free flowing colloids. On the other
hand, λ1,cp is almost shear independent for all unbinding energies. Clearly, the shear-
induced aggregates comprise complex dynamical properties with multiple time scales
and nontrivial shear dependence. Further studies are necessary in order to have a
better understanding of the dynamics of these non-equilibrium aggregates.
4.7 Controlling Factors in Composite Assembly
In Sec. 4.4, we have identified that shear-flow-induced polymer-colloid composites
form different structures at different shear rates. In this section, we change polymer
lengths, concentrations, and polymer binder densities, and find very similar trends for
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Figure 4-11: Shear flow induced composite structures of colloids and polymers in a
Θ solvent.
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Figure 4-12: Coordination number nc/c as a function of shear rates γ˙τ for shear-
induced aggregates with different unbinding energies with (a) collapsed and (b) Θ
polymers.
all the conditions tested. From low to high shear rates, the polymer-colloid mixtures
form (i) no, (ii) loose, (iii) dense, and (iv) log-rolling aggregates (Fig. 4-10 and 4-11).
As shown, these aggregates are found in both bad and Θ solvents, although they
appear at different shear rates in different solvent conditions.
Deciding the exact sizes of the aggregates has been difficult, especially at lower
shear rates where the aggregate boundaries are blurry. One method is to count the
polymer-colloid bonds. However, number of polymer-colloid bonds only capture the
aggregation process partially. Here we use the concept of coordination number (nc/c):
Coordination Number (nc/c) =
2× Total Colloid Contacts
Total Colloids
, (4.4)
which shows how many neighbor colloids do one colloid have. Figure 4-12 shows nc/c
as a function of γ˙τ for different unbinding energies with collapsed [Fig. 4-12(a)] or Θ
polymers [Fig. 4-12(b)]. In those aggregates, we find nc/c ∼ 2 for loose aggregates,
nc/c ∼ 5 for dense aggregates, and nc/c ∼ 3 log-rolling aggregates. In the following
subsections, we only discuss the EUB = 6kBT case where the polymers and colloids
form no, loose, dense, and log-rolling aggregates at the studied shear rates.
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Figure 4-13: Coordination numbers as functions of shear rates for polymer-colloid
composites with different polymer lengths in (a) bad and (b) Θ solvents. The aggre-
gate structures at different shear rate regimes are (i) no, (ii) loose, (iii) dense, and
(iv) log-rolling aggregates.
4.7.1 Effect of Polymer Lengths
We first discuss the effect of polymer lengths. The volume fractions of polymers and
colloids are kept the same (φp = 0.5% and φc = 3%), while the polymer lengths
are changed from 10-mers, 40-mers to 80-mers. Figure 4-13 shows the coordination
number as a function of shear rate for aggregates with different polymer lengths.
It is observed that polymer lengths mainly affect the “loose aggregate” → “dense
aggregate” transitions. As shown in Fig. 4-13(a), for collapsed polymers the dense
(a)	
 (b)	

!!" = 0.8 !!" =1
Figure 4-14: Snapshots of aggregates with collapsed 80-mers at shear rate (a) γ˙τ = 0.8
and (b) γ˙τ = 1. Polymer chains are colored randomly, and the colloids are represented
by transparent spheres.
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aggregates (nc/c > 4) are formed at γ˙τ ≥ 0.3 for 10-mers, γ˙τ ≥ 0.6 for 40-mers, and
γ˙τ ≥ 1 for 80-mers. For Θ polymers, similar trends are also observed, although the
transitions are less clear [Fig. 4-13(b)]. To gain more insights on the polymer confor-
mations in aggregates, in Fig. 4-14 we show snapshots of aggregates with collapsed
80-mers at γ˙τ = 0.8 (loose aggregate) [Fig. 4-14(a)] and γ˙τ = 1 (dense aggregate)
[Fig. 4-14(b)]. Individual polymers are colored randomly for clarity, and colloids
are represented with transparent spheres. As shown, the polymers wrap around the
colloids in the dense aggregate, while the polymers are much more stretched in the
loose aggregate. Since the longer the polymers, the harder for them to wrap around
the colloids (because of the hydrodynamics stretching), we see the “loose aggregate”
→ “dense aggregate” transitions occur at higher shear rates for longer polymers.
Figure 4-15 summarizes the structural and dynamical properties of the shear-
induced aggregates as a function of shear rate γ˙τ for the mixtures of collapsed poly-
mers with different lengths. In the figure, we show (a) average bonds per polymer-
colloid binding nb, (b) colloid-polymer relaxation time λ2,cp, (c) polymer radius of
gyration Rg =
√
1
2N2
Σi,j(ri − rj)2, and (d) colloid-colloid relaxation time λ2,cc. For
the average bonds per polymer-colloid binding, we observe that for all polymer lengths
nb increases with increasing shear rate, corresponding to the shear-enhanced polymer
adhesion on colloids [Fig. 4-15(a)]. However, we see that nb is smaller for 10-mers
comparing to 40-mers and 80-mers at all shear rates because of the shorter chains. In-
specting the “loose aggregate”→ “dense aggregate” transition for 80-mers at γ˙τ ∼ 1,
we see a jump of nb from 3 to 4, which reflects the more complete wrappings of the
polymers around the colloids (see Fig. 4-14). This wrapping transition is also shown
in Fig. 4-15(c) for the polymer radius of gyration Rg. At γ˙τ ∼ 1, we see a clear drop
of Rg for the aggregates of 80-mers when forming dense aggregates. For 40-mers,
Rg first increases with increasing shear rates with no or loose aggregates; however,
when forming dense aggregates, Rg is fixed around Rg ∼ rc = 2.5, suggesting that the
polymers wrap around the colloids. For 10-mers, Rg has no obvious changes when
forming aggregates because the 10-mers are too short to wrap around the colloids.
For the dynamical properties, in general we see λ2,cp increases with increasing shear
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Figure 4-15: (a) Average bonds per polymer-colloid binding nb, (b) colloid-polymer
relaxation time λ2,cp, (c) polymer radius of gyration Rg, and (d) colloid-colloid re-
laxation time λ2,cc as a function of shear rate γ˙τ for the aggregates with different
polymer lengths with collapsed polymers.
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Figure 4-16: (a) Average bonds per polymer-colloid binding nb, (b) colloid-polymer
relaxation time λ2,cp, (c) polymer radius of gyration Rg, and (d) colloid-colloid re-
laxation time λ2,cc as a function of shear rate γ˙τ for the aggregates with different
polymer lengths with Θ polymers.
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rate, and λ2,cc decreases with increasing shear rate [Fig. 4-15(b) and (d)]. However,
for both relaxation constants we see a jump when the wrapping transition occurs at
γ˙τ ∼ 1 for 80-mers.
Figure 4-16 summarizes the structural and dynamical properties of the shear-
induced aggregates as a function of shear rate γ˙τ for the mixtures of Θ polymers
with different lengths. For nb and Rg [Fig. 4-16(a) and (c)], we observe no obvious
differences at the shear rate regimes for no or loose aggregates. These observations
correspond to that for Θ polymers, the polymer coils can adsorb to the colloids
forming multiple bonds (nb > 2) without the helps of flows. In addition, because
the Θ polymers can be easily stretched by flows, the average Rg here is controlled by
the coil-stretch transition for polymers (see Chapter 3) when they are not wrapping
around the colloids. However, at higher shear rates (γ˙ > 0.2) where the mixtures
form dense aggregates, we see nb increases and Rg decreases rapidly, indicating the
polymer wrapping transition. For the relaxation times [Fig. 4-16(b) and (d)], λ2,cp has
very weak dependence on γ˙τ , although λ2,cp is much smaller for 10-mers comparing to
the 40-mers and 80-mers at all shear rates. The fast polymer-colloid relaxation time
for the 10-mers should be related to the fewer bonds (nb) between the polymers and
colloids so that the polymers can be detached from the colloids more easily. On the
other hand, we see λ2,cc has nontrivial dependence on γ˙τ , where the colloid-colloid
relaxation time for the aggregates with 10-mers is much higher when forming dense
aggregates. This long colloid-colloid relaxation time may be due to the more close-
packed structures [nc/c ∼ 6, see Fig. 4-13(b)] for the dense aggregates containing Θ
polymers with the short 10-mers.
4.7.2 Effect of Concentrations
In this subsection, instead of normal density (φp = 0.5% and φc = 3%), we also study
“half density” (φp = 0.25% and φc = 1.5%) and “double density” (φp = 1% and
φc = 6%) mixtures. The polymer lengths are kept the same (40-mers). Although
polymer lengths mainly affect the “loose aggregate”→ “dense aggregate” transitions
(Sec. 4.7.1), the concentrations mainly affect the onset of “no aggregate” → “loose
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Figure 4-17: Coordination numbers as functions of shear rates for polymer-colloid
composites with different polymer and colloid densities in (a) bad and (b) Θ solvents.
aggregate” transitions. This phenomenon is clearly seen in Fig. 4-17, where the
higher the densities, the sooner the loose aggregates are formed at lower shear rates.
As discussed in Section 4.5, for the formation of aggregates, the polymers have to
stay on the colloids long enough time for them to meet another colloids. In shear
flow, the colloid-colloid collision time τcollision (which is the time scale for colloids to
meet each other) should be inversely proportional to shear rate γ˙ as well as colloid
density φc
τcollision ∝ 1
γ˙φc
. (4.5)
The criteria for aggregation is τUB ≈ τ0 exp (EUB/kBT ) > τcollision. For the same
unbinding energy EUB, the onset of aggregation occurs at smaller γ˙ for higher φc. At
higher shear rates, we see the “loose aggregate”→ “dense aggregate” transitions occur
at the same shear rate for all concentrations, although the nc/c is smaller with smaller
densities. The smaller nc/c with smaller densities is due to the smaller aggregate sizes
formed with smaller densities, which there are more surface colloids that contact with
less neighbors [see Fig. 4-10(d) and 4-11(d)].
Figure 4-18 summarizes the structural and dynamical properties of the shear-
induced aggregates as a function of shear rate γ˙τ with collapsed polymers with dif-
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Figure 4-18: (a) Average bonds per polymer-colloid binding nb, (b) colloid-polymer
relaxation time λ2,cp, (c) polymer radius of gyration Rg, and (d) colloid-colloid relax-
ation time λ2,cc as a function of shear rate γ˙τ for the aggregates assembled at different
densities with collapsed polymers.
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Figure 4-19: (a) Average bonds per polymer-colloid binding nb, (b) colloid-polymer
relaxation time λ2,cp, (c) polymer radius of gyration Rg, and (d) colloid-colloid relax-
ation time λ2,cc as a function of shear rate γ˙τ for the aggregates assembled at different
densities with Θ polymers.
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ferent concentrations. For nb at smaller shear rates (γ˙τ < 0.3), because the loose
aggregates are formed at smaller γ˙τ for higher densities, we see nb is higher for higher
densities [Fig. 4-18(a)]. However, we see no obvious differences for nb for all densities
at γ˙τ ≥ 3 where dense aggregates are formed. For Rg with all densities, Rg first
increases with increasing γ˙τ , but plateaus around Rg ∼ rc = 2.5 at γ˙τ ≥ 3 where
the dense aggregates are formed [Fig. 4-18(c)]. The Rg is slightly higher with higher
densities, which relates to the more extended polymer chains in larger aggregates
formed at higher densities. For the dynamical properties [Fig. 4-18(b) and (d)], the
relaxation constants (λ2,cp and λ2,cc) are both very similar for all densities.
Figure 4-19 summarizes the structural and dynamical properties of the shear-
induced aggregates as a function of shear rate γ˙τ with Θ polymers with different
concentrations. Here we find an unusual behavior that for Θ polymers, nb is higher
for lower concentrations [Fig. 4-19(a)], although for collapsed polymers we see lower nb
for lower concentrations [Fig. 4-18(a)]. This suggests that for lower concentrations,
Θ polymers are easier to adsorb on the same colloids instead of forming multiple
connections across different colloids. The polymer radius of gyration are similar for
all densities [Fig. 4-19(c)]; however, for the relaxation times [Fig. 4-19(b) and (d)],
higher nb results in slower λ2,cp and λ2,cc for lower concentrations.
4.7.3 Effect of Polymer Binder Densities
In the last subsection, we discuss the effect of polymer binder densities. The “half
binder” case refers to that only half of the monomers on polymer chains can bind
to the colloids. Specifically, if we index the monomers along a single chain, only the
monomers with odd index can form bonds with colloids. The polymer and colloid
volume fractions are φp = 0.5% and φc = 3%, and the polymer lengths are 40-mers.
Fig. 4-20 shows nc/c as a function of γ˙τ for polymers with half binders as well as
normal (all) binders. As can be seen, the aggregates with half binder polymers are less
compact, which nc/c are smaller at all shear rates. This is expected since for the half
binder case half of the monomers are unable to bind to the colloids and to hold the
colloids together. Further, it is observed that the “no aggregate”→ “loose aggregate”
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Figure 4-20: Coordination numbers as functions of shear rates for polymer-colloid
composites with different polymer binder densities in (a) bad and (b) Θ solvents.
transitions occur at higher shear rate for the half binder case. This phenomenon
should be related the the cooperative factor nb. If more then one monomer on a single
chain are attached to the colloids, the unbinding timescale will have to be modified
as τUB ≈ τ0 exp (nbEUB/kBT ), which nb is the number of monomers attached to the
colloids at the same time. It is expected that for the half binder case, the cooperative
factor is smaller since not all the monomers are active. With the same concentrations
and unbinding energies, for the half binder case (with smaller nb), it requires higher
shear rate for the aggregation criteria τUB ≈ τ0 exp (nbEUB/kBT ) > τcollision ≈ 1/γ˙ to
be fulfilled.
Figure 4-21 summarizes the structural and dynamical properties of the shear-
induced aggregates as a function of shear rate γ˙τ with collapsed polymers with differ-
ent polymer binder densities. As shown, for lower shear rates (γ˙τ < 0.3), nb is smaller
for the half binder polymers [Fig. 4-21(a)] because the half binder polymers form no
aggregates at γ˙τ < 0.3. However, when γ˙τ ≥ 0.3 where the dense aggregates are
formed, nb is very similar for both polymer binder densities. For the polymer radius
of gyration [Fig. 4-21(b)], for half binder polymers Rg is smaller at small shear rate
regime, but higher at high shear rate regime. The higher Rg for half binder polymers
at high shear rate is because when forming dense aggregates, the mixtures with half
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Figure 4-21: (a) Average bonds per polymer-colloid binding nb, (b) colloid-polymer
relaxation time λ2,cp, (c) polymer radius of gyration Rg, and (d) colloid-colloid re-
laxation time λ2,cc as a function of shear rate γ˙τ for the aggregates with different
polymer binder densities with collapsed polymers.
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Figure 4-22: (a) Average bonds per polymer-colloid binding nb, (b) colloid-polymer
relaxation time λ2,cp, (c) polymer radius of gyration Rg, and (d) colloid-colloid re-
laxation time λ2,cc as a function of shear rate γ˙τ for the aggregates with different
polymer binder densities with Θ polymers.
93
binder polymers form less compact aggregates, and the polymers are more spread in
the aggregates. For the dynamical properties, since the half binder polymers only
stay on the colloids for a very short time at the no or loose aggregate regime, we are
unable to extract the correct λ2,cp; however, for higher shear rates, λ2,cp and λ2,cc are
very similar for both the aggregates with half binder or all binder polymers.
Figure 4-22 summarizes the structural and dynamical properties of the shear-
induced aggregates as a function of shear rate γ˙τ with Θ polymers with different
polymer binder densities. The general behavior of nb and Rg are very similar to those
of the collapsed polymers (Fig. 4-21) that nb is smaller for the half binder polymers
at lower shear rates [Fig. 4-22(a)], and Rg is larger for the half binder polymers at
higher shear rates [Fig. 4-22(c)]. However, we see that the relaxation times λ2,cp
and λ2,cc are much faster for the aggregates with half binder polymers [Fig. 4-22(b)
and (d)] because the differences of nb between half binder polymers and all binder
polymers are higher.
4.8 Conclusions
In summary, we have presented results inspired by blood clotting at large flow rates
that show unambiguously that polymers and colloids containing complementary as-
sociating groups can be induced to form composites with tunable morphologies deter-
mined by the strength of the flow. Notice that this system does not aggregate below
a critical shear rate or in quiescent conditions. The exact critical shear rate can be
controlled by the intramolecular forces in the biopolymer as shown in the simulations
where coiled polymers (ideal chains) lead to aggregation much more readily than col-
lapsed globules. The conformation of the polymers can be regulated by chemical or
physical means, as for example changing the pH or temperature. We believe such
control of the conformation of von Willebrand factor may be important in biology to
regulate the formation of plugs only at regions of lesion, without having multiple clot
formation elsewhere which can lead to blood-clotting disorders.
We have also shown that flow-induced polymer-colloid composite formation is
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a universal process that can be described by a single parameter that compares the
timescale associated colloid rotation and collision to the timescale for unbinding of the
ligand-receptor pairs. The polymer-colloid composites reported here can potentially
be used to create novel composites with tunable mechanical, chemical, or optical
properties. For example, one can tune the degree of branching (measured as the
number of bound polymers per colloid) of the composite purely by flow. In this
respect one can also think of designing clusters with prescribed yielding behavior that
would respond to flow in a very precise way and change their chemical characteristics
by exposing hidden chemical groups [124]. In terms of optical properties, it could be
possible to use these random aggregates as pigments [125]. In conclusion, we believe
that the formation of these aggregates represents a new paradigm in non-equilibrium
self-assembly in flow with exciting applications and implications in a wide range of
fields.
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Chapter 5
Dynamics of Bidisperse Colloidal
Mixtures in Pressure Flows
In previous chapters, we have discussed the activation of VWF (Chapter 3) and the
formation of VWF-platelet plugs (Chapter 4). However, before forming the plugs, the
platelets have to be transported to the cites of lesion which is at the vessel walls. This
phenomenon is called “platelet margination,” and is known to be regulated by the red
blood cell concentrations and blood flow rates. In this chapter, using hydrodynamic
simulations of a simple bidisperse colloidal suspension model we explicitly show that
the higher the red blood cell concentration and the flow rate, the larger the amount
of platelets residing close to the wall. Our simulation results, which are in excellent
agreement with the experimental observations, explain why the platelet margination
occurs. We believe that the non-homogeneous red blood cell distribution as well as
the shear dependent hydrodynamic interaction is key for the accumulation of platelets
on the vessel wall. These results are not only highly relevant for the field of hemostasis
and the biophysics of blood clotting, but are also of powerful impact in applied science
most obviously in drug delivery and colloidal science.
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5.1 Introduction
The formation of a clot in the arterial vasculature is dependent on the adhesion of von
Willebrand factor (vWF) to the injured endothelium and the subsequent adhesion of
platelets to vWF [33–37]. This process is known as primary hemostasis and leads
to the formation of the cellular plug that serves as a scaffold for the assembly of
clotting factors ultimately leading to the stable fibrin clot [38, 39]. There are many
factors that can affect this process such as mutations or reduced levels of active vWF,
normally referred to as von Willebrand Disease [32, 40, 41], as well as abnormal counts
of platelets [126, 127]. Deficiencies of vWF-degrading protease (ADAMTS-13) lead
to multiple vWF-platelet rich plugs that usually are fatal to the patient - the disease
is known as Thrombotic Thrombocytopenic Purpura [42, 43]. However, there are
other conditions that strongly affect the formation of thrombi which are not directly
related to the cellular and plasmatic constituents of clots per se. One of the most
important factors, which regulate the correct plug formation and thereby the clotting
process is the volume fraction of red blood cells (RBCs), the so-called hematocrit. It
is known that elevated or depressed levels of the hematocrit can cause severe vascular
disorders [128, 129]. In particular, higher than normal values as found in essential
thrombocythemia can lead to thrombosis and increase the risks of stroke or heart
attack, while lower than normal levels can lead to bleeding.
Previous studies have found that platelets or small colloids in the presence of
RBCs accumulate near the walls of the blood vessels [130–135], and the degree of
accumulation is dependent on the wall shear rate and the hematocrit [136–142]. Ex-
periments show that platelet adherence has a strong dependence on the hematocrit
and the flow rate, increasing drastically if both or either of these control parameters
is increased. Interestingly, experiments do not observe any significant change in the
adhesion area nor in the tether formation indicating that the adhesion energy remains
unchanged and that this phenomenon must be due primarily to the higher concentra-
tion of platelets [143]. To understand this behavior we performed Lattice Boltzmann
(LB) simulations [56, 65] of a mixture of colloids with sizes and concentrations re-
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flecting those of RBCs and platelets from experiments. The simulations show clearly
the formation of a platelet-rich region near the wall.
The redistribution of platelets near walls in flowing blood is known as platelet
margination [144–149]. Although it is well observed in experiments [130–135] and
computer simulations [147–151], the origin of the margination is still controversial
[144–154]. For example, Kumar and Graham have attributed the phenomenon to het-
erogeneous collisions between stiff and floppy colloids [144–146]. Zhao and Shaqfeh
have described the expulsion of platelets by the velocity fluctuations in the core cellu-
lar flow toward the cell-depleted layer near the wall [147, 148]. Tokarev and coworkers
have suggested the finite platelet size to be responsible for the margination [152]. On
the other hand, Eckstein and coworkers have established a phenomenological drift-
diffusion model to describe the platelet motion in blood flow [153, 154]. Through
empirically choosing the drift functions, the authors were able to reconstruct the
experimental observations. Here we adopt the drift-diffusion model as the basis for
our theoretical approach. The drift functions are derived directly from the distri-
butions of the RBC-like colloids in our LB simulations. Our theoretical approach is
tested with stochastic differential equation (SDE) simulations [151–153]. The platelet
distributions from the SDE simulations agree particularly well with the explicit LB
simulations, as well as the experiments.
5.2 Hydrodynamic Simulations of Colloidal Mix-
tures
To gain insight into the distribution of cells in flowing blood, we performed Lattice
Boltzmann (LB) simulations [56, 65, 116, 155] of a mixture of colloids with sizes and
concentrations reflecting those of RBCs and platelets from experiments. The simu-
lations are performed on three dimensional grids with periodic boundary conditions
in the x and y directions, and a no-slip boundary condition in the z direction. A
uniform pressure is applied in the +x direction, obtaining a planar Poiseuille flow
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Figure 5-1: Representative snapshot of Lattice Boltzmann (LB) simulations of RBC-
like colloids (large red beads) and platelet-like colloids (small blue beads) in pressure
flow.
(Fig. 5-1). A grid spacing ∆x = 2 µm and a time step ∆t = 2 µs are used as
the Lattice Boltzmann parameters along with the kinematic viscosity ν ≈ 10−6m2/s.
The channel height is chosen to match the experiments H/∆x = 64. The wall shear
rate γ˙w∆t is measured directly from the fluid profile on wall regions. RBC-like and
platelet-like colloids are simulated with impenetrable spheres with radius R/∆x =
2.5 and r∆x = 0.5 respectively. For more details, see Chapter 2.
Fig. 5-1 shows the representative snapshot of the simulations at steady state. It
is clearly seen that the platelet-like colloids (smaller blue beads) accumulate to the
walls, while RBC-like colloids (larger red beads) accumulate in the center. Fig. 5-2
shows the near-wall number density of platelet-like colloids nw/n0 as a function of
wall shear rate γ˙w∆t with volume fraction of RBC-like colloids φ0 = 10%, 20%, and
40%, where n0 is the bulk number density of platelet-like colloids (which occupy less
than 1% of the total volume) and ∆t is the LB time step which was set as ∆t = 2 µs.
The near-wall colloids are identified such that |zcolloid − zwall|/∆x < 2, where zcolloid
and zwall are the height of colloids and walls respectively, and ∆x = 2 µm is the LB
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Figure 5-2: Mean near-wall excess of platelet-like colloids nw/n0 at different wall
shear rate γ˙w∆t with different volume fraction of RBC-like colloids φ0.
unit length. As shown, nw/n0 increases with increasing γ˙w∆t and φ0, which is in
excellent agreement with the experimental observations. Furthermore, it is observed
that nw/n0 increases more rapidly at γ˙w∆t < 0.01 (γ˙w < 5, 000s
−1) and saturates at
γ˙w∆t > 0.01 (γ˙w > 5, 000s
−1, again agreeing excellently well with the experiments
[143].
Fig. 5-3 shows the distribution of both colloids across the simulation channel at
selected γ˙w∆t and φ0. As shown, the distribution of platelet-like colloids n/n0 (blue
curve) is largely regulated by the distribution of RBC-like colloids φ (red curve) and is
concentrated to the wall regions. Note that the exact distribution of φ deviates from
other simulations of similar systems [147, 148, 151] since the deformability of RBCs
is not explicitly included. However, it was observed by Zhao and Shaqfeh that the
dynamics of RBCs becomes largely independent of deformability when the capillary
number Ca > 1 (γ˙w > 2, 000s
−1 in the specific case of RBCs) as the RBC shape
elongation saturates. Lastly, at γ˙w∆t ≈ 0.02 and φ0 = 10%, we see that φ accumulates
off center compared to other simulation conditions where φ all accumulates in the
center, which is caused by the dominant hydrodynamic pinching effect at high flow
rate for very dilute suspensions [156].
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Figure 5-3: Distribution of platelet-like colloids n/n0 (blue curves) and RBC-like
colloids φ (red curves) across the channel z/∆x for (a)γ˙w∆t ≈ 0.005 and φ0 = 10%,
(b)γ˙w∆t ≈ 0.02 and φ0 = 10%, (c)γ˙w∆t ≈ 0.005 and φ0 = 20%, (d)γ˙w∆t ≈ 0.02 and
φ0 = 20%, (e)γ˙w∆t ≈ 0.005 and φ0 = 40%, and (f)γ˙w∆t ≈ 0.02 and φ0 = 40% from
Lattice Boltzmann (LB) simulations.
102
vz ∼ −γ˙R
vz ∼ γ˙R
x	

z	

R
γ˙
Figure 5-4: Possible collision paths for a RBC and platelet pair in shear flow. Due
to the velocities increase towards the center there are only two collision paths for the
RBC and platelet pairs in shear flow: either a RBC (large red sphere) approaches
a platelet (small blue sphere) from slightly above (left illustration), or a platelet
approaches a RBC slightly below (right illustration). If the interaction is mainly
through hydrodynamics, for each collision the platelets acquire a velocity of vz ∼ γ˙R
or −γ˙R.
5.3 Lateral Migration of Platelets as a Drift and
Diffusion Process
Solving the lateral distribution of platelets or platelet size colloids in flowing blood
has been an active research area because of its immediate relevance to thrombus
formation [136–142] and drug delivery [157–160]. Because of the large size and con-
centration differences, the concentration profile of platelets is mainly determined by
RBCs. Eckstein and coworkers have established a drift-diffusion model for the platelet
lateral motion [153, 154]:
∂n(z, t)
∂t
=
∂
∂z
(
vzzn(z, t) +D
∂n(z, t)
∂z
)
, (5.1)
where n(z, t) is the lateral platelet concentration, vz(z) a phenomenological drift
function, and D a diffusion constant. Note that the diffusion constant D here is also
determined by the platelet-RBC interaction and is usually 2 to 3 orders of magnitude
higher than thermal diffusion [153]. In their original works, the drift term vz(z)
is either assigned arbitrarily, or estimated backwards from the fully developed n(z)
[153, 154]. Here we try to derive vz(z) directly from physical reasoning. We first realize
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that due to the velocities increase towards the center there are only two collision paths
for the RBC and platelet pairs in shear flow: either a RBC approaches a platelet from
slightly above, or a platelet approaches a RBC slight below (Fig. 5-4). Because the
RBC sizes and concentrations are both considerably larger than the platelets, we can
assume that the RBC distribution is not affected by the presence of platelets. If we
further assume that the RBC and platelet interaction occurs predominantly through
hydrodynamics, then a collision with RBCs will provide platelets with a velocity of
vz ∼ γ˙R or −γ˙R (where R is the effective radius of RBCs) depending on the specific
collision paths (Fig. 5-4). The interaction probability is proportion to the volume
fraction φ(z) at a specific height z. Assuming that the variance in the interaction
probability over a distance of platelet size r is r d
dz
φ, we arrive at a drift velocity
function for platelets:
vz(z) = −γ˙Rr d
dr
φ. (5.2)
To validate our theoretical approach, we perform stochastic differential equation
(SDE) simulations of individual platelets (with uniform initial distribution) through
[151, 153]:
dz = vz(z)dt+ ξz(t), (5.3)
where z is the height of individual platelets, dt is an arbitrary time step and ξz(t) is
a random walk such that 〈ξz(t)ξz(t′)〉 = 2Dδ(t − t′). The drift term vz is calculated
directly from eq. 5.3 with φ and γ˙ extracted from Lattice Boltzmann simulations
(Fig. 5-3). Fig. 5-5(a) and (b) shows the normalized drift term vx∆x/D (where ∆x
is a unit length) for selected γ˙w∆t and φ0. Note that the diffusion coefficient D is
presumably also a function of z, as observed by Crowl and Folgelson [151]. However,
for simplicity we assume a constant D across the channel for given wall shear rates
as suggested by Eckstein and coworkers [153, 154]. With long enough time steps, the
platelets in the SDE simulations reach a steady-state distribution. Fig. 5-5(c) and
(d) shows the platelet distribution n/n0 calculated from SDE simulations with the
drift term vz given by Fig. 5-5(a) and (b). As shown, the near-wall excess of n/n0
agrees particularly well with the results from explicit LB simulations (Fig. 5-3).
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Figure 5-5: (a) and (b): Theoretical drift velocities vx∆x/D for platelets calculated
from eq. 5.3 with RBC and shear rate distribution (φ and γ˙) extracted from LB sim-
ulations (Fig. 5-3). (c) and (d): Platelet distribution n/n0 acquired from stochastic
differential equation (SDE) simulations eq. 5.2 with the drift velocities given by (a)
and (b).
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The platelet margination largely depends on the strong drift velocity adjacent
to the wall regions [Fig. 5-5(a) and (b)] where both the shear rate γ˙(z) and the
RBC collision gradient d
dz
φ(z) are the highest. The highest shear rate near the walls
comes from the parabolic-like flow profile, while the highest RBC collision gradient
near the walls comes from the development of a RBC poor layer there, the so-called
Fahraeus-Lindqvist effect [161–163]. A previous study has proposed a volume exclu-
sion (or RBC crowding) description attributing the platelet margination to the more
concentrated RBC distribution in the center [164]. However, this description cannot
explain the drastic increasing of the platelets near the walls at very high shear rates
where the RBC distribution only changes marginally (Fig. 5-3). In summary, we
believe that both the non-homogeneous RBC distribution as well as the shear depen-
dent hydrodynamic interactions are important to explain the transport towards and
accumulation of platelet on the vessel wall.
5.4 Conclusions
This study provides quantitative evidence that the platelet adhesion to vWF is highly
regulated by hematocrit level and flow rate. Furthermore, it is revealed that the origin
of such behavior rests mainly in the distribution of platelets. We believe this finding is
of importance in understanding the dependence of thrombus formation on hematocrit
[136–142] and that it can lead to advances in the treatment of diseases associated
with anomalous levels of red blood cells [128, 129]. The lateral motion of platelets (or
platelet-like particles) in flowing blood is formulated with a drift-diffusion model; in
addition, the drift velocity is calculated unambiguously from the collision frequencies
and hydrodynamic interactions between RBCs and platelets. This theoretical advance
not only unveils the transport mechanism in complex hemodynamics [130–135], but
also has potential importance in drug delivery and drug distribution [157–160].
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Chapter 6
Polymer-Based Catch-Bonds
In Chapter 4, we have assumed simple interactions between polymers and colloids,
which the bonds dissociate readily when force is applied. Nevertheless, some biological
interactions have been shown to have a more complex “catch-bond” behavior. Catch-
bonds refer to the counterintuitive notion that the average lifetime of a bond has a
maximum at a non-zero applied force. They have been found in several ligand-receptor
pairs and their origin is still a topic of debate. In this chapter, we use coarse-grained
simulations and kinetic theory to demonstrate that a multimeric protein, with self-
interacting domain pairs can display catch-bond behavior. Our model is motivated
by one of the largest proteins in the human body, the Von Willbrand Factor, which
has been found to display this behavior. In particular, our model polymer consists
of a series of repeating units that self-interact with their nearest neighbors along the
chain. Each of the units mimics a domain of the protein. Apart from the short range
specific interaction, we also include a linker chain that will hold the domains together
in case of unbinding. This linker molecule represents the sequence of unfolded amino
acids that connect contiguous domains, as is typically found in multidomain proteins.
The units also interact with an immobilized ligand, but the interaction is masked
by the presence of the self-interacting neighbor along the chain. Our results show
that this model displays all the features of catch-bonds since the average lifetime of a
binding event between the polymer and the immobilized receptor has a maximum at a
non-zero pulling force of the polymer. The effects of the energy barriers for detaching
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the masking domain and the ligand from the binding domain, as well as the effects
of the properties of the polypeptide chain connecting the contiguous domains are
also studied. Our study suggests that multimeric proteins can engage in catch-bonds
if their self-interactions are carefully tuned, and this mechanism presumably plays
a major role in the mechanics of extracellular proteins that share a multidomain
character. Furthermore, our biomimetic design clearly shows how one could build
and tune macromolecules that exhibit catch-bond characteristics.
6.1 Introduction
Biological bonds usually contain receptors and their complementary ligands, and
dissociate readily when force is applied. However, in recent years there has been
growing interest in “catch-bonds,” which refers to the counterintuitive phenomenon
that the average bond lifetime increases when external force is applied to the system.
Several naturally occurring receptor-ligand pairs have been observed to display catch-
bond behavior experimentally, and it is believed that many more have this property
as well [165]. For example, the type 1 fimbrial adhesive protein (FimH)/mannose pair
[166], P-selectin/P-selectin-glycoprotein-ligand-1 (PSGL-1) [167], L-selectin/PSGL-1
[168], actin/myosin [169], von Willebrand factor (vWF)/glycoprotein Ibα (GPIbα)
[170], and integrin/fibronectin [171] display catch bond behavior. Experiments [166,
170, 172–175] and simulations [166, 170, 172, 173, 176, 177] have been held to unveil
the mystery behind the catch bonds, and there have been two mechanisms proposed.
One is the allosteric mechanism [166, 173–175], the other is the sliding-rebinding
mechanism [170, 172, 176, 177]. Each mechanism has its own advantages, but concrete
evidences to support which is the correct one are still under way.
Theoretical models have been formulated, and can be broadly classified into 2-
pathway model [178–182], force-induced deformation model [183, 184], dynamic dis-
order model [185, 186], or entropic-elasticity model [187]. Each model successfully
describes the experimental data, yet there is no universal agreement. Current re-
search has thus tended to focus more on the specific atomic level details inside the
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protein structures that lead to this behavior to unravel which is the correct mecha-
nism. Steered molecular dynamics (SMD) simulations [166, 170, 172, 173, 176, 177]
have usually been used to try to capture the force effects on the catch-bond behavior.
Due to the computation limit, SMD simulations can only be performed around the
nanosecond time scales, and using forces of one to two orders of magnitude higher
than general conditions.
In the present study we instead use coarse grained Brownian Dynamics (BD)
simulations to demonstrate that catch-bond behavior can also be achieved from an
alternative model in which all the atomic details are effectively taken into account in
the binding-unbinding rate constants between domains of a protein and the polymer
nature of the multimeric protein that effectively regulates the binding behavior. Thus,
our model is a mesoscopic model that includes the atomistic details in an effective
way. The motivation for this model comes from the observation of a multimeric
protein, von Willebrand factor (vWF), which displays “catch-bond” behavior. vWF
plays an essential role in the initial stages of blood clotting by mediating the adhesion
of platelets to the injured vessels. Each subunit of vWF contains multiple copies of
A, B, C, and D type domains that are arranged in the order [32] D’-D3-A1-A2-A3-
D4-B1-B2-B3-C1-C2-CK. The A1 domain of the protein contains the binding site for
platelet glycoprotein GPIbα, and has displayed a catch bond character [170].
However, it has recently been shown that the A2 domain interferes with the
GPIbα-binding conformation in the A1 domain, blocking GPIbα-mediated platelet
adhesion [188]. Here we hypothesize that the A2 domain acts as a “masking” domain
to the A1 binding site under regular non-stressed conditions. Under load, however,
the masking domain can become detached from the binding domain, exposing the
binding site of the protein to its complementary ligand that in turn increases the av-
erage interaction lifetime of the bond. Apart from vWF, we believe that Fibronectin
is another example where the multi-domain structure of the protein can lead to stress
stiffening of Fibronectin networks due to the appearance of the aforementioned effect.
To our knowledge, this is the first time a model is put forward for explaining the stress
enhanced bonding of multimeric proteins. Furthermore, our design could be a generic
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route for creating biomimetic polymer-based catch-binding molecules.
6.2 Model and Simulation Methods
The self-interacting domains of a multimeric protein are considered explicitly, and we
focus simply on a dimer consisting of two beads of radius a connected with a finitely
extensible nonlinear elastic (FENE) springs [189], which represents the polypeptide
chain connecting the domains, in a three dimensional simulation box. FENE springs,
along with the worm-like chain (WLC) springs [190], are popular nonlinear springs
for describing (bio)polymers with rigid chains [191, 192]. The potential energy of the
FENE spring is given by
UFENE(R) = −kR
2
0
2
ln
[
1−
(
R
R0
)2]
, (6.1)
where k is the spring constant, R the bond length, and R0 the maximum bond
extension. Other parts on the protein are simulated implicitly by equivalent forces
and potentials. When moving in flow, each monomer of the polymer chain feels three
forces: the spring force connecting the monomer to the next monomer, the spring
force to the previous monomer, and the fluid drag force, which is proportional to
the velocity difference of the monomer and the fluid. The fluid velocity gradient in
shear flow will generate a force gradient along the polymer chain when the chain is
tipped at an angle with respect to the flow direction, and this is the origin of polymer
stretching. In fact, during the last few decades it has been shown that polymers in
shear-flow exhibit periodic elongation, relaxation, and tumbling behavior [13–15, 91].
In good solvent conditions, the unfolding-refolding transition can occur for very small
shear rates [14]. In bad solvent condition, however, the transition only occurs above
a critical shear rate [91]. Here we only consider the stretched conformation that has
been shown to be the active conformation of vWF. Fig. 6-1(a) shows a sketch of the
flow chamber of our simulation. A multi-domain protein (a single chain polymer,
which is represented by green beads) moves with the shear flow, while the ligand
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Figure 6-1: (a) Schematic of the flow chamber in our simulation. (b) Possible tra-
jectories of the protein when moving in flow. (c) The masking domain is attached
to the binding domain when the protein passes the ligand. The bond is denoted by
a yellow star. (d) The masking domain is detached from the binding domain, and
the binding domain forms a specific bond (yellow star) to the ligand. (Note that the
protein length in this figure is arbitrary, and in most cases the protein length is much
longer than shown.)
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Figure 6-2: Force analysis of the dimer in shear flow in the stretched state (seen from
the center of mass of the dimer). Each monomer feels an effective drag force, as well
as the tension between the dimer.
(represented by a gray bead) is fixed on the bottom of the chamber. As mentioned
before, we are only interested in the events where the protein is in the elongated
state when passing the ligand. We further assume that the relaxation time of the
elongated protein is long enough that the protein is always in the stretched state
during the protein-ligand interaction. Fig. 6-1(b) shows some possible trajectories for
the protein; however, we only consider the case that the trajectory of the protein is
coincident with the ligand.
Fig. 6-2 shows a schematic force analysis of the dimer in shear flow in the stretched
state (seen from the center of mass of the dimer). By defining an effective drag force
that contains the effect of the rest of the chain, one can then just work with two beads,
and the effective friction coefficient of the beads is related to the length of the polymer
being dragged behind, as well as the tilt angle. The overall force on each of the beads
is zero, which means that the tension between the dimer equals to the effective drag
force (f tension = fdrag), and the tension force should be proportional to the shear flow
rate. Also, when the chain becomes longer, it can be shown that the monomers on
the chain are constrained from deviating away from the moving trajectory. Fig. 6-
3(a) shows the bead and spring model of an unperturbed long chain polymer (which
is stretched and moves in +x direction). Without perturbations, the monomers are
aligned along the chain. Fig. 6-3(b) shows the same polymer when passing an obstacle.
In practice, we assume that the polymer (protein) length is much longer than the size
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Figure 6-3: Bead and spring model of a stretched long chain polymer. (a) When not
perturbed, the monomers are aligned along the chain. (b) When perturbed in the
middle of the chain, the tension along the chain tends to straighten the perturbed
parts. This leads to a force directed towards the axis of the polymer, which in our
case is modeled by a weak harmonic spring.
of the obstacle (ligand). Since the obstacle only perturbs a small portion of the
chain, other parts of the chain are in essence unaffected. The tension along the chain
tends to bring the perturbed monomers back to the central axis, and this is modeled
through a harmonic soft potential. The ligand is also modeled by a bead of radius a.
Different from the free-moving dimer, however, the ligand bead is fixed in space. A
Lennard-Jones (LJ) potential,
ULJ = 
∑
i,j
[(
2a
ri,j
)12
− 2
(
2a
ri,j
)6]
, (6.2)
where  is the depth of the potential and ri,j is the distance between the ith and
the jth bead, is used to represent the generalized nonspecific secondary interactions
among the biomolecules. These nonspecific interactions may include hydrophobic
forces, Van der Waals forces, or weak hydrogen bonds.
The front bead of the dimer (which is defined as the “binding” domain in our
simulation) is a “receptor” capable to form specific bonds with the rear bead (which
is defined as the “masking” domain) or the ligand, but not with both at the same
time. When the receptor domain is not bonded, we allow it to form bonds with
either the ligand or the masking domain if the distance between them is less than
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the reaction radius Rreaction = bond length (2a) + 5% bond length set to 0.1a. The
probability of forming a bond is given by
Pattach = exp
(
−Eattach
kBT
)
, (6.3)
where Eattach is the energy barrier for the two interacting beads to form a bond, kB
is the Boltzmann constant, and T is the temperature. When forming specific bonds,
biomolecules usually need to perform particular molecular structures to fit into each
other, and this effect is modeled through an energy barrier of attachment in our
coarse-grained model. When a bond is formed, a stiff spring, which is represented by
a harmonic spring with constant kbond = 100kBT/a
2 and equilibrium bond length 2a,
is placed between the receptor and masking domain (or the ligand). To break the
bond, the Bell mechanism [117] is used. In spite of the energy barrier of detachment,
Edetach, the lifetime of the bond also depends on the force loaded on the bond fbond
and the characteristic bond length r0. The probability of detachment is given by
Pdetach = exp
(
−Edetach − r0fbond
kBT
)
. (6.4)
The dynamics of bead i with position ri is given by the Langevin equation
∂
∂t
ri = −µ∇U + µfi + ξi(t), (6.5)
where µ is the mobility of the monomers (or beads), U is the combination of the
Lennard-Jones potential, FENE spring potential, and other implicit potentials, fi
is the representative external force, and ξi(t) is a random velocity that satisfies
〈ξi(t), ξj(t′)〉 = 6kBTµδ(ri − rj)δ(t − t′). To simulate the dynamics of the dimer,
we discretized Eq. 6.5 using a time step ∆t = 10−5τ , where τ is the characteristic
monomer diffusion time τ = a2/µkBT .
In the beginning of the simulation, the masking domain is attached to the binding
domain, and approaches the ligand from behind along the shear flow direction [as
shown in Fig. 6-1(a)]. When the dimer passes the ligand, the masking domain may still
114
be attached to the binding domain, or the masking domain may have been detached
during the traveling from the initial position. If the masking domain is attached to
the binding domain (that is, the binding domain is masked), the protein can only
interact with the ligand with nonspecific Lennard-Jones interactions [Fig. 6-1(c)]. On
the other hand, if the binding domain is unmasked, it can form an specific bond
with the ligand [Fig. 6-1(d)]. The lifetime of the ligand-receptor pair is calculated as
follows: the interaction time starts when any of the dimer beads touches the ligand
bead, and ends when both of the dimer beads leave the ligand bead. This time
includes non-specific and specific interactions.
6.3 Two-States Kinetic Theory
To build a kinetic model, we first define the interacting domains as in state 1 when the
masking domain is attached to the binding domain, and in state 2 when the masking
domain is detached [Fig. 6-4(a)]. The rate constant from state 1 to state 2 follows
the Bell mechanism [117] and can be written as
k12(f) = k
0
12 exp
(
r0f
kBT
)
, (6.6)
where r0 is the characteristic length of detachment, and k
0
12 is the rate constant from
state 1 to state 2 without load. k012 is related to the energy barrier for detaching the
masking domain Edetach (mask). The rate constant from state 2 to state 1 depends on
the separation distance of the dimer Rdimer. Within the reaction distance Rreaction,
the dimer tries to form bonds with rate constant k021 (which is related to the energy
barrier for attaching the masking domain Eattach (mask)), while the rate constant is
zero when the dimer separation distance is larger than the reaction distance. It is
assumed that the binding and the masking domain only interact within a specific
distance, in which the two domains are very close to each other, and the interaction
vanishes quickly when the dimers are apart, so that the step function approximation
for the dimer reaction is used in the simulations.
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Figure 6-4: (a) Schematic of the two states of the dimer. (b) Distance dependence of
the rate constant from state 2 to state 1. (Note that the solid line is the approximate
function used in deriving the kinetic theory, and the dot line is the step function used
in stochastic simulations.) (c) Trends of the force dependence of the probabilities for
the dimer to be in state 1 (P1(f)) and state 2 (P2(f)).
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The dimer distanceRdimer is a function of external force f . Solving f = −dUFENE/dR,
the force dependence of the equilibrium separation distance of the dimer is given by
Rdimer(f) =
−
(
kR20
f
)
+
√(
kR20
f
)2
+ 4R20
2
. (6.7)
The distance dependence of the rate constant is drawn in Fig. 6-4(b) and is ap-
proximated by a Fermi-Dirac distribution like function
k21(Rdimer(f)) = k
0
21
{
1
exp [α · (Rdimer(f)−Rreaction)] + 1
}
, (6.8)
where α is a fitting constant that can be thought as the thermodynamic parameter
that controls the shape of the function near the transition region when Rdimer ∼
Rreaction. This particular approximate form arises from the fact that both molecules
are bonded by a polymer chain. (We note that a more precise description could
be formulated by calculating the probability distributions of the bond length of the
dimer [193], but it is beyond the scope of this study.)
Assuming that the dimer reaches equilibration between the two states before en-
countering the ligand, the probabilities for the dimer to be in state 1 (P1) and in state
2 (P2) are
P1(f) =
k21(Rdimer(f))
k12(f) + k21(Rdimer(f))
, P2(f) =
k12(f)
k12(f) + k21(Rdimer(f))
. (6.9)
Fig. 6-4(c) shows the trend of P1(f) and P2(f). As expected, the dimer is more
probable to be in state 1 in the small force regime, and it is more probable to be
in state 2 in the large force regime. When in state 1, the dimer only interacts with
the ligand with non-specific interactions which we assume to be characterized by the
interaction time τ1 as
τ1(f) = τ
0
1 exp
(
− r1f
kBT
)
, (6.10)
where r1 and τ
0
1 are to be fitted from the simulations.
When in state 2, the binding domain can form specific bonds with the ligand.
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The force dependence of the bond lifetime τ2(f) follows the Bell type form and can
be written as
τ2(f) = τ
0
2 exp
(
− r2f
kBT
)
, (6.11)
where r2 is the characteristic length for detaching the dimer from the ligand, and τ
0
2
is the average bond lifetime with the absence of external force. We extract all the
effective distances r1 and r2, as well as the characteristic times τ
0
1 and τ
0
2 from the
simulations using the unmasked (for state 1) and masked case (for state 2). Finally,
the time average interaction lifetime of the dimer and the ligand can be written as
τ¯(f) = P1(f)τ1(f) + P2(f)τ2(f), (6.12)
where P1 and P2 are the weights for the two states. Eq. 6.12 can be verified by
the two extremes. When state 1 dominates, P1 ∼ 1, P2 ∼ 0 and τ¯ ∼ τ1. On the
other hand, when state 2 dominates, P1 ∼ 0, P2 ∼ 1 and τ¯ ∼ τ2. In both cases, the
interaction time is coincident with the bond lifetime of the dominate state.
6.4 General Catch-Bond Behavior
In the simulation, we apply an external force that ranges from f = 10kBT/a to
f = 20kBT/a (which can be seen as applying different shear rates in the experimental
flow chamber), and observe the bond lifetime sequentially, since the dimer is allowed
to pass the binding site many times. The strength of the LJ potential is taken to
be  = 10kBT . The characteristic length of detachment is set to be r0 = 0.1a for
all specific bonds. All other simulation parameters, along with the parameters in the
following sections, are summarized in Table 6.1.
Apart from the case in which we are interested here that corresponds to the
“dynamic masking” case, which refers to the condition that the masking domain is
free to interact with the binding domain through the attach-detach process described
above, we also perform simulations in the “unmasked” case and “masked” case .
“Unmasked” refers to the condition that the masking domain does not interact with
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the binding domain, and it is always detached. “Masked,” on the other hand, refers to
the condition that the masking domain is always attached to the binding domain, and
the dimer and the ligand can only interact with nonspecific interactions at all times.
Last but not least, we do simulations in the “no masking domain” case, which refers
to the condition that only the binding domain is simulated and the masking domain
is removed. We use the “no masking domain” case to compare and understand if the
dimer structure affects the interaction lifetime.
The kinetic theory is applied as follows: First, the force dependences of the inter-
action time for the two states (Eq. 6.10 and Eq. 6.11) are fitted to the “unmasked”
and the “masked” case respectively. In essence, the dimer is always in state 1 in
the “masked” regime, and always in state 2 in “unmasked” case. Second, the FENE
spring properties (k and R0) are plugged in Eq. 6.7 to calculate the equilibrium dimer
distance. Third, the ratio of the rate constant of the dimer from state 1 to state 2
(in the absence of external force) and the rate constant from state 2 to state 1 should
equal to
k012
k021
=
exp (−Edetach (mask))
exp (−Eattach (mask)) , (6.13)
that leaves us only with two undetermined constants, Rreaction and α. We use these
constants as fitting parameters for the data in the “dynamic masking” case. For the
“no masking domain” case, since there is no masking effect, we expect that the force
dependence of the bond lifetime shows a monotonic decay, and it is fitted with the
same equation as Eq. 6.11.
Fig. 6-5 shows typical results for the “unmasked”, “masked”, “dynamic masking”,
and “no masking domain” cases. As can be clearly seen, the “dynamic masking” con-
dition leads to a bond lifetime that first increases when the applied external force in-
creases, reaches a maximum at an external force of f = 13 to 14kBT/a, and decreases
afterwards when the external force is increased further. The catch-bond behavior
of the dynamic masking case comes from the force-dependent competition between
the two binding partners: the masking domain and the ligand in the surface. In the
small force regime, the masking domain is most of the times attached to the binding
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Figure 6-5: (Plot of the bond lifetime versus force for “unmasked”, “dynamic mask-
ing”, “no masking domain”, and “masked” cases. (The symbols are from stochastic
simulations, and the solid lines are the corresponding curves from the kinetic theory.
The simulation parameters used here are: k = 1kBT/a
2, R0 = 8a, Eattach = 1kBT ,
Edetach (lig.) = 10kBT , and Edetach (mask) = 10kBT .)
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Figure 6-6: Schematic of the detach routes of the ligand from (a) a dimer, and (b) a
monomer.
domain, hence the dimer and the ligand can only interact with short lifetime non-
specific interactions. When the external force increases, the probability of detaching
the masking domain increases: more and more longer lifetime specific ligand-receptor
bonds can be formed, and the average bond lifetime increases. In the large force
regime, the masking domain is mostly detached from the binding domain. The inter-
action of the dimer and the ligand is dominated by the specific ligand-receptor bond
in this force regime; however, with very high external force, the lifetime of the specific
ligand-receptor bond also decreases.
When “no masking domain” is present, the bond lifetime is smaller in all the
force range. This is due to the fact that when the ligand interacts with the dimer,
the ligand falls into the pocket between the binding domain and the masking domain.
This pocket structure will not change during the whole protein-ligand interaction.
With the assumption that the time scale of the polymer relaxation is much longer
than the time scale of the protein-ligand interaction, the tailing end of the polymer will
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not have enough time to relax, or bend, downstream from the binding domain even
if the binding domain forms a bond to the stationary ligand. As a result, the dimer
should always be constrained. The two domains act as a clamp that make it harder
for the ligand to escape. Removing the masking domain also removes this clamping
effect. Fig. 6-6 shows the detach routes of the ligand from the dimer structure or
from a monomer. As can be seen, in the dimer structure, the ligand has to bypass the
masking domain to be successfully detached; while it is much simpler for the ligand to
leave a monomer. Of course, the properties of the linker chain modulate this behavior,
as is shown below. The fitted characteristic length of detachment (using Eq. 6.11)
for the “unmasked” case is r0 ∼ 0.17a, which is larger than the input characteristic
length of detachment of the ligand-binding domain bond (r0 (input) = 0.1a). This may
reflect the fact that the ligand has to go through a longer path to be detached from
the dimer structure. On the other hand, the fitted characteristic length of detachment
for the “remove masking domain” case is r0 ∼ 0.12a, which is very close to the input
characteristic length of the ligand-binding domain bond, as expected.
6.5 Effect of Energy Barriers
Fig. 6-7 shows different force dependences of the bond lifetime when the energy bar-
riers for detaching the masking domain are changed. When the energy barrier for
detaching the masking domain is small, it is easier for the masking domain to be de-
tached, and thus it is more probable for the binding domain to form a specific bond
with the ligand. In the kinetic model, one can derive in a straightforward fashion
that the probability for the dimer to be in state 2 is higher when the energy bar-
rier for detaching the masking domain is smaller. When Edetach (mask) = 8kBT , the
masking effect is not obvious in the force regime studied, and the force dependence
of the bond lifetime is similar to the “unmasked” case. (However, it is suspected
that the Edetach (mask) = 8kBT case is actually a catch bond with a bond lifetime that
peaks at f = 10kBT/a, while the “unmasked” case has a much longer lifetime below
that value.) On the other hand, when the energy barrier for detaching the masking
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domain equals 14kBT , the masking domain is not easily detached from the binding
domain, and the dimer and ligand interact with each other mostly with short lifetime
nonspecific interactions unless a very high external force is applied.
Fig. 6-8 shows different force dependences of the bond lifetime when we change
the energy barrier for detaching the ligand from the binding domain, while keeping
the energy barrier for detaching the masking domain unchanged. Since the force
dependences of the bond lifetime in state 2 (Eq. 6.11) are different with different
energy barriers for detaching the ligand, we also perform simulations for the “un-
masked” case under these conditions. It can be seen from Fig. 6-8(a) that the overall
bond lifetime changes dramatically when changing the energy barrier for detaching
the ligand. This is because the bond lifetime of state 2 (in the absence of external
force) depends exponentially on the energy barrier for detaching the ligand.
τ 02 ∼ exp (Edetach (lig.)) (6.14)
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Fig. 6-8(b) shows the force dependences of the bond lifetime in a normalized axis. As
can be seen on the figure, the profiles of the force dependence of the bond lifetime are
very similar. Although the energy barriers for detaching the ligand are different, the
energy barrier for detaching the masking domain is the same, and the attach-detach
dynamics of the masking domain is not affected. The probabilities for the dimer to
be in state 1 and state 2 are the same as long as the energy barrier for detaching the
masking domain and the properties of the spring connecting the two domains are the
same.
To summarize the effects of the energy barriers, we find that the energy barriers
for detaching the masking domain and the ligand affect the force dependence on the
bond lifetime in very different ways. Observing the occurrence of the maximum bond
lifetime in both cases, one finds that the range of forces at which the maximum lifetime
occurs is much larger in the case when we vary Edetach (mask) = 8 to 14kBT , where we
find that the peak lifetime occurs in the range of f ∼ 10 to 18kBT/a. Meanwhile, it
occurs in a much smaller range f ∼ 12 to 14kBT/a when Edetach (lig.) = 6 to 12kBT .
On the other hand, the maximum bond lifetime in both cases also differs considerably.
The maximum bond lifetime decreases from 15τ to 3τ when increasing Edetach (mask)
from 8kBT to 14kBT , while the maximum lifetime increases rapidly from 2τ to 30τ
when increasing Edetach (lig.) from 6kBT to 12kBT .
6.6 Effect of Polymer Chain Connecting the Two
Domains
To observe the effects of the properties of the polypeptide chain connecting two do-
mains, we change the spring constant and maximum extension of the FENE spring.
Fig. 6-9(a) presents the effects of the spring constant of the FENE spring. As can be
seen, the larger the spring constant, the bond lifetime decreases further in the whole
force range, and the maximum bond lifetime shifts closer to high force regime. From
the kinetic theory, it is more probable for the dimer to be in state 1 with larger spring
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Figure 6-9: (a) Plot of bond lifetime versus force with different spring constants of the
FENE spring, and (b) different maximum bond lengths of the FENE spring. (The
symbols are from stochastic simulations, and the solid lines are the corresponding
curves from the kinetic theory. The simulation parameters used here are: k = 0.8 ∼
2kBT/a
2, R0 = 4 ∼ 14a, Eattach = 1kBT , Edetach (lig.) = 10kBT , and Edetach (mask) =
10kBT .)
constant, and the masking effect increases with larger spring constant. Fig. 6-9(b)
shows the effects of the maximum bond length. The profiles of the bond lifetime are
very similar when R0 ≥ 8a. The force dependence of the bond lifetime changes more
manifest in the small force regime, while the curves overlap in high force regime. The
masking effect is less obvious when the maximum bond length increases. On the other
hand, when the maximum bond length is very small (R0 = 4a), the bond lifetime is
very small for all the force range considered here, very similar to the “masked” case.
In sum, the properties of the connecting chain strongly modulate the catch-bond
behavior. The longer the maximum bond length and the smaller the spring constant,
the farther the binding and the masking domain will be when detached, and the
masking effect is less effective. While the spring constant and the maximum bond
length both influence the masking effect, the masking effect is more sensitive to the
spring constant. Also note from the fitting curves that our kinetic theory faithfully
captures this behavior.
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6.7 Conclusions
In this work we have demonstrated that (bio)polymers with interacting domains can
display catch-bond characteristic. Simulation results were compared with kinetic
theory and the agreement was very good. The effects of the energy barriers for
detaching the domains and the ligand, and the effects of the properties of the FENE
spring connecting domains were shown to play a key role in the binding behavior.
We want to point out that the parameters used in our simulation can be linked to
the real world. In general, kBT ∼ 4.4pN · nm. For typical protein domains with
radius a ∼ 5nm, the force range, f = 10 to 20kBT/a ∼ 8.8 to 17.6pN, is inside
the biologically relevant range where the catch bonds are found experimentally [167,
168, 170, 171]. In a typical environment, the fluid viscosity η ∼ 10−3Pa · s, the
characteristic diffusion time τ ∼ 5.4× 10−4ms. The energy barrier for detaching the
ligand Edetach (lig.) ∼ 10kBT , the bond lifetime is around tlifetime = 5 to 30τ ∼ 0.0027
to 0.0162ms. The lifetime may be shorter in magnitudes when compared to the
experiment data; however, the lifetime can increase dramatically when we slightly
adjust the energy barrier of detachment. For example, in Fig. 6-8(a), the maximum
bond lifetime (without masking effect) increases 4-fold from 20τ to more than 80τ
when we change Edetach (lig.) from 10kBT to 12kBT .
Furthermore, we can also relate to the conditions necessary to unfold globular
multimeric proteins, such as vWF. In this case, we would estimate the tension force
along the backbone to be of the order of ∼ 6piηγ˙ sin θL2, where L is the length of
the stretched protein, η the viscosity, γ˙ the shear rate , and θ the tilt angle when
unraveling. Under the conditions in which vWF operates, one would have γ˙ ∼ 103s−1,
L ∼ 1µm, and η ∼ 10−3Pa · s whuch yield an estimated tension force approximately
of the order of 20pN, which clearly agrees with the results presented above, as well
as with the biologically relevant regime. We must mention that it has recently been
found that catch-bonds form between the vWF A1 domain and platelet GPIb domain,
and the forces they find are similar to those found in this study [170]. However, they
cannot explain the observed masking effect of increasing the concentration of the A2
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domain in the solution [188]. We believe our model may help in relating both effects,
explaining on one side the role of A2 masking while at the same time explain the
observed catch-bond behavior of vWF.
Catch bonds also have important engineering applications since they lead to rein-
forcement as stress is applied. Some possible applications based on specific catch-bond
receptor-ligand pairs have been put forward previously. Forero et al. [194] have de-
veloped a catch-bond based nanoadhesive which is sensitive to shear stress and binds
strongly only within a characteristic force range. In fact, artificial catch-bond like
behavior has been used in the assembly of hybrid nanostructure systems [195]. The
polymer catch-bond mechanism proposed here is a general model that contributes
to the different design strategies for synthesizing artificial catch bonds, and we be-
lieve will also be important to understand naturally occurring catch-bond behavior
in multimeric proteins that constitute a large portion of the extracellular matrix.
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Chapter 7
Conclusions and Future Works
7.1 Thesis Conclusions
Using computer simulations and theories, we explored many non-equilibrium polymer
and colloid systems under mechanical flows in the context of blood clotting. We
discussed the flow-driven blood clotting processes based on the soft matter nature of
the clotting materials – the polymeric nature of the clotting proteins, and the colloidal
nature of the blood cells. In flow, these soft materials express various dynamical
properties, leading to their eventual self-healing functionalities.
In Chapter 3, we studied the non-interactive polymer-colloid mixtures in shear
flow. We identified that colloids are helpful for the unfolding of collapsed polymers,
mainly through the creation of large segmental protrusions of the collapsed chains.
In addition, we found interesting effects from confining channels. The flowing colloids
can form commensurate or non-commensurate shear bands in the channel. If the
colloids form well-defined bands, the polymer unfolding is largely suppressed. We
now understand the role of particle-polymer interactions in flow and its implications
in other systems such as protein suspensions with nanoparticles in flow.
In Chapter 4, we studied interacting polymer-colloid mixtures in shear flow. We
discovered new aggregation phenomena inspired by blood clotting. We demonstrated
computationally the dependence of aggregate formation on flow rate and found differ-
ent aggregate structures as a function of solvent properties, polymer lengths, densities,
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and interaction strengths. We found that the onset of the shear-induced polymer-
colloid aggregation depends on two time scales. The first is the rotation and con-
vection timescale τ1 that is related to the shear rate; the second is the unbinding
timescale τ2 that is related to the interaction potential between polymers and col-
loids. The onset of aggregation requires τ2 > τ1.
In Chapter 5, we studied binary colloidal mixtures in pressure flow where the
different colloids represent the red blood cells and platelets. It was observed in ex-
periments that in pressure flow platelets are repelled to the channel walls, while red
blood cells are accumulated in the center. We studied this phenomenon with a simple
model with binary colloids. As a result, a platelet transport model was developed
based on the nonuniform distributions of red blood cells as well as shear-dependent
hydrodynamic interactions.
In Chapter 6, we studied the catch-bond behavior observed in VWF, which refers
to the increased VWF-platelet bond lifetime with increased mechanical forces from
flows. Using a simple coarse-grained simulation model and a two-state kinetic theory,
we argued that the interplay between adjacent binding and masking domains on VWF
is able to result in the catch-bond behavior.
Overall, we have identified many reasons why the blood clotting process preferen-
tially occurs at high flow rates and high cell concentrations. At the single molecule
level, high flow rates and high cell densities are able to enhance the unfolding of VWF
(Chapter 3), to stabilize the VWF on platelets through VWF wrapping (Chapter 4),
or even to strengthen the VWF-platelet catch-bonds (Chapter 6). At the collective
level of the whole blood, high flow rates are able to increase the collision frequencies
of platelets and increase the interactions (Chapter 4), and facilitate the demixing of
platelets to concentrate on the surfaces where the blood clotting takes place (Chapter
5). These biophysical information may help us developing better clinical treatments
for clotting diseases [32, 40–43, 126, 127] by targeting one or more of the biophysical
mechanisms just mentioned.
The non-equilibrium dynamics and self-healing properties we have learned from
blood clotting may also have many engineering applications. The flow induced poly-
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mer unfolding or polymer-colloid aggregation may be very useful in technologies re-
lated to rheology modifiers [196]. In flow, the unfolding of polymers leads to shear
thinning, while the formation of aggregates leads to anomalous viscosities. It is thus
interesting to understand how the balance between these phenomena can lead to
desired rheological properties. Other applications for flow-induced polymer-colloid
aggregation include inject coating and painting [4], where the formation of aggregates
at a short time is necessary. The flow induced demixing of colloids may be applied
in areas of colloid separation, drug delivery, and drug distribution [157–160]. Lastly,
the polymer-based catch-bonds may be used in stress-sensitive adhesive, sensing, and
targeting technologies [194].
7.2 Future Works
In this thesis, we have explored many non-equilibrium polymer and colloid systems
that are relevant to blood clotting. Nevertheless, the knowledge we have acquired
here is far from complete, and there are still many interesting questions waiting for
us to answer. In the following, we discuss some preliminary results and thoughts
which may act as a departure for future works.
7.2.1 Polymer-Colloid Aggregation in Elongational Flow
Although it appears that pure shear flow induces blood clotting process, it is worth-
while to explore other flow types that might dominate under physiological conditions.
Recent work has suggested that shear gradients are responsible for thrombus forma-
tion [114], and it is proposed that elongational flows could play a major role in VWF
regulation [96, 197]. In a typical blood vessel during injury, the process of vasocon-
striction causes the vessel to constrict to a smaller radius. Elongational flow, which
naturally appear at regions with shear gradients, seems to be ubiquitous in the blood
vessel system, particularly at locations of vasoconstriction and stenosis [198, 199].
Figure 7-1 shows sequential snapshots of polymers and colloids aggregating in
elongational flow. Surprisingly, we find that no stable aggregates can be formed in
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Simulation time (t/τ)	

Figure 7-1: Sequential snapshots of polymers and colloids aggregating in elongational
flow. Visible aggregations are highlighted with green or orange dashed circles. Note
that an adhesive post (blue circle in the figure) that can attach polymers are put in
the elongational flow center as a nucleation site for the aggregates.
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Figure 7-2: Polymers (red beads) and sticky small colloids (blue spheres) aggregate
in pressure flow with the presence of inactive large colloids (transparent dark red
spheres). In the context of blood clotting, the polymers represent the von Willebrand
factors, the small colloids represent the platelets, and the large colloids represent the
red blood cells (RBCs). The concentration of large colloids are ΦRBC = 0%, 15%,
and 30%. Note that in the snapshots, the aggregates are not stable in the channel
center because there are no shear flows. The aggregates are expected to dissolve in the
channel center eventually; however, longer simulations are required to have a better
understanding of the dynamical balances of the aggregates in the channel.
elongational flow. The nucleated aggregates are always deformed and then ruptured
by elongational flow. How this instability affects the physiology of blood clotting is of
great interest and worth deeper inspections. Note that an adhesive post that attaches
polymers is put in the elongational flow center as a nucleation site for the aggregates.
Without the nucleation center, we have not been able to capture the aggregates in
elongational flow. Nevertheless, a more complex boundary condition may be used to
overcome this obstacle [200].
7.2.2 Polymer-Colloid Aggregation Affected by Hematocrits
In Chapter 5, we discussed that for red blood cell and platelet mixtures in pressure
flow in a channel, the platelets will migrate to the boundaries, and the red blood
cells will migrate to the center. It is thus interesting to study how the separation of
cells will affect VWF-platelet aggregation. Figure 7-2 shows preliminary simulation
results of such systems. Initially, the small colloids migrate to the walls as observed
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in Chapter 5. However, we find that after the aggregation process, the small colloid-
polymer aggregates will migrate back to the center. For longer simulations, however,
we find that the aggregates are not stable in the channel center because there are
no shear flows. The aggregates are expected to dissolve in the channel center even-
tually. Even longer simulations may be required to have a better understanding of
the dynamical balances of the aggregates in the channel. This process has signifi-
cant physiological meanings that in blood clotting, the thrombus is preferential to
be formed near walls to heal wounds. The formation of the thrombus in the center
of blood vessels may cause serious problems such as strokes [35, 124]. Red blood
cells and parabolic flow profiles may play important roles in regulating the thrombus
formation and dissolution across the blood vessels.
7.2.3 Polymer-Colloid Aggregation through Catch-Bonds
In Chapter 6, we discussed that if the different domains on VWF can mask each
other, we may see catch-bond behavior between VWF and its ligands. That is, the
interactions between VWF and platelets are stronger with higher shear rates. Ex-
periments and simulations have shown that the external forces can regulate VWF or
similar molecules at a single molecule level [201]. We are now given a much wider pa-
rameter spaces for the shear-induced aggregates. The shear-dependent bond strength
may have interesting effects on the interacting polymer-colloid mixtures described
in Chapter 4 if we consider the interactions between the polymers and colloids are
catch-bonds. If so, we may see an even sharper transition from no to loose or dense ag-
gregates when increasing the shear rate. In addition, the intrinsic structures may also
change if we include catch-bonds since the relaxation of the polymers in aggregates
depends on the breaking and reforming of polymer-colloid bonds. Inhomogeneous
aggregates with hard shells and soft cores may be synthesized in flow because the
mechanical forces (flows) are the highest on the aggregate surfaces. Nevertheless, we
need further studies to verify our postulations here.
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Appendix A
Lattice Boltzmann Method for
Multiscale Self-Consistent Field
Theory Simulations of Block
Copolymers
A new Lattice Boltzmann (LB) approach is introduced to solve for the block copoly-
mer propagator in polymer field theory. This method bridges two desired properties
from different numerical techniques, namely: (i) it is robust and stable as the pseudo-
spectral method, and (ii) it is flexible and allows for grid refinement and arbitrary
boundary conditions. While the LB method is not as accurate as the pseudo-spectral
method, full self-consistent field theoretic (SCFT) simulations of block copolymers
on graphoepitaxial templates yield essentially indistinguishable results from pseudo-
spectral calculations. Furthermore, we were able to achieve speedups of ∼100x com-
pared to single CPU core implementations by utilizing graphics processing units
(GPUs). We expect this method to be very useful in multi-scale studies where small
length scale details have to be resolved, such as in strongly segregating block copoly-
mer blends or nanoparticle-polymer interfaces.
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A.1 Introduction
Block copolymer self-assembly has been shown to be a route for the production of
exquisitely controlled patterns with sub-10 nm resolution that can be used in litho-
graphic applications [202–207] and may one day find other important applications in
functional materials or electronics [208–210]. The prediction of block copolymer mor-
phologies by means of computer simulations is currently a topic of intense study due
to the multiple potential applications. In this respect, Self-Consistent Field Theory
(SCFT) has been shown to be invaluable in reproducing (and sometimes predict-
ing) experiments with a high degree of fidelity [211–216]. Within the SCFT of block
copolymers, one needs to evaluate the propagator of a single polymer in an external
field which represents the probability of having a given monomer at a given position in
space. This involves either directly sampling the configurations of the polymer using,
for example, Monte Carlo methods [217–220], or solving the associated Fokker-Planck
equation for the evolution of the distribution function of the polymer that has the
form of the diffusion equation in an inhomogeneous and time-dependent field [221–
224]. Solving for this propagator constitutes the basis for obtaining the mean field free
energy of the system and for evaluating other properties such as polymer densities.
Here we explore a novel and complementary approach to this problem by utilizing a
Lattice Boltzmann Method (LBM) for solving for the propagator.
In the last decade, SCFT has become the gold standard in the prediction of block
copolymer morphology. One of the key advances was the solution of the diffusion
equation using a pseudo-spectral (PS) method that allowed the use of large steps along
the polymer chain while at the same time improving accuracy when constructing the
propagator [225–229]. The pseudo-spectral method is also robust in that it is stable
for all conditions. Previous methods, such as the semi-implicit Cranck-Nicholson
approach, were marginally stable in 2D and only stable in 3D for time steps satisfying
∆t < ∆x2/8 [230–232]. However, one of the advantages of real space methods is
that one can refine the meshes in situations where better local accuracy is necessary
without sacrificing velocity of execution of the full domain. Such refinements are not
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possible in the traditional spectral methods because the box needs to be periodic.
In order to alleviate this, Fredrickson and co-workers have developed very recently
a new spectral scheme using Chebyshev polynomials [233], and studied the problem
of wetting. In this work the authors used a constant mesh, but the fact that the
boundary conditions are not periodic opens a route to perform multigrid simulations
using this method.
A new alternative to finite discretization schemes is to use a Lattice Boltzmann
solver [83, 234]. The solution to the underlying equations in this case emerges from a
fluid lattice dynamics and has been used in many hard problems including turbulence
[84]. This has several advantages: (i) it is intrinsically stable, (ii) the mesh can be
locally refined [235–240], (iii) arbitrary boundary conditions are straightforward to
implement, and (iv) it is simple to parallelize and very fast codes already exist for
multiple architectures [75–78]. The LB approach has been used extensively to solve
the Navier-Stokes equations [86, 241–243], reaction diffusion problems [244, 245],
finance problems [246], etc. Thus, it constitutes a rather versatile approach to solving
many different problems involving differential equations. Here we show that the LB
approach is a viable alternative for SCFT simulations being at least comparable in
speed (if not faster) than pseudo-spectral solvers. Our study is performed using
Graphics Processing Units (GPUs) which are also a new and powerful alternative for
massively parallel simulations.
A.2 Theoretical Background and Methods
A.2.1 Field Theory Model
In this section we briefly present the model of an incompressible AB diblock copolymer
melt [247]. Note that it is trivial to expand this model to triblock copolymers, polymer
solutions, or polymer blends [248]. This model treats individual diblock copolymers in
the continuous Gaussian chain description, includes a Flory-type contact interaction χ
among dissimilar block segments (A and B), and constrains the total segment number
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density to a constant value ρ0 at all points r in the system volume V (incompressibility
condition). The block copolymers are assumed to be monodisperse with a total of N
statistical segments; NA segments of type A and NB = N −NA segments of type B.
Statistical segments are assumed to occupy equal volumes v = 1/ρ0 and have equal
segment lengths b. The average volume fraction of type A segments in the copolymer
is denoted by f = NA/N .
Through the use of Hubbard-Stratonovich-Edwards transforms, the segmental in-
teractions in the above model can be decoupled with two auxiliary fields. Upon tracing
out the chain coordinates, the nV T canonical partition function can be reexpressed
as an interacting (classical) statistical field theory [248, 249]. Scaling the lengths by
the unperturbed radius of gyration Rgo = b
√
N/6 and the curvilinear displacements
s along the chain contour by N , the partition function is expressed as
Z ∝
∫
DΩ+
∫
DΩ−e−H[Ω+,Ω−], (A.1)
where the effective Hamiltonian is given by
H[Ω+,Ω−] =− C{V lnQ[Ω+,Ω−]
+ i
∫
drΩ+(r)− 1
χN
∫
dr[Ω−(r)]2}.
(A.2)
The function Q[Ω+,Ω−] corresponds to the partition function of a single polymer in
the auxiliary fields iΩ+ (pure imaginary) and Ω− (purely real), where i ≡
√−1. The
two fields have different roles in the theory: Ω+ can be interpreted as a fluctuating
pressure that enforces incompressibility, while Ω− is an exchange potential that defines
the fluctuating composition profile in the AB copolymer melt. In particular, the latter
field is conjugate to the local density difference between A and B defined as
ρˆ−(r) = ρˆA(r)− ρˆB(r), (A.3)
where ρˆA(r) and ρˆB(r) are the local density operators of the A and B type of monomers
respectively.
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The single polymer partition function Q[Ω+,Ω−] can be evaluated in the usual
way
Q[Ω+,Ω−] =
1
V
∫
drq(r, 1; [Ω+,Ω−]), (A.4)
where the function q(r, s; [Ω+,Ω−]) is a propagator that describes the probability of
observing the s segment of the chain at position r, given all possible placements of
the first segment. This propagator satisfies the following modified diffusion equation
∂
∂s
q(r, s; [Ω]) = ∇2q(r, s; [Ω])− Ω(r)q(r, s; [Ω]) (A.5)
with the initial condition
q(r, 0; [Ω]) = 1 (A.6)
and the field Ω(r) defined as
Ω(r) =
 iΩ+(r)− Ω−(r), if 0 < s ≤ fiΩ+(r) + Ω−(r), if f < s ≤ 1 . (A.7)
Expressions for the reduced segment densities (volume fractions) in a block copoly-
mer melt are well-known [248]. In particular, the reduced densities of A and B seg-
ments can be shown to be given by
φA(r;[Ω+,Ω−]) =
ρA(r; [Ω+,Ω−])
ρ0
=
1
Q
∫ f
0
dsq†(r, 1− s; [Ω+,Ω−])q(r, s; [Ω+,Ω−])
(A.8)
and
φB(r;[Ω+,Ω−]) =
ρB(r; [Ω+,Ω−])
ρ0
=
1
Q
∫ f
1
dsq†(r, 1− s; [Ω+,Ω−])q(r, s; [Ω+,Ω−]),
(A.9)
where f is as before the fraction of type A segment, f = NA/N . The single diblock
partition function Q and the propagator q(r, s; [Ω+,Ω−]) are given by eqs A.4 and A.5,
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respectively. In the expressions we have also introduced a complementary propagator
q†(r, s; [Ω+,Ω−]), which is analogous to q(r, s; [Ω+,Ω−]), but the propagation along
the chain starts from the B end of the polymer. The q†(r, s; [Ω+,Ω−]) propagator
thus satisfies the following diffusion equation
∂
∂s
q†(r, s; [Ω]) = ∇2q†(r, s; [Ω])− Ω(r)q†(r, s; [Ω]) (A.10)
with the initial condition
q†(r, 0; [Ω]) = 1 (A.11)
and the field Ω(r) is now given by
Ω(r) =
 iΩ+(r) + Ω−(r), if 0 < s ≤ 1− fiΩ+(r)− Ω−(r), if 1− f < s ≤ 1 . (A.12)
A.2.2 Numerical Sampling Algorithm
In this work we are interested in the so-called mean field solution (or SCFT solution)
for the polymer field theory. Such an approach simply consists in minimizing the
energy H[Ω−,Ω+], and finding the fields Ω∗− and Ω
∗
+ such that ∂H/∂Ω+/−|Ω∗+/− = 0
[247, 248, 250]. In this work we use a simple explicit Euler forward scheme to do
so. This approach has been shown to be useful in describing many properties in the
self-assembly of block copolymers [213–216]. The “equations of motion” for the fields
in such a scheme are given by
Ωj−(t+ ∆t) = Ω
j
−(t)−∆tΓ
∂H[Ω∗+,Ω−]
∂Ωj−(t)
+
√
∆tηj(t)
= Ωj−(t)−∆tΓC{−φj−(t; [Ω∗+,Ω−])
+
2
χN
Ωj−(t)}+
√
∆tηj(t),
(A.13)
where Ωj− and φ
j
− represent the value of the continuous field Ω−(r) and continuous
reduced density difference φ−(r) = φA(r)−φB(r) at the cubic lattice site coordinates
specified by the label j = (jx, jy, jz). The factor Γ > 0 is a constant relaxation rate.
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Notice that we add a term ηj(t) which is a Gaussian real noise with first and second
moments given by
〈ηj(t)〉 = 0 (A.14)
and
〈ηj(t)ηj′(t′)〉 = 2Γ′δj,j′δt,t′ , (A.15)
where Γ′ is an arbitrary small constant used to avoid getting trapped in metastable
points. This dynamics is utilized for all calculations, and as such, whatever effects
appear from it will appear regardless of the method used to solve the diffusion equation
which is the main contribution of this work.
For each update of the Ω− field we relax the Ω+ field as
Ωj+(t+ ∆t) = Ω
j
+(t)−∆t
∂H[Ω+,Ω−]
∂Ωj+
= Ωj+(t)−∆tΓiC{φj+(t; [Ω+,Ω−])− 1},
(A.16)
where as before Ωj+ and φ
j
+ represent the value of the continuous field Ω+(r) and
the continuous reduced total density φ+(r) = φA(r) + φB(r) at the cubic lattice site
coordinates specified by label j. We relax Ω+ according to this scheme until the
variance of the reduced total density φj+ averaged over the lattice, σ
2 = 〈(φj+)2〉 −
〈φj+〉2, satisfies σ2 < 0.0001, which implies that on average the local volume fraction
is between 0.99 and 1.01 at each lattice point.
A.2.3 Solving the Diffusion Equation
Pseudo-Spectral Method
Solving the diffusion equation given by eq A.5 is an integral part of the field-theoretic
polymer simulations, since at each Langevin step its solution must be calculated for
the particular realization of the field Ω(r). The pseudo-spectral (PS) method has been
recognized as an accurate and efficient way [225, 226], which we will briefly describe
143
below. The basic idea is that eq A.5 can be formally solved as
q(r, s+ ∆s) = exp[∆s∇2 −∆sΩ(r)]q(r, s), (A.17)
where the value of the function at the contour location s + ∆s is constructed from
knowledge of the function at the previous contour value q(r, s). In this way, the
solution to eq A.5 can be constructed by propagating the initial condition q(r, 0) = 1
up to s = 1 through successive applications of the operator L = exp[∆s∇2−∆sΩ(r)].
In principle this can be done, but the structure of L is complicated because the
Laplacian operator ∇2 and the field Ω do not commute. However, by use of the
Baker-Hausdorff identity, the operator L can be conveniently approximated to yield
an update scheme that is accurate to third order in ∆s. This results in the following
approximate update formula for the diffusion:
q(r, s+ ∆s) ≈ exp[−∆s
2
Ω(r)] exp[∆s∇2]
× exp[−∆s
2
Ω(r)]q(r, s).
(A.18)
The basic procedure now is as follows: First, the operator e−(∆s/2)Ω(r) is applied at
the lattice collocation points in real space. The resulting discretely sampled function is
transformed to reciprocal space by a fast-Fourier transform (FFT) and the operator
e−∆sk
2
, corresponding to the discrete Fourier transform of e∆s∇
2
, is applied. An
inverse FFT then restores the real space representation and the operator e−(∆s/2)Ω(r)
is finally applied at the lattice collocation points. The solution is then propagated
forward by successive applications of the procedure just outlined.
Lattice Boltzmann Method
The mathematical form of eq A.5 is exactly the same as the so-called reaction-diffusion
equation, which has been successfully and effectively solved by the Lattice Boltzmann
(LB) method [244, 245]. The LB method was originally developed as a mesoscopic
particle-based numerical approach for solving fluid-dynamical equations [84, 236].
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However, more recently, the LB method has also been used as a general Laplace or
Poisson equation solver [79, 251]. Here we describe the LB method within the context
of polymer field theory. The partition function propagators q(r, s) at each lattice site
are accounted for by a one particle probability distribution fi(r, s), where r is the
lattice site, s is the curvilinear displacement, and the subscript i represents one of
the finite spatial vectors ei at each lattice node. The number and direction of the
spatial vectors are chosen such that the resulting lattice is symmetric so as to easily
reproduce the isotropy of the system [251, 252]. The propagators at each sites are
calculated as
q(r, s) =
n∑
i=0
fi(r, s), (A.19)
where n is the total number of the spatial vectors.
During each contour step ds, distributions fi stream along vectors ei to the corre-
sponding neighboring lattice sites and collide locally. The most widely used variant of
LB is the lattice Bhatnagar-Gross-Krook (BGK) model [74, 86], which approximates
the collision step by a single time relaxation toward a local equilibrium distribution
f eqi . The complete lattice BGK model (including the “reaction term” R [244, 245]) is
now written as
fi(r + eidx, s+ ds)− fi(r, s) = f
eq
i (r, s)− fi(r, s)
τ
+ wiR, (A.20)
where the reaction term equals to R = Ω(r)q(r, s), and the equilibrium distributions
satisfy [245]
f eqi (r, s) = wiq(r, s). (A.21)
It can be derived from the Chapman-Enskog analysis that the relaxation constant
τ is related to the “diffusion coefficient” D of the relevant diffusion equation [74, 86,
245], where D is effectively the prefactor in front of the Laplacian operator. For the
normalized form in eq A.5, the following relation holds
D = 1 = c2sds(τ − 0.5), (A.22)
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where cs =
1√
3
(dx/ds) is an effective “lattice speed” in the LB method.
The weights wi depend in general on the dimension and the type of the lattice
used. For two dimensional simulations, we use the nine direction model (D2Q9)
[74, 86, 245], which gives the weights as:
wi =

4/9, e0 = (0, 0)
1/9, e1−4 = (±1, 0), (0,±1)
1/36, e5−8 = (±1,±1)
. (A.23)
For three dimensional simulations, we use the nineteen direction model (D3Q19)
[74, 86], which gives the weights as:
wi =

1/3, e0 = (0, 0, 0)
1/18, e1−6 = (±1, 0, 0), (0,±1, 0), (0, 0,±1)
1/36, e7−18 = (±1,±1, 0), (±1, 0,±1), (0,±1,±1)
. (A.24)
Local Refinement
Under certain conditions, it would be more efficient to use locally refined patches
of gridpoints, enabling a high resolution only where needed. The local refinement
algorithm in the LB method has been developed by many researchers [235–240]; here
we apply the procedure similar to the original work by Filippova and coworkers [235].
Grid refinement is performed by dividing the space step by a refinement factor m.
The spacing and the contour steps on the fine grids are now given by [235]
dxf =
dxc
m
(A.25)
and
dsf =
dsc
m
, (A.26)
where the superscripts “f” and “c” represent fine and coarse grids, respectively. In
order to have a constant “diffusion coefficient” across the coarse and fine grids, the
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relaxation constant in the fine grids has to be redefined by
τ f =
1 +m(2τ c − 1)
2
. (A.27)
The numerical realization is the following. The whole computational domain is
covered with the coarse grid, and patches of fine grids are defined in certain regions.
At a given step s0, values of the distributions on the coarse grid which are coming from
regions of finer patches are calculated in the nodes common to both grids according
to
fpost,ci (r, s0) = f
post,f
i (r, s0), (A.28)
where fpost,ci and f
post,f
i are the post collision distributions (but before streaming
step) on the fine and coarse grids, respectively. At the step s1 = s0 + ds
c (after one
“stream-collision” step on the coarse grid), the new values of fpost,ci (r, s1) are known
on the boundary of the fine patch. With interpolation f˜post,ci , one can calculate the
values of fpost,fi (r, s) according to
fpost,fi (r, s) = f˜
post,c
i (r, s1) (A.29)
at steps s = s0, s0 + ds
f , ..., s0 + ds
f (m− 1).
A.3 Results and Discussion
A.3.1 Accuracy of the Lattice Boltzmann Method
Studies have shown that the pseudo-spectral (PS) method is highly accurate in solving
diffusion equations [225, 226, 248]. Thus, it is ideal for us to compare the solutions
from the Lattice Boltzmann (LB) method to the solutions from the PS method, and
estimate the accuracy of the LB method. We construct the simplest testing scheme
by solving a homopolymer melt with the initial condition q(r, s = 0) = 1 under a
fixed field Ω(r), and comparing the propagators at the chain ends q(r, s = 1) from
different methods. In this testing scheme, we use square (2D) or cubic (3D) lattices
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with periodic boundary conditions of lengths lx = ly = 3.2Rgo or lx = ly = lz = 3.2Rgo.
For a discretization dx = 0.1, the lattice sizes are Nx = Ny = 32 or Nx = Ny = Nz
= 32. For dx = 0.05, the lattice sizes are Nx = Ny = 64 or Nx = Ny = Nz = 64.
For the PS method, the chain discretization is set to ds = 0.001 (Ns = 1000) if not
otherwise specified; for the LB method, we change ds continuously in order to find
the minimum error (discussed in detail later).
We test three fields that we believe are most relevant to the simulations of block
copolymers: (1) sine, (2) hyperbolic tangent, and (3) delta function fields. The first
two fields have periodic forms that occur when the block copolymers pass order-
disorder transitions [11, 253]. Sine or hyperbolic tangent functions are used for weak
or strong segregations,
Ωsin(r) = A sin (M
2pix
Nx
) (A.30)
and
Ωtanh(r) =
 A tanh(
x−Nx
4
ξ
), if x < Nx
2
−A tanh(x− 3Nx4
ξ
), if x >= Nx
2
, (A.31)
where A is the field amplitude, M is the mode of the sine field, and ξ is a parameter
that controls the sharpness of the hyperbolic tangent field at the transitions. The
third field has a delta function form that is used for block copolymer systems with
nanoparticles (NP) [254] or lithographical templates [213, 214, 255]:
ΩNP (r) =

−100, if
Nx
2
− 1 ≤ x ≤ Nx
2
Ny
2
− 1 ≤ y ≤ Ny
2
Nz
2
− 1 ≤ z ≤ Nz
2
(for 3D)
0, otherwise
. (A.32)
Figure A-1 shows the representative calculated partition function propagators at
the chain ends q(r, s = 1; [Ω]) along the x direction from both the PS and LB meth-
ods under the sine (Fig. A-1a) or nanoparticle fields (Fig. A-1b). For comparison
purpose, we consider the solutions from the PS method (with ds = 0.001) as the exact
solution. Interestingly, we find that the accuracy of the LB method is controlled by
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Figure A-1: Partition function propagators of a homopolymer at the chain ends
q(r, s = 1) along the x direction under (a) sine and (b) nanoparticle fields solved
from the pseudo-spectrum (PS) or Lattice Boltzmann (LB) methods. The space
discretization is set to dx = 0.05. The LB relaxation constant is τ = 2.5, 1.7(∼ τ ∗sin),
and 1.1 for sine field, and τ = 1.7, 1.2(∼ τ ∗NP ), and 0.8 for nanoparticle field.
149
the relaxation constant
τ = 3
ds
dx2
+ 0.5. (A.33)
The observation that the accuracy of the LB method is controlled by τ has also
been observed by other researchers when solving the reaction-diffusion equation [245].
Interestingly, for τ larger than a value that we here label τ ∗, we find that the LB
method overestimates q, while for τ smaller than τ ∗, we find underestimate solutions
(Fig. A-1). This can be particularly seen in the case of a very localized external
field, as would be a small nanoparticle. In principle, this is a very discouraging fact
of solving the diffusion equation using a LB solver, but as will be shown below, this
method becomes robust with respect to τ once the full SCFT is solved. Thus, it is
not necessary to know a priori which is the best τ for solving the field theory. The
reason for this behavior is a cancelation of errors when updating the fields, as will be
discussed in detail in the later sections. Additionally, it is important to notice that
the PS scheme strongly loses its accuracy if we do not consider many steps along the
chain. We find that for the nanoparticle field, the chain discretization ds = 0.01,
which is a typical value in SCFT simulations, is not sufficient to obtain the accurate
result. As shown in Fig. A-1b, the PS solution with ds = 0.01 has a very large
discrepancy comparing to the solution with ds = 0.001.
To systematically search τ ∗ for different fields, we define an error value [245]
Error =
√
Σr|qPS(r, s = 1)− qLB(r, s = 1)|2
Σr|qPS(r, s = 1)|2 , (A.34)
where qPS and qLB are the solutions from the PS and LB methods. Figure A-2 shows
the error values as a function of τ for different fields with different dimensions or dx.
The amplitudes of the sine and hyperbolic tangent fields are chosen to be A = 10
here. It is clear that the critical τ ∗ where the minimum error occurs is not sensitive
to dimensions or dx. For sin fields with mode = 1 and tanh fields, τ ∗ is around
1.7 ∼ 2.2. However, for sin fields with mode > 1 and nanoparticle fields, τ ∗ decreases
to 1.1 ∼ 1.3. Although τ ∗ does not change with dx, the absolute errors decrease
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Figure A-2: Error values (see text for definition) as a function of the relaxation
constant τ for different fields with (a) dx = 0.1 in 2D, (b) dx = 0.1 in 3D, and (c)
dx = 0.05 in 2D.
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with decreasing dx. For dx = 0.1, the minimum errors range from 0.01 (for the tanh
and sin fields) to 0.0005 (for the nanoparticle field). For dx = 0.05, the minimum
errors are much smaller from 0.005 (for the tanh and sin fields) to 0.0001 (for the
nanoparticle field). The minimum errors and τ ∗ also change with the field amplitudes
A. Figure A-3 shows the errors as a function of τ for sin (mode = 1; Fig. A-3a) and
tanh fields (ξ = 1; Fig. A-3b) with field amplitudes A = 4 to 10. As shown, the
minimum errors and τ ∗ both increase with increasing A. In addition, we observe that
the optimal τ that results in minimum errors for q(r, s = 1) also results in minimum
errors for q(r, 0 < s < 1). In Fig. A-4 we show the error values for q(r, s) as a
function of τ for s = 0.4, 0.6, 0.8 and 1.0. It is observed that for sine field with mode
= 1 and amplitude = 10, τ ∗ ∼ 1.7 for all s.
After extensively testing the accuracy of the diffusion equation solver, we move on
to use the LB method to perform the actual SCFT simulations. Figure A-5a shows
the mean-field results (with the noise field η = 0 in eq A.13 [247]) for the density
distributions of a diblock copolymer system with f = 0.5 and χN = 13. Mild fields
Ω− = ±5 to attract A or B blocks are applied at x = 0 or x = Nx2 to induce the
lamellar structure. To test the tolerance of the errors from the LB method for the
lamellar structure formation, we perform simulations with τ = 2.5, 1,7 (∼ τ ∗), and
1.1 with dx = 0.05. Comparing to the PS result, it is surprising that the final polymer
density distributions from the LB method is undistinguishable from the PS results for
all τ ’s even if we use nonoptimized τ ’s with higher errors. The errors in the densities
and the equilibrium free energies are summarized in Fig. A-5b, where the errors in
the densities are defined similar to Eq. A.34 but with q(r) substituted with φ(r), and
the errors in the equilibrium free energies are defined as |(HeqPS − HeqLB)/HeqPS|. We
find that the errors in the free energies are about 2 to 3%, which are comparable to
the errors in q(r, s). However, it is very interesting that the errors in the densities are
much smaller, which are only about 0.1 to 0.5%. The more accurate densities may
come from the normalization of
∫
dsq†q with Q ∼ ∫ drq, which cancels the errors
in q when calculating the densities using equations A.8 and A.9. In conclusion, our
results show that the LB method is robust since one does not need to know a priori
153
0 10 20 30 40 50 60
0.2
0.4
0.6
0.8
Nx	

φ	

φA	

φB	
 PS	

φA	

φB	
 LB; τ = 2.5	

φA	

φB	
 LB; τ = 1.7 (~ τ*)	

φA	

φB	
 LB; τ = 1.1	

(χN = 13)	

1 1.5 2 2.5 3
0.0001
0.001
0.01
0.1
1
Er
ror
	

τ	

Error in the free energy	

Error in the density	

(a)	

(b)	

Figure A-5: (a) Density distributions of a diblock copolymer system with f = 0.5
and χN = 13 from SCFT simulations with the pseudo-spectrum (PS) or Lattice
Boltzmann (LB) methods. (b) Errors in the free energies and the densities comparing
the LB result to the PS result.
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Lattice Boltzmann (LB) method.
the preferred τ . We believe the method is comparable with the PS method as an
accurate solver for the polymer SCFT simulations, particularly if the self-consistent
evolution of the fields only depends on the densities and the fields themselves. If
higher accuracy in the calculation of the free energies is necessary, one can always
interpolate the final configuration of the fields obtained using the LB method to a
finer grid and solve for the propagator only once. This might be very useful specially
when dealing with multiple grids.
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A.3.2 Multiscale SCFT Simulations
Since the pseudo-spectral method evaluates the Laplacian in reciprocal space [225,
226], this method is only semi-local, and it has not yet been possible to apply local
refinements. On the contrary, the Lattice Boltzmann method is purely local in real
space [251], enabling us to apply fine patches locally. In SCFT simulations, the
ability to apply finer discretization in specific regions is potentially more efficient since
most of the computations can now be used to calculate the regions of interest. For
block copolymer systems, when the interaction parameter χN increases, the interfaces
between A and B blocks become sharper [253]. As a result, one would like to refine
the interface regions in order to get higher resolution in this region. Figure A-6 shows
the density distributions of a diblock copolymer system with f = 0.5 and χN = 40
without (Fig. A-6a) or with local refinements (Fig. A-6b). Without refinements
(Fig. A-6a), the LB result again agrees perfectly well with the result from the PS
method. However, sometimes the resolution of the uniform discretization dx = 0.05
may not be enough to resolve the interfacial regions. With local refinement, on
the other hand, the interfacial regions can be much more finely resolved, as seen
in Fig. A-6b. We find that the LB result with local refinement also agrees very
well with the “exact” PS result even with simple first order (or linear) interpolation
on the boundaries. Nevertheless, for more complex boundaries where this is not
the case one could use higher order interpolation methods [235–237]. In the linear
interpolation scheme we simply average out the values of the “velocity densities”
and the mid points were the coarse and the fine grid meet. This operation scales
as the size of the boundary (in 3D it scales as N
2/3
grid, where Ngrid is the number
of points inside the refined grid), and this interpolation is extremely fast. This is
one of the advantages of the method we present here. For case of the new spectral
implementation using Chebyshev polynomials, which in principle could be used to
perform multigrid simulations, one needs to recalculate the basis at each step along
the field relaxation dynamics. Such an operation scales with the size of the refined
box Ngrid. As usual, both methods have their own appealing features: LB allows for
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Figure A-7: 2D SCFT simulations of the self-assembly of block copolymers on com-
mensurate templates using the LB method. The parameters of the copolymers are
(a) to (c) f = 0.5 and χN = 13, and (d) to (f) f = 0.25 and χN = 18.
a direct and fast multigrid approach, but lacks the accuracy (more on this below),
while the new spectral methods have a higher accuracy but might be slower. We are
still in the early stages of developing both methods, and thus a precise comparison is
not possible at this point.
A.3.3 Self-assembly of Block Copolymers on Varying Com-
mensurate Templates
An active research area in engineering block copolymer morphologies is guiding block
copolymers to self-assemble on lithographic templates to acquire special orientations
or long range order [213, 214, 256–260]. Toward this end, SCFT simulations have been
widely used to complement experiments in order to predict or verify the experimental
results [213, 214, 260]. Here, we try to reproduce the experimental and theoretical
findings from previous works using SCFT simulations with the Lattice Boltzmann
method. Figures A-7a-c show a diblock copolymer system with f = 0.5 and χN = 13
self-assembled on the predefined templates. The simulation boundary lengths (with
periodic boundary conditions) are lx = 2Lx and ly = 2Ly, where the ratio of Lx and
Ly is fixed to Lx/Ly = 1.5. Four “posts” that attract A monomers are put on the
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Figure A-8: Runtime per iteration as a function of the total number of lattice points
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positions (x, y) = (0, 0), (Lx, 0), (0, Ly), and (Lx, Ly). When changing the ratio of Lx
and the natural diblock copolymer length L0 from Lx/L0 = 1.5 to 2.5, we find that
the lamellar orientations rotate in order to be commensurate with the post distances.
These rotations agree perfectly well with prior studies [213].
Figures A-7d-f show the diblock copolymer system with f = 0.25 and χN =
18. The simulation boundary lengths (with periodic boundary conditions) are lx =
1.75Lpost and ly = Lpost. Two “posts” that attract A monomers are put on the
positions (x, y) = (0, 0) and (0.875Lpost, 0.5Lpost). Similar to the lamellar structures
(Fig. A-7a-c), the cylindrical orientations rotate when changing the ratio Lpost/L0
(Fig. A-7d-f) in order to be commensurate with the distances between the posts.
These rotations again agree particularly well with prior studies [214]. In summary,
we show that SCFT simulations with the LB method yield indistinguishable results
for the self-assembly of block copolymers on commensurate templates.
A.3.4 Benchmarking
For the last decade, general-purpose computation on graphics processing units (GPGPU)
has become more and more popular in scientific computing. Very recently, Delaney
and Fredrickson have used graphics processing units (GPU) to implement polymer
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SCFT simulations with the pseudo-spectral method (SCFT-PS) [261], and acquired
up to 60x acceleration compared to contemporary CPU cores. Because of a high
degree of locality, the Lattice Boltzmann method is a great candidate for GPU calcu-
lations [79–81]. We thus port our SCFT simulations with the LB method (SCFT-LB)
to a GPU architecture. We compare the runtime of SCFT-LB or SCFT-PS running
on a GPU (NVIDIA Tesla C2050) to the runtime of SCFT-PS on a desktop CPU
(Intel Core 2 Duo 2.4GHz). Figure A-8 shows the runtime per iteration (ds = 0.01)
as a function of the total number of lattice points for different processing units and
methods. For SCFT-PS on a GPU, the runtime per iteration increases from 0.02 to
0.5 sec when increasing the number of lattice points from 4,096 to 1,048,576. On the
other hand, for SCFT-PS on a CPU, the runtime per iteration increases from 0.02
to 20 sec when changing the same number of lattice points. We would like to point
out that, without extensive optimization, our runtime for SCFT-PS is very close to
those obtained by Delaney and Fredrickson [261]. For SCFT-LB, it is more desirable
to consider 2D and 3D separately since the number of “spatial directions” are differ-
ent, where there are 19 directions in 3D but only 9 directions in 2D. On a GPU, the
computation speed for 3D SCFT-LB is comparable with SCFT-PS for a number of
lattice point higher than 105, and slightly faster for a number of lattice point smaller
than 105. For 2D SCFT-LB, the computation speed is about 2x faster than SCFT-PS
for a number of lattice point higher than 105, and is up to 10x faster for a number of
lattice point smaller than 104. In summary, we demonstrate that the LB method is
very efficient to perform SCFT simulations on GPUs.
A.4 Conclusions
In this work we have presented a novel approach employing Lattice Boltzmann the-
ory to solve for the propagator in SCFT. We have demonstrated that our hybrid
LB-SCFT approach is capable of reproducing the results obtained with the pseudo-
spectral method. Interestingly, the agreement between both when actually solving the
full field solution exhibited errors much smaller than when considering single modes
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of the fields. An advantage of the LB method, however, is that one can consider local
refinement of the mesh, while still retaining unconditional stability. While this is not
as important for pure diblock copolymers, this improvement will certainly become im-
portant in blends that include homopolymers, or in systems where disparate length
scales appear. Furthermore, the LB method is very flexible and can be implemented
under many different types of lattices and boundary conditions. For example one can
also work in unstructured lattices [262–264], or apply complex boundary conditions
either directly or through well developed immersed boundary methods [265]. Our
implementation on a GPU reached ∼100x improvement in the computation speed for
2D lattices, and ∼60x speedups for 3D lattices compared to a CPU implementation.
However, as mentioned above, new methods using spectral algorithms with high pre-
cision are also emerging [233]. Such methods could be used in multigrid calculations
and it is up to the researcher to chose a method depending on the problem require-
ments. Nevertheless, we believe the LB method nicely complements current SCFT
methods and we have introduced it in the present work.
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