Plant-specific data is managed in heterogeneous formats and is dispersed geographically. Based on this data, efficient analyses require a materialised integration, often realised with data warehouse technology today. We describe the requirements, problems and solution strategies for domain-crossing integration as the fundament for analysing plant biological data based on three current case studies. First, we introduce a system for retrieval of markers and mapping positions based on clustering of ESTs. The second case study illustrates the steps for diversity studies after genotyping a collection of about 3,000 ryegrass accessions (Lolium spp.), whereas in the third example data of approximately 250 barley cultivars (Hordeum vulgare) were used for associating haplotype-and SNP-patterns with malting parameters. For all case studies, we integrate data from different domains -sequence and marker data as well as IPK Genebank data including passport and phenotypic information. Specific problems associated with plant biological data and possible solution strategies are shown.
Introduction
Today, data amount is increasing enormously in plant biology. The use of modern highthroughput methods is more and more ruling out the traditional way of researching [1] . The scientific focus is moving away from the single-data-domain and problem-oriented approach towards work crossing the borders of data domains. Bioinformatic tools help to analyse data at a large scale. Often, extensive data sets gained from biological experiments cannot be handled individually, especially in the area of genomic data.
While the main focus of the scientific community is on human and several animals, such as fruit fly and mouse, plants are often under-represented. Several projects are working on a certain plant species and maintain relatively independent data sources, e. g. for barley or pea, designed for special application areas by using different technologies [2] . Very often, data about plant genotypes is quite rare and needs to be supplemented by data of related genotypes. We think, for integration and analysis of plant data, the issues of the heterogeneous and sparse data of plants should be addressed.
In this study, we use data from different domains (phenotypic data, marker data, sequence data and taxonomic data), which can be linked using abstractions of the plants as central objects. Therefore, so-called passport data is used. Passport data serves as identificator of genotypes. It comprises parameters such as accession number, habitat or scientific name. A possible linkage of different data domains via passport data is shown in Fig. 1 . Bioinformatical applications can work on data from different domains or on a single domain, respectively. The required data is available as Foxpro and MS Access databases, MS Excel and HTML files (phenotypic data), Oracle databases and flat files (marker data, sequence data and passport data). In order to establish a data domain spanning analysis platform, data need to be integrated.
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Figure 1: Linkage of data from different domains
In this paper we will describe the integration of data in crop plant bioinformatics. Typical problems occurring in this area of research will be discussed. An architecture for integrating and analysing data is shown. Finally, three case studies from crop plant biology are described.
Approach

Background
Integration is a service, which combines the contents of multiple, heterogeneous data sources [3] . Data sources in biology are often heterogeneous in different ways, e. g. their application, structure, content and software platform they are based on. The combination of such sources, often from the World Wide Web, is the typical task of data integration in bioinformatics. There are two common methods for data integration in bioinformatics:
Virtual or logical integration: This is the standard approach for integrating data using the internet. Here, a query is forwarded to different data sources; the results will be combined in a report. The integration takes place at runtime; data is not stored locally. Examples for this approach are federated databases or mediators.
Materialised or physical integration: Data sources are scanned for new data at regular intervals. Data is integrated and stored physically. Queries are made against this data. This is the standard procedure for data warehouses.
Many databases in biology were created spontaneously and altered during time according to different user demands. Often, their structure is not sufficient and mainly they are based on flat-files. In many cases, data access is only possible via web interfaces. Additionally, transformations are necessary, which cannot always be processed automatically and claim manual curation. Online access, particularly to web-based data sources, usually implicates high response time, whereas simple flat files cannot be accessed online at all. Thus, virtual integration does not suit for our purposes. In our opinion, the most promising approach for use in plant bioinformatics is the utilisation of materialised integration and data warehousing methods.
Data warehouses are collections of data, which are subject-oriented, integrated, time-variant and non-volatile [4] . In companies, they are used to support management decisions. Relevant data is extracted from different sources, transformed and finally loaded into the data warehouse. These three steps form the so-called Extract-Transform-Load (ETL) process. The data warehouse itself is intended for long-term storage. For analyses, data can be stored in data-marts, which are partial copies of the warehouse data for, e. g. structural business units or certain applications. Therefore, data is often stored in constructs called star schema, which consists of dimensions grouped around indicators (facts). Together, they form a data-cube.
The above-described data warehouse concepts do not always meet the requirements of, e. g. genomic data or proteomic data [5] , because life-science data is subject to permanent changes and the process of creating a data warehouse is time-consuming and costly. Other aspects of data warehouses as, e. g. time variances as useful in business, are relatively unimportant in biology [6] . Nevertheless, there is an increased use of data warehouse methods in biological research, but a specific adaptation to the respective objective is necessary.
Problems in crop plant bioinformatics
Two major kinds of problems can occur by data integration in crop plant bioinformatics:
1. There are the difficulties of integrating data from the same domain, which are, e. g. originating from different experiments, sources etc.
2. It can be exhausting to try to link data records between different domains of data.
Reasons for difficulties of integrating data from the same domain might be the following:
IT reasons: In the last two decades, there is an increasing number of algorithms and applications, which are used in the bioinformatics community. Most of them work (due to their evolution) with different input and output formats, interfaces, models and mainly file-based. Standardised formats, such as SBML [7] , MAGE-ML [8] or the FAO/IPGRI Multi-Crop Passport Descriptors (MCPD) [9] are unfortunately not commonly used. Therefore, the integration of both tools and data becomes quite difficult. Conceptual reasons: Some information systems only allow the authors to change a data record. Thus, a lot of erroneous data will not be corrected. When certain biological facts are not well investigated or even unknown, the use of suitable prediction methods becomes necessary and might lead to problems. Integration of such data leads to possible multiplication of errors, especially if such information is handled as truth or if it is generalised [10] . Several studies are shown in [11] where, in the case of derived information about structural or functional features of sequences, the error rates are more than 40%. Frequently, researchers in crop plant biology do not use the same vocabularies, although controlled vocabularies (in the context of ontologies) are more and more used in biology, e. g. the Gene Ontology [12] or the Plant Ontology [13] . Thus, vocabularies are successively unified in this area. However, in plant genetic resources, controlled vocabularies are not used enough yet. Often, there are different ranges of values used for a single trait (although there are recommendations given for certain crops, e. g. barley [14] ) or there are inconsistencies inside the data, which makes it difficult to integrate and to compare such data. Furthermore, experimentalists often do not use standardised methods. This leads to problems when integrating and comparing data conducted in comparable experiments, but in different laboratories [15, 16] . Thus, only domain experts can help to improve data quality (within one data domain) in order to integrate the data [17] .
Problems occur in most cases while connecting data from different domains. Often, there is no explicit linkage between records. A possible solution is the use of similarity-ranking methods or equivalence methods. In the first step, attributes for mapping onto surrogate IDs have to be identified in order to map data from two or more data domains. This can be done by experts manually, or semiautomatically by using data-dictionaries or controlled vocabularies [18] . If those key attributes were found, the second step is to map their values. In case of numerical values this is quite trivial, but becomes difficult in case of alphanumerical values. Regarding the latter case, we often have been faced with different spelling of cultivar names etc. For example, the name of the barley cultivar "Ingrid" comes along with different dictions as "Ingrid WT" or "Zweizeilige Gerste Ingrid" containing additional information. Thus, established approaches as edit distance [19] or the Soundex algorithm [20] do not provide sufficient results. For example, the Soundex algorithm computes for the different genotypes "Ingrid BC mlo5" and "Ingrid MLG" the same value (I526), whereas for the identical genotypes "Ingrid WT" and "Zweizeilige Gerste Ingrid" the two different values I526 and Z242 are computed. This matches with [21] who show that only about a third of the identified mappings is correct. A longest common substring algorithm [22] or a local alignment algorithm [23] provides the best results in our case. Nevertheless, results need to be checked manually in many cases.
We like to point out that there are many interesting and promising approaches for record matching existing. However, our intention is to propose a variable process flow, which enables us to integrate and analyse data in a flexible way without substantial adaptations each time. Therefore, we suggest to focus on a limited set of algorithms, which should be used inside of the database, e. g. as user defined functions (UDF) using open-source implementations.
Proposed architecture
For flexible integration and analysis of crop plant data, we propose a multilayered architecture, which is shown in Fig. 2 . Layer 1: Operational data The first layer consists of source data, which can be available via operative database systems as well as flat-files or XML-files. This data is usually accessed read-only.
Layer 2: ETL The second layer comprises the extraction, transformation and loading steps that are necessary to import the desired data. Therefore, established technologies such as the Oracle Warehouse Builder [24] or, especially in the area of bioinformatics data sources, the Sequence Retrieval System (SRS) [25] can be used. We propose to focus on extraction and loading steps in this layer. However, basic transformations can also be done in this layer, but our intention is to store as much original data as possible in the data pool, which will be described in the next paragraph. In layer 4 further transformation can be processed in order to be flexible regarding various transformation methods or upcoming approaches. This is a tribute to the situation of the data in crop plant bioinformatics, which is often available in proprietary formats only. Analysis-specific data marts can be accomplished later by additional transformation and loading steps.
Layer 3: Data pool
The centre of our architecture is a kind of operational data store. In data warehouse terminology, an operational data store (ODS) is a database schema with the purpose to integrate non-aggregated / non-summarised and current data from multiple, often heterogeneous, sources [4] . Furthermore, the data can be augmented by derived (secondary) data. Plant research is often driven by its objectives and scientific questions, which are valid for a limited time. Therefore, in our opinion it does not make sense to develop so-called "star" or "snowflake" schemata or even a general data warehouse schema, which is fixed for certain analyses and is filled with new data at regular intervals. Hence, it might be sufficient, to maintain a basis database (or data pool), which can become the basis of later analyses (which can be of different nature; not only OLAP frequently used in business-oriented DWH). In contrast to an operational data store, we propose to use a data pool, which can keep data for a longer period of time. For this basis database, the use of entity-attribute-value (EAV) schemata adapted to the specific data domains is suggested. The EAV approach allows to store heterogeneous data in a generic way. The underlying schema of the integrated data requires no alteration when data sources are extended or further data sources are integrated. A couple of years ago, this approach became popular in life-sciences in the context of clinical information systems (e. g. see [26, 27] ). Originally, attribute-value pairs were used as LISP association lists in the area of artificial intelligence [28] . In order to avoid storing all data in, e. g. a LOB field, we suggest to use different generic schemata, one for each data domain. This is advantageous by taking into account specific features of data domains.
Layer 4: Transformation and loading
The fourth layer consists of additional transformation and loading steps which are necessary for filling the analysis-specific data marts described in layer 5 with data from the data pool of layer 3, and provides methods for preparing (e. g. normalisation) data in a second later transformation step. Three issues are important:
(1) development of the mart schema and identification of linkages between records from different domains, (2) consideration of data quality (see also layer 2) and (3) preparation of data for later analyses, e. g. discretisation, outlier treatment, null / missing values, normalisation, aggregation.
The results of basis transformations could also be written back to Layer 3 (Fig. 2) . In that case, transformed data should be stored additionally and original data should not be replaced. Hence, further transformation steps could be applied to the original data in the future.
As mentioned above, passport data represent the central object plant which links different domains of data. When connecting phenotypic data with sequence, marker or expression data it works well. However, practical experience has shown that physically often sequence data is in the centre. This is due to the fact that sequence data is often the main focus of research (Many sequence databases exist with links to other databases as annotations). The Crop EST Database [29] is a central resource at IPK.
Layer 5: Analysis-specific data marts Our intension is not to develop an all-embracing data warehouse as basis for all analyses. In our opinion, this is not suitable for crop plant bioinformatics. Instead, this layer consists of several data marts, which meet specific requirements for certain analyses.
Layer 6: Analyses While biological research is so multifaceted, we do not focus on one analysis method or one class of methods. In contrast, due to the flexible nature of the architecture presented here (esp. the analysis-specific data marts), the analyses layer enables us to use data mining methods, e. g. for data driven analyses, as well as statistical methods.
The use of OnLine Analytical Processing (OLAP) [30] is also promising, e. g. in case of expression data, but in our opinion this is not always recommendable for standard use in crop plant bioinformatics.
The layers 2-5 should contain metadata, e. g. the sources the integrated data is originating from, or loading and transformation steps, which are applied to that data. Such information is essential in order to document and to make comprehensible the particular steps accomplished during the process of integration. Moreover, metadata are of high importance for making integrated data comparable.
Case studies
In the following section, we present three case studies applying the architecture described above, in order to clarify our proposal.
Sequence Mapping eXplorer (SMeX)
Development of molecular markers and their genetic and physical mapping is time-consuming and expensive. In this context, researchers need to know if there are any mapping populations available for either particular or homologous or otherwise related sequences. Therefore, a decision support system called Sequence Mapping eXplorer (SMeX) was developed, which is based on integrated operational barley sequence data from the IPK Crop EST Database [29] and marker data from the IPK Molecular Marker Database including the mapping data of approx. 1,000 barley markers [31] . Additionally, wheat ESTs from NCBI GenBank [32] , cluster from TIGR wheat gene index [33] and wheat marker data from GrainGenes wEST database [34] were integrated into either a domain-specific schema of our data pool covering sequence data or a schema covering marker data using different extraction and load processes (Fig. 3) . This starting data basis will grow by executing existing or setting up new extraction and load processes, dependent upon availability of new data in existing or in new operational data sources.
Further integration into the SMeX data mart now combines crop plant EST data, clustering data and multiple EST alignments, population data, molecular markers and their genetic mapping positions (Fig. 3) . Here, materialised views which provide an application-specific view on the before mentioned data were used, while this data was stored locally in the data mart. Loading of data was done with replication technologies on these materialised views supported by the database management system Oracle. No further transformation of data in terms of data curation was required. For this case study, the quality of data relies on quality assurance in both of the underlying schemata. The SMeX system allows the retrieval of (1) markers and mapping positions for given ESTs and their homologues in the same and closely related species, (2) ESTs and their homologues for specific regions along the genetic map, (3) BLAST searches of user-specified sequences against all ESTs stored in the mart. An example is the search of related wheat markers for a given set of barley ESTs or vice versa by SMeX. The web-based application is integrated into the Plant Bioinformatics Portal [35] .
Diversity Studies Toolkit (DiSTo)
Lolium ssp. species are grown worldwide and are economically important because of their use as forage, meadow or lawn. During the Genebank fusion process between IPK Gatersleben and BAZ Braunschweig (2002) (2003) (2004) (2005) (2006) , the complete German collection of Lolium was moved to Gatersleben.
Since the collection comprises 3,187 accessions and has to be propagated by relatively high efforts, the necessity to take a closer look at its structure and diversity has emerged. Therefore, SNP markers for the analysis of the Lolium accessions have been developed (Fig. 4) . The fingerprinting was done by using the pyrosequencing technology and applying the allele quantification method. Additionally, a phenotyping process was performed for all economically important traits. A part of the obtained data was stored in existing databases but especially for the Lolium SNP markers, allele frequencies and further experimental data the creation of a new database was necessary. This Pyrosequencing Database (PSQDB) [36] , together with the IPK Sequence Database, passport data from the IPK Genebank Information System (GBIS) [37] , and phenotypic data collected in proprietary files outside the IPK are the operational sources for comprehensive diversity studies of the whole Lolium collection.
The data integration was similar to the integration workflow covering the SMeX case study. First, the transformation and load processes were established for transferring data from the operational sources to the appropriate data pool schemata. Afterwards, necessary data for diversity studies was combined in an application-specific data mart. Materialised views were also used here and no data curation was applied at this application level.
Based on the "diversity" data mart, a tool for different data queries, comprehensive and multivariate data analysis, and results visualisation was developed. This Diversity Studies Toolkit (DiSTo) provides the opportunity that data obtained in the Lolium studies are more readily accessible to a broad range of potential end-users. Similar projects with different plant species collections will then get results much faster.
Barley Association Studies (BAS)
Malting quality is one of the most important traits in barley. In the GABI-MALT research network [38] , subproject 4 is located at the IPK and focuses on (1) the identification of putative candidate genes involved in the malting process by using structural genomics approaches, (2) analysis of their allelic diversity, (3) association of haplotypes and SNP-patterns with malting parameters of barley. The allelic diversity of selected candidate genes is investigated by SNPand INDEL-analysis within a representative genotype panel. The obtained results will increase our understanding of the genetic impact on metabolic pathways underlying malting quality.
One important part is the development of suitable SNP-markers out of selected candidate genes with impact on malting traits. Therefore, 48 genes encoding enzymes which are known to be important during germination and the malting process from the literature, e. g. [39, 40] , and 16 interesting candidate genes derived from expression analysis were chosen to detect differ-ent SNP-and haplotype patterns. Sequence analyses were performed based on PCR-amplified genomic fragments of 300 to 600 bp. SNP-fingerprinting of 1,000 barley accessions was performed by pyrosequencing. These accessions comprise modern European varieties, a representative part of the Barley Core Collection [41] and actual breeding material. Furthermore, INDEL-analysis in this large set of genotypes and development of CAPS markers was done. SNP data is stored in a specific schema in our data pool.
Apart of this, phenotypic data of approximately 120 malting and brewing parameters obtained from 250 barley cultivars, which are also characterised through molecular markers, were collected in the past 20 years at different locations in Germany. It is stored in publicly available sources such as Bundessortenamt (BSA) and statistical year books of the German Brewing Society (BGJB). This data is handled in another specific schema of our data pool. Additionally, data from actual field and micromalting experiments of 64 cultivars in 2004, 2005 and 2006 were delivered from subproject 3 of GABI-MALT by the Bayerische Landesanstalt für Landwirtschaft (LfL) in Freising. Up to now, approximately 80,000 phenotypic data points are available for association studies to a large extent. The data stock will be actualised and extended by adding more data of micromalting experiments from breeder strains and other available sources.
In order to get information about the genetic diversity of the used barley cultivars, their population structure was revealed by randomly distributed SSR markers over the whole barley genome. Therefore, the software Structure [42] was used to obtain a kinship matrix.
The developed architecture (see Fig. 5 ), allows association studies to a large extent by combining genotypic and phenotypic information and pedigree data with respect to population structure. Currently, association studies itself are carried out using the software TASSEL [43] assuming the General Linear Model (GLM) [44] or the Mixed Linear Model (MLM) [45] , respectively. The genetic diversity was revealed between all barley varieties analysed here. Association studies show how genetic changes in certain candidate genes possess an impact on malting parameters [46] . This is of high importance not only for breeders, but also for the brewing industry. 
Discussion
In crop plant bioinformatics data warehousing becomes more and more important. Therefore, data integration is a main task. In this paper we described challenges of crop plant bioinformatics concerning data integration and suggested possible solutions for linking records from different data domains. A generic process flow consisting of six layers for the flexible integration and analysis of crop plant data is proposed here. In contrast to other approaches, which often focus on one domain of data or one class of application only, or try to use a generalised data warehouse schema, this approach focuses on integration and data analysis across different domains.
The integration and analysis platform Gene-EYe [47] enables e. g. the flexible integration of data, but focuses on genomic data, esp. sequence data. Another approach, Columba [48] , integrates and analyses protein structure data from a limited set of sources, whereas GeWare [49] uses OLAP for the analysis of microarray-based genexpression data and annotation data. Although this is a very promising approach, in our opinion OLAP is suitable for standardised data generated by comparable methods, e. g. genexpression and annotation data. Atlas [50] focuses on molecular data and enables the joined analysis of different data domains. The integrated data is stored in separate schemata, one for each domain, which are fixed and thus hamper flexible extensions in case of new requirements. BioWarehouse [51] is an approach for integration and analysis of pathway oriented data by using a fixed database schema, which makes extensions difficult. Finally, BioMart (formerly EnsMart) [52] is a framework for generating star schemata and user interfaces for searching and filtering data, where data should exist in relational tables, which is often problematic in plant bioinformatics. Here, we develop an approach, which integrates data into a data pool with domain-specific schemata and then uses this data pool to fill application-specific marts, not a universal data warehouse schema. Three case studies applying our approach are presented here. The decision support system SMeX allows the retrieval of sequence mapping positions, whereas the Diversity Studies Toolkit DiSTo enables the user to examine the genetic diversity of plant collections. The third case study allows association studies of barley cultivars to a large extent in order to obtain genotype-phenotype correlations.
