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Abstract. We present a simple, accurate method for computing singular or nearly sin-
gular integrals on a smooth, closed surface, such as layer potentials for harmonic func-
tions evaluated at points on or near the surface. The integral is computed with a reg-
ularized kernel and corrections are added for regularization and discretization, which
are found from analysis near the singular point. The surface integrals are computed
from a new quadrature rule using surface points which project onto grid points in coor-
dinate planes. The method does not require coordinate charts on the surface or special
treatment of the singularity other than the corrections. The accuracy is about O(h3),
where h is the spacing in the background grid, uniformly with respect to the point of
evaluation, on or near the surface. Improved accuracy is obtained for points on the
surface. The treecode of Duan and Krasny for Ewald summation is used to perform
sums. Numerical examples are presented with a variety of surfaces.
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1 Introduction
We present a simple, accurate method for computing singular or nearly singular integrals
defined on a smooth, closed surface in three-space. This method can be used to evaluate
single or double layer potentials for harmonic functions, or the velocity and pressure in
Stokes flow due to forces on a surface. The point of evaluation could be on or near the
surface. To evaluate the integral, the kernel is first replaced by a regularized version.
A preliminary value is found using a new quadrature rule for surface integrals which
has the advantage that it does not require coordinate systems or a triangulation on the
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2surface. Instead we sum values of the integrand over quadrature points which project
onto grid points in coordinate planes, in a way that would be high order accurate if the
integrand were smooth. Corrections for the regularization and discretization are then
added to achieve higher accuracy. These corrections are given by explicit formulas de-
rived using asymptotic analysis near the singularity as in [4]. The resulting value of the
integral has O(hp) accuracy for p<3, uniformly for points of evaluation near the surface,
where h is the grid spacing in R3. For points on the surface, the accuracy is significantly
improved by using a special regularization; see Section 3.3. For efficient summation we
use the treecode algorithm of Duan and Krasny [11] designed for kernels with Gaussian
regularization. The method presented here could be used, for example, to find values of
the potential at grid points in R3 close to the surface. It should be applicable to compu-
tations with moving surfaces for which good accuracy is needed without extensive work
to represent the surface at each time step. Other kernels could be treated by the same ap-
proach, and the more accurate version of the method for computing values on the surface
could be used for a variety of problems which can be formulated as integral equations.
The present approach is an improvement and extension of the grid-based boundary
integral method of [4]. In the earlier work the integral was replaced by sums in coordi-
nate charts using a partition of unity. The need for explicit coordinate systems requires
knowledge of the surface that might be difficult to obtain for a moving surface. Further-
more, if the coordinate system is too distorted, the accuracy will be poor because the
discretization error will fail to be controlled by the regularization. Here we avoid these
disadvantages by using a more direct rule for computing surface integrals, which was
introduced for smooth integrands in [30]. This quadrature rule uses projections on coor-
dinate planes rather than coordinate charts. Given a rectangular grid in R3, quadrature
points are chosen as those points on the surface which project onto grid points in the co-
ordinate planes, for which the normal to the surface has direction away from the plane.
Weights for the quadrature points are found from a partition of unity on the unit sphere,
applied to the normal vector at the point. The weight functions on the sphere are cho-
sen universally, and do not depend on the particular surface. The resulting quadrature
rule for surface integrals has high order accuracy, as allowed by the smoothness of the
integrand and the surface. In effect, the method uses the existence of coordinate patches
without having to refer to them explicitly. The quadrature points can be found efficiently
if, for example, the surface is given analytically or numerically as the level set of a func-
tion. Examples in [30] with smooth integrands illustrate the accuracy of this method with
a variety of surfaces, including ones of large genus.
For a variety of problems in partial differential equations, solutions can be written as
integrals over surfaces, using a known fundamental solution. These include harmonic
functions, electromagnetic waves, and viscous fluid flow modeled by the Stokes equa-
tions. The specific representation makes this formulation an attractive approach for nu-
merical methods. Often an integral equation on the surface must be solved, and much
attention has focused on such problems. For the most familiar case, an integral equa-
tion for the Dirichlet problem for the Laplacian, using the double layer potential, it was
3proved in [4] that the discrete version of the integral equation using the present method
has a unique solution and that it converges to the exact solution under grid refinement.
The evaluation of the integral at points near the surface, in contrast to evaluation on the
surface, generally requires extra care and can also be important in applications. If val-
ues of a potential are needed at grid points in the computational domain, we can first
compute values at points near the surface directly as nearly singular integrals. Once this
is done, values at other grid points can be found in a cheap way by inverting a discrete
Laplacian, as in [20]. In this paper the values obtained at the irregular grid points near
the surface using integration have accuracy about O(h3), while those found at the regular
points are about O(h2) accurate; more accurate values could be found with more work.
The most widely used numerical technique for integral formulations is the boundary
element method (e.g. [1,14,24,25]); the boundary is triangulated and matrix elements are
computed for the integral operator on the surface using special quadrature rules. This
method is especially useful for electromagnetic problems in which the surface does not
evolve and may have corners and edges. Direct quadrature based on triangulations is
also used, and can be accurate in the (exactly) singular case for smooth surfaces. Such
methods have long been used for modeling in chemistry and biology [23, 24, 36]. Some
methods use corrected quadrature weights [19] or analytical evaluation of the singular
part, treating the remainder in a standard way [16, 30]. A careful direct quadrature (or
Nystro¨m) method, introduced in [7] for electromagnetics, and further developed in [32],
uses a partition of unity to reduce the integral to coordinate patches; a special patch in
polar coordinates is used near the singularity. A different approach [13] is a spectral
method, using spherical harmonics, assuming the surface can be mapped to a sphere.
This method, applied in [12,29], appears to be advantageous when there are many bound-
aries that are not greatly deformed. For use with many vesicles, the authors of [29] report
difficulties in keeping the method of [7,32] accurate, perhaps because of the cut-off func-
tion needed for the special patch near the singularity. Careful integral methods have the
promise of calculating integrals very accurately even for complicated surfaces lacking
smoothness; see [6,15,17,27]. An alternative approach, the kernel-free boundary integral
method [34, 35], replaces the calculation of the integral by the solution of an interface
problem on a regular grid. This approach has the advantage that explicit knowledge
of the integral kernel is not needed, and thus it can be applied to more general partial
differential equations.
One advantage of the present method is its simplicity. Detailed information about
the surface is not required. No special treatment is needed near the singularity, except
for the corrections which are added after the summation, using analytical formulas. By
design, the errors are uniform with respect to the location; the additional work needed
for points close to the boundary is small compared to that for points on the boundary or
far away. For an integral with sources on several boundaries, the evaluation at a point
on one surface might lead to a nearly singular case, since it could require integration
over another surface which is close to the first. Results in [33] showed that the two-
dimensional version [3] of the present method works well in such cases.
4In this paper we treat single and double layer potentials for harmonic functions. The
approach can be extended to integrals for Stokes flow as in [28]; see also [9, 10, 21]. This
integration method could be applied to problems with moving interfaces. A discretiza-
tion of the evolving surface must be chosen and updated. This is often done with rep-
resentative marker points and triangulation. An alternative might be to use the level set
method [22, 26], representing the surface as the zero set of a function whose values are
transported by a computed velocity. The velocity would be needed at nearby grid points,
in order to update the level set function, rather than on the surface, and the present inte-
gration method is designed to be suitable for this purpose.
In Section 2 the quadrature rule for surface integrals is explained. In Section 3 the for-
mulas for calculating single and double layer potentials are given, including the simpli-
fied version for points on the surface. A brief discussion of the error estimates is included.
Numerical examples illustrating the method with a variety of surfaces are presented in
Section 4. Finally, some possible improvements for this method are discussed briefly in
Section 5. The code that produced the examples is available on request from the first two
authors.
2 The quadrature method for surface integrals
In this section we describe the computational method for integrals on implicitly defined
closed surfaces in three space dimensions. The method is also applicable to closed curves
inR2 and to hypersurfaces in higher dimensions. Detailed proofs and extensive examples
are given in Wilson [30]. Our purpose is to evaluate the surface integral
I=
∫
Γ
f (y)dSy (2.1)
We assume Γ is a C2m+1 surface, m≥ 1, and, for now, f ∈C2m(Γ). The method exploits
the spectral convergence of the trapezoidal rule without the need for the user to generate
a set of overlapping coordinate patches and associated partition of unity. Rather than
covering Γ with overlapping rectangular patches, we cover Γ with certain overlapping
surface sets. We define the subsets
Γi={x∈Γ : |n(x)·ei|>0}, i=1,2,3
where n is the unit outward normal at x and {ei}3i=1 is the standard basis for R3. Thus Γi
contains all points in Γ where n is not orthogonal to ei.
The integration method uses a high order, patch–independent quadrature formula
for integrals with integrands that vanish outside of a compact subset of one Γi. To handle
general integrands f , we introduce a partition of unity to find functions { f i}3i=1 such
that f (x)=∑3i=1 f
i(x) for all x∈Γ and f i vanishes outside a compact subset of Γi. We first
design a universal partition of unity on the unit sphere, S={u∈R3 : |u|=1}. We start with
the smooth bump function defined as b(r)= er
2/(r2−1) for |r|< 1 and b(r)= 0 otherwise.
5Next we choose a fixed angle θ with cos−1(1/
√
3)<θ<pi/2. For each i∈{1,2,3} and u∈S
we define
wi(u)=cos−1(|u·ei|), σi,θ(u)= b(w
i(u)/θ)
3
∑
j=1
b(wj(u)/θ)
Because θ>cos−1(1/
√
3), the sum is always positive. Furthermore
1. For each i=1,2,3, we have σi,θ∈C∞(S);
2. For all u∈S, we have ∑3i=1σi,θ(u)=1;
3. For each i=1,2,3, the function σi,θ vanishes outside the compact subset
Si,θ={u∈S : |u·ei|≥cosθ}
To make use of the above partition of unity on the sphere for a general surface Γ, we
apply it to the unit normal n(x)∈C2m(Γ). The composition functions ζ i,θ = σi,θ◦n on Γ
satisfy
1. For each i=1,2,3, we have ζ i,θ∈C2m(Γ);
2. For all x∈Γ, we have ∑3i=1ζ i,θ(x)=1;
3. For each i=1,2,3, the function ζ i,θ vanishes outside the compact subset of Γi given
by
Γi,θ={x∈Γ : |n(x)·ei|≥cosθ} (2.2)
Using the partition of unity, we obtain the exact formula
∫
Γ
f (y)dSy=
3
∑
i=1
∫
Γi
ζ i,θ(y) f (y)dSy (2.3)
where the integrand f i(y) = ζ i,θ(y) f (y) vanishes outside the compact subset Γi,θ of Γi.
Finally, the surface integral (2.1) can be approximated by the numerical quadrature
Ih= h2
3
∑
i=1
∑
x∈Rh,i,θ
ζ i,θ(x) f (x)
|n(x)·ei| = h
2
3
∑
i=1
∑
x∈Rh,i,θ
σi,θ(n(x)) f (x)
|n(x)·ei| (2.4)
where
Rh,i,θ={x∈Γ : |n(x)·ei|≥cosθ and pi(x)∈hZ2}
and pi :R3 7→R2 is the projection function defined by p1(x) = (x2,x3), p2(x) = (x1,x3),
p3(x) = (x1,x2). Rh,i,θ consists of those points in Γi,θ that project to grid points in the
corresponding plane. The weights 1/|n(x)·ei| correspond to the area elements of the
inverse projections.
6It is proved in [30] that Ih− I =O(h2m), i.e., the quadrature rule (2.4) is high order
accurate, provided the surface Γ is C2m+1 and f is C2m, m≥ 1; see Lemma 1, Theorem 2,
pp. 9–10, and Lemma 9, Theorem 10, pp. 25–27. In effect the trapezoidal rule applies on
coordinate patches covering each Γi,θ . The spacing h must be small enough to resolve the
surface. Assume Γ is defined as the set φ= 0 for some function φ on an open subset of
R3. If C1=min|∇φ| and C2=max‖D2φ‖ near the surface, we need h<h0≡2C1cosθ/C2.
Thus if the curvature is large, h must be small. The method works if φ is known only at
grid points; see p. 30 of [30].
The use of this rule requires finding the points in Rh,i,θ . Given a grid point xˆ in a
coordinate plane, there may be several points in Γ which project to xˆ, but they are well
separated because of the normal condition in (2.2). Consequently, as shown in [30], pp.
11–18, a simple line search algorithm can be used to locate the quadrature points if h<h0:
Briefly, to find points in Rh,3,θ , for each (j1, j2) and j3, check whether φ has a root x =
(j1h, j2h,x3) with j3h≤x3≤ (j3+1)h. If so, find a root. If the root is in Rh,3,θ , it is unique. If
it is not in Rh,3,θ , reject it. In either case go to the next j3. The validity of this algorithm for
h<h0 is proved in [30].
3 Evaluation of the layer potentials
We describe the procedure for computing a single or double layer potential at an arbitrary
point, the most difficult case being a location off the surface but close by. For the case of
a point on the surface we give more special versions with improved accuracy. Finally we
discuss error estimates.
3.1 The single layer potential
The single layer potential on Γ determined by a density function ψ is
v(x)=
∫
Γ
G(y−x)ψ(y)dSy (3.1)
where G is the fundamental solution for the Laplacian, G(x)=−1/4pi|x|. We suppose Γ
is the boundary of a bounded domainΩ. To evaluate v for x close to Γ, we replace G with
a smoothed, or regularized, version
Gδ(y)=G(y)erf(|y|/δ)=−erf(|y|/δ)4pi|y| (3.2)
where erf is the error function and Gδ(0) =−pi−3/2(2δ)−1. The resulting error in the
integral is O(δ). Typically 1≤δ/h≤2. We first compute the regularized integral
vδ(x)=
∫
Γ
Gδ(y−x)ψ(y)dSy. (3.3)
7using the method of Sec. 2. The value obtained is not close to v(x) because of the near
singularity. We add corrections for the regularization and discretization to improve the
accuracy. Other regularizations could be used, but (3.2) has the advantages that it is
simple, Gδ−G decays rapidly in the far field, and manageable formulas can be found for
the corrections described below.
To obtain the corrections we first find z∈Γ, the closest point on the surface to x, and
set x=z+bn. Here n is the unit outward normal to Γ at z; b<0 if x∈Ω and b>0 if x∈Ωc
(the complement of the closure ofΩ inR3). The correction for regularization of the single
layer potential is
T1= δ2
(
1+Hλδ
)
ψ(z)
[
|λ|erfc|λ|− e
−λ2
√
pi
]
. (3.4)
Here erfc(r)=1−erf(r), λ=b/δ and H is the mean curvature at z, H=(κ1+κ2)/2, where κ1
and κ2 are the principal curvatures. Formulas for computing needed geometric quantities
such as H are given in Appendix B, and the sign convention for H is explained.
The discretization correction is a rapidly convergent infinite sum resulting from the
Poisson summation formula, applied in each Γi, i=1,2,3. Let
E(p,q)= e2pqerfc(p+q)+e−2pqerfc(−p+q). (3.5)
Also let Q= {n= (n1,n2)∈Z2 : n2 > 0 or (n2 = 0 and n1 > 0)}. Now suppose z lies in a
system of coordinates, say α=(α1,α2); in our case, z∈Γk,θ for one or more of k=1,2,3, and
the coordinates at z are pk(z)∈R2. Let gij be the inverse metric tensor at z, and for n∈Q,
define ‖n‖2=∑i,jgijninj. Also write the coordinates of z as (α1,α2)= (m1,m2)h+(ν1,ν2)h
where m1,m2 are integers and 0≤ ν1,ν2 < 1. Here (ν1,ν2) = ν(k) and ‖n‖ depend on the
choice of k. The discretization correction is
T2= h4piψ(z)
3
∑
k=1
∑
n∈Q
ζk,θ(z)cos(2pin·ν(k)) 1‖n‖E(λ,piδ‖n‖/h) (3.6)
with ζk,θ as in Sec. 2. Finally, the computed value v of the integral (3.1) is v≈vδ+T1+T2,
where vδ is the value of (3.3) obtained by the quadrature rule.
3.2 The double layer potential
The double layer potential has the form
w(x)=
∫
Γ
∂G(y−x)
∂ny
ϕ(y)dSy (3.7)
It is discontinuous at Γ. If x is close to Γ, we find the closest point z and distance b as
before. We use Green’s identities to reduce the singularity and then regularize the kernel,
obtaining
wδ(x)=
∫
Γ
∂Gδ(y−x)
∂ny
[
ϕ(y)−ϕ(z)]dSy+χϕ(z) (3.8)
8Here χ=1 for x∈Ω, χ=0 on Ωc, χ= 12 on Γ. To form ∂Gδ/∂n we use the gradient of the
smooth function Gδ introduced in (3.2),
∇Gδ(y)=∇G(y)s(|y|/δ)= y4pi|y|3 s(y|/δ) (3.9)
with
s(r)=erf(r)− 2√
pi
re−r
2
(3.10)
We compute the integral in (3.8) as in Sec. 2 and again add corrections. The regularization
correction for (3.8) is
N1=δ2(4Sϕ) λ4
[
|λ|erfc|λ|− e
−λ2
√
pi
]
. (3.11)
Here4Sϕ is the surface Laplacian of ϕ at z, which is expressed in coordinates as
4Sϕ= 1√g
2
∑
i,j=1
∂
∂αj
(√
ggij
∂ϕ
∂αi
)
.
with g=detgij. The discretization correction is similar to T2 but involves ∂ϕ/∂αr, r=1,2,
the coordinate derivatives of ϕ evaluated at z. In our case, on Γk,θ , (α1,α2) are the two
components of x= (x1,x2,x3) other than xk, and we write these derivatives as ∂
(k)
r ϕ(z).
The correction is
N2=−δλ2
3
∑
k=1
2
∑
r=1
c(k)r ζk,θ(z)∂
(k)
r ϕ(z) (3.12)
where
c(k)r = ∑
n∈Q
2
∑
s=1
sin(2pin·ν(k)) g
rsns
‖n‖ E(λ,piδ‖n‖/h) (3.13)
with ‖n‖ as before. The computed value of (3.7) is w≈wδ+N1+N2.
3.3 The potentials evaluated on the surface
We now treat the important special case of evaluation at a point x on the surface Γ. For
this case, in contrast to the nearly singular case, it is not difficult to modify the regularized
kernels to have higher accuracy by imposing moment conditions. Thus no corrections are
needed for regularization. The method is easier to use than in the general case, and the
error is typically smaller, as seen in the examples in Section 4. A strategy for producing
these improved kernels from the ones already chosen in (3.2) and (3.9) is described in [2]
for the single layer and in [4] for the double layer. For Gδ as defined in (3.2), the error in
regularization, i.e. the difference between the integrals in (3.3) and (3.1), is O(δ). For the
new version of Gδ the error is O(δ5) for the special case of evaluation on the surface, and
similarly for the double layer.
9To evaluate the single layer potential (3.1) at x∈Γ, we use the new version of Gδ with
O(δ5) accuracy,
Gδ(y)=− s(|y|/δ)4pi|y| , s(r)=erf(r)+
2
3
√
pi
(5r−2r3)e−r2 (3.14)
and Gδ(0)=−(4/3)pi−3/2δ−1. In place of the corrections (3.4, 3.6) we have T1=0 and
T2= δ
pi
ψ(z)
3
∑
k=1
∑
n∈Q
ζk,θ(z)cos(2pin·ν(k))F(ξ) (3.15)
where, with ξ=2pi‖n‖δ/h and ‖n‖ as before,
F(ξ)=
pi
ξ
erfc(ξ/2)+pi1/2
δ
h
e−ξ
2/4
(
1+
ξ2
6
)
(3.16)
The derivation of (3.14) is similar to that in Sec. 2 of [2] for an O(δ3) version, with the
formula (3.15) corresponding to (3.28), (2.23) in [4].
To evaluate the double layer potential (3.7) at x∈Γ, we use (3.8) with χ= 12 and ∇Gδ
of the form (3.9) but with (3.10) replaced by
s(r)=erf(r)− 2√
pi
(
r− 2r
3
3
)
e−r
2
. (3.17)
In this case no corrections are needed, that is, N1 =N2 = 0. Formula (3.17) was derived
in [4], p. 607.
3.4 Error analysis
For the general case of points close to Γ, the corrections N1, N2 for the double layer
were derived in [4]. Those for the single layer can be found similarly; we include a brief
derivation of T1 in Appendix A. The discretization corrections are based on the Poisson
Summation Formula. After applying both corrections to either the single or double layer
potential, the remaining error has the form (cf. Theorem 1.2 in [4])
e≤C1δ3+C2h2e−c0(δ/h)2 (3.18)
as δ, h→ 0, assuming δ/h is bounded below, with C1,C2 depending on derivatives of
the surface and density functions. The two terms represent the regularization error and
discretization error, respectively. The constant c0 is determined by the choice of local
coordinate system. It is important for accuracy that c0 does not become small, so that the
sums in the discretization corrections converge rapidly, and so that the second error term
in (3.18) is comparable to the first in practice. It was shown in [4], Sec. 3, that the estimate
(3.18) holds provided
c0 <pi2γ2 , γ2≡min|k|=1∑i,j
gijkik j .
10
(A factor 1/2 in c0 in [4] was arbitrary.) Here gij = (gij)−1 is the inverse metric tensor.
With coordinates (α1,α2), gij= Ti ·Tj, where Tj= ∂x/∂αj, j= 1,2 are the tangent vectors.
If the coordinate system distorts distances significantly, γ could be small, and thus the
accuracy of the method depends on the choice of coordinates.
In our case, the coordinate systems are those determined by the projections. For Γ3,
the coordinates are x1,x2, with x3= f (x1,x2), and similarly for Γ1, Γ2. From the expression
for gij in Appendix B, it is not difficult to see that in this case γ=(1+ f 21+ f
2
2 )
−1/2=|n·e3|≥
cosθ in Γ3,θ , where θ is the angle chosen in Sec. 2. Thus (3.18) holds with c0≈pi2cos2θ,
and the exponential in (3.18) can be made quite small. For example, if δ=2h and θ=60o,
the exponential is .00005; if δ=2.5h and θ=70o it is .0007. In practice the accuracy is about
O(h3) for usual values of h, with proper choice of parameters. Alternatively, we could
take δ=Chq for any q<1 and thereby obtain convergence as h→0 with order O(h3q).
For the sums in (3.6), (3.13) we only need a few terms because of the rapid decay as
n increases. In the corrections we may evaluate H and 4Sϕ not at the closest point z
but rather at a neighboring grid point, using formulas in Appendix B. The O(h) errors in
these quantities do not change the order of accuracy of the corrections. Similarly, in the
discretization corrections, the gij and ∂(k)r ϕ only need to be computed within O(h).
For the special case with x∈ Γ, the first term in the error estimate (3.18) improves to
δ5. (See Theorem 1.1 of [4] for the double layer.) Thus we can take δ/h somewhat larger
to reduce the discretization error in the second term. If δ=Chq, q< 1, then the error is
O(h5q) as q→0.
4 Numerical Results
This section presents examples evaluating the sum of a double layer and single layer
potential on five different surfaces,
u(x)=w(x)+v(x)=
∫
Γ
∂G(y,x)
∂ny
ϕ(y)dsy−
∫
Γ
G(y,x)ψ(y)dsy.
In all the examples the potential u is chosen to be
u(x,y,z)=
{
(sinx+siny)ez if (x,y,z)∈Ω
0 if (x,y,z)∈Ωc .
The densities ϕ and ψ are determined by the jumps in u and ∂u/∂n. The integrals are
calculated given these densities, and the result is compared with the exact u. This choice
of test problem allows us to have an exact solution with an arbitrary surface.
In each example, the domainΩ is embedded into a cubic box B=(−L,L)3 with L=1.1.
The box is partitioned into a uniform grid Th with mesh parameter h=2L/N, the width
of a grid cell. We call a grid node irregular if the stencil of the second-order Laplacian ∆h
crosses the boundary Γ; otherwise it is regular.
11
The numerical values of u(x) =w(x)+v(x) are first computed at the irregular grid
nodes, as well as the neighboring nodes in their stencil, using the procedure of Sec. 3.
The sums wδ, vδ for the smoothed potentials are found and the corrections are added.
The summation is done using a slight modification of the treecode algorithm of Duan
and Krasny [11], which was designed for use with Ewald summation. (The kernel in
their code has a factor of erfc rather than erf, and their solutions are periodic rather than
in free space.) In the treecode we chose the degree of Taylor polynomials p= 12, the
separation parameter s= .5, and the capacity, or maximum number of points in a leaf,
N0=20.
Having calculated u(x) at grid nodes x near Γ, we can now find values at all the
regular grid nodes of Th by inverting the discrete Laplacian, using a procedure suggested
in [20]. Let uh,δ denote the value of u already computed at the nodes close to Γ as nearly
singular integrals. We formulate a Poisson problem for an approximation uh on Th to the
exact u,
∆huh=
{
∆huh,δ at irregular grid nodes
0 at regular grid nodes
.
We solve for uh with a fast Poisson solver on the box B with zero boundary condition.
At the regular nodes, the truncation error is O(h2), since the exact solution is a smooth,
harmonic function away from Γ. For the irregular nodes, uh,δ−u is about O(h3), so that
∆huh,δ−∆hu=O(h3/h2) =O(h). In summary, ∆h(uh−u) is O(h2) at regular nodes and
O(h) at irregular nodes. Despite the first order truncation error near Γ, the resulting uh is
second order accurate, i.e., uh−u=O(h2), uniformly on Th, a fact proved in [5]. While this
method is efficient, more accurate values could be computed as integrals or otherwise.
We also computed the values of u(x) at grid nodes x on Γ using the method in Section
3.3. (The exact value is the average of the inside and outside limits.) In this case we used
direct summation to provide an unambiguous test of the accuracy.
For Example 1, the surface Γ is an ellipsoid given by
x2
a2
+
y2
b2
+
z2
c2
=1
with a=1, b= .8, c= .6, and rotated by an orthogonal matrix to test the effect of grid align-
ment. Example 2 is a thinner ellipsoid, with a=1, b= c= .4, without rotation. Example 3
is a torus
(
√
x2+y2−c)2+z2= a2
with a= .3 and c= .7. Example 4 is a molecular surface with four atoms, similar to one of
the definitions in [8],
4
∑
k=1
exp(|x−xk|2/r2)= c
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Figure 1: The rotated (1,.8..6) ellipsoid
Here the centers are (
√
3/3,0,−√6/12), (−√3/6,.5,−√6/12), (−√3/6,−.5,−√6/12),
(0,0,
√
6/4) and r= .5, c= .6. Example 5 is a surface obtained by revolving a Cassini oval,
(x2+y2+z2+a2)2−4a2(x2+y2)=b4
with a= .65 and b= .7.
The errors for each example are presented in the tables with N= 64, 128 or 256 and
with δ/h=1, 2, or 3. Both L2 and maximum, or L∞, errors are given. They are displayed
first for the irregular grid points, then for the regular grid points, and finally for the
quadrature nodes on the surface. In the L2 norms, points are given equal weight, and
thus for the quadrature nodes this measure effectively gives extra weight to the overlap
regions. In all the examples the angle θ in the partition of unity on the sphere is 70o. The
final table gives the number of quadrature nodes on each surface with N=256.
For the irregular points the smallest errors are generally for δ/h= 1, while accuracy
approaching O(h3) is observable with δ/h=2 or 3. (We have found that errors are larger
with δ/h< 1.) The errors at the regular points is O(h2) as expected. The errors at the
quadrature points are generally smaller than those at the irregular points for δ/h= 2 or
3, but not for δ/h=1; this reflects the fact that the method of Section 3.3 for evaluation on
the surface improves the smoothing error directly but the discretization error is improved
indirectly by the smoothing. With δ/h= 3 the errors on the surface decrease rapidly
with refinement. We repeated the computations on the surface with angle 60o and found
similar but slightly larger errors. To test further refinement, we computed u on the surface
for Example 1 with N=512. With angle 70o and δ/h=2, the L2 and L∞ errors were 3.03E-8
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Figure 2: The (1,.4,.4) ellipsoid
Figure 3: The torus
14
Figure 4: The four-atom molecular surface
Figure 5: The Cassini oval surface
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and 7.43E-7; with δ/h=3 they were 3.09E-10 and 1.33E-8. With angle 60o, they were 6.83E-
10, 3.82E-8 for δ/h= 2 and 2.42E-10, 1.09E-8 for δ/h= 3. We conclude that for practical
use we can reliably choose δ/h=2 for values at points near the surface and δ/h=3 with
the special method of Sec. 3.3 for points on the surface.
In these calculations we used analytical values of gij since the surface was specified.
However these could easily be computed from grid values of a level set function (see
Appendix B) and are needed only to O(h) accuracy. We used analytical values of the
densities ϕ and ψ at the quadrature points and computed other values numerically from
these. We did so because in solving an integral equation we would only know values
at the quadrature points. Occasionally the computation of ∂(k)r ϕ in (3.12) failed for lack
of nearby quadrature points near the edge of the support of one ζk,θ . In such a case we
set the contribution to zero since ζk,θ is very small there. We also treated the ellipsoid of
Example 1 without rotation; the errors were similar to those displayed with the rotation
but slightly smaller. We tried an ellipsoid thinner than in Example 2; we found that the
interpolation stencil needed for the corrections T1,N1 failed with N=64 but worked with
larger N.
Table 1: Errors for the rotated (1,.8,.6) ellipsoid. In each table the angle θ is 70o and h= 2.2/N for the N3
grid. L2 and L∞ errors are displayed for (i) irregular grid points near the surface, (ii) regular grid points, and
(iii) quadrature points on the surface.
δ grid ‖eirregh ‖2 ‖eirregh ‖∞ ‖eregh ‖2 ‖eregh ‖∞ ‖equadh ‖2 ‖equadh ‖∞
h
643 3.32E-5 2.57E-4 3.29E-5 5.05E-4 9.80E-5 1.24E-3
1283 4.14E-6 3.54E-5 7.96E-6 1.07E-4 2.10E-5 3.33E-4
2563 9.91E-7 6.55E-6 2.10E-6 2.92E-5 5.36E-6 8.69E-5
2h
643 1.39E-4 8.64E-4 1.82E-4 2.39E-3 3.15E-5 4.32E-4
1283 1.78E-5 1.14E-4 4.35E-5 4.67E-4 1.71E-6 3.94E-5
2563 3.33E-6 1.39E-5 1.13E-5 1.36E-4 1.38E-7 4.69E-6
3h
643 4.78E-4 2.91E-3 3.65E-4 5.06E-3 2.59E-5 2.83E-4
1283 5.75E-5 3.82E-4 8.79E-5 9.45E-4 1.13E-6 1.68E-5
2563 7.84E-6 4.78E-5 2.27E-5 2.70E-4 1.67E-8 6.36E-7
5 Discussion
The numerical results illustrate the performance of the method and are in general agree-
ment with the qualitative predictions. They show that reasonable accuracy can be ob-
tained with moderate resolution, and the observed order of accuracy gives confidence
that the errors will reduce with further refinement. Here we comment on possible im-
provements.
As noted in Section 3, the discretization error depends on the angle θ in the partition
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Table 2: Errors for the (1,.4,.4) ellipsoid
δ grid ‖eirregh ‖2 ‖eirregh ‖∞ ‖eregh ‖2 ‖eregh ‖∞ ‖equadh ‖2 ‖equadh ‖∞
h
643 4.46E-5 3.27E-4 2.62E-5 4.39E-4 1.48E-4 9.26E-4
1283 8.53E-6 8.73E-5 6.79E-6 1.21E-4 3.25E-5 3.07E-4
2563 1.08E-6 1.39E-5 1.69E-6 3.15E-5 7.35E-6 6.70E-5
2h
643 3.29E-4 2.33E-3 1.69E-4 2.05E-3 4.95E-5 2.66E-4
1283 4.29E-5 2.73E-4 4.07E-5 4.17E-4 6.82E-6 9.36E-5
2563 5.11E-6 3.57E-5 1.04E-5 1.05E-4 4.04E-7 1.00E-5
3h
643 1.12E-3 6.85E-3 3.37E-4 4.29E-3 4.59E-5 2.35E-4
1283 1.43E-4 9.62E-4 8.07E-5 7.85E-4 5.22E-6 5.20E-5
2563 1.76E-5 1.23E-4 2.09E-5 2.22E-4 2.03E-7 3.91E-6
Table 3: Errors for the torus
δ grid ‖eirregh ‖2 ‖eirregh ‖∞ ‖eregh ‖2 ‖eregh ‖∞ ‖equadh ‖2 ‖equadh ‖∞
h
643 7.19E-5 3.57E-4 5.17E-5 5.03E-4 1.48E-4 1.29E-3
1283 8.61E-6 7.56E-5 9.04E-6 1.14E-4 3.14E-5 3.05E-4
2563 1.02E-6 9.61E-6 2.16E-6 2.01E-5 7.02E-6 7.50E-5
2h
643 2.42E-4 7.94E-4 1.74E-4 1.42E-3 8.08E-5 4.16E-4
1283 2.89E-5 9.54E-5 4.41E-5 3.31E-4 8.53E-6 8.34E-5
2563 3.52E-6 1.25E-5 1.12E-5 8.85E-5 4.76E-7 7.46E-6
3h
643 8.17E-4 2.68E-3 3.17E-4 3.01E-3 6.35E-5 2.80E-4
1283 9.92E-5 3.28E-4 8.51E-5 6.93E-4 7.05E-6 4.85E-5
2563 1.22E-5 4.22E-5 2.18E-5 1.84E-4 2.46E-7 2.80E-6
of unity on the unit sphere, defined in Sec. 2. We need θ> 55o to cover the sphere. As
θ increases toward 90o we expect the accuracy to deteriorate because of the dependence
of the discretization error on θ, as explained in Sec. 3.4. Here we used θ = 70o as a
compromise between the extremes. In our experiments the errors were not very sensitive
to the choice of angle for 60o≤ θ≤80o. We found slightly larger errors with θ=60o than
for 70o. A possible explanation is that the gradient of the partition of unity functions is
larger for the smaller angle. It is unclear whether this can be improved or is an inherent
limitation.
In the discretization corrections T 2, N 2 we summed over n= (n1,n2) with |nj| ≤
20, but the number of terms actually needed is much smaller. In fact for δ/h≥ 2 these
corrections are usually negligible. They could be modified to include an estimate of the
number of terms needed to avoid unnecessary work.
The treecode of [11] cannot be used directly with the method of Section 3.3 for eval-
uation on the surface because of the differences in the regularized kernels. However,
the treecode could be applied in this case by modifying the recurrence formulas for the
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Table 4: Errors for the molecular surface
δ grid ‖eirregh ‖2 ‖eirregh ‖∞ ‖eregh ‖2 ‖eregh ‖∞ ‖equadh ‖2 ‖equadh ‖∞
h
643 6.84E-5 4.16E-4 4.02E-5 4.81E-4 1.61E-4 1.47E-3
1283 5.98E-6 5.55E-5 1.09E-5 1.50E-4 3.24E-5 3.24E-4
2563 1.03E-6 1.30E-5 2.73E-6 3.96E-5 7.60E-6 8.33E-5
2h
643 3.30E-4 1.53E-3 2.51E-4 3.73E-3 6.80E-5 6.07E-4
1283 3.99E-5 1.81E-4 6.02E-5 7.37E-4 3.43E-6 6.78E-5
2563 4.96E-6 2.36E-5 1.45E-5 1.57E-4 2.32E-7 4.34E-6
3h
643 1.11E-3 5.12E-3 5.08E-4 8.56E-3 6.35E-5 4.35E-4
1283 1.38E-4 6.26E-4 1.18E-4 1.58E-3 2.01E-6 3.46E-5
2563 1.72E-5 8.17E-5 2.80E-5 3.27E-4 5.40E-8 1.24E-6
Table 5: Errors for the Cassini oval surface
δ grid ‖eirregh ‖2 ‖eirregh ‖∞ ‖eregh ‖2 ‖eregh ‖∞ ‖equadh ‖2 ‖equadh ‖∞
h
643 4.87E-5 2.94E-4 3.40E-5 3.60E-4 1.20E-4 1.01E-3
1283 3.78E-6 3.07E-5 7.25E-6 6.59E-5 2.37E-5 2.27E-4
2563 6.82E-7 5.75E-6 1.82E-6 1.68E-5 5.62E-6 5.75E-5
2h
643 2.02E-4 8.64E-4 1.55E-4 1.20E-3 5.18E-5 3.53E-4
1283 2.46E-5 1.20E-4 3.80E-5 3.38E-4 3.15E-6 3.76E-5
2563 3.10E-6 1.56E-5 9.59E-6 8.17E-5 2.19E-7 3.63E-6
3h
643 6.83E-4 2.65E-3 2.97E-4 2.58E-3 4.47E-5 2.20E-4
1283 8.61E-5 3.91E-4 7.35E-5 7.50E-4 1.84E-6 1.86E-5
2563 1.08E-5 5.13E-5 1.86E-5 1.78E-4 4.65E-8 6.96E-7
Taylor coefficients as derived in [11]. This could be done in future work.
Other than [11], fast summation methods have not been developed specifically for
regularized kernels. Among existing codes, one possible alternative that might be used
in the present computations is the kernel-independent fast multipole method (KIFMM)
of L. Ying, G. Biros, D. Zorin [31]. We have calculated examples using this code, even
though it was not intended for regularized kernels. We found difficulty maintaining
good accuracy, especially with larger δ/h, perhaps because the regularization degrades
the accuracy of the linear problems solved in the KIFMM. We emphasize that this is a
use of the KIFMM for which it was not intended. A summation method of fast multipole
type designed particularly for these regularized kernels could improve the efficiency of
this method without loss of accuracy.
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Table 6: The number of quadrature nodes with N=256
Example 1 2 3 4 5
Number of nodes 144388 70790 142168 126789 133014
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A Regularization error for the single layer potential
The regularization correction for the single layer potential, evaluated at a point near the
surface, can be derived using the method of [4], Sec. 2. With Gδ and G as in (3.2), we
approximate the error in the single layer potential with density ψ, evaluated at a point
x near the surface. Since the error is local, we write it as an integral in one coordinate
patch, regarding ψ as a function of α=(α1,α2),
e=
∫
[Gδ(y(α)−x)−G(y(α)−x)]ψ(α)dS(α). (A.1)
For simplicity, we will assume that x is along the normal line from 0∈Γ, so that x= bn0
for some b, where n0 is the unit normal at 0. We also assume the coordinates are chosen
so that α(0)=0, gij(α)=δij+O(|α|2), and the tangent vectors T1, T2 have the directions of
principal curvature. Thus
e=
1
4pi
∫ erfc(r/δ)
r
ψ(α)dS(α), r= |y(α)−x| (A.2)
Proceeding as before, we make a near-identity coordinate change α→ ξ such that
|ξ|2+b2= r2. We get
e=
1
4pi
∫ erfc(√|ξ|2+b2/δ)
(|ξ|2+b2)1/2 w(ξ,b)dξ (A.3)
with
w(ξ,b)=ψ
∣∣∣∣∂α∂ξ
∣∣∣∣|T1×T2| (A.4)
We will see that we can neglect terms in w of the form O(|ξ|2+b2). We can approximate
ψ in ξ, with leading term ψ0=ψ(0),
ψ=ψ0+ψj(1+bq/2)ξ j+ 12ψijξiξ j+O(|ξ|3)+O(b3). (A.5)
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where q= κ1ξ21/|ξ|2+κ2ξ22/|ξ|2 and κ1,κ2 are the principal curvatures at 0. For the other
two factors in w, we have
det(∂α/∂ξ)=1+bq+O(|ξ|2)+O(b2). (A.6)
and
|T1×T2|=1+O(|ξ|2). (A.7)
In the ξ-integral for e, the odd part of w will contribute zero. Thus we can replace w
with an approximation to its even part. Combining the three factors above, we get
weven(ξ,b)=ψ0(1+bq)+O(|ξ|2+b2) (A.8)
We now substitute in the integral, change to polar coordinates, and substitute |ξ|=δs and
b=δλ to obtain
e=
δ
2
ψ0(1+δλH)
∫ ∞
0
erfc(
√
s2+λ2)
(s2+λ2)1/2
sds+O(δ3) (A.9)
with H=(κ1+κ2)/2, the mean curvature. With r=
√
s2+λ2, and sds= rdr, the integral
simplifies to
I=
∫ ∞
0
erfc(r)
r
sds=
∫ ∞
|λ|
erfc(r)dr= e−λ
2
/
√
pi−|λ|erfc|λ| (A.10)
and finally
e=
δ
2
ψ0(1+δλH)
(
e−λ
2
/
√
pi−|λ|erfc|λ|
)
+O(δ3) (A.11)
leading to the correction (3.4).
B Formulas for Monge Patches
We summarize formulas needed for the corrections of Sec. 3 when applied in a coordinate
system such as x3= f (x1,x2), often called a Monge patch. Given f , let fi=∂ f/∂xi, i=1,2,
and similarly for a second derivative fij. The metric tensor (gij) and its inverse (gij) are
(gij)=
(
1+ f 21 f1 f2
f1 f2 1+ f 22
)
, (gij)=
1
g
(
1+ f 22 − f1 f2
− f1 f2 1+ f 21
)
.
where g=det(gij)=1+ f 21 + f
2
2 . The Gauss curvature is
K= g−2
(
f11 f22− f 212
)
The mean curvature is
H=± 12g−3/2
[
(1+ f 22 ) f11+(1+ f
2
1 ) f22−2 f1 f2 f12
]
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where the sign is + if x3> f (x1,x2) outside and − otherwise.
The surface Laplacian has the general formula
4Sϕ=∑
i,j
1√
g
∂j
(√
ggij∂iϕ
)
=∑
i,j
gij
(
∂i∂jϕ
)
+∑
i
ci∂iϕ
where
ci=∑
j
1√
g
∂j
(√
ggij
)
=∑
j
1√
g
∂j
(
1√
g
(
ggij
))
With some calculation we find
1√
g
∂j
(
1√
g
)
=−g−2( f1 f1j+ f2 f2j)
and subsequently
ci= g−2 fi
[
2 f1 f2 f12−(1+ f 22 ) f11−(1+ f 21 ) f22
]
=∓ 2√
g
H fi
Suppose the surface is defined by φ(x1,x2,x3) = 0, with φ> 0 outside. Near a given
point, there is at least one Monge patch; suppose we can solve for x3= f (x1,x2) as above.
By differentiating implicitly we get fi=−φi/φ3 etc. We can use these to express gij and
gij. A more convenient expression for the mean curvature H on a surface {φ=0} is based
on the classical formula
2H=−∇·n=−∇·(∇φ/|∇φ|)
If we carry out the differentiation we get
2H=−|∇φ|−3
(
φiiφ
2
j −φiφjφij
)
summed over i, j. After canceling and combining terms, we obtain a formula such as
in [22], p. 12.
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