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Abstract
We present a survey of constructions of (t, m, s)-nets and (t, s)-sequences. The emphasis is
on work since about 1998 when a previous survey on the same topic was written.
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1. Introduction
The theory of (t, m, s)-nets and (t, s)-sequences was developed with a view to pro-
viding excellent deterministic sample points for quasi-Monte Carlo methods. The link
to quasi-Monte Carlo methods is not the main topic of this article; the book [44] and
the recent survey article [49] tell this part of the story. Rather, we are interested here
in those aspects of (t, m, s)-nets and (t, s)-sequences that have the ﬂavor of discrete
mathematics. This ﬂavor is actually quite pronounced since, despite their origin in
numerical analysis, (t, m, s)-nets and (t, s)-sequences are ﬁrmly embedded in discrete
mathematics in terms of structure theory and construction methods.
This survey article may be construed as an update of the earlier survey [45] on
(t, m, s)-nets and (t, s)-sequences. The paper is thus continuing a series of periodic
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assessments of the state of the art in the area which began with the exposition in
[44, Chapter 4] and was followed by the surveys [3,38,45]. The bibliographies of these
earlier sources cover the period up to roughly 1998. Except for some essential references
from this period, the bibliography of the present paper—and with it the exposition—will
focus on work since about 1998. The paper will contain more material on (t, m, s)-nets
than on (t, s)-sequences, for the simple reason that more research was devoted to the
former than to the latter in recent years.
The paper is organized as follows. In Section 2 we set the stage by recalling some
basic deﬁnitions. Section 3 lists all currently known propagation rules for (t, m, s)-nets
and digital (t, m, s)-nets. The recently developed duality theory for digital nets, which
has led to several new construction principles, is reviewed in Section 4. The fascinating
links between digital nets and linear codes are discussed in Section 5. We report on
various connections between (t, m, s)-nets and combinatorial designs and the resulting
bounds on net parameters in Section 6. Section 7 is devoted to polynomial lattices, an
important family of digital nets showing useful parallels with integration lattices. Some
other recent work on constructions of (t, m, s)-nets and (t, s)-sequences is presented in
Section 8. Section 9 covers the asymptotic theory of digital nets which is in a way an
analog of the asymptotic theory of linear codes. In view of the increasing importance
of randomized quasi-Monte Carlo methods, we include a brief treatment of research
on scrambled nets and (t, s)-sequences in Section 10. Finally, implementations and
tables relevant for (t, m, s)-nets and (t, s)-sequences are mentioned in Section 11 and
upper bounds on the quantity dq(s), the least value of t for which there exists a digital
(t, s)-sequence over the ﬁnite ﬁeld Fq , are tabulated.
2. Basic deﬁnitions
The concept of a (t, m, s)-net can nowadays be perceived as a special case of the
notion of a uniform point set introduced by Niederreiter [46]. As usual in the area, we
follow the convention that a point set is a “multiset” in the sense of combinatorics,
i.e., a set in which multiplicities of elements are allowed and taken into account. We
write I s = [0, 1]s for the s-dimensional unit cube.
Deﬁnition 2.1. Let (X,B,) be an arbitrary probability space and letM be a nonempty
subset of B. A point set P = {x1, . . . , xN } of N1 elements of X is called (M,)-
uniform if
1
N
N∑
n=1
M(xn) = (M) for all M ∈M,
where M denotes the characteristic function of M.
Deﬁnition 2.2. Let s1, b2, and 0 tm be integers and let s be the probability
measure on I s induced by the s-dimensional Lebesgue measure. Let J (s)b,m,t be the
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collection of all subintervals J of I s of the form
J =
s∏
i=1
[aib−di , (ai + 1)b−di )
with integers di0 and 0ai < bdi for 1 is and with s(J ) = bt−m. Then a
(J (s)b,m,t , s)-uniform point set consisting of bm points in I s is called a (t, m, s)-net in
base b.
It is important to note that the smaller the value of t for given b, m, and s, the
larger the family J (s)b,m,t of intervals in Deﬁnition 2.2, and so the stronger the uniform
point set property in Deﬁnition 2.1. In particular, it follows immediately from these
deﬁnitions that a (t, m, s)-net in base b is automatically a (u,m, s)-net in base b for
any integer u with tum. Thus, the primary interest is in (t, m, s)-nets in base b
with a small value of t (contingent upon known lower bounds on t stemming from the
combinatorial obstructions mentioned in Section 6). The number t is often called the
quality parameter of a (t, m, s)-net in base b. A useful characterization of (t, m, s)-
nets in base b in terms of Weyl sums with respect to Walsh functions in base b is
given in Hellekalek [17].
There is a sequence analog of Deﬁnition 2.2 which we recall in the following. Given
a real number x ∈ [0, 1], let
x =
∞∑
j=1
yjb
−j with all yj ∈ Zb := {0, 1, . . . , b − 1}
be a b-adic expansion of x, where the case yj = b − 1 for all but ﬁnitely many j is
allowed. For an integer m1, we deﬁne the truncation
[x]b,m =
m∑
j=1
yjb
−j .
It should be emphasized that this truncation operates on the expansion of x and not on
x itself, since it may yield different results depending on which b-adic expansion of
x is used. If x = (x(1), . . . , x(s)) ∈ I s and the x(i), 1 is, are given by prescribed
b-adic expansions, then we deﬁne
[x]b,m = ([x(1)]b,m, . . . , [x(s)]b,m).
Deﬁnition 2.3. Let s1, b2, and t0 be integers. A sequence x0, x1, . . . of points
in I s is a (t, s)-sequence in base b if for all integers k0 and m > t the points [xn]b,m
with kbmn < (k + 1)bm form a (t, m, s)-net in base b. Here the coordinates of all
points xn, n = 0, 1, . . ., are given by prescribed b-adic expansions.
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As in the case of (t, m, s)-nets, smaller values of t mean stronger uniformity proper-
ties of a (t, s)-sequence in base b. We call t the quality parameter of a (t, s)-sequence
in base b.
A general principle for the construction of (t, m, s)-nets and (t, s)-sequences was
introduced in Niederreiter [40, Section 6] and is called the digital method. Most of
the known constructions of (t, m, s)-nets and (t, s)-sequences are based on the digital
method. The digital method works over a ﬁnite commutative ring R with identity,
but as we explained in [45, Section 2], it sufﬁces in essence to take for R a ﬁnite
ﬁeld Fq .
We now describe the digital method for the construction of (t, m, s)-nets in this
context and in a version which is a slight simpliﬁcation of the original one in [40,
Section 6]. We ﬁx a prime power q and integers m1 and s1. We set up a map
m : Fmq → [0, 1] by selecting a bijection  : Fq → Zq and putting
m(h) =
m∑
j=1
(hj )q−j
for any column vector h = (h1, . . . , hm)T in Fmq . Furthermore, we choose m × m
matrices C(1), . . . , C(s) over Fq , the so-called generating matrices. Finally, we deﬁne
the point set consisting of the qm points
(m(C
(1)h), . . . ,m(C(s)h)) ∈ I s (1)
with the column vector h running through Fmq .
Deﬁnition 2.4. If the point set (1) forms a (t, m, s)-net in base q, then it is called a
digital (t, m, s)-net over Fq .
The point set (1) always forms a digital (t, m, s)-net over Fq for some value of t,
since for instance t = m satisﬁes Deﬁnition 2.4. The interesting question is, of course,
whether the parameters in the above construction can be chosen in such a way that
nontrivial values t < m (or even rather small values) for the quality parameter are
obtained. The quality parameter of a digital (t, m, s)-net over Fq depends only on the
generating matrices C(1), . . . , C(s). The following notion, ﬁrst considered in [42] and
formally deﬁned in [53], is relevant in this context.
Deﬁnition 2.5. Let k, m, and s be positive integers and let d be an integer with
0d min(k,ms). The system {c(i)j ∈ Fkq : 1jm, 1 is} of vectors is called a
(d, k,m, s)-system over Fq if for any integers d1, . . . , ds with 0dim for 1 is
and
∑s
i=1 di = d the system {c(i)j ∈ Fkq : 1jdi, 1 is} is linearly independent
over Fq (the empty system is considered linearly independent). A (d,m,m, s)-system
over Fq is also called a (d,m, s)-system over Fq .
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Let now C(1), . . . , C(s) be the generating matrices in (1). For 1 is let c(i)j ∈ Fmq ,
1jm, be the row vectors of C(i). Then we have the following well-known result.
Theorem 2.1. The point set (1) is a digital (t, m, s)-net over Fq if and only if the
system {c(i)j ∈ Fmq : 1jm, 1 is} of row vectors of the generating matrices is a
(d,m, s)-system over Fq with d = m− t .
We now describe the digital method for the construction of sequences. We ﬁx a
prime power q and a dimension s1. We set up a map ∞ : F∞q → [0, 1] by selecting
a bijection  : Fq → Zq and putting
∞(h) =
∞∑
j=1
(hj )q−j
for any inﬁnite-dimensional column vector h = (h1, h2, . . .)T in F∞q . Furthermore,
we choose generating matrices C(1), . . . , C(s) over Fq with inﬁnitely many rows and
columns. For n = 0, 1, . . . let
n =
∞∑
l=0
al(n)q
l
be the digit expansion of n in base q, where al(n) ∈ Zq for l0 and al(n) = 0 for
all sufﬁciently large l. Choose a bijection  : Zq → Fq with (0) = 0 and associate
with n the inﬁnite-dimensional column vector
n = ((a0(n)),(a1(n)), . . .)T ∈ F∞q .
Now we deﬁne the sequence x0, x1, . . . of points in I s by
xn = (∞(C(1)n), . . . ,∞(C(s)n)) for n = 0, 1, . . . . (2)
Note that the matrix–vector products C(i)n are well deﬁned since n has only ﬁnitely
many nonzero entries.
Deﬁnition 2.6. If the sequence (2) forms a (t, s)-sequence in base q, then it is called
a digital (t, s)-sequence over Fq .
There is an analog of Theorem 2.1 for determining the quality parameter t of a digital
(t, s)-sequence over Fq (see [44, Theorem 4.36]). For expository accounts of the theory
of digital nets and sequences, we refer to the books of Niederreiter [44, Chapter 4]
and Niederreiter and Xing [58, Chapter 8] and to the survey article of Larcher [25].
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3. Propagation rules
A propagation rule for (digital) nets is a rule which, from one (digital) net or several
(digital) nets, produces a (digital) net with new net parameters. A propagation rule for
nets does not necessarily imply a propagation rule for digital nets, since the procedure
involved in the propagation rule for nets, when applied to digital nets, need not output
a digital net (although it will by deﬁnition output a net). However, it turns out that
most known propagation rules for nets can be paired with an analogous propagation
rule for digital nets.
For the convenience of the reader we state again the seven propagation rules for
nets listed in [45, Section 3]. References for these propagation rules and for the corre-
sponding propagation rules for digital nets (where applicable) are either given in that
paper or in the following discussion.
Propagation Rule 1. Every (t, m, s)-net in base b can be transformed into a
(t, u, s)-net in base b for tum.
Propagation Rule 2. Every (t, m, s)-net in base b can be transformed into a
(t, m, r)-net in base b for 1rs.
Propagation Rule 3. Every (t, m, s)-net in base b can be transformed into a
(t + u,m+ u, s)-net in base b for any integer u0.
Propagation Rule 4. If there exist a (t1,m1, s1)-net in base b and a (t2,m2, s2)-
net in base b, then there exists a (t, m1 +m2, s1 + s2)-net in base b with
t = max (m1 + t2,m2 + t1).
Propagation Rule 5. Every (ht, hm, s)-net in base b with an integer h1 is a
(t, m, s)-net in base bh.
Propagation Rule 6. Every (t, m, s)-net in base bh with an integer h1 is a
(u, hm, s)-net in base b with
u = min(ht + (h− 1)(s − 1), hm).
Propagation Rules 5 and 6 can be improved in various cases, as was shown
by Pirsic [65]. However, the precise form of his results is too complicated to
be restated here. An analog of Propagation Rule 6 for digital nets was recently
established by Niederreiter and Xing [59].
Propagation Rule 7. If there exists a (t, m, s)-net in base bh with an integer
h1, then there exists a (u, hm, hs)-net in base b with
u = (h− 1)m+ t.
A recent paper of Niederreiter and Özbudak [52] used the so-called matrix-
product construction to arrive at the following new propagation rule for digital nets
over Fq .
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Propagation Rule 8. Let M be an integer with 2Mq. If for k = 1, . . . ,M
there exists a digital (tk,mk, sk)-net over Fq and if s1 · · · sM , then there
exists a digital (t,
∑M
k=1 mk,
∑M
k=1 sk)-net over Fq with
t = 1+
M∑
k=1
mk − min
1kM
(M − k + 1)(mk − tk + 1).
The special case M = 2 of Propagation Rule 8 yields the (u, u + v) construc-
tion introduced by Bierbrauer et al. [2]. In this case there is also an analog of
Propagation Rule 8 for arbitrary nets (see again [2]).
A Kronecker-product construction of (d, k,m, s)-systems over Fq (see Deﬁnition
2.5) was described by Niederreiter and Pirsic [55]. This yields, in particular, a way
of obtaining a digital net of dimension s1s2 over Fq from suitable (d1, k1,m1, s1)-
and (d2, k2,m2, s2)-systems over Fq and thus a type of propagation rule. Another
version of a Kronecker-product (or concatenation) construction can be found
in [2].
4. Duality theory for digital nets
The viewpoint of duality was introduced into the general theory of digital nets by
Niederreiter and Pirsic [53]; see also Skriganov [75] for a more specialized setting.
In this viewpoint, the problem of constructing digital (t, m, s)-nets over Fq is reduced
to that of constructing certain Fq -linear subspaces of Fmsq . The vector space Fmsq is
endowed with a weight function which generalizes the classical Hamming weight in
coding theory. Then there is a known relationship between the quality parameter t of the
digital net and the minimum distance (or minimum weight) of the Fq -linear subspace
of Fmsq that serves as the dual space of the digital net. Small values of t correspond to
large values of the minimum distance in this relationship.
The appropriate weight function Vm on Fmsq was originally introduced by Niederreiter
[39] and later used in an equivalent form in coding theory by Rosenbloom and Tsfasman
[69]. We ﬁrst deﬁne a weight function v on Fmq by putting v(a) = 0 if a = 0 ∈ Fmq ,
and for a = (a1, . . . , am) ∈ Fmq with a = 0 we set
v(a) = max {j : aj = 0}.
Then we extend this deﬁnition to Fmsq by writing a vector A ∈ Fmsq as the concatenation
of s vectors of length m, i.e.,
A = (a(1), . . . , a(s)) ∈ Fmsq with a(i) ∈ Fmq for 1 is,
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and putting
Vm(A) =
s∑
i=1
v(a(i)).
Note that in the case m = 1, the weight Vm(A) reduces to the Hamming weight of
the vector A. If for any m1 we deﬁne the distance dm(A,B) of A,B ∈ Fmsq by
dm(A,B) = Vm(A − B), then Fmsq turns into a metric space, which for m = 1 is
the Hamming space in coding theory. As in coding theory, the concept of minimum
distance relative to dm, or equivalently Vm, plays a crucial role.
Deﬁnition 4.1. For any nonzero Fq -linear subspace N of Fmsq we deﬁne the minimum
distance
m(N ) = min
A∈N \{0}
Vm(A).
The basic step in [53] is to set up a duality between digital (t, m, s)-nets over Fq and
certain Fq -linear subspaces of Fmsq . This leads ultimately to the following construction
principle.
Theorem 4.1. Let m1 and s2 be integers. Then from any Fq -linear subspace N
of Fmsq with dim(N )ms − m we can construct a digital (t, m, s)-net over Fq with
t = m+ 1− m(N ).
This principle can be extended to the construction of (d, k,m, s)-systems over Fq
(see [53]). Theorem 4.1 has become an important tool for the construction of new
digital nets. One strategy is to exploit the analogy with coding theory and transfer
known constructions of good linear codes to digital nets. This will be discussed in
more detail in the next section.
5. Digital nets and linear codes
On account of Theorem 2.1, it is clear that constructing a digital (t, m, s)-net over
Fq is equivalent to constructing an (m− t, m,m, s)-system over Fq . On the other hand,
if we can construct a (d, k, 1, s)-system {c(i) ∈ Fkq : 1 is} over Fq , then we obtain
a linear code over Fq of length s, dimension s − k, and minimum distance d + 1
(or a linear [s, s − k, d + 1] code over Fq for short) if we use c(1), . . . , c(s) as
the columns of a parity-check matrix of the linear code. Thus, there is a close link
between digital nets and linear codes via the theory of (d, k,m, s)-systems.
This link opens up the possibility of transferring ideas from coding theory, which is
a long-established area with many powerful techniques, to the theory of digital nets,
which is a relatively new area. It should be emphasized, though, that the step of going
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from the construction of good linear codes of length s to the construction of good digital
(t, m, s)-nets is that of going from a list of s vectors (see the previous paragraph) to
an s × m array of vectors with suitable linear independence properties. In this sense,
the problem of constructing good digital nets can be considered more difﬁcult than that
of constructing good linear codes. Nevertheless, various constructions of good linear
codes can be extended to obtain constructions of good digital nets.
The ﬁrst general construction principle for obtaining digital nets from linear codes
was established by Lawrence et al. [26]. We recall their result in the following theorem.
Theorem 5.1. Given a linear [n, k, d] code over Fq with d3, we can construct a
digital (n − k − d + 1, n − k, s)-net over Fq with s = (n − 1)/h if d = 2h + 2 is
even and s = n/h if d = 2h+ 1 is odd.
Several related constructions are mentioned in [45, Section 4.1]. Another type of
construction principle uses a linear code and a digital net to get a new digital net.
The following two constructions in this vein were introduced by Niederreiter and
Xing [57].
Theorem 5.2. Suppose that there exists a linear [n, n − h, d + 1] code over Fq
with integers 1hn and d0. Then from a digital (t, m, s)-net over Fqh we can
construct a digital (u, hm, ns)-net over Fq with
u = hm−min (d,m− t).
Theorem 5.3. Let m be a positive integer and suppose that there exists a linear
[n, n − h, d + 1] code over Fqm with integers 1hn and d0. Then from
a digital (t, m, s)-net over Fq we can construct a digital (u, hm, ns)-net over Fq with
u = hm−min(d,m− t).
The idea of extending constructions of linear codes to digital nets, when combined
with the duality principle in Theorem 4.1, yields powerful new methods of construct-
ing digital nets. This strategy was already used in the paper [53] introducing duality
theory, where it was applied to obtain an analog of the (u, u + v) construction of
codes. An improved version of the (u, u + v) construction for digital nets was given
by Bierbrauer et al. [2]. As mentioned in Section 3, this construction was recently
generalized by Niederreiter and Özbudak [52] who designed an analog of the matrix-
product construction of codes. The same authors used Theorem 4.1 to obtain an analog
of algebraic-geometry codes for digital nets (see [51] and also Section 8 of the present
paper).
We now describe a way of using Theorem 4.1 to get an analog of cyclic codes for
digital nets. This construction was recently introduced by Niederreiter [50] and adopts
the viewpoint that cyclic codes can be deﬁned by prescribing roots of polynomials.
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Let m1 and s2 be integers. Consider the vector space
P = {f ∈ Fqm [x] : deg(f ) < s}
of polynomials and note that dim(P) = ms as a vector space over Fq . We ﬁx an
element  ∈ Fqm and deﬁne
P = {f ∈ P : f () = 0}.
It is clear that P is an Fq -linear subspace of P with dim(P) = ms −m as a vector
space over Fq . Next we choose an ordered basis B of Fqm over Fq . Then we set up
a map  : P → Fmsq in the following way. Take f ∈ P and write this polynomial
explicitly as
f (x) =
s∑
i=1
	ix
i−1
with 	i ∈ Fqm for 1 is. For each i = 1, . . . , s, let ci (f ) ∈ Fmq be the coordinate
vector of 	i with respect to the ordered basis B. Now we deﬁne
 : f ∈ P → (c1(f ), . . . , cs(f )) ∈ Fmsq .
It is obvious that  is an Fq -linear isomorphism from P onto Fmsq . Finally, let N be
the image of the subspace P under . Since  is an isomorphism, we have
dim(N) = dim(P) = ms −m
as a vector space over Fq . Thus, we can apply Theorem 4.1 to the Fq -linear subspace
N of Fmsq . The resulting digital net is called a cyclic net over Fq .
Strictly speaking, a complete analogy with cyclic codes would require that  be a
root of the polynomial xs − 1. However, this would imply a restriction on s which is
not desirable. The advantage of the above construction of cyclic nets is that it works
for any prime power q and any integers m1 and s2. A theorem guaranteeing the
existence of good cyclic nets was recently shown by Pirsic et al. [67].
A well-known method for establishing the existence of good linear codes is the
Gilbert–Varshamov bound which says that a linear [n, k, d] code over Fq exists
whenever
d−2∑
j=0
(
n− 1
j
)
(q − 1)j < qn−k.
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Note that the expression on the left-hand side is the cardinality of a Hamming ball in
Fn−1q of radius d − 2. An analogous existence theorem for digital nets over Fq was
established by Bierbrauer et al. [2]. The size of Hamming balls is now replaced by the
size of balls with respect to the metric dm mentioned in Section 4.
Special types of linear codes have been used with the intent to arrive at new con-
structions of digital nets that exploit the speciﬁc structure of the linear codes. Edel
and Bierbrauer [10] applied BCH codes to obtain a digital (4r − 4, 4r, (32r + 1)/2)-net
over F3 for any integer r2 and a digital (2r − 4, 2r, (3r − 1)/2)-net over F3 for any
odd integer r3. A different use of BCH codes was made by Helleseth et al. [18] to
produce digital (2m− 4, 2m, s)-nets over F2 for certain integers m3 and certain odd
integers s2m+ 1, as well as digital (2m− 5, 2m, 2m−1− 1)-nets over F2 for integers
m3.
6. Combinatorial aspects
It has been known for a long time that (t, m, s)-nets are closely linked to combi-
natorial designs such as orthogonal hypercubes and orthogonal arrays. The literature
on this topic up to about 1998 is listed in [45, Section 4.2]. Expository accounts of
connections between (t, m, s)-nets and combinatorial designs can be found in the book
of Laywine and Mullen [27, Chapter 15] and in the survey articles of Colbourn et al.
[4], Laywine and Mullen [28], and Mullen [37].
From the combinatorial point of view, there is a complete equivalence between
(t, m, s)-nets and certain ordered orthogonal arrays. In detail, the existence of a (t, m, s)-
net in base b is equivalent to the existence of an ordered orthogonal array OOAbt (m−
t, s,m − t, b). The latter combinatorial structure is deﬁned as follows. Let B be an
alphabet of cardinality b. Then an ordered orthogonal array OOAbt (m− t, s,m− t, b)
is a bm× s(m− t) array A with entries from B and with column labels (i, j), 1 is,
1jm − t , such that for any nonnegative integers d1, . . . , ds with ∑si=1 di =
m − t , the bm × (m − t) subarray of A obtained by restricting to the columns (i, j),
1jdi , 1 is, contains among its rows every (m − t)-tuple over B exactly bt
times.
The above equivalence can serve as the basis for combinatorial constructions of
(t, m, s)-nets. Some constructions of this type are already mentioned in [45, Section
4.2]. Bierbrauer et al. [2] introduced a special family of ordered orthogonal arrays,
called linear ordered orthogonal arrays, which provides an equivalence with digital
nets over Fq . They used this connection to put constructions of digital nets into a
combinatorial and coding-theoretic framework and to generalize several constructions
of digital nets.
It is trivial that for m = t and m = t + 1, a (t, m, s)-net in base b exists for any
s1 and b2. For m t + 2 there are combinatorial obstructions to the existence of
(t, m, s)-nets which yield, in particular, upper bounds on the dimensions s for which a
(t, m, s)-net in base b can exist. By exploiting a connection between (t, m, s)-nets and
orthogonal arrays, one arrives at the so-called orthogonal array bound for nets which
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says that whenever m t + 2, then a (t, m, s)-net in base b can exist only if
s min
t+2hm f (b
h, b, h− t),
where f (N, b, d) is the maximum value of k for which an orthogonal array with k
rows, N columns, b levels, and strength d exists. An upper bound on f (N, b, d) is
obtained from the Rao bound for orthogonal arrays. The orthogonal array bound for
nets can be combined with linear programming techniques to get upper bounds on s
that are often better than what can be achieved with the Rao bound. We refer to [3,
Section 4] for a detailed discussion of the orthogonal array bound for nets.
A further reﬁnement of these bounds is obtained by utilizing the full equivalence
between (t, m, s)-nets and ordered orthogonal arrays. This approach was taken by Mar-
tin and Stinson [33] who established a generalized Rao bound for ordered orthogonal
arrays and applied it to get improvements on the orthogonal array bound for nets. In
further work, Martin and Stinson [34] developed linear programming techniques in the
context of ordered orthogonal arrays. The implications of these linear programming
techniques for bounds on parameters of (t, m, s)-nets were reported in Martin [32].
7. Polynomial lattices
A well-known construction of digital nets over Fq is based on polynomials, or more
precisely rational functions, over Fq . Because of an interesting analogy with integra-
tion lattices in Rs , these digital nets are called polynomial lattices (of rank 1). The
general deﬁnition of these digital nets proceeds by describing their generating matri-
ces (compare with Section 2). Let Fq((x−1)) be the ﬁeld of formal Laurent series
over Fq in the variable x−1. Note that Fq((x−1)) contains the rational function ﬁeld
Fq(x) as a subﬁeld. Now choose f ∈ Fq [x] with deg(f ) = m1 and an s-tuple
g = (g1, . . . , gs) ∈ Fq [x]s of polynomials over Fq with deg(gi) < m for 1 is.
Consider the expansions
gi(x)
f (x)
=
∞∑
k=1
u
(i)
k x
−k ∈ Fq((x−1)) for 1 is.
Then for 1 is the generating matrix C(i) = (c(i)jr ) is the Hankel matrix given by
c
(i)
jr = u(i)j+r ∈ Fq for 1jm, 0rm− 1.
The resulting digital net is denoted by P(g, f ) and f is called its modulus.
In the case where q is a prime and the bijection  : Fq → Zq in the digital method
is the identity map (note that Fq and Zq can be identiﬁed when q is prime), there
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is an alternative description of P(g, f ) which brings out the analogy with integration
lattices. For this purpose, we set up the map 
m : Fq((x−1))→ [0, 1) by

m
( ∞∑
k=w
bkx
−k
)
=
m∑
k=max(1,w)
bkq
−k,
where all bk ∈ Fq = {0, 1, . . . , q − 1}. Then P(g, f ) consists of the qm points
(

m
(
ng1
f
)
, . . . , 
m
(
ngs
f
))
∈ [0, 1)s, (3)
where n runs through all polynomials over Fq with deg(n) < m. Form (3) emphasizes
the analogy with integration lattices of rank 1 (compare with [44, Chapter 5]).
The classical theory of polynomial lattices can be found in the paper [43], where this
construction was introduced, and in the book [44, Section 4.4]. We recall the following
result which determines the quality parameter of the digital net P(g, f ).
Theorem 7.1. Given f ∈ Fq [x] with deg(f ) = m1 and g = (g1, . . . , gs) ∈ Fq [x]s
with s2 and deg(gi) < m for 1 is, the point set P(g, f ) is a digital (t, m, s)-net
over Fq with t = m− (g, f ), where
(g, f ) = s − 1+min
s∑
i=1
deg(hi)
and the minimum is over all nonzero s-tuples (h1, . . . , hs) ∈ Fq [x]s with deg(hi) < m
for 1 is and f dividing ∑si=1 higi . Here we use the convention deg(0) = −1.
In view of Theorem 7.1, we get desirable digital nets P(g, f ) by choosing f and g in
such a way that (g, f ) is large. Such parameters are generally obtained by computer
search. The tables in Schmid [72] show what can be achieved by search methods.
In that paper, as in some previous work, the search is restricted to s-tuples g of the
Korobov form
g = (1, g, g2, . . . , gs−1) (mod f )
for some g ∈ Fq [x]. Improvements on the tables in [72] can be found in Pirsic and
Schmid [68]. The well-known connection between continued fraction expansions of
rational functions and quality parameters of two-dimensional polynomial lattices (see
[44, Section 4.4]) is discussed and extended in Flahive [13] for dimensions s3.
Dick et al. [6] extended an algorithm for the construction of good parameters from
integration lattices to polynomial lattices. In this algorithm, one selects an irreducible
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polynomial f ∈ Fq [x] with q prime, then puts g1 = 1 and ﬁnds the remaining compo-
nents g2, . . . , gs of g recursively by minimizing in each step an expression for a certain
worst-case integration error. Such a procedure is known as a component-by-component
construction. In the same paper, an existence theorem relative to the same error crite-
rion is shown for s-tuples g of the Korobov form with f ∈ Fq [x] irreducible and q
prime.
As we mentioned, form (3) of the points of P(g, f ) provides an analogy with
rank-1 integration lattices. Integration lattices in Rs exist for any rank from 1 to
s. This motivated L’Ecuyer and Lemieux [30] and Lemieux and L’Ecuyer [31] to
develop a general theory of polynomial lattices. In this theory, a polynomial lattice is
an Fq [x]-submodule L of Fq((x−1))s with L ⊇ Fq [x]s which is generated by s linearly
independent vectors v1, . . . , vs ∈ Fq((x−1))s . The rank of L is the smallest r such that
one can ﬁnd a basis of L with vr+1, . . . , vs being unit vectors. If q is a prime and
one uses the map 
m as in (3), then a polynomial lattice corresponds to a digital net
over Fq . Under this correspondence, the point set P(g, f ) in (3) is obtained from a
polynomial lattice L of rank 1 with v1 = f−1g and with v2, . . . , vs being unit vectors.
A detailed exposition and further extensions of the general theory of polynomial lattices
can be found in L’Ecuyer [29].
The known existence theorems for good polynomial lattices of rank 1 have been
reﬁned in the direction of extensible polynomial lattices by Niederreiter [47]. The term
extensible refers to the fact that we are considering families of digital nets P(g, f )
which are compatible and yield good parameters (e.g., small quality parameters) for
inﬁnitely many polynomial moduli f and all dimensions s1. Here the polynomials
f are members of a divisibility chain, i.e., of a sequence f1, f2, . . . of polynomials
from Fq [x] such that fk divides fk+1 and 1 deg(fk) < deg(fk+1) for all k1. The
compatibility condition mentioned above means the following: (i) if P(g(s1), f ) and
P(g(s2), f ) are members of the family of digital nets with the same modulus f and of
dimension s1, respectively s2, with s1 < s2, then the s1-tuple g(s1) is the projection of
the s2-tuple g(s2) to the ﬁrst s1 coordinates; (ii) if P(g(f (1)), f (1)) and P(g(f (2)), f (2))
are members of the family of digital nets with modulus f (1) dividing modulus f (2) and
of the same dimension s, then the s-tuple g(f (1)) is obtained from the s-tuple g(f (2))
by componentwise reduction modulo f (1). The compatibility condition (i) shows, in
particular, that for a ﬁxed modulus f, the s-tuples g in the digital nets P(g, f ) of the
family are obtained by a component-by-component construction. The main result in
[47] establishes the existence of extensible families of digital nets P(g, f ) that possess
good parameters and satisfy both compatibility conditions (i) and (ii). The result is
thus more powerful than existence theorems for good polynomial lattices produced by
a component-by-component construction. The paper [47] contains also an existence
theorem for families of good digital nets P(g, f ) with g of the Korobov form that
satisfy the compatibility condition (i).
Polynomial lattices of dimension s satisfying the compatibility condition (ii) can
be used to deﬁne inﬁnite sequences of points in I s with good uniformity properties.
In this way, the limitation that polynomial lattices yield only ﬁnite point sets in I s
can be overcome. Constructions of such inﬁnite sequences of points in I s were given
independently by Niederreiter [47] and Tezuka [76].
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8. Further construction methods
A novel method of obtaining good digital (t, m, s)-nets over Fq was developed by
Hong [22]. She interprets the problem of ﬁnding such digital nets as an optimization
problem, namely that of minimizing the quality parameter t, and then applies a genetic
optimization algorithm to solve this optimization problem approximately. In order to
simplify the computations, the generating matrices of the digital nets running in the
competition are assumed to be upper triangular with all diagonal entries equal to 1.
Tables of the resulting digital nets for q = 2, m20, and s40 are included in [22].
Niederreiter and Pirsic [54] studied ways of improving the uniformity properties of
(digital) nets. One of their simpler results says that for every (t, m, s)-net in base b we
can construct another (t, m, s)-net in base b for which all one-dimensional projections
are (0,m, 1)-nets in base b. An analogous result holds for digital nets.
Pillichshammer [64] considered the digital (t, s, s)-nets over F2 constructed by the
shift method of Schmid [70]. It is shown in [64] that the quality parameter t of such
digital nets must satisfy t(s − 3)/3. On the other hand, if s is a prime number
and 2 is a primitive root modulo s, then there exists a digital (t, s, s)-net over F2
constructed by the shift method with t4s/5.
A problem connected with the concept of a (d, k,m, s)-system in Deﬁnition 2.5 was
studied by Damelin et al. [5]. Let Ind(n, k) denote the largest size of a subset A of Fn2
such that any k-element subset of A is linearly independent over F2. Then [5] presents
formulas for Ind(n, k) in various cases. Furthermore, it is shown that if s = Ind(n, k),
then a so-called pseudo-(t, t + k, s)-net in base 2 can be constructed, by which the
authors mean an (H, s)-uniform point set consisting of 2t+k points in I s for a certain
subset H of J (s)2,t+k,t in Deﬁnition 2.2.
Powerful methods for the construction of digital nets are based on algebraic curves
over ﬁnite ﬁelds, or equivalently on global function ﬁelds. The most general framework
so far for these algebraic-geometry constructions was developed by Niederreiter and
Özbudak [51]. The basic construction in [51] uses a global function ﬁeld F/Fq with
full constant ﬁeld Fq and s distinct places P1, . . . , Ps of F of arbitrary degrees, where
s is the dimension of the digital net to be constructed. In conjunction with the choice
of a divisor G of F, this leads to an Fq -linear subspace N of Fmsq which is deﬁned as
the image of the Riemann–Roch space L(G) under an Fq -linear map  : L(G)→ Fmsq
derived from the local expansions of f ∈ L(G) at the places Pi , 1 is. Under
suitable conditions on the degree of the divisor G, we can invoke Theorem 4.1 to
arrive at a digital (t, m, s)-net over Fq . Reﬁnements of the basic construction are
obtained by choosing parameters in the deﬁnition of the map  judiciously or by
selecting a distinguished divisor G of F. Various interesting special cases, e.g. where the
global function ﬁeld is the rational function ﬁeld over Fq (or equivalently the algebraic
curve is the projective line over Fq ) or the selected places of the global function
ﬁeld are rational places (i.e., places of degree 1), are discussed also in the survey
paper [78].
It is well known that global function ﬁelds are also instrumental in the construction
of digital (t, s)-sequences. Indeed, the use of global function ﬁelds leads to the currently
best (t, s)-sequences, the Niederreiter–Xing sequences. According to the classiﬁcation
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in Niederreiter and Xing [56], there are altogether four constructions of digital (t, s)-
sequences based on global function ﬁelds, with the most powerful one being the third
construction which uses places of global function ﬁelds of arbitrary degrees. The second
construction uses only rational places. Detailed expository accounts of the second and
third construction can be found in [58, Section 8.3] and [58, Section 8.4], respectively.
If the third construction is applied in the special case where the global function
ﬁeld is a rational function ﬁeld, then we obtain the earlier construction of Niederreiter
sequences in [41] which is based on the expansion of rational functions into formal
Laurent series. This method was used also in the more recent work of Faure [11] in
which new digital (0, s)-sequences over Fq for prime powers qs were constructed.
The optimal choice of parameters in the construction of Niederreiter sequences yields
digital (Tq(s), s)-sequences over Fq , where
Tq(s) =
s∑
i=1
(deg(pi)− 1)
and p1, . . . , ps are s distinct monic irreducible polynomials over Fq of least degrees.
Knopfmacher et al. [24] showed that if q1 < q2 are prime powers, then Tq1(s)Tq2(s)
for all s1, with strict inequality for s > q1.
9. Asymptotic theory of digital nets
An important question for applications in quasi-Monte Carlo methods is that of the
existence of digital (t, t + d, s)-nets over Fq for a ﬁxed integer d0, a ﬁxed prime
power q, and large dimensions s. Since it is trivial that for d = 0 and d = 1 such
digital nets always exist, we assume d2 in the remainder of this section. It is a
crucial fact that in any sequence of such digital nets with the dimension s tending to
∞, the quality parameter t must have a certain minimal rate of growth. Proofs of the
following result can be found e.g. in [50,78].
Theorem 9.1. Let q be an arbitrary prime power and d2 a ﬁxed integer. Then for
any sequence of digital (tr , tr + d, sr )-nets over Fq with sr →∞ as r →∞, we have
lim inf
r→∞
tr
logq sr

⌊
d
2
⌋
,
where logq denotes the logarithm to the base q.
This leaves the question whether one can construct such sequences of digital nets
with the growth rate tr = O(log sr ) for the quality parameter. This was answered in
the afﬁrmative by Niederreiter and Xing [59] who used Theorem 5.1 in conjunction
with BCH codes to prove the following theorem.
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Theorem 9.2. For every prime power q and every integer d2, there is a sequence
of digital (tr , tr + d, sr )-nets over Fq with sr →∞ as r →∞ and
lim
r→∞
tr
logq sr
d − 1−
⌊
d − 1
q
⌋
.
In the binary case q = 2, the elementary observation that
d − 1−
⌊
d − 1
2
⌋
=
⌊
d
2
⌋
for all d2
shows that combining Theorems 9.1 and 9.2 yields a best-possible result: for every
integer d2 there exists a sequence of digital (tr , tr + d, sr )-nets over F2 with sr →
∞ as r →∞ and
lim
r→∞
tr
log2 sr
=
⌊
d
2
⌋
,
and the constant d/2 is best possible.
A comparison with Theorem 9.1 shows that Theorem 9.2 is best possible also in two
other cases. An obvious case is d = 2. Another special case in which Theorem 9.2 is
best possible is (q, d) = (3, 4).
10. Scrambled nets and (t, s)-sequences
Quasi-Monte Carlo methods are deterministic and thus do not allow error estimation
as in statistical Monte Carlo methods. However, one may introduce an element of
randomness into a quasi-Monte Carlo method by randomizing (or “scrambling”) the
deterministic sample points used in the method. In this way one can combine the
advantages of Monte Carlo and quasi-Monte Carlo methods. Expository accounts of
randomized quasi-Monte Carlo methods can be found in the book of Fox [14, Chapter
14] and in the survey article of L’Ecuyer and Lemieux [30].
A simple scrambling scheme which can be applied to any point set in I s is that of
random shifts. Let x1, . . . , xN ∈ I s be arbitrary and put
yn = {xn + r} for 1nN,
where r is a random vector uniformly distributed over I s and {·} denotes reduction
modulo 1 in each coordinate of a point in Rs .
Owen [60] was the ﬁrst to consider randomizations that are speciﬁc for (t, m, s)-
nets and (t, s)-sequences. He introduced a sophisticated scrambling scheme (now called
Owen scrambling) which works with mutually independent random permutations of the
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digits in the b-adic expansions of the coordinates of all points in a (t, m, s)-net in
base b or a (t, s)-sequence in base b. The scheme is set up in such a way that the
scrambled version of a (t, m, s)-net, respectively (t, s)-sequence, in base b is a (t, m, s)-
net, respectively (t, s)-sequence, in base b with probability 1. This work was followed
up by Owen [61,62] as well as by Hickernell and his school (see e.g. [19–21]). An
important role in the analysis of Owen scrambling is played by the so-called gain
coefﬁcients u, for which bounds were given by Niederreiter and Pirsic [54] and
Yue and Hickernell [79]. Simpliﬁed versions of Owen scrambling were introduced and
analyzed by Matoušek [35,36, Chapter 2] and Owen [63]. A central limit theorem for
estimators based on scrambled (0,m, s)-nets was established by Loh [80].
Convenient scrambling schemes are obtained by operating on the generating matrices
of digital (t, m, s)-nets and digital (t, s)-sequences over Fq . For instance, consider a
digital (t, m, s)-net over Fq with m × m generating matrices C(1), . . . , C(s) over Fq .
Then we deﬁne new generating matrices R(1), . . . , R(s) by
R(i) = L(i)C(i) for 1 is,
where L(1), . . . , L(s) are random nonsingular lower triangular m×m matrices over Fq .
Another option is to deﬁne generating matrices T (1), . . . , T (s) by
T (i) = aiC(i)U for 1 is,
where U is a random nonsingular upper triangular m×m matrix over Fq and a1, . . . , as
are random nonzero elements of Fq . These scrambling schemes may collectively be
called Faure–Tezuka scrambling after the paper by Faure and Tezuka [12], but the
terminology is not yet standardized. The transformations in these scrambling schemes
are chosen in such a way that the value of the quality parameter of the digital net
is preserved. A special case of Faure–Tezuka scrambling was investigated in detail
by Tezuka and Faure [77]. The average behavior of digital (t, m, s)-nets over Fq for
ﬁxed m, s, and q, in other words a randomization over all m×m generating matrices
C(1), . . . , C(s) over Fq , is considered by Dick et al. [7] in the case where q is prime.
Scrambling schemes for the special case of polynomial lattices (see Section 7) were
studied by Lemieux and L’Ecuyer [31].
A very special case of Owen scrambling is the method of digital shifts. Here the
permutations in Owen scrambling are additive shifts modulo b (or additive shifts in
Fq in the case of digital nets over Fq ) and the shift constants may depend on the
coordinate and on the position of the digit in the digit expansion of the coordinate. In
the binary case b = 2, this amounts to choosing s inﬁnite bit strings B1, . . . ,Bs , one
for each coordinate, and then taking each point xn of the given (t, m, s)-net or (t, s)-
sequence in base 2 and bitwise XORing the binary expansion of the ith coordinate
of xn with Bi for 1 is. Digital shifts are discussed in L’Ecuyer and Lemieux [30]
and applications of digital shifts and of closely related randomization methods can be
found in the recent work of Dick and Pillichshammer [8,9] and Pirsic et al. [67].
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11. Implementations and tables
Recent implementations of (t, m, s)-nets and (t, s)-sequences have concentrated on
algorithms that also incorporate randomization (compare with Section 10). We refer to
the papers of Atanassov [1], Friedel and Keller [15], and Hong and Hickernell [23] as
well as to the dissertation of Hong [22]. The paper of Friedel and Keller [15] contains
also various techniques for speeding up the generation of digital (t, s)-sequences. Pirsic
[66] describes an implementation of Niederreiter–Xing sequences. The implementations
in [15,66] are available at
http://www.mcqmc.org/Software.html
by following the appropriate links. Another software package that contains implemen-
tations of (t, m, s)-nets, (t, s)-sequences, and their randomizations can be accessed at
http://www.iro.umontreal.ca/∼lecuyer/ssj
An important algorithmic problem is that of computing the exact quality parameter
(i.e., the least possible value of t) of a given (digital) net. Schmid [71] designed
an algorithm for computing the exact quality parameter of digital nets over F2 and
applied it to determine the exact quality parameter of digital nets over F2 derived from
Sobol’ and Niederreiter sequences. The same author [73] considered also the exact
quality parameter of lower-dimensional projections of these digital nets. Pirsic and
Schmid [68] developed an algorithm for computing the exact quality parameter of digital
nets over arbitrary ﬁnite ﬁelds Fq and applied it to polynomial lattices (compare with
Section 7).
For ﬁxed integers b2, m1, and s1, let tb(m, s) be the least value of t for
which there exists a (t, m, s)-net in base b. Similarly, for a ﬁxed prime power q and
ﬁxed integers m1 and s1, let dq(m, s) be the least value of t for which there
exists a digital (t, m, s)-net over Fq . The determination of tb(m, s) and dq(m, s) is one
of the problems raised in Niederreiter [48]. Except for some simple cases, we are far
from answering this question. However, there are tables of lower and upper bounds on
these quantities. The most convenient access to such tables is currently provided by
the database at
http://mint.sbg.ac.at
which was developed by a team at the University of Salzburg; see Schürer and Schmid
[74] for a description of the features of this database and the services offered by it.
For given integers b2 and s1, let tb(s) be the least value of t for which there
exists a (t, s)-sequence in base b. Then it is known that
c1(b)s tb(s)c2(b)s for sb + 1,
where c1(b) and c2(b) are positive constants depending only on b (see [58, Chapter
8]). The upper bound is obtained from Niederreiter–Xing sequences. For a given prime
power q and a given integer s1, let dq(s) be the least value of t for which there
exists a digital (t, s)-sequence over Fq . It is known that dq(s) = 0 for 1sq and
dq(s)c3(q)s for sq + 1 and some constant c3(q) > 0 depending only on q (see
[58, Chapter 8]), with the last upper bound again being obtained from Niederreiter–
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Table 1
Upper bounds on dq(s), q = 2, 3, 5
q\s 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
2 0 0 1 1 2 3 4 5 6 8 9 10 11 13 15 15 18 19
3 0 0 0 1 1 1 2 3 3 4 4 5 6 7 7 8 9 9
5 0 0 0 0 0 1 1 1 1 2 2 3 3 3 3 4 4 5
q\s 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34
2 19 21 23 25 25 28 31 31 33 35 36 39 39 39 45 47
3 10 12 12 13 13 15 15 15 15 19 19 19 19 25 25 25
5 5 6 7 8 9 9 9 10 11 11 11 11 11 13 13 13
q\s 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
2 47 50 50 50 50 54 54 59 62 65 65 65 65 68 75 77
3 25 26 27 27 29 29 29 33 33 33 33 35 36 37 37 37
5 13 14 14 14 16 17 17 18 19 19 21 21 21 21 21 22
Xing sequences. It is trivial that tq(s)dq(s), but it is an open question whether we
can ever have tq(s) < dq(s). Furthermore, most of the values of tb(s) and dq(s) are
unknown. Information on these quantities can be found at the website at the University
of Salzburg listed above.
Table 1 provides upper bounds on dq(s) for q = 2, 3, 5 and 1s50. This table
updates [45, Table 1]. All improvements in Table 1 compared to the earlier table are
for the case q = 3 and they are due to new constructions of global function ﬁelds over
F3 with many rational places (see [16]). The new upper bounds on dq(s) stem from the
inequality dq(s)Vq(s) (see [45, Sections 4.4 and 6]) which is a consequence of the
construction of Niederreiter–Xing sequences. Here Vq(s) is the least value of g such
that there exists a global function ﬁeld F/Fq of genus g with at least s + 1 rational
places.
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