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Abstract
Let p, x be real numbers, and s be a complex number, with ℜ(s) > 1− r, p ≥ 1,
and x+ 1 > 0. The zeta function Zαp (s;x) is defined by
Zαp (s;x) =
1
Γ(s)
∫ ∞
0
e−xt
et − 1 Liα
(
1− e−t
p
)
ts−1 dt,
where α = (α1, . . . , αr) is a r-tuple positive integers, and Liα(z) is the one-variable
multiple polylogarithms. Since Zα1 (s; 0) = ξ(α; s), we call this function as a general-
ized Arakawa-Kaneko zeta function. In this paper, we investigate the properties and
values of Zαp (s;x) with different values s, x, and p. We then give some applications
on them.
Key Words: Arakawa-Kaneko zeta functions, multiple zeta values, generalized harmonic func-
tions, modified Bell polynomials.
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1 Introduction
Let p, x be real numbers, and s be a complex number, with ℜ(s) > 1 − r, p ≥ 1, and
x+ 1 > 0. The zeta function Zαp (s; x) is defined by
Zαp (s; x) =
1
Γ(s)
∫ ∞
0
e−xt
et − 1 Liα
(
1− e−t
p
)
ts−1 dt,
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where α = (α1, . . . , αr) is a r-tuple positive integers, and
Liα(z) =
∑
1≤n1<n2<···<nr
znr
nα11 n
α2
2 · · ·nαrr
is the one-variable multiple polylogarithms.
Let the generalized harmonic function H
(s)
n (z) be defined as
H(s)n (z) =
n∑
j=1
1
(j + z)s
,
where n ∈ N; s ∈ C; z ∈ C\Z−, Z− = {−1,−2,−3, . . .}. In particular, H(s)n (0) = H(s)n =∑n
k=1
1
ks
is the generalized harmonic number, and H
(s)
n (−1/2) =∑nk=1 2s(2k−1)s = 2sO(s)n .
The function Zαp (s; x) can be regarded as a kind of generalization of Arakawa-Kaneko
zeta function. For example, Zα1 (s; 0) is ξ(α; s). And if we set α = a be a positive
integer, thenZa1 (s; 0) = ξa(s), where ξa(s) is the original Arakawa-Kaneko zeta function
[1]. Moreover,
Za1 (s;−1/2) = 2sαa(s), and Za2 (s;−1/2) = 2sβa(s),
where αa(s) and βa(s) are appeared in [6] which are defined by Coppo and Candelpergher.
The special values αa(s) and βa(s) can be expressed by means of certain inverse binomial
series sutdied by Kalmykov and Davydychev in relation to the Feynman diagrams [6, 7].
There are a lot related works and generalizations in [1, 3, 5, 6, 10, 11, 12].
In this paper, we evaluate Zαp (s; x) at s = m+ 1,
Zαp (m+ 1; x) =
∑
1≤n1<n2<···<nr
B (nr, 1 + x)
Pm
(
H
(1)
nr (x) , . . . , H
(m)
nr (x)
)
pnrnα11 n
α2
2 · · ·nαrr
, (1)
wherem ∈ N0, N0 = {0, 1, 2, . . .}, B(x, y) is the Euler beta function, and Pm(x1, x2, . . . , xm)
is the modified Bell polynomial defined by [3, 5, 6]
exp
(
∞∑
k=1
xk
k
zk
)
=
∞∑
m=0
Pm(x1, x2, . . . , xm)z
m.
For positive integers α1, α2, . . . , αq, a multiple zeta value or q-fold Euler sums of depth
q and weight ̟ = α1 + α2 + · · ·+ αq + 1 is defined as
ζ(α1, α2, . . . , αq−1, αq + 1) =
∑
1≤n1<n2<···<nq
n−α11 n
−α2
2 · · ·n−αq−1q−1 n−αq−1q .
2
For our convenience, we let {a}k be k repetitions of a, for example ζ(1, {2}2, 4) =
ζ(1, 2, 2, 4). Let (a1, b1), (a2, b2), . . ., (am, bm) be m pairs of nonnegative integers. If
we write
(α1, α2, . . . , αq + 1) = ({1}a1, b1 + 2, {1}a2, b2 + 2, . . . , {1}am , bm + 2)
and set
({1}bm, am + 2, {1}bm−1, am−1 + 2, . . . , {1}b1, a1 + 2) = (β1, β2, . . . , βr + 1),
then the duality theorem of multiple zeta values [13] is stated as
ζ(α1, α2, . . . , αq + 1) = ζ(β1, β2, . . . , βr + 1).
Here we say that ζ(β1, β2, . . . , βr + 1) is the dual of ζ(α1, α2, . . . , αq + 1).
This duality theorem can be used to get the special values of Zβ1 (m + 1; x). That is
to say, if p = 1, then the value Zβ1 (m+ 1; x) have another expression:
Zβ1 (m+ 1; x) =
∑
|d|=m
Mq(α,d)ζ(α1 + d1, . . . , αq−1 + dq−1, αq + dq + dq+1 + 1; x), (2)
where d = (d1, d2, . . . , dq+1) is a (q + 1)-tuple nonegative integers,
Mq(α,d) =
q∏
j=1
(
αj + dj − 1
dj
)
,
and ζ(α1, α2, . . . , αq + 1; x) is defined by∑
1≤n1<n2<···<nq
(n1 + x)
−α1(n2 + x)
−α2 · · · (nq + x)−αq−1.
Combining Eq. (1) and Eq. (2) we have
∑
1≤n1<n2<···<nr
B (nr, 1 + x)
Pm
(
H
(1)
nr (x) , . . . , H
(m)
nr (x)
)
nα11 n
α2
2 · · ·nαrr
(3)
=
∑
|d|=m
Mq(α,d)ζ(α1 + d1, . . . , αq−1 + dq−1, αq + dq + dq+1 + 1; x).
When x = 0, this equation appears in [3, Theorem A] and [6, Eq. (21)]. Recently the
function
t(α1, . . . , αq−1, αq + 1)
=
∑
1≤n1<n2<···<nq
(2n1 − 1)−α1(2n2 − 1)−α2 · · · (2nq−1 − 1)−αq−1(2nq − 1)−αq−1
3
is investigated by many authors [4, 9, 14, 15]. It is known that
t(α1, . . . , αq−1, αq + 1) = 2
−|α|−1ζ(α1, . . . , αq−1, αq + 1;−1/2).
Thus we set x = −1/2 in Eq. (3), then we get a sum formula among t functions and
multiple inverse binomial sums.
∑
1≤k1<k2<···<kr
22krPm(O
(1)
kr
, . . . , O
(m)
kr
)(
2kr
kr
)
kβ11 k
β2
2 · · · kβr+1r
= 2|α|+1
∑
|d|=m
Mq−1(α,d)
(
αq + dq
dq
)
t(α1 + d1, . . . , αq−1 + dq−1, αq + dq + 1).
On the other hand, for p ≥ 2, we have
Z1p (s; x) =
∞∑
n=1
(−1)n+1H(s)n (x)
n(p− 1)n . (4)
Note that Z1p (s; x) = Zαp (s; x), where r = 1 and α = α = 1. Combining Eq. (1) and
Eq. (4) together, we have some interesting identities, for example
∞∑
n=1
(−1)n+1On
n(p− 1)n = arcsin(1/
√
p)2.
Our paper is organized as follows. In Section 2, we present some preliminaries. In Sec-
tion 3, we prove that Zαp (s; x) can be analytically continued to an entire function, and
interpolates some kind of generalized Bernoulli polynomials at non-positive integer argu-
ments. In Section 4, we evaluate the values Zαp (s; x) at positive integers s = m+1, where
m ∈ N0. We give some applications on multiple inverse binomial sums in Section 5. In
the final section, we use the Euler series transformation to give the evaluation of Z1p (s; x)
for p ≥ 2.
2 Preliminaries
Lemma 1. Let n ∈ N and x ∈ R, z ∈ C with |z| < 1 + x. Then
B (n, 1 + x− z)
B (n, 1 + x)
=
∞∑
m=0
zmPm
(
H(1)n (x) , H
(2)
n (x) , . . . , H
(m)
n (x)
)
, (5)
where B(x, y) is the Euler beta function and Pm(x1, x2, . . . , xm) is the modified Bell poly-
nomial which is defined by
exp
(
∞∑
k=1
xk
k
zk
)
=
∞∑
m=0
Pm(x1, x2, . . . , xm)z
m.
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Proof. Since B(x, y) = Γ(x)Γ(y)
Γ(x+y)
, we expand the Euler beta functions into the following
form
B (n, 1 + x− z)
B (n, 1 + x)
=
n∏
j=1
(
1− z
j + x
)−1
= exp
[
−
n∑
j=1
log
(
1− z
j + x
)]
.
For |z| < 1 + x we have
B (n, 1 + x− z)
B (n, 1 + x)
= exp
[
n∑
j=1
∞∑
k=1
1
k
(
z
j + x
)k]
= exp
[
∞∑
k=1
zk
k
n∑
j=1
1
(j + x)k
]
= exp
[
∞∑
k=1
zk
k
H(k)n (x)
]
.
From the definition of Pm we know that
B (n, 1 + x− z)
B (n, 1 + x)
=
∞∑
m=0
zmPm
(
H(1)n (x) , H
(2)
n (x) , . . . , H
(m)
n (x)
)
.
Proposition 1. For n ∈ N, m ∈ N0, x ∈ R with 0 < 1 + x, we have
Pm
(
H(1)n (x) , . . . , H
(m)
n (x)
)
=
1
B (n, 1 + x)
∫ ∞
0
e−(1+x)y(1− e−y)n−1y
m
m!
dy. (6)
Proof. For ℜ(1 + x− z) > 0, we have the definition of B(n, 1 + x− z) as
B (n, 1 + x− z) =
∫ 1
0
tn−1(1− t)x−z dt.
Changing the variable t = 1− e−y, we obtain
B (n, 1 + x− z) =
∫ ∞
0
e−y(1+x)(1− e−y)n−1eyz dy
=
∞∑
m=0
zm
∫ ∞
0
e−(1+x)y(1− e−y)n−1y
m
m!
dy.
Using the Fubini’s theorem we can change the order of the integral and the summation in
the last equation. On the other hand, Eq.(5) gives another expression of B(n, 1 + x− z).
Comparing the coefficient of zm, we conclude the result.
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For positive integers α1, α2, . . . , αq, a multiple zeta value or q-fold Euler sums of depth
q and weight ̟ = α1 + α2 + · · ·+ αq + 1 is defined as
ζ(α1, α2, . . . , αq−1, αq + 1) =
∑
1≤n1<n2<···<nq
n−α11 n
−α2
2 · · ·n−αq−1q−1 n−αq−1q .
Due to Kontsevich, we can express a multiple zeta value ζ(α1, α2, . . . , αq + 1) of depth q
and weight ̟ = q + r as an iterated integral (or Drinfeld integrals)∫
E̟
Ω1Ω2 · · ·Ω̟
with
Ωj =
{
dtj
1−tj
, if j = 1, α1 + 1, α1 + α2 + 1, . . . , α1 + α2 + . . .+ αq−1 + 1;
dtj
tj
, otherwise,
over the simplex defined by
E̟ : 0 < t1 < t2 < · · · < t̟ < 1.
Then its dual has the iterated integral representation obtained by the change of variables:
u1 = 1− t̟, u2 = 1− t̟−1, . . . , u̟ = 1− t1. (7)
This leads to the identity ∫
E̟
Ω1Ω2 · · ·Ω̟ =
∫ 1
0
ω1ω2 · · ·ω̟,
where for 1 ≤ k ≤ ̟,
ωk =
{
duk
uk
, if Ω̟+1−k =
dt̟+1−k
1−t̟+1−k
,
duk
1−uk
, if Ω̟+1−k =
dt̟+1−k
t̟+1−k
.
In particular, we have ω1 = du1/(1−u1) and ω̟ = du̟/u̟. If we use ζ(β1, β2, . . . , βr+1)
to represent the resulting integral. Then
ζ(α1, α2, . . . , αq + 1) = ζ(β1, β2, . . . , βr + 1),
this is the duality theorem from another viewpoint [3].
Throught out this paper we always use the following statements: Let q, r be a pair of
positive integers, and ζ(α1, α2, . . . , αq +1) be a multiple zeta value of depth q and weight
̟ = q + r with its dual ζ(β1, β2, . . . , βr + 1) of depth r.
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Let us consider a special multiple Hurwitz zeta function defined by
ζ(α1, α2, . . . , αq + 1; x) =
∑
1≤n1<n2<···<nq
(n1 + x)
−α1(n2 + x)
−α2 · · · (nq + x)−αq−1.
Its iterated integral representation is∫
E̟
tx1Ω1Ω2 · · ·Ω̟.
Using the same change of variables as Eq.(7) and the evaluation of the beta function, we
can perform it as following summation.∫
E̟
tx1Ω1Ω2 · · ·Ω̟ =
∑
1≤k1<k2<···<kr
B(x+ 1, kr)
kβ11 k
β2
2 · · · kβrr
under the condition x > −1 (ref. [3, Proposition 1]). Substituting x to x−z and applying
Lemma 1, we have
∫
E̟
tx−z1 Ω1Ω2 · · ·Ω̟ =
∑
1≤k1<k2<···<kr
B (1 + x, kr)
∞∑
m=0
zmPm
(
H
(1)
kr
(x) , . . . , H
(m)
kr
(x)
)
kβ11 k
β2
2 · · ·kβrr
.
(8)
That is to say we can express ζ(α1, . . . , αq+1; x−z) as a power series of z which coefficients
are some multiple Euler sums.
Proposition 2. Let q, r be a pair of positive integers, and ζ(α1, α2, . . . , αq + 1) be a
multiple zeta value of depth q and weight ̟ = q + r with its dual ζ(β1, β2, . . . , βr + 1) of
depth r. For |z| < x+ 1,
ζ(α1, . . . , αq + 1; x− z) =
∞∑
m=0
zm
( ∑
1≤k1<···<kr
B(1 + x, kr)
kβ11 · · · kβrr
Pm(H
(1)
kr
(x), . . . , H
(m)
kr
(x))
)
.
3 Zeta functions Zvp (s; x)
Definition 1. Let v = (v1, v2, . . . , vk) be a k-tuple positive integers, p, x be real numbers,
and s be a complex number, with ℜ(s) > 1 − k, p ≥ 1, and x + 1 > 0. Then we define
the zeta function Zvp (s; x) as
Zvp (s; x) =
1
Γ(s)
∫ ∞
0
e−xt
et − 1 Liv
(
1− e−t
p
)
ts−1 dt,
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where
Liv(z) =
∑
1≤n1<n2<···<nk
znk
nv11 n
v2
2 · · ·nvkk
is the one-variable multiple polylogarithms. We also define the polynomials Bvp,m(x) as
ext
et − 1Liv
(
1− e−t
p
)
=
∞∑
m=0
Bvp,m(x)
tm
m!
. (9)
The function Zv1 (s; 0) is ξ(v; s) which is defined in [1]. Let v = v be a positive integer.
Then
Zv1
(
s;−1
2
)
= 2sαv(s), and Zv2
(
s;−1
2
)
= 2sβv(s),
where αv(s) and βv(s) are appeared in [6] which are defined by Coppo and Candelpergher.
Clearly Zv1 (s; 0) = ξv(s), where ξv(s) is the Arakawa-Kaneko zeta function [1]. Moreover
Bv1,m(x) is the multi-poly-Bernoulli polynomial C
v
m(x) which is defined by Imatomi [10].
We now show that the function Zvp (s; x) can be analytically continued to an entire
function, and interpolates Bvp,m(x) at non-positive integer arguments.
It is known that Liv(z) is holomorphic for z ∈ C\[1,∞). Since p ≥ 1, and (1−e−t)/p ∈
[1,∞) is equivalent to ℑ(t) = (2j + 1)π for some j ∈ Z. Therefore we have
Lemma 2. The function Liv
(
1−e−t
p
)
is holomorphic for t ∈ C with |ℑ(t)| < π.
From [11, Lemma 2.2 (ii)], we have Liv(1 − et) = O(tk) as t→ 0+ and Liv(1 − et) =
O(tv1+···+vk) as t→∞. For t ∈ R+, we have∣∣∣∣Liv
(
1− e−t
p
)∣∣∣∣ ≤ ∑
1≤n1<···<nk
∣∣∣∣ (1− e−t)nknv11 · · ·nvkk pnk
∣∣∣∣
≤
∑
1≤n1<···<nk
∣∣∣∣e−nkt(et − 1)nknv11 · · ·nvkk pnk
∣∣∣∣ ≤ ∑
1≤n1<···<nk
∣∣∣∣ (et − 1)nknv11 · · ·nvkk
∣∣∣∣ .
Hence Liv
(
1−e−t
p
)
has the same estimates as Liv(1 − et). Thus we conclude that the
following results.
Lemma 3. Let v = (v1, v2, . . . , vk) be a k-tuple positive integers and p ≥ 1. For t ∈ R+,
we have the estimates Liv
(
1−e−t
p
)
= O(tk) as t→ 0+ and Liv
(
1−e−t
p
)
= O(tv1+···+vk) as
t→∞.
Base on a similar method in [11, Theorem 2.3]. We give the proof of the function
Zvp (s; x) can be analytically continued to whole s-plane.
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Proposition 3. The function Zvp (s; x) can be analytically continued to whole s-plane as
an entire function. And the values of Zvp (s; x) at non-positive integers are given by
Zvp (−m; x) = (−1)mBvp,m(−x).
Proof. Let C be the standard contour, namely the path consisting of the positive real axis
from the infinity to (sufficiently small) ε (‘top side’), a counter clockwise circle Cε around
the origin of radius ε, and the positive real axis from ε to the infinity (‘bottom side’). Let
Hvp (s; x) =
∫
C
e−xt
et − 1 Liv
(
1− e−t
p
)
ts−1 dt
= (e2πis − 1)
∫ ∞
ε
e−xt
et − 1 Liv
(
1− e−t
p
)
ts−1 dt
+
∫
Cε
e−xt
et − 1 Liv
(
1− e−t
p
)
ts−1 dt.
It follows from the above lemma that Hvp (s; x) is entire, because the integrand has no
singularity on C and the contour integral is absolutely convergent for all s ∈ C. Suppose
ℜ(s) > 1− k. The last integral tends to 0 as ε→ 0. Hence
Zvp (s; x) =
1
(e2πis − 1)Γ(s)H
v
p (s; x),
which can be analytically continued to C, and is entire. In fact, Zvp (s; x) is holomorphic
for ℜ(s) > 0, hence no singularity at any positive integer. Let s = −m ≤ 0 and by Eq. (9),
we have
Zv1 (−m; x) =
(−1)mm!
2πi
Hvp (−m; x)
=
(−1)mm!
2πi
∫
Cε
t−m−1
∞∑
n=0
Bvp,n(−x)
tn
n!
dt = (−1)mBvp,m(−x).
This completes our proof.
4 Values at positive integers s in Zvp (s; x)
Theorem 1. Let v = (v1, v2, . . . , vk) be a k-tuple positive integers, m ∈ N0, p, x be real
numbers with p ≥ 1, x+ 1 > 0. Then
Zvp (m+ 1; x) =
∑
1≤n1<n2<···<nk
B (nk, 1 + x)
Pm
(
H
(1)
nk (x) , . . . , H
(m)
nk (x)
)
pnknv11 n
v2
2 · · ·nvkk
.
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Proof. Let s = m + 1 in the definition of Zvp (s; x), and change the order of the integral
and the summation, we have
Zvp (m+ 1; x) =
∑
1≤n1<n2<···<nk
1
pnknv11 n
v2
2 · · ·nvkk
∫ ∞
0
e−(1+x)t(1− e−t)nk−1 t
m
m!
dt.
Applying Eq.(6), we conclude the result.
The following theorem we express Zv1 (m+ 1; x) as a linear combination of ζ(α1, . . . , αq, αq+
1; x).
Theorem 2. Let q, r be a pair of positive integers, and ζ(α1, α2, . . . , αq+1) be a multiple
zeta value of depth q and weight ̟ = q + r with its dual ζ(β1, β2, . . . , βr + 1) of depth r.
Then for m ∈ N0, x+ 1 > 0, and β = (β1, β2, . . . , βr), we have
Zβ1 (m+ 1; x) =
∑
|d|=m
Mq(α,d)ζ(α1 + d1, . . . , αq−1 + dq−1, αq + dq + dq+1 + 1; x),
where d = (d1, d2, . . . , dq+1) is a (q + 1)-tuple nonegative integers.
Proof. Multiply the factor 1/m! and differentiate both sides with respect to z for m times
to Eq.(8), we obtain the following identity.
1
m!
∫
E̟
tx−z1
(
log
1
t1
)m
Ω1Ω2 · · ·Ω̟
=
∑
1≤k1<k2<···<kr
B (1 + x, kr)
∞∑
p=0
(
p+m
p
)
zpPp+m
(
H
(1)
kr
(x) , . . . , H
(p+m)
kr
(x)
)
kβ11 k
β2
2 · · · kβrr
.
We use another integral representation of ζ(α1, . . . , αq−1, αq + 1) (ref. [8, page 120–
122]): ∫
Eq+1
{
q∏
j=1
1
(αj − 1)!
(
log
tj+1
tj
)αj−1 dtj
1− tj
}
dtq+1
tq+1
,
therefore the left-hand side of the above identity becomes
1
m!
∫
Eq+1
tx−z1
(
log
1
t1
)m ∫
Eq+1
{
q∏
j=1
1
(αj − 1)!
(
log
tj+1
tj
)αj−1 dtj
1− tj
}
dtq+1
tq+1
.
Replace the factor (
log
1
t1
)m
=
(
log
t2
t1
+ log
t3
t2
+ · · ·+ log 1
tq+1
)m
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and then substitute by its multinomial expansion, so that the integral becomes
∑
|d|=m
∫
Eq+1
tx−z1
{
q∏
j=1
1
(αj − 1)!dj !
(
log
tj+1
tj
)αj+dj−1 dtj
1− tj
}
1
dq+1!
(
log
1
tq+1
)dq+1 dtq+1
tq+1
.
In terms of the summation form, it is
∑
|d|=m
q∏
j=1
(
αj + dj − 1
dj
)
ζ(α1 + d1, . . . , αq−1 + dq−1, αq + dq + dq+1 + 1; x− z).
Now we combine these results together, we obtain∑
|d|=m
Mq(α,d)ζ(α1 + d1, . . . , αq−1 + dq−1, αq + dq + dq+1 + 1; x− z)
=
∑
1≤k1<k2<···<kr
B (1 + x, kr)
∞∑
p=0
(
p+m
p
)
zpPp+m
(
H
(1)
kr
(x) , . . . , H
(p+m)
kr
(x)
)
kβ11 k
β2
2 · · · kβrr
.
Setting z = 0 in the above identity, the right-hand side of identity will become
∑
1≤k1<k2<···<kr
B (kr, 1 + x)
Pm
(
H
(1)
kr
(x) , . . . , H
(m)
kr
(x)
)
kβ11 k
β2
2 · · · kβrr
.
This is exactly Zβ1 (m+ 1; x), hence we get our conclusion.
The formula of Zβ1 (m+ 1; x) can be simplified to another form.
Corollary 1. Let q, r be a pair of positive integers, and ζ(α1, α2, . . . , αq+1) be a multiple
zeta value of depth q and weight ̟ = q + r with its dual ζ(β1, β2, . . . , βr + 1) of depth r.
Then for m ∈ N0, x+ 1 > 0, and β = (β1, β2, . . . , βr), we have
Zβ1 (m+ 1; x) =
∑
|d|=m
Mq−1(α,d)
(
αq + dq
dq
)
ζ(α1 + d1, . . . , αq−1 + dq−1, αq + dq + 1; x),
where d = (d1, d2, . . . , dq) is a q-tuple nonegative integers.
Proof. Changing the variables in the summation (d1, d2, . . . , dq, dq+1) to (a1, a2, . . . , aq, aq+1).
with ai = di for i = 1, 2, . . . , q − 1, aq = dq + dq+1, aq+1 = dq, and then using the identity
aq∑
aq+1=0
(
αq + aq+1 − 1
aq+1
)
=
(
αq + aq
aq
)
,
the final formula will be gotten.
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Let p = 1 in Theorem 1. Then we combine the result in Corollary 1, we have the
following identity.
Theorem 3. Let q, r be a pair of positive integers, and ζ(α1, α2, . . . , αq+1) be a multiple
zeta value of depth q and weight ̟ = q + r with its dual ζ(β1, β2, . . . , βr + 1) of depth r.
Then for m ∈ N0, x+ 1 > 0, and β = (β1, β2, . . . , βr), we have
∑
1≤n1<n2<···<nr
B (nr, 1 + x)
Pm
(
H
(1)
nr (x) , . . . , H
(m)
nr (x)
)
nβ11 n
β2
2 · · ·nβrr
=
∑
|d|=m
Mq−1(α,d)
(
αq + dq
dq
)
ζ(α1 + d1, . . . , αq−1 + dq−1, αq + dq + 1; x),
where d = (d1, d2, . . . , dq) is a q-tuple nonegative integers.
5 Multiple inverse binomial sums
Note that we always use the following statements throught out this paper : Let q, r be a
pair of positive integers, and ζ(α1, α2, . . . , αq +1) be a multiple zeta value of depth q and
weight ̟ = q + r with its dual ζ(β1, β2, . . . , βr + 1) of depth r.
First we let x = 0 in Theorem 3, we get a formula concerning Euler sums.
∑
1≤k1<k2<···<kr
Pm(H
(1)
kr
, . . . , H
(m)
kr
)
kβ11 k
β2
2 · · · kβr−1r−1 kβr+1r
=
∑
|d|=m
Mq−1(α,d)
(
αq + dq
dq
)
ζ(α1 + d1, . . . , αq−1 + dq−1, αq + dq + 1).
This identity first appears in [3, Theorem A]. Let r = 1 in the above identity, we get an
identity with the Arakawa-Kaneko zeta values [5, Eq. (4)]: for m ≥ 0,
ξq(m+ 1) =
∞∑
n=1
Pm(H
(1)
n , . . . , H
(m)
n )
nq+1
.
We let x = −1/2 and s = m+ 1 with m ∈ N0. We could see that
H(s)n
(
−1
2
)
=
n∑
k=1
1
(k − 1
2
)s
=
n∑
k=1
2s
(2k − 1)s = 2
sO(s)n .
And for any number a,
Pm(ax1, a
2x2, . . . , a
mxm) = a
mPm(x1, x2, . . . , xm).
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Therefore if we apply these values in Theorem 1, we have
Zvp (m+ 1;−1/2) =
∑
1≤n1<n2<···<nk
2m+2nkPm(O
(1)
nk , . . . , O
(m)
nk )(
2nk
nk
)
pnknv11 n
v2
2 · · ·nvk+1k
,
where v = (v1, v2, . . . , vk) ∈ Nk and β = (β1, β2, . . . , βr) ∈ Nr. Since Zv1 (m + 1;−1/2) =
2m+1αv(m + 1) and Zv2 (m+ 1;−1/2) = 2m+1βv(m+ 1), we can get Eq.(6) and Eq.(7) in
[6]:
2m+1αv(m+ 1) = Zv1 (m+ 1;−1/2) =
∞∑
n=1
2m+2n(
2n
n
)
nv+1
Pm(O
(1)
n , . . . , O
(m)
n ),
2m+1βv(m+ 1) = Zv2 (m+ 1;−1/2) =
∞∑
n=1
2m+n(
2n
n
)
nv+1
Pm(O
(1)
n , . . . , O
(m)
n ).
Applying Theorem 3 with x = −1/2, then we will get a general formula involving O(s)n .
∑
1≤k1<k2<···<kr
2m+2krPm(O
(1)
kr
, . . . , O
(m)
kr
)(
2kr
kr
)
kβ11 k
β2
2 · · ·kβr+1r
=
∑
|d|=m
Mq−1(α,d)
(
αq + dq
dq
)
ζ(α1 + d1, . . . , αq−1 + dq−1, αq + dq + 1;−1/2). (10)
In view of
t(α1, . . . , αq−1, αq + 1) = 2
−|α|−1ζ(α1, . . . , αq−1, αq + 1;−1/2),
we rewrite Eq. (10) as
∑
1≤k1<k2<···<kr
22krPm(O
(1)
kr
, . . . , O
(m)
kr
)(
2kr
kr
)
kβ11 k
β2
2 · · · kβr+1r
= 2|α|+1
∑
|d|=m
Mq−1(α,d)
(
αq + dq
dq
)
t(α1 + d1, . . . , αq−1 + dq−1, αq + dq + 1). (11)
We only write two special cases for this identity as its applications. Firstly, we consider
q = 1. Thus α = r and β1 = β2 = · · · = βr = 1. The right-hand side of Eq. (10) becomes(
r +m
m
)
ζ(r +m+ 1;−1/2) =
(
r +m
m
) ∞∑
n=1
1
(n− 1
2
)r+m+1
=
(
r +m
m
)
(2r+m+1 − 1)ζ(r +m+ 1).
Therefore we have the following identity.
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Corollary 2. For m ∈ N0, r ∈ N, we have
ζ(r +m+ 1) =
1(
r+m
m
)
(2r+m+1 − 1)
∑
1≤k1<k2<···<kr
2m+2krPm(O
(1)
kr
, . . . , O
(m)
kr
)(
2kr
kr
)
k1 · · · kr−1k2r
. (12)
Let r = 1 in this identity, it will give [6, Eq. (8)]. That is to say, let r = m = 1 in the
above identity, we will regain the formula for Ape´ry’s constant (ref [6, Eq.(9)]):
∞∑
n=1
22n(
2n
n
)On
n2
= 7ζ(3).
Moreover, if we set r = 2 in Eq. (12), then equation becomes
ζ(m+ 3) =
1(
m+2
m
)
(2m+3 − 1)
∑
1≤k1<k2
2m+2k2Pm(O
(1)
k2
, . . . , O
(m)
k2
)(
2k2
k2
)
k1k22
=
2m+1
(m+ 1)(m+ 2)(2m+3 − 1)
∞∑
k2=2
k2−1∑
k1=1
22k2Pm(O
(1)
k2
, . . . , O
(m)
k2
)(
2k2
k2
)
k1k22
=
2m+1
(m+ 1)(m+ 2)(2m+3 − 1)
∞∑
n=1
22nHn−1Pm(O
(1)
n , . . . , O
(m)
n )
n2
(
2n
n
) .
We conclude as the following corollary.
Corollary 3. For m ∈ N0, we have
ζ(m+ 3) =
2m+1
(m+ 1)(m+ 2)(2m+3 − 1)
∞∑
n=1
22nHn−1Pm(O
(1)
n , . . . , O
(m)
n )
n2
(
2n
n
) .
We list some values of this formula:
1. Let m = 0, then
7ζ(3) =
∞∑
n=1
22n(
2n
n
)Hn−1
n2
.
This formula is different from the formula for Ape´ry’s constant. But it can be found
in [7, Eq.(2.36)] with u = 4 and θ = π.
2. Let m = 1, then
45 ζ(4) =
∞∑
n=1
22n+1(
2n
n
) Hn−1On
n2
.
Since On = H2n−1−Hn−1/2, we can solve this formula from [7, Eq.(2.38),Eq.(2.39)]
with u = 4 and θ = π.
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3. Let m = 2, then we have
93 ζ(5) =
∞∑
n=1
22n(
2n
n
)Hn−1(O2n +O(2)n )
n2
.
Secondly, we set r = 1. Thus β = q and α1 = α2 = · · · = αq = 1. Therefore Eq. (11)
becomes the following style.
Corollary 4. For m ∈ N0 and q ∈ N, we have
∞∑
n=1
22nPm(O
(1)
n , . . . , O
(m)
n )(
2n
n
)
(2n)q+1
=
∑
|d|=m
(dq + 1) t(d1 + 1, . . . , dq−1 + 1, dq + 2).
We list some values of this formula:
1. Let m = 0, then
t({1}q−1, 2) =
∞∑
n=1
22n(
2n
n
)
(2n)q+1
.
2. Let m = 1, then we have
2 t({1}q−1, 3) +
∑
a+b=q−2
t({1}a, 2, {1}b, 2) =
∞∑
n=1
22nOn(
2n
n
)
(2n)q+1
.
6 Integral Transform
The Laplace transformation L(f) of f is defined by
L(f)(u) =
∫ ∞
0
e−utf(t) dt,
if the integral is convergent. Define the operators D and S as the following integral
transforms:
D(f)(u) =
∫ ∞
0
(1− e−t)u
et − 1 f(t) dt,
S(f)(u) =
∫ ∞
0
1− e−ut
et − 1 f(t) dt.
These two operators D and S were introduced in [2, 5]. We list a basic property of them
which is usually called “the Euler series transformation”.
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Lemma 4. [5, Equation 4] For any complex numbers z such that |z| < 1/2, we have
∞∑
k=1
D(f)(k)
zk
k
= −
∞∑
k=1
1
k
S(f)(k)
(
z
z − 1
)k
.
It is interesting that these operators are connected with the evaluation of Zαp (s; x).
Proposition 4. Let
λs,t(x) =
e−xtts−1
Γ(s)
.
Then
Zαp (s; x) =
∑
1≤n1<···<nr
D(λs,x)(nr)
nα11 · · ·nαrr pnr
. (13)
Proof.
Zαp (s; x) =
1
Γ(s)
∫ ∞
0
e−xt
et − 1Liα
(
1− e−t
p
)
ts−1 dt
=
1
Γ(s)
∫ ∞
0
e−xt
et − 1
∑
1≤n1<···<nr
(1− e−t)nr
nα11 · · ·nαrr pnr
ts−1 dt
=
∑
1≤n1<···<nr
1
nα11 · · ·nαrr pnr
∫ ∞
0
(1− e−t)nr
et − 1 λs,x(t) dt
=
∑
1≤n1<···<nr
D(λs,x)(nr)
nα11 · · ·nαrr pnr
.
Therefore we are interested in evaluating the values of S(λs,x)(n) and D(λs,x)(n) for
a positive integer n.
The Laplace transformation of λst(x) is
L(λs,t)(y) = 1
Γ(s)
∫ ∞
0
e−(x+y)tts−1 dt =
1
(x+ y)s
.
Applying the operator S and D to λs,t we have
S(λs,t)(n) =
1
Γ(s)
∫ ∞
0
1− e−nt
1− e−t e
−(1+x)tts−1 dt
=
n−1∑
k=0
1
Γ(s)
∫ ∞
0
e−(k+1+x)tts−1 dt
=
n−1∑
k=0
1
(k + 1 + x)s
= H(s)n (x).
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And
D(λs,x)(n) =
1
Γ(s)
∫ ∞
0
(1− e−t)n−1e−(1+x)tts−1 dt
=
n−1∑
k=0
(−1)k
(
n− 1
k
)
1
Γ(s)
∫ ∞
0
e−(k+1+x)tts−1 dt
=
n−1∑
k=0
(−1)k
(
n− 1
k
)
(k + 1 + x)−s.
We conclude the above results as follows.
Proposition 5.
L(λs,x)(y) = (x+ y)−s,
S(λs,x)(n) = H
(s)
n (x),
D(λs,x)(n) =
n−1∑
k=0
(−1)k
(
n− 1
k
)
(x+ k + 1)−s.
In particular, if we set s = m+ 1, for m is a nonnegative integer, we have
D(λm+1,x)(n) =
∫ ∞
0
(1− e−t)n
et − 1
e−xttm
m!
dt
=
∫ ∞
0
e−(x+1)t(1− e−t)n−1 t
m
m!
dt
In view of Eq. (6), we found
Proposition 6. D(λm+1,x)(n) = B(n, 1 + x)Pm(H
(1)
n (x), . . . , H
(m)
n (x).
Applying this result in Eq. (13) we get the equation in Theorem 1 again. In the
following we give some applications for the special values r = 1 and α = α = 1 to
Zαp (s; x). That is to say, we consider the different representations of Z1p (s; x).
Proposition 7. Let p ≥ 2, we have
∞∑
n=1
D(λs,x)(n)
npn
= Z1p (s; x) =
∞∑
n=1
(−1)n+1H(s)n (x)
n(p− 1)n . (14)
In particular, if s = m+ 1, then
∞∑
n=1
B(n, 1 + x)
npn
Pm(H
(1)
n (x), . . . , H
(m)
n (x)) =
∞∑
n=1
(−1)n+1H(m+1)n (x)
n(p− 1)n . (15)
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Proof. Using Lemma 4 with z = 1/p we get Eq. (14) for p > 2. Since
∞∑
n=1
D(λs,x)(n)
n2n
= Z12 (s; x)
is convergent, then by the classical Abel lemma,
∞∑
n=1
D(λs,x)(n)
n2n
=
∞∑
n=1
(−1)n+1H(s)n (x)
n
.
Therefore Eq. (14) is true for p = 2.
Let x = 0 in Eq. (15), we have the following identity
∞∑
n=1
Pm(H
(1)
n , . . . , H
(m)
n )
n2pn
=
∞∑
n=1
(−1)n+1H(m+1)n
n(p− 1)n .
[6, Eq. (16)] is the special case with p = 2 in the above identity. In the following we list
some identities with x = −1/2.
∞∑
n=1
22n−1
n2pn
(
2n
n
)Pm(O(1)n , . . . , O(m)n ) = ∞∑
n=1
(−1)n+1O(m+1)n
n(p− 1)n . (16)
Let θ = 2 arcsin(1/
√
p). Then set m = 0 in the above identitiy, we have
2
∞∑
n=1
(−1)n+1On
n(p− 1)n =
∞∑
n=1
4n
n2pn
(
2n
n
) = θ2
2
.
The right-most equation is derived by [7, Eq. (C.2)] with u = 4/p. In the following we list
some identities with special values of p:
p = 4 ⇒
∞∑
n=1
(−1)n+1On
n3n
=
π2
36
,
p = 2 ⇒
∞∑
n=1
(−1)n+1On
n
=
π2
16
,
p = 8 + 4
√
3 ⇒
∞∑
n=1
(−1)n+1On
n(7 + 4
√
3)n
=
π2
144
,
p = 6 + 2
√
5 ⇒
∞∑
n=1
(−1)n+1On
n(5 + 2
√
5)n
=
π2
100
,
p =
2(5 +
√
5)
5
⇒
∞∑
n=1
(−1)n+15nOn
n(5 + 2
√
5)n
=
π2
25
.
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Let m = 1 in Eq. (16), we have
2
∞∑
n=1
(−1)n+1O(2)n
n(p− 1)n =
∞∑
n=1
4nOn
n2pn
(
2n
n
)
= −2Cl3(θ) + 2Cl3(π − θ)− θCl2(π − θ)− θCl2(θ) + 7
2
ζ(3),
where Cln(θ) is the Clausen’s function and the last equation is derived by [7, Eq. (2.36),
(2.37)] with u = 4/p.
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