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Abstract This paper proposes an effective algorithm based on the Level Set Method (LSM) to solve the
problem of topology optimization. The Hamilton–Jacobi Partial Differential Equation (H-J PDE), level set
equation, is modified to increase the performance. We combine the topological derivative with nonlinear
LSM to create a remedy against premature convergence and strong dependency of the optimal topology on
the initial design. Themagnitude of the gradient in the LS equationwas replaced by several Delta functions
and the results were explored. Instead of the explicit scheme, which is commonly used in conventional
LSM, a semi-implicit additive operator splitting scheme was carried out in our study to solve the LS
equation. A truncation strategy was implemented to limit maximum and minimum values in the design
domain. Finally, several numerical examples were provided to confirm the validity of the method and
show its accuracy, as well as convergence speed.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Structural topology optimization has made remarkable
progress over the past three decades. It has found its way into
industry and is used in a variety of engineering fields. Consider-
able research and various topology optimizationmethods, such
as homogenization [1–4], Solid Isotropic Material with Penal-
ization (SIMP) [5,6] and Evolutionary Structural Optimization
(ESO) [7] have been proposed.
In recent years, level set methods [8–10] have been
incorporated effectively into the field of structural shape and
topology optimization. The level set method is an implicit
method for moving interior and exterior boundaries, while
these boundaries may join together during the process and
new holes may be formed. One of the first works in
shape optimization using the level set method was proposed
by Sethian and Wiegmann [11]. In their work, equivalent
stress criteria update level set functions instead of solving
equations. Osher and Santosa [12] also apply the level
set method to the topology design problem of a two-
density inhomogeneous drummembrane. Furthermore, Allaire
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optimization by combining the shape derivative [15,16], or
sensitivity analysis, with the level set model. Unfortunately,
structural optimization based on these level set methods has
some deficiencies, including dependency of the final design
on the initial guess, and dependency of solving the H–J
equation on the Courant–Friedrichs–Lewy (CFL) condition and
artificial nucleation scheme. Burger et al. [17] incorporated
the topological derivative [18–20] into level set methods
to measure the sensitivity of creating a small hole in the
interior design domain. Their method reduces the dependency
of the final design on an initial guess. Lu et al. [21]
proposed the Additive Operator Splitting (AOS) method [22–
24] instead of the conventional upwind scheme to solve level
set equations. Their method is free of the CFL condition and
the reinitialization scheme. Although the proposed method
does not need to incorporate artificial nucleation schemes,
sometimes holes are formed in inappropriate places and the
method converges to local optimum. Shojaee and Mohamadian
[25–27] have proposed a binary and piecewise constant level
set method. To increase convergence speed and the efficiency
of the method, they combined the proposed method with a
Merriman–Bence–Osher scheme.
In this paper, we use the topological derivative scheme
to create new holes in appropriate places of the domain,
and prevent the dependency of the final design on the
initial guess. Also, the values of the gradient vector in H–J
equation are replaced with several Delta functions, and the
efficiency of the approach is investigated. In our study, a
evier B.V. Open access under CC BY-NC-ND license.
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splitting method are implemented to solve the level set
equation, which lead to a great time advantage. A truncation
scheme is used to set maximum and minimum values of
the level set function to stabilize and speed up convergence
efficiency.
2. Level set method
The level set method is an implicit method for describing
the evolution of an interface between two domains. It makes
use of a function, φ, referred to as the level set function, which
represents the boundary as the zero level set and nonzero in the
domain [9,10]. According to the value of the level set function:
φ(x(t)) > 0 : ∀x(t) ∈ D \Ω
φ(x(t)) = 0 : ∀x(t) ∈ ∂Ω
φ(x(t)) < 0 : ∀x(t) ∈ Ω \ ∂Ω
(1)
where D ⊂ Rd denotes the design domain, in which all
admissible forms of Ω are a smooth boundary open set place
in (i.e. Ω ⊂ D), and t ∈ R+ is time. ∂Ω is the boundary of the
material domain,Ω .
In the above context, the level set function is used as a
switch to distinguish between the two domains present in the
computing space. The boundary is embedded as the zero level
of the level set function. During the optimization process, the
level set surface may move up and down, and this causes the
embedded boundary to undergo drastic shape or topological
changes.
From beginning to end, the value of the level set function on
the boundary is constantly kept at zero,
φ(x) = 0.0, ∀x ∈ ∂Ω. (2)
If we differentiate the above equation with respect to time, t ,
we will get:
∂φ
∂t
+∇φ · v(x) = 0.0 (3)
where v(x) = dxdt is the velocity vector field, provided based
on sensitivity analysis. Considering n = ∇φ|∇φ| and v · ∇φ =
(vn) |∇φ|, we can write Eq. (3) as:
∂φ
∂t
+ vn |∇φ| = 0.0. (4)
Solving the above equation needs an appropriate choice of
upwind difference schemes, a reinitialization algorithm and
an extension velocity method, which may require excessive
amounts of computational effort, and, thus, limits the utility
of the level set methods [9,10]. For example, while using the
upwind scheme, the time step should satisfy the CFL condition,
which requires the front to cross nomore than one grid cell each
time step.
In the optimization process, the level set surface may
become too steep or too flat, which may cause numerical
instability. So, it is necessary to regularize the level set
surface (reinitialization). In the present study, the semi-implicit
method [21–24] is used to relax the limits on the time step size
and reinitialization.
3. The shape and topology optimization problem
3.1. Statement of optimization problem
The optimization goal of the procedure presented in this
paper is to minimize the compliance (global strain energy)over the structural domain for general loading conditions with
a constraint on total material volume resources. There are
numerous equivalent formulations of theminimumcompliance
problem, which are given in [13].
Let Ω be a bounded open set, then, all admissible shapes
in working domain D will be occupied by a linear isotropic
elastic material with Hooke’s law, A, in the design domain.
The objective function (compliance) denoted by J(Ω) is then
formulated as follows:
J(Ω) =

Ω
f · udv +

ΓN
g · uds =

Ω
Ae(u) · e(u)dv (5)
where ΓN is the Neumann (or force) boundary condition, f
and g are body force and surface load, respectively, and u is
the displacement field based on the following linear elasticity
equations:−div(Ae(u)) = f inΩ
u = 0 on ΓD
(Ae(u))n = g on ΓN
(6)
where ΓD is the Dirichlet (or displacement) boundary condition
and Ae(u) is the stress field. The standard notion for minimum
compliance design problems can be mathematically defined as
follows:
Minimize J(Ω) =

Ω
f · udv +

ΓN
g · uds
=

Ω
Ae(u) · e(u)dv
Subject to :

Ω
dv − Vmax ≤ 0.
(7)
3.2. Shape derivative
In this section, we use a based-gradient method, shape
derivative, to guarantee minimization of Relation (7). In [28],
Murat and Simon introduced a technique for constructing a
shape derivative by the parameterization of domains. We use
their approach as follows:
Ωθ = (ℑ + θ)Ω (8)
where Ω is a smooth open set domain, and ℑ is identity
mapping in ℜN , θ ∈ W 1,∞(ℜN ,ℜN). The shape derivative of
objective function, J(Ω) : ℜN → ℜ, is defined as the Frechet
derivative inW 1,∞(ℜN ,ℜN). For θ being small enough;
J((ℑ + θ)Ω) = J(Ω)+ J ′(Ω)θ + O(θ) (9)
where J ′(Ω) is a continuous linear form on W 1,∞(ℜN ,ℜN)
given as the unique solution to 7. The above equation is called
Frechet derivative-based sensitivity and the sensitivity of the
mean compliance (1) is given, as follows, on the discussion
in [20,29]
J ′(Ω)θ =

ΓN

2

∂(g · u)
∂n
+ Hg · u+ f · u

− Ae(u) · e(u)

θ · nds+

ΓD
Ae(u) · e(u)θ · nds. (10)
In this formulation, H is the mean curvature defined by H =
div n, ∂Ω is decomposed into three parts, ΓD, ∂DN ,ΓO. ΓD is
an admissible Dirichlet boundary condition, such that ΓD ⊂
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where ∂DN supports a non-homogeneous one and ΓO supports
a homogeneous one.
Let us suppose that there is no body force in f = 0.0 (Eq. (5)).
Thus, the objective function is defined as:
J(Ω) =

∂DN
g · uds. (11)
Therefore, the Frechet derivative of the mean compliance and
the volume constraint are of the forms:
J ′(Ω)θ =

Γ0
(−Ae(u) · e(u))θ.nds (12)
V ′(Ω)θ =

∂Ω
θ(x)n(x)ds. (13)
In this paper, we use the augmented Lagrangian method to
solve the optimization problem. The following augmented
Lagrangian, J¯(Ω), is defined using the Lagrange multiplier (λK )
and the penalization parameter (ΛK ).
J¯(Ω) = J(Ω)+ λK

Ω
dv − Vmax

+ 1
2ΛK

Ω
dv − Vmax
2
. (14)
The Lagrange multiplier and penalization parameter are
updated, as follows, at each iteration of the optimization
process:
λK+1 = λK + 1
ΛK

Ω
dv − Vmax

(15)
ΛK+1 = αΛK (16)
where α ∈ (0, 1) is a constant parameter. The shape derivative
of the augmented Lagrangian is obtainedwhere there is no body
force
J¯ ′(Ω)θ =

Γ0
vθ · nds (17)
v =

λ+ 1
2Λ

Ω
dv − Vmax
2
− Ae(u) · e(u)

. (18)
To ensure the decrease of the objective function in the
level set method, the normal velocity field must be chosen
appropriately. The fast descent or the steepest descent method
is used, as proposed in [13,14] where θ = −vn. The normal
velocity field in the H–J equation is substituted with a normal
component of this direction θ · n = −v.
∂Φ
∂t
− v |∇Φ| = 0. (19)
3.3. Topological derivative
A significant limit of the LSM in topology optimization is
that it cannot create new holes in the design domain. Therefore,
the topological derivative approach is produced to overcome
this drawback. In comparison with the shape derivative which
shows sensitivity to variation Ω , a topological derivative gives
the sensitivity of the objective function of creating a hole at
the interior point of the design domain. The definition of the
topological derivative for all homogeneous Neumann boundaryconditions on the hole is given as follows:
DT (x) = lim|w|→0
J(Ω \ w¯ε(x))− J(Ω)
|w¯ε(x)| (20)
where w represents a small hole with radius εa, and a is
constant. |w| is the measure of w and |w¯ε| = πε2a2. The
topological derivative of the objective function or mean
compliance on the discussion in [20,4] can be obtained as
follows. Letw be a bounded surface of a sphere in 2Ddefined as:
DT J(x) = π(λ+ 2µ)2µ(λ+ µ)
× {4µAe(u) · e(u)+ (λ− µ)tr(Ae(u))tr(e(u))} (21)
where λ,µ are the Lamemoduli of thematerial. The topological
sensitivity of the domain volumeΩ is defined as:
DTV (x) = − |w| (22)
wherew represents a unit circle. The sensitivity is defined as:
DTV (x) = −π. (23)
We now have all the necessary ingredients to form the topolog-
ical derivative of the augmented objective function,
DT J¯(Ω) = DT J(Ω)+ DT

λ

Ω
dv − Vmax

+ 1
2Λ

Ω
dv − Vmax
2
= π(λ+ 2µ)
2µ(λ+ µ)

4µAe(u) · e(u)
+ (λ− µ)tr(Ae(u))tr(e(u))− λπ
− π
Λ

Ω
dx− Vmax

. (24)
4. The level set method using topological derivative
In this section, the combination of a topological derivative
with the LSM is investigated. Based on the topological
derivative, the additional term, wg , is chosen to give the
sensitivity of creating new holes at the interior point of the
design domain of a given objective function. This term increases
the level set function and later nucleates new holes in the zero
level
∂Φ
∂t
− v |∇Φ| + wg = 0 (25)
where w is a weighting parameter which determines the
influence of the topological derivative. In [15], term g is
proposed as:
g = −sign(Φ)DT J¯(Ω). (26)
For compliance minimization, the nucleating solid areas within
the void regions are pointless, because such solid regions will
not take any load. Therefore, holes should only be nucleated
within the solid structure,
g =

DT J¯(Ω) ifΦ < 0
0 ifΦ ≥ 0. (27)
5. Nonlinear level set function
Here, to increase stability and to gain a good convergence,
we use a number of Delta functions, instead of the measure of
the gradient vector, to interpolate the scalar level set function
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Figure 1: The Delta functions.in the following equation:
∂Φ
∂t
− v|∇Φ| + wg = 0. (28)
A Delta function approximation can be constructed by the
following functions:
Type 1 : δn(x) = n√
π
exp(−n2x2) (29)
Type 2 : δn(x) = n
π
1
(1+ n2x2) (30)
Type 3 : δn(x) = sin(nx)
πx
(31)
where n is positive and constant. These functions are shown in
Figure 1.WhenΦ = 0, as shown in the figures, the function has
a maximum. Indeed, the evolution amplitude in the boundary
of the computational domain is larger in comparisonwith other
points. In the next section, we discuss the influence of these
three functions and summarize our results. Using the Delta
function, the level set function is reformulated as:
∂Φ
∂t
− v · δn(Φ)+ wg = 0. (32)
In the above equation, the normal velocity field is substituted
with the mean curvature flow and velocity to ensure a smooth
design boundary or v + β · k. Having β as a relatively small
positive parameter and k = ∇ ·

∇Φ
|∇Φ|

shows the mean
curvature. Hence:
∂Φ
∂t
= (v + βk) · δn(Φ)− wg
Φ(x, 0) = Φ0(x).
(33)Figure 2: A cantilever beam.
6. Semi-implicit method using additive operator splitting
algorithm
As we noted before, using explicit methods in solving the
H–J equation is a time consuming work and limits the level set
method. Therefore, in this work, we use the Additive Operator
Splitting (AOS) as a semi-implicit method in solving the level
set equation. The AOS scheme was proposed by [21,23]. As the
AOS method is a semi-implicit scheme, it is highly efficient and
unconditionally stable with all time steps. In addition, in the
computational domain, it is treated equally and can be easily
implemented in arbitrary dimensions. Furthermore, memory
requirements and computational complexity are both linear in
the number of pixels.
The basic idea of the AOS method is for nonlinear diffusion
in image processing and computer vision. Suppose Ω =
{(0, a1), . . . , (0, am)} is the image domain inℜm, and consider
f (x) ∈ L∞(Ω) as the image. Then, a filtered image, u(x, t)
of f (x), is calculated solving a nonlinear diffusion equation
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Figure 3: The evolution of optimal topology of the cantilever beam with Delta function of Type 1 and n = 0.01.with the original image as the initial state and homogeneous
Neumann boundary conditions [24].
∂tu = div g(∇uα)∇u (34)
u(x, 0) = f (x) onΩ
∂nu = 0 on ∂Ω.
Here, ∇uα is the gradient of a Gaussian smoothed version of
u. In our implementation, the problem is defined as in the
following form:
∂u
∂t
= a(x)∇ ·

b(x)
|∇u|∇u

+ kg(x)
u(x, 0) = u(x).
(35)
By comparing with the updating scheme of the level set
function, Φ , and taking a replacement, a(x) = β, b(x) =
1, kg(x) = B(x), where β is the weight parameter for
the diffusion term and B(x) is a part depending on different
problems, then, the problem in Eq. (35) is transformed into the
following manner:
∂Φ
∂t
= β∇ ·
 ∇Φ
|∇Φ|

+ B(x). (36)
Now, the explicit piecewise form in matrix notation can be
written as:
Φk+1i − Φki
t
=
m
L=1
βAL(Φk)Φk + B(x)
Φ(x, 0) = Φ0(x)
(37)
Or:
Φk+1 =

I + tβ
m
L=1
AL(Φk)

Φk + tB(x)
Φ(x, 0) = Φ0(x)
(38)
where the elements of matrix AL in direction L are:
aij =

1
|∇Φ|ki
+ 1|∇Φ|kj
, j ∈ NL(i)
−

n∈NL(i)
 1|∇Φ|ki + 1|∇Φ|kn
2h2
 , i = j
0, else.
(39)
Here, NL(i) is the set of the two neighbors of pixel i (boundary
pixels have only one neighbor) along the L directions, h is thegrid size and, also, m denotes the dimension of the problems
(2 or 3). The above formulation is an explicit scheme and we
can solve it directly. Since the explicit scheme causes a strict
limitation for selecting the time step size, a semi-implicit form
is proposed in the following approach:
Φk+1i − Φki
t
=
m
L=1
βAL(Φk)Φk+1 + B(x)
Φ(x, 0) = Φ0(x)
(40)
or:
I − tβ
m
L=1
AL(Φk)

Φk+1 = Φk + tB(x) (41)
or:
Φk+1 =

I − tβ
m
L=1
AL(Φk)
−1
(Φk + tB(x)). (42)
For solving the aforementioned problem,we can use an additive
operator splitting scheme as:
Φk+1 = 1
m
m
L=1

I −m · t · βAL(Φk)
−1 
Φk + tB(Φk) . (43)
Eq. (33) in the form of Eq. (36) can be formulated as follows:
∂Φ
∂t
= βδn(Φ)∇ ·
 ∇Φ
|∇Φ|

+ (δn(Φ) · v − wg). (44)
Comparedwith Eqs. (36) and (40), the above formulation can be
rewritten as:
Φk+1i − Φki
t
= βδn(Φk)[AL(Φk)Φk+1]
+ (δn(Φk) · v − wg). (45)
To solve the above equation, we use the AOS scheme using
Eq. (43) and update the level set function in the following way:
Φk+1 = 1
m
m
L=1

I −m · t · βδn(Φk)AL(Φk)
−1
× Φk + tδn(Φk) · v − twg (46)
where the elements of matrix AL(Φk) can be written as:
aij =

1
h2L
2
|∇Φ|ki + |∇Φ|kj
, j ∈ NL(i)
− 1
h2L

n∈NL(i)

2
|∇Φ|ki + |∇Φ|kn

, i = j
0, else.
(47)
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Figure 4: The evolution process of the level set surface with Delta function of Type 1 and n = 0.01.In a 2D problem, Eq. (46) can be written as:
Φk+1 = 1
2
(U1(Φ)+ U2(Φ)) (48)
where:
U1(Φ) =

I − 2tδn(Φk)A1(Φk)
−1
× Φk + tδn(Φk).v − twg (49)U2(Φ) =

I − 2tδn(Φk)A2(Φk)
−1
× Φk + tδn(Φk).v − twg . (50)
Here, U1(Φ),U2(Φ) can be solved using the proposed method
in [23,30].
Theoretically, the semi-implicit scheme has no limit on time
step and is free of the CFL condition. But, it should be noticed
that, in our work, the existence of term B(x) forces time step
limitations. Again, our numerical experience had previously
shown that a time step cannot be chosen without restriction,
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Figure 6: The evolution process of the cantilever beam using LSM and topological derivative.Figure 7: A simple bridge.
but it is much better than the previous explicit scheme. It is un-
conditionally stable and does not suffer from reinitialization.
7. Numerical implementation
The objective of this section is to describe the numerical
implementation of the proposed method. These new features
are made in order to improve the performance of the proposed
method and to allow large dimension calculations while
increasing convergence efficiency.
7.1. Truncation scheme
In the optimization process, the normal velocities at the
points around the free boundary have non-uniform values,
especially where the force is applied and in fixed boundaries.Here, due to non-uniform velocities, the values of the level set
function change much faster than other places of the design
domain, and this causes numerical instability in the method.
Therefore, it is necessary to make the level set surface as
close as possible to the zero level wherever it is possible. A
truncation strategy can be employed to limit maximum and
minimumvalues in the design domain. This technique increases
the convergence efficiency and the potential of nucleation.
7.2. Filtering
As mentioned earlier, topology and shape derivatives cause
the level set function to have non- uniform values of the points
in the design domain and can lead to numerical errors. To
avoid quick changes and suppress the non smooth variation, a
filtering technique is used, which was originally developed in
image processing. One of the filtering approaches which can be
employed in structural topology optimization problems is the
convolution technique [31].
In convolution-based methods, the density of each pixel is
changed according to information from its neighborhood. The
convolution process can be formulated as:
c(i, j) =
n
k=1
n
l=1
h(k, l)A(i+m− k, j +m− l) (51)
where h(k, l) is the density of the pixel located in the kth row
and lth column of the image, and c is the filtered density of
the pixel. The so called impulse response matrix, A(i, j), is a
n × n square matrix that has to be chosen according to the
purpose of the filter. The variable,m = (n+1)/2, where n is the
number of pixels in each side of the filter window. It should be
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Figure 8: The evolution process of simple bridge structure with Delta function of Type 2 and n = 0.1.noted that using this method causes the original optimization
problem to be changed and, as a result of seeking clear images,
suboptimal results for the value of the objective function are
obtained.8. Numerical example
In this section, the validity of the proposed method is
confirmed by examination of several results. The finite element
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analysis is based on an ‘‘ersatzmaterial’’ scheme [13],which fills
the void areas with one weak material. All numerical examples
have the following data: Young’s modulus of real material is
assumed as 1 and ersatz material as 10−3, while the Poisson
ratio of the two materials is assumed as 0.3.
8.1. Cantilever beam
Figure 2 shows the design domain of a cantilever beam. The
boundary of the left side is fixed and a vertical concentrated
force, F = 1 N, is loaded in the center of the right-hand side.
The size of the design domain is 80× 40, with a squared mesh
of 1× 1 size. The volume fraction is 40%, and β = 1e− 7, λ =
0.01,Λ = 1000, α = 0.9 are considered.
In Figure 3, the evolution of the optimal topology is displayed
using the present level set method. Delta function Type 1,
with n = 0.01 and the limitation of 1, −1, is considered
for truncation. Also, the time step is taken as 10, t = 10,
and the coefficient of the topology derivative is taken as 2.
Figure 4 illustrates the level set surface in different stages of
the optimization process using the proposed level set method.
As shown, the final design is obtained after 52 iterations.
The evolutionary process of the objective function and the
volume ratio are displayed in Figure 5. From this figure, one
can see the compliance converges in a fast and stable way
due to the present level set-based optimization method. To
benchmark the method applied in this paper, we also solve
this problem when we just use the level set method with a
topological derivative. Figure 6 displays the optimal design in
different stages. From comparing the final designs of these
two methods, one can find that the two different schemes can
lead to similar designs. But, when the LSM with topological
derivative is applied, one has to set a smaller value for the
time step to meet the CFL condition, as recommended in the
literature [13,14]. Moreover, for stabilizing the optimization
process, the time consuming reinitialization scheme must be
done after an interval of several iterations, and these limit
the capabilities of the LSM. For the method proposed in this
paper, because the semi-implicit method is used for solving
the Hamilton–Jacobi equation, we do not need to satisfy the
CFL condition and reinitialization scheme. More precisely, the
presented method is time-stable for any time step sizes. Thus,
allowing a bigger time to step, and this makes faster the
optimization process. But, our numerical experiences show
that if too big a step size is applied, the objective function
and the volume ratio may experience slight oscillations near
the optimal point. Furthermore, as displayed in Figure 4, a
maximum and minimum value is set for the level set function
in the design domain. This scheme makes the level set surface
close enough to the zero level set everywhere. Thus, the
nucleation process would be possible. In Table 1, it can be
seen that the proposed algorithm is more efficient than the
methodwherewe just use the level setmethodwith topologicalTable 1: Comparison of the proposed method and coupling LSM and
topological derivative.
Schemes J(Ω) (objective) T (s) (total time) N (iterations)
LSM 80.22 194.63 81
Proposedmethod 80.38 54.67 52
derivatives. In this table, J(Ω) is the amount of objective
function at the final design, T (s) denotes the total time of the
optimization process and N is the total number of steps. In
Tables 2 and 3, the effect of several Delta functions is considered
in the optimization process. There, J(Ω) is compliance, t is a
time step, Nit is the number of iterations, and T0 is the time
duration of convergence. Comparing several Delta functions,
we get to the point that although the final topology is not so
different, the numerical experiences show that data function
Type 1 is more appropriate.
8.2. Simple bridge
Figure 7 shows a simple bridge structure with a load, F = 1,
applied at the center of the bottom edge. The left and right
corner of the bottom is fixed. The design domain is 80 × 40
and discretized with 3200 squared elements of 1 × 1 size. The
volume fraction, 40%, β = 1e−10, λ = 0.001,Λ = 2000, α =
0.9 are considered. In this example, the coefficient of topology
derivative,w = 7, is applied.
In Figure 8, the evolution of the optimal topology and the
level set surface is displayed using the present level setmethod.
Delta function, Type 2, with n = 0.1 and a limitation of 20,
−20 for truncation and time step t = 40, are assumed. In
the present study, the optimal layout achieved by choosing
an appropriate value for the time step and the coefficient of
topology derivative, otherwise, leads to a local optimum.
8.3. MBB beam
As the final example, we consider a MBB beam. Figure 9
shows the design domain and the boundary condition of this
type of structure. The left corner of the bottom is fixed and
the right corner is simply supported. Also, a load, F = 1 N, is
applied in themiddle of the top edge. In this example, the design
domain is discretized with a 30 × 120 squared element of size
1×1, and the volume fraction of solidmaterial is 40%. The other
parameters performed in this example are β = 1e − 10, λ =
0.001,Λ = 1000, α = 0.9 andw = 2. The Delta function, Type
3, with n = 0.1 and a limitation of 20,−20 for truncation, and
time step t = 9, are considered. Figure 10displays the evolution
of an optimal topology of theMBB beam, which shows the solid
material domain of the structure and the smoothly convergent
process of optimization, respectively.
9. Conclusion
In this paper, we propose amodified level setmethod for the
structural shape and topology optimization. We incorporated
the topological derivative scheme and nonlinear level set
method. The main advantage of this coupling is to make the
algorithm enable to create new holes in the design domain and
speed up the convergence. Due to this, initial dependence in
the conventional level set method is relieved. Using Additive
Operator Splitting (AOS) as a semi-implicit method in solving
the level set equation causes the algorithm to be free of the CFL
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Initial design J(Ω) t ω Nit T0 (s) n Final design
79.78 9 2 53 55.84 0.001
80.29 7 2 58 60.29 0.0001Table 3: Effect of Delta function of Type 3 with different ‘n’ on final design.
Initial design J(Ω) t ω Nit T0 (s) n Final design
79.13 11 2 48 51.04 1
79.4 12 2 51 54.12 0. 1(a) Initial design. (b) Step 5. (c) Step 10. (d) Step 20.
(e) Step 45. (f) Final design.
Figure 10: The evolution process of MBB beam with Delta function of Type 3 and n = 0.1.condition and the reinitialization scheme. By using the Delta
function instead of the measure of gradient, the stability of
the proposed algorithm increases. Also, a truncation scheme
is used to facilitate nucleation in the design domain and to
increase the stability of the method, even for larger step times.
Numerical examples validate the abilities of this method rather
than other methods for shape and topology optimization. The
proposed method results in a better and faster convergence,
while changing the conventional level set method.
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