In these notes, based on lectures given as part of the Les Houches summer school on Quantum Optics and Nanophotonics in August, 2013, I have tried to give a brief survey of some important approaches and modern tendencies in quantum measurement. I wish it to be clear from the outset that I shy explicitly away from the "quantum measurement problem," and that the present treatment aims to elucidate the theory and practice of various ways in which measurements can, in light of quantum mechanics, be carried out; and various formalisms for describing them. While the treatment is by necessity largely theoretical, the emphasis is meant to be on an experimental "perspective" on measurement -that is, to place the priority on the possibility of gaining information through some process, and then attempting to model that process mathematically and consider its ramifications, rather than stressing a particular mathematical definition as the sine qua non of measurement. The textbook definition of measurement as being a particular set of mathematical operations carried out on particular sorts of operators has been so well drilled into us that many have the unfortunate tendency of saying "that experiment can't be described by projections onto the eigenstates of a Hermitian operator, so it is not really a measurement," when of course any practitioner of an experimental science such as physics should instead say "that experiment allowed us to measure something, and if the standard theory of measurement does not describe it, the standard theory of measurement is incomplete." Idealisations are important, but when the real world breaks the approximations made in the theory, it is the theory which must be fixed, and not the real world.
Information From Measurement: Probabilities and Update Rules
The defining characteristic of measurement -whether in classical or in quantum physics -is that it increases our information about a system (or a process). From the perspective which views the (e.g. quantum) state as no more than an expression of our information, it is therefore tautological that measurements disturb systems' states. While the disturbances occasioned by quantum measurement are richer and perhaps more surprising than the trivial classical observation that a 50% chance of rain "collapses" into either 100 or 0 once the fact of the matter is observed, much of their behaviour can be derived by first thinking about the how to modify one's description of a state upon successful gain of information via a measurement. This is a well-trod topic in classical statistics, but I treat it (briefly) here for several reasons. First, while such "update rules" in some sense are the fundamental basis of all experimental sciences, they are widely misunderstood by physicists, presumably because the approximate rules we learn in our laboratory courses suffice in so many cases. Second, a clear perspective on the axioms of quantum measurement can be derived from these considerations, and leads naturally to some of the modern generalisations of the quantum measurement formalism which I will discuss here. Finally, a great deal of work in recent years has focused on quantum state and process estimation ("tomography") and on quantum metrology, and some controversies in those areas in fact stem from older questions in classical statistics.
Classical information Update and Bayes's Rule
Let us consider a classic example of parameter estimation, whose relationship to quantum measurement should become obvious. Suppose we are given a coin with probabilities pH of coming up heads and pT = 1 − pH of coming up tails. Lacking prior knowledge of pH , how would we estimate it? If we flip the coin N times, say that we find H heads and T = N − H tails. Our intuition that pH is best estimated to be H/N is well founded. This is, in the technical sense of the term (which I shall discuss presently) the "most likely" solution. But what uncertainty should we report on this estimate? We know that a sequence of fair coin tosses with probability of heads equal to pH will lead to binomial statistics, that is, pH N ± N (pH )(1 − pH ), for an observed ratio of pH ± pH (1 − pH )/N . Usual (which is to say careless, but oftentimes acceptable) practice is to report this latter quantity as the uncertainty in our result. That is, we would report our finding as an estimate of pH which I will term pest = H/N ± (H/N )(1 − H/N )/N . The error in this approach can be seen easily by considering the case in which 0 heads appeared. Our "most likely" estimate of pH is indeed 0, but the formula given above would yield an uncertainty of 0. Since it is possible for N coin tosses to all come up tails, so long as pH = 1, we would not wish to report pest = 0 ± 0. The mistake was to conflate the probability of getting H heads if the true probability were pest and the probability that pest is equal to 1 the true pH given that we obtained H heads. Mathematically, using the notation P (A|B) for the probability of A, given that we know B:
P ( H = 0 | pH = 0 ) = 100% , yet P ( pH = 0 | H = 0 ) = 100%
(1) (because, for instance, P ( H = 0 | pH = 0.0001 ) = 0). In experimental science, we use observed data to test and constrain models. That is, based on our observations, we update our estimates of the probability that a given model is correct or incorrect; in many contexts (such as the present one), a "model" may simply be the value of a parameter. (When Millikan reported a charge for the electron and an uncertainty, he was in essence reporting a probability distribution for a parameter in his theory.) The trick is that our models allow us to make (generally probabilistic) predictions about what we would expect to observe, given particular values for all relevant parameters, P (data | model); while what we wish to know if the probability of the model being correct (or the parameters having a given set of values), given our observed data, P (model | data). Fortunately, classical probability theory has a formula -Bayes's Theorem -for carrying out just this inversion. Because a joint probability of two propositions A and B can be factorized in either of two ways -P (A&B) = P (B)P (A|B) = P (A)P (B|A) -,
Applied to the classical coin example, we can write the probability that pH has some particular value, given that we observed H to be 0, as P (pH | H = 0) = P (H = 0 | pH )P (pH )/P (H = 0) . Note that pH here is a variable; the denominator on the right-hand side is independent of pH (which is a good thing, since after having observed that H = 0, and without any other information about the model, how should we estimate what the prior probability was that we would have observed H = 0?). In other words, it merely serves as a normalisation constant. Now, we already know how to calculate the probability of H heads from the binomial distribution
and since N H is independent of pH and we will normalize our distribution in any event, all that concerns us is that
This function is termed the "likelihood" L(pH ) ≡ P (H | pH ) of the model. Although in everyday speech, "likelihood" and "probability" may be used synonymously, it is essential to note that L is not the probability that your model pH is correct in light of your observations, but rather the probability that you would have obtained those observations if pH had been correct.
A common estimation technique -the one we implicitly used when we concluded that our best estimate of pH was H/N -is known as "maximum likelihood estimation," for reasons which should be obvious. It is a simple exercise to show that this likelihood function L(pH ) ∝ p H H (1 − pH )
N −H attains its maximum when pH = H/N . But consider the case for H = 0, sketched in figure 1. Here the likelihood of the model is just the probability of flipping N tails in a row: L = p N T where pT = 1 − pH is the probability of flipping tails. The point of maximum likelihood is pH = H/N = 0, but there are two issues to address. The first is whether or not we can even conclude that pH = 0 is the most probable value of pH in light of our observations. Recall that from Eq. 2, P (pH |H) ∝ L(pH )P (pH ) and not just L(pH ) on its own. This P (pH ) on the right-hand side is the prior probability (or probability density, in the case of a continuous parameter like pH ) that pH was true to begin with. Being careless with these "priors" is one of the most common errors made with statistics.
A simple famous example is the following. Suppose that you are tested for a rare disease (incidence 10 −6 ). The test is excellent; the probability of a positive result is 99% if you have the disease, and only 0.01% if you do not. Suppose you take the test and it comes back positive for the disease -which "theory" ("d," that you have the disease; or "h," that you are healthy) has the maximum likelihood?
Clearly, the likelihood of "d" is nearly 10 4 times larger than that of "h." But which is more probable? Well, since the test detects almost all true cases of the disease, roughly 10 −6 of the population gets a '+' because they have the disease. On the other hand, since almost all the population is healthy, and the probability of a false positive is 10 − 4, roughly 10 −4 of the population gets a '+' because of simple error. In other words, 100 times more people get '+'s by error than because of the presence of the disease; there is still a 99% chance that you are healthy. Of course, the 1% chance that you have the disease is 10 4 times larger than the 10 −6 estimate you would have made before taking the test; in fact, the increase in this probability (more strictly, in the ratio of the two probabilities) is given precisely by the ratio of the likelihoods:
What this shows us is that our experimental observations on their own (from which we calculate the likelihoods of the various models) cannot tell us the probability of one model or another being correct. The likelihoods serve only to update our estimates of these probabilities. Sadly, in survey after survey, a majority of doctors do not solve these problems correctly. Less importantly, but perhaps more shockingly, the same is true of a majority of physicists. This interpretation of the likelihood based on data as an "update rule" is crucial when one wishes to combine information from multiple experiments or observations. It is also important when other constraints exist for theoretical reasons -for instance, early measurements of the square m 2 ν of the neutrino mass consistently turned up negative numbers, which were of course inconsistent with our understanding of physics. Had these results occurred simply because of experimental uncertainties 2 , the correct interpretation would have been to say that even though the point of maximum likelihood occurred for m 2 ν < 0, the prior probability P (m 2 ν ) vanished for negative squared-masses, and no amount of data would change this. A reasonable candidate for P (m 2 ν |data) would be truncated below m 2 ν = 0, leaving an asymmetric curve not unlike Figure 1 .
But what should we do when we have no prior information, as in the case of the coin? The natural assumption might be to assume a "flat" prior. This in itself can be tricky; for instance, making P (m 2 ) flat is different from making P (m) flat. Making P (logm) flat is even more different. This is the problem of choosing a measure. Many therefore advocate using a scale-invariant prior, the "Bures prior." For most applications in physics, this question is secondary. The fact is that we never prove or disprove a theory based on a single observation, but rather on a large set of observations. Every new observation multiplies the probability ratio in Eq. 5 by another data-based ratio of likelihoods; in the end, one hopes to be relatively insensitive to the initial choice of prior.
So, let us for simplicity suppose a flat prior, P (pH )dpH = dpH for pH between 0 and 1. After flipping N tails, we can now conclude that P (pH |data) ∝ L(pH ) ∝ p N T . But would we really wish to report as our best estimate the peak of this asymmetric function, at pH = 0, given that we know with certainty that the true value can not possibly lie below that? Or wouldn't we rather report the mean of the distribution? You are all familiar with least-squares fits; typically, our goal is to minimize the squared-error. Which value of pH would we report in order to minimize the expectation value of the squared-error from the true value of pH ? The answer is precisely the mean, pH = ∞ 0 dpH pH P (pH |data). Interestingly, in this case, the result is not the maximum-likelihood solution H/N , but rather (H + 1)/(N + 2), a "correction" originally proposed by Laplace.
3 Note that instead of being undefined for N = 0, this formula returns the mean of the (flat) prior distribution, 0.5; and that it can never reach 0 or 1. The subtlety here is again one of inversion. Adjusting pH to minimize the χ 2 (essentially, the mean squared-deviation of our observations from the model prediction) would yield the maximumlikelihood result (in the above example, pH =0); this is not the same thing as minimizing the mean squared-error of our estimate for pH from its true value.
2 in fact, systematic errors were eventually identified 3 If instead of a flat prior, one uses the Bures prior, one arrives at (H + 0.5)/(N + 1).
A Quantum Example
The relation of this formalism to quantum measurement theory arises because the quantum state (by which I mean either a wave vector |ψ or a density matrix ρ) is fundamentally a way of making predictions about future observations: a description of our knowledge, or "prior." When we gain information by performing a measurement, our knowledge of the system (and our best estimates of future probabilities) changes. At the simplest level, this is the origin of "collapse." Let us consider a simple example central to quantum optics. Consider an atom initially in the state |+ ≡ (|g + |e ) / √ 2. Imagine letting this atom evolve for one half-life, all the while observing it with a 100%-efficient photodetector. If you detect a photon, the atom must have been in |e , so you have that new information about the original state -but of course, since it has decayed, it must be in |g : such a measurement both provides information about the initial condition and simultaneously modifies the state.
On the other hand, if you wait one half-life and observe no photons -what state should you conclude the atom is in? Since it hasn't decayed, you might suspect that it is still in |+ . This can clearly be seen to be incorrect by going to extremes: if you waited for 100 years and still observed no photon, you would presumably reason that any excited atom would have decayed by now, so the atom must have been in the ground state all along. Even though no photon was emitted, your description of the quantum state should change from |+ to |g . Observing nothing is also an observation. So how should we apply this intuition at intermediate times, such as after a single half-life? It turns out that the Bayesian methods introduced above are perfectly adequate. Our prior probabilities (given by the initial quantum state) are P (g) = P (e) = 1/2, and if we consider "g" and "e" to be two different models of the atom and a single photon "γ" to be the observation, we can write our conditional probabilities P (γ|e) = 1/2 and P (γ|g) = 0. The calculation is straightforward:
from which we see that P (g|γ) = 0 as expected and P (e|γ) = 1. Similarly,
from which we conclude that after no photon is observed, the probability of g is twice that of e, and hence must be 2/3. Indeed, the result of this non-observation of a photon is to "collapse" the state to a new state 2/3|g + 1/3|e as suggested by this classical analysis (though of course the Bayesian reasoning does not tell us anything about the phase relationship between g and e; to understand that it is conserved, we will need the full quantum formalism, to be discussed in section 3).
This example can also be seen as a simple case of a more general observation: not all measurements are projections. By observing no photon to be emitted for some length of time, we have acquired some information about the state, but a limited amount. This modifies the state vector, but it does not project it onto one of two alternative eigenstates; in fact, the final states which result from the two possible measurement outcomes are not even orthogonal to one another.
2 Projective measurement, density matrices, and decoherence
Review of projective measurement
Before treating the modern approaches to measurement which can properly describe situations such as the "non-observation" we just discussed, we should briefly review the "standard" measurement postulate treated in most of our textbooks, also referred to as "von Neumann" or "projective" measurement. By this postulate, objects which can be measured are "observables" corresponding to Hermitian operators. Such an operatorÂ has a set of orthonormal eigenstates |n such that A|n = an|n , where the (real) eigenvalues an are the only possible results of a measurement of the observable corresponding toÂ. From the orthonormality relation m|n = δmn and the completeness relation m |m m| = I, one can show that any state |ψ may be decomposed in this eigenbasis, as |ψ = i ci|i , with the coefficients ci given by the inner product i|ψ . The first part of the measurement postulate is that whenÂ is measured, a result ai will be found with probability Pi = |ci| 2 = | i|ψ | 2 . The second part of the measurement postulate is based on the requirement that measurements be repeatable, essentially related to the idea of updating our probability distribution based on our observations. If we have already measuredÂ to be ai, then we expect that a second measurement will also yield ai, with 100% probability. This requires that all the coefficients c j =i vanish: the state thus "collapses" into the corresponding eigenstate |i . This statement neglects the possibility of degenerate eigenvalues (with corresponding eigenspaces rather than eigenstates). This is of particular importance once we wish to think about multipartite systems; since an observable of one subsystem does not depend directly on the state of another subsystem, it is automatically degenerate. So what is the full state of the whole system after a measurement? Consider, for example, an entangled state. For the sake of argument, imagine the coherent superposition of my holding a black chess pawn in my left hand and a white pawn in my right, or the reverse: (|BL |WR + |WL |BR ) / √ 2. If I open my right hand, the probability of finding a white pawn there is p(WR) = 1/2. Of course, if I find this white pawn, the probability of finding a black pawn there drops instantly from 1/2 to 0; this is the classical "collapse" of probabilities. But it is equally clear that the probability of finding a white pawn in my left hand immediately jumps to 1, even though I have only made a measurement on the right hand. (Note that such a "nonlocal" collapse is entirely classical, and arises because of correlations we can understand through a common cause; the nonlocality inherent in quantum entanglement is of course deeper.) Classically, the analysis is simple; there are four possible models: BLBR, BLWR, WLBR, andWLWR. When I find a white pawn in my right hand, the 2nd and 4th models have likelihoods of 1, while the 1st and 3rd have likelihoods of 0. I thus update my prior by multiplying the individual model probabilities by these likelihoods and renormalizing. Since my prior state was a 50/50 superposition of models 2 and 3, only model 2 (BLWR) survives. The quantum-mechanical projection postulate is the natural extension of this classical idea: each subspace corresponding to a particular outcome gets scaled up in amplitude according to its likelihood. Of course, if the event in question is observation of an eigenvalue ai, the likelihoods are 1 for any eigenstate with this eigenvalue and 0 for any other eigenstate. We therefore project onto the subspace with eigenvalue ai, and renormalise:
Density matrices
We introduce density matrices as a more general description of a quantum state, because not all states of knowledge can be described by wave vectors. Specifically, consider again the behaviour of an atom which can spontaneously emit. Let us begin with an atom in the excited state and 0 photons, writing this state as |e, 0γ . If we imagine, as before, that we have a collection system able to capture 100% of the emitted photons, then we can describe the state of the composite system after one half life by
By detecting 0 or 1 photons, we could "collapse" the atomic state into e or g, respectively. But in the more realistic case where the hypothetical photon flies off to infinity with no possibility of us observing it again, how shall we describe the resulting situation? There is a 50/50 probability that the atom is in g or e, certes. But what phase should we choose? (|g + |e ) / √ 2? (|g − |e ) / √ 2? Any such superposition would possess some dipole moment 4 ; what would break the symmetry and determine whether this dipole moment should be positive or negative (point to the right or the left)? Clearly, spontaneous emission should not define any preferential direction in space, so we need a way to describe a 50/50 mixture of ground and excited states which nevertheless has a vanishing expectation value of the dipole moment (which is to say, of the operator |g e| and its Hermitian adjoint).
Such probabilistic mixtures are called "mixed states," to distinguish them from "pure states," which are any states that can be written as state vectors. Note that the concept of purity is basis-independent -thus superposition states are still pure. We seek a mathematical description of situations where, beyond the intrinsic quantum-mechanical uncertainties, we have some ignorance about the state of the system. There is a chance PA that the system is in pure state A and a chance PB that the system is in pure state B, for instance (where A and B could be the ground and excited states, as above). In such a case, the rule for an expectation value is clear; the expectation value for any observable in the mixed state should be the average, weighted by the probabilities PA and PB, of its expectation values in A and B individually. The same weighted-average rule should hold for the probability of any given event (the probability of finding a given state being, after all, the expectation value of the projector onto that state). This is the classical law of total probability: P (x) = P (A)P (x|A) + P (B)P (x|B) + . . ., where {A, B, . . .} are any exhaustive set of mutually exclusive possibilities. The problem drawing a direct quantum analog to this expression is that our description of the state is not a direct list of probabilities P (x|A) but rather a state vector (or wave function, or list of probability amplitudes, if you prefer). In particular, since P (x) = |ψ(x)| 2 is not linear, we cannot take ψ(x) = ψA(x)P (A) + ψB(x)P (b), nor even ψ(x) = ψA(x) P (A) + ψB(x) P (b); any such expression would supplement the desired ("classical") weighted-average law with cross-terms. The situation would be simpler if instead of describing a physical situation with a state function which appears quadratically in expectation values ψ|X|ψ and in probabilities
4 if not at t = 0 then anyway after some time evolution we could identify a mathematical object which uniquely and completely described the situation, while appearing linearly in such expressions. And this object leaps out at us from the right-hand side of Eq. 10. The projector |ψ ψ| has a one-to-one correspondence with the state vector ψ and hence describes the physical situation equally well, but it appears linearly in the expression for probability. It follows that if for a pure state we define the "density matrix" ρpure ≡ |ψ ψ|, we can use the same rule P (i) ≡ i|ρ|i for mixed states, simply by defining ρ mixed ≡ m Pmρm, where Pm are the probabilities to be in pure states described by the ρm, and the sum over m is over any number of states which may be mixed, with no requirement that this set be complete, orthonormal, or anything else. This construction allows us to use a single representation for any state -pure or mixed -and a single formula for probabilities or expectation values, the linearity of these formulas ensuring that the proper description of a mixed state is indeed the probability-weighted average of the pure states entering into the mixture. It is important to note that this decomposition is not unique -while ρ is a Hermitian operator and therefore possesses a unique decomposition into an eigenbasis (aside from degeneracy), it will in general possess an infinite number of indistinguishable expansions of this more general form. I will not discuss the mathematical properties of density matrices at more length, as they can be found in standard textbooks.
Update rule for density matrices
Having seen Eq. 8 for the update rule we apply to a state vector upon obtaining a measurement result, we now need an analogous expression to update our information when it is written as a density matrix. To do this, recall that the density matrix is a weighted average of projectors onto the different pure states the system "might have been in." Upon observation of a measurement result |j , each one of these component pure states will simply be projected onto |j (to within normalisation), such that
where N is a normalisation constant. The expression on the right is straightforward to interpret in terms of Bayesian probabilities: the expression in square brackets is (again, modulo normalisation) the updated weighting probability P (m|j); and the projector onto |j appears because each component |ψm collapsed onto that state when the measurement occurred. The constant N must = m P mP (j|m), which is of course just Pj. This expression can easily be generalised to the situation where |j is replaced by a subspace, by replacing |j j| with a projector Proj(j) which need not be rank 1:
Losing information
Now we are ready to address the important question of lost information. Unitary (Schrödinger) evolution conserves information -that is to say, the entropy of a state remains constant, and the overlap of any two states also remains constant. Irreversible loss of information only occurs for "open systems," as is the case for classical irreversibility as well.
More rigorously, what this means is that when one subsystem is "discarded," the evolution of the retained subsystem may be irreversible. This is what happened in the example of section 2.2, of spontaneous emission. When we hypothesized that a photon might be lost to infinity and never retrieved, the consequent behaviour of the atom was not unitary, and this necessitated the invention of the density-matrix formalism. Let us for convenience split the universe into two parts or subsystems, one which we are interested in studying and will term the "system"; and everything else (beyond our ability to measure), which we will term the "environment." Then we shall replace the basis states |i by system-environment product states |i sys |j env . (In the earlier example, |i sys might be the ground and excited states of the atom while |j env could be the 0-and 1-photon states of the field.) Now for some state ρ of the combined system and environment, let us calculate the expectation value of an operator A. This is done by calculating TrρA, which involves summing all the diagonal elements of ρA in any complete basis, e.g., |i |j :
There is still coherence between ↓↓ and ↑↑, but if the environment is not part of your interferometer, you may as well consider it to have "collapsed" to ↑ or ↓ . This means there is no effective coherence if you look only at the system. coherence lost
The effects on the 4x4 density matrix for atom and field of tracing over the unobserved field state
Now, we have assumed that we can only carry out measurements on the system, and not on the environment. Thus A acts only on the system part of the state, and commutes with |jenv :
ρ red ≡ Trenvρ is termed the "reduced density matrix," and represents the density matrix for the system, once the environment is "discarded" (or "traced over," in the mathematical jargon). As can be seen clearly in the above sums, the partial traces Trsys and Trenv are computed by taking the diagonal matrix elements between basis vectors for the system and environment individually. Physically, tracing over the environment reflects ignoring the state of the environment. One way to conceive of doing this is to imagine an observer measuring the environment in some basis (|k ). For any outcome he obtains, the system will be left in a density matrix k|ρ|k (with probability given by the trace of that -unnormalised -density matrix, as I leave as an exercise). If we have no access to this observer's result, our system will be nonetheless left in a weighted average of all possible k|ρ|k 's. Summing these unnormalised matrices over a complete set of k includes this weighting automatically -and since this sum is a trace (Trenv), it is basis-independent: as one should perhaps have expected, the (average, mixed) state of our system cannot depend on which basis some unknown observer chooses to measure the environment in. Mathematically, taking this trace over the environment means that we retain only terms diagonal in the environment variables -no cross-terms (coherences) are retained between terms corresponding to different states of the environment. This is illustrated in Figure 2 for the case of the spontaneously decaying atom in state (|e0 + |g1 ) / √ 2. The full state of the entangled atom and field is given by this 4x4 matrix. The state of the system when no photon is observed is given by the upper-left 2x2 block, while the state when 1 photon is observed is given by the lower-right 2x2 block. The final state of the system if we do not know which occurred is given by
This expression is at the heart of the effective decoherence which is characteristic of open systems, but also of measurement; there is, of course, no difference between an "environment" treated as above (which acquires information about the state of the system through an entangling interaction) and a measuring device, save for intent. As Feynman's Rules for interference teach us, if there is any way -even in principle -to tell which of two histories (Feynman paths, if you like) was followed, then no interference may occur between these paths: their coherence is lost (see section 4 for further discussion of this). Clearly, by observing the environment, one could determine whether the atom was in |g or |e ; this is why the reduced density matrix has 0's on the off-diagonals, representing vanishing coherence between the two. There can be no dipole moment, since a nonzero dipole arises from interference between states of different parity. Naturally, the full system still has perfect coherence between |g1 and |e0 ; but this coherence can only be studied by manipulating the two systems together; once we limit ourselves to studying a subsystem (or once the environment has such a large number of degrees of freedom that, as in statistical thermodynamics, it is inconceivable in practice that it could be manipulated sufficiently coherently), this coherence becomes practically unobservable. This is true, incidentally, even if there is no additional "collapse" process, and the evolution of the universe is described by the Schrödinger equation alone. . . In sum, effective "collapse" (really decoherence: the impossibility of observing any effects which depend simultaneously on the amplitudes for Schrödinger's cat to have been alive and to have been dead) arises in two steps: (1) the entanglement of two systems, and (2) the discarding (or neglecting) of one of these systems.
Importantly, the trace is basis-independent. It is not necessary that some demon in the environment choose to measure whether there was 1 photon or 0, and acquire this information; the mere fact that this is conceivable guarantees that there is no interference. If such a demon measured the field to be in the state (|0 + |1 ) / √ 2, he would in fact collapse the atom into a state with a positive dipole moment. This is the content of the "quantum eraser" idea. However, if the demon attempted such a measurement, he would be equally likely to find (|0 − |1 ) / √ 2, collapsing the atom into a state with negative dipole moment; if we ignore the demon's subsystem, the density matrix is the same regardless of what basis he picks for a measurement. This is a reflection of the fact that no action that is performed on one subsystem can affect the statistics of another subsystem, once the two are no longer directly interacting. This is one way to see that EPR correlations satisfy a "no-signalling" theorem, and do not violate relativistic causality.
Generalized Measurement (POVMs)
All measurement is indirect. By this I wish to say that when we talk about studying a system A, we really mean that the system interacts with a meter B, and we look at the meter. Really, this chain typically has many more steps, culminating whenever you feel like truncating it -when the information is written on your hard drive, or displayed on your computer screen, or when your eyes absorb the photons from the screen, or after your brain processes the information? But to understand the effect on the system and the maximum amount of information extractable, it is enough to consider the interaction of A with B. Now, the traditional (von Neumann) view of measurement is in terms of projectors onto complete sets of basis states for Hermitian observables; obviously, when in the real world we carry out a Stern-Gerlach experiment and a silver atom causes a spot to appear on a screen, this spot does not live in a two-dimensional Hilbert space and spit out a "+h/2" or a "−h/2" (Figure 3 ). Only given some knowledge of the system do we make the approximation that spots in certain regions nearly guarantee one eigenstate and spots in others nearly guarantee the other, recognizing that some experimental uncertainty is always unavoidable. Any real observation is thus viewed as an approximation to the Platonic ideal of a measurement. A more appropriate view, I would maintain, is that any correlation can provide information, and thus constitutes a measurement. Projection operators are merely one idealization of this idea -and interestingly, they are not even always the optimal strategy, depending on one's goal. This is the motivation for discussing "generalized measurement," a formalism which is intended to encompass both von Neumann-style measurement and the wide range of real-world techniques for extracting information from a system.
Let us explicitly consider the interaction between a system of interest and a second, "meter" system. To accomplish an ideal von Neumann measurement, we would like an interaction to create perfect entanglement between the system and the meter, which should have the same dimensionality as the system. For instance, if we wish to observe whether an atom is in |g or |e , we need some 2-level measuring device, such as a spin which can be in state | ↓ or | ↑ . Initially, the atom is in an unknown state, and the spin is "initialized," e.g., to | ↓ . Our goal would be to design an interaction which would lead to the evolution
for instance, so that later observation of the spin would inform us as to the state of the atom. (The astute reader with some familiarity with quantum information will have observed that this interaction is essentially a controlled-NOT.) Meanwhile, since the spin has complete information about the state of the atom, this measurement has destroyed all coherence between e and g. But recall our earlier discussion of an "incomplete" measurement in section 1.2, where only giving the atom one half-life to interact with the field failed to maximally entangle the two systems:
Figure 3: A Stern-Gerlach measurement. a. The idealized "two-dimensional" picture of a projective measurement. b. The reality: infinite-dimensional, and with finite uncertainties.
Here, observing the field to be in "0" or "1" gives some information about the state of the atom, but not complete information; it is a therefore a reasonable model for at least one class of real-world measurements with finite uncertainty. Another example of a measurement with finite uncertainty is shown in Fig. 3b . In the Stern-Gerlach effect, the (twodimensional) spin of the atom is coupled to the (continuous) momentum of the atom, which is what is eventually read off (ideally), in the far field. In this case, the infinite dimensionality of the momentum "pointer" is merely a technical detail, perhaps a weakness, but any true description of practical measurements should take into account the fact that the number of possible outcomes may be larger than the dimensionality of the system Hilbert space alone -perhaps even infinite. In the present situation, this may be construed as a minor technical nuisance, but as we shall see later, there are cases in which there is an actual advantage to performing such measurements. In the case of projective measurements, the probability of outcome i was given by the expectation value of the projector onto i: Pi = Proj(i) = Tr(ρProj(i)). If the i's come from a complete set of orthonormal states, then the completeness relation i Proj(i) = I ensures that i Pi = 1, as desired. For a more general measurement, we still expect a basisindependent expression linear in ρ to describe the probability of a given outcome, and a small generalisation suffices:
where the Ei need not be projectors, but must be positive (to guarantee that Pi is always positive) and must sum to the identity:
i Ei = I. These operators can be written in terms of "measurement operators" Mi as follows:
Note that while the Mi determine the Ei, the reverse is not true.
What is the meaning of the measurement operators? If an outcome i is found, then Mi describes the effect on the state: |ψ → Mi|ψ . The simplest example is given by Mi = |i i|, which leads automatically to Ei = |i i|, and recovers the usual projective measurements, including both the probability formula and the projection postulate. But consider the case of spontaneous emission once more: the probability of detecting a photon depends on the initial probability of being in the excited state (multiplied by some "efficiency" η), but upon detection of this photon, the atom is left in the ground state. The measurement operator for such a decay observation is M1 = √ η|g e|. (This is stated here without proof, but it can be derived directly from the form of the interaction Hamiltonian which coupled the atom to the field, creating a photon through the term a † |g e|.) It is easy to see that E1 = M † 1 M1 = η|e e|, so that the probability of detecting a photon is given by the probability for the atom to be in e, multipled by η. The corresponding operator for the detection of 0 photons must be E0 = I − E1 since there are only two possible outcomes in this example:
The probability of detecting no photon is the sum of two terms, one for an atom in the ground state and the other for an atom in the excited state which failed to emit a photon. As we saw before, such a non-detection event makes it more likely -but not certain -that the atom is in g. How shall we see this in the update rule? Again, there are multiple "square roots" of E1, and the physically relevant one depends on the details of the interaction Hamiltonian, but the simplest case is easily seen to be M0 = |g g| + 1 − η|e e| .
An atom initially in cg|g + ce|e is left in a state cg|g + √ 1 − ηce|e upon non-observation of a photon. In the example we previously considered of cg = ce = 1/ √ 2 and η = 1/2,
confirming our classical conclusion that e is half as likely as g, implying a 33% probability to be in e and a 67% probability to be in g. Note that the state in Eq. 22 is not normalized; just as in the case of projection operators, the norm-squared of this resultant state ( ψ|M † i Mi|ψ = EI ) gives the probability of the result -here 50% (for an atom starting in g) plus 25% (for an atom starting in e but failing to decay) for a total of 75%. But when that event occurs, we are left in a reweighted coherent superposition of e and g. The reweightings of the probabilities can be seen to be simply g|M † i Mi|g and e|M † i Mi|e , which are nothing but the Bayesian likelihoods of the models g and e, respectively (the conditional probability of outcome i given an initial state of g or e).
The update rule written for pure states can easily be rewritten in terms of density matrices, and proves again to be linear, which guarantees that the following update rule is generally applicable to any ρ, pure or mixed:
where Pi is still given by Ei = TrρM † i Mi. Again, it is easy to verify that this reduces to the update rule for projective measurements when the Mi's are taken to be a complete set of orthonormal projection operators. These generalized measurements are also often referred to as "POVMs," for "positive operator-valued measurements," although this is such an uninformative mouthful that some authors have been known to resist even including it in their publications, arguing that "POVM" should by now stand on its own as a synonym for generalized measurement. Naimark's theorem shows that any POVM can be accomplished in the manner I have been outlining here, that is, by coupling the system of interest to some (potentially higher-dimensional) pointer system, and then making a projective measurement on the pointer.
Quantum optics students should be familiar with the treatment of spontaneous emission on the Bloch sphere, where the inversion decays with a timescale T1 while the coherences decay with a timescale T2, where for pure radiative decay with no broadening, T2 = 2T1 (which can be understood at one level by arguing that if amplitudes decay as e −t/T 2 , then the excited state probability, being proportional to the square of an amplitude, will decay as e −2t/T 2 ≡ e −t/T 1 ). This means that as an atom initially in a pure state on the surface of the Bloch sphere decays, it does not follow a straight trajectory towards the South pole (g), but rather curves around, outside this naïve path. From the perspective of generalized measurements, it is easy to derive this result, which most of us were taught to put in by hand when learning to write down the optical Bloch equations. Either a photon was emitted or not; if we do not know the result of this hypothetical measurement, then we must "trace over" all outcomes -here, this simply means summing over all Mi with the appropriate weightings:
Since this describes decoherence (the evolution from a pure state into a mixed state), there is no corresponding form in terms of state vectors.
An example: unambiguous state discrimination
A prototypical case in which one can see that coupling to a higher-dimensional system may actually be advantageous is the problem of unambiguous state discrimination. The problem is as follows: suppose that you are provided with a single quantum system, which is guaranteed to be prepared in either state |a or state |b . How well can you tell which of the two states you have? Clearly, if a|b = 0, a single projective measurement gives you the answer with certainty. But if the overlap does not vanish, it is not possible to unambiguously discriminate the two states all of the time. For simplicity, suppose the two states lie in a 2-dimensional Hilbert space; they could, for instance, refer to a horizontally-polarized photon and a 45
• -polarized photon. No projection which is guaranteed to detect every H can reject every 45. At least two different goals are conceivable; one might wish to simply minimize the error rate ("minimum-error discrimination"), or one might wish to answer with certainty as often as possible ("unambiguous state discrimination"). The former case was solved by Helstrom, and the solution is more or less what one might expect: one chooses a basis symmetrically positioned about |a and |b -in our 0/45 example, one would project onto −22.5
• or +67.5
• . It is easy to see that (for instance) a +67.5
• detector is much more likely to fire if the photon is polarized at 45
• than if it is polarized at 0 • (roughly 5.8 times so); this leads to an error rate of
if the two possibilities were equally likely to begin with: about 15% in our simple example. But how could one ever be certain that the state was |a ? The only way is to be certain that it is not |b , which suggests performing a projective measurement onto the orthogonal state |b . Unfortunately, to be certain that the state is |b , one would have to project onto |ā , which is of course not orthogonal to |b . Thus on any individual case, one must choose to do one or the other. For instance, we could project onto the 0/90 (H/V) basis for the photon, but when an H is observed, we have no way of being certain whether the photon was polarized along H or along 45, and must simply report 'Don't know.' Only when we observe a V can we conclude that the photon could not have been H, and thus must have been alone 45
• . Since only half the photons were presumed to be along 45
• , and only half of these are transmitted by a V polarizer, this strategy succeeds only 1/4 of the time, or more generally
Interestingly, informationtheoretic arguments show that the optimum success rate is 1 − | a|b |, or about 29% for our example. There is no way to achieve this optimum with projective measurements, and the reason can be understood in the following simple way. We are studying a two-dimensional system, and wish to be able to report either 'a' or 'b' when we find the appropriate result -but, aware that we will be unable to do so correctly 100% of the time, we must also report 'DK' ("Don't know") on occasion. In other words, we need to perform a measurement with 3 possible outcomes on this two-dimensional system, in violation of the assumptions of projective measurement. We hence need a generalized measurement, with three "POVM elements" Ei, corresponding to the three results 'a,' 'b,' and 'DK.' As mentioned earlier, the strategy for doing this is to "expand the Hilbert space," for instance by allowing the system to interact with a three-dimensional pointer system.
Another way to think about this is to recognize that one would like the two nonorthogonal states |a and |b to evolve into perfectly distinguishable (i.e., orthogonal) pointer states |A and |B which we can observe and announce. However, since unitary evolution preserves the overlap, there is no purely unitary process which can accomplish this. Something non-unitary must be done; one non-unitary operation is projection. We can allow the system to interact with a pointer so that the overall state expands into a three-dimensional state, but then project onto the AB subspace, so that the two states are orthogonal after projection. Mathematically, the unitary evolution could be written
where A, B, and DK are three orthogonal pointer states indicating 'we are sure the state is a,' 'we are sure the state is b,' and 'we don't know,' respectively. Unitarity guarantees that |vx| = | a|b |, so the "failure probability," that is, the probability of being required to admit we don't know, is
The maximum success rate, achieved when v and x are chosen to saturate the inequality, is as promised 1 − | a|b |, or about 29% for the example we have discussed. This transformation can be pictured as a rotation of the 2-dimensional vectors into a 3-dimensional space, as in Fig. 4 , where the z-axis represents the DK state, and the rotation angle is chosen to make the projections of a and b on the xy plane orthogonal (these projections are then the A and B vectors). Expressed in the POVM formalism, the operators EA and EB are not full projectors onto states a and b, for these would not sum to unity. Instead, three operators are required, such that I = EA + EB + EDK . In the optimal solution, EA = κ|b b |, EB = κ|ā ā|, and therefore EDK = I − κ |b b | + |ā ā| . The constant κ must be chosen so that EDK remains a positive operator, and when it is maximized under this constraint, one achieves the best-case unambiguous discrimination. Fig. 5 shows how the success rate of this POVM-based solution compares with the maximum achievable using projective measurements. Note that since no projective strategy can work for more than one state at a time, the success rate with projective measurements is strictly less than 50% except when a and b are orthogonal; on the other hand, the POVM success rate grows smoothly to 100%. In higher dimensions, the advantage is even greater, because in the most general case, one can distinguish up to d states in a d−dimensional space (the states must be linearly independent for unambiguous discrimination to be possible), and there will usually be no projective measurement basis which can unambiguously identify more than a single one of these d candidate states; an example is shown in Fib. 6.
Complementarity: Feynman's Rules and the Quantum Eraser
We are all familiar with Bohr's complementarity principle, and the conclusion of the Bohr-Einstein debates, that measuring which-path information destroys interference. In section 2.4, we saw how coupling to an environment and ignoring the final state of the environment accomplishes this, by erasing the off-diagonal terms in ρ. The implication is that actually measuring "which path" a particle takes is not required: the mere possibility in principle of measuring this -that is to say, the existence of anything in the environmental state from which such information could conceivably be drawn -is already enough. This is the content of "Feynman's rules for interference": I -if two or more fundamentally indistinguishable processes can lead to the same final event (e.g., a particle appearing at a given point on a screen), then add the complex amplitudes for these processes, and take the absolute square of the result to find the probability of the event. II -if processes are distinguishable, even in principle, then take the absolute squares of their amplitudes individually, and add the resulting probabilities to find the total probability of the event.
This language can still confuse people -what exactly do we mean by "in principle"? For instance, as Einstein repeatedly pointed out, it is certainly possible to measure which slit a particle passes through. The question is whether that possibility exists after the particle has reached the screen. If the experiment was built in such a way that once the particle reaches the screen, there is no longer any conceivable way to measure which slit it followed, then interference occurs; otherwise, it does not. A more modern perspective would be to say that one should calculate the probability of a given final state of the whole universe, not just of a single particle. If two different processes can lead to the same final state of everything, then there is no way to tell from that final state which process occurred. If, on the other hand, some demon has written down which slit the photon went through, then there are two different final states for the universe: one with a photon on the screen and the words "upper slit" recorded in the demon's lab book, and one with the same photon at the same point on the screen but the words "lower slit" written in the lab book.
Let us see how this applies to our earlier description of measurement as based on an interaction of the system with a "pointer" or environment. Let us, without much loss of generality, consider the state of the system in a two-path interferometer, which I will write ψs = ψa+e iφ ψ b , where ψa and ψ b are meant to represent the wave functions corresponding to particles traversing slits (or generalized "paths") a and b, respectively. The final probabilities (or intensity pattern) are given by
where the two cross-terms on the right are of course the interference terms. But now let the system interact with a measuring apparatus "MA," such that ψs → ψs|M A . In particular, we imagine that ψa → ψa|A and Repeating the calculation of the intensity pattern, we now have
A "good" measurement is normally taken to be one in which a and b can be distinguished with certainty, i.e., A|B = 0; clearly, in this case, the interference terms vanish. The first two terms are unchanged (since A and B are normalised), and the total probability becomes the incoherent sum of |ψa| 2 and |ψ b | 2 as per rule (II). But this formalism allows us to treat the more general situation, in which our measurement provides some information about which path was followed, but not perfect information. In this case, the visibility is reduced, to a maximum value of | A|B |, which runs from 1 in the case of no information (identical final environment states) to 0 in the case of perfect information. This is the origin of the "duality relations" studied by Greenberger and Yasin; Jaeger, Shimony, and Vaidman; Englert; and others, which can be written
where D is the "distinguishability," defined as |PA − PB|, the absolute value of the probability "bias" achieved between a and b by making the measurement; and V is the visibility as described above. To relate D to A|B , it is sufficient to harken back to section 3.1. What is the minimum error probability for distinguishing states A and B? We saw that it was
It can be shown that this is equivalent to saying D ≡ |PA − PB| = 1 − | A|B | 2 , from which Eq. 30 follows directly.
The Quantum Eraser
During the development of quantum mechanics, it was taken for granted -in practice, if not always in principle -that a measurement had to involve amplification up to the macroscopic realm, and what Bohr described as an "uncontrollable, irreversible disturbance." With the development of technologies such as cavity QED, however, it became clear that the sort of "measurement apparatus" we have just described could be a single photon, or other individual quantum particle. Scully and various co-authors (notably Druhl, Hillery, Englert, and Walther) asked whether storing which-path information in a single quantum must necessarily disturb the system in the way Bohr imagined, and in particular, whether it might be possible to practically reverse it. (While the Schrödinger equation is time-reversal symmetric, it is difficult to even conceive practically of reversing the motions of all the electrons, holes, and phonons excited in a slab of Silicon when a photon is detected by a classical avalanche photodiode: this is the same problem of practical irreversibility we come up against in classical statistical mechanics. But if a measurement is effected by allowing a single atom to pass through a high-Q cavity for half a Rabi period, thus exchanging energy with a single mode of the radiation field, it is easy to imagine "undoing" this interaction in precisely the same manner.)
The correct state was identified 55% of the time--Much better than the 33% maximum for standard measurements.
(a) experimental setup (b) results
Figure 6: In our group, we carried out an optical experiment to distinguish among three qutrit states, achieving a 55% success rate (to be compared with the < 33% maximum for projective measurements).
As a toy example (whose connection to some of the classic experiments on entangled photons will easily become clear), imagine a source (Fig. 7) which emits a single "signal" photon at a time, in a coherent superposition of paths s1 and s2 (this could simply be a beam splitter illuminated by a weak laser beam). Interference is of course observed at the two detectors as the path lengths are changed, e.g. by displacing the beam splitter. Now suppose that, unbeknownst to us, the NSA had convinced the manufacturer of the source to build in a "back door," surreptitiously sending them an "information photon" i1 whenever s1 was emitted, or i2 whenever s2 was emitted. This information photon of course plays the role of measuring apparatus, and if -as in Fig. 8 -i1|i2 = 0, our interference will be destroyed (and we will learn of the presence of the eavesdropper).
Scully et al.'s question was: if one could "erase" this information, making it impossible for any one to determine which path our signal had taken, would interference be restored? To address this, let us think about how such erasure could take place. A simple proposal is shown in Fig. 9 . If the two 'i' paths are combined at a 50/50 beam splitter, then detecting a photon exiting either output port of the beam splitter would provide no information at all about whether it originated along i1 or i2. Would this do the job? If so, consider the consequences. The "erasure" beam splitter could be added at any point in time; hypothetically, long after I had detected my signal photon, after the information photon had been propagating along one of its two paths for years. An alien residing in the vicinity of α−Centauri could decide at the last minute whether to keep the information (destroying the interference) or to erase it (restoring the interference). And somehow, my dusty lab book from 4 years in the past would now have a record of interference or its absence, depending on what this alien had just done. Obviously, this is impossible, and it is one way to see that no unitary evolution on the measuring apparatus can ever change the status of the signal interferometer. Mathematically, this is because unitary evolution preserves inner products ( A|U † U |B = A|B ), so adding the beam splitter (which of course only leads to a unitary evolution of the photon modes) cannot change the quantum distinguishability of the paths, nor therefore the visibility.
Specifically, if the beam-splitter mixes i1 and i2 to create two new modes d1 and d2, it will in fact map each of them onto a different superposition:
where unitarity demands that r * t + t * r = 0, and hence that the two final states are orthogonal. This means that they are distinguishable in principle. And in fact, it is easy to see that they are distinguishable in practice -it suffices to add yet If it's no longer possible to tell whether the photon came from s 1 or s 2 , then interference is restored! Figure 7 : A cartoon version of a single-photon interferometer: the source emits a "signal" photon in a superposition of paths s 1 and s 2 , and the probability of each detector firing varies sinuosoidally (or cosinusoidally) with the phase difference between the two paths. Figure 8 : Which-path information can be stored in an "information photon" entangled with our signal, such that the emitted state is c 1 |s 1 |i 1 + c 2 |s 2 |i 2 , as of course is the case in spontaneous parametric down-conversion.
another beam splitter to recombine d1 and d2, such that they form two paths in a balanced Mach-Zehnder interferometer. Then i1 will be guaranteed to exit one port of the resulting interferometer and i2 the other; placing detectors at those two ports would have precisely the same effect as placing them just behind the source.
The missing element in the functional quantum eraser was hinted at twice above. On the one hand, no unitary evolution can change the overlap, but non-unitary evolution could (recall the solution to the unambiguous state discrimination problem). On the other, if the "erasure beam-splitter" is inserted, then "detecting a photon exiting [along path d1 or d2] would provide no information at all." If a photon is actually detected in one of d1 or d2, then in some sense it is too late to add the extra beam splitter and distinguish between (|d1 ± |d2 ) / √ 2. Well, strictly speaking, even this is not true. If by "detected," we simply mean the field modes have interacted with some measuring apparatus, then remember that in the state of the whole universe (including the measuring apparatus), no coherence has been lost, and it is mathematically conceivable that Schrödinger's cat could be interfered back together again. The only way to guarantee that this does not happen is to project the system onto d1 or d2. This is the non-unitary operation which allows the overlap to be modified. Physically, it corresponds to the act of "post-selection," i.e., studying only events where a given detector fired on the left, and discarding the others.
Let us analyze this in the framework of Eq. 28. of i1 and i2, e.g., d1| ≡ ( i1| − i i2|) / √ 2 for a symmetric 50/50 beam-splitter.
a resulting state which will of course exhibit interference (albeit with a −π/2 phase shift). The non-normalized nature of this state reflects the fact that the post-selection only succeeds 50% of the time.
Note that if one instead postselected d2, by projecting onto d2| ≡ ( i1| + i i2|) / √ 2, the resulting system state would
, with a +i in place of the −i; interference would still occur, but 180
• out of phase with the pattern observed for a d1 postselection. This comes back to the point established earlier: even after the "erasure beam-splitter," the full ensemble displays no interference. It is necessary to project out a subensemble, and only after this non-unitary projection can it be possible for interference to be restored.
The symmetry of the situation should be apparent. What is really observed are correlations between the detectors for the information (or "idler") photon and the detectors for the signal photon. For a given value of φ, detecting a photon at d1 will increase the probability of detecting a photon at the upper signal detector; for a different value of φ, it will do the reverse. But one can equally well argue that in the former case, detection at the upper signal detector increased the probability of detecting a photon at d1. The interference occurs not for subsystems but for the entire composite system, determining the probabilities of the four possible outcomes s1d1, s1d2, s2d1, and s2d2. We are free to treat one subsystem or the other as a "measuring apparatus," but there is no distinct physical role for this in the theory.
"Interaction-free" measurement and the trouble with retrodiction
Perhaps the most remarkable example of a case of "indirect" measurement is what was colloquially known as the "ElitzurVaidman bomb" problem until political correctness (perhaps related to the fact that some of the experiments on this topic were carried out at Los Alamos when it was trying to shed its association with bombs) led to the seemingly more neutral name " 'interaction-free' measurement" (IFM), which in turn proved so controversial that I shy away from typing it without extra scare quotes. Of course, we have already recognized that every measurement begins with an interaction, but the phrase "interaction-free" here is meant to have a very specific sense. To understand it, is is helpful (although by no means essential) to return to the original setup of the problem. Imagine that you have purchased a supply of bombs which come equipped with triggers so sensitive that the passage of a single particle of anything would be guaranteed to set off an explosion -a single molecule of air, a single electron, a single photon would be enough. Now suppose that you are told that some of your stockpiled bombs have defective triggers, and will never blow up at all -but that the only physical difference between the working bombs and the defective bombs is that the former will blow up, and the latter will not. If this is the only physical difference, then it should seem intuitively clear that the only way to establish which kind of bomb one has is to try to set it off, and observe whether or not it explodes; this would make it impossible, of course, to establish that a given bomb was functional without destroying that bomb. (Analogous peacetime applications could be considered, such as detecting the presence of a piece of unexposed film without exposing the film; or taking an X-Ray of a subject without running the risk that the subject will be harmed by the absorption of the X-Rays; but for the present, we will content ourselves with the theoretical ramifications of the problem.) The goal Elitzur and Vaidman set themselves was to determine whether or not a bomb was operational -at least some of the time -without destroying it. And since The bomb must be there... yet my photon never interacted with it.
Figure 10: Interaction-free measurement proceeds by placing the object to be studied in one path of a balanced Mach-Zehnder interferometer, which in the absence of any disturbance exhibits constructive interference at detector C and destructive at detector D, making the latter a "dark port." interaction with even a single photon was hypothesized to trigger any working bomb, this task can be considered in that limited sense "interaction-free."
While the classical intuition is faultless classically, and the task is indeed impossible, in quantum physics the situation is different. The setup can be seen in Fig. 10 . A balanced (equal-path-length) Mach-Zehnder interferometer is built, and illuminated with one photon at a time. Due to constructive interference, every photon reaches detector C, making detector D a "dark port." Now the trigger of a bomb is placed in one path of the interferometer. For simplicity, let us suppose the trigger detector is of the QND (quantum non-demolition) sort, that is, that the photon passes through unscathed, whether or not the trigger works. If this is a working trigger, then the bomb serves as a "measuring apparatus" for the photon; if the photon follows the right-hand path, the bomb explodes, and if it follows the left-hand path, it does not. Presumably, these two final states have vanishing overlap, and if my lab is still in one piece, I can safely conclude that the photon took the left-hand path. But of course, if I have which-path information, no interference is possible: therefore, one half of the photons which avoid the bomb (25% overall) reach detector D. On the other hand, if the trigger had been defective, no which-path information would have been obtained, and interference would persist: no photons would have reached D at all. Armed with this knowledge, I conclude that whenever a photon reaches D, this indicates the presence of a working bomb (one with the capability of establishing which-path information), even when (because I did not blow up) I am certain that the photon did not follow the path containing the bomb. This is one of those straightforward consequences of quantum interference which are so striking that quantum optics researchers, when first told about it, seemed to split fairly evenly into a camp which called it impossible and a camp which called it trivial. It is of course related to the fact that quantum mechanics is not a theory of events, or even of probabilities, but of probability amplitudes. In some sense, Feynman's injunction that we must add the amplitudes for every path which could possibly have been followed means that it is not a theory of "what happened," but of "all the things that could have happened." Thus the question of whether or not the photon could have taken the other path without exploding a bomb is a salient one. To those who simplistically feel that quantum mechanics proves the old chestnut that "a tree falling in a forest when there is no one there makes no sound," I would counter that this effect demonstrates that sometimes, we can tell whether or not the tree would have made a sound, even without felling it.
Of course, only 25% of the time do we confirm that the bomb is working, without destroying it. 25% of the time, we get no information; and 50% of the time, we need to replace our destroyed laboratory. Well, this is not quite true. First of all, what can we conclude if detector C fires? We know that P (C|working) = 1 2 and P (C|defective) = 1 ;
we remember from Eq. 2 that an observation of C will therefore double the ratio of P (defective) to P (working); if the two possibilities were equally likely, then a single photon at C makes the probability of a defective bomb 2/3, two photons make it 4/5, three photons make it 8/9, and so on. In the case of a defective bomb, we can send as many photons through the interferometer as we like, to reach a desired level of certainty that it is in fact defective. For a working bomb, on the Hardy's version of IFM for a quantum object: an electron which is in a superposition of being in "interaction region" W and being outside. If an electron and positron meeting at W are certain to annihilate, then a positron reaching detector D + might lead us to conclude that the electron was in fact "in."
other hand, we can also send another photon through every time one lands at C, but each time, the bomb will be twice as likely to blow up as to divert the photon to D. Thus if we continue sending photons through the system until one of the (more or less) conclusive results is reached, 2/3 of the working bombs will blow up and 1/3 will be "detected." By modifying the reflectivities of the beam splitters appropriately, Elitzur and Vaidman showed that this success probability could be raised arbitrarily close to 1/2 -and Kwiat et al. later showed that by using a "Zeno-effect"-based strategy (in practice, a multi-pass rather than a single-pass interferometer) one could in principle identify arbitrarily close to 100% of the bombs without detonating them!
Hardy's "Retrodiction Paradox"
Clearly, there is still an interaction Hamiltonian at work in the IFM, even if in specific cases, our final state may escape the nefarious influences of this interaction. But there is a deeper concern here. It is fundamental to quantum mechanics that measurement (at least of a quantity which was not already in a definite eigenstate) changes the state of the system. Elitzur and Vaidman and many others tried to study the case of a quantum bomb, and how this indirect measurement would affect it, if the measurement could proceed without blowing it up. The analysis due to Hardy has had the greatest long-standing impact. Instead of considering a bomb which could be functional or defective, Hardy considered a single electron in a superposition of being in the interferometer and being elsewhere. In his Gedankenexperiment, the photon interferometer was replaced with a positron interferometer (see Fig. 11 ), and it was assumed to be arranged such that if the electron met the positron in region W , they would be certain to annihilate. In this way, the electron in W functions as a working bomb, while the electron in an outside path plays the role of the defective bomb. According to the logic of IFM, the positron can only reach detector D+ if the electron is in fact in W . But this should "collapse" (or at least decohere) the state of the electron -something which could be studied by adding an additional electron beam splitter, to "close the interferometer" for the electron, as in figure 12 A glance at this figure should immediately convince you that the IFM discussion suggests that D+ can only fire if the electron is in W , but since the electron is in its own balanced interferometer, D− can only fire if the positron is in W . At first, this seems borne out by direct calculation. Let us start with an initial state After the interaction in W , this state has become
Since |C+ is meant to be the port with fully constructive interference (prior to any electron-positron interaction), we define |C+ ≡ (|O+ + |I+ ) / √ 2, and |D+ must then be the orthogonal state (|O+ − |I+ ) / √ 2. If we detect the positron at detector D+, the state of the electron can be determined by projecting onto this:
What do we conclude? First, that the probability of D+ firing is |1/2 √ 2| 2 or 1/8 -this is the 50% chance that the electron was in W , times the 25% chance of a "successful interaction-free measurement" on the first try. Second, we conclude that whenever D+ fires, the electron is indeed in the state I−. So far, so good. But now let us ask what the probability of D− firing on the same occasion is. Intuitively, an electron in I− has a 50% chance of reaching detector D−, so we see immediately that the overall probability of D+ and D− firing on the same occasion is 1/16, or
But wait. D+ could only fire if the electron was in W ; D− could only fire if the positron was in W ; and if the electron and positron were both in W , they are sure to annihilate, and therefore no detector at all should fire. Yet a few-line calculation shows us that one time in 16, this paradoxical event occurs. This leads many to the conclusion that there is something fundamentally wrong with "interaction-free" measurements: in essence, that although there may be cases in which you reach the correct conclusions, by avoiding the physical effects of the interaction, you have side-stepped one of the necessary conditions for a true measurement, and cannot be sure that your conclusions will always be valid. Hardy attributes this to the feature of quantum mechanics known as contextuality. Due to the theorem of Kochen and Specker, it is known to be impossible to assign "non-contextual" values to observables. That is, if you wished to construct a "hidden-variable theory" consistent with quantum mechanics, you could not assume that even on individual events, the value you would get if you measured some observable A would be independent of whether you measured A along with To many, this paradox reinforced the traditional view of quantum measurement. You cannot measure something without disturbing it; and if we did not directly measure which path the electron took through its interferometer, we cannot assign a particular history to it based on observations of the positron; we cannot "retrodict" its behaviour in this indirect fashion. In the following section, I will introduce another modern measurement paradigm which takes precisely the opposite view, and then examine how they may be reconciled.
6 Strong and weak measurements: from von Neumann to Aharonov 6.1 von Neumann's measurement interaction Throughout these lectures, we have followed the view that a measurement proceeds by allowing a system to interact with some "probe," after which we can examine the state of the probe. This is precisely how von Neumann himself modelled the physical process of measurement. He imagined a "pointer," like the needle on a dial, whose position after a measurement interaction could depend on some observable of the system. In order to treat this interaction quantum mechanically, his pointer of course had to be a quantum system. Let us consider it to be described by some wave function ψ(xp), where xp represents the pointer position. This position has some associated uncertainty ∆xp, but for the measurement to be useful, we would assume that ∆xp is not too big; an ideal "classical" measurement would arise in the limit ∆xp → 0.
In order to measure a system observable As, we would like to design an interaction such that the pointer positioninitially assumed to be xp = 0 -becomes proportional to the value of As. Since the pointer momentum operator Pp is the generator of translations, this can be accomplished by using an interaction Hamiltonian Hint = g(t)AsPp, where g(t) is some time-dependent interaction strength. This leads to
If we assume that the interaction is brief enough that no time-evolution of As itself need be considered, we find immediately for the pointer shift where we have defined G as the integrated interaction strength. The bottom line is that if system and pointer are coupled through a product of their respective operators, the system operator is the observable being measured; while the pointer operator is the conjugate ("pointer momentum") to the observable which will serve as a readout ("pointer position"). Some find the situation more intuitive by flipping the roles. One could measure As by having the system exert a force on the pointer proportional to the value of As. Since a constant force is a potential U (xp) = −F xp, this would be accomplished by a Hamiltonian Hint = −(dF/da)Axp. Here the proportionality constant dF/da is the interaction strength, and xp now plays the role of "pointer momentum." How can we see this? If this Hamiltonian acts on the system and pointer for some time, the applied force will impart a momentum shift to the pointer, which is proportional to the value of As. Thus it is the momentum of the physical pointer which can be used to read out the system observable, and which we would typically refer to as the "pointer position."
Note that if As is in an eigenstate, the operator in Hint can be replaced by the corresponding eigenvalue a, and the Hamiltonian becomes a pure displacement operator. The pointer wave function is shifted, without distortion, by an amount Ga. But if the system is initially in a superposition of states with different eigenvalues ai, then by the superposition principle, system+pointer evolve into a superposition in which each As-eigenstate is correlated with an appropriately displaced pointer:
The typical assumption, following von Neumann, is that the scale of the position shifts (Gai) is much larger than the initial uncertainty of the pointer position ∆xp; otherwise, it would not be possible to determine the value of As from the pointer. If this is the case, then the pointer wave functions in the above expression are nearly orthogonal, making it a highly entangled state of system and pointer, represented schematically in Fig. 14 . As in the discussion of Eq. 29, such a measurement completely destroys the coherence between difference eigenstates of As. The measurement has disturbed the system; in particular, by changing the phase relationship between A-eigenstates, it has disturbed the observable conjugate to As (as changing the phase relationship between different positions disturbs the momentum, and changing the phase relationship between different momenta disturbs the position).
There is a complementary way to understand the origin of this disturbance. In the limit of a "good" measurement, we assumed ∆xp had to be small. This means, of course, that ∆Pp must be large. But from the point of view of the system, the interaction Hamiltonian which acts on it through As is proportional to Pp; if this latter quantity is uncertain, then the system feels an effect of uncertain magnitude. Since As is the displacement operator for its own conjugate variable, the disturbance manifests itself on this conjugate. (As itself commutes with Hint by construction, and can therefore not be disturbed by this interaction.) For instance, if As were the position of some particle, the Hamiltonian would correspond to an actual force, proportional to Pp, acting on the particle. The more uncertain Pp, the more uncertain the force, and the greater the random disturbance to the particle's final momentum (the variable conjugate to As). The conclusion is already well-known to you. The more accurately you measure As (e.g., particle position), the more disturbance you create for the conjugate variable (e.g., particle momentum). Note that in von Neumann's formalism, this result falls out directly of the coherent Schrödinger interaction between system and pointer, and no assumption of any "state reduction" is required. Mathematically, the "randomness" arises when we trace over the pointer with which the system has become entangled, leaving the latter in a mixed state with reduced coherence.
Weak measurement
Aharonov and his coworkers realized in the late 1980s that this formalism opened the door to a new possibility. If, contrary to von Neumann, we take the opposite limit, of large ∆xp, then it is possible to have a state with small ∆Pp, and hence little disturbance arising in the interaction Hamiltonian. Seen from the perspective of Eq. 41, the large position uncertainty means that the overlap between ψ(x − Gai) and ψ(x − Gaj) may be nearly unity, so that very little information is gained from an individual measurement and there is very little concomitant loss of coherence (recall section 4). (The state very nearly factors into a product of a system state and a pointer state, so that tracing over the latter leaves the former unchanged.) Note that the average shift of the pointer is still given by G As , as we saw in Eq. 40, which did not require any assumptions about the width of the pointer wave packet.
Part of the motivation for thinking about such "weak" measurements, where the disturbance could be reduced at the expense of the amount of information extractable, was to enable one to discuss measurements on post-selected systems, such as those we encountered in the discussion of the quantum eraser, or indeed Hardy's paradox. Could we imagine measuring which path the electron had been in, but only on those occasions where it eventually reached a particular detector? Of course, the standard view of quantum mechanics would have us say no; we must choose whether to place a detector inside the interferometer or after the final beam splitter. But by now we realize that the choice between "a detector" and none is too limiting; a measurement can be any interaction between the system and some second object, and this interaction may be stronger or weaker. The time-reversibility of the Schrödinger equation led Aharonov to argue that one should be able to get as much information about present observables from final conditions (post-selection) as from initial conditions (state preparation). In the usual paradigm, the symmetry is apparently broken by the "uncontrollable, irreversible" nature of traditional measurement. I cannot really talk about the electron which was following a trajectory from a given input to a given output, if at some intermediate time I measure where it is, violently disturbing its momentum. But, argued Aharonov et al., in the limit of an arbitrarily weak measurement, the disturbance to my system could be arbitrarily small. Of course, the deeper one moves into this limit, the smaller the effect on the pointer. However, one could repeat identical measurements on a large "subensemble" of identically prepared and identically post-selected systems, and the average pointer shift would still provide information. (As observed above, in the absence of post-selection, the pointer shift remains proportional to A , no matter how small the coupling G or how large the pointer uncertainty ∆xp.) Figure 15 shows a particular example. I show you three boxes, labelled A, B, and C, and offer to play a game. I will hide a $20 bill in the boxes, and if you can find the bill, you get to keep it. But to make the game more interesting, instead of placing the bill in a particular box, I place it in a coherent superposition (|A + |B ) / √ 2. To make the game more fair, on the other hand, I give you an additional piece of information: I promise that I will find it in another superposition, (|B + |C ) / √ 2. (Of course, I cannot guarantee that this will occur on every try; it is merely a post-selection. I promise you that if I fail to find the bill in that superposition, we will simply set up the game again and you will have a second chance, and so on until the post-selection succeeds.) Which box do you bet on?
Most physicists when asked this question refuse to answer; we have been trained to believe that the bill does not reside in any particular box, but really is in a superposition of A and B until I choose to measure whether or not it is in (|B + |C ) / √ 2, at which instant it makes a "quantum jump" into that state, or an orthogonal one. Most non-physicists immediately give the right answer, which is B. There is no way the bill could have been in C, given the promised preparation (we neglect the possibility of tunneling between boxes); yet there is no way the bill could have been in A, in light of the state I found it in. According to this rather classical reasoning, there is a 100% probability that the bill was in B. But are we allowed to do this quantum mechanically or not? Is "|A + |B " tantamount to saying "A or B," or not? The very fact that physicists hesitate when presented with this problem seems to me to point to a gap in our real intuition for the quantum world, and this is at least one important role for discussions of weak measurements.
For indeed, if -before the post-selection was attempted -you made a projective measurement of whether or not the bill was in one of the boxes, you would greatly disturb the state of the bill. There would still be correlations with the success of the postselection, but you might not wish to think of the bill you observed as being in the process of following its natural trajectory from preparation to postselection. Nevertheless, the correlations are easy to reason through: if you found the bill in box A, the post-selection could never succeed. And naturally, you could never find the bill in box C in the first place. Therefore, if you looked in A, B, and C on various occasions, the only place you could find the particle and have the post-selection succeed would be box B. Not finding the particle in B would collapse it into A and guarantee that the post-selection would fail. Thus even for projective measurements, in this case the classical intuition holds. More generally, the results of strong measurements conditioned on later post-selection are given by the ABL (Aharonov-Bergmann-Lebowitz) rule, which is essentially the straightforward application of Bayesian reasoning to A+B What are the odds that the particle ! was in a given box (e.g., box B)?
Figure 15: The quantum 3-box problem. If I promise you that I will prepare a $20 bill in the state (|A + |B ) / √ 2 and that I will find it in the state (|B + |C ) / √ 2, how much can you conclude about where it is likely to have been between the preparation and the post-selection? Would it be possible to verify this? these inferences, along the lines that we have applied several times now in these lectures. In what follows, though, we will consider the results of weak measurements on such systems, asking what the average shift of a weakly coupled pointer would be, on those occasions when the post-selection succeeded. This is of interest because there are more general situations in which one can really not tolerate the disturbance of these intermediate strong measurements, unlike the case of the 3-box problem. For instance, consider a particle which is at t = 0 in a well-localized, real-valued wave packet centered at x = 0. Its momentum is of course very uncertain, and has zero expectation value due to the real value of the wave function. But suppose that at t = τ you make a projective measurement, finding the particle in a well-localized wave packet centered at x = x0 (also with a very uncertain momentum). What would you conclude about the average value of the momentum at times 0 < t < τ ? The strict textbook approach rejects the question; or rather, suggests that P was 0, and remained 0 until the instant when the final measurement disturbed the system (after which P was in fact 0 again anyway). Common sense, on the other hand, suggests that a particle which travelled a distance x0 in a time τ should have had a momentum somewhere around mx0/τ . But of course, if a strong measurement of momentum were actually made between times 0 and τ , any momentum within the initial uncertainty could be found; and since any momentum eigenstate is delocalized, the post-selection would be equally likely regardless of which was obtained. It turns out in such cases that if a weak measurement is performed, the average result conforms with intuition; this is a result of a number of mathematical properties of weak measurements that make some researchers wish to ascribe some deep significance to the values they reveal. Such an attribution remains controversial, however, so we will focus on the incontrovertible experimental predictions of the formalism, which rely only on standard quantum theory.
Suppose a system begins in some initial state |i , and a pointer in some state |ψp . We once more assume an interaction Hamiltonian H = g(t)AsPp, and an integrated interaction strength G ≡ g(t)dt, but we will now make the additional assumption that the measurement is weak, i.e., that the characteristic pointer shifts -GA-are small compared to the smallest length scale set by the pointer momentum distribution,h/|P |. Schrödinger evolution yields
Now suppose we successfully post-select the particle to be in final state |f . The state of the pointer can be determined by projecting Eq. 42 onto f |:
where we have defined
and made the weakness assumption that |GAsPp| h. Recalling that Pp is the generator of translations, we see that the action of the exponential in Eq. 43 is to translate |ψp by the amount Gaw. Recalling that (in the absence of post-selection) the pointer shift was G As , we see that this shift corresponds to the result we would expect if the value of A were given by aw, which is termed the "weak value," and given by Eq. 44.
Some implications of the weak-value formula
The question of whether or not to ascribe "reality" to this weak value between the preparation and the postselection is a difficult philosophical one. But it has a rigorously defined operational meaning, in that it tells us how strong the effect of the system would be on any other object coupled to As, in the limit where this coupling was not so large as to significantly disturb the evolution of the system between preparation and postselection.
Some interesting properties are immediately evident from Eq. 44. If either the initial or the final state is an eigenstate of As, then the weak value is guaranteed to be the corresponding eigenvalue: we get information as reliably from final conditions as from initial conditions. Furthermore, the formula is linear; the weak value of A + B, generally denoted A + B wk , is equal to A wk + B wk , regardless of whether or not A and B commute. (Roughly speaking, this is why from information about X(0) wk and X(τ ) = X(0) + P τ /m wk -the localization of a particle at two instants in timewe can draw conclusions about P/m wk , the velocity of the particle.) In a sense, this points to one of the most dramatic features of weak measurements, which is their non-contextuality. While the Kochen-Specker theorem tells us that we cannot imagine assigning definite values to particular observables on a shot-by-shot basis without knowledge of the "context" of the measurement, the weak-value formula tells us that the weak value of a given observable in some post-selected ensemble is entirely independent of any other weak values that might be measured simultaneously. As we shall see, this makes weak measurement a particularly interesting approach from which to reanalyze Hardy's paradox, and its suggestion that retrodiction (the stuff of IFM, but really the stuff of weak measurement as well) is inherently untrustworthy.
It is also simple to show that if post-selection is done onto a complete, orthonormal set of final states, and the weak value is averaged over all these post-selections, weighted by the success frequency, one recovers the usual expectation value. This has to be the case, since if one sums up all the possible post-selections, one is back to measuring the pointer shift irrespective of the final state of the particle, as in Eq. 40. On the other hand, Eq. 44 has some disquieting features as well. For instance, as f |i → 0, the weak value may diverge. In fact, the weak value is free to take essentially arbitrary values, even ones entirely outside the eigenvalue spectrum of As. Of course, given the large pointer uncertainty assumed at the outset, there is never an individual event on which one can say that one observed a value of As beyond its spectrum; but the average shift could be extremely large. Since this only occurs when the postselection probability | f |i | 2 is very small, there is no contradiction with the behaviour of the full ensemble, for which the pointer shifts by an amount G As which is of course constrained by the eigenvalues of As.
Worse, aw is not even guaranteed to be real, even for Hermitian operators As. But there is a straightforward interpretation of an imaginary part to the weak value. The effect of
is to multiply the momentum-space wave functionψ(p) ≡ p|ψp by a weighting factor exp[(G Im aw)p/h. Unlike the real part of aw, which indicates a position shift for the pointer (the expected result of a measurement), this imaginary part occasions a momentum shift of the pointer. For the simple case of an initial Gaussian pointer wave function, this is easy to calculate:
where the first exponential indicates a position shift for the pointer of ∆x = G Re aw and the second is a momentum boost of ∆p = G Im aw/2σ 2 . Note that unlike the position shift, the momentum shift depends on the width of the initial pointer wave packet; as the measurement is made infinitely weak and σ → ∞, this effect vanishes. It is a reflection of the back-action of the measurement on the system. Recall that when aw is summed over all possible post-selections, it recovers the expectation value. Since As is real, this means that the imaginary parts cancel out; only when a particular post-selection is made can this change the expectation value of the pointer momentum, and for the simple reason that the presence of the pointer momentum in the interaction Hamiltonian could disturb the particle, making the post-selection more or less likely to succeed for different values of momentum (within the initial distribution). As σ gets larger and larger, the pointer momentum distribution may be made narrower and narrower, until in the limit, the back-action goes away.
What are the implications for the 3-box problem? Measuring whether or not the bill is in box B is simply measuring the projection operator |B B|; the eigenvalues of this operator are 1 (for "yes, the bill is in B") and 0 (for "no, the bill is elsewhere"), and its expectation value represents the probability that the bill is in B. Given
and
it can be seen at once that f |Proj(B)|i = 1/2 and f |i = 1/2, implying that Proj(B) wk = 1: the weak-valued probability is 100%, meaning on an operational level that when the post-selection succeeds, the effect of an interaction on a pointer would be exactly as strong as if the bill had simply been prepared entirely in box B.
The three-box problem discussed by Aharonov et al. is more surprising even that this. Recall that the only property essential to proving that we could not find the particle in A or C was the orthogonality of states A and C. But let us then make three new boxes, A , B, and C , and replace A with A + C and C with the orthogonal state A − C . Specifically, suppose the bill is prepared in
and post-selected in
Now, the particle cannot be found in |A − |C , as that is orthogonal to |i ; nor can it be found in |A + |C , as that is orthogonal to |f . Once more, the only remaining state is |B , and we conclude that it must be found there with certainty. But a moment's inspection will alert you to the fact that both |i and |f are symmetric under exchange of A and B. The same argument then applies to A . The particle cannot be found in |B + |C , nor can it be found in |B − |C , so it must be found in |A . Indeed, it is easy to calculate P A wk = PB wk = 1. But can a particle be in two places at once? More to the point, we know by completeness that Proj(A ) + Proj(B) + Proj(C ) equals the identity I, with expectation value 1. So by linearity of weak values, P A wk + PB wk + P C wk = 1. This relation can only be satisfied because P C wk = −1. While these negative weak values for positive-valued operators may seem especially disturbing, their operational meaning is precisely the same as before. If a pointer is allowed to interact with box C in such a way that if the particle was in box C, the pointer would get attracted to the box, this negative weak value means that upon successful post-selection of the system, the average pointer would exhibit a momentum shift away from the box. This is a real physical consequence of the weak values, and although I will not delve into it here, all such effects can be understood in terms of quantum interference. This brings us back to the question of Hardy's paradox, and whether or not one can use "post-selections" (detections of the positron at C+ or D+, for instance) to draw conclusions about the past whereabouts of the electron. A few minutes' thought should suffice to convince you that indeed, when D+ fires, the weak value of the projector onto |I− (the state in which the electron is in the interaction region W ) is 1. In the measurable sense of the average effect on a weakly-coupled pointer, the retrodiction is completely valid. And yet quantum mechanics tells us that D+ and D− may fire togetherhow is this possible? When D+ and D− both fire, does that mean that the weak-valued "probability" for the electron and the positron to be in W simultaneously is 100%? As a matter of fact, no. Since the annihilation removed the term |I+ |I− from the superposition in Eq. 36, the weak value of the probability for both particles to be in W is strictly 0. How, then, can the weak-valued probability for each particle to be in W be 100%? The resolution is of precisely the same spirit as the 3-box problem: there is 100% weak-valued probability for the electron to be in W and the positron to be outside, but there is also a 100% weak-valued probability for the positron to be in W and the electron to be outside; and since the complete set of projectors must add up to unity, there is a −100% weak-valued probability for neither particle to be in W . The situation is summarized in Fig. 16 .
These results were recently confirmed in two experiments (see Fig. 17 ). In conclusion, if one is willing to accept the statement that the value of an observable can only be determined in practice by measuring the size of its effect on some other physical system; and that if the interactions disturb the system, it is reasonable to use the weakest possible interaction strengths to minimize the disturbance, while measuring the ratio of the effect to the interaction strength; then these weak values provide a natural way to talk about properties of systems at times intermediate to preparation and post-selection. Given the importance of post-selection in many aspects of quantum information, this should make them of particularly wide applicability. And, despite the seemingly paradoxical nature of Hardy's thought experiment and its implications about contextuality, once one follows this set of definitions, one finds that there are no paradoxes, but rather a fully self-consistent and operational framework within which one can visualize the time-evolution of a quantum system. But what can we say about where the particles were or weren't, once D+ & D-fire? Figure 16 : The weak-value "resolution" to Hardy's paradox. The weak-valued probability for both particles to be in W simultaneously vanishes, even while the weak-valued probability for each of them to be in W is 100%; the two statements can only be reconciled due to the possibility of negative weak-valued probabilities.
A Bayesian rederivation of the weak-value formula
Given the way we introduced measurement, in terms of Bayesian inference, it may be interesting to see an alternate construction of the weak-value formula, based purely on conditional probabilities. Starting from a reasonable proposal for what quantum-mechanical expression to write down to replace classical conditional probabilities, Eq. 44 can be derived in a few lines without any reference to the form of the von Neumann interaction, or Schrödinger evolution. Along with the other tantalizing mathematical properties of weak values, this close connection to probability theory is one more hint that perhaps these expressions do have some fundamental significance in quantum mechanics. Recall that a probability is given by the expectation value of a corresponding projection operator, with its eigenvalues of 0 and 1. Let us make the assumption that the joint probability of two propositions j and f is given by Proj(f )Proj(j) , where since projectors onto different bases do not in general commute, we will choose the time-ordered product, with the earlier measurements on the right and the later ones on the left. The expectation value of A can be written
where aj are the eigenvalues of A and P (j) are their respective probabilities. If by a "weak value," what we really mean is simply the "conditional expectation value," i.e., the average value of A given that a desired final state |f is observed, then it is natural to write by analogy A wk = j ajP (j|f ) .
We already saw that
Given our joint-probability hypothesis, we can evaluate this as
and plug this into Eq. 52 to calculate 
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