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Abstract-A new algorithm for computing the homology module of e finitely generated chain 
complex la given. It la based on local one-step reductions of the size of the initial chain complex 
and it hae a clear geometrical interpretation. The complexity of the algorithm ls dllueeed in special 
CliSB. 
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1. INTRODUCTION 
The increasing number of computer assisted proofs in mathematics motivates the search of effec- 
tive combinatorial algorithms for mathematical constructions previously known only on a very 
abstract level (see [1,2], and their references). 
In particular, the applications of the Conley Index theory to discrete dynamics (see [3,4]) 
require effective computing of homology modules and homology endomorphisms of polyhedra 
consisting of a very large number of simplicities or n-dimensional cubes (cubical grids usually are 
more convenient in numerical computations). 
tSupported by grants from NSEFlC of Canada and FCAR of Quebec. 
tSupported by KBN, Grant No. 2 P03A 029 12. 
The thought to locallle the homology computation vie collapsing of simplices la due to K. Mischalkow and we 
gratefully acknowledge thii fact. The idea to get rid of the topological bale& came to us during a discussion in 
June 1995, with our colleauge G. F’oumier who unexpectedly peesed away two months later. 
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Unfortunately, all known homology computing algorithms have a very poor running time. 
The classical approach by Munkres [5] yields exponential bounds. So far, the best- worst-case 
complexity for complexes of arbitrary dimension is achieved by Illiopoulos [6]. If n is the number 
of all simplicities and the dimension of the complex is fixed, his algorithm runs in time 0(n5). 
However, it turns out that when the so-called “sparse” triangulations are considered, the expected 
running time of the classical algorithm is only O(n2). This probabilistic analysis was recently 
done by Chang and Donald (see [7]). The worst-case complexity is significantly improved, in the 
case of a finite simplicial complex embedded in R3, by Delfinado and Edelsbrunner (see [8]) who 
compute Betti numbers in that case in an almost linear time. Their method, however, does not 
apply to complexes in Rn with n 2 4. 
In this paper, we propose an algorithm for computing homology of a finitely generated chain 
complex based on reducing the size of the complex to a minimum while homology is preserved in 
each step of the reduction. In the case of homology with coefficients in a field, we achieve a chain 
complex whose boundary map is trivial. Hence, the resulting complex is equal to its homology 
complex and there is nothing left to compute. Moreover, our reduction naturally extends to 
a chain map between two chain complexes, thus allowing the simultaneous computation of the 
homomorphism induced in homology by a chain map. To our best knowledge, this is the first 
efficient algorithm addressing this problem. 
The reduction is purely combinatorial which constitutes its main strength though it results 
from topological considerations and it has a nice geometric flavor. However, from the algorithmic 
point of view, the topological layer gives an unnecessary balast which complicates the algorithm. 
It seems that our construction could be possibly placed in an abstract algebra framework of 
minimal models [9] or Tate resolutions [lO,ll], but since this paper is concerned with algorithms 
rather than an abstract theory, we leave consulting the above references to the reader interested 
in that topic. 
In the case of a chain complex of a planar polyhedron, the running time achieved by our 
algorithm is linear. In that case, the method of exterior face collapsing (described in Section 3) has 
been simultaneously explored by Szymczak who actually implemented it in a computer program 
which is presented in [ 121. 
Although we presently can only estimate the complexity in some special cases, we expect that 
the running time for fine grids of low-dimensional spaces could be shorter than for previous 
algorithms which were directly applying the definition of homology module to the initial chain 
complex, since our algorithm permits localizing the computation to small areas: each one-step 
reduction only requires information on the neighbouring simplicities and not the whole chain 
complex. 
In Section 2, we present the general reduction from the topological point of view and we prove 
the correctness of the algorithm. In Section 3, geometric interpretation and examples are given. 
In Section 4, the algorithm is described and its complexity is discussed. 
2. ONE-STEP REDUCTION OF CHAIN COMPLEXES 
Let (C, a) be a finitely generated free chain complex with coefficients in a ring 7Z. Let {C,},ez 
be the gradation of C and (8, : C, -+ C&I}~~Z, the gradation of d. For simplicity of notation, 
we write au for aqv, if v E C, for a given q. Assume that a fixed base E, of C, is given for each q, 
and let (+, .) denote the associated scalar product, i.e., the bilinear form C, x C, --) R defined on 
generators by 
(e,e’) := { 
1, if e = e’, 
0, otherwise, 
e, e’ E Eq. 
Let m E Z be a lixed number. Assume that a E Em_1 and b E E,,, are two fixed elements such 
that 
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ab = Xa + r, 
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0.1) 
where (u, r) = 0 and X E 72 is invertible in R. 
For q E Z, define 
and for v E cg define 
1 av, ifq@{m,m+l), &J := dv - A-‘(&, a)&, if q = m, au - (Lb, b)b, ifq=m+l. 
0.2) 
(1.3) 
Obviously, z,r is a free submodule of C, with a base 
47 if 9 $ {m - 1, ml, 
Eg-{a}, ifq=m-1, 
E,-(b), ifq=m. 
THEOREM 1. @‘,a) := ({c,r}qE~, {&g)& is a free chain complex over R. 
PROOF. One easily verifies that 8*(v) E cq_r for v E cq and q E Z. It remains to show that 
z#?+r = 0 for all q. This is obvious if q # { m - 1, m, m + 1). Let v E cq+l and assume that 
9 =m-1. Wehave 
;i”V = a (&I - A--‘(&, o)ab) = -A--1(&I, b)@b = 0. 
Assume in turn that q = m. Then 
B2v = 3 (8~ - (&J, b)b) = 0 (av - (&I, b)b) - A-’ (d2v - (av, b)db, a) i3b = 0. 
Finally, consider the case q = m + 1. We get 
a2v = B(av) = a(av) - (a (av) , b) b = 0. I 
Now we define linear maps pq : C, + cq, j, : cq + C,, for any q E Z as follows: 
V, if 9 $ im - km), 
pqv := v - A-‘(v, a)&, if q = m - 1, v E c,. 
v - (21, b)b, ifq=m, 
j,v := v, ifq#m, 
v-A-‘(&,a)b, ifq=m, 
VEE*. 
Let also i, : Eq + C, be the inclusion map. The following is verified instantly. 
PROPOSITION 1. 
(a) E$ = p,-14+,, for any q E Z; 
(b) 8, = Z&p,, for all q # m. 
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PROPOSITION 2. For any q E Z and v E C,, we have 
* { 
v, if9 6 {m - 1, ml, 
J,P,V := v - A-‘(v,u)db, ifq = m - 1, 
v-X-‘(dv,a)b, ifq=m. 
PROOF. The assertion is obvious for q # m. Assume that q = m and v E C,. Then 
j*p,v = v - (21, b)b - x-’ (a (v - (v, b)b) , a) b 
= v - (v, b)b - x-l (au, a) b + x-‘(v, b) (a + A?-, up 
= v - A--1(av,a)b. I 
PROPOSITION. For any q E Z, pqjq = id. 
PROOF. The assertion is obvious for q $2 {m - 1, m}. Assume q = m - 1 and v E ??,+I. Then 
p,-lj,-IV = p,v = v - x-‘(v, u)db = 21, 
since (v, a) = 0. Assume q = m and v E ??,. Then 
p,j,v = p, (v - x-‘(dv, u)b) = p,v = v - (v, b)b = v, 
since p,b = 0 and (v, b) = 0. 
LEMMA 1. The maps p : C -+ c, p = {p,},ez and j : c ---) C, j = {jg}qE~ are chain maps. 
PROOF. 
(a) p,_li?, = E$pq for all q. 
The assertion follows immediately from Proposition 1 for q # m. 
Assume q = m and v E C,,,. Then 
Bp,,g = 3 (v - (v, b)b) = a (v - (v, b)b) - X-l (a (v - (v, b)b) ,a) db 
= &J - (v,b)Ob - A-’ ((&~,a) - (v, b)(ab,a))ab 
= au - A-‘(dv,u)db = p,_ldv. 
(b) j,-r& = L$j, for all q. 
The assertion is obvious for q $! {m, m + 1). Assume q = m and v E c,,,. By Proposi- 
tions 1 and 2, we have 
dj,v = d (v - X-l (LJv, u)b) = dv - X-l (&I, u)db 
= j,_lp,_lBv = j,_l&. 
Assume q = m + 1 and v E c,+r . By Proposition 2, we have 
aj,,,+lv = dv = dv - X-l (a (au), a) b = j,p,& = j,%. I 
THEOREM 2. H(c)= H(C). 
PROOF. By Lemma 1, p : C + c and j : c ---i C are chain maps, and by Proposition 3, 
pj : c --) c is the identity. It is sufficient to show that jp : C ---t C is chain homotopic to the 
identity. 
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We define the chain homotopy cp = ((pQ}, (pq : C, -+ C,+, by 
X-‘(v,a)b, if q = m - 1, cp v = 
Q 
0, otherwise. 
It remains to verify the condition 
id - jqpq = aq+l’pq + (Pq-lap7 (1.4) 
for all q. This is obvious if q $ {m - 1, m}. Assume q = m - 1 and v E Cm_, . The left-hand side 
of (1.4) is X-l (v, a)%. The right-hand side is 
d%z-lv = d (A-'(v,a)b) + 0 = A-'(v,a)ab. 
Assume q = m and 21 E C,,,. The left-hand side of (1.4) is X-‘(au, a)b. The right-hand side is 
cpm-18v = A-‘(&,a)b. I 
Let now (CO,@), (C’,d’), (C2,B2), . . . be a sequence of chain complexes obtained from (C, a) 
by iterating construction (1.2),(1.3) for fixed m E Z as long as the choice of a, b in (1.1) is possible. 
Thus, { ( Ck, ak)} has the property 
(cO,aO) = (C,@, (C k+l,dk+‘) = (Fk,ak), fork=0,1,2 ,.... (1.5) 
Denote Bi+’ = Et, for q E Z, and N(k) = C, card Et, for k = 0, 1,2,. . . . Since (C, a) is 
finitely generated, N(k) < 00 and strictly decreases, therefore, there exists a final element of that 
sequence denoted by (C fm, afm), beyond which the construction cannot be extended. 
THEOREM 3. If 72 is a field, then ak = 0 and 
H(C) = H (cfm) * 
PROOF. The identity H(C) = H(Cfm) follows from Theorem 2 by recurrence. If ‘R is a field, 
then X in (1.1) is invertible if and only if 
(a4 4 # 0. (1.6) 
Therefore, the construction can be iterated as long as there exist a E Ek,, and b E Ek satisfy- 
ing (1.6), i.e., as long as 8; # 0. I 
Let d(C) denote the largest q E Z such that (C, a) has a nonempty base Eq. We perform 
the sequence of iterations (1.5) first for m = d(C), and we obtain (Cf+) , afd(C)) as the final 
element of (1.5). Next we do the same for m = d(C) - 1, this time with (Cfd(C),afd(C)) as the 
first item in the sequence (1.5). Again, the final complex Cfd(C)-l serves as the initial one for 
computing (1.5) with m = d(C) - 2 and so on. The last sequence of iterations (1.5) is performed 
for m = 1. Denote (Cf, af) = (Cfl , afl), i.e., the final element of the last sequence. Theorem 3 
implies immediately the following corollary. 
COROLLARY 1. If R is a field, then af = 0 and, consequently, 
H(C) = H (cf) = Cf. 
REMARK 1. Let us observe that once the computation of Cf” is performed with m = d(C), all 
m-generators of Ckm can be removed from the data structure since their boundaries are trivial. 
Therefore, the further computation can be restricted to the (m - l)-skeleton of Cf”, and so on. 
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REMARK 2. Given a triple (C, D, cp) where C, D are finite chain complexes with coefficients in R 
and cp : C + D is a chain map, the reduction performed either on C or D induces the reduction 
on the whole triple. 
Indeed, if E is obtained from C by a one-step reduction, we define p : ?? -+ D by q := cpj, 
where j : ?? + C is the chain map given by Lemma 1. If n is obtained from D, we define 
p:C-tDbyp:=pcp,wherep:D t D is given for D as in Lemma 1. Since we showed in 
course of the proof of Theorem 2 that j and p induce isomorphisms in homology, this procedure 
can be iterated so that in the final stage we get a chain map (pf : Cf + Df such that the diagram 
c LD 
T j’ 1 P f 
Cf ‘pf Df 
commutes and the vertical arrows induce isomorphisms in homology. Thus, Corollary 1 and the 
above discussion imply the following. 
COROLLARY 2. If R is a field, then the triple (Cf, Df,(pf) is isomorphic to the triple (H(C), 
H(D), cp*) in the sense that the vertical arrows in the following commuting diagram are isomor- 
phisms. 
H(C) L H(D) 
T jf 1 f P. 
Cf ‘pl Df 
3. GEOMETRIC INTERPRETATION OF THE REDUCTION 
To fix ideas, let C be a finite simplicial complex and E* the set of its q-simplicities (closed) for 
each q. Then the terms appearing in (1.1) are an m-simplex b, one of its (m - 1)-faces a, and 
X = fl. Denote by [C] the topological realization of C. 
The complex c is obtained from C by collapsing b so that the face a is glued to the remaining 
(m - 1)-faces of b. They become new faces of those m-simplicities (other than b) which had a 
as an (m - 1)-face. The so-obtained complex might no longer be a simplicial complex but its 
topological realization [E] has the structure of a CW-complex (see, e.q., [13]). 
Here are three particular cases which are easier to visualize. 
CASE 1. INTERIOR FACE REDUCTION. Suppose that a is a common (m - 1)-face of exactly two 
m-simplicities b and c. Then c is obtained from C by deleting a and replacing the m-simplicities 
b and c by a cell which is still denoted by c E &, but, geometrically, it represents the union bUc. 
Its boundary is 6% + dc (a is reduced since it appears with opposite signs in ab and &). c is not 
a simplicial complex, it is a cell complex, but [??I = [Cl. 
CASE 2. EXTERIOR FACE COLLAPSING. Suppose that a is an exterior face of a polyhedron of C, 
more precisely, b is not a face of any (m + l)-simplex and it is the only m-simplex having a as 
a face. Then c is a simplicial complex obtained by collapsing b so that a is projected onto the 
remaining part of the boundary of b. Thus [E] is a strong deformation retract of [C]. This case 
of our construction is inspired by Cohen [14]. 
CASE 3. CELL-TO-POINT CONTRACTION. If e is any given q-simplex of C (more generally, a 
closed cell with the trivial reduced homology), then the quotient space X = [Cl/e has the same 
homology as [Cl. X can be obtained by iterating the one-step reduction for e and all its k-faces, 
k = q - l,..., 0. This type of geometrical reduction corresponds to a sequence of algebraic 
reductions presented in Section 2. 
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EXAMPLE. Let C be the boundary of a triangle with vertices A, B, C. More precisely C1 = 
{a,b,c}, Co = {A,B,C}, C, = 0 for q # (0, l}, and 
a(u) = B - A, a(b) = C -B, a(c) = A - C. 
The reduction of c and C gives F1 = {a,b}, & = {A,B}, 
3(a) = a(u) = B - A, a(b) = d(b + c) = A - B. 
The reduction of b and B gives z1 = {a}, ??, = {A}, and ?(a) = @a + b) = 0. Therefore, 
The two reductions are illustrated in Figure 1. 
C 
A C b A a B A b A a B A 0 a 
C c 
Figure 1. 
Now let C be a simplicial complex of a finite planar polyhedron P. Then any edge, i.e., any 
l-simplex, is a face of at most two 2-simplicities, and if it is a face of exactly two, then it is in 
the interior of P (except possibly for its vertices). We also have the following. 
PROPOSITION 4. If C, # 0, then there exists an edge a in El which is a face of exactly one 
Ssimplex b in E2. 
PROOF. Let P’ be the closed union of all 2-simplicities in P. It is sufficient to prove the claim 
for the simplicial complex of P’, since the edges in P’ - P do not bound any 2-simplex. The 
topological boundary dP’ of P’ separates the interior of any 2-simplex in P’ from R2 - P’, 
therefore, it contains at least one edge. Obviously, any edge of dP’ has the required property. 1 
By the above proposition, the exterior face collapsing described in Section 2 can be performed 
in the planar case until all 2-simplicities disappear, so Cf 2 is a simplicial complex of a graph 
in R2. 
4. DESClXIPTION OF THE ALGOFUTHM 
4.1. Overall Structure 
In this section, we show how to implement efficiently the contraction method in order to 
compute the homology of a finitely generated chain complex over a field R. We assume that a 
single arithmetic operation in R has constant cost. We propose a suitable data structure for this 
task, specify the algorithm, and partially analyze its computational complexity. A straightforward 
implementation of a classical homology computation method by Munkres [5], when applied to 
computations over the field Z2 yields an O(n3) algorithm. For some special cases, we achieve 
significant improvement of that bound. 
Let a finitely generated chain complex (C,a) with coefficients in R be given together with 
its fixed bases Ep in each dimension q = 0,. . . , d(C) (recall that d(C) denotes the maximal 
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dimension in which (C, a) has a nonempty base). For a q-generator S, by a face of S we mean 
any (q - 1)-generator e such that (S’S, e) # 0 in the sense of Section 2. 
The general idea of the algorithm HOMOLOGY is to reduce one by one the number of gen- 
erators with nontrivial boundaries. In general, for a fixed dimension m 1 1, the reduction step 
goes as follows. 
1. Choose an m-generator S and one of its faces e. 
2. For each m-generator S’ such that S’ # S and e is a face of S’, compute a new expression 
for a,!?‘, according to definition (l-3), case q = m. 
3. For each (m + l)-generator S” such that S’ is a face of S”, remove S’ from 69, that is, 
compute a new expression for BS” according to definition (1.3), case q = m + 1. 
4. Remove S and e from the structures associated with dimensions m + 1, m, and m - 1. 
Such reduction steps can be performed in any order and repeated until there is no object with a 
nonempty boundary. Here we perform these steps starting from the highest dimension d(C) and 
repeat until there is no possibility of reduction at this dimension. Then we move to dimension 
d(C) - 1, and so on. Observe that if we perform reductions in this order Step 3 is never executed 
since the boundary of any (m + 1)-generator is zero. 
For a ilxed dimension, the process is controlled by procedure COLLAPSE and a single reduction 
step is executed by procedure REDUCE, described further in more detail. 
Algorithm HOMOLOGY: 
Input: finitely generated chain complex C 
Output: nonnegative integers k(O),..., k(d(C)) 
for q=d(C) downto 1 
do 
COLLAPSE (q) ; 
k(p) = card E(p) ; 
end. 
procedure COUAPSE (q) ; 
while E(q) nonempty and 
there exist S in E(q) and e in E(q-1) 8.t. 
e is a face of S 
do 
REDUCE (S,e> ; 
end. 
PROPOSITION 5. After applying procedure COLLAPSE to a finitely generated chain complex 
(C, a) and a given dimension m, we obtain a new chain complex (c, 3) s.t. a,,, = 0. 
PROOF. Apply Theorem 3. I 
PROPOSITION 6. The q-dimensional homologV of a finitely generated chain complex C is equal 
to Rk(q), for each q = 0,. . . ,d(C), where k(O), . , . , Ic(d(C)) are the numbers computed by the 
algorithm HOMOLOGY. 
PROOF. Follows from Corollary 1. I 
4.2. Complexity Analysis 
We now proceed with the description of procedure REDUCE. Assume that C has nq generators 
in dimension q, and let n = max(n, : q = 0, . . . , d(C)). Fix m in the range 1, . . . , d(C) and let 
e E Em-r. By deg (e), we mean the cardinality of the coboundary of e, i.e., 
deg (e) = card(S~E,,,:(aS,e)#O}. 
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Note that for m = 1, deg (e) is the degree of a node of a (multi)graph which is a widely used 
notation. 
Procedure REDUCE operates on the following data structures: 
1. an array T, of all m-generators, 
2. an array T,_I containing all faces of m-generators, 
3. for each m-generator S, a list F(S) of its faces with their coefficients in dS, sorted by 
faces’ names. 
procedure FLEDUCE(S,e) ; 
for each S’ in Tm do 
if e appears in F(S’) then 
compute new list F(S)) by means of synchronous scan 
(i.e., merge) of F(S) and F(S’) 
end Reduce. 
Complexity analysis of algorithm HOMOLOGY in the above form is simple. In procedure, 
COLLAPSE finding a pair (S, e) for the reduction costs O(n). Since the upper bound for deg (e) 
is O(n) and similarly for the length of F(S) and F(S’), then there are O(n) merges of lists of 
length O(n). Therefore, a single execution of REDUCE costs 0(n2) and assuming that d(C) is 
fixed, we have the following. 
PROPOSITION 7. Homology groups of a finitely generated chain complex with coefficients in a 
field R can be computed in 0(n3) arithmetical operations. I 
In a few cases, we can give much better estimation for the complexity of algorithm HOMOL- 
OGY. One such situation is when we consider a simplicial complex C of a finite polyhedron in 
a Euclidean space. In such the case for the highest dimension d(C), the assumptions of the 
following proposition are satisfied. 
PROPOSITION 8. Assume that a finitely generated chaJn complex C isgiven. Iffor each (d(C)-l)- 
face e of C it holds that deg (e) 5 2, then procedure COLLAPSE computes d(C)-dimensional 
homologies of C in time 0( n2). 
PROOF. Observe that the maximal dimensional homology coincides with the group of maximal 
dimensional cycles. However, since the procedure COLLAPSE replaces C by c with the same 
homologies and 3 = 0, Hd(c)(C) = ??-_d(~). Thus, in this case, a single run of procedure COL- 
LAPSE suffices for computing the maximal dimensional homology. It remains to establish the 
complexity. 
For this end, observe that the condition deg (e) 5 2 once satisfied for all faces, becomes an 
invariant for all faces during the whole algorithm execution. Hence, there occurs only one merge 
operation in procedure REDUCE which costs O(n). This gives the requested time bound. fl 
Another interesting situation concerns l-dimensional complexes, i.e., graphs. Observe that 
O-dimensional homologies can be computed by finding the number of connected components of 
the graph which can be performed in linear time by classical graph scan methods like depth-first 
search. What concerns l-dimensional homologies, they can be specified by computing the number 
of fundamental cycles in the graph. However, for a connected graph thii needs no computation 
at all: this number is equal to ni - nc + 1, as is easily seen from the Euler characteristic formula. 
In the light of the above, let us change to the case of polyhedron triangulation assuming the 
polyhedron is embedded in the plane R2. 
PROPOSITION 9. Assume that a triangulation C in the plane R2 is given. Then the homology 
of C can be computed in linear time. 
PROOF. By Proposition 4, initially there exists an edge e which is a face of exactly one triangle S. 
Apply procedure REDUCE to (S, e). Observe that after that, either at least one of remaining two 
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edges of S has its coboundary size equal to 1 or there is another face of different triangle with this 
property. Therefore, at each step we can choose an edge of degree 1 for the reduction. However, 
reduction of such an edge does not increase the boundary of any triangle, hence, each reduction 
step takes constant time. Additionally, for each edge we keep a list (of length 2 maximum) of 
its coboundary and modify it while merging boundaries. This allows for finding a suitable pair 
(S, e) for the reduction in constant time and completion of the whole COLLAPSE in O(n) time, 
for a-dimensional homologies. By Theorem 3, the homology of C coincides with the homology of 
the resulting l-dimensional complex and we are done by the preceding discussion. I 
4.3. Practical Considerations 
Let (S, e) be the pair chosen for the reduction. Observe that deg (e), the coboundary size of e, 
is a crucial factor influencing the amount of computation. Therefore, it is extremely useful to 
choose a face with the minimum coboundary. However, if we are given such a face e we should 
be able to find quickly any generator S belonging to the coboundary of e. Hence, the following 
modification of the data structure is proposed. 
1. Keep the list F(S) of faces of each S (together with their coefficients in 8s) in a form of 
a balanced tree, thus making possible search, insert, delete, and update of any element in 
O(logn) time [15]. 
2. Introduce a balanced tree A(e) for the coboundary of each edge separately. 
3. Maintain deg (e) for each face e, for example, in array T,_i. 
In this version of our algorithm procedure, COLLAPSE first searches for an edge e with lowest 
deg (e) and takes any S from A(e). The suitably modified procedure REDUCE hss the following 
form. 
procedure FtlXNTCE(S,e) ; // version 2 
for each S’ in A(e) do 
for each f in F(S) do 
search for f in F(S’) and compute 
new coefficient for f in F(S’) ; 
if f not found 
then 
add f to F(S’) ; 
add S’ to A(f) ; 
increase deg(f) by 1 
else 
update coefficient for f in F(S’) ; 
if new coefficient - 0 
then remove f from F(S’) ; 
remove S’ from A(f) ; 
decrease deg(f) by I 
end Reduce. 
Assume that deg (e) = K and the number of generators in &S is B. Then a single call of 
REDUCE costs O(KB log n) plus O(n) for finding a face e with the lowest deg (e), performed 
in procedure COLLAPSE. It is expected that in most applications deg(e), where e is chosen 
optimally as above, will remain constant for a ilxed dimension. This would give an upper bound 
of O(n log n) for every single REDUCE call and 0(n2 log n) for the whole homology computation. 
A very special situation occurs when the boundaries are short (even after a long sequence of 
reductions). It can be the case, for example, with large complexes built of many relatively small 
subcomplexes separated in high dimensions and connected only, for example, by l-dimensional 
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edges. Formally this situation is interesting if KB = o(n/ log n). Then it is useful to introduce a 
data structure for faster search for minimal coboundary size face e in procedure COLLAPSE. This 
can be provided by a priority queue PQ for faces, deg (e) being the priority, the smallest the first. 
It is possible to implement PQ (e.g., by a heap, see [15]) in such a way that its creation takes linear 
time and deleting minimum and changing priority costs O(logn) each. Then creating PQ would 
be performed before each call of COLLAPSE, deleting minimum before each call of REDUCE, 
and changing priority would accompany each modification of the coboundary size of any face. 
With this last refinement of the algorithm, we would get rid of the O(n) term in the complexity 
for REDUCE, getting O(KB log n) bound which is sublinear in this case. 
4.4. Homology of a Simplicial Map 
Assume that C, D are finitely generated chain complexes and cp : C + D is a simplicial map. 
For each q E Z, let A, be the matrix of ‘pp : C, + D, with respect to fixed bases Ep and Fq 
in C, and Dq, respectively. 
1. Given the reduction of elements a and b in C,_l and C,, we define the matrix 2, of 
% : cq --) D,, for each q, by specifying its columns, using the definition of the map j 
from Lemma 1. If q # m, then & = A,. Assume then q = m. Let Cal(e) be the 
column of A, which corresponds to e E Em, let X = (db, a) # 0, and let ce = (ae, a), 
e E & = Em - {b}. 
If ce # 0, then we put m, = Col,, otherwise m, = Col, - c,X-lColb. 
2. Given the reduction of elements a and b in Dm-l, D,, we define the matrix & of pq : 
Gl -+ G, for each q, by specifying its rows, using the definition of the map p from 
Lemma 1. 
If q # m - l,m, then & = A,. If q = m, we obtain & by deleting the row RQW~ 
which corresponds to b in A,. Assume then q = m - 1 and let f E Fm-l = F,_l - {a}. 
Let Rowf be the row of A,_1 which corresponds to f. Let Row, be the row which 
corresponds to a and let df = (tlb, f). It is easy to check that the row in the matrix &+I 
which corresponds to f is given by 
F-f = Rowf - X-‘dfRow,. 
For a fixed q, the computation of J?J~ : c 4 B coexists, then in two iterated transformations 
of the matrix A,, each one taking 0(n2) time. According to the remark given in the end of 
Section 2, we can iterate the above matrix transformations until there is no possibility for a one- 
step reduction, finally obtaining the homomorphism cp* : H(C) + H(D) corresponding to the 
simplicial map cp : C -+ D. Since the dimension of the complexes is fixed, we get an algorithm 
for computing the homology of a chain map of complexity 0(n3). 
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