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Abstract During in-training assessment students are frequently assessed over a longer
period of time and therefore it can be expected that their performance will improve. We
studied whether there really is a measurable performance improvement when students are
assessed over an extended period of time and how this improvement affects the reliability
of the overall judgement. In-training assessment results were obtained from 104 students
on rotation at our university hospital or at one of the six afﬁliated hospitals. Generalis-
ability theory was used in combination with multilevel analysis to obtain reliability
coefﬁcients and to estimate the number of assessments needed for reliable overall judge-
ment, both including and excluding performance improvement. Students’ clinical perfor-
mance ratings improved signiﬁcantly from a mean of 7.6 at the start to a mean of 7.8 at the
end of their clerkship. When taking performance improvement into account, reliability
coefﬁcients were higher. The number of assessments needed to achieve a reliability of 0.80
or higher decreased from 17 to 11. Therefore, when studying reliability of in-training
assessment, performance improvement should be considered.
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It is well-known that a reliable overall judgement of clinical performance should be based
on a combination of several assessments in order to avoid bias caused by, for example, case
speciﬁcity or assessor variability (Wass et al. 2001; Shumway and Harden 2003; Williams
et al. 2003; Schuwirth 2004; van der Vleuten and Schuwirth 2005; Norcini and Burch
2007). Several studies have been conducted to estimate the number of assessments needed
to achieve a reliable overall judgement (Norcini et al. 1995; Wass et al. 2001; Norcini
2002; Kogan et al. 2003; Wass and van der Vleuten 2004). An important question that
remains unresolved is how, in longitudinal assessments, performance improvement can
inﬂuence the overall judgement. In this study we examined performance improvement in
in-training assessment and its effect on reliability.
Assessment of clinical performance
Clinical performance has often been assessed using the end-of-clerkship long case or
Objective Structured Clinical Examinations (OSCE’s) (Norcini 2002; Shumway and
Harden 2003; Newble 2004; Wass and van der Vleuten 2004). Currently, these assessment
methods are often supplemented or replaced by in-training assessments, consisting of
multiple, structured and observed assessments of student performance in real health care
settings (Turnbull et al. 1998; Turnbull and van Barneveld 2002; Daelmans 2005; Norcini
and Burch 2007; Govaerts et al. 2007). In general, in-training assessments are done over a
longer period of time than is common in long cases and OSCE’s—for instance an entire
clerkship. Examples of in-training assessment methods are the mini-clinical evaluation
exercise (mini-CEX), multisource feedback and clinical work sampling (Norcini et al.
1995; Turnbull et al. 2000; Norcini and Burch 2007; Murphy et al. 2009). In-training
assessments combining several methods to complement each other have also been
described (Daelmans et al. 2004; Wilkinson et al. 2008).
Research on reliability of clinical performance assessments
Most methods for evaluating reliability of clinical performance assessments have in
common that they estimate the amount of variance in student ratings considered relevant in
relation to the amount of variance due to source(s) of ‘noise’ or error (Turnbull et al. 1998;
Downing 2004). A reliability coefﬁcient of 0.80 or higher is generally considered high
enough for an overall judgement to be used in decision-making processes (Downing 2004).
A comprehensive and widely used method for estimating reliability coefﬁcients is the
generalisability theory, which makes it possible to look at several sources of variance
together (Brennan 2001; Downing 2004). With the generalisability theory it is also possible
to estimate the number of assessments needed to achieve a reliable overall judgement.
When the traditional long case is used, it is hard to achieve a reliable overall judgement
because it relies on a single assessment (Wass et al. 2001; Schuwirth 2004; van der Vleuten
and Schuwirth 2005). When OSCE’s are used, a reliable overall judgement can be
achieved when approximately 20 stations are included (van der Vleuten 2000; Schuwirth
2004; van der Vleuten and Schuwirth 2005). Widely differing numbers of assessments
needed have been reported for in-training assessments, ranging from 12 to 50 (Alves de
Lima et al. 2007; Norcini and Burch 2007; Wilkinson et al. 2008). However, from a recent
review it becomes clear that in most contexts 8–14 assessments may be sufﬁcient (Norcini
and Burch 2007).
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To date, reliability studies have considered performance differences between students as
the only source of relevant variation. However, in-training assessment is usually done over
an extended period of time (Turnbull et al. 1998; Turnbull and van Barneveld 2002;
Daelmans 2005; Norcini and Burch 2007), so students can be expected to develop their
competencies and, therefore, receive higher ratings in later assessments. That this actually
happens has recently been shown in a study on an in-training assessment procedure in
dentistry, where a learning curve was visible over the course of a year (Prescott-Clements
et al. 2008). Consequently, performance differences within individuals over time can also
be considered relevant to the concept of performance (Turnbull et al. 1998; Prescott-
Clements et al. 2008). Higher ratings in later assessments then reﬂect actual (and desired)
differences in performance over time rather than ‘noise/error’. In this study we took these
differences into account and formulated the following research questions:
– Is there a measurable improvement of performance when students are assessed over an
extended period of time?
– If so, does this improvement affect reliability of the overall judgement and the number
of assessments needed?
Methods
Participants and procedures
After approval from the Clerkship Coordinators Committee, this study was conducted at
the University Medical Center Groningen (UMCG), The Netherlands. Fifth and sixth-year
medical students attended 14-week rotations in a range of disciplines at the UMCG or
afﬁliated hospitals. The in-training assessment was a compulsory part of the students’
clerkship assessment. We asked students for permission to use their assessment results
from their concurrent clerkship. Giving permission was voluntary and on the basis of
informed consent; anonymity was guaranteed. The average scores of participants were
representative of the average scores of the student population at large.
In-training assessment method
By the end of 2005 a new, standardised in-training assessment procedure had been
implemented at the UMCG and the six afﬁliated hospitals, an adapted translation of the
mini-CEX (Norcini et al. 1995). All clerkship coordinators were involved in developing
the assessment procedure and instrument. They reached consensus by discussion. Finally,
six subjects were selected to be assessed: history taking, physical examination, case
analysis/clinical reasoning, communication, organisation and efﬁciency, and professional
behaviour. Furthermore, the lay-out of the instrument was changed in such a way that the
assessors were forced to rate all items independently. The resulting mini-CEX form is
presented in the Appendix. The assessors were asked to observe students during patient
contacts, to provide formative feedback on each of the subjects (1 = insufﬁcient to
5 = very good, room provided for written comments) and to provide a global rating for
clinical performance on a 10-point scale (1 = completely insufﬁcient; 5.5 = lowest pass;
10 = outstanding performance).
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assessments per student. The mean of all global ratings was taken as the overall judgement;
this overall judgement was used in summative pass/fail decisions per clerkship. We
assessed the reliability of this overall judgement.
Statistical analyses
In order to analyze whether performance improvement contributed to the course of the
global ratings (ﬁrst research question) three measures were used: t-test, growth curve and
deviance test. A paired sample t-test (SPSS 14.0.2) was used to establish whether the
differences between the ﬁrst and last global ratings in the total group of students actually
reﬂected a signiﬁcant improvement. The growth curve and deviance test were obtained
from the multilevel analysis discussed below. The growth curve is a plot reﬂecting the
performance improvement of the ‘average’ student; combined with its conﬁdence interval
the growth curve provides another indication of the amount of improvement. Inspecting the
deviance in multilevel models with and without performance improvement also helps
determine whether performance improvement is a signiﬁcant parameter (Snijders and
Bosker 1999). The deviance is automatically reported in the output of most multilevel
analysis computer programmes. Whether the improvement model has signiﬁcantly better
ﬁt can be tested by taking the differences between the deviances of the models. This
difference is a v
2 statistic, with degrees of freedom (df) equal to the number of parameter
added.
To establish whether performance improvement affected reliability of the overall
judgement and the number of assessments needed, we obtained reliability coefﬁcients
using generalisability theory. Generalisability comprises of two steps: the G-study and the
D-study (Brennan 2001; Crossley et al. 2007). In our study, we have a one facet model,
with student as object of measurement.
The ﬁrst step is the generalisability study (G-study) in which the variance components
associated with different sources of rating variation are determined (Brennan 2001). We
performed two G-studies: one ignoring performance improvement and the other taking
performance improvement into account. The variance components were: differences
between students, performance improvement (second analysis only) and ‘noise/error’. In
the traditional approach to reliability, the reliability coefﬁcient can be derived through an
analysis of variance with student as a factor (Laenen et al. 2006). However, in our study
multiple assessments are ‘nested’ within students and are likely to show some correlation
with each other. Therefore, we obtained the variance components through multilevel
analysis, since this can adjust for those correlations (MLwiN, Rasbash et al. 2004).
Multilevel analysis also was appropriate because it can account for differing numbers of
assessments per student (unbalanced design), a problem often found in real-life data.
Moreover, in multilevel analysis Maximum Likelihood estimation is used to estimate the
variance components (Snijders and Bosker 1999; Laenen et al. 2006), which is the suitable
method for naturalistic data such as ours (Crossley et al. 2007). In the multilevel analysis
level 1 represented the global ratings and level 2 represented students (Snijders and Bosker
1999). A random effects mixed multilevel model was the most appropriate (Laenen et al.
2006). We started with the empty model to obtain the variance components disregarding
performance improvement and then added assessment moment to obtain the variance
components taking performance improvement into account.
The second step in generalisability theory is the decision study (D-study) in which
variance components obtained from the G-study are used to calculate reliability
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improvement, using Formula 1:
Eðq2Þ¼
varstudent
varstudent þ varother=Nassessments
Then we calculated relative reliability taking performance improvement into account,
using Formula 2:
Eðq2Þ¼
varstudent þ varimprovement
varstudent þ varimprovement þ varother=Nassessments
varstudent represents the variance component associated with the differences between stu-
dents, whereas the ‘noise/error’ variance component is represented by varother. In For-
mula 2 varstudent ? varimprovement reﬂects the variation associated with student performance
and improvement. The number of assessments is represented by Nassessments.
Finally we calculated the number of assessments needed to achieve a reliability of 0, 80
in both situations.
Results
In total, 574 global ratings were available for 104 students (75%). The mean number of
assessments received was 5.5 (SD = 2.2). The required number of 7 assessments was
received by 55% of the students.
The overall judgement (average global rating) was 7.6 (SD = 0.69) on the ﬁrst and 7.8
(SD = 0.60) on the last assessment, indicating a signiﬁcant trend towards improvement
(T =- 2.1, df = 103, p\0.05). Figure 1 shows the average growth curve with its
associated 95% conﬁdence interval, also indicating a trend towards improvement. Finally,
comparing the deviance of the multi-level models showed that the model incorporating
performance improvement ﬁtted better with the data than the model not incorporating
performance improvement (v
2 = 11.10, df = 1, p\0.001), which indicated that
Fig. 1 Average growth curve with 95% conﬁdence interval
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obtained through the multilevel analysis.
The reliabilities of the overall judgements were calculated including all the assessments
the students had. The reliability estimated for different numbers of assessments is pre-
sented in Table 2, along with the estimated number of assessments needed to achieve a
reliability of 0.80. When performance improvement was taken into account, the reliability
coefﬁcients were higher. The number of assessments needed to achieve a reliability of 0.80
decreased from 17 to 11.
Discussion
Student performance improved over the course of a clerkship. Taking this performance
improvement into account led to higher reliabilities and the number of assessments needed
to achieve a reliability of 0.80 dropped from 17 to 11.
Student performance was assessed over a 14-week period. At the beginning of the
clerkship student performance was relatively high and it improved over the course of this
period. This signiﬁcant improvement was small, which might be caused by the usual
restriction of range found in clerkship assessment marks. Performance marks and pass rates
are generally found to be high (Kogan et al. 2003; Wimmers et al. 2006; Fernando et al.
2008). Therefore, only a few unsatisfactory or just sufﬁcient marks are to be expected. In
this small range of predominantly high performance marks, performance improvement is
harder to show. This can be taken into account by using the formulae for relative reli-
ability, as we did (Brennan 2001).
These formulae showed that, taken performance improvement into account, the overall
judgement gives a reliable ranking of the students, which is what is generally called for
given the level these students have already achieved. Consequently, we do feel that the
improvement we observed is meaningful.
Our results are also in line with an earlier study on in-training assessment of dentistry
students. Longitudinal assessment over the course of a year yielded a learning curve
(Prescott-Clements et al. 2008). This ﬁnding further supports our argument that perfor-
mance improvement is a relevant factor to be taken into account when implementing
longitudinal assessment.
Table 1 Variance components
obtained through multilevel
analysis
a Including the covariance
between student and
improvement
Improvement not taken into account
varstudent 0.09
varother 0.39
Improvement taken into account
varstudent ? varimprovement
a 0.13
varother 0.35
Table 2 Reliability estimates for in-training assessments in undergraduate clerkships
Number of assessments 1 2 5 6 7 11 17
Improvement ignored 0.19 0.32 ? 0.54 0.58 0.62 ? 0.72 ? C0.8
Improvement incorporated X 0.43 0.65 0.69 0.72 C0.8 ?
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needed to achieve a reliability of at least 0.80. Earlier studies on in-training assessment
differed in the optimal number of assessments needed for a sound judgement of clinical
performance (Alves de Lima et al. 2007; Norcini and Burch 2007; Wilkinson et al. 2008).
Since these differences in number of assessments needed may be due to differences in
assessment or study design, our results should be compared with those of studies using a
similar design—including several hospitals and disciplines. The study by Alves de Lima
et al. (2007) included multi-site implementation of the mini-CEX in cardiology residency
training. According to their results at least 50 assessments were needed to achieve a
reliability of 0.80. In a study by Wilkinson et al. (2008)—focusing on combinations of
in-training assessment procedures in residency training—the estimated number of
assessments needed was 20 or more, depending on the speciﬁc combination of procedures.
Compared to these studies, the required number of assessments in our study, as estimated
without taking performance improvement into account, was considerably lower. An
explanation for this lower number of assessments needed might be that all students in our
study shared a common pre-clinical curriculum and had to achieve the same exit qualiﬁ-
cations. Both the pre-clinical curriculum and the exit qualiﬁcations were clear to clinical
staff of all participating hospitals, which could reduce error due to different assessor
expectations. This argument is also supported by the most recent multi-site, multi-
discipline study, which was performed on in-training assessment in the UK Foundation
Programme (Davies et al. 2009). All students had to meet the same curricular demands and
assessment standards. In this study the number of assessments needed for a reliable out-
come was also relatively low, no more than 12 assessments were necessary (Davies et al.
2009).
When taking performance improvement into account our estimates became even lower:
11 assessments were necessary. The decrease from 17 to 11 assessments is particularly
relevant from a practical point of view, because total assessment time is reduced by
approximately a third. In our case an assessment would be needed almost every clerkship
week, which is still quite often.
It could be argued that when in-training assessments are part of a comprehensive
assessment programme, as is the case in our curriculum, reliabilities of 0.60 to 0.70 are
acceptable, since assessment always involves compromises between reliability, validity
and feasibility (van der Vleuten 1996; van der Vleuten and Schuwirth 2005; Wilkinson
et al. 2008). Still, there are ways to increase reliability without compromising the feasi-
bility or the authentic nature of in-training assessment.
A ﬁrst option is to gather more global ratings on students’ clinical performance before
the overall judgement is calculated. In our case, this could be done by assessing our
students every week instead of every other week. However, we know that our staff will be
hard pressed to do so. Another possibility is that the overall judgement could be calculated
after two rotations instead of one. Then students would have been assessed 14 times,
which—based on the current data—should lead to sufﬁcient reliability. Additional research
is needed to conﬁrm this expectation.
Another option might be using criterion-referenced assessment, for example using end-
of-clerkship requirements as a criterion (Prescott-Clements et al. 2008). When students are
judged relative to such a criterion, they will at ﬁrst receive lower marks, since obviously
most student will not have reached the end-of-clerkship requirements at the beginning of
their clerkship. Later, marks will increase. In this way, criterion-referenced assessment
allows for a greater variation in marks, which can make variation due to performance
improvement more apparent. As a consequence, relevant variation in the marks is
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deﬁne reliability as the amount of relevant variance in relation to the amount of variance
due to source(s) of ‘noise’ or error (Turnbull et al. 1998; Downing 2004). Increased
relevant variation relative to ‘noise/error’ variation then implies a higher reliability coef-
ﬁcient. Therefore, we expect that the use of criterion-referenced assessment will lead to
higher reliabilities and fewer assessments will be needed. Further research is needed to
conﬁrm these expectations regarding criterion-referenced assessment, though.
Our study raises the question whether there is a link between our ﬁndings on reliability
and the subsequent summative decisions on clinical performance. In other words, when
performance improvement inﬂuences reliability, it should be incorporated in summative
decision making. This topic moves beyond the scope of our paper, but following this line
of reasoning, the decision-making process about clinical performance should be recon-
sidered. Therefore, future studies should focus on how performance improvement can be
incorporated in such a process.
A strength of our study design is that we collected assessment data from several hospitals
and a range of disciplines. As a consequence, the results of our study are applicable to many
different health care or clerkship settings (Issenberg and Mavis 2006). A possible limitation
of our study might be that not all students received the required 7 assessments during their
clerkship. This was probably due to the relative novelty of the assessment procedure,
causing students and teachers to sometimes forget the assessment. Besides, there was a
delay between assessments being done and student administration receiving the results. The
unbalanced design resulting from these missing data can be dealt with by using multi-level
analysis, as we did (Snijders and Bosker 1999). Another limitation might be that only the
mini-CEX was used in the in-training assessment. Whether the same results would have
been obtained with other methods of longitudinal in-training assessment—such as multi-
source feedback—has yet to be determined. However, since our line of reasoning applies to
these other assessment methods as well, we would expect similar results when using any of
these methods. A ﬁnal limitation might lie in the study design: we did not employ an
experimental setup to evaluate the reliability of our in-training assessment method. Such a
setup would have yielded a more balanced design for use in the generalisability study and
might have provided more information on possible factors (for example, assessor or case)
contributing to the non-informative variation in the overall judgements. A more experi-
mental setup, however, could not have revealed the same insight into the reliability of our
in-training assessment method as it was used in everyday clerkship assessments.
Summarizing, accurately assessing student clinical performance remains a complex task,
but in longitudinal assessment fewer assessments are needed than previously considered
necessary, if performance improvement is taken into account. Students’ clinical perfor-
mance improved over the assessment period and taking this performance improvement into
account increased reliability. Further research should be conducted to replicate our ﬁndings
in other settings or with other instruments and to examine our expectation that the use of
criterion-referenced assessment can further reduce the number of assessments needed.
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See Table 3.
Table 3 Adapted mini-CEX
* Feedback per subject: 1 = insufﬁcient, 5 = very good
** Global rating of clinical performance: 1 = completely insufﬁcient; 5.5 = lowest pass; 10 = outstanding
performance
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