A new transform domain array signal processing technique is proposed for identification of multipath communication channels. The received array element outputs are transformed to delay-Doppler domain by using the cross-ambiguity function (CAF) for efficient exploitation of the delay-Doppler diversity of the multipath components. Clusters of multipath components can be identified by using a simple amplitude thresholding in the delay-Doppler domain. Particle swarm optimization (PSO) can be used to identify parameters of the multipath components in each cluster. The performance of the proposed PSO-CAF technique is compared with the space alternating generalized expectation maximization (SAGE) technique and with a recently proposed PSO based technique at various SNR levels. Simulation results clearly quantify the superior performance of the PSO-CAF technique over the alternative techniques at all practically significant SNR levels.
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Introduction
Modern wireless communication systems are designed to operate in multipath environments where the transmitted information arrives at the receiver after reflecting off various obstacles that are present in the environment of the communication. Although at first the presence of multipath arrivals seems to degrade the quality of the communication, a carefully designed communication system can take advantage of the diversity provided by the multipath environment. Diversity in the multipath channels is a result of variation between the directionof-arrivals (DOA), delays and Doppler shifts of the individual channel components. To take full advantage of this diversity, multipath communication channels should be accurately modeled. For this purpose, communication systems utilize antenna arrays and sophisticated signal processing techniques to produce estimates for multipath channel parameters. There are a multitude of array signal processing techniques proposed for reliable and accurate estimation for these channel parameters [1] . The maximum likelihood (ML) criterion based channel identification is a commonly used framework due to its superior asymptotic performance. Having determined a parametric signal model, ML estimates are obtained by a search conducted in the parameter space to maximize the likelihood function. The major drawback of the ML technique is its high computational complexity associated with the direct maximization of multimodal and nonlinear likelihood function over a very large dimensional parameter space. Alternative maximization methods are proposed to obtain the ML estimates more efficiently. One of the most popular one to facilitate simple implementation of likelihood function is the expectation maximization (EM) algorithm formulated by Dempster et al. [2] . Simpler maximization steps in lower dimensional parameter spaces are used instead of the original likelihood function. Various different forms of the EM algorithm have been developed to further improve the performance. The most popular one is the space alternating generalized EM (SAGE) algorithm, which was developed by Fessler and Hero [3] . In SAGE, parameters are updated sequentially in contrast with the EM where all the parameters are updated simultaneously. Main advantage of the SAGE algorithm over the EM algorithm is its faster convergence resulting in an increased efficiency. Applications of SAGE algorithm are extensively reported in the literature [4] [5] [6] [7] [8] [9] [10] .
In this paper, a new transform domain array signal processing technique is proposed for identification of multipath communication channels. The received array element outputs are transformed to delay-Doppler domain by using the CAF for efficient exploitation of the delay-Doppler diversity of the multipath signals. In the transform domain, a simple amplitude threshold determined by the noise standard deviation helps to identify the clusters of multipath components. This way, the original channel identification problem is reduced to channel identification problems over the identified path clusters in the delay-Doppler domain and instead of a fitting in time-domain fitting is performed in delayDoppler domain. Since, each cluster has fewer multipath components, there is a significant advantage of conducting the required optimization for identification of channel parameters over the identified clusters. Here, because of its robust performance, we choose to use the PSO to obtain globally optimal values of the channel parameters in each cluster. Since the optimization problem is formulated in the CAF domain of the transmitted signal and the received array outputs, the developed technique is named as the PSO-CAF [11] .
Recently, the authors of this work has proposed an alternative technique to incorporate CAF domain information to multipath channel parameter estimation [12, 13] . In this technique, which is called as the cross-ambiguity function direction-finding (CAF-DF), the multipath components are tried to be identified one by one in an onion peeling fashion. Then the contribution of the identified path is subtracted from the array outputs and search for another existing component is started on the residual output signals. Unlike the CAF-DF, the proposed PSO-CAF identifies multipath clusters in the delay-Doppler domain and conducts parallel PSO searches on each cluster to estimate parameters of each multipath component resulting in significantly improved estimates especially in denser multipath environments.
The paper is organized as follows. The parametric channel model is detailed in Section 2. In Section 3, maximum-likelihood based parameter estimation is summarized. Basics of PSO is presented in Section 4. Details of the PSO-CAF algorithm is introduced in Section 5. The results of simulation based comparisons of the algorithms are presented in Section 6.
Parametric channel model
The proposed PSO-CAF channel identification technique is based on the following commonly used parametric multipath channel model:
where p(t) is the transmitted pulse waveform, q is the number of coded pulses, T is the pulse repetition interval in seconds, and b k are 71. In the following, we will assume that b k ¼ 1, 1 rk r q. In this way, we will be able to provide our main results with significantly less notational complexity. In a multipath environment, delayed, Doppler shifted and attenuated copies of the transmitted signal impinge on an M element receiver antenna array from different paths. Under the narrowband assumption which is valid when the reciprocal of the bandwidth is much bigger than the propagation of the waveform across the array, output of the antenna array can be modeled as
and in a more compact form 
Our aim is to estimate the time delays t 1 , . . . ,t d , Doppler shifts n 1 , . . . ,n d and DOA's
the incoming signals from the N available snapshots of the array output xðt 1 Þ, . . . ,xðt N Þ. In this work, we assume that the following conditions hold; the number of paths d is known and the array manifold aðy,fÞ is known. Although we will not go into detail here, there are effective techniques to determine the number of paths [14] [15] [16] [17] . Therefore, here we will focus on the details and relative performance of the proposed technique. However, we also propose an alternative PSO-based source number estimation approach in the end of Section 5.
An important performance criterion in multipath channel parameter estimation is the effect of the estimated channel parameters to the performance of the communication receiver system. Given reliable estimates to the channel parameters, the receiver can form the following decision signal:
This decision signal is very similar to the decision signal generated by a rake receiver [18] . Here we employed a raking strategy in both delay and Doppler as well as between various DOA's of the multipath components. The following estimate for the SNR of the decision signal given below serves well as a performance criterion between alternative techniques:
where E s is the transmitted signal energy.
Maximum-likelihood based parameter estimation
Maximum likelihood (ML) estimation is a commonly used approach to channel parameter estimation. Assuming that the noise on each pulse transmission is independent, the probability density function of the observations can be obtained as
where j Á j is for the determinant, J Á J is for the norm, and
The ML estimates that maximize the likelihood function can be written as the maximum of the log-likelihood function:
or equivalently
Given the path parameters u, path scaling parameters f can be obtained in closed form aŝ
where ðÁÞ H denotes conjugate transpose. Therefore, by substituting (10) into (7), the ML optimization can be reduced to the following optimization problem over the path parameters, u, only:
where P Dðt k ,uÞ is the projection operator onto the space spanned by the columns of Dðt k ,uÞ:
A more compact form of (11) can be given as
Therefore, one needs to find the global maximum of this 4 Â d dimensional optimization problem to identify all four parameters for each path. For large number of multipaths that are common to urban and indoor communication, computational complexity of direct maximization becomes prohibitively high. Moreover, chance of convergence to global optimum point highly decreases due to the overlapped multipath components. One of the most popular approach to obtain more efficient ML estimates is the EM algorithm [2] . To further improve the speed of convergence of the EM approach, SAGE algorithm has been proposed [3] . In SAGE, parameters are updated sequentially in lower dimensional parameter spaces. In Table 1 , the basic form of the SAGE algorithm, which is widely used in channel identification, is presented [7] . Similarly, the SAGE fails to find global solution in searching higher dimensional parameter spaces where there exist overlapped multipath components.
Particle swarm optimization
Particle swarm optimization (PSO) is an evolutionary stochastic optimization algorithm, developed by Kennedy and Eberhart [19] . PSO has been shown to be very effective in optimizing challenging multidimensional, nonlinear and multimodal problems in a variety of fields such as signal processing [20] [21] [22] [23] , communication networks [24] , biomedical [25, 26] , control [27, 28] , robotics [29] , power systems [30] , electromagnetics [31] , image and video analysis [32, 33] . It was inspired by the social behavior of animals, specifically the ability of groups of animals to work collectively in finding the desirable positions in a given area. Fish schooling and bird flocking are two very good examples. PSO algorithm operates on a set of solution candidates that are called as swarm of particles. The particles travel through a multidimensional search space, where the position of each particle is adjusted based on a combination of its individual best position and the best position of the whole particle set ever visited. A few key point about PSO should be stated here to clarify the advantages of it over Newton-type techniques: (1) less sensitive to initialization, (2) better Table 1 Basic SAGE algorithm.
Initialize the algorithm.
Expectation step: estimate the complete (unobservable) data of ith signal path.
Maximization step: estimate each parameter of ith signal path sequentially by maximizing a properly chosen cost function.
Create a copy of the ith signal path with estimated parameters. Subtract the copy signal from each antenna output.
end end chance to find global optimum and (3) provides more accurate estimates. Moreover, compared to other global optimization techniques, such as genetic algorithm (GA) [34] , some superior properties of PSO can be pointed out that (1) faster in convergence; (2) easier to implement, simpler in concept; (3) can be adapted to different application domains and hybridized with other techniques; (4) interaction between particles is defined in such a way that logic behind the ideal social communication in a community is preserved and diversity of the swarm is maintained through the solution search; (5) better memory management. The components of the PSO setup can be itemized as follows:
A set of parameters and their corresponding search intervals: For the multipath channel identification, the parameters are the delay, Doppler shift, elevation and azimuth angle of arrivals of each path.
A fitness function is used to compare the performance of each particle in the swarm: For the multipath channel identification log-likelihood function can be used for this purpose.
An update strategy for reposition of particles in the swarm.
Although there are variants in the literature, the following stages describe the general dynamics of the PSO.
1. Initialization: Each particle in the swarm starts searching for the optimal position in the solution space at its own random location with a velocity that is random both in its direction and magnitude. This first location is recorded as their personalBest for each particle. globalBest is initialized as the location of the particle that has the best fit. 2. Coordinate update: Each particle travels through the multidimensional search space, where the position and velocity of each particle is adjusted according to certain update rules at each time step. Each particle l consists of three vectors: its location in K-dimensional search space z l ¼ ½z l1 ,z l2 , . . . ,z lK , its historically best position p l ¼ ½p l1 ,p l2 , . . . ,p lK and its velocity t l ¼ ½u l1 , u l2 , . . . ,u lK . In each time step, using the positions of the particle, a fitness function is evaluated. If this fitness value is greater than the value corresponding to personalBest for that particle, or globalBest for the swarm, then these locations are updated with the current location. The velocity and the location of each particle is updated according to the relative positions of personalBest ðp i Þ and globalBest ðp g Þ by the following equation:
where c 1 is so called the cognitive factor that adjusts how much the particle is influenced by the historical best position of his own, c 2 is so called the social factor that adjusts how much the particle is influenced by the historical best of the swarm, e 1 and e 2 are two uniformly distributed random numbers. k is the constriction factor that balances global and local searches and defined as [35] :
where
Recommended values for these constants are c 1 ¼ c 2 ¼ 2:05 and k ¼ 0:72984.
Convergence check:
The optimization process is repeated starting at step (2) until convergence is established or the maximum allowed number of iterations are reached.
Proposed PSO-CAF technique
In a multipath environment, the receiver array output signals are delayed, Doppler-shifted and scaled versions of the transmitted signal. As mentioned in Section 3, formulating a likelihood function for the channel estimation problem is a very common way to extract the signal parameters. However, when the number of paths increases, the ML approach face significant challenges in finding the global maximum of the likelihood function. This is mainly because of the fact that likelihood maximization is performed in time domain, where there is a considerable overlap between the signals received from different paths. Therefore, it is desirable to formulate an alternative optimization problem other than the time domain where the multipath signal components are localized reducing the significant overlapping of components in the time domain. Since typical communication signals are phase or frequency modulated, with large time-bandwidth products, as in radar detection their CAFs are highly localized in the delay-Doppler domain. Therefore, the transformation of the array signal outputs to the CAF domain localizes different multipath signals in clusters to their respective delay and Doppler cell. Although there exist several different representation, symmetrical version of the CAF between the transmitted signal s(t) and the received signal x(t) can be written as [36-38]: v xðtÞ,sðtÞ ðt,nÞ ¼
In the SNR sense, matched filtering is the optimum solution for detection. When the Doppler shift is not known, performance of the receiver that makes use of a matched filter that matched to the transmitted signal may significantly degrade. The CAF characterizes the output of a matched filter when the input signal is delayed and Doppler shifted. In the case of one multipath component, CAF calculation is the optimal solution for detection. If there exist two or more multipath components separated enough in delay Doppler domain, again, CAF surface offers a very useful detection surface by using properly chosen waveforms for the application of interest [37, [39] [40] [41] [42] . When the phase of each impinging signal on the array is unknown, to detect the multipath clusters on the delay-Doppler domain, absolute values of CAFs at the output of each antenna are calculated and incoherently integrated as:
Since the antennas in the array are closely spaced, peak locations of the CAFs will be nearly the same for each antenna. This means that, after incoherent integration, desired highest peak power on the incoherently integrated CAF surface is not changed notably but noise power is reduced all around the highest peak. In another words, compared to detecting highest peak on one CAF surface, same probability of detection can be obtained with less SNR if detection of the highest point is done on the incoherently integrated CAF surface. Detection performance of the cluster locations that exceeds the detection threshold is improved by this way. This practical approach is widely used in radar signal processing and there are excellent references presenting details of the procedure [37, 40] . One important principle that should be mentioned at this point is that the uncertainty principle [37] . Briefly, it says that, if one narrow the peak on AF surface to increase the estimator's local accuracy, the volume removed will reappear somewhere away from the peak and will decrease the estimator's global accuracy. This behavior of the AF indicates that there have to be trade-offs made among the resolution, accuracy, and ambiguity. Therefore, type of the waveform determines the accuracy in resolving multipath components and should be chosen based on the interested problem. Maybe the most famous family of phase codes are the Barker codes [37, 43, 44] . In this paper, as a transmitted signal, s(t), Barker-13 phase coded pulse train is used, which provided us good delay and Doppler resolution for the interested area on the CAF surface. Barker-13 phase coded waveforms yield a peakto-peak side-lobe ratio of 13 and their CAFs are very localized enabling accurate multipath cluster detection.
Recent multipath channel measurement results show that multipath components are distributed in as clusters within a defined channel spread and impinge onto a receiver in clusters [5, [45] [46] [47] . In [45] , a statistical model, which is based on only temporal clustering structure they observed in their indoor multipath data, is presented. The clusters and the rays/multipaths within the clusters are observed to have Poisson arrival processes with different rates. The clusters are attenuated in amplitude and path arrivals within a single cluster also have amplitudes decayed with patterns that are exponential with time and are parameterized with two time constants; the cluster arrival decay time constant and the ray/multipath arrival decay time constant. A space-time statistical model is presented as an extension of the time-only model of [45] in [46] . In [47] , authors make use of the recent advances in the theory of compressed sensing, to formalize the notion of clustered multipath sparsity and to exploit delay, Doppler and spatial diversity. With the motivation from these works, starting point of the proposed PSO-CAF algorithm is the detection of multipath clusters on ambiguity surface. Detection threshold selection procedure includes a trade-off between missed detections and false detections. The threshold should be high enough not to have too large false alarm probability. The threshold should be low enough not to have too small probability of detection. With the usage of previously stated phase coded waveforms the CAF surface provides very localized, peaky and compressed structures that make thresholding a good estimation procedure. By choosing a proper threshold level, multipath cluster detection on delay-Doppler domain can be accurately accomplished. For this purpose a constant false alarm criterion rate (CFAR) based adaptive threshold can be set. Such a strategy is commonly employed by radar target detection [48] . In this paper, first, we find the peak point of the incoherently integrated CAF, jvðt,nÞj and compare it with the noise level. Noise level on the incoherently integrated CAF is quantified with the median operator, since it is relatively insensitive to possible outliers. Specifically, ratio between maximum and median values of the jvðt,nÞj is computed and compared with a properly chosen threshold value. If the calculated ratio is higher than the determined threshold value then that peak point is considered as the location of the multipath cluster [42, 49, 50] .Once the peak location of the multipath cluster is detected, a window of size, 1:5Dt Â 1:5Dn, around the detected peak is determined and PSO optimization is conducted on the extracted data to estimate parameters of each multipath component.
Here, Dt and Dn are delay and Doppler resolutions, respectively. Extracted data is the vectorized form of the detected delay-Doppler patch. Therefore, in order to estimate parameters of each multipath component that is in the detected cluster, PSO is used to conduct fitting in delay-Doppler domain. Having estimated the parameters of each multipath component in the cluster, effect of the cluster is eliminated from the array outputs to recurse on the residual for detection of the remaining multipath clusters. This iterative approach is highly efficient and accurate. Note that the elimination of a multipath cluster from the array outputs eliminates both its main and sidelobes from the CAF domain. Thus, weaker multipath clusters that are buried under the sidelobes of the detected and eliminated multipath cluster might become detectable as well. This detection and elimination process is repeated until there is no peak exceeding the detection threshold on the CAF domain. Although detection threshold selection is a common problem for many estimators, once more it is good to stress that; if a high detection threshold is chosen, then the remaining clusters, after successive cancellation procedure, might not be detected. Then, multipath components in that cluster will be underestimated. If a low detection threshold is chosen, then the algorithm will fit to noise and there will be overestimated multipath components. However, since the original time-domain channel identification problem is reduced to channel identification problems over the identified isolated and separated path clusters in the delayDoppler domain by the proposed technique, performance will not effected significantly due to overestimated cluster multipaths.
To illustrate this procedure, consider a synthetic multipath channel with six distinct paths. As shown in Fig. 1(a) , the individual multipath signals overlap significantly in time at the output of an array element. However, as shown in Fig. 1(b) , the CAF given in (16) between the received signal and the transmitted signal localizes the contribution of different path components in delay-Doppler domain. Moreover, to present the effective localization of the multipath ionospheric reflections on delay-Doppler domain, the CAF surface of a real high-latitude ionospheric communication channel is shown in Fig. 2 . As seen from the result, two clusters can be reliably detected. Further analysis on the data has revealed that one of the clusters has a single component and the other has two multipath components [12, 51] . There is one dominant reflection in cluster-1 at t ¼ 9:5 ms, and there are two reflections in cluster-2 between t ¼ 11:5 and 12:5 ms. This localization enables us to reformulate the channel identification problem as a set of loosely coupled optimization problems in lower dimensional parameter spaces.
Signal flow diagram of the PSO-CAF algorithm is presented in Figs. 3 and 4 . C clusters of multipath components present on delay-Doppler domain and the number of multipaths in cluster c is d c for 1 r c rC. For example as shown in Fig. 1 , six paths are localized in C¼3 clusters and each cluster consists of two paths. Having identified the location of each cluster, instead of conducting a fitting in time domain, individual PSO searches are conducted on vectorized delay-Doppler patch for estimation of parameters of multipaths in each cluster. Following PSO searches in each cluster, effects of the estimated multipath components are eliminated for a better estimation in the remaining clusters. Since, optimization in each cluster has to be performed multiple times, PSO iterations in each cluster need not to be pursued until convergence is established. Therefore, by cycling over the identified set of clusters, the PSO-CAF technique iteratively provides estimates for each path in each cluster computationally efficiently. In the following, details of the CAF domain optimization for each cluster are presented.
The optimization problem associated with the cth cluster makes use of the following fitness function: whereÂ m ðt,n;û i ðZÞÞ is defined as:
A m ðt,n;û i ðZÞÞ ¼ a m ðŷ i ðZÞ,f i ðZÞÞ
By using (19) and (23), a more compact form for the fitness function in (18) can be obtained as
Here, estimate of matrix ! c,m is defined aŝ ! c,m ¼ ½vecðW cÂm ðt,n;û R 1 ðZÞÞÞ, . . . ,vecðW cÂm ðt,n;û R dc ðZÞÞÞ,
where R 1 is the first index element of the index set S c and each column corresponds to a multipath component in the cth cluster. Straightforward minimization with respect to the scale variables f yieldŝ f c ðZÞ ¼
which, as in the ML approach culminating with (11), when substituted into (24) , reduces the fitness function for the cth cluster to: Here, B w corresponds to the bandwidth and T coh is the duration of s(t). Moreover, particle movements are confined in a window of size Dt Â Dn around the detected peak for the cth cluster. Eq. (27) is evaluated using the location values of each particle and the location that gives the best fitness chosen as the globalBest. Having estimated the parameters of each multipath component in the cth cluster, effects of these multipath components are eliminated as in (20) from the array output for a better estimation in remaining clusters. Iterations, Z, continue until convergence is established or a preset number of iterations is reached. In the end of this section, we also want to present a novel and efficient PSO-based approach to estimate the number of multipath components in each detected multipath cluster. As we pointed out at the beginning of this section, starting point of the PSO-CAF technique is the detection of the first dominant cluster. This means that we have a least one signal in that cluster and we should check whether there exist more signals. Therefore, before conducting a PSO search for parameter estimations in the cluster, an iterative computationally efficient PSO search is performed to estimate the number of signals in the cluster. Having estimated the number and parameters of the multipath components same approach is applied for the next detected cluster. To sum up, we added an additional PSO search to each cluster to be performed only in the first PSO-CAF iteration, Z ¼ 1.
Let d c is the hypothetical number of signals in the cth cluster. In each step, i, the detection problem is formulated as testing the hypothesis H iÀ1 against the alternative A i :
Starting from i¼1, this test is performed stepwise until the hypothesis H iÀ1 is accepted. For i¼1, since a signal has four parameters to be estimated, a 4 Â 1-dimensional PSO optimization is conducted based on the derivations presented in this section and A 1 is automatically selected to check whether there exist only one or more signals. For each following step, i, 4 Â i-dimensional PSO optimization is performed and the following test statistic is used:
where v i 0 ðt,nÞ ¼ẑ i 0Â ðt,n; p g,i ½u i 0 Þ is the calculated CAF for the i 0 th hypothetical signal using the parameters found in the end of fast PSO search for the cluster. p g,i is the globalBest particle, which is basically the best solution found by the swarm. p g,i ½u i 0 is the parameter estimates for the i 0 th hypothetical signal. vðt,nÞ is the incoherently integrated CAF, given in (17) . Noise level on the incoherently integrated CAF is quantified with the median operator, since it is relatively insensitive to possible outliers.
Moreover, g is the properly chosen threshold and can be determined accurately. Some approaches on the selection of the threshold can be found in [42, 49, 50] .
There are some important points that should be emphasized regarding the number of signals estimation using PSO. First of all, this additional PSO search is computationally very efficient since it requires much fewer number of particles and optimization iterations than the parameter estimation procedure. The aim is to detect number of signals that produce a CAF, which should have a acceptable peak level to be decided as a signal source. Therefore, less number of PSO iterations are enough. Moreover, in each source number detection steps, i, globalBest position, p g,iÀ1 , is used as a prior information in half of the initial positions of particles that are used in the ith step. In another words, some portion of the half of the particles in the ith step initialized with the best estimates found in the iÀ1 th step. In vectorial form this can be written as z l=2,i ¼ ½p g,iÀ1 ,u 1Â4i . Second half of the particles are randomly distributed in the search space. Usage of this prior information from the previous step and embedding it to the some particles enables to increase the fitness in the optimization and chance of convergence to global optimum point. Second, parameter estimation performance of the PSO-CAF technique is not effected if more number of signals are estimated since we carry the globalBest information in some particles and these particles will preserve the true parameters for true number of signals. One obvious choice may be to add one to the estimated source number, which will mostly eliminate parameter estimation errors due to the possible missing source number estimations. Lastly, source number estimation performed only once in the first PSO-CAF iteration, Z ¼ 1.
Simulation results
In this section, we present results of simulated experiments conducted to compare the performances of the PSO-CAF, SAGE and PSO-ML techniques on signals at different SNR values. The Cramer-Rao lower bound (CRLB) for the joint estimation problem is also included for comparison. PSO-ML is a recently proposed technique, which applies PSO to ML criterion to estimate the path parameters [52] . Since, PSO-ML does not exploit the delay-Doppler localization of the multipath components, it operates over significantly higher dimensional search space than the PSO-CAF. Note that, in PSO-CAF, PSO is applied to vectorized delay-Doppler patches rather than time-domain signals. Therefore, delay-Doppler diversity of the multipath components is effectively exploited.
In the experiments, received signals of a circular receiver array of M¼9 omnidirectional sensors at positions ½rcos ðm2p=MÞ,rsinðm2p=MÞ, 1r m rM, is simulated. The radius of the array r ¼ l=4sinðp=MÞ is chosen such that the distance between two neighboring sensors is l=2, where l is the carrier wavelength. The transmitted training signal consists of six Barker-13 coded pulses with a duration of 13Dt where Dt is the chip duration. The pulse repetition interval is 30Dt resulting a total signal duration of qT ¼ 167Dt. The SNR is defined at a single sensor relative to the noise variance as E½jx m ðtÞj 2 =E½jn m ðtÞj 2 . The joint root mean squared error (rMSE), the basis of our comparisons, is defined for each of the multipath parameters (b i :
where N r is the number of Monte-Carlo simulations,b Moreover, for both of the experiments, the same PSO settings, such as swarm size, update rules, swarm topology and swarm initialization, are chosen based on recommendations in the literature and empirical simulations [35] . We observed that fine tuning the parameters would not provide significant improvements. Therefore, here standard PSO is used and results of different PSO variants are not presented. Initial locations and velocities of the particles are randomly distributed throughout the search space. As stated previously, size of the delay-Doppler swarm search space is taken as Dt Â Dn around the detected peak of each cluster.
Number of particles in the swarm is chosen as 50. Necessary number of PSO evaluations and SAGE iterations are conducted for PSO-ML, PSO-CAF and SAGE techniques, respectively, to ensure the convergence.
In the first experiment, we considered a multipath scenario with six paths, whose parameters are given in the top six rows of Table 2 . Note that these six paths are clustered in three clusters each containing two paths. Moreover, multipaths in each cluster have a separation of lower than 0:5Dt in delay and 0:5Dn in Doppler, which make the estimation procedure hard. As stated previously and presented in Fig. 1(a) and (b) , the key advantage of the PSO-CAF technique is the localization of different multipath signals to their respective delay and Doppler cells by transforming the array signal outputs to the CAF domain. By this way, we are able to use PSO in lower dimensional parameter search spaces in each cluster to estimate the respective path parameters. The performance improvement due to clustering on delay-Doppler domain is presented in Figs. 5 and 6 for the PSO-CAF technique. In the figures one snapshot coordinates of particles (z, Â), exact path parameter values (~) and coordinate of globalBest (p g , %) are plotted during the PSO optimization. As can be seen, when all the paths are tried to be identified without delay-Doppler domain clustering, particles typically converge to local minima of the fitness function and rarely reach the exact path parameter coordinates. However, if we conduct three separate eight-dimensional PSO path parameter searches on each cluster, particles converge to the global minima in each cluster in a shorter time with increased frequency. In Fig. 7(a) , normalized fitness progress curves of PSO-ML and PSO-CAF techniques are seen. As expected, PSO-CAF has better convergence properties. Fig. 7(b) shows the normalized error progress of the array output estimates of the SAGE algorithm. All simulations are conducted on an HP xw6400 Workstation with Intel Xeon 3 GHz processor. A single iteration for the PSO-CAF, the PSO-ML and the SAGE techniques take approximately as 2.5, 1.1, and 9.4 s, respectively. As shown in Fig. 7(a) and (b) , the PSO-CAF, the PSO-ML and the SAGE techniques establish their convergence at around 80, 200 and 10 iterations. Therefore, until convergence, the PSO-CAF, the PSO-ML and the SAGE techniques require approximately 200, 220, and 94 s, respectively. Since the PSO based techniques can be implemented on a multicore processor environment with significantly less interprocessor communication requirements, the processing times can be reduced to the level of the SAGE technique. Therefore, in the following we will base our comparison results to the accuracy of the estimated parameters. Fig. 8 Fig. 9 to provide an insight into the failure statistics. Consistent with the plots, most of the time, the PSO-ML and SAGE techniques convergence to local points. As stated previously, multipaths in each cluster are localized very closely in delay-Doppler space. Therefore, even for a one cluster scenario having two multipaths, where there is no need for a clustering, the SAGE will fail to converge to global point due to the relative very close position of multipaths on delay-Doppler domain. By using (4) and (5), in Fig. 10 , estimated d SNR PSO-CAF = d SNR PSO-ML ratio is plotted for threshold and asymptotic regions of estimation performance. The PSO-CAF combines diversity better than the PSO-ML which enable detector to accurately retrieve the transmitted information.
In the second experiment, we considered a multipath scenario where there exist five clusters containing two paths each totaling 10 paths with parameters tabulated in Table 2 , distributed in five different clusters. To clarify the detection process of delay-Doppler cells corresponding to each multipath cluster, locations of five different clusters on the CAF surface are presented at different SNR values in Fig. 11 . It is shown that even at the 10 dB SNR, all clusters are localized and can be identified on the CAF detection surface. Note that the number of paths exceeds the number of sensors which would made it impossible to resolve with narrowband systems. However, if there exist fewer paths than the number of array elements in each resolvable delay-Doppler cell then delay-Doppler domain diversity of the paths can be exploited to resolve the paths in wideband communication systems. Fig. 12 components even in this scenario successfully and outperforms the PSO-ML and SAGE.
In the third experiment, we will provide simulation results of the proposed PSO-based source number estimation technique. Same multipath scenario is used as in the first experiment. However, now much less number of particles and optimization iterations are allocated. Number of particles is chosen as 15 and 40 optimization iterations are conducted. As we have noticed before, since allocated resources for swarm optimization are low and number of signal detection is performed only once in the first PSO-CAF iteration, this process does not effect the overall computational time. Two hundred Monte Carlo simulations are conducted. Probability of correct source number detection for different SNR values is seen in Fig. 13 . For most of the SNR values, almost always correct source number is detected. Moreover, it is important to point out that, for SNR values between 15 and 45 dB, very low probability of false detections ( $ 0:03) is occurred. The reason was the overestimation of source number not the underestimation. Therefore, as we have pointed out that earlier, this small false detection rate will not effect the parameter estimation performance of the proposed technique. 
Conclusions

