A back projection method of reconstruction is adapted to invert seismic travel time data for velocity structure. Adaptations are made so that the inhomogeneous and anisotropic ray sets and the threedimensional geometries commonly dealt with in seismic experiments can be handled with greater success. Jacobi iteration, deconvolution, and ray weighting work well in augmenting the basic back projection method to produce a well-focused image. These methods succeed by amounts that depend on the quality of the ray coverage. Also, the ability to reconstruct an accurate image when the data include moderate amounts of noise is shown to be good. Comparison of inversions produced with back projection tomography and with damped least squares indicate that the two methods are comparable in their ability to reconstruct an image of the actual structure. The back projection approach, however, is much more computer efficient. In practice, this allows for the construction of more detailed inversions.
INTRODUCTION
The theoretical basis for tomography can be traced to Radon [1917] , who formulated the forward and inverse transform pair that now bear his name. The Radon transform can often be related to the projection of a two-dimensional scalar field, such as the projection of a slowness field along a parallel ray set to produce the travel time delays associated with the rays. One of the first significant applications of this theory to a physical problem was that of Bracewell [1956] , who devised a method to image celestial bodies with radio signals. Seismologists also have long been using the principle of the Radon transform in the construction of "slant stacks." But it has been the medical researchers who have had the most remarkable success, and they who coined the word tomography for the high-resolution, two-dimensional "tomograph" (slice picture) through a patient. Fundamental to their success has been the discretization of the space to be imaged into cells, thus posing the problem in a manner well suited to digital computers. High resolution is achieved by dividing the space into many small cells. The key inversion algorithm employed by this method is a back projection scheme in which each ray is individually traced and the signal associated with the ray is distributed in the region along the ray path. The algorithm relies on the back projection of many rays and the superposition of the associated streaks to reconstruct an image. By itself, simple back projection produces a rather blurred image. The nature of the blurring is well understood, though, and the application of procedures specifically designed to compensate for the blurring produces a high-quality image.
It is the capability of back projection tomography to produce a highly resolved image that makes it attractive for seismic application. However, such application requires the ability to handle ray sets of poor distribution and which often fill all three spatial dimensions. These are problems carefully avoided in the medical application of the technique. In this paper, adaptations to back projection tomography are discussed that allow us to deal with these more general ray geometries.
Following a discussion of the method, we address the topics of resolution and model stability in the presence of noise.
Finally, we present the results of numerical experiments designed to illustrate the various algorithms discussed below.
OVERVIEW OF BACK PROJECTION TOMOGRAPHY
A common problem in seismology is the determination of the velocity structure in a region that has been sampled with a set of rays. The usual approach in formulating the inverse problem is to divide the region to be modeled into a set of blocks. A reference velocity structure is assumed, and deviations from the expected travel times are inverted to obtain the slowness perturbations of the blocks (slowness being defined as reciprocal velocity). In practice, only the assumed velocity structure is used to guide the ray's path, thus producing an approximate formulation but one in which the slowness distribution is not dependent upon itself. This linearizes the problem.
The discrete forward problem can be written In principle, filtering is a deconvolutional scheme accomplished in either the space or wave number domain. Because the tomographic reconstruction is the linear superposition of the single-block responses, deconvolution is a valid procedure (so long as an appropriate single-block response can be found). Another approach to solving the blurring problem is by iterating on the travel time residuals (where a residual is the difference between th actual delay and the model-predicted delay for a particular ray). These topics are discussed below, but first we discuss a procedure for selectively weighting rays. We have found this procedure to improve the effectiveness of filtering and iteration when nonideal ray geometries are used.
Ray Weighting
In the medical application of tomography the experimental geometry is designed to produce ray coverage that is both isotropic, i.e., rays are distributed evenly in orientation angle, and homogeneous, i.e., the geometry of the rays sampling different blocks is the same. In seismic application, usually one or both of these properties do not hold. When one has the ideal ray geometry, the reconstruction of a single anomalous block results in model slowness simply being inversely proportional to the distance from the anomalous block. When a more typical set of rays is used, however, this simple pattern becomes distorted. (The reconstruction of an isolated unitvalued anomalous block is often called that block's point spread function). The nonuniform ray distribution often produces prominent streaks that radiate from anomalous blocks along the directions most commonly taken by the rays traversing these blocks. This is a natural result of the averaging represented by (la); the anisotropy of the ray set hitting a block will produce a similarly anisotropic point spread function. By reducing the weight given rays alighed in common orientations, this effect can be reduced and the character of the point spread function can be improved. To accomplish this, each ray is weighted in inverse proportion to some measure of the ray density in that particular ray's direction. This modification can easily be accommodated by (1) with the inclusion of a weighting parameter %• in both the numerator and denominator:
We have tried two approaches to weighting. In the first case, each ray has a weight that is inversely proportional to the number of rays within a narrow range of angle centered on the orientation angle of the ray in question, as determined by the angular distribution of the entire set of rays. This weight is the same along the entire length of the ray, and we can substitute w• for %•. This approach is straightforward and can be rapidly employed, but it depends on the distribution of the complete ray set being a fairly faithful representation of the ray set investigating each block, that is, on the ray set being nearly homogeneous. When this is the case, the method will usually reduce the streaking problem significantly, even for strongly anisotropic ray geometries.
With our second approach, weights are determined in a three-step procedure: (1) delays associated with rays sampling each block are divided into several arbitrary orientation subsets, (2) the average for each subset is found, and (3) these separate determinations are averaged to arrive at a wholeblock estimate. With this approach, a ray will have weight that is inversely proportional to the ray count of the subset to which it belongs. The homogeneity of the ray set is much less critical because this weight is determined for each block through which the ray passes, but a ray will generally possess a weight that varies along its length.
Filtering
The linear nature of (1) implies that the reconstruction resulting from a complex structure is simply the linear superposition of the reconstructions of each of the individual blocks. This linearity can be taken advantage of with the use of filtering algorithms.
When one is dealing with a two-dimensional situation having homogeneous and isotropic ray coverage, the reconstruction of an isolated anomalous block resulting from (1) will produce a 1/r point spread function centered on the center of the anomalous block, where, for any given block, r is the distance from the center of the anomalous block to the block under consideration. Rowland [1979] So far, filtering has been discussed only for the case of isotropic and homogeneous ray coverage, and the approaches have been exact. When the ray coverage is not isotropic and homogeneous, the general approaches just described may become approximate. When the ray set is anisotropic yet homogeneous, wave number deconvolution will perform properly, so long as the point spread function can be determined. But if the ray coverage varies from location to location, the point spread function for each block will be different, and wave number deconvolution may not work well. If, however, the ray coverage is not strongly heterogeneous, it has been found that deconvolving with an average point spread function works reasonably well. When using this approach, stabilizing procedures are usually applied to keep the deconvolutionproduced model from becoming excessively energetic.
When the ray coverage is moderately heterogeneous, space domain filtering has proven to be a more useful approach. Since only an incomplete focusing can be accomplished, the space domain filter is approximated and, for convenience, kept of small range. This is to enable easier application and to In general, the iteratively generated series shown above is divergent unless the update is scaled. We discuss below that with proper scaling, it converges to the least squares solution. The simplest approach to scaling is simply to multiply the update by a scaler constant that is small enough to insure convergence. More efficient procedures are available, however. Here we consider two approaches. First, we can prevent divergence by linearly combining the update with the existing slow- 
1 O0 % 1.000 1.000 Comer and R. Clayton, unpublished manuscript, 1987) . A similar expression is given by Ivansson [1983] . We see that convergence requires all eigenvalues to be of magnitude less than 2, and if we desire the largest eigenvalues to be of greatest importance, we require all eigenvalues to be of magnitude less than 1. It is also clear that eigenvalues of small magnitude will require a greater number of iterations before they will be well represented. This is similar in effect to the use of damping with the least squares method. If the influence of small eigenvalues are desired, however, the large number of iterations needed to include these may become a problem.
RESOLUTION AND ERROR ESTIMATIONS
If one has constructed L, such as when using the generalized inverse, the resolution and sensitivity of the model to noise can be simply and directly estimated [Wiggins, 1972] single procedure being investigated is shown in order to isolate its effect. In practice, better results can be obtained by using a combined set of procedures, one from each group, and one such example is shown.
We can gain insight by first studying the generalized inverse solution to this problem. Since the data were created directly from the actual structure, at least this exact solution must exist. Using the symmetry of the problem, the problem can be reduced to 10 x 40 = 400 blocks and 141 rays. It should be clear that the problem is underdetermined, and therefore a suite of solutions exist that exactly satisfy the data. The generalized inverse is the solution from this suite with the least energy [Backus and Gilbert, 1968] . This model is shown in Figure 3 . Notice that this is not the actual structure, i.e., Figure 2b , and we can expect to do no better than to reconstruct this solution. Figure 6 shows the basic back projection inverse given by (1). Notice the overall low amplitude of the model and the tendency of the reconstruction to be more strongly blurred along the paths most commonly taken by rays. Figure 7 shows the effects of the two previously discussed weighting schemes. Reducing the weight of rays that traverse the model in the direction most commonly taken reduces the tendency to streak in that direction. Figure 7a shows the result of giving length-traversing rays 30% as much weight as heighttraversing rays in (3). When ray directionality is fairly homogeneous, direct ray weighting works well, as seen for the leftside anomaly in this figure. Figure 7b shows that the binning approach to weighting adapts itself fairly well to local variations in ray distribution without making explicit use of information about the rays. This suggests that a weighting scheme should be chosen with consideration to the ray geometry one is dealing with.
Next are shown the results of applying iteration. The basic back projection inverse (Figure 6 ) is the model produced by the first iteration. Using (5) with 5, 50, and 500 iterations results in the models shown in Figures 8a, 8b, and 8c, 
DISCUSSION
Filtering and iteration both attempt to generate the least squares solution (that is, they approximately solve the normal equations), and we therefore expect that the slowness structure determined by these methods to be quite similar. The manner in which the various methods reconstruct an image differ, however, and the differing characteristics of each can often be taken advantage of. Iteration focuses an image through repeated back projection of the existing residuals, and as such, it is a very stable procedure. Furthermore, it has no inherent dependency upon the ray geometry. A desirable aspect of iteration is that the iterative sequence can be stopped at the point where the structure is resolved to the degree one feels is warranted by the data. This takes advantage of the back projection's inherent smoothing properties and is somewhat analogous to diminishing the influence of the small eigenvectors of L XL when inverting with the generalized inverse [lvansson, 1983] . The major problem with iteration is that the rate at which the reconstruction becomes focused can be very slow, especially along corridors where there are few crossing rays. Ray weighting tends to lessen the severity of this problem. Filtering, on the other hand, is a relatively rapid process. When the ray geometry is nearly homogeneous, this approach works very well. This is true even if the ray geometry is strongly anisotropic. The major drawback to filtering is that it can produce a rather unstable model when used with a ray distribution that is inhomogeneous.
An alternative inversion technique is the generalized inverse [e.g., Backus and Gilbert, 1968] . This method is straightforward and well understood, and a description of resolution and noise sensitivity are natural products of the inversion. However, the inversion requires the explicit construction and inversion of an M x M matrix, where M is the number of model parameters used to describe the slowness structure (usually, the number of blocks used). Because the storage and inversion of large matrices is a computer intensive process, one is often forced to limit the number of model parameters. The resolution of such a model may therefore be limited not by the inherent restrictions of the data but rather by the coarseness of the model chosen. The computer requirements for the construction of the figures shown above are given as an example: By making use of the symmetry in the ray geometry and in the actual structure during the least squares inversions, memory requirements were cut by a factor of 4, and CPU time was cut by a factor of 8. Even so, solutions required 4 Mbytes of memory and 3« CPU hours on a Masscomp 5400, as compared to 25 kbytes of memory and 1-CPU min for the tomographic solution shown in Figure 12 (where no regard was paid to symmetry properties and the entire model was constructed).
