Introduction

44
Visual sensitivity depends on the prevailing levels of image contrast: 45 sensitivity is greatest at low contrasts, and is diminished at high contrasts. Within 46 individual neurons the mechanisms that provide this sensitivity regulation include the 47 'contrast gain control' that rapidly accumulates signals from large regions of visual 48 space, and a slower process of 'contrast adaptation' whose properties are consistent 49 with a fatigable mechanism within a neuron, or presynaptic to it. These regulatory 50 processes have been identified throughout the visual pathway, in the retina ( including those where the receptive field received strong input from the short-144 wavelength sensitive ('blue') cones, are not included in the following analyses. 145
Receptive fields were on average 11.3 degrees from the fovea (SD 8.7, n = 67); 50 146 neurons had receptive fields within 15 degrees of the fovea. We cannot rule out the 147 possibility that the neurons recorded here include a small proportion of interneurons 148 (Wang et al. 2011) . Interneurons comprise about 25% of the cell population in 149 marmoset LGN (Solomon 2002 ) but the soma of these neurons is small in comparison 150 to P-and M relay cells, making it unlikely that they account for a significant 151 proportion of our sample. 152
Adaptation protocol 153 For each neuron we first established the spatial location of the receptive field. 154
This was done by finding the preferred location of a small (0.1 o ) modulated spot 155 under manual control, or by reverse correlation of the spiking response to 156 pseudorandom modulation of a 256-pixel checkerboard. The size of the checkerboard 157 was set to encompass the receptive field of the neuron under study; every 0.03 s the 158 luminance of each pixel was drawn independently from a Gaussian distribution 159 centered on the mean luminance. We then found the preferred spatial frequency, 160 temporal frequency, spatial phase, and size of a patch of drifting grating (examples of 161 the relevant tuning curves can be found in Camp et al. (2009) ; the average stimulus 162 used for the measurements here was a spatial frequency of 1.5 cycles/degree (SD 1.3); 163 a temporal frequency of 9.3 Hz (SD 4.4); and a diameter of 0.9 degrees (SD 0.7). We 164 then determined how brief exposure to a high contrast grating changed the contrast 165 response. Each trial started with a blank screen held at the mean luminance; after 1.2 s 166 this was replaced with the adapting stimulus, which lasted for 0.5 s before being 167
replaced with the blank screen for an interval of 0.1-0.4 s; the test stimulus was then 168 presented for 0.2 s and the next trial was initiated. The adaptor was a maximum-169 contrast grating of the optimum spatial configuration and drifting at the preferred rate 170 (always greater than 5 Hz), or was a blank screen of the mean luminance; the test was 171 of the same spatial and temporal configuration but of variable contrast. For each of 172 the two adaptors we measured response to each of 7 test contrasts (one of which was 173 always a blank screen of the mean luminance). The set of trials were interleaved suchthat full contrast adaptors and blank screen adaptors were presented on alternate trials; 175 the test contrast presented on each trial was selected pseudo-randomly. 176
In other experiments we measured the contrast response before and after brief 177 exposure to stationary patterns. The temporal sequence was the same as above, except 178 that there were three adaptation conditions: a stationary grating of optimal spatial 179 configuration and the optimal spatial phase; the same grating at the opposite spatial 180 phase (180 degrees different); and a blank screen of the mean luminance. 
where τ is a time constant, t 0 is the visual latency, T is the amplitude of the 203 response transient and S is the amplitude of the sustained response. We evaluated 204 Equation (1) at a resolution of 0.005 s, including a term for the maintained discharge, 205 and half-wave rectified the predictions before fitting. 206
For drifting adapting gratings we used the same equation, but added another 207 term to describe the modulation of the rate, 208 209
where ω is the temporal modulation frequency, θ is the response phase, M is 212 the maintained discharge rate and ()+ denotes half-wave rectification. For both 213
Equations (1) & (2) values of the free parameters were found that minimized the 214 mean-square error between the prediction and the observed rate using the Solver 215 routine in Excel. 216
Response to test stimulus 217
The response of P-cells can be broadly explained by supposing that the cell computes 218 a weighted linear sum of local contrast over its receptive field. The response of M-219 cells can be broadly explained by supposing that a similar weighted linear sum is 220 normalized by a separate neural measure of stimulus energy. 
where P 0 allows the overall response phase to be adjusted (as might be brought about, 240 for example, from the phototransduction and conduction delays). To provide a time 241
varying discharge rate at the same resolution as the PSTH we used, 242 243 
RESULTS
262
We made extracellular recordings from neurons in the lateral geniculate nucleus 263 (LGN) of the common marmoset, a New World primate. In each neuron we measured 264 contrast response for a patch of drifting grating whose size, spatial frequency and 265 temporal frequency was optimized for the neuron under study. The test measurements 266 were made shortly after 0.5 s presentation of an adapting stimulus of the same spatial 267 configuration, or after presentation of a blank screen held at the mean luminance. In 268 what follows we will describe the response of parvocellular (P) and magnocellular 269 (M) cells to each of the adaptors we used, and then show how these adaptors change 270 the contrast sensitivity of these neurons. 271
Response of P-and M-cells to stationary and drifting gratings 272 Figure 1A shows the response of one P-cell during presentation of a stationary 273 high contrast grating that was presented in the preferred spatial phase (black lines) or 274 the anti-preferred phase (grey lines). The response of the P-cell to a grating of the 275 preferred phase is highest at the onset of the grating and remains substantially 276 reflect the fact that the temporal frequency spectrum of the stimulus is broader at its 311 onset than during it, the action of a contrast gain control, or the presence of slower 312 forms of contrast adaptation (Baccus and Meister, 2002) . To characterize the changes 313 brought about by the brief adaptors we therefore examined responses to subsequent 314
tests. 315
Response before and after brief exposure to adapting patterns 316 317
We measured contrast sensitivity for drifting test gratings, of preferred spatial and 318 temporal frequency, either after presentation of a blank screen, or after the offset of an 319 adapting stimulus that was presented for 0.5 s. The test was always very brief (0.2 s 320 duration), and was separated from the adaptor by a short period (0.1 -0.4 s), during 321 which the screen was held at the mean luminance. Unless otherwise stated the interval 322 between the offset of the adaptor and the onset of the test was 0.2 s. exposure to a blank screen (left panels) or after the presentation of a high contrast 327 drifting grating (right panels). Following an adapting grating the M-cell, but not the P-328 cell, is less responsive, and this is most apparent in the responses to high contrast. The 329 test was sufficiently long after the offset of the adaptor that any response to the 330 adaptor (eg. Figure 1D ) should have disappeared. Consistent with this there was no 331 overall impact of the adaptor on the maintained discharge (response to a blank screen 332 of the mean luminance), though we cannot rule out that tightly linked reciprocal 333 changes -that is, changes in maintained activity brought about by adaptation, and 334 changes in discharge related to the offset of the adapting stimulus. 335
Changes in contrast response brought about by brief exposures 336 337
To quantify the change in sensitivity brought about by the adaptor we used a simple 338 shape of the PSTH in these neurons is not quite predicted by any rectified sinusoid. 364
To estimate the upper limit of performance of any model based on rectified sinusoids 365
we conducted a separate analysis where the mean, amplitude and phase were 366 optimized for each PSTH. Across the neurons included here these accounted for an 367 average 83.2% (SD 10.1, n = 49) of the variance in the PSTHs. 368
In the following we will describe the changes in response brought about by 369 adaptation, using the parameters returned by the model. In parallel analyses we fit two 370 variants of the model to the adapted and unadapted responses: one where we found 371 the best predictions of the model when none of its parameters were allowed to change 372 with adaptation, and a second when all of its parameters were allowed to change. of the P-cell, and 2) for the M-cell the major impact of the adaptor is to reduce the 385 response at intermediate and high contrasts, with less effect on the response to low 386 contrasts, or on response phase. This was not always the case -in some M-cells the 387 adaptor did have an effect on the response at low contrasts, and on the response phase. 388
To illustrate how adaptation changed response across the population we found 389 for each neuron the maximum response (Rmax), and the semi-saturation constant (σ). 390
For P-cells the response amplitude is still increasing at high contrast and consequentlythe estimate of maximum response, and that of the semi-saturation constant, are 392 poorly constrained. Figure 3A instead plots the contrast sensitivity of P-and M-cells 393 (the slope of the contrast-response, Sensitivity = Rmax/σ, with units of impulses.s -394 1 .contrast -1 ), which is more constrained. The majority of M-cells in Figure 3A plot 395 below the diagonal, indicating that they are less sensitive after exposure to the brief 396 adaptor than after a grey screen; sensitivity was on average 22.5% less (SD 22.6; p < 397 0.0001) after the adapting grating than before it. For P-cells there was a smaller, and 398 non-significant, reduction in sensitivity (9.1%, SD 24.9; p = 0.28). 399
To characterize the response dynamics we obtained from the model fits the 400 change in response phase as the stimulus increased from zero contrast to full contrast. 401
In all but 2 cells response phase advanced (latency was reduced) as contrast increased. 402
This is the behaviour expected in cells that express contrast gain controls (Shapley 403 and Victor 1979). Figure 3B (Fig. 3C) and Rmax (Fig 3D)  414 obtained from the best-fitting predictions of the model. These plots show that for M-415 cells adaptation generally increased the semi-saturation constant (on average by 5.3%, 416 SD 31.2, p = 0.064) and reduced Rmax (on average by 11.4%, SD 24.3; p = 0.014). 417
The reduction in sensitivity seen in Figure 3A Additionally, the general lack of adaptation in P-cells might simply reflect the fact 492 that they are generally less responsive than M-cells to a drifting grating (compare 493 Figures 1, C&D) ; a stationary grating of the preferred spatial phase brings about a 494 sustained increase in action potential rate in P-cells ( Figure 1A ) and may therefore 495 induce more adaptation. 496
We therefore measured the contrast sensitivity of P-and M-cells following 497 exposure to a stationary grating, in the same way as above, presenting brief tests 0.1-498 0.2 s after the offset of the stationary grating, which was presented for 0.5 s. In what 499 follows we combine measurements obtained (in different neurons) at ISIs of 0.1 s and 500 0.2 s, because we found no difference. We again used the model to explore how 501 adaptation changed responses to the test. Figure 5 shows, in a similar format to Figure  502 2, the response of one On-centre M-cell after adaptation to a grating in the preferred 503
phase, a blank screen of the mean luminance, or a grating in the anti-preferred phase. 504
Responses were largely unaffected by prior exposure to the preferred grating; in this 505 and some other M-cells we found that exposure to the anti-preferred grating caused 506 greater changes in the response to the test. In these cases the response was reduced at 507 low or mid-contrasts, and often increased at high contrast. The response of P-cells 508 was unaffected by adaptation to either the preferred phase or the anti-preferred phase. 509 Here brief exposure to drifting gratings changed slightly the temporal response 588 to subsequent tests: if temporal response properties depend only on contrast gain 589 control then once engaged by the adaptor they remain active over the time windows 590 (up to 0.4 s) we studied. There is evidence for inhibitory mechanisms with appropriate 591 time-constants (Eggers and Lukasiewicz 2010). However, if the contrast gain controls 592 accumulate signals over long time periods, we would expect them to be engaged by 593 stationary patterns. Instead, stationary adapting gratings of the preferred spatial phase 594 had no effect on contrast sensitivity. 595
A parsimonious explanation for our observations is that the desensitization 596 reflects an activity-dependant mechanism, contrast adaptation, which reduces 597 sensitivity through somatic hyperpolarisation (Carandini and Figure 3A . C,D. Comparison of the response 779 phase advance during control measurements, and after adaptation to the preferred 780 phase (C) or anti-preferred phase (D). Conventions as in Figure 3B . E,F. Comparison 781 of the change in semi-saturation constant (upper panel, σ) and maximum response
782
(lower panel, RMax) for M-cells, that is brought about by adaptation to the preferred 783 phase (E) or anti-preferred phase (F). Conventions as in Figure 3C . 784 
