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手法は様々であり，単語の出現分布を用いた Bag of Wordsやトピックモデル，新しいも
のではニューラルネットワークを用いた doc2vec などが提案されている．文書分類に適
した手法として提案された SCDV（Sparse Composite Document Vectors）もその一つ
である [5]．SCDVは近年の自然言語処理研究に大きく影響を与えた単語のベクトル表現
手法 word2vec [10] と混合ガウス分布によるクラスタリング，tf-idfによる単語の重要度



















によって決定される」というものである．単語 wi のベクトルを −→wvi とするとき，単語 wi
と wj の類似度 sim(wi, wj)は，そのベクトルの成す余弦










単語の前後 δ 語に出現する単語を文脈語または文脈といい，単語 cj が単語 wi の文脈語と
なるとき，単語 wi と文脈語 cj は共起するという．例えば δ = 1のとき，以下の文章にお
ける “play”の文脈語は “can”，“tennis”，“to”，“a”となる:
I can play tennis. I want to play a tennis player.
コーパスに出現する単語の集合を VW，文脈語の集合を VC とし，#VW = I, #VC = J
とおく．単語 wi と文脈語 cj の共起の強さを行列M ∈ RI×J で表現したものを単語文脈
行列という．単語 wi と文脈語 cj が共起する（すなわち，単語 wi の周辺に文脈語 cj が出
現する)回数を #(i, j)で表すとき，最も単純な単語文脈行列M は，その (i, j)成分mij
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を共起する回数で定義する:


















#(i, j), #(∗, j) =
I∑
i=1







PMI の非負値 Positive PMI を共起の尺度としたものは，頻出する文脈語（”have”
や”new”など）の影響を軽減する [3]．
mppmiij ≡ ppmi(wi, cj) = max {0,pmi(wi, cj)}. (5)
また，ハイパーパラメータ*2κを考慮した Shifted PPMIは word2vec（2.2節）との関
連性が説明されている [8][9]．
msppmiij ≡ sppmi(wi, cj) = max {0,pmi(wi, cj)− log κ}. (6)
単語文脈行列 M ∈ RI×J に対して，その第 i 行ベクトルを単語 wi の単語ベクトル










モデルの概要を述べる [6]．コーパス中の単語の列 w〈1〉, w〈2〉, . . . , w〈T 〉 に対して，t番目
の単語 w〈t〉 の前後 δ 個の単語列
C〈t〉 = (w〈t−δ〉, . . . , w〈t−1〉, w〈t+1〉, . . . , w〈t+δ〉) (8)







































現実的な問題として c′ ∈ VW の和を計算することは難しいため，いくつかの仮定の下で
ロジスティック回帰問題へ帰着させる．単語 w に対して単語 cが同じ文脈上に存在する
確率を p(D = 1|w, c)，存在しない確率を p(D = 0|w, c)とすると
p(D|w, c) = p(D = 1|w, c)Dp(D = 0|w, c)1−D (13)







log p(Dt = 1|c, w〈t〉)Dt + ∑
c′ ̸∈C〈t〉
log p(Dt = 0|c′, w〈t〉)1−Dt
 (14)
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p(D = 1|c, w) = σ(s(c, w)), (16)
p(D = 0|c, w) = 1− σ(s(c, w)) = σ(−s(c, w)) (17)











fastText は word2vec の発展として，綴りが近い単語のベクトルをまとめて扱うこと
で，“go”,“goes”,“going”のような単語どうしが近いベクトルを与えられるように改良し
たモデルである [2]．word2vecでは各単語に異なるベクトル表現を与えたが，fastTextで
は部分語（subword）を考慮する．例えば単語 “where”に対して 3文字の nグラム




ことも可能になる．部分語はデフォルトの設定で n = 3, 4, 5, 6に対する nグラムを考え
ている．
3 次元削減によるデータの圧縮









定義 3.1 階数 r ̸= 0の行列M ∈ Rm×n を 3つの行列の積
M = USV T (19)
に分解することを 特異値分解（Singular Value Decomposition）という．ここで
• U : r 個の列ベクトルが正規直交なm× r 行列 ⇐⇒ UTU = Er
• S : r × r の対角行列で，S = diag (σ1, . . . , σr), σ1 ≥ · · · ≥ σr > 0
• V : r 個の列ベクトルが正規直交な n× r 行列 ⇐⇒ V TV = Er
であり，S の対角成分を特異値という．また，U, V の第 i列目の列ベクトルを，それぞれ
特異値 σi に対する左特異ベクトル，右特異ベクトルという．
定理 3.2 式 (19)を満たす直交行列 U, V および対角行列 S が存在する．
定理 3.3（Eckart & Young） 階数 r ̸= 0 の行列 M ∈ Rm×n の特異値の大きい方から
ρ (< r)個を対角成分に並べた対角行列を Sρ とする．各特異値に対応する特異ベクトル







‖M −X‖F . (21)






で定められるノルムである．Mρ をM の ρランク近似という．
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ρ ∈ RI×ρ (23)
の第 i行ベクトルとして取得する．ハイパーパラメータ γ は 0, 0.5, 1がよく用いられ，と













であるから，式 (1)の単語 wi と wj の単語ベクトルの類似度が保存される．
3.2 ランダム・プロジェクション
ランダム・プロジェクションは n個の d次元ベクトル u ∈ Rd を，k個の任意の d次元
ベクトル r ∈ Rd との内積により k 次元空間へ射影する線形写像を用いた変換である:
U ′ = RTU. (25)
ここで，Rは r1, . . . , rk を列ベクトルとする d×k行列，U は u1, . . . ,unを列ベクトルと
する d× n行列であり，U ′ の列ベクトルが u1, . . . ,un の k次元への圧縮である．行列 R
として，平均 0，分散 1のガウス分布 N (0, 1)のような確率分布からサンプリングされた
行列の各列ベクトルを正規直交化したものを用いて射影することで，射影前後の任意のベ




−√s/k with Prob. 1/2s
0 with Prob. 1− 1/s√
s/k with Prob. 1/2s
(26)
からサンプリングするスパース・ランダム・プロジェクションを採用した．ここで












定義 3.4 X を集合とする．関数 k : X ×X −→ Rが次の 2つの条件
1) （対称性） 任意の x, y ∈ X に対して k(x, y) = k(y, x).
2) （正値性） 任意の n ∈ Nおよび x1, x2, . . . , xn ∈ X, c1, c2, . . . , cn ∈ Rに対して
n∑
i,j=1
cicjk(xi, xj) ≧ 0. (28)
を満たすとき，kを（X 上の）正定値カーネル（positive definite kernel）という．また，
X の点 x1, . . . , xn に対して，(i, j)成分を k(xi, xj)とする n次対称な半正定値行列をグ
ラム行列という．
定義 3.5 (H, 〈·, ·〉)を内積空間とする．内積により誘導される距離 d(x, y) = ‖x− y‖ =√〈x− y, x− y〉が完備であるとき，Hをヒルベルト空間という．
定義 3.6 H を集合 X 上のヒルベルト空間とする．任意の x ∈ X に対して kx ∈ H が
あって
〈f, kx〉H = f(x) (∀f ∈ H) (29)
が成り立つとき，H を 再生核ヒルベルト空間（reproducing kernel Hilbert space）とい
う．式 (29)を再生性といい，k(y, x) = kx(y)により定まる関数 kを再生核（reproducing
kernel）という．
命題 3.7 H を集合 X 上の再生核ヒルベルト空間，k を H の再生核とする．次が成り
立つ．
1) 再生核 k は X 上の正定値カーネルである．
2) 再生核 k は一意的である．
3) 再生核 k に対して ‖k(·, x)‖H =
√
k(x, x) (∀f ∈ H)が成り立つ．
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定理 3.8（Moore-Aronszajn） 集合 X 上の正定値カーネル k に対し，X 上の再生核ヒ
ルベルト空間Hで次の 3条件を満たすものが一意的に存在する．
1) 任意の x ∈ X に対して k(·, x) ∈ H．
2) Span {k(·, x) | x ∈ X}はH内で稠密．
3) k はHの再生核．
系 3.9 集合 X 上の正定値カーネル k と対応する再生核ヒルベルト空間Hk に対し，
〈ϕ(x), ϕ(y)〉 = k(x, y) (30)













カーネル主成分分析は，I × J 単語文脈行列M から得られる {xi}Ii=1 ⊂ RJ に対する
正定値カーネル k のグラム行列K ∈ RJ×J を変形した行列
K˜ ≡ K − JK −KJ + JKJ (32)
に対して特異値分解を行い，各成分の分散が最大となるような空間へデータを写す手法で
ある．ここで，















単語文脈行列M ∈ RI×J をカーネル主成分分析を用いて r 次元に圧縮した行列の代わ
りに，次の手順に従って得られる行列を用いた．p > q > 0とする．
1. 特異値分解によりM を (r + p)次元に圧縮した行列を Aとする．
2. G1 ∈ Rm×(r+q) を N (0, 1)からサンプリング．
3. 積 ATG1 の各列を正規直交化して得られる行列 Y に対し，P = AY を計算．
4. G2 ∈ R(r+q)×(r+q) を N (0, 1)からサンプリング．
5. 積 PG2 の各列を正規直交化して得られる行列 Z に対し，Q = ZTP を計算．
6. カーネル主成分分析によってQを r次元に圧縮した行列Kr に対して，Mr = ZKr
を計算．
単語 wi に対する単語ベクトル −→wvi を，手順 6で得られた行列の第 i行ベクトルとして
取得する．
m× n m× (r + p) m× (r + q)
(r + q)× (r + q) (r + q)× r
m× r
特異値分解 P = AY Q = ZTP kPCA Mr = ZKr
M A P Q Kr Mr
à × à ×
(r + p)× (r + q) (r + p)×m m× (r + q) m× (r + q) m× (r + q)
(r + q)× (r + q)
Y AT
G1 Z P G2
G1，G2 はガウス分布 N (0, 1) からサンプリング
図 1 カーネル主成分分析による次元圧縮の代替手法の流れ．
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図 2 N (20, 10) からサンプリングした m× 1500 行列に対するカーネル主成分分析の近似誤差．
3.4.2 代替手法の考察
3.4.1節の手順 6で得られた行列が，行列M に対するカーネル主成分分析の r 次元圧
縮を近似している保証はないが，いくつかの実験により近似できている可能性が観察さ
れた．
図 1，図 2はガウス分布 N (0, 1)から要素をサンプリングした行列M を 300次元に圧
縮する際に，M のサイズを変化させたときの圧縮の誤差を，図 3はガウス分布 N(µ, σ)













図 3 N (20, 10) からサンプリングした 1000× n 行列に対するカーネル主成分分析の近似誤差．









SCDV（Sparse Composite Document Vectors）は，word2vec によって得た r 次元
の単語ベクトルから，Algorithm 1 によって取得する rK 次元の文書ベクトルである [5]．
ここで，K はクラスタの個数を決定するパラメータである．また，Algorithm 1の単語辞
書はコーパスに含まれる有効な単語の集合，idf(w)は単語 w を含む文書の数 df(w)の逆
数に対数をとった値である．idf(w)は単語 w がどのような文書にもよく使われる単語で
あれば小さな値を，逆に特定の文書でのみ用いられる単語であれば大きな値をとる．










pik = 1, 0 ≦ pik ≦ 1 (35)
を混合ガウス分布（Gaussian Mixture Model）という．i = 1, 2, . . . , I に対して xiT =
−→wvi を単語 wi の r 次元の単語ベクトルとし，第 i行を xiT とする I × r 行列（r 次元に
圧縮した単語文脈行列）を X とする．各単語ベクトル x1, . . . ,xI が混合ガウス分布から
独立に生成されると仮定すると，p(X|pi,µ,Σ)の対数尤度関数 Lは












単語 wi がクラスタ ck に属する確率 P (ck|wi)を，P (ck|wi) = γi(k)として取得する．
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Algorithm 1 Sparse Composite Document Vector
Require: コーパス ，単語辞書 V，単語ベクトル −→wv1, . . . ,−→wvI
Ensure: 文書ベクトル −−→scdvD1 , . . . ,
−−→
scdvDN
1: for wi ∈ V do
2: idf(wi) = log
#
#{D ∈ | wi ∈ D} を計算
3: end for
4: 単語 wi がクラスタ ck に属する確率 P (ck|wi)を取得（4.2節）
5: for wi ∈ V do
6: for k = 1 to K do
7: クラスタを考慮した単語ベクトル −−→wcvik = P (ck|wi) −→wvi を計算
8: end for
9: end for
10: for wi ∈ V do




12: /⋆ ⊕は連結作用素: −→a ⊕−→b = [−→a −→b ], ⊕k −→a k = −→a 1 ⊕−→a 2 ⊕ · · · ⋆/
13: end for
14: for Dn ∈ do
15: 文書ベクトルを初期化: −→dvDn =
−→
0





wtvi /⋆ここでの Dn は多重集合で，重複要素を含む ⋆/
18: end for
19: end for






































Algorithm 2 GMM clustering with EM algorithm













2: while Lが収束基準を満たさない do
3: パラメータ θ を固定して負担率 γn(k)を求める:
γi(k) =
pikN (xi|µk,Σk)∑K




















γi(k) (xi − µk) (xi − µk)T
5: 対数尤度 Lを計算
6: end while






























トップワードは Python 用の自然言語処理ライブラリ “NLTK” に用意されたストップ
ワードリスト（127語）を用いた．
和文コーパスは記号や数字などを除去した後に単語を分割した（分かち書き）．単語の










– HP EliteDesk 800 G1 SFF（Windows 7 Professional）
– CPU: Intel Core i7-6700 （４コア８スレッド）
– メモリ: 16GB
• ハードウェア（和文コーパス）
– Lenovo ThinkServer TS1-40 （CentOS 6.7）
– CPU: Intel Xeon Processor E3-1226 v3 （４コア）
– メモリ: 16GB
• ソフトウェア
– 統合開発環境: Spyder 3.3.2
– プログラミング言語: Python 3.6.7 :: anaconda 1.7.2（64bit）










word2vec は出力される単語のベクトルの次元 r をパラメータとして任意に指定でき，
[5]では自然言語処理でよく用いられる r = 300を採用している．そこで，単語文脈行列
を 300次元まで圧縮した行列から取得した単語のベクトルを用いて [5]と比較する．圧縮
に用いた 3種類の手法（特異値分解，ランダム・プロジェクション，カーネル主成分分析




SCDV で用いる単語ベクトル −→wvi を，fastText で取得したものに差し替える（以下，

























Accuracy = TP + TN







予測 正 TP FP
結果 負 FN TN

















SCDV及び 5.3節で述べた 6種，全 7種の文書ベクトルの分類精度を比較した．全デー
タを用いて文書のベクトルを取得した後，コーパスをテストデータ 30% と訓練データ
70% に分割し，テストデータに対して線形 SVM の結果を評価基準の値を用いて比較す















実験では分割数を n = 5とし，パラメータ C の候補を
0.1, 0.3, 0.5, . . . , 6.7, 6.9







文コーパスに対する fastText，fastText + SCDVの n-gramは，1文字の単語が多く含
まれることを考慮して設定した．特異値行列の乗数パラメータは，使用したライブラリ
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図 6 和文コーパス（livedoor ニュース）に対する文書分類の精度の比較（10 回の平均）．
−→wvi の次元 r クラスタ数K 疎率 p 文脈幅 δ shift値 κ
ニューラルネット 300 60 0.04 10 ×
単語文脈行列 300 60 0.04 10 1.6
表 2 各手法の共通パラメータの値．
fT n-gram: 英文 3 ∼ 6，和文 1 ∼ 5
SVD 特異値行列 S の乗数パラメータ: γ = 1
RP 確率分布: SR(s)（スパース・ランダム・プロジェクション）
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1. alt.atheism【799】 2. comp.graphics【973】
3. comp.os.ms-windows.misc【985】 4. comp.sys.ibm.pc.hardware【982】
*6 http://qwone.com/~jason/20Newsgroups/
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5. comp.sys.mac.hardware【963】 6. comp.windows.x【988】
7. misc.forsale【975】 8. rec.autos【990】
9. rec.motorcycles【996】 10. rec.sport.baseball【994】
11. rec.sport.hockey【999】 12. sci.crypt【991】
13. sci.electronics【984】 14. sci.med【990】
15. sci.space【987】 16. soc.religion.christian【997】
17. talk.politics.guns【910】 18. talk.politics.mideast【940】
19. talk.politics.misc【775】 20. talk.religion.misc【628】
comp.sys.ibm.pc.hardware と comp.sys.mac.hardware のように密接に関連したカテゴ
リや，misc.forsale と soc.religion.christian のように無関係なカテゴリを含む．
B livedoorニュースコーパス
livedoorニュースコーパスは*7，NHN Japan株式会社が運営する「livedoor ニュース」
のうち，次の 9カテゴリの記事を 2012年 9月上旬に収集したものである．なお，【】内の
数字は各カテゴリに含まれる記事の数を表す．
1. トピック・ニュース【770】 2. Sports Watch【900】
3. ITライフハック【870】 4. 家電チャンネル【864】
5. MOVIE ENTER【870】 6. 独女通信【870】
7. エスマックス【870】 8. livedoor HOMME【511】
9. Peachy【842】
トピック・ニュースは幅広いジャンルの記事を扱うカテゴリであり，livedoor HOMME
は男性向けニュースを，Peachyは女性向けニュースを総合的に扱っている．また，エス
マックスは「スマホなどのモバイルを活用するブログメディア」に関する記事を扱って
いる．
*7 https://www.rondhuit.com/download.html#ldcc
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