ABSTRACT Ambient backscatter is an emerging green communication technology that exploits the environmental radio frequency (RF) signals to enable passive devices to communicate with each other. This paper investigates channel capacity and outage performance of ambient backscatter communication systems. Specifically, a calculation method is proposed to facilitate capacity analysis, and the ambient backscatter system capacities are derived in the case of four different RF signals. It is surprisingly found that the channel capacity is obtained when the RF signals are not equiprobably backscattered by tag, and that the capacity with complex Gaussian RF signals is not exactly twice that with real ones for the ambient backscatter communication systems. Then, the outage probability and its asymptotic value in the high signalto-noise ratio regime are obtained. Since the exact outage expression consists of an infinite number of terms, a tight truncation error bound is derived to reasonably estimate the number of effective terms for numerical simulation. Finally, simulation results are provided to corroborate theoretical analysis.
I. INTRODUCTION
Internet of Things (IoT), a vital component of the fifth generation (5G) mobile communications, aims to connect an enormous number of devices [1] . In practice, many devices such as tags and sensors, are usually powered by batteries. These devices restrict extensive IoT applications due to limited power supplies. Ambient backscatter, a new green communication technology, is suggested recently to provide a promising solution to the battery problem of IoT devices [2] - [4] .
Ambient backscatter leverages environmental radio frequency (RF) signals such as digital television (TV) broadcasting, cellular or Wireless-Fidelity (Wi-Fi) signals as power and signal supplies to enable battery-less devices to harvest wireless energy and also to transmit information. Ambient backscatter can liberate sensors and tags from batteries, and thus eases manual maintenance such as recharging or replacement of batteries. Thus, it has good potential to be widely used in IoT, e.g., sensors located in dangerous spots filled with poisonous gases/liquids, or embedded inside building walls, and in the scenarios where wired communications are not convenient or available [5] .
A typical ambient backscatter system consists of a reader and a tag. The communication process includes three steps: i) the tag harvests and stores wireless energy from ambient signals; ii) the tag separately indicates bit ''1'' or bit ''0'' by backscattering or absorbing the ambient signals; and iii) the reader decodes the backscattered signals and recovers the two states accordingly.
Recently, there arises a number of studies about ambient backscatter [6] . References [2] - [4] focus on hardware designs of the ambient backscatter prototypes that can enlarge 1 Some preliminary results were presented in [16] . • The outage performance at the reader is evaluated, and the asymptotic outage probability at high SNR is obtained.
• Since the derived outage probability is the summation of infinite terms, the number of the truncation terms is suggested to facilitate numerical calculation and the corresponding truncation error bound is calculated. The rest of the paper is organized as follows. Section II formulates the theoretical model of our ambient backscatter communication systems. Section III designs the method of capacity calculation targeting at real and complex Gaussian, binary phase-shift keying (BPSK), and M -ary phase-shift keying (MPSK) RF source signals, respectively. Section IV analyses the system outage performance as well as its asymptotic performance at high SNR. Section V provides numerical results. Section VI provides commendatory summaries.
Notations: |h| is the modulus of variable h; N (µ, σ 2 ) and CN (µ, σ 2 ) individually denote real Gaussian distribution and circularly symmetric complex Gaussian (CSCG) distribution with mean µ and variance σ 2 ; p(y|x) is the conditional probability of y given x; ReX and ImX represent the real part and the imaginary part of variable X , respectively.
II. SYSTEM MODEL
Consider an ambient backscatter communication system consisting of a reader (R) and a wireless-powered battery-less tag (T ), as illustrated in Fig. 1 . When RF source (S) broadcasts signals to its legacy users such as mobile phones and laptops, both the reader and the tag can also receive the RF signals. The tag first harvests energy from the RF signals, and then modulates its own information bit ''1'' or ''0'' over the RF signals by intentionally switching its antenna load coefficients [2] to backscatter the modulated signals to the reader or to absorb the signals inside the tag.
Denote the gains of the channels S − R, S − T and T − R as h sr , h st and h tr , respectively. Represent s(n) as the RF source signals with zero mean and unit variance. Assume transmit power of the RF source is P s . The received signal at the tag can be then expressed as
where w t (n) is the noise inside the tag. Since the tag is a passive component, the noise inside the tag can be neglected, i.e., w t (n) ≈ 0 [2], [9] . Next the tag will modulate the received signal y t (n) with its own binary signal x(n) ∈ {0, 1}. Suppose probability p(x(n) = i) = p i for i = 0, 1. Clearly, p 0 + p 1 = 1. The signal backscattered by the tag is
where η ∈ [0, 1] is attenuation factor inside the tag. Accordingly, the signal received at the reader is
where h 0 h sr , h 1 h sr + ηh st h tr , and w(n) is additive white Gaussian noise (AWGN) with zero mean and σ 2 w variance.
III. CAPACITY ANALYSIS
The mutual information I (X ; Y ) of two discrete random variables X and Y is defined as [17] 
where p(x) and p(y) are the probability mass functions of X and Y respectively, and p(x, y) is the joint mass probability function of X and Y . The channel capacity is the maximum mutual information, i.e.,
Clearly, the channel capacity for our ambient backscatter communication system is max
I (x(n); y r (n)), i.e., the maximum mutual information between x(n) and y r (n). For brevity of our following discussion, we suppose I (X ; Y ) = I (x(n); y r (n)) and we aim to derive max
It can be readily observed that the tag signals are discrete while the signals received at the reader y r (n) in (3) are continuous. Therefore, the definition (4) cannot be directly applied to calculate the mutual information between x(n) and y r (n). In addition, the capacity is closely related with the source signals s(n). To address the two challenges, we first discuss four cases of the RF signals s(n): i) real Gaussian signals; ii) complex Gaussian signals; iii) BPSK; and iv) MPSK. Then, compute the corresponding probabilities of the received signals y r (n) belonging to specified regions. Next we derive the mutual information I (X ; Y ), from which the channel capacity is obtained.
A. CHANNEL CAPACITY WITH REAL GAUSSIAN SIGNALS
This subsection aims to obtain the channel capacity C Real = max 
. In such case, we have
where
We divide the continuous signals y r (n) in the case of x(n) = i ∈ {0, 1} into 2(Q + 1) intervals through the following steps as shown in Fig. 2: 1) The interval [0, ∞) of the horizontal axis is divided into Q + 1 subintervals, and the interval length of the first Q subintervals is set as ; 2) For given x(n) = i, the probabilities of y q ∈ [(q − 1) , q ] for q = 1, 2, · · · , Q and y Q+1 ∈ [Q , ∞) is computed; 3) Similar steps are carried out for the interval (−∞, 0) . Utilizing Bayes Rule, the mutual information I (X ; Y ) in (4) can be given as
Due to the symmetry of Gaussian probability distribution function (5), the mutual information (6) can be rewritten as
The probabilities p(y q |i) for q = 1, · · · , Q and p(y Q+1 |i) can be calculated as and
where the probability integral function (·) [18, eq. (8.250 .1)] is defined as
As the number of terms Q tends to infinity, i.e., Q → ∞, the interval length approaches zero. As a result, the terms containing p(y Q+1 |i) in (7) approximate to zero, i.e.,
The mutual information in (7) can be further obtained as
B. CHANNEL CAPACITY WITH COMPLEX GAUSSIAN SIGNALS
This subsection studies the channel capacity C Complex = max
As shown in Fig. 3 , we take the following steps to divide the continuous complex signals y r (n) in the case of x(n) = i ∈ {0, 1} into Q + 1 intervals:
1) The complex plane is divided into Q concentric circles with center (0, 0); 2) The radius difference between the adjacent circles in Fig. 3 is set as ; 3) Let y q belong to the region between the (q − 1)th circle and the qth circle for q = 1, 2, · · · , Q, and let y Q+1 belong to the remaining region. Considering that the real and imaginary parts of y r (n) are independent and identically distributed (i.i.d.) for given x(n) = i, the mutual information I (X ; Y ) can be obtained as
where, for q = 1, · · · , Q, we have
Theorem 1: When the signals received at the reader Y are CSCG distributed, the mutual information between the tag and reader signals X and Y is equivalent to that between the signals X and the modulus of the signals Y , i.e., I (X ; Y ) = I (X ; |Y |).
(15) The proof is in Appendix VI-A.
C. CHANNEL CAPACITY WITH BPSK SIGNALS
This subsection investigates the channel capacity C BPSK = max
. Suppose the RF source transmits BPSK signals s(n) ∈ {−1, 1}, and we can obtain
Then, the probability density function (PDF) of y r (n) for given x(n) = i, denoted as f Y |i (y), can be given as
where λ and 1 − λ are the probabilities of transmitting signals s(n) = 1 and s(n) = −1, respectively. Taking similar steps as shown in Section III-A, the corresponding probabilities p(y q |i) for q = −Q + 1, 2, · · · , Q, p(y −Q |i), and p(y Q+1 |i) can be computed as
and
Then, substituting (18), (19) , and (20) into (6) yields the mutual information over real channels with BPSK signals.
D. CHANNEL CAPACITY WITH MPSK SIGNALS
This subsection investigates the channel capacity C MPSK = max 
Then the PDF f Y |i (y) can be expressed as
where λ m denotes the probability of transmitting signal
, and M m=1 λ m = 1. Taking similar steps in Section III-B, the mutual information in (12) can be reformulated by replacing p(y q |i) for q = 1, 2, · · · , Q and p(y Q+1 |i), respectively, with
The proof is in Appendix B.
Remark 1:
Equations (23) and (24) indicate that the channel capacity C MPSK in the case of MPSK signals is unrelated to the MPSK modulation phase number M .
IV. OUTAGE ANALYSIS
In this section, we investigate the outage performance and its asymptotic value in the high SNR regime. We derive the outage probability that contains infinite terms, truncate it to reduce the computational complexity, and obtain the corresponding truncation error.
A. EFFECTIVE SNR DISTRIBUTION
The PDF of the channel modulus |h|, f |h| (x), can be derived as [19] 
where ν = 
The receive SNR at the reader is ρ =ρ|h| 2 with average transmit SNRρ = P s σ 2 w . After a linear variable conversion for (25), the PDF of ρ, f ρ (x), can be derived as
B. OUTAGE PROBABILITY
Outage occurs when the SNR at the reader falls below a certain predetermined threshold ρ t [20] . Thus, the outage probability can be expressed as
where P o|i is the outage probability for given x(n) = i which can be derived as 
C. ASYMPTOTIC ANALYSIS FOR HIGH SNR
At high SNR, the outage of the reader is approximated as
where P ∞ o|i is the asymptotic probability in the case of x(n) = i, which can be derived as
The proof is in Appendix C. Since the diversity order is
backscatter communication system can attain diversity order of 1 over complex Gaussian channels, which is exactly twice of that over real ones [14] . This relationship is in conformity with that in traditional point-to-point systems.
D. TRUNCATION ERROR BOUND
Noting that the outage probability (29) in the case of x(n) = 1 comprises of an infinite number of terms. We therefore truncate it with finite terms (i.e., its first T terms) to facilitate numerical evaluation (29). The truncation error | T | can be bounded as 
V. NUMERICAL AND SIMULATION RESULTS
In this section, we numerically evaluate the capacity and the outage performance.
A. NUMERICAL RESULTS OF THE CHANNEL CAPACITY
Throughout this subsection, channel gains are set as h sr = 0.2916, h st = 0.1978 and h tr = 2.7500 2 ; the attenuation factors are configured with η = 0.3 and η = 0.7. Additionally, the interval length is chosen as = 0.026 for the MPSK RF signals, and = 0.031 for the other RF signals. Fig. 4 displays the mutual information I (X ; Y ) versus the number of intervals Q in the case of the MPSK RF signals with average transmit SNRρ = 20 dB. It can be seen that the maxima are equal when = 0.026 and = 0.031, respectively, which indicates that the maximum of the mutual information is not affected by the interval length and can be obtained just by a reasonable interval. Thus, we can choose the interval length as 0.026 for the scenario with MPSK signals, which proves the rationality of our parameter settings. 2 The channel gains do not affect the trends of the curves in the simulation results. With the number of intervals growing, the mutual information gradually increases and finally remains unchanged. Consequently, it is well-justified to choose Q = 400 when SNR = 20 dB. Fig. 6 illustrates the mutual information I (X ; Y ) versus the probability p 0 in case of real Gaussian, complex Gaussian, BPSK and MPSK signals with average transmit SNRρ = 20 dB, respectively. The maxima in Fig. 6 are exactly the channel capacities under the corresponding constraints. As shown in Fig. 6 , the mutual information I (X ; Y ) first witnesses an upward trend and then falls consistently when increasing probability p 0 . Besides, an lower attenuation factor η results in an reduced mutual information I (X ; Y ). It can be also found that the extreme point of the mutual information I (X ; Y ) is not identically 0.5, which indicates that the ambient backscatter channel capacity is achieved when the tag signals x(n) are not equiprobable. Fig. 7 depicts the channel capacity versus the average transmit SNR. The channel capacity can be obtained by maximizing the corresponding mutual information I (X ; Y ) over the distribution of tag signals x(n). It can be seen in Fig. 7 that the channel capacity increases when enlarging transmit SNR and approaches a ceiling at high SNR. It can also be found that the capacity performance with MPSK/BPSK signals is better than that with complex/real Gaussian signals under same transmit SNR, which is in accordance with the results in Fig. 7 . Additionally, different from a traditional point-to-point communication system, the capacity with complex Gaussian signals is not always twice that with real ones.
B. NUMERICAL RESULTS OF THE SYSTEM OUTAGE
In this subsection, we set p 0 = 1 2 and η = 0.7, and consider two thresholds ρ t = −5 dB and ρ t = 5 dB. In most practical situations, since the distance between the RF source and the reader, and the distance between the RF source and the tag are much greater than the distance between the reader and the tag [2] , we choose σ 2 sr = 1, σ 2 st = 2 and σ 2 tr = 5. When x(n) = 1, we first calculate the truncation error bound (31). Next we calculate the relative error with truncation as |exact−truncated| exact , the relative error with bound as error bound in (31) exact value , the exact value with numerical integration, and the truncated value for different T by using (29). Fig. 8 illustrates the relative error versus the number of terms T with different average transmit SNRs. Given ρ t = 5 dB, both the relative error with truncation and that with bound are less than 10 −4 when T ≥ 2 and T ≥ 1 for ρ = 15 dB andρ = 30 dB, respectively. While for ρ t = 5 dB andρ = 0 dB, the relative error with truncation and that with bound are less than 10 −4 when T ≥ 8 and T ≥ 10 separately. These demonstrate the tightness of our error bound (31). Moreover, Fig. 8 also shows that a very accurate outage value can be calculated by using small T . Fig. 9 depicts the outage probabilities (27) and (30) versus the average transmit SNRρ. It can be found that increasingρ reduces the outage probabilities, and that the asymptotic expression (30) also approaches the exact value (27) in the high SNR regime. For any two points (x 1 , y 1 ) and (x 2 , y 2 ) on the same asymptote in Fig. 9 , we can compute the slope of the asymptote as −1 by log(y 1 )−log(y 2 ) log(10 for example, which coincides with the diversity order analysis in Section IV-C. VOLUME 6, 2018
VI. CONCLUSION
This paper investigated the capacity and outage performance of ambient backscatter communication systems. We first developed a method to facilitate capacity analysis and then found the system capacities in four cases of different RF source signals. It was surprisingly found that the channel capacity was achieved when the RF signals were not equiprobably backscattered by the tag, and that the capacity with complex Gaussian signals was not exactly twice that with real Gaussian ones. Our simulation results further disclosed that MPSK/BPSK RF signals could achieve larger channel capacity than complex/real Gaussian signals. We next derived the outage probability in closed form. Since the outage probability contains infinite terms, we obtained its asymptotic outage at high SNR and truncation error bound. It was found that the asymptotic outage probability could well approach the exact value, and our truncation error bound could provide a reasonable estimation for the number of the truncation terms.
APPENDIX

A. PROOF OF THEOREM 1
Denote y r (n) under x(n) = i in (11) as Y i . Due to the independence between ReY i and ImY i , the PDF of
Further, the probability of y q for given x(n) = i can be expressed as
According to (29), we can bound the truncation error | T | with the number of terms T as
×γ T + 1, 
