We consider the problem of approximating a nonlinear (unnormalized) Feynman-Kac flow, in the special case where the selection functions can take the zero value. We begin with a list of several important practical situations where this characteristics is present. We study next a sequential particle algorithm, proposed by Oudjane (2000), which guarantees that the particle system does not die. Among other results, we obtain a central limit theorem which relies on the result of Rényi (1957) for the sum of a random number of independent random variables.
INTRODUCTION
We consider a particle approximation of the linear (unnormalized) flow and of the associated nonlinear (normalized) flow, defined by
for any bounded measurable test-function f , where {X k , k = 0, 1, · · · , n} is a Markov chain with initial probability distribution h 0 and transition kernels {Q k , k = 1, · · · , n}, and where {g k , k = 0, 1, · · · , n} are given bounded measurable nonnegative functions, known as selection or fitness functions. We make throughout this paper the minimal assumption that g n , 1 > 0, or equivalently that h 0 , g 0 > 0 and m k−1 Q k , g k > 0 for any k = 1, · · · , n, otherwise the problem is not well defined. Particle approximations, also known as sequential Monte Carlo methods, have numerous practical applications, see [6] , including particle filtering, and have been extensively studied in [2] . We focus here on the special case where the selection functions can possibly take the zero value, which occurs in many practical situations
• simulation of rare events using an importance splitting approach [4] ,
• simulation of a Markov chain conditionned or constrained to visit a given sequence of subspaces of the state space (this includes tracking a mobile in the presence of obstacles : when the mobile is hidden behind an obstacle, occlusion occurs and no observation is available at all, however this information can still be used, with a selection function equal to the indicator function of the region hidden by the obstacle), • simulation of a r.v. in the tail of a given probability distribution, • nonlinear filtering with bounded observation noise, • implementation of a robustification approach in nonlinear filtering, using a truncation of the likelihood function [9, 12] 
NONSEQUENTIAL PARTICLE ALGORITHM
Recall that the evolution of the sequence {m k , k = 0, 1, · · · , n} is described by the following diagram
with initial condition m 0 = g 0 · h 0 , where the notation · denotes the projective product. The idea behind the particle approach is to look for an approximation
in the form of the weighted empirical probability distribution associated with the particle system
where N denotes the number of particles. In practice, particles
• are selected within the current particle system according to the respective weights
• move according to the Markov kernel Q k (mutation step), • are weighted by evaluating the fitness function g k (weighting step).
As a result, each particle x i k has the probability distribution m N k−1 Q k and its weight w i k is proportional to g k (x i k ), for any i = 1, · · · , N. If the function g k can possibly take the zero value, and even if
it can happen that the evaluation of the function g k returns the zero value for all the particles generated at the end of the mutation step, in which case the particle systems dies out and the algorithm cannot go on. A reinitialization procedure has been proposed and studied in [3] , in which the particle system is generated from an arbitrary restarting probability distribution n whenever extinction occurs. Alternatively, one could be interested by the behavior of the algorithm until the extinction time of the particle system, defined by
, where the notation S N (m) denotes the empirical probability distribution associated with an N-sample with common probability distribution m. Under the assumption g n , 1 > 0, the extinction probability P[t N ≤ n] that the algorithm can not go on until the time instant n goes to zero with exponential rate [2, Theorem 7. 
and on the good set {t N > n}
where
, denotes the set of successful particles within an Nsample with common probability distribution m N k−1 Q k . In other words, the probability of a successful sequence is approximated as the product of the fraction of successful particles at each generation. Notice that the computational effort, i.e. the number N of simulated particles at each generation, is fixed in advance, whereas the number |I N k | of successful particles at the k-th generation is random.
For the nonsequential particle algorithm with a constant number N of particles, the following results have been obtained : a nonasymptotic estimate [2, Theorem 7.4.3]
and a central limit theorem (see [2, Section 9.4] for a slightly different algorithm)
as N ↑ ¥, for any bounded measurable test function f , with the following expression
for the asymptotic variance. In the expression above
where the nonnegative
In the simple case where the fitness functions are positive, i.e. cannot take the zero value, these results are well-known and can be found in [5, Proposition 2.9, Corollary 2.20], where the proof relies on a central limit theorem for triangular arrays of martingale increments, or in [8, Theorem 4] , where the same central limit theorem is obtained by induction.
SEQUENTIAL PARTICLE ALGORITHM
The purpose of this work is to study a sequential particle algorithm, already proposed in [11, 10] , which automatically keeps the particle system alive, i.e. which ensures its non-extinction. For any level H > 0, and for any k = 0, 1, · · · , n, define the random number
of particles, where the r.v.'s x 1 k , · · · , x i k , · · · are i.i.d. with common probability distribution h 0 (for k = 0), and common probability distribution
, is now parameterized by the level H > 0, and is associated with the particle system
where N H k denotes the random number of particles. In practice, particles
As a result, each particle x i k has the probability distribution m H k−1 Q k and its weight w i k is proportional to g k (x i k ), 
