Operating systems represent complex interactive software systems that control access to information. Vulnerabilities present in such software represent significant security risks. In this paper, we examine the feasibility of quantitatively characterization of vulnerabilities. For Windows 98 and Windows NT 4.0, we present plots for cumulative numbers of vulnerabilities found. A time-based model for the total vulnerabilities discovered is proposed and is fitted to the data for two operating systems. We introduce a measure termed equivalent effort and propose an alternative model which is analogous to the software reliability growth models. We have shown that both models fit well and the fit is significant. We discuss the feasibility of using a new measure termed vulnerability density. We present the data on known defect densities for the two operating systems and discuss the relation between densities of vulnerabilities and the general defects. This relationship could lead us to potential ways of estimating the number of vulnerabilities in future.
INTRODUCTION
Connectivity of computing systems has brought security of operating systems under intense scrutiny. Much of the work on security has been qualitative, focused on detection and prevention of vulnerabilities in these systems. In this paper we address feasibility of quantitative characterization of security risks in terms of vulnerabilities present in the software. Such characterization of vulnerabilities can provide us metrics that can be used by the developers and potential users. It can be used to develop guidelines for allocation of resources for security testing, scheduling, and development of security patches. Furthermore, it can be used by the users for assessing risk and estimating needed redundancy in resources and procedures to handle potential breaches.
Quantitative characterization requires use of models that capture repeatable behavior. Such models have been in use in software reliability engineering field where the number of defects and the defect finding rate can be measured. In this paper we examine available data to identify possible approaches that may be applicable in practice.
Fortunately we have access to actual data about vulnerabilities found in major operating systems. In this paper we will try to address some major questions. Based on available data, do we observe any similarity of behavior when we observe new vulnerabilities discovery rate for different systems so that we can develop suitable models? It has been noted that for a given state of technology, the defect density of software systems at release tend to fall within a range (Ref. 1). This makes defect density a suitable measure for managing software projects. Is it possible to do something similar for vulnerabilities in the systems software? Here we identify metrics that are potentially measurable and can be used for managing risk in such systems.
Several quantitative methods have been proposed by the researchers to estimate the number of defects in a particular release version of software. These measures help in determining the resources that need to be allocated to test a particular piece of software. It would be very valuable to have similar methods specifically for addressing the potential vulnerabilities present. A vulnerability may be defined as a defect "which enables an attacker to bypass security measures" (Ref.
2). Since the operating system vulnerabilities -the faults associated with maintaining security requirements-are considered to be a special case of software defects, a similar measure for estimating security vulnerabilities is warranted. In this paper, we quantitatively examine the number of vulnerabilities in two operating systems using the databases that track the vulnerabilities reported.
Researchers in software reliability engineering have developed methods that use plots of cumulative number of defects found against time. Methods have been developed to project the mean time to failure (MTTF) that will result after a specific testing time (Refs. 2-4). Very little quantitative work has been done to characterize security vulnerabilities along the same lines. One major difference makes understanding the vulnerability discovery rate harder. Throughout the lifetime of the software since its release, it encounters changes in its usage environment. When the new version of an operating system is released, its installed base starts to grow. Meanwhile, the number of installations of the older version starts to decline. The rate at which the vulnerabilities are discovered are influenced by the interaction between the system and the environment. We need to look at both to form a comprehensive perspective of security.
Quantitative evaluation of security has different scopes. Depending on how we view systems, the applicable metric can be different. In (Refs. 5, 6), Littlewood et al. have proposed measures to assess security from a reliability prospective. They have compared the reliability and security attributes of systems. They have proposed the usage of effort instead of time to characterize the accumulation of vulnerabilities. In section 2 we present available data related to some of the operating systems as well as their usage environment. We introduce a time-based model in sections 3. An effort-based model is presented in section 4. Then, in section 5, we fit the models and we analyze the goodness of fit. The concept of Vulnerability density is introduced and its relation to defect density is examined using available data in section 6.
VULNERABILITIES IN TODAY'S ENVIRONMENT
Operating Systems face escalating security challenges because connectivity is growing and the overall number of incidents is increasing. CERT and other databases keep track of reported vulnerabilities.
An increasing number of individuals and organizations depend on the internet for financial and other critical services. That has made potential exploitation of vulnerabilities very attractive to criminals with suitable technical expertise.
The Microsoft's Windows family of operating systems has dominated the Operating System (OS) market for the past decade. Records of each discovered vulnerability is available. Therefore, they are good examples of complex systems to study.
In this paper we examine the data (Ref. 13) for Windows 98 and Windows NT 4.0. The accumulated numbers of vulnerabilities for both of them are shown in Figure 1 . We should note that Windows NT 4.0 was designed as a server operating system, while Windows 98 was intended to be a client operating system. Figure 1 shows a common pattern. They begin with a slow start and then rise with steeper slope. Eventually they show saturation. This behavior serves as the basis for the model presented in the next section.
A TIME-BASED KNOWN-VULNERABILITY DISCOVERY
MODEL Each operating system passes through several phases: the release of the system, increasing popularity, peak and stability followed by decreasing in popularity that ends with the system eventually becoming obsolete. From Figure 1 we can see a common pattern of three phases in the cumulative vulnerabilities plot for a specific version of an OS, as identified in Figure 2 . During these three phases the usage environment changes and that impacts the vulnerability detection effort. There is a learning phase, in which the software testers (including hackers and crackers) begin to understand the target system and gather the knowledge needed about the system to break it successfully. After the learning phase, the new system will start attracting a significant number of users and begin to face stronger challenges. This continues to increase until the operating systems reaches the peak of its popularity. This is termed as the linear phase since the number of vulnerabilities tends to grow linearly. It will stay there for some time until the system starts getting replaced by newer systems. Then, the technical support for that version and hence the frequency of update patches will begin to decline. The users start to switch or upgrade to a more modern system. At the same time, attackers start to lose interest in the system, because they are usually attracted to the most recent technology. This is termed the saturation phase.
The learning phase may be very brief if the adaptation of the OS is fast. The linear phase is the most important phase since this is when most of the vulnerabilities will be found. Saturation may not be seen if a significant number of vulnerabilities are still present and continue to be found.
Here we propose a model describing the relationship between cumulative vulnerabilities and the calendar time. This is somewhat similar to the reliability growth models; however we recognize that there is significant change in the effort spent in finding the vulnerabilities. This effort is small in the learning phase and grows as the OS becomes more common. This effort drops again in the saturation phase.
In this model we assume that the rate of change cumulative number of vulnerabilities y is governed by two factors, as given in Equation 1 below. One of the factors declines as the number of undetected vulnerabilities remaining decline. The other factor rises with time to take into account the rising share of the installed base. The saturation effect is modeled by the first factor. It is possible to obtain a more complex model, but this model provides a good fit to the data as shown below.
Let us assume that the vulnerability discovery rate is given by the differential equation. This model assumes that the vulnerabilities found in an operating system depend on its own usage environment. It should be noted that phase 3 may not be seen in an OS which has not been around for a sufficiently long time. Also in some cases phase 1 may not be significant if the initial adaptation is quick due to better prior publicity.
AN EFFORT-BASED KNOWN-VULNERABILITY DISCOVERY MODEL
Vulnerabilities are reported using calendar time intervals. The reason behind this is that it is easy to record vulnerabilities and link them to the time of discovery. This however does not consider the changes occurring in the environment during the lifetime of the system. A major environmental factor is the number of installations which depends on the share of the installed base of the specific system. It is much more rewarding to exploit vulnerabilities that exist in a large number of computers.
It can be expected that a larger share of the effort going into discovery of vulnerabilities, both in-house and external, would go toward a system with larger installed base.
Using effort as a factor was first discussed in (Refs. 5-6). However, they have not suggested a unit or a way to measure effort. Here, we examine the use of a measure termed Equivalent Effort (E) which is calculated using 
Where U i is the total number of users of all systems at the period of time i, and P i is the percentage of the users using the system that we are measuring its E (see Figure 3) . Here we use a month as a unit of time and thus E would be in usersmonths. Using available data (Ref. 12 ), E can be calculated for the windows operating systems (Ref. 12 ). Now let us use another model that uses effort as a factor to model vulnerability discovery. Equivalent effort reflects the effort that would have gone into finding vulnerabilities more accurately than time alone. This is somewhat analogous to using CPU time for Software Reliability Growth Models (SRGMs) (Ref.
3). If we assume that the vulnerability detection rate with respect to effort is proportional to the fraction of remaining vulnerability, then we get an exponential model, just like the exponential SRGM. The model can be given as follows:
Were λ vu is a parameter analogous to failure intensity in SRGMs and B is another parameter. B represents the number of vulnerabilities that would eventually be found. We will refer to the model given by Equation 4 as the Effort based model.
APPLICATION OF THE TIME AND EFFORT BASED MODELS
In this section we apply both the time-based and the effort-based models proposed in the pervious section to the data for Windows 98 and Windows NT 4.0. We used vulnerability data for Windows 98 from May 1999 and to October 2002, and for NT 4.0 from August 1996 to April 2003. Figure 4 shows the Windows 98 data fitted to the timebased model given by Equation 2. The data was fit using least squares method for estimating the three parameters. To examine applicability of the effort-based model given by Equations 3 and 4 to Windows 98, we used the same vulnerability data for Windows 98 along with the corresponding data on the share of installed base and the
RAMS 2005
617 0-7803-8824-0/05/$20.00 ©2005 IEEE numbers of internet users. Figure 6 gives the data along with the fitted model. The corresponding plots for NT 4.0 are given in Figures 5 and 7 . For the two operating systems, both models fit well. The time-based model is easier to use because it does not require evaluation of E. However the effort based model removes the variability due to change of effort during OS life-time.
For both OSs, from plots in Figures 4-7 , we observe a departure from the model near the end of the period. This is due to the fact that the next version of the OS, had gained a significant share of the installed base, and it shared code with the previous version. Some of the vulnerabilities reported for Windows 98, were actually found in Windows XP.
Further research is needed to develop composite models to take this into account. We have applied both models to the data for other Windows operating systems. In all cases, 
MEASURING SYSTEMS VULNERABILITY DENSITY
We now introduce the notion of vulnerability density, a metric that can be calculated when we have the needed statistics about the system. From these statistics we can compute this metric that enables us to compare the systems and assess their maturity with respect to security vulnerabilities.
This metric is primarily concerned with the number of vulnerabilities and its relation to the size of the system. To measure a system's size we have two options. We can use the size of the installed system in bytes; the advantage of this measure is that information is readily available. However, the measure may vary from one installation to another. The other measure is number of source lines of code. We choose this measure for its simplicity and popularity in the software engineering domain.
Definition: Vulnerability density is the number of vulnerabilities per unit size of code.
The significance of studying vulnerability density rather than the absolute number of vulnerabilities is to get a real assessment of the whole picture. A conceptually similar notion is defect density (Ref. 14), a measurement that has been used for several years and that has become a common measurement in software reliability and dependability field. Vulnerability density allows us to normalize the number of vulnerabilities by dividing them by the size of the system. Density is better measure than the absolute number. When two systems, one large and one small, have the same density, they can be regarded to have similar maturity with respect to the dependability. If the instruction execution rates and other system attributes are the same, a system with a higher defect or vulnerability density is likely to fail more often.
Measuring the exact vulnerability density would require us to know the number of all vulnerabilities of the system. Because this is not the case, we will calculate known vulnerability density, which is based on the reported vulnerabilities. In future we may be able to estimate the number of undiscovered vulnerabilities using historical data; this would require further development of the quantitative vulnerability models and collection of sufficient data. Known vulnerability density KD V can be defined as the reported number of vulnerabilities in the system per unit size of the system. This is given by:
Where S is the size of software and K V is the reported number of vulnerabilities in the system. Table 2 presents the values based on data reported in (Ref. 12) based on data from several sources. It gives the known defect density D KD , V KD and the ratios of the two.
In Table 2 we see that the source code size is respectively 16 and 18 MSLOC (Million source lines of code) for NT and Win 98, approximately the same (Ref. 15) . The reported defect densities at release, 0.625 and 0.556, are also similar for the two OSs. The known vulnerabilities in Table 2 are as of July 2004 (Ref. 13) . We notice that for Windows 98, the vulnerability density is 0.0032 whereas for Windows NT 4.0 it is 0.0101, significantly higher. The higher values for NT 4.0 may be due to two factors. First, as a server OS, it may contain more code that handles access mechanisms. Secondly because attacking servers would generally be much more rewarding, it must have attracted a lot more testing effort resulting in detection of more vulnerabilities.
The last column in Table 2 gives the ratios of known vulnerabilities to known defects. For the two OSs the values are 1.62% and 0.58%. Longstaff (Ref. 16 ) has hypothetically assumed that vulnerabilities can be 5% of the total defects. On the other hand, Anderson (Ref. 17) assumes the ratio to be about 1%, although neither of the two used actual data. The values given in Table 2 Table 2 -Known Defect Density vs. Known Vulnerability Density. Table 2 presents numbers for only two operating systems. When we have enough data, such numbers can serve as useful references. Just as we have in the past asked the question "when to stop testing?" for defects, we need to ask when are we reasonably sure that a system software is reasonably free of vulnerabilities. This would require development of accurate and validated models along with suitable threshold values. As we know more about potential vulnerabilities, the typical vulnerability densities should decline, just like typical defect densities have declined over the years. Further research is needed to establish threshold vulnerability densities and to assess the risk level associated with a specific value.
