Abstract-In this paper some commonly used concurrency control protocols have been implemented through simulation. It is well known that the transactions have mainly four properties: atomicity, consistency, isolation and durability, which are known as the ACID properties. The objective of concurrency control is to ensure consistency when a shared database is updated by multiple concurrent transactions. It is also used to increase the database object utilization. Among all the existing concurrency control protocols, standards are locking, two phase locking, graph based protocols, time stamp-based protocol, wait-die scheme and wound-wait scheme. This paper analyze implementation of two phase locking, wait-die and wound-wait schemes. To implement these protocols, a PC based model has been developed first. The outcome of the model is quite satisfactory. The relative performance of those protocols has been compared in terms of utilization. For each protocol a concurrency control manager has been designated which maintains all lock buffers, detects deadlock, and takes necessary action for deadlock recovery. Analyzing the whole experiment it is clear that wait-die scheme and wound-wait scheme protocols show better performance than two phases locking.
INTRODUCTION
In view of the prominence of multiprocessing and multi-user environments in computer system, it is inefficient to restrict large database to sequential operation. If concurrent transactions are allowed, then throughput, resource utilization are improved and response time is reduced [4] . But all the usual problems associated with parallel accessing of data updating will arise. For example update of one transaction may be overwritten by another.
Update value of some uncommitted transaction may be read by another transaction that commit earlier and the first transaction rollbacks; and while processing some queries, some other transaction may update the desired records partially [1] , [6] concurrently handle those situations in multiprocessing and multitasking environments. One of the fundamental properties of transaction is the isolation [1] . When several transaction execute concurrently in the database, the isolation property may no longer preserved. To ensure that, the system must control the interaction among the current transaction. This control is achieved through one of a variety of mechanisms called concurrency-control schemes. The concurrency-control schemes that we discuss in this paper are based on the Serializability property i.e. all the schemes presented here ensure that the schedules are Serialize. Among various protocols one way to ensure Serializability is to require that data items be accessed in a mutually exclusive manner i.e. while one transaction is accessing a data item no other transaction can modify that. Existing concurrency control protocols are standard locking, two phase locking, graph based protocols, time stamp-based protocol, wait-die scheme and wound-wait scheme [1] , [2] , [9] . We have implemented two phase locking, wait-die and wound-wait scheme. The relative performance of those protocols has been compared in terms of resource utilization.
II. CONCURRENT EXECUTIONS
A transaction (Txn) is a unit of program execution that accesses and possibly updates various data items. A Txn usually results from the execution of a user program written in a high-level data-manipulation language or programming language. The Txn consists of all operations executed between the begin and end indication.
To clarify concurrent execution let, T 1 and T 2 are two Txns that transfer funds from one account to another. Txn T 1 transfers $50 from account A to account B and is defined as:
Let the current values of accounts A and B be $1000 and $2000 respectively. Suppose that the two Txns are executed one at a time in the order T 1 followed by T 2 as depicted in Similarly, if the Txns are executed one at a time in the order T 2 followed by T 1 then the corresponding execution sequence is that of Table 2 . Again, as expected, the sum A+B is preserved, and the final values of accounts A and B are $850 and $2150 respectively. Here Table 1 and Table 2 are executed serially. When several Txns are executed concurrently, the corresponding schedule no longer needs to be serial. If two Txns are running concurrently, the operating system may execute one Txn for a little while, then perform a context switching, execute the second Txn for some times, and then switch back to the first transaction for some time, and so on. With multiple Txns, the CPU time is shared among them. Suppose the two Txns are executed concurrently. One possible schedule is shown in Table 3 . After this execution takes place, we arrive at the same state as the one in which the Txns are executed serially in the order T 1 followed by T 2 . The sum A+B is indeed preserved.
Not all concurrent executions result in a correct state. To illustrate, consider the schedule of Table 4 . After the execution of this schedule, we arrive at a state where the final values of accounts A and B are $900 and $2150 respectively. The final state is an inconsistent state, since we have gained $50 in the process of the current execution. Indeed, the sum A+B is not preserved by the execution of the two Txns.
III. SIMULATION MODEL
Computer simulation is the discipline of designing a model of an actual or theoretical physical system, executing the model on a digital computer, and analyzing the execution output. Simulation embodies the principle of "learning by doing" to learn about the system we must first build a model of some sort and then operate. Several methods of modeling systems exist, which do not involve simulation but involve solution of a closed-form system (such as a system of linear equations). Simulation is often essential in the following cases:
1) The model is very complex with many variables and interacting components.
2) The underlying variables relationships are nonlinear. 3) The model contains random variants. 4) The model output is to be visual as in a 3D computer animation. Fig.1 shows the chronological order or working principles to ensure concurrent execution that consists of three stagesScheduling, Run function and action of Concurrency Control Manager.
Scheduling:
Scheduling takes all the available transactions to make a schedule. At first randomize the random number generator, to get more random values. Generate a random number to select any transaction to run it till not all transactions completed their tasks. Then call Run(). From equation 1 it is observed that increasing of waste time and wait time, decrease Utilization for specific transaction. But total concurrent execution time will be less than total serial execution time. The simulation protocols can be applied for the distributed database. Future researchers may increase the no of transactions and analyze the results to improve performance of the simulated protocols. Using the concepts of our problem job scheduling, random number generation and other difficult problems can be solved as well.
