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Abstract
In this manuscript I demonstrate that a possible origin of the Frey elliptic
curve derives from an appropriate use of the double equations of Diophantus-
Fermat and through an isomorphism, i.e. a birational application between the
equations and an elliptic curve.
From this origin I deduce a “Fundamental Theorem”, which is an exact
reformulation of Fermat’s Last Theorem.
The proof of this Theorem, called “Eximium”, therefore constitutes an el-
ementary proof of Fermat’s Last Theorem with the method of mathematical
induction (the principle of infinite descent), discovered by Fermat.
1 The «double equations» and the «infinite descent»
A careful reading of the existing documentation about Diophantine problems reveals
that Fermat and, especially, Euler often used the so-called « double equations» of
Diophantus, that is: ax2 + bx + c = z2; a′x2 + b′x + c′ = t2 with the conditions
that: (*) a and a′, or c and c′ are squares, .
These conditions ensure the existence of rational solutions of the double equa-
tions.
These equations can be written in a more general form as
(1) ax2 + 2bxy + cy2 = z2 a′x2 + 2b′xy + c′y2 = t2
and usually both Fermat and Euler considered only curves of that forms which have
in projective space at least one "visible" rational point and derived from few evident
solutions an infinite number of solutions.
Under this last hypothesis ([9], Chap. II, Appendix III, pp. 135–139), and in
particular with the conditions (*), the curve determined by the equations (1) results
isomorphic to the one given by
(2) Y 2 = X
[
(b′X − b)2 − (a′X − a) (c′X − c)]
i.e. an elliptic curve (see also Appendix A2).
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In fact, an elliptic curve, which has at least one rational point, can be written as
a cubic y2 = f (x) , where f is a polynomial of degree 3.
Given this, we consider the following two systems, each consisting of a pair of
«double equations»:
(3)
{
(3)
1
Xn1 V
2 + Y n1 T
2 = U ′2 V 2 − T 2 =W 2
(3)
2
Xn1W
2 + Zn1 T
2 = U ′2 W 2 + T 2 = V 2
(4)
{
(4)
1
Zn1 V
2 − Y n1 T 2 = U ′′′2 V 2 − T 2 =W 2
(4)
2
Zn1W
2 +Xn1 T
2 = U ′′′2 W 2 + T 2 = V 2
where X1 , Y1 , Z1 are integer numbers (positive or negative), pairwise relatively
primes, n is a natural number > 2 and U ′, U ′′′, V,W, T are integer variables.
By applying the isomorphism described by Eq. (2) we obtain, from the first two
equations of the system (3), i.e. the (3)
1
, the elliptic curve
(5) Y 2 = X (X −Xn1 ) (X + Y n1 ) ,
and from the other two equations, the (3)
2
, the further elliptic curve
(6) Y 2 = −X (X −Xn1 ) (X − Zn1 ) .
Combining Eq. (5) and Eq. (6) and using the relation X = Xn1 /2 one obtains the
following identity
(7) Xn1 + Y
n
1 = Z
n
1 .
Now the elliptic curve (5), together with the identity (7), is none other than the
Frey elliptic curve ([2], p. 156).
In fact, the discriminant
∆ =
√
(Y n1 −Xn1 )2 + 4Xn1 Y n1 = Xn1 + Y n1 = Zn1 ,
that determines the existence of the polynomial
(X −Xn1 ) (X + Y n1 ) = X2 +X (Y n1 −Xn1 )−Xn1 Y n1 ,
is a perfect power of order n.
Moreover, as Euler found out treating similar problems regarding algebraic curves
of genus 1, the two problems, connected to curves (5) and (6), are completely equiv-
alent.
In our case it is simple to verify that the elliptic curve (6) can be reduced to (5)
by means of the transformation X ⇒ −X +Xn1 and of the identity (7).
Turning back to the systems (3) and (4), we can obtain, from the first two equa-
tions of the system (4), the (4)
1
, the following elliptic curve
(8) Y 2 = X (X − Y n1 ) (X − Zn1 ) ,
and from the other two, the (4)
2
, the previous elliptic curve (6)
Y 2 = −X (X −Xn1 ) (X − Zn1 ) .
Once more, by combining curve (8) with curve (6), it is possible to obtain, using
the relation X = Zn1 /2 the identity (7)
Xn1 + Y
n
1 = Z
n
1 ,
and, at the same time, the elliptic curve (8) can be reduced to (6) by means of
the transformation: X ⇒ −X + Zn1 and of the identity (7).
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In deriving the previous results, we have considered for the first two equations
of system (3), the (3)
1
, and with reference to the notations of Eq. (1), the following
assumptions
a = Xn1 and a
′ = 1 , b = b′ = 0 and c = Y n1 , c
′ = −1,
while for the last two equations, (3)
2
, the additional assumptions
a = Xn1 and a
′ = 1 , b = b′ = 0 and c = Zn1 , c
′ = 1.
Instead, for the system (4), still referring to the notations of Eq. (1), we have
considered for the first two equations, the (4)
1
, the following assumptions
a = Zn1 and a
′ = 1 , b = b′ = 0 and c = −Y n1 , c′ = −1,
while for the last two equations, (4)
2
, the additional assumptions
a = Zn1 and a
′ = 1 , b = b′ = 0 and c = Xn1 , c
′ = 1.
Now, with these values, it is clear that none of the « double equations» are
satisfying the condition that a and a′ or c and c′ are both squares.
On the contrary, in the following, a more profound analysis of the "nature" of
systems (3) and (4) will lead us to verify that, in both the two «double equations»
of the systems, it is possible to make |a | and |a′ | or |c| and |c′ | perfect squares.
1.1. The lost proof
One can reduce the systems (3) and (4) to the following Diophantine systems
(9)


Xn1 V
2 + Y n1 T
2 = U ′2
Xn1W
2 + Zn1 T
2 = U ′2
W 2 + T 2 = V 2
(10)


Zn1 V
2 − Y n1 T 2 = U ′′′2
Zn1W
2 +Xn1 T
2 = U ′′′2
W 2 + T 2 = V 2
Our proof of Fermat’s Last Theorem consists in the demonstration that it is not
possible a joint resolution in whole numbers, all different from zero, of the aforemen-
tioned systems, with integer coefficients and using integer variables U ′, U ′′′,W, T, V ,
without a common divisor.
From the first two equations of the system (9) one obtains
(11) Xn1 V
2 + Y n1 T
2 = Xn1W
2 + Zn1 T
2,
while, from the first two equations of the system (10), one has
(12) Zn1 V
2 − Y n1 T 2 = Zn1W 2 +Xn1 T 2.
Now from Eq. (11) is
(13) Xn1 (V
2 −W 2) = (Zn1 − Y n1 ) T 2
and similarly from Eq. (12)
(14) Zn1 (V
2 −W 2) = (Xn1 + Y n1 ) T 2.
Both Eqs. (13) and (14) result in identity (7), only if the third equation "common"
in the two systems, W 2 + T 2 = V 2, is satisfied.
In fact, since this equation is the Pythagorean triangle, in general, it accepts the
following integer solutions, where p, q are natural numbers and k a proportionality
factor (the values of Wand T are interchangeable if necessary):
W = k (2pq) ; T = k (p2 − q2) ; V = k (p2 + q2) .
We can therefore consider also the primitive integer solutions
(15) W = 2pq ; T = p2 − q2; V = p2 + q2 with p, q ∈ N.
Thus both equations (13) and (14), with p and q relatively primes, of opposite
parity and p > q > 0 now reduce to the identity (7).
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1.2. The resolution of the first system (9)
Suppose that Xn1 ,Y
n
1 ,Z
n
1 are nonzero integers (positive or negative), pairwise
relatively primes, such that Xn1 + Y
n
1 = Z
n
1 .
The linear transformation V = R ± Y n1 S , T = R ∓Xn1 S with R and S integer
variables transform the first equation of system (9):
Xn1 V
2 + Y n1 T
2 = U ′2 into Zn1 (R
2 +Xn1 Y
n
1 S
2) = U ′2.
Now, more precisely the integer variable U ′ is equal to the product
√
Zn1
√
(R2 +Xn1 Y
n
1 S
2) where
√
(R2 +Xn1 Y
n
1 S
2) = U
√
Zn1 ,
with U an arbitrary non zero integer.
For this appropriate choice we have at last : U ′2 = Z2n1 U
2.
Now, as noted by Davenport ([2], p. 140-141), even if we introduced a square
factor into the coefficients of an indeterminate equation of second degree, this does
not affect the solubility of the equation.
From the system (9) we obtain the following double equation
(16) Z2n1 U
2 = Xn1 V
2 + Y n1 T
2 = Xn1W
2 + Zn1 T
2
and from the first and second member of Eq. (16), using the identity (7), we have
(17) Zn1U
2 (Xn1 + Y
n
1 ) = X
n
1 V
2 + Y n1 T
2.
By collecting the common factors for the integer coefficients (both different from
zero) Xn1 and Y
n
1 , we have the following identity:
(18) Xn1 (V
2 − Zn1U2) = Y n1 (Zn1U2 − T 2).
We will discuss for Eq. (18) the following two cases:
1˚ Case. Suppose that the factors in brackets are zero
(V 2 − Zn1U2) = 0 and (Zn1U2 − T 2) = 0.
In this case it follows Zn1 =
V 2
U2
= T
2
U2
and that implies
V = T ⇒W = 0.
Even if |Zn1 | results a perfect square, this result is not acceptable since it determines
the annulment of the indeterminate W .
2˚ Case. Suppose now that the factors in brackets are both not null or that, at
least, one of the two is not null
(V 2 − Zn1U2) 6= 0 and/or (Zn1U2 − T 2) 6= 0.
Eq. (18) is certainly satisfied with m integer factor of proportionality, if one
assumes that
(19) mXn1 = (Z
n
1U
2 − T 2) ; mY n1 = (V 2 − Zn1U2).
Now if one of the two terms in brackets of relation(19) is zero, this implies that
the integer coefficients Xn1 or Y
n
1 are zero, respectively (also in this case |Zn1 | is a
perfect square) and Fermat’s Last Theorem is proved.
If, otherwise, both are different from zero, adding together the two expressions
that appear in (19) we obtain
(20) m (Xn1 + Y
n
1 ) = mZ
n
1 = V
2 − T 2 =W 2.
Since all the indeterminates W , T and V are different from zero, we obtain from
Eq. (20), Zn1 =
W 2
m
, that is m | W 2.
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We suppose (later we will prove: see the second proof) that even m | W and by
(19) we obtain that Xn1 =
(
W 2U2
m2
− T 2
m
)
⇒ m | T 2 and Y n1 =
(
V 2
m
− W 2U2
m2
)
⇒
m | V 2, respectively.
But, for Eq. (15), we have established that the W,T and V do not have a com-
mon divisor and consequently the g.c.d. (W 2, T 2, V 2) must be equal to 1, therefore
with m | W we have only a possibility: m = 1 and consequently |Zn1 | is a perfect
square.
The fraction between the two factors in brackets of Eq.(18), assumed different
from zero, is therefore, in this case, irreducible, as the ratio between X1 and Y1,
which are relatively prime for hypothesis.
In summary with m = 1, we obtained Zn1 = V
2 − T 2 = W 2, while from the
second equation of (19), with U = 1 [ the proof of this equality is given later,
see eq. (29)], we have that Y n1 = T
2.
Starting from the system (10), similarly to what was derived in this 2˚case, we
will be able to determine that also |Xn1 |, as Zn1 [See the (20), with m = 1], is equal
to a square: Xn1 = −R2, with integer R (see Subsection 1.3).
Thus, by exploiting the Pythagorean equation W 2 + T 2 = V 2 we have that
(21) Zn1 + Y
n
1 =W
2 + T 2 = V 2
(22) Zn1 − Y n1 =W 2 − T 2 = Xn1 = −R2 ⇒ T 2 −W 2 = R2.
By multiplying (21) with (22), in the indeterminates W,T, V and R, we obtain
(23) T 4 −W 4 = R2V 2 = (RV )2.
The relation (23) is a Diophantine equation and, as demonstrated by Euler in his
Algebra ([3], II, Chap. XIII, § 206), thanks to the technique of «infinite descent» of
Fermat (see Appendix A1), does no admit integer solutions.
At this point we can complete, in a exhaustive way, the discussion of this 2˚case
exploiting also the equality of the first and third member of (16)
(24) Zn1 (Z
n
1U
2 − T 2) = Xn1W 2 = (Zn1 − Y n1 )W 2.
Bearing in mind the validity of the Pythagorean equation V 2 = W 2 + T 2, Eq.
(24) can be rewritten in the form
(25) U2 [Zn1 ]
2 − V 2 [Zn1 ] +W 2Y n1 = 0.
Consequently we have that the roots of this equation of 2˚, with unknown Zn1 ,
are
(26) [Zn1 ]1,2 =
V 2±
√
V 4−4U2W 2Y n
1
2U2
.
The expression under the square root must however be a perfect square, that we
put N2.
We have therefore
(27) N2 + 4U2W 2Y n1 = V
4 .
Owing to the fact that the two solutions in (26) must be equal to a square and
that their product [(see Eq. (25)] is equal to: [Zn1 ]1 · [Zn1 ]2 = W
2Y n
1
U2
⇒ Y n1 , which is
a square, the Eq. (27) can be represented by the following Diophantine equation
(28) x2 + y2 = z4.
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Thanks to Euler and its Algebra ([3], II, Chap. XII, §§ 198-199 ) it is possible to
obtain the following integer solutions of Eq. (28):
x = p4−6p2q2+q4 = (p2 − q2)2−(2pq)2 ; y = 4p3q−4pq3 = 4pq (p2 − q2) ; z = p2+q2.
Now, taking into account the validity of the Pythagorean equation V 2 =W 2 + T 2,
Eq. (27) provides:
N = (p2 − q2)2− (2pq)2 and then with W = 2pq ; T = p2− q2 ; V = p2+ q2, Eq.
(26) gives us :
(29) [Zn1 ]1,2 =
V 2±(T 2−W 2)
2U2
.
Since Eq. (29) does provide integer solutions and recalling that the g.c.d. (U,W, T, V ) =
1 , we can assume U = 1 and get [Zn1 ]1 = T
2 and [Zn1 ]2 = W
2.
The first root [Zn1 ]1 = T
2 with U = 1 is not acceptable because we assumed for
hypothesis (Zn1U
2 − T 2) 6= 0.
The second root [Zn1 ]2 =W
2, because of relation (20) (mZn1 = W
2), requires us
even that m = 1.
This condition has already been treated in the past, thanks to the technique of
«infinite descent» of Fermat.
In this final analysis we have demonstrated the inability to resolve the system (9)
assuming only the primitive integer solutions of Pythagorean equation.
A second proof by reductio ad absurdum, independent of the technique «infinite
descent» , is as follows:
Suppose that Xn1 ,Y
n
1 ,Z
n
1 are nonzero integers (positive or negative), pairwise
relatively primes, such that Xn1 + Y
n
1 = Z
n
1 .
At this point we may assume also the following two hypothesis:
1˚ Hypothesis. W,T and V do not have a common divisor.
We obtain from (20) : Zn1 =
W 2
m
and Eq. (25) can be rewritten in the form:
U2W
4
m2
− V 2W 2
m
+W 2Y n1 = 0.
Multiplying by m
2
W 2
6= 0 we obtain: m2Y n1 −mV 2 + U2W 2 = 0.
Consequently we have that the roots of this last equation of 2˚, with unknown
m, are: [m]
1,2 =
V 2±
√
V 4−4U2W 2Y n
1
2Y n
1
.
With the roots [Zn1 ]1,2 (26) we have therefore the following result:
mY n1 = U
2Zn1 ⇒ Y n1 = U
2Zn
1
m
= W
2U2
m2
,
that is the fraction W
2U2
m2
is an integer number.
By (19) we obtain that: Xn1 =
(
W 2U2
m2
− T 2
m
)
⇒ m | T 2 and
Y n1 =
(
V 2
m
− W 2U2
m2
)
⇒ m | V 2.
For hypothesis but we have established thatW,T and V must not have a common
divisor and consequently the g.c.d. (W 2, T 2, V 2) must be equal to 1 and therefore
also m = 1 .
In the end we have the equation : Y n1 = U
2Zn1 , which is a contradiction because
Y n1 and Z
n
1 are nonzero integers relatively primes.
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2˚ Hypothesis. W,T and V do have a common divisor.
From mY n1 = U
2Zn1 we have with the g.c.d.(m,U
2) = 1:
Y n1 = U
2 and Zn1 = m =
W 2
m
⇒ Z2n1 =W 2 ⇒ Zn1 =W.
The second equation of system (9) with U ′ = Z2n1 U
2 can be written :
Xn1W
2 + Zn1 T
2 = Z2n1 Y
n
1 ⇒ T 2 = Zn1 (Y n1 −Xn1 ) .
Consequently we have V 2 = T 2 +W 2 = 2Zn1 Y
n
1 .
These results ensure that W 2, T 2 and V 2 have at least the common divisor Zn1 ,
but the g.c.d.(W 2, T 2, V 2) is however a square.
We can distinguish the followin cases:
a) Zn1 is a square
b) Zn1 is even the g.c.d (W,T, V ).
In the case a) with Y n1 = U
2 we have that:
V 2 = 2Zn1 Y
n
1 = 2 and this is impossible [
√
2 is an irrational number].
In the case b) we have:
V 2 = Z2n1 v
2 = 2Zn1 Y
n
1 ⇒ Zn1 v2 = 2Y n1 and in this case with Y n1 = U2 we have
also that:
Zn1 is not square ( Z
n
1 =
2Y n
1
v2
= 2 ).
Y n1 and Z
n
1 are not relatively primes like U
2 and m and this is an absurd.
This proof is fundamental, in particular, for the insolubility of the Fermat equa-
tion in the case of all odd exponents n greather than 1.
1.3. The resolution of the second system (10)
Suppose that Xn1 , Y
n
1 , Z
n
1 are nonzero integers (positive or negative), pairwise
relatively primes, such that Xn1 + Y
n
1 = Z
n
1 .
The linear transformation V = R ± Y n1 S , T = R ± Zn1 S with R and S integer
variables transform the first equation of system (10):
Zn1 V
2 − Y n1 T 2 = U ′′′2 into Xn1 (R2 − Y n1 Zn1 S2) = U ′′′2.
Now, more precisely the integer variable U ′′′ is equal to the product
√
Xn1
√
(R2 − Y n1 Zn1 S2) where
√
(R2 − Y n1 Zn1 S2) = U ′′
√
Xn1
with U ′′ an arbitrary non zero integer.
For this appropriate choice we have at last: U ′′′2 = X2n1 U
′′2.
Now, as noted by Davenport ([2], p. 140-141), even if we introduced a square
factor into the coefficients of an indeterminate equation of second degree, this does
not affect the solubility of the equation.
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From the system (10) we obtain the following double equation
(16’) X2n1 U
′′2 = Zn1 V
2 − Y n1 T 2 = Zn1W 2 +Xn1 T 2
and from the first and second member of Eq. (16’), using the identity (7), we have
(17’) Xn1U
′′2 (Zn1 − Y n1 ) = Zn1 V 2 − Y n1 T 2
and by collecting the common factors for integer coefficients (both different from
zero ) Zn1 and Y
n
1 , we have the following identity
(18’) Zn1 (V
2 −Xn1U ′′2) = Y n1 (T 2 −Xn1U ′′2).
We will discuss the following two cases for Eq. (18’):
1˚ Case. Suppose that are zero the factors in brackets
(V 2 −Xn1U ′′2) = 0 and (T 2 −Xn1U ′′2) = 0.
In this case we have that Xn1 =
V 2
U ′′2
= T
2
U ′′2
and that implies therefore
V = T ⇒W = 0.
Even if |Xn1 | results a perfect square, this result is not acceptable since it deter-
mines the annulment of the indeterminate W .
2˚ Case. Suppose now that the factors in brackets are both not null or that, at
least, one of the two is not null
(V 2 −Xn1U ′′2) 6= 0 and/or (T 2 −Xn1U ′′2) 6= 0.
The (18’) is certainly satisfied with m integer factor of proportionality, on the
assumption that
(19’) mZn1 = (T
2 −Xn1U ′′2) ; mY n1 = (V 2 −Xn1U ′′2).
Now if one of the two terms in brackets is zero, this implies that the integer
coefficients Zn1 or Y
n
1 are zero, respectively ( also in this case |Xn1 | is a perfect
square) and Fermat’s Last Theorem is proved.
If both are different from zero, subtracting the two expressions in (19’) we obtain
(20’) m (Zn1 − Y n1 ) = mXn1 = T 2 − V 2 = −W 2.
Since all the indeterminates W , T and V are different from zero, we obtain from
(20’) Xn1 =
−W 2
m
, that is m | W 2.
We suppose (later we will prove: see the second proof) that even m | W and by
(19’) we obtain that Zn1 =
(
T 2
m
+ W
2U ′′2
m2
)
⇒ m | T 2 and Y n1 =
(
V 2
m
+ W
2U ′′2
m2
)
⇒
m | V 2, respectively.
Remember that, for Eq. (15), we have assumed that W,T and V do not have a
common divisor and consequently the g.c.d.(W 2, T 2, V 2) must be equal to 1, there-
fore with m | W we have only a possibility: m = 1, thus |Xn1 | is a perfect square.
The fraction between the two factors in brackets of Eq. (18’), assumed different
from zero, is therefore in this case irreducible, as the ratio between Z1 and Y1, which
are relatively prime.
In summary with m = 1, we obtained Xn1 = T
2 − V 2 = −W 2, while from the
first equation of (19’), with U ′′ = 1 [ the proof of this equality is given later,
see eq. (29’)], we have that Zn1 = T
2 +W 2.
From the system (9), similarly to what is developed in the 2˚case (the most
general one), we were able to determine that also Y n1 was equal to a square, therefore
we imposes Y n1 = S
2, with integer S (see Subsection 1.2).
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Then, by exploiting the Pythagorean equation T 2 +W 2 = V 2 we have that
(21’) Zn1 +X
n
1 = V
2 −W 2 = T 2
(22’) Zn1 −Xn1 = Y n1 = V 2 +W 2 = S2 .
The product of Eq. (21’) with Eq. (22’), in the indeterminates W,V, T and S,
gives us
(23’) V 4 −W 4 = S2T 2 = (ST )2.
This Diophantine equation (23’), as demonstrated by Euler in his Algebra ([3], II, Chap.
XIII, § 206), thanks to the technique of «infinite descent» of Fermat, do not admit
integer solutions.
Once more, we can complete the discussion of this 2˚case exploiting the equality
of the first and of the third member of Eq. (16’)
(24’) X2n1 U
′′2 = Xn1 T
2 + Zn1W
2.
Eq. (24’) can be rewritten in the form
(25’) U ′′2 [Xn1 ]
2 − T 2 [Xn1 ]−W 2Zn1 = 0.
Consequently we have that the roots of this equation of 2˚, with unknown Xn1 ,
are
(26’) [Xn1 ]1,2 =
T 2±
√
T 4+4U ′′2W 2Zn
1
2U ′′2
.
The amount under the square root must however be a perfect square, that we
put N2.
We have therefore
(27’) N2 − 4U ′′2W 2Zn1 = T 4 .
Bearing in mind that the Zn1 is equal to a square, Eq.(27’) can be represented by
the following Diophantine equation
(28’) x2 − y2 = z4 .
Thanks to Euler and its Algebra ([3], II, Chap. XII, §§ 198-199 ) it is possible to
obtain the following integer solutions of Eq. (28’):
x = p4+6p2q2+q4 =
(
p2 + q2
)2
+(2pq)2 ; y = 4p3q+4pq3 = 4pq
(
p2 + q2
)
; z = p2−q2.
From here, taking into account the validity of the Pythagorean equation
V 2 =W 2 + T 2, Eq. (27’) provides
N = (p2 + q2)
2
+ (2pq)2 and with W = 2pq ; T = p2 − q2 ; V = p2 + q2,
Eq. (26’) gives us
(29’) [Xn1 ]1,2 =
T 2±(V 2+W 2)
2U ′′2
Since Eq (29’) provides integer solutions, recalling that the g.c.d. (U ′′,W, T, V ) = 1 ,
we can assume U ′′ = 1 and get [Xn1 ]1 = V
2 and [Xn1 ]2 = −W 2.
The first root [Xn1 ]1 = V
2 with U ′′ = 1 is not acceptable because we assumed
for hypothesis: (V 2 −Xn1U ′′2) 6= 0.
The second root [Xn1 ]2 = −W 2 because of relation (20’) (mXn1 = −W 2) requires
us even that m = 1.
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This condition has already been treated in the past, thanks to the technique of
«infinite descent» of Fermat.
In this final analysis we have thus demonstrated the inability to resolve the system
(10) assuming only the primitive integer solutions of Pythagorean equation.
A second proof by reductio ad absurdum, independent of the technique «infinite
descent», is as follows:
Suppose that Xn1 , Y
n
1 , Z
n
1 are nonzero integers (positive or negative), pairwise
relatively primes, such that Xn1 + Y
n
1 = Z
n
1 .
At this point we may assume also the following two hypothesis:
1˚ Hypothesis. W,T and V do not have a common divisor
We obtain from (20’): Xn1 = −W
2
m
and Eq. (25’) can be rewritten in the form:
U ′′2W
4
m2
+ T 2W
2
m
−W 2Zn1 = 0.
Multiplying by −m2
W 2
6= 0 we obtain: m2Zn1 −mT 2 − U ′′2W 2 = 0.
Consequently we have that the roots of this last equation of 2˚, with unknown
m, are (considering the negative sign as appropriate):
[−m]
1,2 =
T 2±
√
T 4+4U ′′2W 2Zn
1
2Zn
1
.
With the roots [Xn1 ]1,2 (26’) we have therefore the following result:
mZn1 = −U ′′2Xn1 ⇒ Zn1 = −U
′′
2Xn
1
m
= W
2U ′′2
m2
,
that is the fraction W
2U ′′2
m2
is an integer number.
By (19’) we obtain that: Zn1 =
(
T 2
m
+ W
2U ′′2
m2
)
⇒ m | T 2 and
Y n1 =
(
V 2
m
+ W
2U ′′2
m2
)
⇒ m | V 2
For hypothesis but we have established thatW,T and V must not have a common
divisor and consequently the g.c.d. (W 2, T 2, V 2) must be equal to 1 and therefore
also m = 1 .
In the end we have the equation : Zn1 = −U ′′2Xn1 , which is a contradiction because
Xn1 and Z
n
1 are nonzero integers relatively primes.
2˚ Hypothesis. W,T and V do have a common divisor.
From mZn1 = −U ′′2Xn1 with the g.c.d.(m,U ′′2) = 1 and after properly choosing
the signs of X1, Y1, Z1 one can write:
Zn1 = −U ′′2 and Xn1 = m⇒ X2n1 =W 2 ⇒ Xn1 =W.
The second equation of system (10) with U ′′′ = X2n1 U
′′2 can be written :
Zn1X
2n
1 +X
n
1 T
2 = −Zn1X2n1 ⇒ T 2 = −2Zn1Xn1 .
Consequently we have V 2 = T 2 +W 2 = Xn1 (X
n
1 − 2Zn1 ) .
These results ensure that W 2, T 2 and V 2 have at least the common divisor Xn1 ,
but the g.c.d.(W 2, T 2, V 2) is however a square.
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We can distinguish the followin cases:
a) Xn1 is a square
b) Xn1 is even the g.c.d (W,T, V ).
In the case a) with Zn1 = −U ′′2 we have that:
T 2 = −2Zn1Xn1 = 2 and this is impossible [
√
2 is an irrational number].
In the case b) we have:
T 2 = X2n1 t
2 = −2Zn1Xn1 ⇒ Xn1 t2 = −2Zn1 and in this case with Zn1 = −U ′′2 we
have also that:
Xn1 is not square (X
n
1 =
−2Zn
1
t2
= 2U
′′2
t2
= 2 ).
Zn1 and X
n
1 are not relatively primes like U
′′2 and m and this is an absurd.
This proof is fundamental, in particular, for the insolubility of the Fermat equa-
tion in the case of all odd exponents n greather than 1.
2 The nature of Diophantine systems through the
algebraic geometry
In this section we will concentrate on the Diophantine system (9).
Clearly what will be described regarding the system (9) can be applied also to
Diophantine system (10).
In determining the nature of the Diophantine system (9), we will make use of
the description given by A. Weil ([9], Chap. II, App. IV, pp. 140–149) in order to
provide some theoretical background to Fermat’s and Euler’s « method of descent»
employed in the treatment of elliptic curves.
For simplicity we consider the case where the roots of a cubic Γ are rational
integers α, β and γ.
The cubic Γ is then given by
(30) y2 = f (x) = (x− α) (x− β) (x− γ) .
Weil consider an oblique quartic Ω (A,B,C) in the space (u, v, w)
(31) Au2 + α = Bv2 + β = Cw2 + γ with u, v, w ∈Q
and the following mapping of Ω in Γ
(32) x = Au2 + α , y =
√
ABCuvw
where A · B · C has to be a square.
In practice Weil states that the determination of rational points of the curve Γ
can be reduced to that of finding rational points of infinitely many quartics, such
as (31), given a set of integers A,B,C (positive or negative), considered squarefree,
that is, not divisible by any square greater than 1, and such that the product A·B ·C
is a square.
In homogeneous coordinates, Ω (A,B,C)may be regarded as defined by the equa-
tion
(33) AU2 + αT 2 = BV 2 + βT 2 = CW 2 + γT 2,
with integers U, V,W, T without a common divisor.
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Subsequently, after affirming that Eq. (33) admits at least one solution, instead
of defining Ω = Ω (A,B,C) through (31), Weil writes it through the equation of two
quadrics in P 3, that is: Φ =
4∑
i,j=1
aijXiYj and Ψ =
4∑
i,j=1
bijXiYj , with the condition
Φ = Ψ = 0.
In detail, one has:
Φ (U, V,W, T ) = α (β − γ) (AU2 + αT 2)+β (γ − α) (BV 2 + βT 2)+γ (α− β) (CW 2 + γT 2) =
α (β − γ)AU2 + β (γ − α)BV 2 + γ (α− β)CW 2 − δT 2
Ψ (U, V,W, T ) = (β − γ)AU2 + (γ − α)BV 2 + (α− β)CW 2
where one has put δ = (β − γ) (γ − α) (α− β).
With this in mind, we consider the following assumptions
(34) A = Zn1 · Zn1 , α = 0, B = Xn1 , β = Y n1 , C = Xn1 , γ = Zn1 .
In this case Eq. (33) would be reduced to:
(35) Z2n1 U
2 = Xn1 V
2 + Y n1 T
2 = Xn1W
2 + Zn1 T
2.
The product1
ABC is, as required, a perfect square, and therefore it is certainly possible the
application (32) of the quartic Ω on cubic Γ.
The expressions of the two quadrics in P 3 become
Φ (U, V,W, T ) = Xn1Z
n
1 Y
n
1 V
2 + Zn1 (−Y n1 )Xn1W 2 + (Y n1 − Zn1 )Zn1 Y n1 T 2 and
Ψ (U, V,W, T ) = (Y n1 − Zn1 ) Z2n1 U2 +Xn1Zn1 V 2 + (−Y n1 )Xn1W.2
Finally, by Φ = Ψ = 0, they are translated into
(36) (V 2 −W 2)Xn1 = (Zn1 − Y n1 )T 2
(37) (Zn1 − Y n1 )Z2n1 U2 = Xn1 (Zn1 V 2 − Y n1 W 2).
Now the (35) are none other than the the double equation (16) and what we have
described should have made clear how they are generated.
If we now add to them the "Pythagorean" condition,
(38) W 2 + T 2 = V 2 ⇔ V 2 −W 2 = T 2,
the system (9) becomes complete.
The (36) together with (38) provides immediately Xn1 = Z
n
1 − Y n1 .
Combining (37) with (36) gives
Z2n
1
U2
T 2
(V 2 −W 2) = Zn1 V 2 − Y n1 W 2
and, by invoking the (38), we will have
(39) Z2n1 U
2 = Zn1 V
2 − Y n1 W 2.
1It should be noted that the choice of B = C necessarily implies that A should be a square,
therefore also the choice of A = Zn
1
still confirms the nature of Zn
1
as a perfect square.
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Eq.(36) is equal to Eq.(13) of Subsection 1.1, while Eq.(39) is equal to Eq.(25)
of Subsection 1.2.
This alternative procedure confirms the validity of system (9).
Finally, some words about the selection made regarding the integer values as-
sumed (see Eq. (34)) for the A,B,C of the oblique quartic, defined by the equation
(31).
Weil says that they can take only a finite number of values (see the additional
remarks 1); in our case we were obviously conditioned2 by the necessity to validate
the identity (7).
It is clear that we had to contravene the hypothesis of Weil, which required that
A,B,C were squarefree integers, nevertheless as noted by Davenport ([2], pp. 140–
141), even if we introduced a square factor into the coefficients of an indeterminate
equation of second degree, this does not affect the solubility of the equation.
Now our values originate the elliptic curve, already met previously, see Eq.(8):
y2 = x (x− Y n1 ) (x− Zn1 )
and we know that it can always be reduced to the elliptic curve (6) through the
transformation x⇒ −x+ Zn1 and the identity (7).
In addition, as noted in Section 1, the elliptic curve (6) can be reduced to (5),
known as Frey elliptic curve, through the further transformation x⇒ −x+Xn1 and
the identity (7) and in this way we returned to the origin of this issue.
Weil says that the oblique quartic Ω (A,B,C), given by Eq. (31), will have a
rational point if and only if the equation (33) admits a solution in integers, without
a common divisor and this in our case has been satisfactorily met.
In fact, it should be noted that Eq. (31) gives rise, along with Eq. (32),
u = U
T
, v = V
T
, w = W
T
and with the values obtained in the discussion of 2˚ case
(the most general one) of Subsection 1.2, U = 1, V =
√
Zn1 + Y
n
1 , W =
√
Zn1 ,
T =
√
Y n1 , which are warranted by the original assumptions (34), to the rational
pointM (x, y) of the cubic (8) y2 = x (x− Y n1 ) (x− Zn1 ), where are appropriate the
values x = Au2 + α = AU
2
T 2
= Z2n1 /Y
n
1 and
y =
√
ABC U
T
V
T
W
T
= (Xn1Z
n
1 /Y
2n
1 )
√
Zn1 + Y
n
1
√
Zn1
√
Y n1 .
By substituting the values U = 1, V =
√
Zn1 + Y
n
1 , W =
√
Zn1 , T =
√
Y n1 in
(35) we have Zn1Z
n
1 = X
n
1 (Z
n
1 + Y
n
1 ) + Y
n
1 Y
n
1 = X
n
1Z
n
1 + Z
n
1 Y
n
1 .
From the first member and from the second, equality is immediately obtained
with the third, provided both the equation of Fermat, i. e. the identity (7), and the
equation of Pythagoras are fulfilled.
In fact we have Zn1Z
n
1 = X
n
1Z
n
1 +Y
n
1 (X
n
1 + Y
n
1 ) = X
n
1Z
n
1 +Z
n
1 Y
n
1 and eliminating
the g.c.d.= Zn1 we reconfirm the Fermat equation: Z
n
1 = X
n
1 + Y
n
1 .
2 The coefficients A,B,C used are still relatively prime integers.
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In the second proof at end ( see 2˚ hypothesis) we have also estabilished that
W,T, V and U ′ = Zn1U have a common divisor and in this case Weil states that the
oblique quartic Ω (A,B,C) can then have no rational point.
In applying the same techniques to Diophantine system (10) , we will obtain the
same conclusions, with the difference to have proved, in this specific case, that |Xn1 |
is equal to a square: more precisely the following assumptions are sufficient:
A = X2n1 , α = 0, B = Z
n
1 , β = −Y n1 , C = Zn1 , γ = Xn1 ,
and these values are translated, together with the identity (7), right in the Frey
elliptic curve: y2 = x (x−Xn1 ) (x+ Y n1 ) .
3 Analytical digressions
There is no doubt that the systems (9) and (10) represent the true "lockpick" of the
Fermat Last Theorem.
Through them, keeping in mind always the possibility of exchanging the role of
X1and Y1 into identity (7), we were able to establish the following
Theorema Eximium:3
The Fermat Last Theorem is true if and only if is not possible, in a joint way,
a solution in integers, all different from zero, of the following Diophantine sys-
tems, made of three homogeneous equations of second degree, with integer coeffi-
cients Xn1 ,Y
n
1 ,Z
n
1 , pairwise relatively prime, where n is a natural number > 2 and
with U ′, U ′′′, T, V,W integer indeterminates, without a common divisor


Xn1 V
2 + Y n1 T
2 = U ′2
Xn1W
2 + Zn1 T
2 = U ′2
W 2 + T 2 = V 2


Zn1 V
2 − Y n1 T 2 = U ′′′2
Zn1W
2 +Xn1 T
2 = U ′′′2
W 2 + T 2 = V 2.
The presence of a Pythagorean equation in such systems has been proved to be
essential, not only to connect the more general Fermat’s equation to the supposed
Frey elliptic curve, but to demonstrate, as illustrated in Section 1 together with
remarkable developments of algebraic geometry, made in Section 2, the above in-
dicated Theorema Eximium and at the end to provide also an elementary proof of
the Fermat Last Theorem using a method of Reductio ad Absurdum (see the next
section 4).
The cases of n = 1 and n = 2 are not taken into consideration in the proof ab
absurdo of the “Theorema Eximium”, because they represent a nonsense.
The validity of the “Theorema Eximium” is exentially based on the assumption
that, in the cases of n = 1 and n = 2, the equation Xn+Y n = Zn has infinite whole
solutions.
3 a Theorem of capital importance in honour of Leonhard Euler.
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4 The close connection between Pythagorean Trian-
gle and Fermat’s Last Theorem with the infinite
descent
In modern language, Fermat’s statements means:
The equation: (39) Xn + Y n = Zn , when n is natural number larger than 2,
has no solution in integers all positive.
In this paper I introduce three integers (positive or negative) X1 , Y1 , Z1 in such
a way that it is verified between them the following relation: Xn1 + Y
n
1 = Z
n
1 .
In the resolution of the first Diophantine system (9) I get for the integers (rela-
tive) X1 , Y1 , Z1 the following values
4: Zn1 =W
2, Xn1 = −R2,Y n1 = T 2.
Now I can also write : Xn1 + Y
n
1 = Z
n
1 ⇒ Y n1 = Zn1 − (Xn1 ) ⇔ T 2 = W 2 +R2.
In accordance with the notation used in (39), i.e. with X, Y and Z natural num-
bers we have:Zn = T 2, Y n =W 2,Xn = R2 and (39) is satisfied.
We have also then: Xn = R2, Xn + Y n = Zn = T 2 and Xn + 2Y n = Zn + Y n =
T 2 +W 2 = V 2.
The last equation is linked to the Pythagorean equation in Diophantine system.
Then Xn, Xn + Y nand Xn + 2Y n are three squares in arithmetic progression
whose common difference is equal to Y n, that is a square, but as demonstrated
by Fermat this is impossible, thanks to theorem that says: there is not a square
number that it may also be a congruent number.
In the resolution of the second Diophantine system (10) I get for the integers
(relative) X1 , Y1 , Z1 the following values: X
n
1 = −W 2, Y n1 = V 2 +W 2 = S2, Zn1 =
V 2.
Now I can also write: Xn1 +Y
n
1 = Z
n
1 ⇒ Y n1 = Zn1 −(Xn1 ) ⇔ V 2+W 2 = V 2+W 2.
In accordance with the notation used in (39), i.e. with X, Y and Z natural num-
bers we have: Zn = V 2 +W 2, Xn =W 2,Y n = V 2 and (39) is satisfied.
Therefore we have: Y n − Xn = V 2 − W 2 = T 2, Y n = V 2 and Y n + Xn =
V 2 +W 2 = S2.
The first equation is linked to the Pythagorean equation in Diophantine system.
Ultimately Y n−Xn, Y n and Y n+Xn are three squares in arithmetic progression
whose common difference is equal to Xn, that is a square, but as demonstrated
by Fermat this is impossible.
This theorem of a "congruent number" was anticipated by Fibonacci in his book
"The Book of squares" ([6], Chap. III, § VI-2, pp. 310–311), but with a demonstration
does not complete (then he thought of this Fermat with the equivalent Theorem:
No Pythagorean triangle has square area)([7] ,Chap. II, pp. 50–56).
The Theorema Eximium allows to prove Fermat’s Last Theorem with elementary
techniques, certainly known to P. Fermat.
4 Xn
1
= −R2 implies that n can not be an even number, i.e (−2)2 6= −R2, while n may be an
odd number, i.e. (−4)3 = (−64) = − (8)2 = −R2. In this case n is an odd number > 1.
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His conditions are necessarily very restrictive and only in the case of primitive
integer solutions of the Pythagorean equation we have estabilished that the Dio-
phantine systems can admit whole solutions, all different from zero, if the positive
integers Xn,Y n,Zn be assumed as perfect squares.
The Fermat equation with the Theorema Eximium results isomorphic to a
Pythagorean equation: Xn+Y n = Zn ⇔ A2+B2 = C2 and if n is an odd number
> 1, that is n = 2k + 1 with k = 1, 2, 3...∞, we have shown by the infinite descent
that Fermat’s Last Theorem is true for all even exponent greater than 2, with the
exception of multiples of 4, while if n is an even number > 2, that is n = 2k+2 with
k = 1, 2, 3...∞, we have shown by the infinite descent that Fermat’s Last Theorem
is true also for n = 4 and multiples of 4.
We observe however that for the case n = 4 and multiples of 4, solved by Fermat,
it is sufficient the exchange of X1 with −X1 and the necessary exchange of the role
of Y1 and Z1 in the Diophantine Systems (9) and (10).
Let’s remember that a proof for an exponent natural n > 2 implies that Fermat’s
Last Theorem is true for all multiples of n, therefore also for 2n.
All these results are sufficient to derive "indirectly" also the case of all odd
exponents greater than 1 for the insolubility of the Fermat equation with the method
of Reductio ad Absurdum (see the second proof ), that we have applied in the
resolution of the Diophantine Systems (9) and (10), in the case of n natural number
> 2.
The validity (a condition necessary and sufficient) of the Theorema Eximium
in both cases: n > 2 (odd or even) completes the final step needed to the proof,
discovered by Fermat.
5 The skilled arquebus of Euler
In 1780 Euler seeks criteria for the treatment of the double equations:
X2 +mY 2 = Z2 X2 + nY 2 = T 2
and his interest and our own turns to proofs of impossibility for the cases m=1,
n=3 or 4 and others equivalent to these two ([9], Chap. III, §XVI, pp. 253-254).
Euler called X2+mY 2 and X2+nY 2 concordant forms if they can both be made
squares by choice of integers X, Y each not zero; otherwise, discordant forms.
At this stage, let us introduce the following Euler double equations:
(40) P 2 + Y n1 Q
2 = V 2, P 2 −Xn1Q2 = T 2 with Xn1 + Y n1 = Zn1 .
By multiplying the first two equations in (40) together, and multiplying by P
2
Q6
,
we get
(41) P
2V 2T 2
Q6
= P
6
Q6
+ (Y n1 −Xn1 ) P
4
Q4
−Xn1 Y n1 P
2
Q2
If we then replace P
2
Q2
by X and also PV T
Q3
by Y we find that
(42) Y 2 = X (X −Xn1 ) (X + Y n1 ) .
This is known as Frey Elliptic curve.
Fermat’s Last Theorem is true if and only if is not possible a solutions in integers
of equations (40), that is these are discordant forms.
A solution to (40) is primitive if P,Q, V, T are positive integers and g.c.d. (P,Q) =
1.
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For absurd, assume that P0, Q0, V0, T0 are the primitive solution of the equations
(40).
With the introduction of those values in the first two equations of the system (3),
that is
Xn1 V
2 + Y n1 T
2 = U ′2, V 2 − T 2 = W 2 we have
Xn1
(
P 20 + Y
n
1 Q
2
0
)
+ Y n1
(
P 20 −Xn1Q20
)
= U ′2
and (
P 20 + Y
n
1 Q
2
0
)− (P 20 −Xn1Q20) = W 2
and in short U ′2 = P 20 (X
n
1 + Y
n
1 ) = P
2
0Z
n
1 and W
2 = Q20 (X
n
1 + Y
n
1 ) = Q
2
0Z
n
1 .
In this case Zn1 is a perfect square and with the primitive integer solutions of the
Pythagorean equation we find that P 20 = Z
n
1 and Q
2
0 = 1.
With these values for equations (40) we get the same conclusions as Subsection 1.2:
these equations are discordant forms.
In the case V, T,W do have a common divisor ( see 2˚ Hypothesis in the second
proof of Subsection 1.2 ) we have that g.c.d. (P,Q) > 1 and
(43) V 20 = P
2
0 + Y
n
1 Q
2
0 = 2Z
n
1 Y
n
1 , T
2
0 = P
2
0 −Xn1Q20 = Zn1 (Y n1 −Xn1 ) .
and therefore the values of the Euler discordant forms are justified by the following
assumptions P 20 = Z
n
1 Y
n
1 and Q
2
0 = Z
n
1 .
In fact, in this case, Zn1 and Y
n
1 are squares and this is an absurd for the first
equation (43).
6 Conclusions
In this paper we have proved that a possible origin of the Frey elliptic curve derives
from an appropriate use of so-called «double equations» of Diophantus-Fermat and
through an isomorphism, i.e. a bi-rational application between the equations and an
elliptic curve.
This Frey elliptic curve does not exist ([2], pp. 154–156) and from this derives
indirectly, as an absurd, the Fermat Last Theorem.
In this work we wanted to emphasize that an elementary proof of the Fermat
Last Theorem can not be separated by the strong links with the supposed Frey
elliptic curve, although this does not mean that Fermat, in another way, was unable
to produce our own proof.
In 1753 Euler calls the Fermat Last Theorem «a very beautiful theorem», adding
that he could only prove it for n = 3 and n = 4 and in no other case ([9], Chap. III,
§ 5-d, p. 181).
In 1770, He gave a proof with exponent p = 3, in his Algebra ([3], II, Chap. XV,
§ 243), but his proof by infinite descent contained a major gap.
However, since Euler himself had proved the lemma necessary to complete the
proof in other work, he is generally credited with the first proof.
The author of this paper has done nothing but complete a work begun and
masterly conducted by Euler himself.
For this reason, he considers himself as a co-author of this proof, but hopes, as
shown elsewhere ([5]), that this way of working can become a normal habit.
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Appendices
A1. The Fermat’s method in the case n = 4.
For completeness, we provide the Fermat’s proof of his Last Theorem for n = 4.
Theorem: The equation (A1-1): X4+Y 4 = Z4 does not provide positive integer
solutions when XY Z 6= 0.
To prove this theorem we consider that (A1-1) can be written like (X2)
2
+(Y 2)
2
=
(Z2)
2
.
Because X, Y, Z are pairwise relatively prime, the same is true for X2, Y 2, Z2 ,
that, at the same time are Pythagorean triples; thus we can write:
X2 = 2pq, Y 2 = p2 − q2 Z2 = p2 + q2
where p, q are relatively prime of opposite parity and p > q >0 .
The second of these three equations can be written as Y 2+q2 = p2 and it follows,
since, p and q are relatively prime, that Y, q, p is a primitive Pythagorean triple.
Therefore p is odd and, since p and q have opposite parities, q is even.
Hence q = 2ab, Y = a2 − b2, p = a2 + b2 where a and b are relatively prime of
opposite parity and a > b >0.
We writeX as a function of a and b,X2 = 2pq = 2 (a2 + b2)·(2ab) = 4ab (a2 + b2),
and this shows that ab (a2 + b2) is a square.
But, ab and (a2 + b2) are relatively prime because any prime P that divided ab
would have to divide a or b, but not both, because a and b are relatively prime and
could not, thus, divide (a2 + b2).
Therefore ab and (a2 + b2) must be both square, but then, since ab is a square
and a and b are relatively prime, a and b must both be square, say a = x2, b = y2,
a2 + b2 = z2.
It is sufficient at this point to observe that regarding Z4, we need only its perfect
squared nature, so we can write Z4 = Z2
x4 + y4 = z2 = p < p2 + q2 = Z2 < Z2 = Z4 = X4 + Y.4
By iterating this process one will find new solutions x′ < x and y′ < y with the
result x′4 + y′4 < Z4, and this procedure can be repeated ad infinitum.
We have obtained an infinite descent of positive integers, which is impossible ([3],
II, Chap. XIII, §§ 202-207 ).
A2. Elliptic Curves from Frey to Diophantus.
In mathematics, a Frey curve or Frey–Hellegouarch curve is the elliptic curve:
(A2-1) Y 2 = X (X −Xn1 ) (X + Y n1 )
or, equivalently :
(A2-2) Y 2 = X [X2 +X (Y n1 −Xn1 )−Xn1 Y n1 ]
associated with a (hypothetical) solution of Fermat’s equation :
Xn1 + Y
n
1 = Z
n
1 .
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In the language of Diophantus and of Fermat, we consider the following "double
equation":
(A2-3) ax2 + 2bxy + cy2 = z2 a′x2 + 2b′xy + c′y2 = t2.
In Weil’s Appendix III ([9], Ch. II, pp.135-139) he established (modulo the exis-
tence of a rational point) an isomorphism between the curve defined by the equations
A(2-3) and a certain elliptic curve defined by:
(A2-4) Y 2 = X
[
(b′X − b)2 − (a′X − a) (c′X − c)] =
X [(b′2 − a′c′)X2 + (ca′ + ac′ − 2bb′)X − ac+ b2]
Suppose that the first double equation is ax2 + Y n1 y
2 = z2 .
In this case we have considered the following assumptions in (A2-3):
b = 0 and c = Y n1 .
Now the coefficient of X2 in (A2-4) is equal to coefficient of X2 in (A2-2):
(b′2 − a′c′) = 1 and the coefficient of X and the known term in (A2-4) are equal
to those in (A2-2):
(A2-5) (ca′ + ac′ − 2bb′) = Y n1 −Xn1 and −ac + b2 = −Xn1 Y n1 ,
but with b = 0 and c = Y n1 we have
−ac = −Xn1 Y n1 ⇒ −aY n1 = −Xn1 Y n1 ⇒ a = Xn1 .
From the first of (A2-5) we have Y n1 a
′ +Xn1 c
′ = Y n1 −Xn1 ⇒ a′ = 1,
c′ = −1 ⇒ b′ = 0.
With these results we have the following double equation of Diophantus:
Xn1 x
2 + Y n1 y
2 = z2 and x2 − y2 = t2 equivalently to Xn1 V 2 + Y n1 T 2 = U ′2
and V 2 − T 2 = W 2 [see the equations of the system (3), i.e. the (3)
1
].
Additional Remarks
1 - The possibility of exchanging the role of X1 and Y1 in the Fermat equation,
in addition to the exchange of X1 with −X1, with the necessary exchange of the role
of Y1 and of Z1, give rise to the construction of 3 couple of Diophantine systems.
The solutions of these systems do not differ from those of systems (9) and (10).
The resolution of the Fermat Last Theorem is therefore made through the dis-
cussion of only 8 quartics Ω (A,B,C), which possess at least one rational point.
Below are the equations of the eight oblique quartics, in the homogeneous coor-
dinates U, V,W, T :
Z2n1 U
2 = Xn1 V
2+Y n1 T
2 = Xn1W
2+Zn1 T
2 ; X2n1 U
2 = Zn1 V
2−Y n1 T 2 = Zn1W 2+Xn1 T 2
Z2n1 U
2 = Y n1 V
2+Xn1 T
2 = Y n1 W
2+Zn1 T
2 ; Y 2n1 U
2 = Zn1 V
2−Xn1 T 2 = Zn1W 2+Y n1 T 2
Y 2n1 U
2 = −Xn1 V 2+Zn1 T 2 = −Xn1W 2+Y n1 T 2 ; X2n1 U2 = −Y n1 V 2+Zn1 T 2 = −Y n1 W 2+Xn1 T 2
(−Xn1 )2 U2 = Y n1 V 2−Zn1 T 2 = Y n1 W 2−Xn1 T 2 ; (−Y n1 )2 U2 = Xn1 V 2−Zn1 T 2 = Xn1W 2−Y n1 T 2.
20 A. Ossicini
2 - The truth is, many impossibilities about single equations can be proved as
deductions from the impossibility of systems of equations.
The Theorema Eximium is a reformulation of the Fermat Last Theorem: his
following statements are equivalent:
(A) Fermat’s Last Theorem is true ⇔ (A’) Double Diophantine Systems do not
allow integer solutions different from zero.
Let n > 2; there is a bijection between the following sets:
(S) the set of solutions (x, y, z) of Fermat’s Equation, where x, y, z are nonzero
pairwise relatively prime natural numbers; and
(S’) the set of solutions (u′, u′′′, t, v, w) of the Double Diophantine Systems, where
u′, u′′′, t, v, w are nonzero natural numbers, without a common divisor.
The set of solutions of (S) and (S’) are the same as shown in the Theorema
Eximium.
In the literature there are other diophantine equations, that were compared to
Fermat’s equation, i.e. a first results, due to Lebesgue in 1840, is the following
Theorem:
If Fermat’s Last Theorem is true for the exponent n ≥ 3 then the equation
X2n + Y 2n = Z2 has only trivial solutions.
The proof of this theorem is extremely simple and is found in [4].
In this case, however, we can not say that Lebesgue’s theorem is equivalent to
the Last Theorem of Fermat, as is instead the Theorema Eximium.
3 - The author is aware that his proof is in various ways articulated and some-
times use facts with are proven later.
In some cases, he signifies that a result will be shown in the sequel.
This makes hard to read, but this is a consequence of the goal of this manuscript,
that is, to make clear what Fermat had in mind.
In the only proof ([8] and [10]) nowadays, A. Wiles has used new concepts and
new theories in modern methods of algebraic geometry.
"In fact, he has used a true “H-bomb”, when perhaps it would be enough a skilled
arquebus: one of those strokes of which the great Euler was master".
These last considerations do not own to the author of this work, but there are,
basically, present in the paper [1].
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