Genetic Algorithm (GA) is one of the most widely used optimization algorithms. This algorithm consists of five stages, namely population generation, crossover, mutation, evaluation, and selection. This study presents a modified version of GA called Improved Genetic Algorithm (IGA) for the optimization of steel frame designs. In the IGA, the rate of convergence to the optimal solution is increased by splitting the population generation process to two stages. In the first stage, the initial population is generated by random selection of members from among AISC W-shapes. The generated population is then evaluated in another stage, where the member that does not satisfy the design constraints are replaced with stronger members with larger cross sectional area. This process continues until all design constraints are satisfied. Through this process, the initial population will be improved intelligently so that the design constraints fall within the allowed range. For performance evaluation and comparison, the method was used to design and optimize 10-story and 24-story frames based on the LRFD method as per AISC regulations with the finite element method used for frame analysis. Structural analysis, design, and optimization were performed using a program written with MATLAB programming language.
Introduction
Optimization is the process of finding the best solution of a problem subject to one or several constraints. In the optimization of structural designs, the choice of variables and specifically the decision to use continuous or discrete variables has a great impact on the volume of computations needed to reach the optimal solution. There are many different methods and algorithms for solving optimization problems, and recent decades have witnessed a steady increase in the number and quality of methods available for this purpose [1] . With the scientific progress in the field of optimization, new approaches have been introduced to reduce the volume of computations as well as the time needed to carry out computational operations. Regardless of the approach, one of the shared goals of optimization methods and algorithms is to reach the optimal solution in the shortest possible time by performing the least amount of computations possible. In the field of structural design, designers now have access to a wide variety of design optimization methods. Nevertheless, the final choice of optimization approach and algorithm heavily depends on the type of problem and the number of variables.
Search algorithms are a variety of optimization algorithms that greatly reduce the volume of computations and the size of design space. These algorithms can be divided into two broad categories of stochastic search algorithms and deterministic search algorithms, each with their own advantages and disadvantages. Stochastic search techniques do not need to obtain the derivatives of objective functions and constraints, as they converge to the optimum by checking random solutions [2] . Today, easy access to powerful computers and computer programs has made it easier to obtain an optimal solution in the shortest possible time through the generation of random solutions [3] . Hence, recent years have seen a growing interest in the use of stochastic search techniques in combination with the principles of probability theory in order to develop more effective optimization algorithms. The choice of algorithm to be used for a problem depends on the number of variables and constraints as well as the problem size. For large-scale problems, the use of stochastic search algorithms dramatically increases the rate of convergence to the optimal solution [4] . Major advantages of genetic algorithm over other optimization algorithms include the ability to use both discrete and continuous variables, flexibility in defining constraints, the ability to search large-scale spaces, reduced data processing time, and the ability to use parallel techniques to reach the optimal solution [5] . Genetic algorithm decreases the volume of computations by reducing the search domain at successive iterations; a feature that makes this algorithm very useful for largescale problems with a large number of variables. Given its simplicity and outstanding features, genetic algorithm has been used as the core of many optimization methods developed for specific problems [6] . For example, Kaveh et al. used the genetic algorithm for the optimization of steel moment-resisting frames with simple and clamped supports [7] .
It is reasonable to claim that the nature of the genetic algorithm makes it more suitable than other algorithms for solving large-scale problems [8] . However, as the search space grows, the rate of convergence of this algorithm to the optimal solution decreases. In this paper, the rate of convergence to the optimal solution of a structural design problem is increased by defining the formulations so that if the evaluation of the initial population reveals a failure to satisfy the design constraints, the population members will be replaced with stronger members and this process will continue until all design constraints for every member are met. As a result, the initial population will turn into an improved population where all design variables fall within their respective allowed ranges. Design and optimization of frame members are performed using the LRFD method and based on AISC regulations. The sections to be used in the design are selected from the group of AISC W-shapes.
Genetic algorithm
The genetic algorithm generally consists of five stages: population generation, crossover, mutation, evaluation, and selection. Since the introduction of this algorithm by Holland and its formulation by Goldberg, these five stages have evolved to address different needs in different venues of optimization [9] . The genetic algorithm is among the most popular algorithms for the optimization of structural designs, especially for steel structures.
The major methods developed for different stages of the genetic algorithm include: binary method [10] , continuous method [11] , hybrid method [12] , variable length method [13] , and multidimensional method [14] for the population generation stage; single-point crossover [15] , multi-point crossover [16] , heuristic method, and hybrid method [17] for the crossover operation; direct adaptive mutation [18] and power mutation [19] for the mutation operation; single-objective approach [20] and multi-objective approach [21] for the evaluation process; and tournament method [22] , roulette wheel methods [23] , and rank/ merit based methods [24] for the selection operation. In fact, the choice of the method to be used at each stage of the genetic algorithm has a significant impact on its efficiency and effectiveness and how well it can converge to the optimal solution with the least amount of computation [25] . This choice also depends on the type of optimization to be carried out. To solve project scheduling problem with resource constraint, a new hybrid meta-heuristic ANGEL was first developed by Tseng and Chen [26] . Moreover, in addition of developing ANGLE method, Csebfalvi [27] introduced an effective hybrid metaheuristic to deal with discrete size optimization for stability constrained truss structures [28] . It is generally emphasized that the main mission of Angle method [29] is to combine practices of different methods such as gradient-based local search (L) strategy, ant colony optimization (ACO) and genetic algorithm (GA) [30] . According to the literature, for comparison of efficiency in population-based heuristic methods, Csebfalvi proposed another approach which is correct statistically. Such methodologies can lead to more proper solutions for huge number of optimization problems in a rational time range [31] .
In the present study, the initial population is generated using the random binary method, and is then improved through an intelligent process until all the design criteria are satisfied. The crossover operation is performed by the simultaneous use of three different methods, namely single-point crossover, two-point crossover, and uniform crossover. The direct adaptive mutation method is used for the mutation operation, and single-objective approach is used for the evaluation. The selection operation is carried out by the simultaneous use of three methods, namely rank/merit based selection, tournament selection, and random selection.
Formulation of the optimization problem
In the proposed formulation, the problem variable is the cross-sectional area of the members and the objective function is the weight of the structure. Given the direct relationship between volume and weight, the objective function is defined as Eq. (1A). The problem constraints, including the limits on compressive force, tensile force, shear force, the simultaneous effect of axial force and bending moment, slenderness, cross sectional area, and story drift, are defined based on the LRFD design method as per AISC (2016) regulations. These constraints are presented as Eqs. (1B) to (1L) [32, 33] .
Subject to: 
In Eq. (1A), w is the frame weight, ρ is the density, A is the cross-sectional area, and L is the length of the members. In Eqs. (1B) and (1C), which represent the axial force constraints of the members, P u is the factored compressive/tensile force of the member, P n is the nominal compressive/tensile strength of the member, ϕ t is the tensile strength reduction factor, which is 0.90 for yield and 0.75 for fracture, and ϕ c is the compressive strength reduction factor, which is equal to 0.9.
In Eq. (1D), which expresses the shear force constraint of the members, ϕ v is the shear strength reduction factor, which is equal to 0.9, V u is the factored shear force of the member, and V n is the nominal shear strength of the member, which must be equal to the smallest value calculated based on shear yielding and shear buckling states.
Equations (1E) and (1F) are the constraints for the members that are subject to both axial force and bending moment. In these equations, P u is the compressive force, P c is the design compressive strength of the member, ϕ c is the compressive strength reduction factor, which is 0.9, M ux is the bending moment about the strong axis x, M uy is the bending moment about the weak axis y, M cx is the design bending strength about the strong axis x, and M cy is the design bending strength about the weak axis y. The design compressive strength of the members is equal to ϕ c P n , and the design bending strengths of the members about the axes x and y are ϕ b M nx , and ϕ b M ny , respectively. The strength reduction factor ϕ b is equal to 0.9 and M nx and M ny are the nominal bending strengths of the members.
Equations (1G) and (1H) are the slenderness constraints for the members under compressive axial force. In these equations, K is the effective length factor given by Dumonteil's equation [34] , L is the length without lateral anchorage, and r is the radius of gyration of the cross section. For tensile members, the slenderness ratio should not exceed 300. The extra constraints defined to prevent cross-sectional areas from becoming zero and to keep them in the normal range are expressed by Eq. (1I). In this equation, A j is the cross-sectional area of the columns at upper stories, A j-1 is the cross-sectional area of the columns at lower stories, and n c is the number of columns.
The constraints related to relative and total drifts are expressed in Eqs. (1J) and (1K). In these equations, δ j is the displacement of the story j, δ j-1 is the displacement of the story below the story j, h j is the height of the story j, Δ j is the total drift of the story j relative to the base floor, δ ju and Δ max are the maximum allowed relative and total story drifts as per AISC 360-16, and n s is the number of stories. Equation (1J) limits the inter-story drift to δ ju and Eq. (1K) limits the total drift of each story to Δ max . According to AISC 360-16, the maximum relative drift should be between h/200
and h/600 and the maximum total drift should be between H/100 and H/600 (where h is the height of each story and H is the elevation of each story from the base floor). In the above equations, the only design variable is the cross sectional area of the members, and other problem parameters such as I x , I y , S x , S y , r x , r y are expressed as a function of cross-sectional area of the members. After quantifying the degree of violation of constraints in each population member using Eq. (1), the sum of g 1 to g 8 for each population member is obtained by the following equation:
In Eq. (2), a positive g 9 is indicative of the violation of constraints. When g 9 is positive, it will be used to calculate a penalty function for the corresponding population member using the following equation:
In Eq. (3), v z is the penalty value that will be applied to the population members (designs) that violate the constraints. To act as a penalty, the normalized value of v z will be added to the weight of the structure:
The weight value obtained from Eq. (4) will be considered as the final weight of the selected design. In Eqs. (3) and (4), m is the number of members, w is the frame weight, and w t is the final frame weight after the application of the penalty function.
In the evaluation stage of the Improved Genetic Algorithm (IGA), any population member that results in the violation of constraints, that is, Eq. (1) becoming positive, will be immediately replaced with a stronger member. In other words, the initial population will be improved until all design constraints of the members are satisfied. Therefore, the improved population obtained after the evaluation stage is guaranteed to meet all of the constraints. This changes the domain of search for frame designs from the area of all possible solutions to the area of acceptable solutions. As a result, the value of v z approaches zero.
Program algorithm
The algorithm of the analysis program is written based on the force-displacement approach. Using this approach, the internal forces of each member are determined with the help of the finite element method. Having the internal forces and the design constraints, the optimal cross sectional area of the members is then determined using the improved genetic algorithm. The program developed for analysis and optimization is written in MATLAB programming language. The general flowchart of the proposed program is illustrated in Fig. 1 .
The flowchart of the presented optimization algorithm is shown in Fig. 2 . In this algorithm, the crossover probability is 0.85, mutation probability is 0.3, and mutation rate for each population is 0.05. The parent members to be used in the crossover operation are selected by three methods: random selection, rank/merit based selection, and tournament selection. This operation is performed by simultaneous use of three crossover methods, namely single-point crossover, two-point crossover, and uniform crossover, in order to benefit from the features of all of them in creating optimal solutions. 
Population generation
The initial population is generated by random selection of members from 132 AISC W-shapes. After the generation of the initial population, the finite element method will be used to analyze the frame based on the sections allocated to its members. Once the internal forces are determined, the design constraints will be checked for each member. If any of the design variables are not within the allowed range (when a constraint is violated), the improved genetic algorithm (IGA) will replace the member with a stronger counterpart. This process will be repeated for every constraint and every member to ultimately transform the initial population into an improved population. The frame weight will be determined based on this population and the process will be repeated for other populations. This modification in the evaluation of the initial population significantly increases the rate of convergence to the optimal solution. In other words, the obtained values will approach the optimal solution after a few iterations.
Selection
After determining the frame weight for each improved population, some of the populations must be selected for crossover. In this paper, this selection is performed by using random selection, rank/merit based selection, and tournament selection together. In the random selection, all populations have equal chance of being selected. In the rank/merit based selection, the chance of a population being selected depend on the objective function value.
P Pr I i
In Eq. (5), P i is the probability of population i being selected. In the rank/merit based selection, the probability of selection must satisfy the three following conditions:
In Eq. (6), npop is the number of populations, P is the probability of each population, and W is the frame weight resulting from the population (with the penalty function taken into account). Equation (6) states that the probability of each population being selected is a value in the range [0,1], the sum of the probabilities for all populations is 1, and if the final frame weight of population i (with the penalty function taken into account) is less than that of a) single-point crossover b) two-point crossover Fig. 3 schematic diagram of the crossover operation population j, there is a greater probability for the selection of population i than for the selection of population j. In Eq. (6), P i is determined based on the roulette wheel. In the tournament selection, first three populations will be selected at random (with equal probability), then the best among them will be announced as the final selection. In the worst case scenario, the two populations that give the worst solutions will be discarded.
Crossover
In the presented algorithm, single-point crossover, twopoint crossover, and uniform crossover are applied simultaneously. In the single-point crossover, the two population members that are selected as parents will be split at a random point and the resulting segments will be swapped with each other (Fig. 3a) . In the two-point crossover, parents will be split at two random points and the middle segments will be swapped with each other (Fig. 3b) .
In the uniform crossover, the two parents will be combined randomly. More specifically, for two parents such as X 1 and X 2 , where: In Eq. (9), α is a random number between 0 and 1, which ensures that the parents are combined uniformly. 
Mutation
Mutation plays a key role in the rate of convergence to the optimal solution. In the mutation operation, a percentage of the population will be selected to be replaced with other members of the population. In other words, this operation ensures a degree of randomness and diversity in the generated solutions. The mutation rate usually ranges from 5 to 20% depending on the problem. In the present study, the mutation rate is set to 5%.
Design examples
To illustrate the performance of the proposed method, this section presents the results obtained by designing a onebay 10-story frame and a three-bay 24-story frame with the Genetic Algorithm (GA) and the Improved Genetic Algorithm (IGA). The results are also compared with the results of other works. Through these two examples, we will show that the improved genetic algorithm is much more effective in optimizing the frames with a higher number of members. In the first example, the members were selected from a group of 132 AISC W-shapes, but in the second one, they were selected from a group of 283 AISC W-shapes. The design was performed using the LRFD method based on AISC 340-16 and AISC 360-16 regulations. Design, analysis, and optimization operations were carried out simultaneously using a program written with MATLAB programming language. In this program, frame analysis was performed using the finite element method and optimization was carried out based on either Genetic Algorithm (GA) or Improved Genetic Algorithm (IGA). At each stage, frame analysis was performed based on the sections generated by the Genetic Algorithm (GA) and improved by the Improved Genetic Algorithm (IGA).
One-bay 10-story frame
The loading in the one-bay 10-story frame is shown in Fig.  4 . This frame consists of 30 members designed and optimized using the LRFD method in accordance with AISC (2016) regulations. Here, members were assumed to have a modulus of elasticity of 200 (GPa) and yield stress of 240 (MPa), and steel density was assumed to be 7680 (N/m 3 ). The initial population for the optimization under the loads of Fig. 4 was formed by random selection from a group of 132 AISC W-shapes. The optimum frame weight obtained after 100 iterations of Genetic Algorithm (GA) was 265.8 (KN) while the one obtained using the improved genetic algorithm (IGA) was 258.9 (KN). The diagram of convergence to the optimal solution in both algorithm is displayed in Fig. 5 . As shown in Fig. 5 , it takes the genetic algorithm 40 iterations to approach the frame weight of 400 (KN), but the improved genetic algorithm does that in just four iterations. Also, since the selection, crossover, and mutation operations of the IGA are performed on improved populations, the optimum weight is lower than what is achieved with the standard GA. Fig. 6 shows the values of constraint violation measures g 1 to g 9 . The results show that in the GA, these values approach zero after about 40 iterations, but in the IGA, the improvement of the initial population has led to these values becoming zero at the very first iteration. In other words, while it takes about 40 iterations for the genetic algorithm to improve the population, the improved genetic algorithm does this at the beginning of its operation. As shown in Fig. 6 , the total constraint violation measure, V z , is obtained by summing up the individual constraint violation values calculated for each frame member.
As instructed in AISC 340-16, story drift is limited to H/300. The story drift values obtained for this frame are shown in Fig. 7 . In Table 1 , the results of the proposed method are compared with the results of the methods of Pezeshk et al., Camp et al., Degertekin, Kaveh and Talatahari [35] [36] [37] [38] , which operate based on ant colony optimization, harmonic search, and improved ant colony optimization algorithms (for the same frame). This comparison shows that the optimal weight obtained by the IGA is 2.6% lower than the one obtained using the standard GA. Fig. 8 shows the diagram of the three-bay 24-story frame under gravitational and lateral loading. This frame was first designed by Davison and Adams [39] . In a study by Saka and Kameshki, they used the genetic algorithm to calculate the minimum weight of this frame based on BS 5950 code [40] .
Three-bay 24-story frame
In other studies, Camp et al. optimized this frame with the ant colony optimzation algorithm [36] and Degertekin optimized it with the harmonic search algorithm [37] . In 2012, this frame was optimized by Kaveh and Talatahari using a modified version of the ant colony optimization algorithm [38] . The frame shown in Fig.8 was optimized using the Genetic Algorithm (GA) and the Improved Genetic Algorithm (IGA) with 200 initial populations. The optimal frame weight obtained from these algorithm and other similar methods are presented in Table 2 . This frame consists of 168 members. For this frame, modulus of elasticity was assumed to be 200 (GPa), yield stress was assumed to be 240 (MPa), and steel density was assumed to be 7680 (N/ m 3 ). It should again be mentioned that the frame members were designed and optimized based on the LRFD method as per AISC 341-16 and AISC 360-16.
The results show that the frame obtained with the IGA is 8% lighter than the one obtained using the GA. The convergence diagram of this frame is plotted in Fig. 9 . As shown in this diagram, the IGA approaches the optimal weight after about 16 iterations and ultimately reaches the best weight at 43th iteration. In the GA, however, the random selection of the initial population leads to a far more gradual movement toward the optimal weight, which is so slow that it takes 100 iterations for the algorithm to reach the solution. Fig. 9 shows the convergence rate of the IGA compared to that of the GA. Fig. 10 shows the drift of the stories in this frame. In ASCE 341-16 code, the maximum allowed total story drift is between H/100 and H/600 and the maximum allowed relative drift is between h/200 and h/600 (where H is the elevation of each story from the base floor and h is the height Fig. 9 Optimum weight of three-bay, 24-story frame of each story). In the present study, the maximum allowed drift was considered to be H/300. As shown in Figs. (10-A) and (10-B), with the IGA, the story drift falls in the allowed range right from the start, but it takes many iterations for the GA to reach an acceptable drift. The values of constraint violation measures g 1 to g 9 in the design of three-bay 24-story frame are plotted in Fig.  11 . As shown in Fig. 11 , with the IGA, these values have approached zero from the beginning, and this has led to an increase in the rate of convergence. This is because of the improvement of the initial population at the evaluation stage by controlling the constraints.
Conclusions
Genetic algorithm (GA) is among the most popular and most widely used metaheuristic algorithms used for optimization. This algorithm has shown to be particularly effective in solving design optimization problems with a high number of members. Because of the great size of the randomly generated initial population, this algorithm imposes significant computational burden when solving the problems with large number of variables. In this paper, the randomly generated initial population of the GA is improved through a modification in the evaluation stage in order to achieve better performance for the structural design optimization problem. As a result of this modification, the initial population will be improved at the first evaluation stage through the replacement of the undesirable members with the members that satisfy the design constraints. This technique reduces the volume of computations and increases the rate of convergence to the optimal solution. The results show that as the number of stories and bays in the frame increases, the improved genetic algorithm exhibits better convergence to the design with the optimal frame weight. This approach of the IGA also limits the search space to the area of acceptable solutions. The use of three different types of crossover and population evaluation methods in the IGA leads to the generation of diverse solutions. In order to avoid uniformity in the improved populations, at each step of the algorithm, new random solutions are added to the initial population. Also, the simultaneous use of three different crossover operations, namely single-point crossover, two-point crossover, and uniform crossover, along with three different selection methods, namely random selection, rank/merit based selection, and tournament selection, has allowed the methods to obtain optimal designs with lower weights.
