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Abstract—To further improve the potential of full-duplex com-
munications, networks may employ multiple antennas at the
base station or user equipment. To this end, networks that
employ current radios usually deal with self-interference and
multi-user interference by beamforming techniques. Although
previous works investigated beamforming design to improve
spectral efficiency, the fundamental question of how to split the
antennas at a base station between uplink and downlink in
full-duplex networks has not been investigated rigorously. This
paper addresses this question by posing antenna splitting as a
binary nonlinear optimization problem to minimize the sum mean
squared error of the received data symbols. It is shown that this
is an NP-hard problem. This combinatorial problem is dealt with
by equivalent formulations, iterative convex approximations, and
a binary relaxation. The proposed algorithm is guaranteed to
converge to a stationary solution of the relaxed problem with much
smaller complexity than exhaustive search. Numerical results
indicate that the proposed solution is close to the optimal in both
high and low self-interference capable scenarios, while the usually
assumed antenna splitting is far from optimal. For large number
of antennas, a simple antenna splitting is close to the proposed
solution. This reveals that the importance of antenna splitting
diminishes with the number of antennas.
I. INTRODUCTION
Traditional cellular networks operate in half-duplex (HD)
transmission mode, in which a user equipment (UE) and the
base station (BS) either transmits or receives on a given
frequency channel. Due to recent advancements in antenna and
radio-frequency/analog interference cancellation techniques,
full-duplex (FD) transmissions appear as a viable alternative
to traditional HD transmission modes [1]. FD transmission
mode overcomes the assumption that it is not possible for
radios to transmit and receive simultaneously on the same
time-frequency resource, and can almost double the spectral
efficiency of conventional HD wireless transmission modes,
especially in the low transmit power domain [1]–[3].
Due to the developments in FD communications, multiple
input multiple output (MIMO) techniques at the BS or UEs
are becoming a realistic technology component of advanced
wireless systems, based on both theoretical [4]–[7] and prac-
tical [8]–[10] analyses. The employment of multiple antennas
with FD communications is possible using current radio com-
ponents that can either transmit or receive on the same time-
frequency resource, or specialized radio components equipped
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Figure 1. An example of a multi-antenna cellular network employing FD
with two UE pairs. The BS uses a subset of the antennas for UL reception
(green), while the remaining (purple) antennas are used for DL transmission.
To mitigate all interferences, it is necessary to analyse the impact of splitting
the set of the available antennas between UL and DL.
with a duplexer that allows antennas to transmit and receive
on the same time-frequency resource [1].
An example of a cellular network employing such radios
with MIMO and two single-antenna UEs pairs is illustrated
in Figure 1. Note that apart from the inherently present self-
interference (SI) from the downlink (DL) (in purple) to the
uplink (UL) antennas (in green), FD operation in a cellular
network must also deal with the UE-to-UE and multi-user
interference, indicated by the red dotted lines between users.
To mitigate the negative effects of both interferences on the
spectral efficiency of the system, coordination mechanisms are
needed [1], [2]. Specifically, a key element is the splitting of
UL and DL antennas, which impacts the number of available
antennas for transmission and reception, as well as the charac-
teristics of the self-interference channel, and the power level at
which the UL and DL signals will be received. Consequently,
it is crucial to understand how the UL/DL antennas in multi-
antenna full-duplex cellular networks should be split.
Most of the works in FD networks assume the antenna split-
ting between UL and DL antennas is already given, and aim
to analyse the theoretical improvement achieved by FD [4]–
[6]. Nevertheless, some works in the literature address the
general topic of antenna splitting [7], [9], [10]. The work in [7]
considers antenna selection in a bidirectional FD system with
two antennas to maximize the sum rate or minimize the symbol
error rate, when operating in a point-to-point single-antenna
scenario. The authors in [9] analyse SI cancellation via digital
beamforming for large-antennas FD communications, whose
proposed solution highlights the importance of UL/DL antenna
splitting and assumes a fixed splitting. Similarly, the work
in [10] devises antenna splitting and beamforming to minimize
the gap between demand and achievable rates. Assuming a
given number of full-duplex antennas with analog cancellation
into the possible splits, and no UE-to-UE interference between
single-antenna UL and DL users, the proposed suboptimal al-
gorithm splits the antennas and evaluates the DL beamforming
to minimize the self-interference on receive antennas.
However, the fundamental problem of UL/DL antenna split-
ting in a multi-user setting, considering all interferences and
distortions between UL and DL users, has not been studied.
Therefore, in this work we address this limitation by proposing
a combinatorial optimization problem aiming to minimize the
total mean squared error (MSE) of the received data symbols.
Our proposed optimization problem poses technical challenges
that are markedly different from those investigated in previous
works [7], [9], [10]. Using the inverse relation between MSE
and rate [11], we develop an original and new problem formula-
tion based on the minimization of the sum MSE that considers
the antenna assignment between UL and DL, and that exhibits
high complexity. Our solution approach relies on rewriting the
sum MSE as sum of quadratic and biquadratic terms of the
assignment variables of UL and DL, and then resorting to a
first-order approximation. Since the approximated problem is
combinatorial and NP-hard, we relax the binary constraints to
the hypercube, and use the framework of parallel successive
convex approximation (PSCA) [12] to solve to the original
problem. The numerical results indicate that the proposed
solution is close to the optimal solution, while simple antenna
splitting usually assumed is far from optimal. Moreover, results
show that optimized antenna splitting is crucial for scenarios
with low SI cancellation capability, whereas its importance
diminishes as the number of antennas increases.
Notation: Vectors and matrices are denoted by bold lower
and upper case letters, respectively; AH, AT, A∗ represent
the Hermitian, transpose, and complex conjugate of A, respec-
tively; Diag (A) is the column vector created from the diagonal
of matrix A; similarly, diag(A) or diag(a) are the diagonal
matrices whose elements are in the diagonal of matrix A, or
composed by vector a in the diagonal, respectively. We denote
by IK the identity matrix of dimension K , by 0 and 1 a vector
or matrix where all elements are zero or one, respectively,
and by C the complex field. We denote expectation by E{·},
the Hadamard product between matrices by A⊙B, statistical
orthogonality by ⊥, the circular complex Gaussian distribution
with mean vector µ and covariance matrix Σ by CN (µ,Σ).
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
We consider a single-cell cellular system in which the BS
is FD capable, while the UEs are HD capable, as illustrated
by Figure 1. The BS is equipped with M antennas, which
can be used to serve I UL and J DL single-antenna users.
In the figure, the BS is subject to SI from the DL antennas,
whereas the UEs in the UL (UEu1 and UE
u
2 ) cause UE-to-UE
interference to co-scheduled UEs in the DL (UEd1 and UE
d
2).
We let sui and s
d
j denote the transmitted data symbol in the
UL and DL, respectively, where both are zero mean with unit
power. The transmitted power in the UL is denoted by qui ∈ R,
and the linear beamformer in the DL by wdj ∈ C
M×1.
Let hui ∈ C
M×1 denote the complex channel vector com-
prising large scale fading, shadowing, and path-loss between
transmitter UE i and the BS, hdj ∈ C
M×1 denote the channel
vector between the BS and receiving UE j, and gij ∈ C denote
the interfering channel gain between the UL transmitter UE i
and the DL receiver UE j. All channel elements hui ,h
d
j , and
gij have an independent and identically distributed (i.i.d.) com-
plex Gaussian distribution with zero mean and unit variance.
Let HSI ∈ CM×M denote the SI channel matrix from the
transmit antennas in DL to the receive antennas in the UL,
which is modelled as Rician fading [5], [13]. Accordingly,
HSI ∼ CN
(√
σ2SIKr/(1 +Kr)1M×M ,
(
σ2SI/(1 +Kr)
)
IM
)
,
where Kr is the Rician factor and assumed to be 1, and σ
2
SI
represents the SI cancellation capability.
The signal received by the BS in the UL, yu∈CM , and by
DL user j, ydj ∈C, respectively, can be written as
y
u=
∑I
i=1
h
u
i (
√
qui s
u
i + c
u
i )+HSI
(∑J
j=1
w
d
j s
d
j+c
d
)
+ηu+eu, (1)
y
d
j=h
d
j
H
(∑J
m=1
w
d
ms
d
m+c
d
)
+
∑I
i=1
gij
(√
qui s
u
i +c
u
i
)
+ηdj+e
d
j , (2)
where ηu∼CN
(
0M , σ
2IM
)
and ηdj ∼CN
(
0, σ2
)
are additive
white Gaussian noise at the BS and at DL user j, respectively.
Notice that the second term in (1) denotes the SI, whereas
the second term in Eq. (2) denotes the UE-to-UE interference
caused by UL to DL users. Moreover, multi-user interference
is also present, as seen in the first summation of (1)-(2).
To account for non-ideal circuits in the limited dynamic
range, we consider an additional additive white Gaussian
distortion signal at the transmitter and receiver [4], which are
modelled in the UL as cuj ∈ C and e
u ∈ CM×1, and in the
DL as cd ∈ CM×1 and edj ∈ C in the DL. Following previous
works [4], [6], we define the transmitter distortions in the UL
as cui ∼ CN (0, κq
u
i ) , c
u
i ⊥ c
u
k |k 6=i, c
u
i ⊥ s
u
i , and in the DL
as cd ∼ CN
(
0M , κ
∑J
j=1 diag(w
d
jw
d
j
H
)
)
, cd ⊥ sd, where
typically κ ≪ 1. Furthermore, the receiver distortion is mod-
elled in the UL as eu∼CN (0M , β diag(Φu)) , eu⊥yu−eu,
and in the DL as edj ∼ CN
(
0, βΦd
)
, edj ⊥ y
d
j − e
d
j , where
typically β ≪ 1; yu − eu and ydj − e
d
j are the receiver
undistorted signal in the UL and at DL user j; Φu∈CM×M
and Φd∈R denote the covariance matrix and variance of the
received undistorted vector in the UL and at DL user j, whose
expressions are omitted due to space limitations. Note that the
model characterized by the distortions closely approximates
the combined effects of power amplifier noise, non-linearities
in the analog-to-digital and digital-to-analog converters, as well
as the oscillator phase noise in practical hardware [4].
As illustrated in Figure 1, the M antennas at the BS may
transmit and receive, but the direction in UL or DL needs to
be selected. In order to determine in which mode each of the
antennas should operate in, we define two binary assignment
vectors, xu,xd∈{0, 1}M×1, for UL and DL, respectively, such
that xui (x
d
j ) is equal to 1 if antenna i (j) is used on UL
(DL), or equal to 0 otherwise. It is useful to transform the
2
assignment vectors into diagonal assignment matrices, such
that Xu = diag (xu) and Xd = diag
(
xd
)
∈ {0, 1}M×M .
Consequently, we can apply Xu to the received UL symbol
yu, creating the effective received symbol y˜u = Xuyu ∈
CM . Similarly, we can apply Xd to the transmitted signal∑J
m=1w
d
ms
d
m+ c
d, creating the effective transmitted signal
Xd
(∑J
m=1w
d
ms
d
m+c
d
)
∈CM .
Using the antenna assignment, the signal models of (1)-(2)
can be rewritten in a compact form as
y˜
u=
∑I
i=1
h˜
u
i (
√
qui s
u
i + c
u
i )+H˜SI
(∑J
j=1
w
d
j s
u
j +c
d
)
+η˜u+e˜u,
y˜
d
j = h˜
u
i
H
(∑J
m=1
w
d
ms
d
m+c
d
)
+
∑I
i=1
gij
(√
qui s
u
i +c
u
i
)
+ηdj+e
d
j ,
where h˜ui =X
uhui , h˜
d
j = X
dhdj , H˜SI= X
uHSIX
d denote the
effective UL, DL, and SI channels, respectively; η˜
u=Xuηu
and e˜u= Xueu denote the effective noise and receiver dis-
tortion, with distributions η˜
u ∼ CN
(
0M , σ
2Xu
)
, and e˜u ∼
CN (0M , βXu diag(Φu)Xu), respectively.
We let the received signal, y˜u, be linearly decoded at the
BS by a filter rui ∈ C
M×1. Similarly, the received signal of
DL user j, y˜dj , is linearly decoded by a filter r
d
j ∈ C. With this
notation, we can write the MSE of UL user i as
E
u
i = E
{∥∥∥rui Hy˜u − sui ∥∥∥2
2
}
=
∣∣∣√qui rui Hh˜ui − 1∣∣∣2+rui HΨui rui . (3)
Similarly, let us define the MSE of the received symbol of DL
user j as
Edj =E
{∥∥∥rdjHy˜dj − sdj
∥∥∥2
2
}
=
∣∣∣∣rdjHh˜djHwdj−1
∣∣∣∣
2
+
∣∣rdj ∣∣2 Ψdj , (4)
where Ψui ∈ C
M×M and Ψdj ∈ C are the covariance matrix
and variance of the total interference plus noise in the UL and
DL, respectively, as characterized by equations (5)-(6). Notice
that the expectations are taken with respect to the transmitted
symbols and noise. In the above,
Ψ
u
i=
∑I
l 6=i
q
u
l h˜
u
l h˜
u
l
H
+κ
∑I
l=1
q
u
l h˜
u
l h˜
u
l
H
+
∑J
j=1
H˜SI
(
w
d
jw
d
j
H
+
κdiag
(
w
d
jw
d
j
H
))
H˜
H
SI+β
∑I
l=1
q
u
l diag
(
h˜
u
l h˜
u
l
H
)
+
β
∑J
j=1
diag
(
H˜SIw
d
jw
d
j
H
H˜
H
SI
)
+ σ2Xu, (5)
Ψdj =
∑J
m6=j
h˜dm
H
w
d
mw
d
m
H
h˜dm+κ
∑J
m=1
h˜dm
H
diag
(
w
d
mw
d
m
H
)
h˜dm
+
∑I
i=1
|gij |
2
q
u
i (κ+β+1)+β
∑J
m=1
h˜dm
H
w
d
mw
d
m
H
h˜dm+σ
2
. (6)
The optimal MSE receiver can then be obtained by dif-
ferentiating (9a) with respect to either rui or r
d
j , and setting
it to zero. Notice that the derivatives are taken with respect
to complex numbers, and we therefore use the necessary
definitions from [14, Chapter 4] to obtain the known minimum
mean squared error (MMSE) receivers for UL and DL as
r
u
i =
√
qui
(
q
u
i h˜
u
i h˜
u
i
H
+Ψui
)−1
h˜ui , (7)
r
d
j = h˜
d
j
H
w
d
j
(
h˜dj
H
w
d
jw
d
j
H
h˜dj +Ψ
d
j
)−1
, (8)
where special care must be taken in the UL, so that the inverse
is taken disregarding the zero columns/rows due to the usage
of Xu and Xd.
B. Problem Formulation
Our goal is to minimize the sum MSE of all users, with
respect to UL and DL antenna assignment. We leverage the in-
verse relation to between user-rate and MSE [11], to formulate
the antenna assignment problem as
minimize
x
u,xd,
∑I
i=1
Eui +
∑J
j=1
Edj (9a)
subject to xu + xd = 1, (9b)
xu,xd ∈ {0, 1}M×1, (9c)
where constraint (9b) ensures that antenna k is used in either
UL or DL only. To arrive at a solution of problem (9), we first
rewrite it as a sum of two quadratic and biquadratic terms. We
show that the problem is complex: provided that a solution for
xd (or xu) is available, the problem is NP-hard in the remaining
variable xu (xd respectively). To circumvent the biquadratic
term, we transform it into a quartic term and resort to a first-
order approximation. To derive an approximate solution, we
relax the binary constraint (9c) to the unit hypercube, and use
the framework of PSCA [12].
III. SOLUTION APPROACH BASED ON PSCA
The sum MSE problem (9) can be expressed as the mini-
mization of the sum of three functions: fu(xu), fd(xd), and
fu,d(xu,xd), that depend on xu, xd, and jointly on xu and
xd, respectively. Proposition 1 poses this formulation, whose
proof is in Appendix A.
Proposition 1. Consider optimization problem (9). Then, its
objective function in (9a) can be written as the sum of
two quadratic functions fu(xu), fd(xd) and one biquadratic
function fu,d(xu,xd).
Using Proposition 1, problem (9) is equivalently stated as:
minimize
x
u,xd
fu(xu) + fu,d(xu,xd) + fd(xd) (10a)
subject to Constraints (9b)-(9c). (10b)
Notice that the optimal MMSE filters in (7)-(8) are used.
Moreover, for fixed xd(or xu), fu,d(xu,xd) is quadratic in
xu (or xd). It is well-known that the binary quadratic problem
is NP-hard [15], which implies that the joint problem with
variables {xu, xd} and constraint (9b) is difficult to handle.
Initially, we can decouple xu and xd by considering that
xd = 1 − xu. Thus, we can write fu(xu) and fd(xd) as
quadratic functions of xu. However, fu,d(xu,xd) becomes a
quartic function of xu. In view of making the problem tractable,
we consider a first-order Taylor approximation of fu,d(xu,xd)
at a neighbourhood of xu, denoted by x˜u, as
gu(xu) = fu,d(X˜u) + tr
(
∇fu,d(X˜u)
H
(Xu − X˜u)
)
, (11)
which is a linear function in xu, and recall that X˜u=diag (x˜u).
Using the derivative expressions of tr (AXB) [14, Chapter
4] and applying the chain rule, the gradient ∇fu,d(Xu) with
respect to Xu is given by (12). Since we need not approximate
fu(xu) and fd(xu), their respective approximations are the
functions themselves. Using Appendix B, we can write the
approximation as a linear function of xu as:
gu(xu) = Diag
(
∇fu,d(X˜u)
)T
xu + c, (13)
3
∇fu,d(Xu)=
(
R
uT
X
u
H
∗
SI(IM −X
u)Wd
T
(IM −X
u)HTSI +H
∗
SI(IM −X
u)Wd
T
(IM −X
u)HTSIX
u
R
uT
+ diag (βRu)XuH∗SI(IM −X
u)Σd
T
(IM −X
u)HTSI +H
∗
SI(IM −X
u)Σd
T
(IM −X
u)HTSIX
u diag (βRu)
)
−
(
H
T
SIX
u
R
uT
X
u
H
∗
SI(IM −X
u)Wd
T
+Wd
T
(IM −X
u)HTSIX
u
R
uT
X
u
H
∗
SI +H
T
SIX
u diag (βRu)XuH∗SI(IM −X
u)Σd
T
+Σd
T
(IM −X
u)HTSIX
u diag (βRu)XuH∗SI
)
. (12)
where c is a constant that can be dropped from the optimization.
Notice that the objective function in problem (10a) becomes
a quadratic function of xu. Therefore, problem (10a) can be
approximated as follows, where the objective function approx-
imates gu(xu) instead of fu,d(xu,xd):
minimize
x
u
xu
T
Λxu − 2bTxu (14a)
subject to xu ∈ {0, 1}M×1, (14b)
where Λ∈CM×M and b∈RM are denoted by Λ=Λu +Λd,
and b=au+Re
{
Λd1
}
−ad−0.5Diag
(
∇fu,d(X˜u)
)
.
Due to the combinatorial nature of problem (14), we resort
to a binary relaxation, i.e., letting xu ∈ [0, 1]M . However, the
approximation function in (11) holds for a neighbourhood of
xu, and consequently requires an iterative procedure to update
the function approximation until convergence. With this, we
use the iterative convex approximation, PSCA in [12], where
in addition to the first-order approximation of the nonconvex
function fu,d(xu,xd), the authors include a proximal operator
0.5α
∥∥∥xu − xu(n)∥∥∥2
2
to the objective function. The reason for
this choice is to find a compromise between minimizing the
function, and staying close to the previous iteration. Notice that
PSCA is used for a single block of variables (xu), and does not
apply the parallelization allowed by the algorithm. With PSCA,
we update the point to the next iteration using a constant step
size rule ρ, which is proved to converge to a stationary solution
and has an iteration complexity of O(1/ǫ) [12, Theorem 3].
With this, the optimization problem becomes
minimize
x
u
xu
T
Λxu − 2bTxu +
α
2
∥∥∥xu − xu(n)∥∥∥2
2
(15a)
subject to xu ∈ [0, 1]M . (15b)
Problem (15) is convex and can be solved using well-known
solvers, such as CVX [16] or closed-form. Since the solution
provided by PSCA converges to a stationary solution, we run
it with L differently chosen initial points, and choose the local
solution that provides the minimum MSE.
Our proposed solution, termed RLX-PROX, is detailed in Al-
gorithm 1. It is centralized at the base station, and the inputs
are the channel elements hui ,h
d
j ,HSI, gij , the beamformersw
d
j ,
UL powers qui , and the optimization parameters ǫ, α, ρ. RLX-
PROX randomly generates the UL antenna assignment xu,
and starts the iterative PSCA. The iterations converge if the
difference between the current and the subsequent iterations
are smaller than ǫ (see line 5). Subsequently, RLX-PROX
evaluates the sum MSE and save the corresponding assignment
(see lines 11-12). After L different initializations, RLX-PROX
Algorithm 1 Approximated Solution RLX-PROX to Problem (14)
1: Initialize hui ,h
d
j ,HSI, gij ,w
d
j , q
u
i , ǫ, α, ρ
2: for l = 1 to L do
3: Initialize randomly xu ∈ [0, 1]M such that xu + xd = 1
4: Set n = 0, f0(n) = 0, and x˜u
(n)
= xu
5: while
∥∥∥xu − xu(n)∥∥∥ > ǫ do
6: n← n+ 1
7: Update {rui (n), r
d
j (n)} using equations (7)-(8)
8: Solve problem (15) to find x̂u
(n)
9: Update xu
(n)
: xu
(n)
← xu
(n−1)
+ ρ
(
x̂u
(n)
− xu
(n−1)
)
10: end while
11: Evaluate sum MSE: E
u,d
l
←
∑I
i=1 E
u
i +
∑J
j=1 E
d
j
12: Save assignment: xu
l
← xu
(n)
13: end for
14: Select optimal across L randomizations: xu
⋆
=argmin
x
u
l
E
u,d
l
15: Perform rounding to retrieve binary solution xu from xu
⋆
16: Output: xu as the approximate solution for problem (9)
selects the one that provides the minimum sum MSE, and
performs the rounding to the binary set {0, 1} (see lines 14-16).
Therefore, algorithm 1 presents a centralized solution that
can be employed on the time scale of large-scale fading.
The complexity of algorithm 1 is dominated by the matrix
inversions (see line 7) and the solution of the optimization
problem (15) (see line 8), which has O(M3) worst-case
complexity. Since we use L randomizations, the overall worst-
case complexity is O(LM3), which is much smaller than the
complexity of the exhaustive search solution O(2M ).
IV. NUMERICAL RESULTS AND DISCUSSION
In this section we consider a single cell system operating in
the pico cell scenario [17]. The total number of antennas at the
BS varies from M = 8, . . . , 64, and the total number of served
users is I + J = 8, where we assume that I = J . The UL
transmission powers qui are set to P
u
max, and the beamformers
wdj are randomly generated with sum power P
d
max and fixed
throughout the algorithm. The parameters to obtain numerical
results are listed in Table I.
First, we benchmark our proposed algorithm, RLX-PROX,
against and exhaustive search of problem (9), termed EXH. We
also compare these two solutions with a simple and common
solution usually assumed in full-duplex networks, based on
equal splitting of the antennas between UL and DL with
xu = [1M/2 0M/2]
T and xd = [0M/2 1M/2]
T, referred to as
SPLIT. In the following, we show the sum spectral efficiency
instead of the sum MSE because of their inverse relation [11].
Figure 2 shows the cumulative distribution function (CDF) of
the sum spectral efficiency of EXH, SPLIT and our proposed
4
Table I
SIMULATION PARAMETERS
Parameter Value
Cell radius 40m
Number of UL/DL UEs [I = J] 4
Monte Carlo iterations 600
Carrier frequency / System bandwidth 2GHz/10MHz
LOS/NLOS path-loss model Set according to [17, Table 6.2-1]
Shadowing st. dev. LOS/NLOS 3 dB/4 dB
Thermal noise power [σ2] −174.4 dBm/Hz
Noise figure BS/UL user 13 dB/9 dB
Tx/Rx distortions [κ β] −120 dB (see [4], [6])
SI cancelling level σ2SI [−50 . . . − 100] dB
BS/UL user maximum power [Pdmax P
u
max] [30 23] dBm
Optimization constants [ǫ α ρ L] [10−3 1 0.9 20]
10 20 30 40 50 60 70 80
Sum Spectral Efficiency [bps/Hz]
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
CD
F
RLX-PROX
EXH
SPLIT
23% 
of gain
Figure 2. CDF of the sum spectral efficiency with SI cancellation of −100 dB,
and 8 antennas at the BS. Notice that the optimality gap between our proposed
RLX-PROX and EXH is small. Moreover, there is a substantial gain of
optimizing the antenna selection, since SPLIT is far from the other solutions.
RLX-PROX as a measure of the optimality gap, where a SI
cancelling level of σ2SI=−100 dB is assumed. Notice that the
difference between EXH and RLX-PROX is small, where at
the 50th percentile the relative difference is approximately
12%. Moreover, the gain provided by assigning the antennas
using the proposed RLX-PROX instead of the simple SPLIT
is approximately 23%, and of 32% when compared to EXH.
Figure 2 clearly shows that smart antenna assignment solutions
for UL and DL antennas provide substantial gains to full-duplex
communications.
Figure 3 shows the average sum spectral efficiency of EXH,
SPLIT and the proposed RLX-PROX, assuming different SI
cancelling levels, averaging over 600 Monte Carlo iterations.
We observe that our proposed solution RLX-PROX maintains
a high average sum spectral efficiency and close to the optimal
EXH for different SI cancellation capabilities. RLX-PROX and
EXH maintain approximately the same average sum spectral
efficiency for different SI cancellation capabilities, with a
slight increase with a reduced SI capability. This behaviour is
explained by the possibility of adapting the antenna assignment
to the reduced SI capability in RLX-PROX and EXH, which re-
duces the impact caused by the DL users into UL users. Notice
that the performance of SPLIT decreases as the SI cancellation
capability decreases, showing that antenna assignment between
UL and DL is crucial for low SI cancellation.
Figure 4 shows the average sum spectral efficiency of SPLIT
and the proposed RLX-PROX, assuming an increasing number
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Figure 3. Average sum spectral efficiency for different SI cancellation
capabilities, assuming 8 antennas at the BS. The optimality gap between EXH
and our proposed RLX-PROX remains almost the same. On the contrary,
the gap between the SPLIT and the other solutions only increases as the SI
cancellation capability decreases.
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Figure 4. Average sum spectral efficiency for different number of antennas
and fixed number of users. The gap between our proposed RLX-PROX and
the SPLIT decreases with an increase in the number of antennas.
of antennas at the BS, fixed number of users, and SI cancelling
level of σ2SI =−100 dB. The optimal solution EXH is not
present because it has extremely high complexity with a large
number of antennas. Notice that the gap between RLX-PROX
decreases when increasing the number of antennas. For exam-
ple, the gap decreases from approximately 23% when using 8
antennas, to approximately 3% when using 128 antennas. This
behaviour implies that the role of antenna assignment is small
when the number of antennas is large.
Therefore, antenna assignment between UL and DL antennas
(that is splitting UL/DL antennas) provides substantial gains for
reduced number of antennas, for high and low SI cancellation
capabilities. When the number of antennas is high, a simple
antenna splitting is close to an optimized antenna assignment.
V. CONCLUSION
In this paper we considered the fundamental problem of
splitting UL and DL antennas of a base station in full-duplex
cellular communications. Specifically, our objective was to
minimize the sum MSE as a means of maximizing the sum
spectral efficiency of UL and DL users. This problem resulted
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in a binary nonlinear optimization problem, which is NP-hard.
Due to its combinatorial nature, we resorted to equivalent
formulations, parallel successive convex approximation, and
binary relaxation to obtain a stationary solution. The proposed
solution is guaranteed to converge to the relaxed problem
with much smaller complexity than exhaustive search. The
numerical results showed that the proposed solution improved
the sum spectral efficiency of a simple antenna splitting, while
being close to the optimal exhaustive search. We showed that
antenna splitting is crucial when we have reduced number
of antennas, in which case our solution maintained a similar
sum spectral efficiency across low and high SI cancellation
capabilities. For high number of antennas, a simple antenna
splitting achieved a performance close to our proposed solution,
which showed that the role of antenna splitting diminishes as
the number of antennas increases.
For future works, we intend to study the impact of joint
beamforming, power allocation along with UL and DL antenna
assignment using single- and multiple-antennas at the user side.
APPENDIX A
PROOF OF PROPOSITION 1
We define fu(Xu) as
f
u(Xu)=
∑I
i=1
{
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i
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u
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√
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, (16)
where Γu1 ∈C
M×M is defined as
Γ
u
1 =
∑I
l=1
q
u
l
{
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l
H+β diag
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l h
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. (17)
In addition, we let fd(Xd) be
f
d(Xd)=
∑J
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where Θdj ∈ C
M×M is defined as Θdj = r
d(β + 1)Hdj +
rdκ diag
(
Hdj
)
, with rd =
∑J
m=1
∣∣rdm∣∣2. Finally, we denote
fu,d(Xu,Xd) as
f
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∑I
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∑J
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Using identities in Appendix B, the above expressions can
be rewritten in terms of xu and xd as
fu(xu) = xuTΛuxu − 2auTxu, (20a)
fd(xd) = xd
T
Λdxd − 2ad
T
xd, (20b)
where the following matrices and vectors of dimensions
CM×M and RM , respectively, are defined as
Λ
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Γ1 diag (r
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i ) ,
Λ
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.
Similarly, we can write fu,d(xu,xd) as
fu,d(xu,xd) = tr
(
XuHSIX
dΣdXdHHSIX
u diag (Ru)
)
+
tr
(
XuHSIX
dWdXdHHSIX
uRu
)
, (21)
where we write fu,d(xu,xd) in terms of Xu,Xd for sim-
plicity, and define matrices Σd,Ru,Wd ∈ CM×M as
Σd =
∑J
j=1w
d
jw
d
j
H
, Wd = Σd+ κ diag
(
Σd
)
, and Ru =∑I
i=1 r
u
i r
u
i
H, respectively. Notice that fu,d(xu,xd) is a bi-
quadratic function of xu and xd.
APPENDIX B
USEFUL PROPERTIES
We enumerate some properties/identities used in the paper
below, while omitting their straightforward derivation:
1)
∑
i tr
(
xHAix
)
=tr
((∑
iAi
)
xxH
)
;
2) tr
(
diag(xxH)A
)
=xH diag(A)x;
3) yH diag (x)A diag (x) z = xH
(
Diag
(
yH
)
A Diag (z)
)
x.
4) tr
(
diag (x⋆)Adiag (y)BT
)
= xH (A⊙B)y.
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