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Resumo
Esta tese tem como principal foco de investigação o desenvolvimento e performance de 
instrumentos musicais digitais (IMDs), com o intuito de desenvolver uma software framework 
em MaxMSP para o efeito. 
Para tal é providenciada uma estrutura direccionada para um paradigma algures entre os 
formatos de grelha (ex.: Ableton Live) e as páginas em branco (ex.: MaxMSP). Fornecendo 
também as bases necessárias para executar dois processos distintos — desenvolvimento e 
performance. Sem que sejam impostas (demasiadas) restrições conceptuais relativamente ao 
teor do instrumento ou da obra musical a ser executada, mantendo um equilíbrio entre 
celeridade e liberdade criativa. 
Para o desenho desta framework foram avaliados, através da literatura existente bem como 
da minha prática como instrumentista e construtor de instrumentos musicais digitais (pessoais), 
aspectos significativos quanto à constituição dos IMDs, de modo a auxiliar o processo de 
desenvolvimento destes. Abordando depois, com a mesma metodologia, os aspectos 
performativos para apoiar as decisões tomadas no desenho da framework Open Instruments, 
apresentada posteriormente. !
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Abstract
The main research area of this thesis is the development and performance of digital 
musical instruments (DMI), for the development of an ad hoc software framework for MaxMSP. 
I therefore provide a structure driven towards a balance between the blank page paradigm 
of MaxMSP and the grid-like structure of other software sequencers, like Ableton Live or Logic 
Pro. Also providing the basic elements from which to execute two different processes — 
development and performance of digital musical instruments. Without imposing (to many) 
conceptual constraints about the nature of the instrument or the musical work being performed, 
aiming to balance between celerity and creative freedom. 
For the design of the framework I have withdrawn, from the available literature as well as 
my (short) experience as a designer and performer of my own digital musical instruments, some 
important aspects about DMI components, to support the development process. As well as 
collecting important aspects of DMI performance, under the same methodology, to support the 
architectural decisions made for Open Instruments framework, which are then presented.
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Capítulo 1
Introdução
Nos dias que correm qualquer computador pessoal é capaz de, com menor ou maior 
desempenho, servir para a performance de instrumentos musicais digitais sendo previamente 
facultado de um ou mais modelos de síntese de entre uma panóplia de modelos disponíveis, 
tanto comercialmente como de forma gratuita e até open source (MusicDSP 2012). 
No caso excepcional dos live coders, apenas o referido anteriormente, juntamente com um 
sistema de projecção sonora (e visual), seria suficiente para um concerto ao vivo. No entanto, os 
performers que preferem alguma fisicalidade nos processos de controlo sonoros e musicais têm 
também um vasto conjunto de interfaces comercialmente disponíveis. Adicionalmente, várias 
plataformas para prototipagem de interfaces exclusivas e inovadoras estão também disponíveis, 
a par de variados tipos de sensores, juntando comunidades online de profissionais e amadores. 
(Arduino 2012a)(SensorWiki 2012) 
Estudos realizados nas últimas duas décadas têm revelado formas interessantes de 
controlar os sintetizadores digitais através de uma determinada interface, tentando elevar a 
expressividade musical proporcionada pelo instrumento.(NIME 2012) A relação entre sinais de 
entrada provenientes da interface e os parâmetros de um dado sintetizador sonoro, denominada 
mapeamentos, tem vindo a demonstrar-se como um factor determinante no desenvolvimento ou 
performance daquilo a que subjectivamente se poderá afirmar como um bom instrumento 
musical.(Hunt et al. 2002) Existindo inclusivamente software concebido justamente para este 
efeito, como por exemplo o JunXion (JunXion 2012) ou o dotMapper (Malloch et al. 2012). 
Estes funcionam basicamente como middleware entre interfaces de entrada e sintetizadores 
digitais ou analógicos, possibilitando-nos interligar parâmetros de entrada a parâmetros de 
saída, sendo ainda possível efectuar algumas operações entre estes. Impondo para tal algumas 
restrições ao utilizador, deixando, de certa forma, menos espaço para a criação de novas 
metáforas de controlo (ver 4.2). 
Actualmente, as ferramentas para a performance de instrumentos musicais digitais (IMDs) 
são geralmente dicotómicas: ou permitem-nos rapidamente gerar e controlar vários 
sintetizadores, mas de uma forma linear e imperativa, ou permitem-nos gerar e controlar 
processos de síntese de uma forma liberal e aberta, sem restrições criativas mas, com o ónus de 
criar quase tudo de raiz. Como é o exemplo, respectivamente, de software de produção musical 
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como o Ableton Live, Logic Pro, Cubase, Reason, et cetera, e de software de programação, 
como o MaxMSP, Pure Data, SuperCollider, CSound, entre outros.   
Com a realização deste projecto pretende-se providenciar uma ferramenta holística, no 
sentido de englobar os vários componentes (virtuais) que constituem um IMD(ver cap. 3), tendo 
em especial atenção a sua execução em situações de ensaio e concerto. Assim, foram 
desenvolvidos um conjunto de abstracções (ver 6.4 e 6.5) para MaxMSP, na tentativa de tornar 
os processos de desenvolvimento e performance de IMDs mais rápidos e, simultaneamente, 
impondo o mínimo de restrições estilísticas possível, tentando encontrar um equilíbrio entre 
celeridade e liberdade criativa. 
.1 Motivação
O meu envolvimento em ensembles musicais começa como estudante no conservatório de 
música de Coimbra, em 2001. E mais tarde, impulsionado pela curiosidade e vontade de criar, 
aquilo que para mim representavam novas sonoridades e possibilidades musicais, decidi 
ingressar no curso de música electrónica em Castelo Branco, no qual participei com o maior dos 
entusiasmos, nos ensembles electroacústicos ali formados. 
A aprendizagem de técnicas de síntese sonora e composição em tempo-real, juntamente 
com a aprendizagem instrumental levada a cabo no conservatório, levaram-me rapidamente à 
prototipagem de interfaces para controlo destas técnicas numa situação performativa. 
Inicialmente, o estudo clássico que obtive no conservatório parecia completamente díspar 
do que recebia actualmente na ESART. No entanto, à medida que me fui familiarizando com os 
processos relativos à informática musical, a ligação entre estes tornou-se para mim mais clara, 
uma vez que me preocupava progressivamente com métodos e técnicas de execução numa 
situação de performance, tratando cada vez mais o computador como um instrumento musical, 
criando uma afinidade quase semelhante à que desenvolvi com o trombone, instrumento que 
aprendi anteriormente. Embora a fisicalidade entre ambos os instrumentos seja obviamente 
diferente, podendo ou não revelar-se um problema dependendo do processo musical em 
questão. 
Outro problema consistia na distribuição temporal dos instrumentos digitais usados durante 
um concerto, ou até mesmo durante uma peça, sendo por vezes constrangedora a mudança de 
configurações, podendo envolver a troca de interfaces de entrada, processos de síntese e às 
vezes até do próprio software usado para estes processos, tendo muitas vezes também o cuidado 
de desactivar alguns processos para libertar recursos computacionais necessários a outros 
processos a executar de seguida.  
Actualmente, e após o termino da licenciatura em Castelo Branco, faço parte da formação 
de oito músicos que compõem o ensemble Digitópia Collective (DC 2012), os quais praticam 
diferentes instrumentos (acústicos, analógicos e digitais) e que, devido às diferenças entre estes, 
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a interacção “natural”  (ver 4.3) entre os músicos parece ser realçada, o que de certo modo 
parece despertar uma relação mais íntima entre o instrumentista e instrumento.
Durante estes cinco anos que executei estes instrumentos, foram muito raras as vezes em 
que toquei dois concertos, ainda que o repertório fosse o mesmo, no qual não tivesse que no 
mínimo alterar qualquer parâmetro do instrumento, senão mesmo alterar a sua estrutura interna 
e consequentemente o seu comportamento. Esta conduta evolutiva pode ter como causa não só 
aspectos estilísticos da obra musical, como também aspectos derivados da acústica da sala de 
concerto, ou ainda da intimidade adquirida após várias horas de estudo com o instrumento. O 
que me levava não só à optimização do instrumento como muitas vezes à sua edição, isto é, 
adicionar ou remover processos, sejam eles de síntese, geração musical ou simplesmente de 
mapeamentos. 
Enquanto que a prática individual poderá ser mais relaxada no que toca ao 
desenvolvimento do instrumento, a prática colectiva numa situação de ensaio exige uma maior 
celeridade, principalmente no caso do Digitópia Collective cujo repertório foi algumas vezes 
composto de forma colectiva pelos seus elementos, sendo, pelo menos parte da componente 
virtual dos IMDs, desenvolvida e executada durante os ensaios. 
Assim, com o desenvolvimento deste projecto, espero contribuir com uma ferramenta 
suficientemente genérica, livre de restrições estilísticas, para o desenvolvimento e performance 
de IMDs, para esta ou qualquer outra formação. 
.2 Objectivos  
a. Avaliar e analisar as premissas relacionadas com o desenvolvimento de IMDs e a sua 
performance; 
b. Criar um conjunto de abstracções e módulos (ou bpatchers) para apoiar o 
desenvolvimento dos componentes virtuais de IMDs; 
c. Criar uma estrutura no formato de uma software framework para MaxMSP, em resposta 
às premissas performativas. 
.3 Repercussões
a. Contribuir com uma revisão da literatura existente, no contexto de desenvolvimento e 
performance de IMDs, tendo em conta o ponto de vista dos instrumentistas, dos 
construtores e eventualmente de compositores que escrevam para estes instrumentos;
b. Tornar o desenvolvimento de IMDs, em MaxMSP, um processo mais célere e robusto; 
c. Facilitar a performance dos instrumentos desenvolvidos em (b), ao oferecer uma 
estrutura adaptada para este processo; 
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d. A longo prazo, providenciar uma plataforma online para a partilha dos componentes 
virtuais desenvolvidos com esta framework, na esperança que esta facilite, de uma forma 
indirecta, um aumento do repertório e performances de IMDs; 
.4 Estrutura da dissertação
Este documento encontra-se dividido em duas partes basilares. A primeira trata de 
contextualizar o tema fulcral desta tese — o desenvolvimento e performance de instrumentos 
musicais digitais, apoiando-se em elementos teóricos da literatura existente, num estudo 
sistemático do qual serão retirados os pontos considerados importantes para o desenvolvimento 
deste projecto. Enquanto que a segunda parte aborda aspectos relativos ao desenvolvimento do 
projecto.  
São inúmeras as áreas de estudo transversais ao contexto desta tese e, como tal convém 
referir aspectos importantes que por questões práticas, quer por falta de tempo quer pela 
existência de leitura abundante, acabaram por ser abordados de forma bastante ligeira ou apenas 
remetidas para posterior leitura, como por exemplo a utilização, classificação e reconhecimento 
de gestos em sistemas musicais interactivos, para os quais aconselho o leitor a dirigir-se a 
(Cadoz e Wanderley 2000), (Wanderley 2001b) e (Gillian 2011), electrónica e prototipagem de 
interfaces de entrada a (Igoe e O’Sullivan 2004), design e avaliação de instrumentos musicais 
digitais a (Cook 2001a), (Cook 2009), (Birnbaum et al. 2005), (Jordà 2005), (Malloch et al. 
2006), (Paine 2009) e (O’Modhrain 2011), síntese sonora a (Roads 1996), (Tolonen 1998), 
(Miranda 2002), (Cook 2002)  e (Puckette 2007) ou composição algorítmica a (Aschauer 2008) 
ou (Nierhaus 2009).  
Assim, no primeiro capítulo da primeira parte (cap. 2) serão então abordadas as diferentes 
taxonomias empregues na classificação de IMDs, as quais revelam, em parte, as dificuldades de 
classificação destes instrumentos. Para que, no capítulo seguinte (cap. 3) se possa resumir, de 
uma forma mais coerente, os constituintes destes instrumentos, sobre um ponto de vista 
organológico. Para passar depois (cap. 4) à análise dos vários aspectos performativos dos IMDs, 
abordando questões como a prática destes instrumentos, os vários níveis de controlo possíveis, 
alguns formatos de interacção ou o uso de técnicas de machine learning durante a performance. 
Os exemplos de instrumentos, instrumentistas e formações serão referenciados brevemente, uma 
vez que o objectivo desta tese não passa pela avaliação e comparação entre estes.
Ainda na primeira parte, serão descritas e enumeradas no final de cada capítulo, algumas 
premissas evidenciadas, relativamente ao tema em causa. Servindo a dupla função de conclusão 
do capítulo e de enumeração e avaliação de alguns problemas que deverão ser abordados na 
resolução deste projecto. Juntando, sempre que oportuno, a minha experiência ao conhecimento 
adquirido através de uma revisão da literatura. 
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Na segunda e última parte, será então feita uma pequena introdução e discussão de 
projectos semelhantes (cap.5), passando depois por introduzir a framework Open Instruments, 
discutindo a sua filosofia, conceito e princípios (cap. 6). Abordando de seguida os 
desenvolvimentos levados a cabo na execução da framework, apresentando o ponto de vista do 
programador, ao explicar a arquitectura e comunicação interna da framework, fornecendo 
também uma visão global dos componentes da sua biblioteca (cap. 7). Adicionalmente, é 
apresentada a framework do ponto de vista do utilizador, subdividindo o capítulo 8, em três 
subcapítulos, referindo respectivamente, a utilização da framework Open Instruments para o 
desenvolvimento de IMDs (8.1), a estruturação destes na execução de uma peça musical (8.2) e 
consequentemente, a estruturação destas peças na elaboração de repertório para um concerto 
(8.3). !
Finalmente serão apresentadas as conclusões e sugestões para trabalho futuro. E 
adicionalmente, o leitor pode dirigir-se uma referência detalhada da framework Open 
Instruments em anexo, bem como figuras relativas a instrumentos, formações musicais, software 
ou outros elementos relevantes à compreensão do corpo do texto. 
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Parte I 
Instrumentos Musicais Digitais — 
Estudo Sistemático
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Capítulo 2
Taxonomia(s)
Neste capítulo é elaborada uma revisão de algumas das taxonomias empregues na 
classificação de instrumentos musicais digitais, no sentido de focar e delinear, numa fase inicial, 
a área de interesse deste projecto. 
A classificação de instrumentos musicais é um processo que se dedica à organização e 
agrupamento destes em famílias de instrumentos, de acordo com as suas características 
(Henrique 2006). Salientando assim as diferenças e semelhanças entre instrumentos. Sendo que 
este processo poderá desempenhar um papel crucial na solidificação dos novos instrumentos 
musicais digitais na comunidade musical e é sem dúvida essencial à pedagogia, performance e 
composição.  
No que diz respeito à composição, a taxonomia, juntamente com a organologia, 
apresentam um papel bastante importante ao informar o compositor das características e idioma 
do instrumento, ou da família de instrumentos para a qual escreve, definindo o âmbito de 
possibilidades musicais e expressivas possíveis em cada um.
Ao delinear as qualidades transversais a vários instrumentos, assim como as diferenças 
entre eles, é então possível redigir métodos pedagógicos para o ensino de cada instrumento (ou 
família de instrumentos), fomentando assim a sua prática de execução. Este aspecto encontra-se 
bem cimentado no que diz respeito aos instrumentos acústicos convencionais, onde séculos de 
tradição se espelham em inúmeras instituições (conservatórios, escolas de música, etc.) que se 
dedicam ao ensino da prática instrumental. 
Uma taxonomia per si dificilmente será considerada um dogma, conforme referido por 
Sergi Jordà, ao citar Margaret Kartomi no livro On Concepts and Classifications of Musical 
Instruments, em grande parte devido a aspectos de cariz social, conforme exemplificado em 
(Jordà 2004). E, como o tema central deste capítulo não passa pela elaboração de uma nova, ou 
remodelada taxonomia, serão apenas brevemente realçados alguns dos problemas inerentes à 
classificação de IMDs, remetendo o leitor para diferentes classificações, definições e/ou 
abordagens. Mencionando com maior detalhe, algumas das classificações, que no meu ponto de 
vista, serão úteis não só no contexto deste projecto como também no contexto social e musical 
em que me encontro inserido (ver 1.1). 
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De um modo relativamente informal, Gordon Reid, num artigo para a revista Sound On 
Sound (Reid 2005), no qual, ao descrever o instrumento Buchla 200e, acaba por figurar parte 
dos problemas envolvidos na classificação de certos instrumentos digitais. 
 “(...)there are many global aspects of the 200e that need discussing. That's because there's little 
about the instrument that's obvious. For example, it's not a modular synthesizer as you would normally 
use that expression, nor is it an integrated synth, nor is it semi-normalled in any conventional sense. 
Furthermore, despite misleading marketing that describes it as employing 'straight analogue synthesis', 
the 200e is not a pure analogue synth. But it's not purely digital either, nor is it what we would normally 
describe as 'digitally controlled-analogue'. It's a hybrid, but not in the same way as other hybrid 
analogue/digital synths. Confused? I don't blame you.”  (Reid 2005)
.1 Sistema de produção sonora 
O aparecimento de novos instrumentos musicais, principalmente a partir do início do séc. 
XX, e as diferenças tecnológicas entre estes e os anteriores instrumentos acústicos, fez com que 
a sua classificação e enquadramento com os demais se tornasse algo caótica. Embora a 
taxonomia clássica de Hornbostel-Sachs tivesse sido estendida em 1940 (Paine 2010), numa 
tentativa de englobar os novos instrumentos musicais que surgiram com o advento da 
electricidade, esta tem-se provado insuficiente, em grande parte devido ao seu método de 
classificação, centrado no sistema inicial de produção sonora. Este método de classificação faz 
com que uma enorme gama de instrumentos musicais digitais dotados de características bastante 
distintas se torne difusa, uma vez que o sistema de produção sonora destes é maioritariamente 
realizado através de meios electromecânicos (altifalantes), perdendo-se assim as qualidades 
capazes de distinguir e relacionar estes instrumentos. (Paine 2010)
Este modelo taxonómico, iniciado por Mahillon, entre 1880 e 1893, e mais tarde 
desenvolvida por Hornbostel-Sachs, entre 1914-1961, é elaborado em torno do elemento 
vibratório inicial que dá origem ao som produzido pelo instrumento, como por exemplo: ar, pele 
ou cordas. Este esquema consiste em quatro grupos básicos de instrumentos, desdobrando-se 
depois em subcategorias, perfazendo um total de mais de 300 categorias. (Paine 2010)(Henrique 
2006)
Às quatro categorias-base (Aerofones, Cordofones, Idiofones e Membranofones), Curt 
Sachs acrescentou mais tarde, em 1940, um quinto grupo denominado Electrofones, o qual 
dividiu em três subcategorias de instrumentos: Electroacústicos, Electromecânicos e 
Electrónicos. Este sistema de classificação foi recentemente revisto pelo consortium MIMO 
(Musical Instrument Museums Online), na qual é revista a classe 5 (Electrofones) e apresentada 
uma classificação modular, com o intuito de integrar a base de dados de museus envolvidos 
neste projecto. (Birley et al. 2011)
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.2 Semelhança com instrumentos acústicos
Alguns investigadores, como Atau Tanaka (Tanaka 2000) e Marcelo Wanderley 
(Wanderley 2001a)(Miranda e Wanderley 2006), adoptaram abordagens que sugerem uma 
classificação com base no grau de semelhança com instrumentos acústicos. E, no livro intitulado 
New Digital Musical Instruments (Miranda e Wanderley 2006), os autores referem quatro 
grupos distintos de IMDs (ver Figura 2.2): 
• Aumentados: (também denominados hiperinstrumentos, instrumentos híbridos ou meta-
instrumentos) são “instrumentos acústicos aumentados pelo uso de vários sensores”;  
• Tipo-instrumento: são “modelados a partir da superfície de controlo de instrumentos 
acústicos, com o propósito de reproduzir completamente as suas características iniciais” 
• Inspirados em instrumentos: são “inspirados em instrumentos existentes ou que 
pretendem ultrapassar algumas das limitações do modelo original, mas que não pretendem 
reproduzi-los de forma exacta. 
• Alternativos: “apresentam poucas ou nenhumas semelhanças com instrumentos 
existentes. 
.3 Gesto, espaço e instrumentistas 
Desde o aparecimento do theremin que tem sido possibilitada a interacção instrumental 
sem contacto físico, da qual advém os controladores/interfaces gestuais que, segundo Jordà, são 
todos os controladores que nos permitem tocar um instrumento através do espaço, dividindo-os 
em duas subcategorias, nomeadamente instrumentos nos quais se usam as mãos e instrumentos 
Fig. 2.2 — Classificação de controlodares gestuais. (Miranda e Wanderley 2006)
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nos quais se usa o corpo. Referindo que estas não são essencialmente dicotómicas, podendo o 
mesmo instrumento enquadrar-se nas duas subcategorias. (Jordà 2004)  
Contrastando com classificações focadas em aspectos puramente tecnológicos ou 
morfológicos, esta abordagem antropocêntrica é bastante importante, uma vez que em última 
instância, um IMD é sempre vocacionado para seres humanos, seja para o tocarem ou para 
apreciarem a música gerada através deste. No entanto, e apesar do investigador e instrumentista 
Sergi Jordà direccionar o leitor para alguma literatura relativa as estas subcategorias, a sua 
classificação é ainda assim algo vaga. 
Outra característica espacial capaz de distinguir e agrupar IMDs prende-se com o facto de 
o gerador sonoro poder estar localizado no mesmo espaço físico que a interface (local), ou num 
espaço remoto(remote), como no caso das performances telemáticas, como por exemplo 
“Telemusic#1”  de Randall Packer (Wright 2003). Os investigadores Marcelo Wanderley e 
Eduardo Miranda (Miranda e Wanderley 2006) referem ainda a possibilidade de classificar um 
IMD de acordo com o número de instrumentistas necessários para o executar. Afirmando que 
estes poderão ser executados por um instrumentista ou por vários (collaborative), como é o 
exemplo do instrumento Tooka (ver Figura 3.1.3).
.4 Causalidade e controlo 
Talvez um dos estudos mais importantes na classificação de IMDs até à data seja o TIEM 
(Taxonomy of realtime Interfaces for Electronic Music performance), disponível em http://
vipre.uws.edu.au/tiem/ (acedido a 29/Julho/2012). Este envolveu a participação de mais de 800 
construtores/inventores/executantes de IMDs, aos quais foi pedido o preenchimento de um 
inquérito relativo ao seu interface/instrumento, dividido em seis secções: descrição geral, 
objectivos, desenho físico, espaço paramétrico, prática performativa e classificação. Obtendo 80 
respostas completas ao questionário lançado em Junho de 2008. (Paine e Drummond 2009) 
(Paine 2010)
Esta taxonomia parte do trabalho desenvolvido por Stan Godlovitch, no livro Musical 
Performance—A Philosophical Study , tendo o autor do estudo TIEM, Garth Paine, considerado 
que um tal estudo da performance musical estabelece os requerimentos e restrições de um 
instrumento musical, revelando-se um modelo útil na classificação dos IMDs. (Paine e 
Drummond 2009) 
Godlovitch classifica a performance musical como um processo baseado em acção, 
introduzindo conceitos como causalidade primária (envolvendo o controlo directo por parte do 
instrumentista) e secundária, para a acção indirecta do instrumentista no processo de controlo, 
ao qual o autor denomina de “remote control” (Godlovitch 1998). Fora do largo contexto 
filosófico no qual este termo — remote control — é introduzido, a sua interpretação poderá 
tornar-se ambígua, como por exemplo no caso de instrumentos controlados remotamente, 
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conforme apresentado no subcapítulo anterior, os quais não detém obrigatoriamente um controlo 
remoto (remote control), nos termos de Godlovitch. No entanto estes conceitos serão novamente 
abordados e discutidos com maior detalhe no subcapítulo 4.2. 
O investigador Garth Paine clarifica os termos introduzidos por Godlovitch apresentando 
para tal dois conceitos — “Create”  (acção primária), e “Control”  (acção secundária). 
Colocando-os no topo da hierarquia taxonómica, contribuindo assim para a primeira camada da 
sua classificação. Esta taxonomia engloba ainda uma camada intermédia consituída por duas 
categorias: “Gestural” e “Digital Controller”; não fornecendo no entanto uma distinção clara 
entre os dois, referindo apenas que todos os controladores digitais requerem manipulação 
directa/táctil por parte do executante. A terceira e última camada procura então distinguir o tipo 
de controlo musical exercido, estabelecendo uma linha contínua entre discreto (por ex.: disparar 
um sample) e contínuo (por ex.: controlo contínuo sobre a envolvente de um sinal). (Paine 
2010) (ver figura 2.4.1)
Apesar do próprio autor desta taxonomia admitir que existem falhas neste modelo de 
classificação, este estudo trouxe à luz do dia algumas das tendências predominantes no 
desenvolvimento e performance de instrumentos musicais digitais, das quais se destacam  o uso 
do software MaxMSP ou o controlo via MIDI, uma maior utilização de instrumentos polifónicos 
(88.33%) em contraste com instrumentos monofónicos (11.67%), multitímbricos (86.67%) em 
contraste com monotímbricos (13.33%), a utilização de toque (83.33%) em oposição a 
instrumentos sem contacto físico (16.67%), instrumentos sem feedback háptico (63.16%) em 
oposição a instrumentos com feedback háptico (36.84%) e instrumentos que recorrem a 
processos de controlo primário (Create), com 60.71% dos casos, em contraste com instrumentos 
que recorrem a processos de controlo secundário (Control) ocupando 39.29% dos casos. (Paine 
2010)(Paine e Drummond 2009)
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.5 Sensores e acção 
Investigadores como Atau Tanaka (Tanaka 2000) e Bert Bongers (Bongers 2000) sugerem 
uma classificação centrada no tipo de acção exercida pelo instrumentista sobre os sensores da 
interface. Assim, Tanaka sugere que os IMDs podem ser físicos ou não-físicos e 
independentemente mecânicos ou não-mecânicos, justificando que “rodar um potenciómetro é 
uma acção física e mecânica (...), enquanto que criar gestos para modular a luz captada por uma 
foto-resitência, por muito que seja um gesto físico, não é uma acção física ou mecânica do 
ponto de vista do sensor. Um biosensor, por exemplo, não é mecânico, mas sim físico uma vez 
que detecta a actividade corporal. (Tanaka 2000)
Já Bongers sugere uma classificação baseada na acção muscular executada pelo 
instrumentista sobre o sensor. Dividindo esta acção em duas categorias: isométricas (ou 
estáticas) como por exemplo a força aplicada num botão, e isotónicas (ou dinâmicas), em acções 
onde exista movimento ou deslocação. Este último pode ainda ser subdividido em movimentos 
Fig. 2.4.1 — Taxonomia dos IMDs. (Paine 2010)
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com contacto mecânico e com 
ausência de contacto (ver Fig.
2.5). Bongers refere ainda 
pertinentemente a existência de 
diferentes graus de liberdade 
(DOF’s — degrees of freedom) 
usados para descrever a posição 
e orientação de qualquer 
objecto no espaço, não fornecendo no entanto qualquer orientação para uma classificação que 
empregue este aspecto. (Bongers 2000) 
Uma abordagem que prima o executante em vez do construtor de IMDs é a classificação 
usada por Joseph Paradiso. Ao percorrer várias interfaces musicais, Paradiso menciona 8 
categorias distintas: keyboards, percussion interfaces, batons, guitars, strings, winds, voice, 
noncontact gesture sensing e wearables. (Paradiso 1998)
.6 Outras abordagens
Uma outra abordagem classificativa de relevo e susceptível de ampla discussão trata da 
inclusão dos computadores na categoria de instrumentos musicais digitais. Discussão essa 
aparentemente iniciada por Max Mathews (Mathews 1987) e que, sobre diferentes ópticas, é 
abordada por (Wessel e Wright 2002a, 2002b), (Schnell e Battier 2002), (Malloch et al. 2006), 
(Nilsson 2007), ou (Magnusson 2011).
Norbert Schnell e Marc Battier, começam num ponto de vista mais abrangente, abordado 
inicialmente pelo compositor Luigi Nono, que propõe uma visão do estúdio como um 
instrumento. Sendo que os autores apresentam pertinentemente o termo “composed 
instruments”, argumentando que estes contém, numa memória física, tanto informação relativa 
ao instrumento como informação determinante para a execução de uma obra musical. (Schnell e 
Battier 2002) (Este conceito é novamente abordado no cap. 3.3 sob um outro ponto de vista.) 
Autores como Sergi Jordà (Jordà 2004)e Lawrence Casserley (Casserley 1998) relatam 
ainda o uso da termo instrumento musical em áreas de investigação distintas. Enquanto que 
outros incluem ainda outros termos como ciberinstrumentos (Ungvary e Vertegaal 2000), 
instrumentos virtuais (Mulder 1994) e autómatos ou instrumentos acústicos controlados por 
meios digitais (Maes 2011). 
Adicionalmente, vários autores preocuparam-se com a classificação dos instrumentos 
musicais digitais, fornecendo maioritariamente frameworks conceptuais para o efeito, não só de 
classificação como também de avaliação. (Kvifte e Jensenius 2006) (Birnbaum et al. 2005) 
(O’Modhrain 2011). 
Enquanto que Caroline Cance, num estudo de carácter linguístico apresenta e discute 
diferentes terminologias empregues no uso de IMDs. (Cance et al. 2009)
Fig. 2.5 — Acções musculares. (Bongers 2000)
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.7 Conclusões !!
Uma análise superficial aos aspectos abordados neste capítulo podemos retirar 
essencialmente dois aspectos importantes para a elaboração desta tese: 
a. A baixa replicação de muitos dos instrumentos desenvolvidos, principalmente num 
contexto experimental e académico (ver também 3.1), dificilmente terão uma 
classificação sólida se só existir um exemplar e, principalmente, se for intrinsecamente 
dissimilar de qualquer outro instrumento, cabendo apenas na classificação de 
instrumento alternativo, conforme apresentado por Wanderley (Miranda e Wanderley 
2006);
b. A classificação de um instrumento musical é tão volátil quanto o sistema que lhe dá 
forma. Esta é uma característica intrínseca aos IMDs. E, no meu ponto de vista, “fechar” 
um instrumento musical digital, por um período muito mais longo do que aquele 
necessário para que o instrumentista obtenha uma intimidade de controlo desejada, 
parece de algum modo insensato, uma vez que desta forma se ignora todo um potencial 
de flexibilidade e programabilidade de um sistema digital. 
! !
Após esta pequena análise define-se então o âmbito do termo instrumento musical digital 
empregue nesta tese, uma vez que este dependia de uma visão global deste capítulo. Assim, a 
definição de IMD aqui empregue é a de um instrumento musical que empregue pelo menos um 
dos seguintes processos através de meios digitais : síntese sonora, controlo ou geração musical.  
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Capítulo 3
Aspectos organológicos
Conforme evidenciado no subcapítulo 2.2, numa análise organológica aos instrumentos 
musicais digitais é comum realizar uma comparação entre estes e os precedentes instrumentos 
acústicos. Desta comparação surgem componentes comuns aos dois grupos de instrumentos: 
interface de entrada, mapeamentos e sistema de produção sonora (SPS). (Miranda e Wanderley 
2006) Assim, um instrumento musical possui uma interface para controlo e interacção, física ou 
não-física, mecânica ou não-mecânica (Tanaka 2000), afectando o resultado produzido pelo 
SPS, da qual a relação entre entrada (ou acção) e saída (ou resultado sonoro) é regida por 
processos intermediários denominados mapeamentos, representando portanto os pontos de 
ligação entre a interface de entrada e o SPS. 
Através desta comparação (ver Fig. 3.1.1) emerge uma diferenciação entre os dois grupos 
de instrumentos (acústicos e digitais), com origem e enfoque nos mapeamentos. Nos 
instrumentos acústicos os mapeamentos são regidos por leis de ordem física, como por exemplo 
os modos vibratórios de um corpo rígido, estando o construtor destes instrumentos limitado 
pelas propriedades físicas dos materiais empregues, moldando o instrumento de acordo com leis 
pré-estabelecidas. Enquanto que nos instrumentos musicais digitais, o construtor encontra-se 
limitado apenas por leis digitais, que apesar de na sua forma mais reduzida (código binário) 
aparentarem ser bastante limitativas, estas têm a propriedade de ser (re)programadas o que, 
aliado aos avanços na área da computação, possibilitam o luthier de criar elaborados 
mapeamentos à posteriori, levando-nos a novos paradigmas na criação e execução de 
instrumentos musicais. 
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No entanto esta diferenciação entre mapeamentos não é necessariamente exclusiva, 
existindo exemplos da utilização de ambas, como é o caso dos instrumentos aumentados, ou 
híbridos, como por exemplo o HTB1 (ver Fig. 3.1.4, em Anexo) ou o Metasaxophone (Burtner 
2003), e dos autómatos acústicos controlados através de meios digitais, como os instrumentos 
da Man and Machine Orchestra (Maes et al. 2011). 
Dada a relevância dos mapeamentos nos IMDs (Hunt et al. 2002) (Rovan et al. 1997) é 
importante definir um modelo capaz de englobar não só interface, mapeamentos e SPS, como 
também os blocos constituintes da interface ou camada de mapeamento. 
INTERFACE SPSLEIS FÍSICAS
entrada
MAPEAMENTOS
saída 
INTERFACE SPS
LEIS DIGITAIS 
(na forma de 
código)
entrada
MAPEAMENTOS
saída 
Modelo de um instrumento acústico
Modelo de um instrumento digital
Fig. 3.1.1 — Comparação entre instrumentos acústicos 
e instrumentos digitais, pondo os mapeamentos em 
evidência. Inspirado em (Miranda e Wanderley 2006)
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Assim, ao fundir os modelos de Miranda-Wanderley (Miranda e Wanderley 2006) e 
Battier-Schnell (Schnell e Battier 2002) espera-se contribuir com um modelo de IMD (ver Fig. 
3.1.2) mais conciso, abrangendo tanto componentes físicos e morfológicos (modelo M-W), 
como componentes virtuais (modelo B-S) usados na interface de mapeamento. Abordando nos 
subcapítulos seguintes os três componentes basilares de um IMD: interface de entrada, sistema 
de produção sonora e mapeamentos. 
.1 Interface de entrada
 “For many years, the keyboard and a number of knobs were the standard interface objects for 
making electronic music. Today there is a wide (if not to say wild) variety of sensors available. Virtually 
any real-world action can be translated into electrical energy and therefore serve as a control signal for 
an electronic (analog or digital) sound source.” (Bongers 2000) 
A interface de um IMD, também denominado controlador ou dispositivo de entrada, é o 
componente responsável pela tradução de energia entre o(s) agente(s) de entrada (ou 
instrumentista) e o restante sistema pertencente ao instrumento, podendo esta tradução ser 
Legenda: 
feedback
dados
dados de semântica alterada
dados / controlo
controlo
agente(s) de 
entrada
feedback 
(visual e/ou 
táctil)
entrada
feedback aural
INTERFACE SPS
A
T
G
M
MAPEAMENTOS
audiência
Fig 3.1.2 — Modelo de um IMD, evidenciando os três componentes basilares: dispositivo de 
entrada ou interface, mapeamentos e dispositivo de saída ou SPS. Bem como uma 
representação do fluxo de informação. Note ainda que os agentes de entrada podem ser 
membros da audiência, como acontece no caso das instalações artísticas, podendo ainda ser 
autómatos mecânicos ou digitais. Inspirado em (Schnell e Battier 2002) e (Miranda e 
Wanderley 2006).
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bidireccional, quando parte da energia inicialmente fornecida pelo agente lhe é devolvida com o 
intuito de o informar relativamente ao resultado das suas acções (feedback). A energia fornecida 
pelo agente é captada através do uso de sensores e, em caso de bidireccionalidade da interface 
poder-lhe-á ser devolvida através do uso de actuadores. Estudos levados a cabo na área de 
Human-Computer Interaction (HCI) tem influenciado largamente o desenvolvimento de 
interfaces de entrada para instrumentos musicais digitais.(Hunt 1999)(Wanderley e Orio 2002)
(Bau e Tanaka 2008)
Aqui usamos o termo agente de entrada, na vez de instrumentista ou performer, no sentido 
de englobar os autómatos, sejam estes digitais, como no exemplo de algoritmos de geração 
automática de música, ou mecânicos, no caso dos instrumentos acústicos controlados por meios 
digitais. 
!
Uma boa revisão do uso de sensores em IMDs foi já elaborada em (Bongers 2000) e 
(Miranda e Wanderley 2006), pelo que aqui proponho enumerar e descrever as características 
que ilustram a diversidade das interfaces de entrada, conjuntamente com variados pontos de 
vista:  
• Pluralidade: quanto a esta característica podemos observar os IMDs sobre dois pontos de 
vista: interface e agente(s) de entrada. Sobre o ponto de vista da interface um IMD pode ser 
constituído por uma interface apenas ou por várias, como no caso do ciberinstrumento 
apresentado em (Ungvary e Vertegaal 2000). E, do ponto de vista do(s) agente(s) de entrada, 
uma interface pode suportar a execução de um ou mais instrumentistas simultaneamente, 
como é o caso do instrumento Tooka (ver Fig. 3.1.3 na página seguinte). Inversamente, a 
mesma interface pode ainda servir de controlo a vários instrumentos, dificultando e 
entorpecendo a definição de instrumento musical digital, uma vez que se torna difícil definir 
se estamos perante um único instrumento ou perante um ensemble de instrumentos 
executados por um único agente. 
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• Propósito: segundo o ponto de vista do construtor de IMDs, uma interface pode ser 
propositada ou incidente, isto é, respectivamente, uma interface pode ser construída 
propositadamente para fins musicais ou pode ser inicialmente construída para outros fins, que 
não musicais, sendo posteriormente adaptada ou simplesmente reutilizada para o efeito, como 
é o exemplo dos amplamente usados HID (Human Interface Devices) como joysticks e 
gamepads. As interfaces propositadas podem ainda dividir-se em performativas ou puramente 
experimentais (construídas em meios académicos como forma de testar e avaliar 
características relativas à usabilidade e performance destes instrumentos) e em comerciais ou 
Do It Yourself (DIY), construídas através das várias plataformas de prototipagem disponíveis 
que o leitor poderá consultar em (SensorWiki 2012). 
• Morfologia: estas interfaces podem ter corpo próprio, como uma caixa ou algo semelhante a 
um instrumento, como é o caso dos IMDs tipo-instrumento (ver 2.2), ou podem ser acoplados 
a qualquer outro objecto como por exemplo a um instrumento acústico, no caso dos 
instrumentos aumentados, ou até no corpo do performer (wearables) (Paradiso 1998), 
podendo ainda ser ocultadas, como no caso de várias instalações sonoras ou multimédia. 
• Feedback: de um ponto de vista sensorial o feedback de um IMD pode ser visual, táctil ou 
aural. Do ponto de vista causal poderá ser primário, proveniente da própria interface , ou 
secundário, produzido pelo sistema , podendo ainda ser incidente (ou passivo), quando é 
produzido naturalmente pela interface como por exemplo o ruído causado por um botão, ou 
não-incidente (ou activo), quando este é programado à posteriori com o intuito de responder a 
uma determinada acção do instrumentista, sendo o feedback gerado através do uso de 
actuadores. (Vertegaal et al. 1996)(Miranda e Wanderley 2006) 
• Variáveis e complexidade: uma interface pode ser caracterizada pelo tipo de variáveis que 
fazem parte da sua semântica, como cinéticas (orientação e inclinação, pressão, torção, 
Fig. 3.1.3 — Tooka. (imagem retirada de http://vipre.uws.edu.au/
tiem/?cat=83, acedido a 27/Julho/2012)
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rotação, deslocação, aceleração e distância) e outras (luz englobando o espectro visível e não 
visível, som englobando o espectro audível e não-audível, temperatura, humidade, 
electricidade, magnetismo, electromagnetismo e biosinais) (Bongers 2000)(Miranda e 
Wanderley 2006)(Igoe e O’Sullivan 2004), e ainda pela dimensionalidade de cada sensor 
(exemplo: knob - 1D, rato comum - 2D ou o SpaceNavigator 3D). E, quanto à sua resolução, 
pode ser discreto (ex.: tilt sensor) ou contínuo (ex.: acelerómetro). Concluindo, as variáveis de 
uma interface podem ainda ser consideradas integrais, quando fazem parte do mesmo sensor 
(ex.: as variáveis X e Y de um tablet), ou separadas, quando provêm de mais do que um 
sensor da interface, como por exemplo a deslocação X e Y de um joystick e um botão do 
mesmo (Jacob et al. 1994)(Wanderley 2001b). 
• Fisicalidade: no caso das interfaces gestuais, a acção muscular aplicada pelo instrumentista é 
classificada como isométrica (ou pressão), quando não existe deslocação, como por exemplo 
o d-pad (pad direccional) de um gamepad, e isotónica (ou movimento), quando existe 
deslocação, como por exemplo num pad analógico de um gamepad. Esta última pode ainda 
ser caracterizada pela existência ou ausência de contacto por parte do agente de entrada. 
(Mackinlay et al. 1990)(Vertegaal et al. 1996)(Tanaka 2000)(Bongers 2000)
• Protocolo de comunicação: num IMD o objectivo da interface passa por estabelecer uma 
comunicação entre o(s) agente(s) de entrada e o restante sistema, que na grande maioria dos 
casos é um computador. Sendo que, de um ponto de vista técnico, esta recorre a protocolos de 
comunicação de acordo com o meio físico subjacente (cabos de cobre, micro-ondas, infra-
vermelhos, etc.). Protocolos como USB, RS-232(serial), Ethernet, Firewire, 802.11(wireless), 
TCP, UDP, MIDI e OSC são amplamente usados em aplicações musicais, no entanto, de todos 
estes apenas os protocolos MIDI e OSC foram originalmente implementados para servir 
propósitos musicais. (Wright 2004)(Igoe e O’Sullivan 2004) (Wanderley 2001b) 
O objectivo da interface passa pela aquisição de sinais de entrada, para que possam depois 
ser “compreendidos”  pelo restante sistema do IMD. Quando estes sinais provêm de um meio 
físico externo ao sistema, é indispensável o uso de um componente capaz de traduzir as 
variáveis físicas (analógicas) para uma representação digital (discreta). O componente 
responsável por esta tradução, ou melhor digitalização, é o conversor analógico-digital (ADC — 
Analog-to-Digital Converter), sendo que o leitor poderá dirigir-se a (Roads 1996), (Cook 2002) 
ou (Igoe e O’Sullivan 2004) para uma leitura compreensiva, predominantemente com fins 
musicais ou artísticos, uma vez que os ADC podem ser encontrados em vários dispositivos 
usados para outras finalidades. 
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.2 Sistema de Produção Sonora
O sistema de produção sonora pode ser compreendido em três componentes distintos 
quanto à sua função, conforme ilustrado na Figura 3.2. Assim, temos um componente 
responsável pela geração e/ou processamento de sinais áudio — módulos de síntese; um 
componente responsável pela tradução de sinais digitais em sinais analógicos — conversor 
digital-analógico (DAC — Digital-to-Analog Converter) e um componente responsável pela 
projecção sonora, constituído por ou mais dispositivos, vulgo altifalantes, responsáveis pela 
tradução de sinais eléctricos em sinais acústicos.
E, se os instrumentos híbridos, como sintetizadores analógicos controlados de forma 
digital, forem considerados IMDs, então o(s) módulos de síntese e DAC poderão ser trocados, 
permanecendo o(s) dispositivo(s) de projecção sempre no final da cadeia, como seria de esperar.
Estes componentes funcionam em prol de um resultado sonoro, musical e artístico, sendo a 
modalidade aural, a modalidade-alvo destes. É no entanto possível ainda usar a modalidade 
visual neste contexto, através do uso de dispositivos de projecção visual, “lado-a-lado”  com o 
dispositivo de projecção sonora, como é comum, por exemplo, na prática de live coding. 
.2.1 Módulos de Síntese
 “The evolution of computer music have brought to light a plethora of sound synthesis methods 
available in general and inexpensive computer platforms, allowing a large community direct access to 
real-time sound synthesis.” (Wanderley 2001b)
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Fig 3.2 — Modelo de um sistema de produção sonora de um IMD. 
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De facto são inúmeros os métodos de síntese disponíveis, existindo também um largo 
número de software ad hoc com os quais se pode conectar uma interface para controlo dos 
parâmetros de síntese, exemplificando superficialmente ao mencionar aplicações como o 
Ableton Live, Logic Pro, MaxMSP, Super Collider, já para não falar de inúmeros plug-ins para 
processamento e geração de sinais, sendo o último normalmente definido (pela indústria) como 
instrumento virtual. Se os algoritmos e aplicações de síntese sonora são já imensas, as 
combinações entre estes poderão ter um âmbito inimaginável, sendo normalmente explorado, 
não só na criação de novos IMDs mas também de novas composições musicais. 
É portanto fora do âmbito desta investigação descrever, avaliar ou analisar as técnicas de 
síntese existentes, sendo para tal o leitor orientado para (Smith 1991) (Roads 1996), (Tolonen et 
al. 1998), (Cook 2002) e (Miranda 2000 e 2002). Será no entanto rapidamente apresentada uma 
taxonomia dos modelos de síntese sonora, bem como algumas das suas características (ver 
Tabela 3.2), na tentativa do orientar vagamente o construtor ou executante de IMDs para a 
plêiade de possibilidades que irá encontrar.
 
Tabela 3.2 — Taxonomia e comparação de modelos de síntese sonora.(Smith 1991) 
(Tolonen et al. 1998)(Miranda 2000 e 2002)
Modelos (taxonomia) Implementação Controlo Semântica (exemplos)
Modelos 
(exemplos) 
Loose 
Modeling
Abstractos acessível dificultado
amplitude, 
modulation 
depth, phase, 
frequency, …
AM, FM,RM, 
Waveshaping, 
Phase Distortion, 
…
Gravações 
processadas acessível dificultado 
samples, 
position, speed 
rate, …
Granular, 
Wavelet 
Transform, 
Wavetable, …
Espectrais média médio
frequency bins, 
magnitude, 
formant, …
Aditiva, 
Subtractiva, 
Phase Vocoder, 
LPC, Inverse 
FFT, …
Físicos difícil facilitado
dampen, strike 
position, 
rotation, …
Waveguide, 
Karplus-Strong 
extensions, Ruiz 
Strings, Modal, 
…  
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.2.2 DAC 
Um conversor digital-analógico é um dos componentes vitais de um IMD, no entanto as 
suas funções de baixo-nível (Igoe e O’Sullivan 2004) e a extensa literatura em volta deste, no 
que toca a aplicações musicais: (Roads 1996), (Dodge e Jerse 1997), (Cook 2002), (Manning 
2003) ou (Puckette 2007); libertam-nos de tal postulação. Restando apenas mencionar que 
poderão ser encontrados, por exemplo, em interfaces áudio comercialmente disponíveis ou em 
microprocessadores como os que são usados nas placas Arduino (Arduino 2012b).
Este componente é responsável pela conversão dos sinais digitais providenciados pelo 
restante sistema do instrumento em sinais analógicos, direccionados ao final da longa cadeia de 
transdução e transformação de sinais de um  IMD. Sendo que estes processos de digitalização, 
quer por parte dos ADC quer dos DAC, são realizados tendo em conta as peculiaridades dos 
sistemas sensoriais e cognitivos de um ser humano (Roads 1996) (Cook 2001).
.2.3 Dispositivos de projecção sonora 
Na ponta final da longa cadeia de componentes de um IMD estão os dispositivos de 
projecção sonora (DPS). Estes são basicamente actuadores (SensorWiki 2012), que têm como 
objectivo atingir os sentidos de uma audiência, efectuando uma transdução do sinal analógico 
proveniente do DAC, para vibrações acústicas. 
Esta transdução electroacústica pode ser efectuada de diferentes formas, sendo a mais 
comum realizada através de meios mecânicos, conforme encontrado na grande maioria de 
altifalantes disponíveis comercialmente, podendo o actuador ser opcionalmente acoplado a uma 
caixa ressoadora ou qualquer outro sistema de projecção/amplificação acústica. 
Estes dispositivos podem ter desde um altifalante (um canal - mono) a vários, como é o 
exemplo dos altifalantes usados na Princeton Laptop Orchestra (PLOrk 2012a) (PLOrk 2012b). 
Podem também ser unitários, novamente como no exemplo da PLOrk, onde cada instrumentista 
dispõe de um altifalante, ou podem ser distribuídos, onde vários altifalantes, pertencentes ao 
sistema de produção sonora de um IMD, se encontram distribuídos fisicamente no espaço. 
Sendo a espacialização conseguida através do condicionamento dos sinais áudio, com o intuito 
de simular uma localização ou movimentação sonora de um determinado ponto de um espaço 
acústico ilusório (Chowning 1971), recorrendo para tal a algumas técnicas de espacialização, 
podendo ir da simples panorâmica stereo de dois canais a técnicas mais elaboradas, como wave-
field synthesis, holophony e ambisonics, que baseados no princípio de Huygens, simulam 
posicionamentos num espaço ilusório tridimensional (Malham 2001). Sendo muito raros os 
exemplos nos quais a espacialização é feita de um modo físico, através da movimentação dos 
próprios altifalantes, como é o caso de ex pharao e Cycloïd-!, criações de André e Michel 
Décosterd (Décosterd e Décosterd 2012). 
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O aspecto da espacialização sonora de um IMD é bastante importante, principalmente 
quando estes actuam em ensemble, sendo portanto posteriormente abordado em 4.5. 
.3 Mapeamentos 
No que diz respeito aos instrumentos musicais digitais os mapeamentos começaram a 
ganhar o centro das atenções a partir de meados dos anos 80 e início dos anos 90, à medida que 
a utilização de algoritmos de síntese sonora mais complexos, isto é, com um maior número de 
parâmetros de controlo, começava a ser possível através da utilização de computadores dotados 
de maior capacidade de processamento e armazenamento, permitindo também o seu controlo em 
tempo-real.(Bowler et al. 1990) (Miranda e Wanderley 2006) 
O mapeamento de parâmetros de entrada para parâmetros de saída com o intuito de 
controlar um ou vários sistemas é reminescente da área de teoria de controlo, tendo algumas das 
suas técnicas sido já aplicadas a instrumentos musicais digitais. (Wanderley 2001a) 
(Goudeseune 2001)(Goudeseune 2002)
No fundo, os mapeamentos podem ser vistos como um processo, ou cadeia de processos, 
que transportam e transformam um sinal, seja este continuo ou discreto e proveniente de uma 
interface física ou de um algoritmo. Até que chegue a um ou mais parâmetros de controlo, por 
norma de um sintetizador sonoro. Podendo no entanto aplicar-se não só a modalidades aurais 
como opcionalmente a modalidades visuais, como algoritmos para geração gráfica, e/ou tácteis, 
como algoritmos para feedback primário (ver cap. 3.1).  
Os parâmetros de entrada poderão não se destinar apenas ao controlo de parâmetros de 
síntese, mas também de outros módulos de processamento, que serão apresentados 
posteriormente neste sub-capítulo.
.3.1 Paradigmas
Uma vez que nos instrumentos digitais os mapeamentos são à partida inexistentes e 
portanto programados à posteriori, levanta-se o problema de como conectar os parâmetros de 
entrada e saída disponíveis, de modo a controlar de uma forma musicalmente expressiva um 
determinado sintetizador sonoro. Ao elaborar uma pesquisa aos vários estudos desenvolvidos 
sobre este tema é possível constatar que existem várias formas de o abordar:
 
• Redução de parâmetros: quando os primeiros sintetizadores aditivos ficaram 
disponíveis no formato digital o número de osciladores com controlo sobre as 
envolventes de frequência e amplitude aumentou drasticamente, por questões físicas e 
monetárias que não adianta salientar. No entanto o poder de armazenamento e 
processamento em tempo-real eram ainda bastante rudimentares, ao que David Wessel
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(Wessel 1979) refere que o controlo de um maior número de parâmetros poderia ser 
obtido através de uma redução de parâmetros, ao diminuir o número de pontos 
(resolução) das envolventes de frequência e amplitude (denominadas break-point 
functions). E, por motivos relacionados com a morfologia e cognição humana, em vez 
de motivos puramente computacionais, o mesmo paradigma é aplicável, uma vez que 
é fisicamente impossível um ser humano, sem o auxílio de algoritmos, controlar, por 
exemplo, cinquenta parâmetros independentes de um determinado sintetizador 
sonoro.
• Navegação em espaços perceptuais: conforme apontado por Wessel, a criação de 
um espaço tímbrico perceptual poderá facilitar o controlo de um determinado 
sintetizador (Wessel 1979). Alguns investigadores (Arfib et al. 2002) expandiram 
mais tarde este paradigma, ao possibilitar a navegação em tempo-real de um espaço 
paramétrico de dimensão M (parâmetros de síntese), correspondente ao espaço 
tímbrico perceptível. Através do controlo de uma interface de entrada, providenciando 
um espaço paramétrico de dimensão N, representativo do espaço gestual perceptível. 
(Choi et al. 1995) (Arfib et al. 2002)
• Interpolação: esta transformação de um espaço de parâmetros entrada de dimensão N 
para um espaço paramétrico de saída de dimensão M pode também ser visto como um 
problema de interpolação, abordado por I.Bowler e colaboradores, e ainda por 
Camille Goudeseune, que fornece algumas formas elegantes de resolver o problema. 
Assim, dados os âmbitos destes parâmetros, a ligação, ou função, entre eles pode ser 
definida através de um escalonamento (linear ou não-linear), preenchendo os pontos 
intermédios entre cada âmbito definido. Sendo este paradigma bastante recorrente. 
(Bowler et al. 1990)(Goudeseune 2002) 
• Lógica e restrições: uma outra forma de resolver o problema apresenta-se através do 
uso de condicionais. Podemos por exemplo controlar 3 parâmetros de síntese através 
de um parâmetro de entrada, ao avaliarmos o valor de entrada e direccioná-lo para um 
determinado parâmetro de saída caso este preencha um requisito predeterminado pela 
expressão condicional. De certo modo estes definem uma restrição gestual perceptível 
pelo instrumentista e, à semelhança dos instrumentos acústicos, estas restrições 
podem-se reflectir num aumento da expressividade potencial de um IMD (ver 4.1), 
conforme salientado por Sidney Fels e colaboradores (Fels et al. 2003). 
• Reconhecimento de padrões: até aqui, estes paradigmas pressupõem algum tipo 
conhecimento acerca dos parâmetros. O que acontece então se algumas das variáveis 
de entrada e/ou saída forem desconhecidas? É aqui que entra o paradigma do 
reconhecimento de padrões. Através de técnicas empregues em métodos estatísticos e 
machine learning (Bevilacqua et al. 2005) é possível auferir características 
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perceptuais de um sinal que de outra forma permaneceriam ocultas no fluxo de dados 
do sinal. E por norma gerando um sinal de semântica diferente daquela empregue no 
sinal analisado. Estes métodos providenciam novas formas de controlo e um aumento 
do potencial expressivo de um IMD, ao possibilitar por exemplo, o reconhecimento 
de um determinado gesto.(Gillian 2011) (Fiebrink 2011)
De um modo geral, e apesar de algumas semelhanças entre estas estratégias (todas 
assentam em propriedades e funções matemáticas), os mapeamentos têm vindo a ser abordados 
de uma forma heurística e idiossincrática. Uma vez que a função usada num determinado 
mapeamento pode apenas funcionar eficazmente num determinado contexto isto é, para um 
determinado sensor ou parâmetro de entrada e um determinado sintetizador ou parâmetro de 
síntese, ou ainda para um determinado instrumentista ou obra musical. 
.3.2 Classificação 
Existe uma literatura sistemática acerca da classificação dos mapeamentos: (Rovan et al. 
1997)(Hunt et al. 2000 e 2003), entre outros; restando-nos apenas resumir a classificação destas 
técnicas, devido à sua importância. Assim reunimos aqui três aspectos distintos quanto à 
classificação dos mapeamentos de um IMD: topologia, natureza e comportamento temporal. 
Quanto à sua topologia, os mapeamentos podem ser de:
 
• um-para-um (1-1): onde cada parâmetro de entrada controla um parâmetro de 
saída; 
• muitos-para-um (N-1): ou convergente, quando vários parâmetros de entrada 
controlam apenas um parâmetro de saída; 
• um-para-muitos (1-N): ou divergentes, quando um parâmetro de entrada 
controla vários  parâmetros de saída; 
• muitos-para-muitos (N-M): quando é empregue mais do que um dos anteriores 
tipos. 
Alguns investigadores provaram já que os mapeamentos lineares de 1-1 têm um baixo 
potencial expressivo (Hunt 1999)(Hunt et al 2000), no entanto estes são bastante úteis para 
executar tarefas básicas, como controlar o ganho dos sinais saída. Outros investigadores 
abordaram as possíveis consequências da complexidade envolvida nos mapeamentos de um 
IMD, demonstrando que mapeamentos mais complexos podem exigir um maior envolvimento e 
prática por parte do instrumentista. Contudo este facto providencia um maior potencial 
expressivo, uma vez que o comportamento destes mapeamentos é por norma menos previsível, 
resultando num leque abrangente de nuances musicais possíveis, principalmente quando 
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comparados com mapeamentos de 1-1. (Hunt et al. 2002) Outros estudos demonstraram também 
a utilidade de uma topologia hierárquica, constituída por várias camadas, denominadas mapping 
layers.(Hunt et al. 2000 e 2002)(Momeni e Henry 2006)(Malloch et. al 2007) 
(Hunt et al. 2000), (Arfib et al. 2002) e (Momeni e Henry 2006) evidenciam cada camada 
consoante a sua função, agrupando determinados módulos de mapeamento de acordo com a 
semântica dos seus valores de entrada e saída. De uma forma heterogénea estes foram 
apresentando disposições e comunicações entre estruturas de mapeamento gradualmente mais 
complexas (de acordo com a disposição das referências). Existindo no entanto algumas 
semelhanças entre estes, como uma camada de pré-processamento na qual os sinais da interface 
de entrada são acondicionados (filtrados, escalados, etc.) e eventualmente algumas 
características são extraídas destes sinais (como por exemplo a velocidade de um determinado 
gesto), sendo representativas de uma semântica relacionada com aspectos gestuais perceptíveis 
(Arfib et al. 2002). Assim como uma camada de pós-processamento, com o intuito de acomodar 
os valores provenientes de um modelo conceptual de mapeamento  para a semântica e âmbito 
dos parâmetros de controlo de um sintetizador sonoro. 
Quanto à sua natureza os mapeamentos podem ser explícitos, isto é, criados 
arbitrariamente pelo instrumentista ou designer de IMDs, e implícitos ou generativos, ou seja, 
mapeamentos inerentes ao processo usado, como por exemplo no caso de algoritmos de redes 
neuronais artificiais (ANN) (Hunt et al. 2000). Os mapeamentos explícitos exibem à partida um 
maior potencial criativo, uma vez que os mapeamentos implícitos estão confinados a um 
conceito específico não-musical, como é o caso novamente das ANN. No entanto os 
mapeamento implícitos poderão revelar uma maior celeridade e eficácia quando o número de 
parâmetros de controlo é demasiado grande. Imagine por exemplo mapear individualmente 20 
parâmetros de entrada para 100 de saída. É principalmente nestes casos que os mapeamentos 
implícitos se revelam bastante úteis (ver 4.4 para outras características destes algoritmos). 
Quanto à sua evolução temporal os mapeamentos podem ser classificados como estáticos 
ou dinâmicos.(Arfib et al. 2002) Os primeiros simplesmente não sofrem variações temporais, 
exibindo os mesmos valores de saída dado um determinado valor de entrada. Enquanto que os 
segundos, os mapeamentos dinâmicos, poderão alterar o seu comportamento (relação entrada-
saída) ao longo do tempo, seja por processos explícitos, controlados externamente pelo 
performer, ou por processos implícitos, controlados internamente pelo modelo empregue (por 
ex.: HMM, ver 6.5). Aqui, por razões óbvias, os modelos de mapeamento dinâmicos parecem 
exercer um maior potencial expressivo, pelo simples facto de os fenómenos temporais estarem 
intimamente ligados aos processos de criar, ouvir e pensar a música. 
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.3.3 Elementos e constituição 
 “What are composed instruments composed of? Computer science provides us with various data 
structures, models of computation, and families of programming languages. (...) From the engineering 
point of view composed instruments appear to be composed of very different elements such as data 
structures, algorithms and procedures, functions and mappings, as well as configuration settings. (...) A 
composed instrument can be seen as composed of streams running through processing modules of these 
four categories”: transformation, analysis, synthesis and memorization. (Schnell e Battier 2002)
Norbert Schnell e Marc Battier apresentam-nos uma solução interessante para a 
organização conceptual dos constituintes virtuais de um IMD, ao definirem quatro modelos 
computacionais elementares (ver Fig. 3.3): 
• Transformação: onde não existe diferença semântica 
entre o sinal de entrada e o sinal de saída, bem como 
do tipo de sinais, ocorrendo no entanto uma 
modificação deste. Como acontece por exemplo ao 
transpor uma nota MIDI de entrada, uma oitava 
acima.  
• Análise: onde a semântica do sinal de saída é 
diferente da semântica do sinal de entrada, por via de 
uma extrapolação de dados, podendo o tipo de dados 
no entanto variar. Por exemplo, se calcularmos a 
velocidade de um fader, ao utilizarmos o valor da sua 
posição, poderemos obter o mesmo tipo de dados, no 
entanto a sua semântica é diferente. Que, conforme 
mencionado por Schnell e Battier, se podem tornar 
bastante úteis ao permitirem-nos converter o domínio 
de um sinal. 
• Geração: neste modelo os únicos parâmetros de 
entrada servem para controlo seu próprio fluxo de 
dados gerados, expondo a sua própria semântica. 
Aqui trocámos o termo usado por Schnell e Battier — 
“síntese”; por “geração” para evitar confusões com modelos de síntese sonora, embora este 
modelo aqui apresentado também possa ser utilizado para a geração de sinais áudio. 
• Memorização: este modelo possibilitam-nos guardar um fluxo de dados de entrada, podendo 
opcionalmente, através de um sinal de controlo externo, ser reproduzidos na sua integridade 
Legenda: 
sinal (c/ atraso)
sinais (mesma semântica)
sinais(semântica diferente)
sinais de controlo apenas
A
T
G
M
Fig 3.3— Elementos-base  para a 
elaboração de IMDs.
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ou alterados e (re)arranjados, mantendo a mesma semântica usada à entrada. (Schnell e Battier 
2002)
Através destes quatro modelos é então possível formar complexas cadeias de mapeamento, 
de um modo semelhante ao realizado em síntese sonora digital, recorrendo a geradores unitários 
(Roads 1996). Apesar do modelo de geração ser relativamente ambíguo para o uso de 
mapeamentos, uma vez que o próprio gera valores (de entrada), este é ainda assim uma 
componente fulcral na utilização de IMDs, podendo, por exemplo, ser controlado através de 
uma interface de entrada, recorrendo a uma técnica denominada dipping (ver 4.2). 
Estes modelos conceptuais poderão auxiliar não só o desenvolvimento de um IMD mas 
também a sua compreensão, classificação e avaliação.  
.4 Conclusões 
Após uma revisão da literatura, resumindo e recolhendo aquilo que pode ser considerado 
como um estudo organológico de um IMD, descrevo e enumero aqui algumas das premissas 
destes:
 
a. Existe um vasto número de sensores e interfaces de entrada disponíveis, o que envolve 
também um certo número de protocolos para que se possa estabelecer uma comunicação 
com o restante sistema do instrumento; 
b. Existe um vasto número de modelos de síntese e também alguns paradigmas de 
mapeamento; 
c. Um IMD é um sistema repleto de diferentes componentes que se estendem entre sensores 
e actuadores, demonstrando logo à partida uma natureza altamente modular; 
d. A semântica dos dados de entrada é diferente da semântica dos dados de saída, sendo 
“traduzida” no processo de mapeamento, sendo que este necessita de componentes de 
transformação e/ou análise; 
A abordagem levada a cabo neste capítulo permite pôr em perspectiva o desenvolvimento 
de IMDs do ponto de vista do construtor/programador, ao expor os vários componentes que os 
constituem. Podendo ainda servir o ponto de vista do instrumentista que, para todos os efeitos, 
será abordado em maior detalhe no capítulo seguinte. 
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Capítulo 4
Aspectos performativos
 “(…) playing a musical instrument is a way of understanding and 
experiencing the musical world, but at the same time
 a being-in-the-musical-world.” 
(Nilsson 2011)
Com os recentes avanços tecnológicos aplicados em áreas musicais, várias concepções de 
tradições seculares têm vindo a ser severamente abaladas, como por exemplo a performance 
musical. Os meios de distribuição e apresentação musical actuais poderão mesmo interrogar a 
necessidade de uma performance musical, outrora apresentada através de formações compostas 
por músicos e instrumentos, cuja presença, imediatismo e arte se reflectiam em práticas de um 
teor físico e natural, intrínsecos na percepção da audiência. (Godlovitch 1998) 
 “These traditions have been challenged by electronic technology which has made live human 
performance seem a mere transfer medium.” (Godlovitch 1998) 
Os avanços tecnológicos foram tais, que de facto nos permitem questionar a essência e 
necessidade de artes performativas. Questões que são abordadas de forma pertinente por Stan 
Godlovitch no livro Musical Performance—A Philosophical Study. O que nos permite lidar com 
questões mais técnicas, deixando apenas uma boa referência de um ponto de vista filosófico e 
social. !
Neste capítulo serão abordadas essencialmente as relações entre instrumentistas e IMDs 
durante a execução, preparação, ou apresentação de uma performance. Recaindo sobre temas 
como expressividade, controlo, interacção, prática e apresentação. E, para simplificar quaisquer 
confusões abordaremos a performance de IMDs como o acto levado a cabo por um ou mais 
instrumentistas humanos, sendo que este(s) executa(m) algum tipo de controlo sobre o IMD, 
seja ele primário ou secundário (ver 4.2). Com o intuito de apresentar uma qualquer obra 
musical perante uma audiência.
Portanto não terei em especial atenção os casos particulares dos autómatos musicais 
digitais e instalações sonoras, uma vez que nestes o papel do instrumentista é muitas vezes 
posto em causa, podendo , por exemplo, ser substituído pela própria audiência ou por um 
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qualquer automatismo controlado por computador. Favorecendo também a perspectiva do 
instrumentista (humano), em detrimento de perspectivas oriundas do(s) compositor(es) e/ou da 
audiência, sendo estas no entanto mencionadas apenas quando pertinente.!
Assim, ao reunir alguma da literatura existente e, adicionando sempre que necessário 
algum conhecimento proveniente da da minha experiência (ver 1.1), espero contribuir com uma 
selecção de paradigmas importantes na performance de IMDs. Sendo que o objectivo não é o da 
avaliação de IMDs, uma vez também que este tópico tem vindo a ser extensamente investigado
((Cook 2001a e 2009),(Birnbaum et al. 2005),(Jordà 2005),(Malloch et al. 2006),(Paine 2009) e 
(O’Modhrain 2011)), mas sim o de orientar o instrumentista dentro de um vasto conjunto de 
técnicas e paradigmas na prática dos instrumentos musicais digitais.
.1 Expressividade 
O termo expressividade carece de uma definição universal e, no contexto dos IMDs, levar-
nos-ia a uma longa discussão, não sendo essa a minha intenção. Assim o leitor deverá dirigir-se 
a (Arfib et al. 2005), (Dobrian e Koppelman 2006), (Poepel 2005) ou (Gurevitch e Treviño 
2007) para um conjunto de definições e abordagens sobre o tema. 
No contexto desta tese prefero recorrer ao termo “expressão potencial”  ou “potencial 
expressivo”, em vez de expressividade, uma vez que indicia intrinsecamente factores externos à 
sua realização. Assim, descartarei todos estes factores, como a audiência, o estilo musical, e et 
cetera, ao abordar a expressividade de um IMD como a potencialidade, capacidade ou 
possibilidade musical “armazenada”  e que é posta em exposição pelo instrumentista. Sendo 
maioritariamente dependente deste, mas também das estratégias e técnicas de mapeamento 
envolvidas no controlo do instrumento. 
Os mapeamentos de um IMD podem ser vistos como uma forma de controlo, e de facto 
auferem no potencial expressivo do instrumento (Rovan et al. 1997). No entanto, controlo e 
expressão não estão relacionados de uma forma directa, conforme alguns investigadores já nos 
alertaram (Dobrian e Koppelman 2006). Ainda assim as possibilidades de controlo poderão 
aumentar o potencial expressivo do instrumento, cabendo ao instrumentista a arte de o realizar. 
.2 Controlo  
Um instrumentista pode executar várias formas de controlo sobre um IMD, sendo estas 
primeiramente classificadas quanto à sua causalidade em controlo primário (ou directo) e 
controlo secundário (ou indirecto, também definido por Godlovitch como remote-control).  O 
controlo secundário é por norma discreto e envolve material musical trabalhado previamente, 
como por exemplo disparar uma amostra áudio ou outros eventos. Godlovitch refere que o 
resultado apresentado através do controlo secundário está a uma distância processual 
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significativa dos dados de entrada fornecidos pelo instrumentista. Já o controlo primário é 
manifestamente contínuo e envolve um maior controlo em tempo-real do resultado sonoro 
apresentado, sendo a distância processual entre entrada e saída relativamente menor, senão 
mesmo praticamente nula. (Godlovitch 1998) (Paine 2010)  
Conforme mencionado por Paine e Drummond (Paine e Drummond 2009), estes tipos de 
controlo, quando expostos literalmente, poderão discernir se uma interface se comporta como 
um controlador ou como um instrumento. Contudo, na prática, a distinção entre estas poderá ser 
pouco clara, ocorrendo muitas vezes uma coexistência simultânea. Por exemplo, um 
instrumentista pode disparar uma amostra de áudio (controlo secundário) e controlar, em tempo-
real, parâmetros de processamento sonoro dessa mesma amostra (controlo primário). 
.2.1 Níveis de controlo  
Num artigo que relata a utilização da interface Radio Drum (também denominada Radio 
Baton, ver 4.2.3 em Anexo) com a linguagem de programação Max, Andrew Schloss apresenta 
três níveis de controlo possíveis de exercer por um instrumento musical digital: tímbrico, 
unitário e processual.(Schloss 1990)
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Fig. 4.2.1 — Possibilidades de controlo de um IMD. No eixo das abcissas temos as 
escalas temporais segundo (Roads 2004) e no eixo das ordenadas temos os níveis de 
controlo musical segundo (Schloss 1990). Enquadrando a existência destes nas 
diferentes modalidades de controlo de um IMD: controlo de mapeamentos, controlo 
sonoro e articulação musical. 
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Segundo Schloss o nível tímbrico exige um controlo contínuo sobre os parâmetros muitas 
vezes multi-dimensionais de um sintetizador sonoro.(Schloss 1990) E, embora esta definição 
cubra a maioria dos casos poderá ser inapropriado usar o termo controlo contínuo, uma vez que 
é possível modificar o timbre de um sintetizador através de um controlo discreto, como por 
exemplo escolher um patch ou preset. Este nível aparenta um tipo de controlo vertical, isto é, 
pertencente ao domínio espectral. 
Ao subir um nível nesta hierarquia de controlo chegamos ao que Schloss denomina de 
note-level, aqui traduzido como controlo unitário. Schloss argumenta que existe uma 
correspondência de um-para-um entre atacar uma superfície e ouvir um som, mesmo que este 
tenha um ataque bastante longo. Este tipo de controlo é essencialmente horizontal, ou seja, 
relativo ao domínio temporal. (Schloss 1990)
Por fim, no mais alto nível temos aquilo a que Schloss define intencionalmente de forma 
bastante abstracta como o nível macroscópico ou de controlo de um processo musical, a que 
aqui chamamos simplesmente de nível processual. Neste nível podemos por exemplo controlar 
uma frase ou sequência musical, uma secção, uma estrutura, etc. De facto existe uma boa razão 
para que Andrew Schloss nos deixasse com uma definição tão vaga, uma vez que este nível 
reflecte de certa forma os processos composicionais e idiossincráticos de cada compositor, 
figurando assim um tipo de controlo transversal aos dois níveis apresentados anteriormente. 
(Schloss 1990)
.2.2 Escalas temporais
Um aspecto indiscutível no controlo de um IMD é a escala temporal no qual este se 
processa. Curtis Roads, no livro Microsound (Roads 2004), descreve-nos as possíveis 
dimensões temporais, as quais adapto aqui para processos de controlo executados nos IMDs. 
Conforme visível na Figura 4.2.1, algumas das escalas temporais referidas por Roads 
encontram-se fora do âmbito dos IMDs, e portanto remetemos o leitor para o seu livro para uma 
melhor compreensão destas, e de uma forma geral para as características perceptíveis de cada 
escala temporal. Ainda assim será útil referir brevemente as escalas temporais que se enquadram 
no controlo de um IMD :
 
• amostra: depende da taxa de amostragem. As amostras são retiradas a intervalos 
constantes definidos pela frequência fA , onde o intervalo de tempo entre cada amostra é 
dado por 1/fA . Esta escala temporal aplica-se não só ao processamento de áudio como 
também na comunicação entre interface de entrada e o computador.
• micro: esta escala expande-se entre o limiar de percepção tímbrica, a várias centenas de 
microsegundos, até à duração dos objectos sonoros de menor duração, até cerca de 100 
milissegundos. 
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• objecto sonoro: segundo Roads esta escala temporal engloba eventos de uma duração 
associada à unidade elementar de uma partitura — nota musical, estendendo-se entre os 
100 milissegundos e vários segundos. 
• meso: esta escala engloba conjuntos de objectos sonoros e a sua relação em frases ou 
outras estruturas. As durações destas estruturas são normalmente medidas em segundos. 
• macro: de acordo com o autor do livro, esta escala temporal corresponde à noção de 
forma e está, de modo geral, relacionada com a estrutura arquitectónica global de uma 
obra musical. (Roads 2004)
Observando a Figura 4.2.1 é possível constatar a relação entre os níveis de controlo 
apresentados por Schloss, as escalas temporais relatadas por Roads e as modalidades de 
controlo existentes nos IMDs — controlo de mapeamentos, articulação musical e controlo 
sonoro. 
.2.3 Modalidades de controlo 
Existem, pelo menos, três modalidades de controlo presentes nos instrumentos musicais 
digitais — controlo de mapeamentos, articulação musical e controlo sonoro. 
No controlo de mapeamentos são controlados e geridos processos cuja semântica não seja 
musical nem sonora, sendo também definido de meta-controlo. Este é capaz de ocupar os vários 
níveis e escalas temporais de controlo. (ver Fig. 4.2.1)
A articulação musical, muitas vezes hierárquica (ex.: nota—frase—secção) e controlada de 
forma discreta, é talvez a que impõe maiores dificuldades ao instrumentista, principalmente no 
caso da execução de uma partitura escrita. Este inclui os níveis processuais e unitários, bem 
como a escala temporal de objectos sonoros e a micro e macro escala temporal.  
E, por último, o controlo sonoro é efectuado sobre os parâmetros de síntese, dependendo a 
sua semântica exclusivamente do modelo de síntese usado. Este ocupa níveis de controlo 
essencialmente tímbricos, podendo ainda assim exibir controlos ao nível unitário, ofuscando o 
limite entre controlo sonoro e articulação musical. Como por exemplo acontece com o 
parâmetro de amplitude de um dado sintetizador, que está relacionado com a dinâmica 
(parâmetro musical) de uma nota, podendo ser visto como controlo sonoro ou musical. Quanto 
às escalas temporais esta função de controlo sonoro estende-se desde a escala de uma amostra 
de áudio até à escala de um objecto sonoro. Conforme mencionado por Roads, a abordagem de 
modelar um sinal amostra por amostra é bastante raro, podendo ainda assim ser encontrados no 
SSP (Sound Synthesis Program de Gottfried Michael Koenig) e Sawdust (de Herbert Brün). 
(Roads 2004)
Comparando estas três modalidades, a que apresenta uma semântica menos estandardizada 
é a modalidade de controlo de mapeamentos, em grande parte devido a factores históricos, uma 
vez que tanto a semântica musical como a semântica sonora precedem o aparecimento dos 
instrumentos musicais digitais. 
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.2.4 Tipos de controlo 
Roel Vertegaal e colaboradores (Vertegaal et al. 1996) evidenciam três tipos possíveis de 
controlo e que aqui adapto às três modalidades de controlo apresentadas anteriormente, uma vez 
que figuram o tipo de controlo passível de exercer num IMD, quer seja no controlo de 
mapeamentos, controlo sonoro ou articulação musical. Embora bastante simplificada (ver Fig. 
4.2.2), uma vez que na realidade os processos e sistemas de controlo são bastante mais 
complexos, esta categorização poderá no entanto ser bastante útil, dado que não só aborda os 
tipos elementares de controlo como nos referencia também para o seu comportamento em 
função do tempo. Estes tipos de controlo são então divididos em estáticos e dinâmicos (não 
confundir com mapeamentos estáticos e dinâmicos, conforme mencionado no capítulo 3.3). 
No controlo estático o fluxo do sinal de saída não é afectado directamente pelo sinal de 
controlo, não existindo uma dependência temporal entre o sinal de controlo e o sinal de saída, 
uma vez que o sinal de saída é provocado por um outro processo ou objecto de controlo. Como 
acontece, por exemplo, quando seleccionamos uma amostra áudio para um modelo de síntese de 
gravações processadas (ver cap. 3.2), sendo a influência temporal deste controlo no resultado 
produzido estática, exibindo uma causalidade secundária, conforme abordado anteriormente. 
(Vertegaal et al. 1996) Na perspectiva do performer estes sugerem uma selecção do material a 
ser usado num determinado processo, sendo que quando este processo está em execução o 
instrumentista tem muitas vezes que antecipar temporalmente a execução deste tipo de controlo, 
pois o fluxo da informação não depende da acção directa do instrumentista. 
O controlo dinâmico difere do controlo estático porque aqui a causalidade é primária em 
vez de secundária e existe uma relação, mesmo que indirecta, entre o fluxo de entrada/controlo e 
o fluxo de saída. Este tipo de controlo é posteriormente dividido em controlo absoluto e relativo. 
absoluto relativo estático
tipos de controlo 
dinâmico
objecto de controlo 
processo
sinal de saída
sinal de entrada
sinal de controlo
Legenda:
Fig. 4.2.2 — tipos de controlo observáveis num IMD. (Vertegaal et al. 1996) 
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O controlo absoluto é efectuado directamente no objecto que se pretende controlar, sendo o 
valor fornecido pelo sinal de controlo igual ao valor obtido à saída do objecto de controlo. 
Como por exemplo acontece quando seleccionamos um sintetizador sonoro para o qual 
mandamos mensagens MIDI provenientes de um teclado, sem que exista qualquer transposição 
ou modificação do sinal de controlo. 
O tipo de controlo relativo, assim classificado quando o sinal de controlo é dirigido a um 
processo que por sua vez modifica o objecto de controlo. Sendo este tipo de controlo conhecido 
em síntese sonora como modulação. É, do ponto de vista do instrumentista, um tipo de controlo 
que envolve um maior grau de imprevisibilidade quando comparado com os restantes. Uma vez 
que aufere temporalmente o resultado produzido, no entanto esta relação não é temporalmente 
directa, dado que a referência temporal é gerada pelo processo sob controlo. Esta 
imprevisibilidade faz-se sentir principalmente quando o comportamento (relação entre entrada e 
saída) do processo em causa não é linear. E, por adição, poderemos ter uma forma de controlo 
potencialmente mais expressiva, uma vez que ao colocar um processo entre o sinal de controlo e 
objecto de controlo é possível ter um maior número diferenças perceptíveis no sinal de saída 
para o mesmo sinal de controlo recebido. 
.2.5 Metáforas de controlo 
David Wessel e Matthew Wright (Wessel e Wright 2002b), ao abordarem o trabalho 
realizado por George Lakoff e colaboradores, apresentam-nos uma razão muito simples para o 
uso de metáforas no controlo de IMDs: 
 “(...) abstracts concepts like time and space and even the loftier concepts of mathematics are 
grounded in sensorimotor experience”. (Wessel e Wright 2002)
Outros autores abordaram já este tema ((Bau e Tanaka 2008),(Wanderley e Depalle 2004 ) 
e (Fels et al. 2003)), e podemos assim concluir que de uma forma geral as metáforas de controlo 
servem as etapas de design e performance de um instrumento musical digital. Bem como 
poderão esclarecer questões técnicas do IMD tanto do ponto de vista do instrumentista, como do 
ponto de vista da audiência. Assim apresentarei de uma forma resumida as metáforas apontadas 
por David Wessel e Mathew Wright (Wessel e Wright 2002a e 2002b): 
• Espaço(s): o conceito básico inclui a distribuição de parâmetros tímbricos semelhantes 
num determinado espaço virtual, recorrendo a coordenadas fornecidas pela interface, ou 
posteriormente calculadas, para modificar dinamicamente os parâmetros de síntese. No 
entanto esta metáfora de controlo não se aplica exclusivamente à representação de 
parâmetros tímbricos de um IMD, podendo representar no fundo qualquer parâmetro 
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passível de controlo (controlo de mapeamentos, controlo sonoro ou articulação musical). 
Uma técnica comum empregue neste tipo de controlo é o uso de interpolações entre 
pontos num determinado espaço conceptual, como por exemplo no caso de (Momeni e 
Wessel 2003) ou de (Bowler et al. 1990) no qual a interpolação surgiu por necessidades 
computacionais.
• “Drag and Drop”: esta metáfora é bem conhecida dos utilizadores comuns de 
computadores e requer a utilização do conceito de um objecto aplicado a um qualquer 
material ou conjunto de materiais processuais, musicais e/ou sonoros. Os quais são 
seleccionados e movidos, seja ao longo de uma linha temporal ou para um outro processo 
recorrente. Ao contrário de Wessel e Wright, considero que esta metáfora não necessita 
propriamente de uma interface capaz de captar a posição em duas dimensões. Por 
exemplo, ao usar uma caixa de ritmos (como por exemplo a Elektron Machinedrum (ver 
Fig. 4.2.4), cuja interface é constituída essencialmente por botões de controlo discreto) o 
executante pode escolher um padrão rítmico e lançá-lo sem que tenha uma interface capaz 
de captar este gesto em duas dimensões. Nesta metáfora o tipo de controlo empregue é 
essencialmente um estático (ver subcapítulo anterior); 
• “Scrubbing”: esta metáfora requer apenas um parâmetro de entrada, embora seja possível 
replicar esta metáfora através de um maior número de dimensões. O controlo aqui 
exercido é por norma aplicado ao índice temporal de um dado modelo de síntese, estes 
podem ir de simples simulações de uma turntable até estruturas mais complexas como 
aquelas empregues em vários modelos de síntese granular. E na sua essência são relativas 
a um tipo de controlo dinâmico. 
• “Dipping”: nesta metáfora o IMD gera material musical através de um processo 
algorítmico, no qual o controlo exercido pelo instrumentista não é localizado evento a 
evento, mas sim numa estrutura mais ampla abrangida pelo próprio processo. Wessel e 
Wright argumentam que nesta metáfora o material gerado pelo algoritmo é por defeito 
inaudível, sendo o volume e material tímbrico controlado pelo executante, libertando o 
instrumentista de uma alta precisão temporal, uma vez que os eventos musicais são 
gerados pelo algoritmo. No entanto, esta metáfora poderá servir uma definição ainda mais 
lata, simplesmente — controlo de um processo algorítmico. Isto porque hipoteticamente 
seria também interessante controlar um processo algorítmico semelhante mas de uma 
forma inversa, ou seja, o algoritmo deixar de se ouvir sempre que o executante exerça 
algum sinal de controlo. Esta metáfora recorre essencialmente a um tipo de controlo 
dinâmico relativo para gerir o processamento do algoritmo em uso. 
• “Catch and Throw”: esta envolve a captura e reutilização de material usado durante a 
performance e na qual o processo de transformação é de extrema importância, caso 
contrário o performer limitar-se ia a reproduzir o material pré-gravado criando um efeito 
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de repetição, que porventura poderá não ser desejável. O material captado pode ser áudio 
ou uma qualquer sequência proveniente da interface de entrada ou de um qualquer 
processo algorítmico. 
Desenvolver um instrumento digital através de uma metáfora é considerado por (Wessel e 
Wright 2002a), (Fels et al. 2003) ou (Bau e Tanaka 2008) como uma abordagem gratificante. 
Esta pode ser vista como uma abordagem de fora para dentro, na qual um fenómeno externo, 
fora do contexto musical ou mais especificamente do contexto dos IMDs, resulta no conceito 
aplicado ao instrumento, quer se aplique à interface ou a componentes virtuais do IMD. 
As metáforas de controlo aqui apresentadas estão relacionadas essencialmente com a 
percepção motora. No entanto outro tipo de metáforas surgem na utilização de sistemas 
interactivos em instrumentos musicais digitais, conforme veremos de seguida.
.3 Interacção 
 “When people talk about computers, they often say that computers are useful because they make 
things interactive. “Interactive” is a fuzzy term, and often misused for all kinds of ridiculous purposes. 
Author and game programmer Chris Crawford has a great definition for it: interaction is “an interactive 
process of listening, thinking and speaking between two or more actors.” Most physical computing 
projects (and most computer applications in general) can be broken down into these same three stages: 
listening, thinking, and speaking—or, in computer terms: input, processing, and output. Breaking down 
your project along side these lines will enable you to better focus on your particular challenges...”  (Igoe 
e O’Sullivan 2004)
A área de sistemas (digitais) musicais interactivos tem vindo a ser progressivamente 
desenvolvida por investigadores como John Bischoff, Joel Chadabe, George Lewis, Michel 
Waisvisz, David Wessel, Andrew Schloss, Jeff Pressing, Miller Puckette, Laurie Spiegel, Robert 
Rowe, Todd Winkler ou Bert Bongers, mencionando apenas alguns. 
Uma outra terminologia empregue é também a de instrumentos musicais inteligentes, 
usada por exemplo por (Spiegel 1987) ou (Schloss e Jaffe 1993), no entanto esta conotação 
poderá trazer várias discussões devido à utilização do termo inteligência em sistemas 
computacionais e portanto a terminologia aqui utilizada será a de instrumentos musicais digitais 
interactivos (IMDI).  
Também o termo interacção é muitas vezes usado de forma errónea, conforme referido por 
(Igoe e O’Sullivan 2004), e como tal a sua discussão não será aqui abordada. Sendo que, de uma 
forma simplista, utilizarei a definição usada por Bongers — “A interacção entre um ser humano 
e uma sistema é um processo de dois sentidos: controlo e feedback” (Bongers, 2000)
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 Como o controlo foi já abordado anteriormente irei agora observar brevemente as 
características de feedback, ou resposta, conforme delineado por Robert Rowe e referido por 
(Jordà 2004). Segundo o autor, os métodos de resposta (métodos executados sobre os sinais de 
entrada fornecido pelo instrumentista) são classificados como transformativos, generativos e 
repetitivos. Sendo que estes denotam semelhanças com os elementos computacionais de um 
IMD apresentados no subcapítulo 3.3. E, na maioria dos casos, precedendo um método de 
resposta estaria um módulo de análise, ao qual Robert Rowe dá o nome de ouvinte (listener). 
(Rowe 2001)(Jordà 2004)
Estes métodos de resposta fazem parte de um dos três eixos ou dimensões do sistema de 
classificação definido por Rowe. Os restantes eixos de classificação de sistemas musicais 
interactivos são então definidos pela natureza performativa do IMD (score-driven vs. 
performance-driven) e pelo comportamento do IMD e do tipo de relação que o performer 
poderá estabelecer com o instrumento (instrumento vs. instrumentista). Segundo Rowe, um 
sistema musical interactivo conterá provavelmente várias destas classes, argumentando que as 
classes definidas na classificação devem ser vistas como pontos extremos de um linha contínua 
de possibilidades. (Jordà 2004)  
No artigo “Understanding Interactive Systems”, Jon Drummond  refere, descreve e aponta 
alguns exemplos passíveis de se enquadrarem na taxonomia de Rowe. Acerca dos sistemas 
score-driven, Drummond explica que estes são “sistemas com conhecimento embutido de toda 
uma estrutura composicional pré-concebida”, exemplificando através das obras de Vercoe, 
Dannenburg, Lippe e Manoury. Nestes o sistema é capaz de seguir a execução de um 
instrumentista, uma técnica também conhecida como score following, ao que Drummond 
argumenta que esta é no entanto mais reactiva do que propriamente interactiva. (Drummond 
2009)
Inversamente, um sistema performance-driven não contém qualquer tipo de conhecimento 
relativo a uma estrutura composicional predefinida, explica Drummond, exemplificando com o 
sistema Voyager desenvolvido por George Lewis, no qual o instrumentista imerge num 
“diálogo, mediado por computador, com uma orquestra virtual improvisadora interactiva”. 
(Lewis 2000) 
Um exemplo da utilização de ambos estes paradigmas é o caso de GenJam, desenvolvido 
por John A. Biles, o qual contém informação acerca das progressões harmónicas de uma 
determinada música sendo simultaneamente capaz de gerar material consoante a informação 
musical que lhe é fornecida.(Biles 1994) 
A outra dimensão do sistema de Rowe, instrumento vs. instrumentista, remete para o 
comportamento do sistema conforme experienciado pelo executante. Assim, um IMD comporta-
se como um instrumento, analogamente aos instrumentos acústicos, limitando-se a reagir ao 
controlo do executante. Enquanto que IMDs que exibam a qualidade de instrumentistas 
comportam-se como agentes musicais independentes, capazes de responder com algum grau de 
autonomia aos sinais de entrada providenciados pelo executante. (Jordà 2004)
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!
Todd Winkler, no livro intitulado Composing Interactive Music, estende o paradigma de 
instrumentista ao adicionar e descrever três modelos performativos predefinidos: maestro, 
ensemble e improvisação (ver Fig. 4.3). Esta classificação é elaborada através de uma analogia 
às seguintes formações musicais, respectivamente: a orquestra sinfónica para o modelo de 
maestro, o quarteto e cordas para o modelo de ensemble e o combo de jazz para o modelo de 
improvisação.(Winkler 2001) E, apesar de não se enquadrar em vários sistemas musicais 
interactivos, o estudo da relação e interacção entre instrumentistas durante ensaios e concertos, 
bem como o modo como estas se proporcionam relativamente a um determinado estilo ou obra 
musical, e até mesmo aos indivíduos da própria formação, poderão facultar inspiração para o 
desenvolvimento de sistemas musicais interactivos. 
Portanto, em vez de continuar e descrever os modelos apresentados por Winkler preferimo 
apresentar estes modelos graficamente na Figura 4.3, retirando conjuntamente algumas 
conclusões. 
!
Assim, dos modelos apresentados por Winkler, podemos concluir que existem basicamente 
dois tipos de controlo presentes — controlo de baixo-nível e controlo de alto-nível, sendo que 
estes são de alguma forma partilhados, caso contrário não existiria interacção, uma vez que o 
“diálogo” seria imposto por uma das partes. 
Na interacção com controlo de baixo-nível existe um equilíbrio entre o controlo 
proporcionado a cada agente, como acontece por exemplo no modelo de improvisação, 
existindo verdadeiramente um controlo partilhado. Enquanto que numa interacção com controlo 
de alto-nível existe um ou mais agentes de controlo predominante, forçando a interacção com o 
intuito de atingir um determinado objectivo comum, como por exemplo existe no modelo de 
maestro e no modelo de ensemble. 
Maestro Ensemble Improvisação
maestro, lead, improvisador 
instrumentista
interacção com controlo de alto-nível 
interacção com controlo de baixo-nível
Legenda:
Fig. 4.3 — Modelos de interacção de Winkler. (Winkler 2001)
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Estes tipos de controlo podem também ser dinâmicos, como acontece por exemplo em 
solos de formações de jazz nas quais, num determinado momento, um solista detém um controlo 
de alto-nível em relação aos restantes instrumentistas que o acompanham. Quando este acaba o 
solo, outro instrumentista poderá encarregar-se do controlo e começar um novo solo. Este tipo 
de interacções podem ser realizadas, de forma análoga, nos instrumentos musicais digitais 
interactivos (IMDI). 
Uma vez que os IMDI pressupõem a geração ou retorno de material musical como 
feedback para o instrumentista e, obviamente para a audiência, o desenvolvimento destes está 
profundamente relacionado com o estilo ou técnica musical empregue. Quer seja primeiramente 
concebido o modelo de interacção quer seja a obra musical, exibindo uma forte simbiose entre 
estes. Na qual o IMDI pode influenciar ou restringir certas técnicas composicionais e vice-versa. 
Tanto Rowe como Winkler apresentaram-nos perspectivas íntimas dos IMDI. Enquanto 
que Bongers, mais tarde, concedeu-nos uma perspectiva mais ampla proveniente da área de 
HCI, envolvendo os diferentes tipos agentes presentes numa performance musical: performers, 
IMDs e audiência. Bem como um esquema de modalidades de interacção, ou canais de 
comunicação, o qual não será aqui abordado, sendo solicitado ao leitor o seguinte artigo 
(Bongers 2000). 
Adaptando a classificação de Bongers temos então três categorias distintas de interacção: 
instrumentista-IMD, IMD-audiência e instrumentista-IMD-audiência. Às quais poderemos 
adicionar as categorias de interacção instrumentista-instrumentista, descritas com maior detalhe 
em (Godøy e Leman 2009), e IMD-IMD ou instrumentista-IMD(s)-instrumentista, na qual os 
executantes são capazes de trocar material musical, como por exemplo em (Hajdu 2004) e 
controlar ou até tocar os IMDs dos restantes instrumentistas, como por exemplo em (Ângelo et 
al. 2010), de forma local ou remota. 
No caso de netPlay! (Ângelo et al. 2010), a relação entre instrumentista e IMD torna-se 
ambígua, uma vez que, apesar de cada executante se encontrar posicionado num determinado 
espaço da sala de concerto em frente a um computador que lhe providencia uma interface de 
entrada gráfica, o material musical desenvolvido por cada performer é distribuído pelos IMDs 
circundantes. Resultando, do ponto de vista do instrumentista, numa sensação de um único 
instrumento distribuído por um espaço físico o qual se encontra temporariamente ao seu serviço. 
Enquanto que esta percepção poderá escapar a uma audiência sem conhecimento prévio da obra, 
agrupando conceptualmente os elementos próximos (instrumentista e computador), através do 
princípio de proximidade da Gestalt (Shepard 1999).  
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.4 Prática e aprendizagem
 “The only way we could decide what worked well was by long hours performing with each setup, 
searching for material that seemed to complement it, and exploring its potential. Though we both 
understood fully the logic being executed by the computer programs, it was only by exploration as 
performers that we discovered hidden aspects.” (Schloss e Jaffe 1993)
A metodologia empregue na prática e execução de IMDs é ainda extremamente 
idiossincrática e está longe das formalizações empregues no ensino e prática dos instrumentos 
acústicos. Moldados através de séculos de tradição, estes emergiram em estruturas de ensino 
como conservatórios ou outras escolas de música, com vários instrumentistas de renome a 
contribuírem com métodos de execução para determinados instrumentos.
Este nível de formalização é difícil de atingir com IMDs uma vez que estes estão ainda em 
constante evolução. E, esta formalização, caso se venha a provar necessária, deve ser realizada 
com determinados cuidados, uma vez que: (1) os IMDs são altamente modulares e portanto 
difíceis de formalizar ou “fechar”, (2) apresentam peculiaridades bastante próprias e (3), 
conforme evidenciado por (Schnell e Battier 2002), transportam consigo muita da informação 
relativa à obra musical a executar, bem como poderão conter também informação relativa ao 
executante responsável pelo instrumento, como nos casos que veremos de seguido, em que o 
IMD é capaz de ele próprio “aprender” ou adaptar-se ao instrumentista. 
Mesmo que não se pretenda uma formatação do ensino dos IMDs, os métodos de execução 
poderão ainda assim ser uma mais valia tanto na perspectiva do instrumentista como na 
perspectiva do compositor. Estes deverão facultar informação acerca das técnicas de execução, 
bem como dos resultados sonoros que advêm dessa técnica. 
Ainda que imperfeitos ou incompletos, estes deverão permitir ao instrumentista absorver as 
técnicas de execução básicas e, ao explicar o funcionamento natural do instrumento deverão 
tornar possível a exploração do instrumento fora deste âmbito ou registo de funcionamento dito 
normal. Permitindo assim a construção de técnicas de execução estendidas, estes métodos 
deverão também facultar informação suficiente sobre o instrumento para que compositores 
possuam recursos suficientes para a elaboração de obras musicais para estes.
Ainda assim alguns estudos poderão apontar para certas direcções no que toca à execução 
ou performance de um IMD, como: 
(Nilsson 2011) e (Jordà 2005) que nos revelam uma perspectiva interessante, através da 
experiência pessoal dos autores na área da performance, improvisação e desenvolvimento de 
IMDs, recorrendo também a analogias com performances de instrumentos acústicos, dado que 
ambos os autores são saxofonistas. 
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(Gurevitch et al. 2012) revelam-nos as técnicas de execução e práticas individuais de nove 
performers ao qual lhes é dada uma semana de prática, com um instrumento igual para todos e 
previamente desconhecido, para prepararem uma perfomance de dois minutos. Retirando 
resultados e conclusões úteis para a prática de instrumentos electrónicos, que poderão ser 
aplicadas também aos IMDs. Discutindo também as três abordagens relatadas pelos 
participantes durante o estudo e prática do instrumento: (1) operar dentro dos limites, quando o 
performer executa o instrumento pelas suas características óbvias; (2) resolução de problemas, 
quando o performer elabora uma técnica para lidar com um determinado problema e (3) 
exploração, uma abordagem movida pela descoberta de novas possibilidades. 
Enquanto que (Nilson 2007), (Collins et al. 2003) e (Magnusson 2011) abordam reflexões 
estéticas e performativas no que diz respeito à prática de live coding. 
E, ainda que de um método informal mas intimista, alguma informação adicional poderá 
ser ainda retirada de entrevistas como (Bongers 1998) e (Austin 2000 e 2001)
Os IMDs podem ainda revelar outra característica: podem “aprender”  com o 
instrumentista. Esta característica processa-se através de algoritmos estatísticos e/ou de machine 
learning (Bevilacqua et al. 2005). Áreas como HCI preocupam-se em melhorar a usabilidade de 
sistemas computacionais (Fiebrink 2011) trazendo-nos estudos importantes para o 
desenvolvimento e execução de IMDs. No entanto a utilização destes avanços em aplicações 
musicais revelam características próprias devido às exigências inerentes à prática musical, como 
exigências de processamento em tempo-real, ambiguidade das interfaces de entrada e saída e 
vocabulários gestuais, sonoros e musicais específicos. Apontando assim para uma nova área de 
pesquisa denominada MCI (Musician-Computer Interaction), definida por Nicholas Gillian. 
(Gillian 2011)
De um modo superficial o conceito recorrente aplicado em machine learning é o de usar 
um conjunto de dados de treino (training set) para afinar os parâmetros do modelo usado, de 
modo a conseguir um erro mínimo de acordo com um critério predeterminado.  Sendo definido 
de generalização como a capacidade que estes algoritmos apresentam para classificar ou 
reconhecer exemplos diferentes daqueles usados durante o treino. (Gillian 2011) 
Basicamente estes algoritmos providenciam-nos modelos complexos de mapeamentos 
implícitos (ver 3.3) entre os dados de entrada e saída. E, no processo de treino (ou 
aprendizagem) o modelo terá que discernir ou aprender qual o conjunto de valores de saída que 
melhor representam o conjunto de dados recebidos. Este processo pode ser realizado de várias 
formas: (1) através de uma aprendizagem supervisionada (supervised learning), (2) através de 
uma aprendizagem sem supervisão (unsupervised learning) ou (3) de outras formas, como semi-
supervised learning ou reinforcement-learning, conforme descrito por (Gillian 2011). No 
entanto decidi não abordar esta última, dado que existe um menor número de exemplos, 
podendo o leitor dirigir-se a (Bishop 2006), (Fiebrink 2011) e (Gillian 2011) para uma leitura 
mais aprofundada. 
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Em (1) o instrumentista (ou outro utilizador) terá que providenciar os valores de saída, 
denominados valores alvo (target values), que melhor representam os dados de entrada, com o 
intuito de minimizar o erro causado no processo de generalização. Se os valores alvo se 
enquadrarem em classes de valores discretos então trata-se de um problema de classificação. 
Tratando-se de um problema de regressão caso os dados de saída do algoritmo sejam valores 
contínuos. (Gillian 2011)
Enquanto que em (2) os dados de saída são automaticamente providenciados por um 
determinado algoritmo, de acordo com os dados de entrada. Como acontece por exemplo com a 
técnica de Principal Components Analysis (PCA). Podendo o leitor dirigir-se a (Bishop 2006) 
para uma melhor compreensão desta técnica, e a (Hurst e Gould 2009), para uma leitura 
acessível, caso faltem bases matemáticas necessárias para a compreensão da referência anterior. 
Estes algoritmos de machine learning podem ser treinados pelo instrumentista em dois 
momentos distintos: em concerto (on-stage learning) e em ensaio ou treino (off-stage learning). 
Sendo que, no caso de off-stage learning, (Gillian 2011) alerta-nos para o facto das 
condicionantes que advém de uma performance ao vivo diante de uma plateia, como alterações 
no sistema nervoso do executante e alterações do ambiente, dependendo portanto do tipo de 
sensor usado. Em suma, este é um factor a ter em mente durante o processo de treino destes 
algoritmos. Contudo este problema pode ser minimizado ao treinar o algoritmo momentos antes 
da performance, conforme referido em (Gillian 2011). 
Algumas técnicas expandidas, isto é, que vão para além do problema resolvido pelo 
algoritmo, poderão tornar-se recorrentes no o uso de tais algoritmos em IMDs, como por 
exemplo: 
• aprender um estado de repouso fornecendo um conjunto de valores alvo capazes de 
silenciar o IMD, tornando-o rapidamente mais dinâmico e “instrumental”;
• a maioria dos algoritmos de (1) tende a exibir um comportamento próprio e teoricamente 
inadequado quando duas entradas semelhantes lhe são providenciadas, correspondendo a 
diferentes saídas. Sendo que, metaforicamente, estaríamos a “mentir” ao algoritmo. Ao 
que este exibirá um comportamento próprio, provavelmente com discrepâncias abruptas 
de valores, de acordo com os processos matemáticos inerentes ao algoritmo. Podendo este 
factor ser, no entanto, explorado de forma musical; 
• a aptidão de generalização do algoritmo pode também ser musicalmente explorada, 
descobrindo mapeamentos ocultos e inesperados. Em (1), por exemplo, se fornecermos 
dois conjuntos de dados de entrada e dois de saída, poderemos posteriormente explorar 
estes mapeamentos ocultos ao aplicarmos um input ao IMD diferente daquele para o qual 
treinámos o algoritmo. Mais uma vez, a forma como estas relações entre entrada e saída 
se processam estão intimamente relacionadas com os modelos matemáticos que compõem 
o algoritmo. 
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Estes algoritmos são capazes de tornar um IMD num instrumento altamente personalizado 
e adaptado a um instrumentista ou, dependendo da interface, a um conjunto  predeterminado de 
instrumentistas, com os dados relativos a cada treino armazenados num qualquer dispositivo ad 
hoc. Sendo este por norma um processo altamente idiossincrático, uma vez que o instrumento é 
“treinado”  com dados reais de um executante, podendo portanto não se enquadrarem para a 
execução por parte de outro instrumentista.
.5 Formação e difusão
De uma forma superficial as formações observadas no uso de IMDs podem ser 
classificadas em três formatos base: solo, ensemble e orquestra. Sendo que os formatos de 
ensemble e orquestra poderão ser puros (apenas IMDs) ou híbridos (IMDs juntamente com 
outros instrumentos que não digitais). 
No entanto, do ponto de vista da orquestração, isto é, das funções que cada instrumento e/
ou grupo de instrumentos executa, a classificação destes grupos poderá ser bastante complexa, 
dependendo de um largo número de factores como questões estilísticas, estéticas, sociais ou 
mesmo pessoais. Devido à natureza (re)programável dos IMDs, estes podem assumir 
virtualmente qualquer função musical (harmonia, melodia, ritmo, baixo, drone, textura, etc.) ou 
auxiliar (espacialização, visuais, etc.). 
Uma leitura informal mas bastante útil, pode ser encontrada em (Bongers 1998), no qual o 
autor entrevista os elementos do ensemble Sensorband — Edwin van der Heide, Zbigniew 
Karkowski e Atau Tanaka. Trazendo questões pertinentes, sobretudo no que diz respeito à 
função de cada instrumentista.  
A disposição de um ensemble ou orquestra de IMDs em palco, ou em qualquer outro 
espaço, poderá surgir de imposições composicionais ou estratégias de apresentação realizadas 
pelo agrupamento, ou qualquer outro agente. Sendo que muitas das vezes a espacialização num 
ensemble ou orquestra de IMDs é realizada através das vozes individuais de cada instrumento. 
Podendo cada instrumentista ter um (mono) ou mais altifalantes, como por exemplo, os PLOrk 
speakers de seis canais (PLOrk 2012b). Reflectindo-se na na disposição espacial tanto dos 
dispositivos de projecção sonora (DPS) como dos próprios instrumentistas, que são geralmente 
alinhados no espaço ”lado-a-lado”, na dupla função de facilitar o feedback aural ao 
instrumentista e, propositadamente ou não, para facilitar a percepção, por parte da audiência, da 
influência performativa que cada instrumentista impõe numa determinada acção musical. 
A saída individual de um IMD pode ainda ser partilhada, quando é enviada em bloco para 
um DPS, por norma através de uma mesa de mistura, podendo a espacialização ser: (1) 
providenciada pelo próprio instrumento e controlada pelo insrtumentista, desde que envie pelo 
menos dois canais, (2) monitorizada por um técnico, (3)automatizada, ou seja construída à priori 
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e reproduzida com ou sem modificações em tempo-real, (4) generativa (efectuada em tempo-
real através de algoritmos) e (5)executada por um performer com a responsabilidade de 
expressar o teor musical e sonoro da performance através da colocação/movimentação da cada 
sinal áudio num espaço auditivo ilusório (ver 3.2). Estes procedimentos não são de natureza 
exclusiva, podendo na realidade coexistir uma mistura entre eles. Sendo que para uma visão 
tecnicamente mais detalhada dos sistemas de difusão o leitor poder-se-à dirigir a (Mooney 
2005). 
Dexter Morrill, no artigo intitulado “Loudspeakers and Performers: Some Problems and 
Proposals”, (Morrill 1989), oferece-nos aspectos performativos importantes relacionados com a 
utilização de altifalantes. E, analisando superficialmente as mudanças ocorridas desde então, 
podemos concluir que:
• Bons altifalantes são ainda dispendiosos; 
• Hoje em dia dispomos de mais informação (aberta) para a construção (DIY) de 
altifalantes; (DIYAudioProjects 2012)(PLOrk 2012b)
• Com a invenção de sofisticados algoritmos para a manipulação do espaço auditivo 
ilusório, como por exemplo ambisonics referidos em (Mallham 2001). Temos 
assistido nos últimos anos a uma maior disponibilidade destes no formato de código 
gratuito. 
Novamente, o leitor poderá considerar úteis as seguintes entrevistas (Austin 2000 e 2001), 
nas quais surgem aspectos estéticos entre outros, e que poderão interessar o instrumentista de 
IMDs. Realçando não só a componente composicional da difusão sonora, como também da 
componente performativa.  
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.6 Conclusões 
Após a sistematização da leitura existente na área da performance de IMDs podemos 
evidenciar algumas premissas relativas a esta:  
a. Durante um ensaio poderá tornar-se útil trocar entre modos de desenvolvimento e modos 
performativos para, por exemplo, corrigir o pré-processamento da interface de entrada, 
principalmente se esta detiver sensores que dependam de condições ambiente. 
b. A organização de repertório para concerto pode ser uma tarefa árdua, podendo envolver 
uma programação extra do IMD e/ou uma troca de configurações físicas (hardware) ou 
virtuais (software).   
c. O desenvolvimento e a performance de IMDs são dois processos completamente 
distintos e dotados de premissas distintas, embora sejam simbióticos. Podendo ainda ser 
paralelos, no caso do desenvolvimento, parcial ou não, de um IMD no decorrer de um 
ensaio, ou de um concerto, como acontece na prática de live coding.  
d. Um IMD é porventura um instrumento altamente idiossincrático, dependendo da linha 
estética elaborada pelo instrumentista/construtor de instrumentos, que são muitas das 
vezes a mesma pessoa. 
!
!
Os feitos tecnológicos abalaram de facto a arte da performance musical. O impacto destes 
feitos parece ter causado um explosão de materiais e funções, providenciando um maior número 
de resultados sonoros e possibilidades performativas. Resultando em instrumentistas 
multifacetados, desdobrando-se ora em compositores, ora em programadores, ora em designers 
e construtores de instrumentos. Exigindo por vezes vezes que estes se comportem também como 
multi-instrumentistas, de uma forma quase semelhante à de um percussionista, responsável pela 
execução de instrumentos tão diferentes como, por exemplo, pratos e vibrafone.                     
Capítulo 4 — Aspectos performativos                                                                                         50
Parte II 
Open Instruments framework — 
Relatório Técnico
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Capítulo 5
Introdução à framework OI 
Neste capítulo é feita uma pequena revisão de software semelhante (ver 5.1). Tendo em 
conta que o projecto Open Instruments (OI) lida com dois processos distintos: o 
desenvolvimento e performance de IMDs; os projectos aqui demonstrados poderão divergir 
quando comparados individualmente, sendo que, num sentido global todos foram desenvolvidos 
tendo em mente pelo menos um destes processos. 
Conforme referido no capítulo 1.1, muitas das ferramentas usadas na performance de 
IMDs são geralmente dicotómicas. E portanto, decidi englobar nesta revisão, apenas software 
que nos permita desenvolver um IMD de uma forma mais aberta, deixando de lado ferramentas 
altamente lineares neste processo, como é o caso do Logic Pro, Steinberg Cubase ou 
Propellerheads Reason, que não deixam de ser ferramentas válidas para a execução de 
instrumentos musicais digitais. Enquanto que nos restantes subcapítulos é introduzida a 
framework Open Instruments de um ponto de vista conceptual. 
.1 Projectos semelhantes
Existe um largo número de ferramentas e bibliotecas para o desenvolvimento de IMDs, 
implementando várias técnicas, principalmente da área de machine learning, bem como 
algumas aplicações dedicadas à performance de IMDs. No entanto, estas são geralmente 
dicotómicas — ou permitem-nos estruturar facilmente uma performance ou permitem-nos 
desenvolver avançados IMDs, através de complexas cadeias e técnicas de mapeamentos.   
No entanto, são relativamente escassos os exemplos de software cuja arquitectura esteja 
preparada para ambos os processos: desenvolvimento e performance de IMDs.  (ver Tabela 5.1)
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Tabela 5.1 — Revisão de projectos semelhantes.
Software Tipo Entradas Saídas
Técnicas de 
mapeamento
Vantagens Desvantagens
JunXion
(Junxion 2012)
software de 
mapeamento 
(comercial, 
75!)
hid e 
WiiRemote
, MIDI, 
OSC, 
arduino, 
áudio e 
vídeo
MIDI e 
OSC
lógica, 
aritmérica e 
extracção de 
características
fácil e 
rápido de 
usar
código fechado 
Integra Live
(IL 2012)
software para 
performance 
(open source)
MIDI, OSC 
e áudio
MIDI, 
OSC e 
áudio
lineares (ou pós-
programadas em 
Lua Script)
desenhado 
para 
performanc
e
mapeamentos 
rudimentares
Ableton Live + 
Max4Live
software para 
performance 
(comercial)
(MaxMSP/
Ableton)
(MaxMSP
/Ableton)
lineares 
(expansíveis 
através do 
Max4Live)
desenhado 
para 
performanc
e
mapeamentos 
rudimentares
dotMapper 
(LibMapper/
IDMIL 
Mapping Tools) 
(Malloch 2012)
software para 
performance 
(open source)
OSC OSC
aritmética 
(expressões)
parâmetros 
rapidament
e acessíveis 
não está 
desenhado para 
performance
MnM (FTM) 
(Schnell et al. 
2004)
biblioteca de 
mapeamentos 
para 
MaxMSP
(FTM/
MaxMSP)
(FTM/
MaxMSP)
machine 
learning 
(classificação e 
reconhecimento)
elaboradas 
técnicas de 
mapeament
o
não está 
desenhado para 
performance
Wekinator 
(Fiebrink et al. 
2012)
software para 
performance 
(open source)
hid, 
sensores do 
portátil, 
áudio e 
vídeo 
OSC
machine 
learning 
(classificação e 
reconhecimento)
elaboradas 
técnicas de 
mapeament
o
não está 
desenhado para 
performance
SARC Eyesweb 
Catalog 
(Gillian 2009)
biblioteca de 
mapeamentos 
para 
Eyesweb
(Eyesweb) (Eyesweb)
machine 
learning entre 
outras
elaboradas 
técnicas de 
mapeament
o
não está 
desenhado para 
performance
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.2 Software frameworks
 “Frameworks model a specific domain or an important aspect thereof. They represent the 
domain as an abstract design, consisting of abstract classes (or interfaces). The abstract design is more 
than a set of classes, because it defines how instances of the classes are allowed to collaborate with each 
other at runtime. Effectively, it acts as a skeleton, or a scaffolding, that determines how framework 
objects relate to each other.” (Riehle 2000)
De uma forma superficial as software frameworks são constituídas por um conjunto de 
classes abstractas (biblioteca) e uma API (Application Programming Interface). (Riehle 2000) 
E, como este projecto visa dois pontos distintos (desenvolvimento e performance de IMDs), 
cujas metodologias díspares nos levam à divisão do problema em duas partes correspondentes, a 
solução que melhor se enquadrava neste problema era a realização de uma framework. Uma vez 
que era necessária não só a criação de um biblioteca de abstracções para o desenvolvimento de 
IMDs como um estrutura capaz de relacionar estes módulos na execução de uma performance 
ao vivo — a API. 
Uma vez que o desenvolvimento e performance de IMDs requerem um conjunto de 
processos bastante  extensos, englobando várias áreas e consequentemente requerendo a 
implementação de vários módulos (bpatchers) e abstracções (patches). Foi portanto escolhido o 
desenvolvimento de uma framework com a certeza de que complementar todas estas áreas e 
processos seria praticamente impossível de atingir num projecto com a duração de um ano. Por 
isso, e uma vez que as frameworks facilitam a manutenção e posterior desenvolvimento (Riehle 
2000), os módulos e abstracções em falta poderão ser implementados mais facilmente no futuro. 
Para uma leitura profunda sobre software frameworks, bem como as suas vantagens e 
desvantagens, o leitor poder-se-à dirigir a (Riehle 2000).
.3 Conceito(s)
 “The digital musical instrument is perpetually evolving, although a few designer/performers 
have made efforts to “freeze” the state of the instrument to gain better mastery of it.” (Waisvisz 1999 in 
Magnusson 2010).
A constante evolução dos computadores, tanto ao nível do software como ao nível do 
hardware, desafiam a sobrevivência de instrumentos musicais digitais “fechados”  (Kartomi in 
Paine e Drummond 2009), ou “congelados”  conforme mencionado por Waisvisz. Deste conceito 
de evolução perpétua surge o termo Open Instruments. 
Outros dois conceitos surgiram também como fonte de inspiração: (1) open source e, de 
um modo informal, de (2) open works, termo introduzido por Umberto Eco, para classificar 
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obras artísticas incompletas, isto é, que apenas se poderão realizar na sua plenitude através de 
fenómenos induzidos por performers, ouvintes, leitores ou espectadores (Eco 2004). 
O conceito desta framework passa, portanto, pela constante evolução dos IMDs através de 
uma partilha da componente virtual destes, bem como de técnicas adjacentes, recorrendo a uma 
plataforma online a desenvolver no futuro.    
!
Em jeito de conclusão, o “produto final”  que a framework Open Instruments permite 
desenvolver é basicamente um sistema musical para disposição sonora, seja para um concerto 
ou para uma instalação. No entanto, a framework foi desenhada tendo em mente situações de 
instrumentista-IMD em concerto ou ensaio, sendo a sua utilização mais apropriada para este 
efeito. 
.4 Princípios 
1. Open : código aberto e instrumentos abertos (para que possam ser partilhados e 
executados em diferentes contextos performativos);
2. O começo já não é um patch em branco, mas uma estrutura organizada de patches em 
“branco”, com uma função específica, sendo o conteúdo e funcionamento desse patch 
pós-programado pelo utilizador;
3. Facilitar o acesso do utilizador aos vários parâmetros constituintes de um IMD; 
4. Permitir a interacção entre instrumentos contidos na mesma peça; 
5. Desempenho do sistema: 
a. desenvolvimento " performance : o comportamento da framework é modificado 
dependendo do modo de execução, desligando processamentos obsoletos durante a 
performance;
b. GUI simples : menos tempo a carregar um patch, efeito que se nota, 
principalmente, à medida que o tamanho do projecto vai aumentando;  
c. Um controlo do fluxo de dados poderá tornar-se necessário para aliviar algum 
processamento do CPU; 
d. simples " complexo : abstracções de baixa complexidade não requerem o mesmo 
modelo de desenvolvimento que abstracções de maior complexidade.
6. O mínimo (possível) de restrições, para que não sejam impostas barreiras criativas e 
para que, de certo modo, a experiência do utilizador comum de MaxMSP não seja 
radicalmente modificada. E portanto presume-se também que este esteja de alguma 
forma familiarizado com esta linguagem de programação.  
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.5 Hierarquia e espaços de programação
A estrutura da framework foi modelada de acordo com os princípios delineados no 
subcapítulo anterior. Dos quais o princípio (2) pretende facultar ao utilizador uma estrutura 
predefinida que visa acelerar o processo de criação de um IMD para utilização numa situação 
performativa. 
Esta estrutura, desenhada especificamente para este contexto, foi subdividida em três 
categorias, com o objectivo de criar uma arquitectura que fosse transversal aos vários estilos 
musicais ou performativos. Assim, de um modo inerte e atentando ao princípio (6), dividimos 
esta estrutura em três camadas, doravante denominadas espaços: Concert, Piece e Instrument 
(ver Fig. 5.5.1). Espaços estes que são transversais a várias práticas musicais. E, traduzindo à 
letra, estes espaços foram concebidos para desempenhar as funções que lhes dizem respeito (ver 
cap. 7), sendo estruturados hierarquicamente, conforme acontece com os equivalentes reais. 
Assim, o espaço Instrument está contido em Piece, e este por sua vez está contido em Concert 
(ver Fig 5.5.1). Os quais são carregados através da API, ou seja, são tecnicamente subpatches da 
API (oi.api, ver 6.3), sendo a API o top-level patch. 
Cada espaço (Concert, Piece e Instrument) contém ainda sub-espaços específicos e/ou 
idênticos (ver Fig. 5.5.2). Casos de sub-espaços específicos são os de visual feedback, que 
fornecem feedback visual, exclusivo de cada peça, ao instrumentista, mappings e sound 
processor, que são exclusivos ao instrumento. Enquanto que os restantes (inputs, outputs e data 
set) poderão ser usados nos três espaços principais. E, de modo a melhorar o desempenho da 
framework, o utilizador deverá distribuir (verticalmente, ver Fig. 5.5.2) as suas abstracções 
dependendo da utilização destas ao longo do concerto. Por exemplo, se tivermos um buffer 
áudio que é utilizado por vários instrumentos ao longo de uma performance, este deverá ser 
colocado no sub-espaço data set pertencente ao espaço Concert. Inversamente, se tivermos um 
Open Instruments API
CONCERT patch
PIECE patch
INSRTUMENT patch
higher-level
lower-level
lower-level
Fig 5.5.1 — Hierarquia da framework Open Instruments, demonstrando os vários níveis de 
aplicação. Sendo que a API é o top-level patch.  
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buffer que seja utilizado apenas na execução de um determinado instrumento, então este deve 
ser colocado no sub-espaço data set desse instrumento, por motivos práticos. Assim poder-se-à 
evitar alguma repetição de código de forma desnecessária, o que, embora não sendo obrigatório, 
será certamente uma boa prática.  
Legenda:  
Concert
Piece
Instrument
input devices 
output devices
inputs
outputs
visual feedback
sound processor
mappings
subpatcher
patch (.maxpat)
data set
data set
data set
bpatcher
bpatcher
bpatcher
bpatcher
Fig 5.5.2 — Espaços de programação. 
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.6  Conclusões 
A arquitectura e desenho da framework Open Instruments atenta essencialmente à 
idiossincrasia dos IMDs, tentando portanto estabelecer uma estrutura inerte para que não sejam 
impostas quaisquer restrições criativas, deixando este processo em aberto para o utilizador, seja 
ele um instrumentista, construtor de IMDs e/ou compositor. 
Esta estrutura foi então desenhada tendo em conta as diferentes premissas dos processos de 
desenvolvimento e performance de um IMD. Divergindo dos restantes projectos semelhantes, 
uma vez que estes não distinguem entre os processos de desenvolvimento e performance, 
comportando-se da mesma forma em ambos. 
Com este projecto espera-se então trazer uma alternativa a estes, sendo que as principais 
vantagens residem no facto do software se comportar de modos distintos durante os diferentes 
processo de desenvolvimento e performance. Libertando alguns processos que normalmente se 
revelam desnecessários numa performance, como o feedback visual de todos os componentes 
virtuais do IMD, mas que são ainda assim necessários durante o desenvolvimento, para que o 
construtor/programador possa verificar os resultados obtidos. 
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Capítulo 6
Apresentação e implementação 
Neste capítulo é apresentada a framework sob o ponto de vista do programador, abordando 
aspectos relativos à sua apresentação e implementação. Apresentando em primeiro lugar a 
extensão do projecto e a nomenclatura empregue na biblioteca OI. 
Em seguida, é descrita a arquitectura da framework OI, bem como os modelos de 
comunicação empregues. E por último é apresentada a sua API e biblioteca (ferramentas e 
módulos), bem como as suas funções, tornando-se úteis também sob o ponto de vista do 
utilizador. A biblioteca OI contém ainda um conjunto de utilitários (objectos/abstracções sem 
interface gráfica) cuja descrição será elaborada apenas em Anexo, descrevendo pontualmente 
alguns destes objectos no decorrer deste capítulo. 
.1 Extensão e nomenclatura
Este projecto inclui então o seguinte conjunto de elementos (ver Fig. 6.1.1):
 
• conjunto limitado de exemplos, templates para o utilizador (oi.instrument_template, 
etc.) e para o programador (oi.module_template, etc.); 
• clippings (C74 2012), também para o utilizador e para o programador, para que estes 
possam rapidamente aceder à biblioteca oferecida pela framework;
• extras (C74 2012), de onde o utilizador pode aceder a oi.api, bem como a um 
conjunto de informação relacionado com a framework;
• biblioteca Open Instruments, constituída por módulos, ferramentas, utilitários da API 
e utilitários (objectos MaxMSP de uso geral e portanto passíveis de uso fora do 
contexto OI).
Capítulo 6 — Apresentação e implementação                                                                            61
!Os vários objectos pertencentes à biblioteca seguem uma determinada nomenclatura para 
facilitar a distinção entre estes, conforme indicado na tabela providenciada em baixo, sendo o 
restante nome do objecto arbitrário. 
Tabela 6.1 — Nomenclatura empregue na biblioteca OI. 
Tipo Nomenclatura Exemplo
utilitário o. o.listmatch
utilitário da API oi. oi.gate
ferramentas (semelhantes aos utilitários da API mas com interface 
gráfica (bpatchers))
oi. oi.parameterhub
ferramentas exclusivas da interface da API oi.api. oi.api.transport
módulos de análise oi.anl. oi.anl.matmap
módulos de geração oi.gen. oi.gen.transport
módulos de modificação oi.mod. oi.mod.op
módulos de memorização oi.mem. oi.mem.mime
OI
LIB ExtrasClippings Templates Examples
metadataAPI lib Utilities
Modules Tools Utilities
developer user 
developer user 
info overview other toolsoi.api
Fig 6.1.1 — Extensão do projecto Open Instruments.
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.2 Arquitectura e comunicação 
Conforme descrito no cap. 5.5, a hierarquia da framework divide-se em 4 níveis básicos, 
respectivamente do nível mais alto para o nível mais baixo temos: API - Concert - Piece - 
Instrument. Cada qual contendo os seus próprios sub-espaços, conforme visível na Figura 6.2.1, 
bem como um sistema interno para comunicação com a restante API. Esta comunicação é 
maioritariamente realizada através da família de objectos pattr (C74 2012), tirando assim 
partido das suas várias potencialidades, como por exemplo armazenamento de variáveis, 
interpolação entre variáveis e aceder a determinados atributos de um objecto (como por 
exemplo o valor mínimo e máximo de um objecto number). 
O endereçamento destes objectos é feito de uma forma hierárquica dependendo da sua 
localização no patch, o que significa que para acedermos a esse objecto pattr o utilizador tem 
que conhecer a hierarquia do objecto. Por isso, e uma vez que na maioria dos casos seria 
insensato tentar sequer decorar estas hierarquias, principalmente porque podemos ter 
literalmente centenas destes objectos, o utilizador deverá utilizar a ferramenta oi.parameterhub 
(ver Fig. 6.2.1 e 6.4.1), facilitando a procura de parâmetros através de um grupo de menus. 
Esta ferramenta foi também concebida para permitir a criação de interacções entre 
parâmetros de diferentes instrumentos (Instrument patches), uma vez que, desde que contidos 
na mesma peça (Piece patch), estes parâmetros são visíveis em oi.parameterhub. Para outros 
espaços que não sejam visíveis por oi.parameterhub quando instanciado dentro de um 
instrumento, mas que são ainda assim necessários, foi utilizado o objecto pattrmarker para a 
criação de um nome global (independente da hierarquia no qual está contido) para que os 
Fig 6.2.1 — Arquitectura da framework Open Instruments. (Este patch (oi.api.architecture) 
serve apenas para exemplificação)
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objectos pattr, nesses espaços sejam visíveis à ferramenta oi.parameterhub e portanto acessíveis 
ao utilizador de uma forma célere. 
A comunicação com os módulos da biblioteca pode ser realizada de duas formas: (1) 
através da ferramenta oi.parameterhub (ver 6.4) ou (2) através do inlet à direita do módulo (ver 
Fig. 6.2.2).
Quando executada em (2) a comunicação recorre ao utilitário oi.modulecom, responsável 
por efectuar uma comunicação do exterior para os parâmetros (pattr) do módulo. Para tal o 
utilizador pode enviar a mensagem “dump”  para o inlet à direita ou pressionar o botão 
‘p’ (print) no cabeçalho do módulo (ver Fig. 6.2.2), imprimindo para a consola (max window) os 
endereços, ou namespaces, dos parâmetros (pattr) disponíveis no módulo, bem como o seu 
valor actual. Sendo possível controlar os parâmetros de um módulo ao enviar mensagens com o 
namespace do parâmetro precedidas de um determinado valor, conforme visível na figura 
abaixo, ao controlar o parâmetro bpm de um módulo oi.gen.transport através de uma mensagem. 
!
!
Um outro método para a alteração de parâmetros pode ser efectuado através da client 
window de um objecto pattrstorage, ou simplesmente ao pressionar o botão “clientwindow”  de 
Fig 6.2.2 — Comunicação com os módulos da framework. 
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uma ferramenta oi.presets (ver Fig. 6.4.2) nos espaços principais (Concert, Piece e Instrument). 
Este método poderá tornar-se bastante útil uma vez que permite ao utilizador visualizar e/ou 
alterar todos os parâmetros visíveis, não só dos módulos como também de qualquer objecto 
pattr.
A arquitectura de um módulo segue um determinado padrão, apresentado através dos 
templates fornecidos ao programador. No entanto este pode e deve ser alterado consoante a 
complexidade do módulo, sendo que se deverá manter pelo menos parte do cabeçalho — botão 
“state” e nome do módulo. 
Para facilitar a leitura do patch e posterior desenvolvimento deve ser separada a interface 
gráfica do restante algoritmo (ver Fig. 6.2.3), recorrendo aos objectos pattr para fazer esta 
ligação, possibilitando-nos posteriormente armazenar o seu conteúdo através de um objecto 
pattrstorage. Mais uma vez este padrão poderá ser alterado, dependendo da complexidade e 
função do módulo.  
HEADER
COMMUNICATION
PATTR 
OBJECTS
+ UI
MAIN PATCHES 
(ALGORITHMS)
Fig 6.2.3 — Arquitectura padrão de um módulo OI. 
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.3 API
Conforme mencionado anteriormente a interface da API Open 
Instruments, ou oi.api, é o patch (top-level) que executamos para a 
utilização desta framework, sendo o desenvolvimento e performance de 
IMDs executado através desta interface, sendo que contém seis funções 
base, representadas pelos blocos visíveis na Figura 6.3, respectivamente, 
da esquerda para a direita:
 
1. Acesso imediato ao espaço e sub-espaços de um patch Concert 
carregado pelo utilizador; 
2. Acesso imediato aos espaços e sub-espaços dos patches Piece e 
Instrument;
3. desligar/ligar o processamento de áudio e escolha do modo de 
funcionamento da framework — development e performance;
4. Começar a execução de um determinado instrumento a partir de 
um ponto temporal de uma peça, solucionando parcialmente o 
problema (2.3) numa situação de ensaio.   
5. Aceder à configuração (ou setup) dos dispositivos de entrada 
usados durante o concerto, oferecendo um acesso rápido ao 
performer para a calibragem destes dispositivos (resposta ao 
problema 2.2). 
6. Semelhante ao ponto anterior este bloco é dedicado aos 
dispositivos de saída (áudio, MIDI, etc.).
Nas faixas laterais a interface de oi.api contém ainda, à esquerda, 
botões de menu do projecto (criar, abrir, guardar, etc.) e botões de menu da 
API (print, opções, informação adicional, etc.) à direita. Adicionalmente, 
no bloco central, é possível mudar o modo de execução da framework. 
O modo de execução da framework (3) permite ao utilizador 
optimizar o seu funcionamento de acordo com o processo a executar: 
desenvolvimento/programação ou performance/execução. Sendo que, de 
raiz, a framework desliga o processamento do feedback visual dos seus 
módulos, poupando recursos computacionais para o modo performativo. 
Tendo em conta que, caso necessite de feedback visual durante a 
performance, o instrumentista poderá recorrer ao sub-espaço Feedback 
Visual, programando-o de acordo com as suas necessidades. 
Fig. 6.3 - oi.api.
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.4 OI lib — ferramentas 
As ferramentas OI servem propósitos relativamente genéricos, ocupando na sua grande 
maioria funções de comunicação com a API. Podendo ainda conter algumas ferramentas que por 
uma razão ou por outra não se enquadrem do melhor modo nas classes dos módulos OI (ver 
6.5). 
.4.1 oi.parameterhub!
!
Procura os parâmetros disponíveis (consoante o espaço 
em que se encontra), elaborando um ponto de rápido acesso, 
permitindo o envio e recepção de mensagens de/para um 
determinado objecto patrr, permitindo também obter 
atributos (C74 2012) desse mesmo objecto. Esta ferramenta 
torna-se bastante útil na criação de mapeamentos arbitrários 
uma vez que permite rapidamente aceder aos vários 
parâmetros disponíveis.
.4.2 oi.presets
Esta ferramenta é apenas uma 
interface gráfica, uma vez que o objecto 
que efectivamente gere os parâmetros dos 
objectos pattr é um outro objecto nativo 
do Max — pattrstorage. Sendo que esta 
ferramenta apenas funciona conjuntamente 
com o sistema interno de um qualquer espaço principal (Concert, Piece ou Instrument), dado 
que foi desenhada para permitir ao utilizador gerir os presets destes espaços.
.4.3 oi.autoroute
Esta ferramenta é semelhante ao objecto 
route que distribui mensagens por diferentes 
outlets de acordo com o índice (1º elemento) de 
uma mensagem de entrada, mas foi desenhada 
partindo do princípio que o utilizador desconhece 
os índices das mensagens de chegada. E, portanto, 
esta ferramenta cria outlets de uma forma dinâmica, tendo sido desenhada a pensar numa 
Fig 6.4.1 — oi.parameterhub.
Fig 6.4.2 — oi.presets.
Fig 6.4.3 — oi.autoroute.
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situação de ensaio na qual o instrumentista terá que rotear rapidamente determinadas mensagens 
de entrada, para a criação de mapeamentos com determinados parâmetros de síntese.   
.4.4 oi.timeformat
Ferramenta simples (ver Max Time Formats em (C74 2012)) 
para converter e seleccionar entre os formatos temporais do 
MaxMSP: ms, ticks, hertz, samples, notevalues, bars.beats.units e 
hh::mm::ss. Para o processo de conversão esta ferramenta utiliza 
uma referência métrica (transport name, ver transport e translate em (C74 2012)), que caso não 
seja fornecida através de uma mensagem para o primeiro inlet será efectuada tendo como 
referência o global transport do MaxMSP. (ver Max Basic Tutorial 19: Timing em (C74 2012))
Esta ferramenta foi criada para se incorporar noutras ferramentas ou módulos, daí não 
pertencer à classe dos módulos de modificação. Podendo ser no entanto usada de forma genérica 
pelo utilizador para converter entre formatos temporais, como por exemplo para saber quantos 
milissegundos tem uma colcheia, de acordo com as batidas por minuto e compasso de um 
objecto transport de referência.  
.4.5 oi.timepoint 
De uma forma semelhante a oi.timeformat esta 
ferramenta está também relacionada com um 
determinado objecto transport (ou oi.gen.transport, ver 
cap. seguinte), enviando um bang assim que esse objecto 
ultrapassar um ponto temporal predefinido. Esta contém 
a ferramenta oi.timeformat sendo portanto possível 
seleccionar o formato temporal desejado. 
Esta ferramenta foi concebida para assinalar um 
determinado momento temporal de modo a desencadear algum tipo de acção, pós-programada 
pelo utilizador.  
.5 OI lib — módulos 
A divisão e classificação destes módulos é abordada conceptualmente no subcapítulo 3.3, 
sendo que aqui adopto o termo modificação na vez de transformação, uma vez que, de um modo 
pessoal, parece adequar-se melhor ao conceito de processamento de um determinado valor de 
entrada, sem que ocorra uma alteração semântica do valor de saída. Tendo também adoptado o 
termo geração na vez de síntese, precisamente para evitar confusões com síntese sonora, 
Fig 6.4.4 — 
oi.timeformat.
Fig 6.4.5 — oi.timeformat.
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embora, conforme referido previamente, estes módulos possam também englobar modelos de 
síntese sonora.
Cada módulo contém um cabeçalho no qual é definido o seu scripting name (nome este 
que aparecerá por exemplo em oi.parameterhub) para identificação do módulo, botões para ligar 
e desligar o processamento do módulo, ou simplesmente enviar directamente (sem processar) os 
dados de entrada para o outlet à saída (bypass). Opcionalmente poderá existir ainda um botão 
(+) para seleccionar outras opções do módulo bem como um botão (p) para leitura das 
comunicações internas do módulo na consola (max window). 
Por convenção o inlet mais à direita é usado exclusivamente para definir parâmetros (pattr 
apenas) do módulo, bem como imprimir, através de uma mensagem dump, o estado (variáveis) 
de todos os parâmetros para a consola. Este processo é elaborado através do utilitário 
oi.modulecom. Os utilitários (ver 6.1) não serão aqui descritos devido à extensão do projecto, no 
entanto são fornecidos ficheiros de ajuda(.maxhelp) juntamente com os restantes ficheiros do 
projecto Open Instruments. 
.5.1 MODIFICAÇÃO 
Estes módulos foram programados de raiz em MaxMSP e como tal não necessitam de 
objectos externos (externals, ver (C74 2012)). E, são essencialmente vocacionados para uma 
abordagem prática de resolução de problemas (ver 4.4). 
.5.1.1 oi.mod.varfilter 
Permite filtrar números (int ou float) cuja variação é 
menor do que um determinado threshold. Poderá ser útil para 
remover algum ruído de um sensor da interface de 
entrada.!
.5.1.2 oi.mod.logic 
Permite comparar dois números e definir o output 
consoante a comparação seja verdadeira ou falsa, podendo 
tornar-se útil para mapeamentos lógicos, isto é, criar 
mudanças no comportamento do instrumento consoante a 
relação entre dois valores de entrada. Podem também ser 
usados em cascata criando mapeamentos explícitos mais complexos. 
Fig 6.5.1 — oi.mod.varfilter.
Fig 6.5.2 — oi.mod.logic.
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.5.1.3 oi.mod.op 
Este modulo é baseado no objecto jit.op e, embora seja 
possível efectuar operações matemáticas entre dois números 
(int ou float), este é destinado a efectuar operações em listas, 
podendo ainda efectuar uma operação diferente para cada 
elemento da lista. Sendo, por exemplo, possível acomodar de 
forma simples e rápida uma lista proveniente de uma 
interface de entrada para uma lista destinada a um 
determinado processo sonoro.   !
.5.1.4 oi.mod.range 
Permite restringir o âmbito dos valores de entrada (int e 
float) de acordo com as seguintes funções: scale, clip, fold e 
wrap. Sendo ainda possível “suavizar”  o fluxo destes valores 
através de uma rampa com uma determinada duração. Este 
módulo poderá atingir várias finalidades, sendo no entanto 
útil quer para o pré-processamento dos dados da interface de 
entrada, quer para o pós-processamento, dos mapeamentos 
para o modelo de síntese. 
.5.1.5 oi.mod.norm 
Permite normalizar os valores de entrada (int, float e list) 
para um determinado âmbito de saída, permitindo também 
detectar o valor mínimo e máximo à entrada. Sendo um método 
recorrente no pré-processamento dos dados de entrada, para 
posterior mapeamento. 
.5.1.6 oi.mod.notemap 
Permite filtrar um fluxo de notas midi através da sua altura, 
quer sejam do tipo int, float ou list, de acordo com uma lista de notas 
(ou escala) fornecida pelo utilizador. Tendo ainda à disposição 
diferentes modos de filtragem (leave gaps e fill gaps) como de 
funcionamento (scale ou pitch-class). Este poderá, por exemplo, ser 
usado para restringir um fluxo de notas a uma determinada escala. 
Fig 6.5.3 — oi.mod.op.
Fig 6.5.4 —oi.mod.range.
Fig 6.5.5 —oi.mod.norm.
Fig 6.5.6 —
oi.mod.notemap.
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.5.2 ANÁLISE 
Ambos os módulos de análise aqui apresentados utilizam e têm como base objectos da 
biblioteca FTM-MnM (Schnell et al. 2004).
.5.2.1 oi.anl.follower
Este módulo possibilita o reconhecimento de gestos 
dinâmicos (em oposição a posturas estáticas) entre um 
conjunto de gestos armazenados ou “aprendidos” 
previamente, recorrendo para tal a uma técnica empregue 
em machine learning, denominada Hidden Markov Models 
(HMM), para a qual o leitor poder-se-á dirigir a (Bevilacqua 
et al. 2009), (Bishop 2006) ou (Gillian 2011), para uma 
leitura mais aprofundada. 
Outra das técnicas empregues denomina-se Dynamic 
Time Warping (DTW), possibilitando uma aproximação da 
localização temporal do gesto de entrada, fornecendo-nos o 
índice do gesto armazenado. (Bevilacqua et al. 2007) 
(Gillian 2011)
Estas técnicas vêm já implementadas num conjunto de 
objectos (“gesture follower”) desenvolvidos por Bevilacqua 
e colaboradores (Bevilacqua et al. 2012), bastando 
enquadrar estas abstracções no modo de funcionamento da 
framework Open Instruments. 
.5.2.2 oi.anl.matmap  
O módulo é baseado no objecto mnm.matmap, que 
permite criar rapidamente mapeamentos de n-para-m. 
Para tal é necessário fornecer conjuntos de exemplos 
(training examples ou training set) (ver 4.4), constituídos 
por um vector de entrada n e um vector de saída m, sendo 
que tecnicamente, em MaxMSP, são listas de diferentes 
tamanhos. 
Se após este processo de aprendizagem o vector de 
entrada for exactamente igual ao de um conjunto de 
treino então o output do módulo é igual ao vector de 
saída do conjunto de treino, caso contrário é efectuada 
Fig 6.5.7 —oi.anl.follower
Fig 6.5.8 —oi.anl.matmap
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uma interpolação linear entre os vectores pertencentes ao conjunto de treino. Para uma 
informação mais detalhada sobre o funcionamento do objecto mnm.matmap o leitor deverá 
dirigir-se a (Bevilacqua et al., 2005).
Esta técnica enaltece uma abordagem prática exploratória (ver 4.4) possibilitando ao 
instrumentista explorar os espaços, muitas vezes imprevisíveis, causados pela interpolação entre 
os conjuntos de treino. 
.5.3 GERAÇÃO E MEMORIZAÇÃO
Estes módulos foram os menos desenvolvidos, uma vez que, a maioria dos módulos 
passíveis de se integrar nestas categorias, revelam uma tendência estilística forte, e devido à 
extensão do projecto foram apenas desenvolvidos dois módulos suficientemente genéricos para 
se tornarem úteis independentemente do estilo da peça a executar. Ambos utilizam objectos 
nativos do MaxMSP, evitando a instalação de objectos externos. 
.5.3.1 oi.gen.transport !
Este módulo providencia uma interface gráfica para o 
objecto transport e foi especialmente desenhado para 
facilitar a execução de cada instrumento, providenciando 
uma métrica (tempo e compasso) de referência. Sendo 
possível sincronizar diferentes instrumentos (pertencentes ao 
mesmo espaço Piece), ou ainda utilizar vários módulos 
oi.gen.transport para a criação de polirritmias. 
.5.3.2 oi.mem.mime 
Baseado no objecto mtr, este módulo permite gravar 
e replicar um fluxo de números (int, float ou list). 
Oferecendo quatro canais, referentes a quatro inlets, 
podendo ser executados ciclicamente e/ou a diferentes 
velocidades, sendo ainda possível, analogamente a uma 
mesa de mistura, alterar o “ganho”  do fluxo de números, 
através de uma simples multiplicação. Este poderá ser 
usado para simples interacções, ao permitir uma repetição 
ligeiramente distorcida, do sinal de entrada providenciado pelo instrumentista, ou qualquer 
outro processo. 
Fig 6.5.9 —oi.gen.transport.
Fig 6.5.10 —oi.mem.mime.
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.5.4 DISPOSITIVOS DE ENTRADA
Apenas foram desenvolvidos módulos para os dispositivos de entrada, uma vez que o 
dispositivo de saída mais importante seria o sonoro, e este é já rapidamente acessível através 
dos objectos e funcionalidades nativas do MaxMSP. 
Para os dispositivos de entrada foram então desenvolvidos seis módulos, todos baseados 
em objectos nativos do Max, desenvolvendo algumas utilidades extra de acordo com práticas 
recorrentes no desenvolvimento de IMDs. Possibilitando ao utilizador um rápido acesso a vários 
dispositivos de entrada.   
!
.5.4.1 oi.idv.hi
Baseado no objecto hi, este módulo permite conectar 
essencialmente periféricos para jogos entre outros hid (human 
interface devices), oferecendo ao utilizador a possibilidade de 
trocar o índice numérico de cada controlo (hi.maxhelp, ver (C74 
2012)) por um índice textual e representativo do tipo de sensor 
da interface, para que posteriormente os mapeamentos sejam mais intuitivos. Ficando os 
controlos do dispositivo associados a um nome definido pelo utilizador.  
.5.4.2 oi.idv.key
Permite a criação rápida de atalhos através do teclado do 
computador, bem como alguns modos pré-programados: bang, 
toggle, switch ou midi. Podendo o utlizador, através deste último 
modo, utilizar o teclado do computador como um teclado MIDI.  
.5.4.3 oi.idv.midi
Este módulo permite conectar dispositivos MIDI e, de modo 
semelhante a oi.idv.hi, este módulo permite uma indexação 
legível dos parâmetros de controlo de um dispositivo MIDI, no 
entanto esta não é feita pelo utilizador, sendo portanto pré-
programada. 
Fig 6.5.11 —oi.idv.hi.
Fig 6.5.12 —oi.idv.key.
Fig 6.5.13 —oi.idv.midi.
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.5.4.4 oi.idv.nettcp e oi.idv.netudp
Providenciam a recepção de pacotes TCP e UDP, 
respectivamente. Sendo que oi.idv.netudp deverá ser usado para a 
transmissão de dados em tempo-real, uma vez que podem ocorrer 
perdas de pacotes, dado que é um serviço sem-confirmação. Este é 
portanto adequado a um tipo de controlo dinâmico (ver 4.2). 
Enquanto que oi.idv.nettcp deverá ser usado para controlos 
estáticos (ver 4.2), no qual um único parâmetro poderá determinar 
amplamente o funcionamento de um determinado processo. E, 
portanto, o protocolo TCP oferece um serviço mais adequado uma 
vez que providencia uma confirmação da recepção dos pacotes de 
dados. Para informações mais detalhadas destes protocolos o leitor 
poder-se-á dirigir, por exemplo, a (Fluckiger 1995). 
.5.4.5 oi.idv.serial
Permite a conexão de dispositivos de comunicação serial, 
no entanto foi concebido tendo em mente a comunicação com 
interfaces Arduino. Sendo também disponibilizado algum 
código (Arduino) para exemplificação de como estabelecer esta 
comunicação. 
.6 Conclusões 
A biblioteca Open Instruments foi desenvolvida com intuito de providenciar modos  mais 
céleres no desenvolvimento de IMDs. Construindo para tal abstracções com interfaces gráficas, 
para, conforme referido por (Dias 2009), tornar estes processos mais rápidos e intuitivos. 
As diferentes classes empregues nos módulos não foram desenvolvidas de um modo 
uniforme no que toca à quantidade. Sendo que, numa fase inicial, rapidamente os dispositivos 
de entrada e os módulos de modificação e análise se tornaram indispensáveis e, de certo modo 
mais importantes do que os módulos de geração e memorização. No entanto estes não deverão 
ser desprezados, pois são bastante úteis e deverão ser posteriormente desenvolvidos no futuro, 
tendo no entanto em atenção que os módulos de geração evidenciam características estilísticas 
que se deverão fazer notar no resultado musical obtido. 
Devido à extensão do projecto seria insensato desenvolver também um conjunto de 
modelos de síntese, sendo que, no entanto, estes são indispensáveis para o desenvolvimento de 
um IMD. Pelo que o utilizador deverá importar os seus próprios modelos ou quaisquer outros 
disponíveis, como por exemplo aqueles disponibilizados nos exemplos do software MaxMSP. 
Fig 6.5.14 —
oi.idv.nettcp.
Fig 6.5.15 —
oi.idv.netudp.
Fig 6.5.16 —oi.idv.serial.
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Capítulo 7
Utilização
Neste capítulo é apresentada a framework Open Instruments do ponto de vista do 
utilizador. Descrevendo os processos pelos quais se pode desenvolver IMDs, estruturando-os 
para a execução de uma peça e, por fim, organizando estas peças na elaboração do repertório 
para um concerto. 
.1 Desenvolver um instrumento 
A elaboração de um novo instrumento deve 
ser realizada através de um template 
oi.instrument_template) fornecido com a 
framework. 
Existe ainda uma versão mais leve da API 
(oi.api (instrument development)) que permite ao 
utilizador desenvolver os instrumentos de uma 
forma mais simples, ou seja, sem a necessidade de 
os estruturar para uma performance. 
Os instrumentos podem assim ser 
desenvolvidos separadamente e posteriormente 
adicionados a um patch Piece.
Este template contém já um sistema interno 
(conjunto de objectos) necessário para a sua 
integração na framework Open Instruments e 
comunicação com a API. Para além deste sistema é 
também necessário um cabeçalho com o nome 
(scripting name) e uma forma de activar/desactivar 
o instrumento (círculo no canto superior esquerdo 
da Fig. 7.1). Através do modo de apresentação é possível abrir os sub-espaços do instrumento, 
bem como enviar mensagens internas do instrumento para a consola (max window) através do 
botão ‘p’ (print). 
Fig. 7.1 — oi.instruments_template 
(presentatioin mode).
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Cada instrumento pode conter um ou mais objectos transport, sendo que os templates 
trazem já um dos módulos (oi.gen.transport, a verde na Fig. 7.1) da biblioteca OI, que é 
basicamente uma interface para estes objectos (transport) com algumas funcionalidades extra. 
Este módulo tem como objectivo gerir a métrica (ou tempo) do instrumento, sendo possível 
criar outros objectos que sigam esta métrica, não sendo no entanto obrigatório. 
Adicionalmente este template contém ainda duas ferramentas essenciais, um controlo do 
volume de saída (MasterVolume) e controlo dos presets (oi.presets). Sendo que para aceder aos 
parâmetros de um instrumento existe uma ferramenta dedicada (oi.parameterhub, ver 6.4) e que 
permite ao utilizador aceder rapidamente a qualquer parâmetro interno do instrumento, bem 
como a outros parâmetros fora do âmbito do instrumento, como por exemplo parâmetros de 
outros instrumentos, de modo a facultar a interacção entre instrumentos. No entanto esta ligação 
entre instrumentos apenas é possível num espaço Piece.  
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.2 Desenvolver/estruturar uma peça 
Para a estruturação de uma peça utilizando os instrumentos referidos anteriormente, existe 
também um template (oi.piece_template). A filosofia por detrás da elaboração/organização de 
peças para um concerto passava pela manutenção da liberdade que o MaxMSP providencia (tal 
como outro qualquer software de programação em oposição a software de edição ou produção 
áudio) e, portanto, a elaboração destas peças é semelhante ao paradigma de programação do 
Max, no qual o utilizador liga objectos através de patchcords, só que neste caso liga 
instrumentos (Instrument patches). (ver Fig. 7.2.1)
Um espaço Piece necessita apenas de uma mensagem para começar e outra para terminar, 
sendo que entre estas a organização temporal dos instrumentos é completamente livre. 
Possibilitando assim estruturas composicionais não-lineares, dependendo da forma como o 
utilizador despoleta estas mensagens (ver Fig.7.2.2). Com o objectivo de não impor quaisquer 
regras estéticas ou composicionais. 
Fig 7.2.1 — Exemplo básico de sequenciamento (em cascata) de dois instrumentos numa 
peça.
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Uma vez que os instrumentos são conectados e “sequenciados”  através de patchcords é 
possível activar ou desactivar os instrumentos de uma forma dinâmica, à medida que vão 
deixando de ser usados/tocados, de acordo com a estrutura criada pelo utilizador. 
Um dos pormenores que distingue as peças dos restantes espaços é o facto de esta conter 
um sub-espaço dedicado ao feedback visual durante a performance. Este é (pós)programado 
pelo utilizador, para que no momento da performance o sistema não processe objectos gráficos 
desnecessários, ou seja que o performer não precisa de visualizar, poupando assim alguns 
recursos do sistema. Para isto os módulos OI vêm já preparados para (des)activar o feedback 
visual, podendo para tal o utilizador alternar entre os modos de execução (performance e 
development) de oi.api (ver Fig. 6.3). 
Fig 7.2.2 — Exemplo de sequenciamento de dois instrumentos no qual o segundo toca 
indefinidamente até que receba uma mensagem para terminar, neste caso uma nota MIDI 
correspondente a um Dó(0).
Capítulo 7 — Utilização                                                                                                               78
.3 Estruturar um concerto 
De uma forma semelhante à estruturação dos instrumentos numa peça o mesmo se sucede 
com a estruturação das peças num concerto. Para tal o utilizador dispõe de outro template 
(oi.concert_template) a partir do qual deverá começar a estruturação do concerto, ao carregar as 
peças (Piece patches) necessárias. Novamente o utilizador pode sequenciá-las de um modo 
linear ou pode, por exemplo, criar um algoritmo para a selecção de cada peça numa 
improvisação da duração de um concerto. 
!
Adicionalmente, através de oi.api.transport (ver 6.3 (3)), ferramenta localizada na API, o 
utilizador pode escolher começar de uma determinada peça, instrumento, ou ponto temporal (do 
instrumento). Ferramenta esta que foi concebida a pensar nas situações de ensaio, na qual 
poderá ser pedido ao utilizador/instrumentista que comece de um determinado ponto da obra.
De um modo idêntico ao desenvolvimento de instrumentos OI, as peças são também 
automaticamente desactivadas no final da sua execução, libertando recursos computacionais 
para a peça a ser executada seguidamente. Existindo, portanto, uma linha temporal condutora 
que faz a ligação entre o início e o final de um concerto.
Fig 7.3 — Exemplo simples de sequenciamento de duas peças num concerto, esperando 
cinco segundos antes de começar a segunda peça.
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.4 Conclusões 
Os desenvolvimentos aqui apresentados serviram essencialmente para dar resposta ao 
problemas de cariz performativo encontrado em projectos semelhantes. Tentando portanto 
estabelecer um equilíbrio entre ferramentas geralmente dicotómicas. Sendo que os métodos de 
desenvolvimento de instrumentos e simultaneamente de repertório para concerto, foram 
elaborados tendo em conta não só uma situação final de concerto, como também para situações 
de ensaio, com o objectivo de auxiliar um instrumentista de IMDs na execução e elaboração 
destes. 
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Capítulo 8
Conclusões
O desenvolvimento e performance de instrumentos musicais digitais é uma área 
amplamente multidisciplinar, sendo capaz de juntar temas de investigação de áreas como: 
engenharias (informática, electrónica, mecânica e acústica), ciências matemáticas, sociais e 
cognitivas e obviamente áreas artísticas como música e artes digitais. O uso de técnicas 
subjacentes a ramos destas áreas têm sido empregues de vasto modo, e em alguns casos até, as 
premissas de actividades musicais acabam por prevalecer na utilização destas técnicas, levando 
à criação de novas áreas de estudo, como é o caso de Musician-Computer Interaction (MCI), 
que começa a ganhar o seu próprio espaço depois da utilização de técnicas empregues em 
Human-Computer Interaction (HCI).
Ao abordar, no capítulo 2, as diferentes taxonomias empregues no desenvolvimento de 
instrumentos semelhantes do ponto de vista organológico, fazia antever à partida uma 
quantidade avultada de diferentes metodologias empregues nesta área. Aspectos que foram 
novamente realçados no estudo organológico (cap. 3) e performativo (cap. 4) destes 
instrumentos. Este estudo sistemático serviu para elaborar e realçar as premissas existentes em 
duas etapas extremamente importantes na utilização de instrumentos musicais digitais: 
desenvolvimento e performance. Permitindo traçar linhas essenciais para o desenvolvimento 
deste projecto. O qual traz à comunidade artística de músicos e developers, um conjunto de 
módulos para rápida prototipagem de IMDs, bem como uma estrutura capaz de suportar não só 
o desenvolvimento como também a performance destes instrumentos. Possibilitando ainda um 
sequenciamento não-linear, o que poderá enaltecer práticas como a improvisação musical.  
Por último, espera-se com este projecto trazer um maior desenvolvimento de IMDs, bem 
como uma maior partilha destes, através de uma plataforma online disponível em https://
github.com/p1nh0/OpenInstruments, na tentativa de abrir estes instrumentos a toda uma 
comunidade de instrumentistas, programadores ou compositores. Esperando que esta possa 
auxiliar não só os processos de desenvolvimento e prática instrumental de um IMD, como 
também o processo de composição para estes. !
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.1 Sugestões para estudo futuro 
Como este projecto se fazia notar de uma extensão considerável, mesmo nas suas fases 
iniciais, a solução de criar uma framework parecia a mais indicada, facilitando a sua posterior 
expansão. Sendo que, portanto, outros módulos, ferramentas e utilitários poderão ser facilmente 
desenvolvidos no futuro, uma vez que foram criados métodos para que tal aconteça (como 
templates, por exemplo). Posteriormente deverão ainda ser criados outros filtros para a remoção 
de ruído proveniente dos sensores de interfaces de entrada, principalmente para interfaces DIY, 
bem como a implementação de outros algoritmos de machine learning disponíveis, como ANN, 
ou estatísticos, como PCA, oferecendo mais técnicas a serem empregues nos processos de 
mapeamento. 
Ainda, os módulos de geração deverão ser desenvolvidos recorrendo a técnicas empregues 
na geração de música algorítmica. Para estes módulos deverão ser também desenvolvidos 
alguns modelos de síntese, ou de uma forma mais simples, recorrer à criação de unit generators 
(Roads 1996), desenvolvidos a pensar numa rápida utilização necessária na prática de 
instrumentos musicais digitais. 
Para finalizar, estudos relacionados com a semântica empregue ao longo da extensa cadeia 
de componentes de um IMD, desde gestos e sensores até aos modelos de síntese e difusão 
sonora, passando pela semântica musical, poderão trazer alguma consistência na criação de 
ferramentas virtuais, de uso geral para IMDs.
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Figuras Adicionais
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Fig. 4.2.3 — Max Mathews e o Radio Baton. (http://
createdigitalmusic.com/2011/04/max-mathews-father-of-
digital-synthesis-computer-innovator-dies-at-84/, acedido 
a 29/Julho/2012)
Fig. 3.1.4 — Hipertrombone, 
HTB1. Desenvolvido por Tiago 
Ângelo (ESART, 2009-2010).
96
Fig. 4.2.4 — Elektron Machinedrum SPS-1 MK2. (http://
www.notape.net/product/show_product/22989639, 
acedido a 29/Julho/2012)
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Ferramentas — Tools 
oi.presets
Bind to pattrstorage objects within OI spaces (Instrument, Piece, Concert) in order to manage preset 
files. 
user interface
name object — type — range description
(update) bang  Update.
(preset name) umenu symbol (anything) Preset (slot) names. 
(set preset 
name)
bang Open dialog window to insert new preset 
(slot) name
(clientwindow) textbutton Open pattrstorage clientwindow. 
(storagewindow) textbutton Open pattrstorage storagewindow. 
(read) textbutton Load preset file (JSON or XML)
(write) textbutton Read preset file (JSON or XML)
(preset number) flonum float {0..+!} Set/get current preset. 
(store) textbutton Store current preset (slot). 
(remove) textbutton Remove current preset (slot). 
(clear) textbutton Erase all preset slots. 
no inputs
no outputs
externals (OI)
oi.holdmessage, oi.hub
oi.autoroute
Fast automatic router interface. Similar to ‘route’. Receives indexed messages, learns and memorizes 
their indexes for future routings. 
user interface
name object — type — range description
learn toggle int {0,1} Toggle between learn mode (1) and route 
mode (0).
umenu umenu symbol (anything) Store/display learnt indexes. 
(delete) textbutton Remove selected (umenu) item.
(clear) textbutton Clears all learnt items. 
input
inlet — name type — range description
#1 input (anything) Indexed lists: the first item in the input is 
automatically learnt (if ‘learn’==1)
#2 module com oi.modulecom Send messages to oi.autoroute.
output
outlet — name type — range description
#? value (anything) corresponding list with 
the index removed (just like 
‘route’). 
Outlets are created dynamically for each 
index learnt. 
externals (OI)
oi.listaccum, oi.modulegate, listlearn.js
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oi.timeformat 
Quick access to Max time formats. 
user interface
name object — type — range description
format umenu symbol {ms, ticks, hz, 
samples, notevalues, 
bars.beats.units, hh:mm:ss}  
Select/display time format.
value oi.timeformat_interface Select/display time value.
inputs
inlet — name type — range description
#1 input list <message variables>  Messages: transport - set the clock used in 
time translations; format - select time 
format; value - set time value.
outputs
outlet — name type — range description
#1 value oi.timeformat_interface Time value (depending on the selected 
format).
#2 format (symbol) {ms, ticks, hz, samples, 
notevalues, bars.beats.units, 
hh:mm:ss}  
Time format.
externals (OI)
oi.holdmessage, oi.timeformat_interface
oi.timepoint 
Select a time point, bang when a clock passes it. (selecting other clocks besides “internal” is still 
under development)
user interface
name object — type — range description
(select time 
point)
oi.timeformat timeformat Select time point
(remaining time) oi.timeformat timeformat Select/display time value.
no inputs
outputs
outlet — name type — range description
#1 bang bang Bang when a given transport passes the 
selected timepoint. 
#2 remaining 
time 
oi.timeformat value Remaining time (according to the selected 
format).
externals (OI)
oi.timeformat 
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oi.vst~
Host VST and AudioUnit plugins. UNDER DEVELOPMENT. 
user interface
name object — type — range description
module_name textedit symbol (anything) Module (scripting) name.
state textbutton int {0,1} Module state (0- off, 1- on)
bypass textbutton int {0,1} Bypass input.
(open) textbutton bang Open plugin window.
plugin umenu symbol (anything) Select(ed) plugin. 
(query) umenu symbol (anything) {vst~ 
querie, #inputs, #outputs, #presets, 
#paramters, canMono, editwindow, 
synth, ID, windowcoord, delay, 
#userpresets}
Query plugin. NOT TESTED.
input
inlet — name type — range description
#1 signal(L) + 
messages
signal + (anything) Left audio signal, plus messages to vst~.
#2 signal(R) signal Right audio signal. 
#3 midi event MIDI MIDI notes. NOT TESTED.
output
outlet — name type — range description
#1 signal(L) signal Left audio signal. 
#2 signal(R) signal Right audio signal. 
#3 vst~ msg (anything) Messages from vst~
externals (OI)
autovarname.js
externals (other)
get_plugin.js (downloaded from cycling74 forum - thanks to Andrew Pask and Timothy Place)
oi.mixer4-2~
Simple mixer, 4-in 2-out. (Max 6 only!)
user interface
name object — type — range description
(solo 1~4) toggle int {0,1} Solo track.
(mute 1~4) toggle int {0,1} Mute track. 
vol[1~4] gain~ int {0..158} Track gain. 
pan[1~4] oi.cppan~ Track constant power panning.
master gain~ int {0..158} Master output volume. 
input
inlet — name type — range description
#1 signal(L) signal Left audio signal. 
#2 signal(R) signal Right audio signal. 
output
outlet — name type — range description
#1 signal(L) signal Left audio signal. 
#2 signal(R) signal Right audio signal. 
externals (OI)
autovarname.js, oi.cppan~
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oi.stereotrack~
Simple stereo gain+pan. (Max 6 only!)
user interface
name object — type — range description
module_name textedit symbol (anything) Module (scripting) name.
gain gain~ int {0..158} Output gain. 
ramptime gain~ float {0..+!} Gain ramp time in milliseconds.  
pan oi.cppan~ Constant Power Panning
input
inlet — name type — range description
#1 signal(L) signal Left audio signal. 
#2 signal(R) signal Right audio signal. 
output
outlet — name type — range description
#1 signal(L) signal Left audio signal. 
#2 signal(R) signal Right audio signal. 
externals (OI)
autovarname.js, oi.cppan~
oi.cppan~
2-channel constant power panning. Uses gen~ (Max6 only!)
user interface
name object — type — range description
pan dial float {0..1000} Pan (0 - left; 500-middle, 1000-right)
(bang) bang (500) Set middle pan.
input
inlet — name type — range description
#1 signal(L) signal Left audio signal. 
#2 signal(R) signal Right audio signal. 
output
outlet — name type — range description
#1 signal(L) signal Left audio signal. 
#2 signal(R) signal Right audio signal. 
externals (OI)
oi.cppan.gendsp
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Módulos — Modules 
oi.mod.varfilter
Filters variations from an input stream (int/float) according to a given threshold. 
user interface
name object — type — range description
module_name textedit symbol (anything) Module (scripting) name.
bypass toggle int {0, 1} Bypass input.
mode umenu symbol {discrete, continuous} Output mode. 
type umenu int {1, 2, 3} Filter order {1st, 2nd, 3rd}.
threshold flonum float {0..+!} Variation threshold.
(auto-adapt) textbutton bang Adapt threshold automatically.
input
inlet — name type — range description
#1 float Input to filter
#2 float {0..+!} Threshold.
output
outlet — name type — range description
#1 float Filtered output.
#2 int {0, 1} State: 0-input is above threshold; 1-input is 
below threshold. 
externals (OI)
autovarname.js, oi.gate, oi.automean, oi.varfilter
oi.mod.logical
Perform conditional statements.
user interface
name object — type — range description
module_name textedit symbol (anything) Module (scripting) name.
conditional umenu symbol {==, !=, >, <, >=, <=} Condition.
in2 umenu symbol {in2, value} Input2 mode: inlet#2 or ‘value’.
value flonum float {-!, +!} Right operand value (if in2==”value”). 
out1 umenu symbol {left value, right 
value, bang}
Output#1 mode.
out2 umenu symbol {left value, right 
value, bang}
Output#2 mode.
input
inlet — name type — range description
#1 in1 int/float Left operand.
#2 in2 int/float Right operand.
output
outlet — name type — range description
#1 then float/bang Output if evaluated expression returns ‘true’. 
#2 else float/bang Output if evaluated expression returns ‘false’. 
externals (OI)
autovarname.js
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oi.mod.op
Perform mathematical operations on lists.
user interface
name object — type — range description
state toggle int {0, 1} Activate/deactivate module.
mode umenu int {0, 1} Set right operand: 0- internal (operations) 
list; 1- in2.
listlength number int {1, +!} Set expected listlength. 
(operations) jit.cellblock Operations list. 
+ textbutton patcher Module options.
matrix_type umenu symbol {char, long, float32, 
float64}
Matrix type. See jit.matrix.maxhelp.
input
inlet — name type — range description
#1 in1 int/float/list Left operand.
#2 in2 int/float/list Right operand.
output
outlet — name type — range description
#1 list list Output calculated list. 
#2 iter list <index value> Output calculated list elements (iter).
externals (OI)
oi.listaccum, oi.vfgate
oi.mod.range
Range input numbers.
user interface
name object — type — range description
bypass toggle int {0, 1} Bypass input.
mode umenu symbol {scale, clip, fold, 
wrap}
Range function.
input_min flonum float {-!, +!} Set input minimum.
input_max flonum float {-!, +!} Set input maximum.
output_min flonum float {-!, +!} Set output minimum.
output_max flonum float {-!, +!} Set output maximum.
ramp_slope flonum float {-!, +!} Set ramp slope. 
ramp_time flonum float {0, +!} Set ramp time. 
input
inlet — name type — range description
#1 int/float Number to range. 
output
outlet — name type — range description
#1 float Ranged/ramped input.
externals (OI)
oi.ramp, oi.fold, oi.wrap, oi.gate, autovarname.js
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oi.mod.normalize
Filter input notes (midi values). 
user interface
name object — type — range description
state toggle int {0, 1} Activate/deactivate input min-max peaks.
min_in flonum float {-!, +!} Input minimum.
max_in flonum float {-!, +!} Input maximum.
min_out flonum float {-!, +!} Output minimum.
max_out flonum float {-!, +!} Output maximum.
clip toggle int {0,1} Clip numbers at output.
(clear) textbutton bang Clear min-max peaks.
input
inlet — name type — range description
#1 int/float/list Stream to normalize.
output
outlet — name type — range description
#1 int/float/list Normalized stream.
externals (OI)
oi.autorange
oi.mod.scalemap
Filter input notes (midi values). 
user interface
name object — type — range description
module_name textedit symbol (anything) Module (scripting) name.
filter_mode umenu symbol {leave gaps, fill gaps} Filter mode. 
fill_mode umenu int {0, 1, 2} Fill mode (if filter_mode=”fill gaps”): 0- 
random; 1- up; 2- down.  
umenu[3] umenu int {0, 1} Scale mode: 0- scale; 1- pitch-class. 
notemap::kslider kslider list <note(int) velocity(int)> Set the note/scale map. Input notes are 
filtered in order to match only the notes in 
this list.
input
inlet — name type — range description
#1 int/float/list MIDI input (note only; no velocity ).
output
outlet — name type — range description
#1 int/float/list Filtered notes, MIDI output (note only; no 
velocity ). 
externals (OI)
autovarname.js, oi.vfgate, oi.stripvelocity.js, oi.note2pitchclass.js, oi.findclosestnote.js, oi.vpr2note, 
oi.vpr2note, oi.listaccum
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oi.anl.follower
Interface for MnM Gesture Follower. (all the hard work done by MnM team)
user interface
name object — type — range description
module_name textedit symbol (anything) Module (scripting) name.
state led int {0, 1} Module state (0- off, 1- on)
print textbutton int {0,1} Print to max window (0- off, 1- on)
+ textbutton patcher Module options.
… see gesture follower doc for other interfaces: http://ftm.ircam.fr/upload/Gesturefollower-
doc01.pdf
input
inlet — name type — range description
#1 input (anything) Input data to learn or follow.
#2 module com (anything) Messages to oi.modulecom.
output
outlet — name type — range description
#1 normalized 
likeloihood
see: http://ftm.ircam.fr/upload/Gesturefollower-doc01.pdf
#2 likelihood 
max
#3 likeliest
#4 markers
#5 index
externals (OI)
autovarname.js, oi.emptymessagefilter, oi.holdmessage, oi.modulecom, oi.modulegate, oi.print, 
oi.speedlim, oi.timeformat, oi.vfgate
externals (other)
ftm.reschedule, mnm.L2Rdecoding.03, mnm.follower.03, mnm.follower.init.03, mnm.list2row, mnm.mm, 
mnm.makeL2R.03, mnm.mv, mnm.q
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oi.anl.matmap
N-to-M linear interpolation mappings. Interface for mnm.matmap. (all the hard work done by MnM 
team)
user interface
name object — type — range description
state toggle int {0, 1} Module state (0- off, 1- on)
mode umenu int {0, 1} Module mode (0- learning, 1- playing)
(file 
management)
umenu Manage memory: clear, save, save as, load.
+ textbutton patcher Module options.
input_size number int {1.. +! } Input list size (N).
output_size number int {1.. +! } Output list size (M).
input_range list <min(float) max(float)> Input list range(minimum and maximum).
output_range list <min(float) max(float)> Output list range(minimum and maximum).
input
inlet — name type — range description
#1 input list (int/float) Input list of size N to learn or map, depending 
on ‘mode’.
#2 module com UNDER DEVELOPMENT Messages to module (“bang”- learn, “play”- 
playmode, “learn”- learn mode)
output
outlet — name type — range description
#1 output list (flloat) Output target list of size M.
externals (OI)
oi.printerror, oi.speedlim, oi.vfgate
externals (other)
mnm.list2row, mnm.matmap, mnm.q, mnm.vec2list
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oi.gen.transport
Transport interface. See transport.maxhelp
user interface
name object — type — range description
module_name textedit symbol (anything) Module (scripting) name.
state tab int {0, 1, 2} Transport state. (0- stop, 1- play, 2- pause) 
mode umenu symbol {master, slave} Transport behavior. Sync to other clocks.
slave_mode textbutton int {0, 1} Slave mode (if mode ==”slave”). (0- free, 1- 
sync). When synched, the module’s state is 
linked to another transport.  
transport_name textedit symbol (anything) (if mode == “slave”) Link module to transport. 
bpm flonum float {0..+!} Beats per minute. 
beats number int {0.. +! } Beats per bar.
units umenu int {1, 2, 4, 8, 16, 32, 64, 
128} 
Unit (notevalue) per beat.
dur_mode umenu symbol {definite, indefinite} Duration mode. (if dur_mode==”indefinite” 
the transport will run freely until receiving a 
state value of 0-stop or 2-pause) 
offset oi.timeformat timeformat Module’s duration. After reached the module 
will stop automatically. 
offset oi.timeformat timeformat Transport offset. After receiving a “state 1” 
message the module will until an amount of 
time equal to the offset value before actually 
starting. 
resolution oi.timeformat timeformat Transport’s resolution/ update rate. High 
values correspond to a lower resolution. High 
resolutions might become cpu consuming.
resolution oi.timeformat timeformat Current position. 
input
inlet — name type — range description
#1 state int/bang Module state. (bang = start)
#2 module com oi.modulecom Send messages to pattr objects. “dump” 
message prints pattr namespaces and values 
to max window. 
output
outlet — name type — range description
#1 ended bang Special output for OI (used inside instruments 
to enable sequencing). Sends “end” when the 
module reaches his duration
#2 state int {0, 1, 2} Transport state. (0- stop, 1- play, 2- pause) 
#3 bpm float {0..+!} Beats per minute. 
#4 timsesig list <beats units> Time signature. 
#5 position list <bars beats units(ticks)> Current position. 
#6 position (ms) float {0..+!} Raw position in ms. 
#7 position 
(ticks)
float {0..+!} Raw position in ticks. 
#8 link list <“transport” transport_name
(symbol)> 
Transport name message, to connect directly 
to other clocked objects. (ex: “transport 
myTransport”)
externals (OI)
autovarname.js, oi.holdmessage, oi.modulecom, oi.pattrtemp, oi.print, oi.timeformat, oi.vfgate
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oi.mem.mime
Four channels for recording and replaying data. Interface for ‘mtr’. See mtr.maxhelp
user interface
name object — type — range description
(main control) tab int {0, 1, 2, 3} (0- stop all, 1- start all, 2- pause all, 3- record 
all)
(BANG) bang Play once (unchanged). 
loop textbutton int {0, 1} Loop all tracks. 
mute textbutton int {0, 1} Mute all tracks. 
in_thru textbutton int {0, 1} Send input through outputs as well. 
(file 
management)
umenu int Clear, load or save recorded data. 
trk_ctrl[1~4] umenu int Control each track individually (stop, play, 
pause, rec, play unchanged ) 
loop[1~4] textbutton int {0, 1} Loop tracks individually. 
mute[1~4] textbutton int {0, 1} Mute tracks individually. 
gain[1~4] dial float {0..1} Individual track gain. Similar to a mixer gain, 
but works on max messages (including lists).
speed[1~4] flonum float {-!..+!} Individual track speed. (1= recorded speed)
input
inlet — name type — range description
#1 track[1] (anything) Input data to record on track[1].
#2 track[2] (anything) Input data to record on track[2].
#3 track[3] (anything) Input data to record on track[3].
#4 track[4] (anything) Input data to record on track[4].
#5 module com (anything) Messages to oi.modulecom, plus extra 
messages (see oi.mem.mime.maxhelp).
output
outlet — name type — range description
#1 track[1] (anything) Outputs data recorded on track[1].
#2 track[2] (anything) Outputs data recorded on track[2].
#3 track[3] (anything) Outputs data recorded on track[3].
#4 track[4] (anything) Outputs data recorded on track[4].
#5 sync NOT IMPLEMENTED YET!!! Link to other oi.mem.mime objects. 
externals (OI)
oi.modulecom, oi.num2list, oi.vfgate
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oi.idv.hi
Input module for human interface devices (HID), like gamepads and joysticks. 
user interface
name object — type — range description
state toggle int {0,1} Activate/deactivate module.
device umenu symbol (anything) Select hi device. 
(update) bang Update/reload hi devices. 
+ textbutton patcher Module options.
pollrate number int {0.. +! } ‘hi’ pollrate (see hi.maxhelp)
output
outlet type — range description
#1 list <index value> ‘hi’ output, either raw or “cooked” (when the 
user ads the index manually)
externals (OI) 
oi.vfgate, autovarname.js
oi.idv.key
Computer keyboard input. Useful for keyboard shortcuts. 
user interface
name object — type — range description
state led int {0,1} Activate/deactivate module.
bypass textbutton int {0,1} Bypass output mode. (raw/cooked key values)
mode umenu int {1, 2, 3} Select output mode: 1- bang; 2- toggle; 3- 
swithc. 
learn textbutton int {0,1} Learn keycode. 
input
inlet — name type — range description
#1 (anything) Messages to oi.modulecom.
output
outlet — name type — range description
#1 int/bang {bang, 0, 1} Output , depending on output mode. 
#2 list 
<keycode modifier >
ASCII keycode and modifiers keycode. 
externals (OI)
oi.modulecom, oi.modulegate, autovarname.js
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oi.idv.midi
MIDI input device with parsed output. 
user interface
name object — type — range description
device umenu symbol (anything) Select MIDI device. 
(!) textbutton bang Panic button. Flushes all MIDI notes held. 
(update) bang Update/reload MIDI devices. 
output
outlet — name type — range description
#1 list <index(symbol) values(int/list)> Human-readable output. Indexes: “note”, 
“polykeypressure”, “cc”, “programchange”, 
“aftertouch”, “pitchbend”, “channel”, 
“raw”. 
#2 list <note(int) velocity(int)> Note-on / note-off.
#3 int {0..127} Control change. 
#4 int MIDI channel. 
externals (OI)
oi.gate
oi.idv.nettcp
Network input, receiving TCP packets. 
user interface
name object — type — range description
state toggle int {0, 1} Activate/deactivate module.
port number int {0..?} TCP port. 
output
outlet — name type — range description
#1 list <port message(anything)> TCP messages.
externals (OI)
oi.gate
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oi.idv.netudp
Network input, receiving UDP packets. 
user interface
name object — type — range description
state toggle int {0, 1} Activate/deactivate module.
port number int {0..?} TCP port. 
+ textbutton patcher Module options.
maxqueuesize number int See udp.maxhelp. 
output
outlet — name type — range description
#1 list <port message(anything)> UDP messages.
externals (OI)
oi.gate
oi.idv.serial
Serial input devices. 
user interface
name object — type — range description
state toggle int {0, 1} Activate/deactivate module.
device umenu symbol (anything) Select serial device. 
baudrate umenu symbol See serial.maxhelp. 
(update) bang Update/reload serial devices. 
+ textbutton patcher Module options.
pollrate number int {1..+!} See serial.maxhelp. 
autolearn number int {0,1} Learn incoming lists’ indexes. 
(dump) bang Send learnt indexes through outlet#2. 
output
outlet — name type — range description
#1 list <index values(anything)> Serial output. 
#2 symbol(list) Learnt parameters. Ex.: “accX accY buttonA”
externals (OI)
oi.gate, oi.listaccum, listlearn.js
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Utilitários — Utilities 
API
oi.hub
Pattr utilities. Sends data through ‘pattrforward’ and 
receives trhough ‘pattr’.Plus some other 
functionalities.See oi.hub.maxhelp. 
IO/ARG/ATTR/MSG variable type — domain example description
in#1 send anything Messages to oi.hub or to bound object
out#1 value anything Bound parameter value.
out#2 min int/float Bound parameter::minimum.
out#3 max int/float Bound parameter::maximum.
out#4 query anything Query result.
ATTR/MSG 
“bindto” anything bindto myObj See pattr.maxhelp.
ATTR/MSG “thru” int {0, 1} thru 1 (default = 1) See pattr.maxhelp.
ATTR/MSG 
“marker” int {0, 1} marker 0
(default = 0) Enable/disable 
pattrmarker-like namespaces 
(ex.: ::marker::num) see 
pattrmarker.maxhelp
ATTR/MSG “query” int {0, 1} query 0 (default = 0) Enable/disable queries. 
ATTR/MSG 
“filterout” int/float/symbol filterout nonsense
(default = filteroutoff) Filters an 
element from oi.hub output. In this 
example it would filter the message 
“nonsense”. 
MSG “filteroutoff” symbol “filteroutoff” filteroutoff Clears the filter memory.
ATTR/MSG 
“filterempty” int {0, 1} filterempty 1 
Enable/disable empty message 
filter. This might be deprecated as 
soon as c74 fixes the “empty 
message bug” on pattr objects.
pattrstorageupwards.js Pattr utility. Looks for parent pattrstorage objects 
upwards in the hierarchy. See 
pattrstorageuppwards.maxhelp
IO/ARG/ATTR/MSG variable type — domain example description
in#1 get bang Retrieve upwards pattrstorage objects.
out#1 hierarchy symbol parent::myPattrstorage Pattrstorage namespace (or hierarchy).
out#2 patcher symbol myParentpatcher Pattrstorage’ patch name.
out#3 
pattrstorage symbol myPattrstorage Pattrstorage name.
MSG “getfrom” symbol int {0..+!} getfrom 1 Start from how many parent patchers ? 
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oi.modulegate Module/pattr utility. This object will only work inside 
modules that have both a pattr named ‘state’ and 
‘bypass’. 
IO/ARG/ATTR/MSG variable type — domain example description
in#1 input anything Data in. 
out#1 bypass anything Data out if ‘bypass’==1 && ‘state’==1
out#2 on anything Data out if ‘bypass’==0 && ‘state’==1
oi.modulecom Module/pattr utility. Uses pattrhub to communicate with 
pattr objects inside a patch. Just connect an inlet to it 
and you’re ready to communicate from the outside of 
that patch.
IO/ARG/ATTR/
MSG variable type — domain example description
in#1 com list <pattrname anything> patcher::oscillator  220.
Messages to predetermined pattr 
object.
out#1 through anything Input through. 
MSG “dump” symbol “dump” dump Prints all pattr objects and their values to max window. 
autovarname.js Get/set patcher scripting name, only if it is inside a patcher or bpatcher. 
IO/ARG/ATTR/MSG variable type — domain example description
in#1 MSG symbol myName Set the parent patcher scripting name if it isn’t a top-level patch.
in#1 MSG symbol “getname” getname Returns the patcher name.
out#2 name symbol myName Patcher name.
oi.gate Simple ‘gate’ controlled globally through ::oi.api::mode
IO/ARG/ATTR/MSG variable type — domain example description
in#1 input anything Messages to gate.
out#1 gated anything Gated messages.
out#2 
::oi.api::mode int {0, 1}
Report ::oi.api::mode current state. 
(0- performance mode, 1- 
development mode)
oi.vfgate
Simple ‘gate’ controlled globally through ::oi.api::mode, 
specifically for module’s visual feedback, 
enabling ::oi.api::vfrate to control the data flow.  
IO/ARG/ATTR/MSG variable type — domain example description
in#1 input anything Messages to gate.
in#2 local int {0, 1} Local gate.
out#1 gated anything Gate+qlim input messages.
out#2 “hidden” int {0, 1} hidden 0 Connect to objects if you want to hide them if they’re inactive.
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oi.speedlim Similar to oi.vfgate but is intended to use with control data, whose rate can be controlled externally.
IO/ARG/ATTR/MSG variable type — domain example description
in#1 input anything Messages to limit.
out#1 output anything Speed limited messages. 
ATTR “marker” int {0, 1} @marker 1
Use this attribute when binding to a 
namespace from a pattrmarker 
(ex.: ::oi.api.mode)
ATTR “bindto” symbol pattr_name @bindto mySpeedCtrl Bind to an external pattr object. 
ARG speedlim int {0, +!} “oi.speedlim 25” Initial speedlim value.
oi.printerror Similar to oi.print except it print messages as errors (max window red messages)
IO/ARG/ATTR/MSG variable type — domain example description
in#1 print anything Messages to print.
in#2 local int {0,1} myPrint Print identifier. 
ARG #1 anything myPrint Print identifier. 
oi.tempsearch Set a max serchpath temporarily.
IO/ARG/ATTR/MSG variable type — domain example description
in#1 path symbol myHD/Applications/Max Path.
MSG “revert” symbol revert Revert to last saved preferences. 
oi.send~
Similar to send~ but is visible as a pattr object, working in 
the same hierarchic fashion. Has the possibility of sending up 
to 16 channels. UNDER DEVELOPMENT.
IO/ARG/ATTR/MSG variable type — domain example description
ARG #1 int {1..16} “oi.recv~ 4” Number of channels to receive.
ARG #1 #2
list 
< name(symbol) #ch
(int) >
“oi.recv~ myName 4” Scripting name and number of channels to receive. 
oi.recv~ Similar to oi.send~ but receives signals instead of sending.
IO/ARG/ATTR/MSG variable type — domain example description
ARG #1 int {1..16} “oi.recv~ 4” Number of channels to receive.
ARG #1 #2
list 
< name(symbol) #ch(int) 
>
“oi.recv~ myName 
4”
Scripting name and number of 
channels to receive. 
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Conversion
oi.switch2button Simple but useful. Convert your interface (momentary) button into a switch (or state button)
IO/ARG/ATTR/MSG variable type — domain example description
in#1 int {0,1} Button (behavior) input. 
ou#1 int {0,1} Switch (behavior) output. 
oi.num2list
Make a list of size N, with all elements equal to a given input. 
This utility turns out very useful, for example, to multiply a 
given list by one single number, using this object and ‘vexpr’. 
IO/ARG/ATTR/MSG variable type — domain example description
in#1 element int/float {-!,+!} 7 List element.
in#2 size int {0,+!} 5 List size.
out#1 list list 7 7 7 7 7 Output list. 
Lists  
listlearn.js Memorize new elements from a stream of data (int/float/list/symbol)
IO/ARG/ATTR/MSG variable type — domain example description
in#1 state int {0,1} 1 Start/stop collecting different elements.
MSG in#1 “reset” symbol reset Reset memory.
in#2 learn anything
I will learn only 
different words words 
words
Input data to learn from. (Lists are 
iterated)
out#1 learnt symbol “I will learn only different words” Learnt elements as a symbol. 
out#2 count int {0,+!} 6 Different elements.
out#3 sync int {0,+!} “I will learn only different words” State output. 
ARG #1 (optional) int {1,+!} 100
Number of rounds without new 
elements before stopping to process 
inputs.
115
oi.listmatch How many input values have matched our stored list ?  NEEDS FURTHER TESTS.
IO/ARG/ATTR/MSG variable type — domain example description
in#1 match2List anything  1 5 7 Match input to stored list.
in#2 matchList list 1 2 3 4 5 Stored list.
MSG in#2 symbol “reset” Restart match process. 
out#1 matched item int/float 5 Input item that matched necessary the list element. 
out#2 countdown int 3 How many items still to match ? 
out#3 done bang All items matched. 
ARG #1 matchList list 1 2 3 4 5 Store list. 
ATTR/MSG in#2 iter int {0,1} @iter 1 (default = 1) Iterate input ? 
ATTR/MSG in#2 loop int {0,1} @loop 1 (default = 0) Restart match process after done? 
ATTR/MSG in#2 duplicates int {0,1} @duplicates 1 (default = 1) Allow duplicate items in our stored list ? 
ATTR/MSG in#2 order int {0,1} @order 1 (default = 0) Does the arriving order matters ? 
ATTR/MSG in#2 maxlength int {1,+!} @maxlength 100 (default = 512) Maximum list sizes.
oi.routepack Turn several list (in the form: <index value>) into a single list. The same as using a ‘pack’ object after a ‘route’.
IO/ARG/ATTR/MSG variable type — domain example description
in#1 route list <index value> A 2 Lists to route and pack.
out#1 packed list 2 3 3 Values packed by index
ARG indexes int/float/symbol A B C Indexes to route and pack.
ATTR initial int/float 3 Initial value. (Similar to pack arguments)
oi.routepak Turn several list (in the form: <index value>) into a single list. The same as using a ‘pak’ object after a ‘route’.
IO/ARG/ATTR/MSG variable type — domain example description
in#1 route list <index value> B 2 Lists to route and pak.
out#1 paked list 3 2 3 Values packed by index
ARG indexes int/float/symbol A B C Indexes to route and pak.
ATTR initial int/float 3 Initial value. (Similar to pack arguments)
oi.routejoin Similar to oi.routepack and oi.routepak but can handle lists in the format <index list>. 
IO/ARG/ATTR/MSG variable type — domain example description
in#1 route list <index value> A 1 2, B 3 4 5 Lists to route and pak.
out#1 joined list 1 2 3 4 5 Values packed by index
ARG indexes int/float/symbol A B C Indexes to route and pak.
ATTR triggers int list 0 1 What index elements trigger the output ? 
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Streams 
oi.activity Measures the activity of an input stream, using a threshold time in ms to detect when the stream is inactive. 
IO/ARG/ATTR/MSG variable type — domain example description
in#1 input stream anything 1 2 3… Verify activity of input stream.
in#2 threshold int/float {0..+!} 2500
How many time (ms) without 
receiving messages till ceasing 
activity ?
(default = 1000.)
in#3 resolution int/float {0..+!} 100 (default = 100.) Clock resolution in milliseconds.
out#1 activity int {0, 1} 1 Activity status. (0- inactive, 1-active)
out#2 time int {0..+!} 600
Elapsed time since activity (ms). 
Wich is a multiple of the resolution 
value.
out#3 average int {0..+!} 433 Running time average between events (ms). 
out#4 count int {0..+!} 10 Number of messages received.
ARGS #1 int/float {0..+!} 2500 Threshold.
ARGS #1 #2 int/float {0..+!} 2500 100 Threshold and resolution.
oi.fold Folds an input numbers into a given range. 
IO/ARG/ATTR/MSG variable type — domain example description
in#1 input int/float Number to fold.
in#2 min int/float Lower boundary.
in#3 max int/float Upper boundary. 
out#1 fold float Folded number. 
ARG #1 int max Upper boundary. 
ARG #1 #2 list <min max> Lower and upper boundary
oi.wrap Wraps an input numbers into a given range. 
IO/ARG/ATTR/MSG variable type — domain example description
in#1 input int/float Number to fold.
in#2 min int/float Lower boundary.
in#3 max int/float Upper boundary. 
out#1 fold float Folded number. 
ARG #1 int max Upper boundary. 
ARG #1 #2 list <min max> Lower and upper boundary
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oi.automean Calculates mean and mean difference from a stream of numbers
IO/ARG/ATTR/MSG variable type — domain example description
in#1 input int/float Input number to process.
in#1 MSG bang Start calculations.
out#1 mean diff float {0..+!} Absolute mean difference (discrete).
out#2 mean diff float {0..+!} Absolute mean difference (continuous).
out#3 mean float {0..+!} Absolute mean (discrete).
out#4 mean float {0..+!} Absolute mean (continuous).
out#5 samples int {0..+!} Number of samples taken.
out#6 completion int {0..100} Completion (%)[rounds in a row / rounds * 100]
ARG#1/ATTR/
MSG rounds int {0..+!} changes 100
Number of times, in a row, for which the input 
difference is equal to 0. The algorithm will stop 
calculating whenever the number of rounds is 
reached.  
(default = 100)
ATTR/MSG  scale float scale 1.5 Scale output values means. 
ATTR/MSG  
autoclear int autoclear 0
Clear mean calculations every X samples ? 
(default = 0)
ATTR/MSG  
samples int max size 100  
Set the maximum number of samples taken by 
mean calculations. (default = 100)
oi.meandiff Calculate (relative) mean difference. Similar to ‘mean’
IO/ARG/ATTR/MSG variable type — domain example description
in#1 input int/float/list Input number to process.
in#1 “bang” bang bang Repeat most recent output.
in#1 “clear” symbol “clear” clear Erase memory.
out#1 meandiff float Running/continuous (relative) mean difference.
out#2 size int {1..+!} Sample size.
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MIDI
oi.findclosestnote.js Find the closest note to a given scale. 
IO/ARG/ATTR/MSG variable type — domain example description
in#1 input int {0..127} 8 Find closest note.
in#1 findmode int {-1, 0, 1} 1 Find mode (-1: downwards, 0:random, 1:upwards)
in#2 scale list {0..127} 0 2 4 5 7 9 11 Scale list (note numbers only). 
in#2 clear int -1 -1 Clear scale.
out#1 note int {0..127} 9 Closest note. 
oi.note2pitchclass.js Convert a scale or a note into a pitch-class.
IO/ARG/ATTR/MSG variable type — domain example description
in#1 note/scale int/list {0..+!} 0 2 4 5 7 9 11 Note or scale.
out#1 pitch-class list {0, 1} 1 0 1 0 1 1 0 1 0 1 0 1 Pitch-class
oi.note2vpr Convert a note into a list of two elements: virtual pitch and register.
IO/ARG/ATTR/MSG variable type — domain example description
in#1 note int {-!..+!} 60 Note
out#1 virtual 
pitch list {0, 11} 0 Virtual pitch
out#2 register int/list {-!..+!} 3 Register
MSG/ATTR center symbol {c3,c4,C3,C4} @center c3
Center C
(default = C3)
oi.vpr2note Convert virtual pitch and register to note.
IO/ARG/ATTR/MSG variable type — domain example description
in#1 virtual pitch int {0..11} 0 Virtual pitch
in#2 register list {-!, +!} 3 Register
out#1 note int/list {-!..+!} 60 Note
MSG/ATTR center symbol {c3,c4,C3,C4} @center c3
Center C
(default = C3)
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Others
oi.capture Capture data and save it or output it later.
IO/ARG/ATTR/MSG variable type — domain example description
in#1 data anything 1 2 3 4 Input data to store (no time tags)
in#2 control 
symbol {dump,clear, 
count, open, wclose, 
write}
dump Control messages
out#1 data anything 1, 2, 3, 4 Output data on “dump” message
out#2 count int {0..+!} 4 Data elements
MSG/ATTR iter int {0,1} @iter 1 Iterate input (default = 0)
oi.tap Tap tempo. UNDER DEVELOPMENT
IO/ARG/ATTR/MSG variable type — domain example description
in#1 tap bang Tap tempo
out#1 float Beats per minute
ARG int {0..+!} Maximum time in ms (default = 10000 = 6 bpm)
oi.clocker Counts elapsed time at regular intervals and stops after a predetermined time. Similar to ‘clocker’.
IO/ARG/ATTR/MSG variable type — domain example description
in#1 on/off int {0,1} Start/stop clocker
in#2 duration timeformat 4n Duration (default = 1000ms)
in#3 interval timeformat 1 hz Interval (default = 1 ms)
out#1 done bang Bang when clock reaches duration 
out#2 elapsed time float {0..+!} Elapsed time in ms
ARG #1 timeformat duration 1000 Duration
ARG #1 #2 timeformat durationtimeformat interval 1000. 8n Duration and interval
MSG/ATTR 
transport
symbol 
transport_name transport myClock Link to a given transport 
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