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1Cost-Sensitive Online Classification
Jialei Wang, Peilin Zhao, Steven C.H. Hoi
Abstract—Both cost-sensitive classification and online learning have been extensively studied in data mining and machine learning
communities, respectively. However, very limited study addresses an important intersecting problem, that is, “Cost-Sensitive Online
Classification”. In this paper, we formally study this problem, and propose a new framework for Cost-Sensitive Online Classification by
directly optimizing cost-sensitive measures using online gradient descent techniques. Specifically, we propose two novel cost-sensitive
online classification algorithms, which are designed to directly optimize two well-known cost-sensitive measures: (i) maximization of
weighted sum of sensitivity and specificity, and (ii) minimization of weighted misclassification cost. We analyze the theoretical bounds of
the cost-sensitive measures made by the proposed algorithms, and extensively examine their empirical performance on a variety of
cost-sensitive online classification tasks. Finally, we demonstrate the application of the proposed technique for solving several online
anomaly detection tasks, showing that the proposed technique could be a highly efficient and effective tool to tackle cost-sensitive
online classification tasks in various application domains.
Index Terms—cost-sensitive classification; online learning; online gradient descent; online anomaly detection.
F
1 INTRODUCTION
In the era of big data, an urgent need in data mining
and machine learning is to develop efficient and scalable
algorithms for mining massive rapidly growing data. A
promising direction is to investigate Online Learning, a
family of efficient and scalable machine learning meth-
ods, which has been actively studied in literature [30],
[20], [6]. In general, the goal of online learning is to
incrementally learn some prediction models to make
correct predictions on a stream of examples that arrive
sequentially. Online learning is advantageous for its high
efficiency and scalability for large-scale applications, and
has been applied to solve online classification tasks
in a variety of real-world data mining applications.
Various online learning methods have been actively
proposed in literature [30], [20], [6]. Examples include
the well-known Perceptron algorithm [30], [14], Passive-
aggressive (PA) learning [6], and many other recently
proposed algorithms [15], [19], [10], [47], [40], [16].
Despite being studied extensively, most existing on-
line learning techniques are unsuitable for cost-sensitive
classification tasks, an important problem for data mining
which has to address varied misclassification costs [12],
[9]. The existing online learning techniques potentially
might not be effective enough primarily because most
existing online learning studies often concern the per-
formance of an online classification algorithm in terms
of prediction mistake rate or accuracy, which is obviously
cost-insensitive and thus inappropriate for many real appli-
cations in data mining, especially for cost-sensitive clas-
sification tasks where datasets are often class-imbalanced
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and the misclassification costs of instances from different
classes can be very diverse [38], [5], [11], [29].
To address the above challenge of cost-sensitive classi-
fication, researchers especially in data mining literature
have proposed more meaningful metrics, such as the
weighted sum of sensitivity and specificity [32] and the
weighted misclassification cost [12], [1]. Over the past
decades, substantial research efforts have been devoted
to developing batch classification algorithms to improve
the cost-sensitive measures, including the weighted sum
of sensitivity and specificity and the weighted misclas-
sification cost metrics [12], [1]. However, these batch
classification algorithms often suffer poor efficiency and
scalability when solving large-scale problems, which
thus are unsuitable for online classification applications.
Although both cost-sensitive classification and online
learning have been studied extensively in data mining
and machine learning communities, respectively, there
were very few comprehensive studies on “Cost-Sensitive
Online Classification” in both data mining and machine
learning literature. In this paper, we formally investigate
this problem by attempting to develop cost-sensitive
algorithms for solving an online cost-sensitive classifica-
tion task. As a comprehensive study to address this open
challenge, in this paper, we propose a new framework of
Cost-Sensitive Online Classification to resolve this chal-
lenging open problem. The key challenge of our frame-
work is how to develop an effective cost-sensitive online
algorithm which can directly optimize a predefined cost-
sensitive measure (e.g., balanced accuracy or weighted
misclassification cost) for an online classification task,
and further offer theoretical guarantee of the proposed
algorithm.
To this end, we summarize the major contributions in
this work as follows: (i) we propose two cost-sensitive
online learning algorithms using online gradient de-
scent technique to tackle the online optimization task
2of maximizing the weighted sum or minimizing the
weighted misclassification cost; (ii) we theoretically ana-
lyze the cost-sensitive measure bounds of the proposed
algorithms, and extensively examine their empirical per-
formance for cost-sensitive online classification tasks;
(ii) we apply the proposed technique to solve a data
mining application, i.e., online anomaly detection tasks.
We note that a short version of this journal had been
presented in the ICDM’12 conference [39]. This journal
manuscript has been significantly extended by including
a substantial amount of new contents and results.
The rest of the paper is organized as follows. Section
2 briefs the related works. Section 3 formulates the
problem and presents the proposed algorithms. Section
4 theoretically analyzes the bounds of the proposed
algorithms. Section 5 discusses our experimental results.
Section 6 shows an application to online anomaly detec-
tion tasks, and finally Section 7 concludes this work.
2 RELATED WORK AND BACKGROUND
Our work is mainly related to three groups of research
in data mining and machine learning: (i) cost-sensitive
classification in data mining literature, (ii) online learn-
ing in machine learning literature, (iii) anomaly detection
in both data mining and machine learning literature.
2.1 Cost-sensitive Classification
Cost-sensitive classification has been extensively studied
in data mining and machine learning [13], [42], [25], [23],
[50], [49], [26]. Many real-world classification problems,
such as fraud detection and medical diagnosis, are natu-
rally cost-sensitive. For these problems, the cost of mis-
classifying a target is much higher than that of a false-
positive, and classifiers that are optimal under symmet-
ric costs tend to under perform. To address this problem,
researchers have proposed a variety of cost-sensitive
metrics. The well-known examples include the weighted
sum of sensitivity and specificity [32], and the weighted
misclassification cost that takes cost into consideration
when measuring classification performance [12], [1]. As
a special case, when the weights are both equal to 0.5, the
weighted sum of sensitivity and specificity is reduced to
the well-known balanced accuracy [32], which is widely
used in anomaly detection tasks. Over the past decades,
various batch learning algorithms have been proposed
for cost-sensitive classification in literature [34], [36], [9],
[12], [27], [22], [29]. However, few studies emphasis the
case when data arrives sequentially, except the Cost-
sensitive Passive Aggressive(CPA) [6] and Perceptron
Algorithms with Uneven Margin(PAUM) [21].
2.2 Online Learning
Online learning operates on a sequence of data examples
with time stamps. At time step t, the algorithm processes
an incoming example xt ∈ Rd by first predicting its
label yˆt ∈ {−1,+1}. After the prediction, the true label
yt ∈ {−1,+1} is revealed and then the loss ℓ(yt, yˆt),
which is the difference between its prediction and the
revealed true label yt, is suffered. Finally, the loss is used
to update the weights of the model based on some crite-
rion. Overall, the goal of online learning is to minimize
the cumulative mistake over the entire sequence of data
examples [17].
The most well-known online learning algorithm per-
haps is Perceptron [30]. Specifically, whenever the online
learner makes a wrong classification, the perceptron
algorithm simply updates the classifier as follows:
wt+1 = wt + ytxt
Passive Aggressive (PA) learning [6] attempts to im-
prove Perceptron by introducing the idea of margin
maximization into the online learning framework. PA
algorithms update the classifier whenever the online
classifier does not produce a large margin on the current
received example. Specifically, the loss of PA algorithms
is based on the hinge loss: ℓ(wt; (xt, yt)) = max{0, 1 −
yt(wt · xt)}. The optimization of the PA learning is
formulated as:
wt+1 = arg min
w∈Rd
1
2
‖w−wt‖2
s.t. ℓ(w; (xt, yt)) = 0
The closed-form solution to the above is expressed as:
wt+1 = wt + ηtytxt (1)
where the optimal value of parameter ηt =
ℓ(wt;(xt,yt))
‖xt‖2
.
To further make PA being able to handle non-separable
instances, one can introduce a slack variable ξ into the
optimization problem in (1):
wt+1 = arg min
w∈Rd
1
2
‖w−wt‖2 + Cξ
s.t. ℓ(w; (xt, yt)) ≤ ξ and ξ ≥ 0
The solution to the above soft-margin problem shares the
same form as that of (1), but with different coefficient ηt
as follows:
ηt = min{C, ℓ(wt; (xt, yt))‖xt‖2 }
The above two variants of PA algorithms are called “PA”
and “PA-I”, respectively.
Unlike traditional first-order online learning algo-
rithms (e.g., Perceptron and PA), Confidence-Weighted
(CW) online learning [10], [7] assumes the weight vec-
tor follows a Gaussian distribution and updates the
mean and covariance of the distribution for each re-
ceived example. Specifically, assume the weight vector
wt has the mean vector µ ∈ Rd and covariance matrix
Σ ∈ Rd×d, the CW learning performs the distribution
update by minimizing the Kullback-Leibler divergence
between the distributions of the new and old weight
vectors, and meanwhile ensuring that the probability of
a correct classification on the training instance is large
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(AROW) [8] was proposed to overcome this limitation.
However, to the best of our knowledge, very few
existing work in this area had attempted to directly
optimize the two cost-sensitive metrics in an online
learning setting, except [43] which is based on online
Naive Bayes approach. The work in [43] assumes that
variables are independent with each other, which is not
suitable for some applications and lacks theoretical guar-
antee. Also we note that our work is very different from
another recent online learning study [48], which aims to
optimize AUC, but cannot be guaranteed to optimize
the cost-sensitive measures in our study. Finally, we
note that this work is focused on investigating online
learning methodology for learning linear models, and
thus exclude the direct comparison to other nonlinear
online learning methods [19], [47], [45], [16].
2.3 Anomaly Detection
Anomaly detection, also referred to as outlier detection
or novelty detection, aims to find abnormal patterns
(“anomalies”) in data that do not accord with normal
patterns/expected behaviors. It has been extensively
studied over the past decades in a variety of research
areas and application domains [4]. Anomaly detection
techniques have been widely applied to tackle problems
in a wide range of real-world applications [4], such
as detection of credit card fraud transactions, network
intrusion detection, detection of abnormal jet engine
operation, detection of malignant tumors from medical
images, and so on.
In literature, a variety of techniques have been pro-
posed to solve anomaly detection in different appli-
cation domains [31], [35], [3]. One major category of
techniques formulates anomaly detection as a classi-
cal supervised classification task by training a binary
classification model in a batch/offline learning fashion
to distinguish between anomalies and normal patterns.
These techniques usually require to collect a consider-
able amount of training data in order to build a good
classification model for anomaly detection. In contrast,
another category of techniques formulates it as an online
unsupervised/semi-supervised learning task to detect
anomalies without requiring label information of anoma-
lies [28], [24], [33]. These techniques however may suffer
from poor detection performance without exploring any
label/supervised information.
Although anomaly detection has been well studied for
a few decades, it remains a very challenging research
problem today, which is primarily due to several reasons.
First of all, it is often a highly class-imbalanced learning
problem as the number of anomalies is significantly
smaller than that of normal patterns, which brings a
critical challenge to many schemes using regular classi-
fication techniques. Second, it is usually very expensive
to collect labeled data, especially the positive training
data (“anomalies”), which limits the application of some
classical supervised classification approaches. Moreover,
in a real-world application, data usually arrives in a se-
quential/online fashion and the size of data patterns can
be very large, leading to a big challenge for developing
efficient and scalable algorithms for anomaly detection.
3 COST-SENSITIVE ONLINE CLASSIFICATION
In this section, we present our proposed Cost-Sensitive
Online Classification(CSOC) framework, we first intro-
duce the problem formulation and then present the
proposed algorithms.
3.1 Problem Formulation
Without loss of generality, let us consider an online bi-
nary classification problem. At each learning round, the
learner receives an instance and predicts its class label
as “+1” or “-1”. After making the prediction, the learner
receives the true label of the instance and suffers a loss
if the prediction is incorrect. At the end of each round,
the learner makes use of the received training example
and it class label to update the prediction model.
Formally, let us denote by xt ∈ Rn the instance
received at the t-th learning step, and wt ∈ Rn a linear
prediction model learned from the previous t−1 training
examples. We also denote the prediction for the t-th
instance as yˆt = sign(wt · xt), while the value |wt · xt|,
known as the “margin”, is used as the confidence of the
learner on the prediction. The true label for instance xt
is denoted as yt ∈ {−1,+1}. If yˆt 6= yt, the learner made
a mistake; otherwise it made a correct prediction.
For binary classification, the result of each prediction
for an instance can be classified into four cases: (1) True
Positive (TP) if yˆt = yt = +1; (2) False Positive (FP) if yˆt =
+1 and yt = −1; (3) True Negative (TN) if yˆt = yt = −1;
and (4) False Negative (FN) if yˆt = −1 and yt = +1.
We now consider a sequence of training examples
(x1, y1), . . . , (xT , yT ) for online learning. Then, for con-
venience, we denote by M the set of indexes that corre-
spond to the trials of misclassification:
M = {t |yt 6= sign(wt · xt), ∀t ∈ [T ]}
where [T ] = {1, . . . , T }. Similarly, we denote by Mp =
{t |t ∈ M and yt = +1} the set of indexes for false
negatives, and Mn = {t |t ∈ M and yt = −1} the set of
indexes for false positives.
Further, we introduce notation M = |M| to denote the
number of mistakes,Mp = |Mp| to denote the number of
false negatives, and Mn = |Mn| to denote the number of
false positives. Also we use notation IpT = {i ∈ [T ]|yi =
+1} to denote the set of indexes of the positive examples,
InT = {i ∈ [T ]|yi = −1} to denote the set of indexes of
negative examples, Tp = |IpT | to denote the number of
positive examples, and Tn = |InT | to denote the number
of negative examples.
For performance metrics, sensitivity is defined as the
ratio between the number of true positives Tp−Mp and
the number of positive examples; specificity is defined as
4the ratio between Tn −Mn and the number of negative
examples; and accuracy is defined as the ratio between
the number of correctly classified examples and the total
number of examples. These can be summarized as:
sensitivity =
Tp −Mp
Tp
, specificity =
Tn −Mn
Tn
,
accuracy =
T −M
T
Consider an online binary classification task, without
loss of generality, we assume positive class is the rare
class, i.e., Tp ≤ Tn, the number of positive examples
is smaller than the number of negative examples. For
simplicity, we also assume that ‖xt‖ ≤ 1. For traditional
online learning, the performance is measured by the
prediction accuracy (or mistake rate equivalently) over
the sequence of examples. This is inappropriate for
imbalanced data because a trivial learner that simply
classifies any example as negative could achieve a quite
high accuracy for a highly imbalanced dataset. Thus,
a more appropriate metric is to measure the sum of
weighted sensitivity and specificity, i.e.,
sum = ηp × sensitivity + ηn × specificity (2)
where ηp+ηn = 1 and 0 ≤ ηp, ηn ≤ 1 are two parameters
to trade off between sensitivity and specificity. Notably,
when ηp = ηn = 0.5, the corresponding sum is the well
known balanced accuracy. In general, the higher the sum
value, the better the classification performance. Besides,
another approach is to measure the total misclassification
cost suffered by the algorithm, which is defined as:
cost = cp ×Mp + cn ×Mn (3)
where cp + cn = 1 and 0 ≤ cp, cn ≤ 1 are the mis-
classification cost parameters for positive and negative
classes, respectively. The lower the cost value, the better
the classification performance.
3.2 Algorithms
In this section, we propose a framework of Cost-
Sensitive Online Classification for cost-sensitive classifi-
cation by optimizing two cost-sensitive measures. Before
presenting our algorithms, we first prove the following
important proposition that motivates our solution.
Proposition 1: Consider a cost-sensitive classification
problem, the goal of maximizing the weighted sum in
(2) or minimizing the weighted cost in (3) is equivalent
to minimizing the following objective:
∑
yt=+1
ρI(ytw·xt<0) +
∑
yt=−1
I(ytw·xt<0) (4)
where ρ =
ηpTn
ηnTp
for the maximization of the weighted
sum, and ρ =
cp
cn
for the minimization of the weighted
misclassification cost.
Proof: Firstly, by analyzing the function of the
weighted sum in (2), we can derive the following:
sum = ηp
Tp −Mp
Tp
+ ηn
Tn −Mn
Tn
= 1− ηn
Tn
[ηpTn
ηnTp
∑
yt=+1
I(ytw·xt<0) +
∑
yt=−1
I(ytw·xt<0)
]
where Iπ is the indicator function that outputs 1 if the
statement π holds and 0 otherwise. Thus, maximizing
sum is equivalent to minimizing
ηpTn
ηnTp
∑
yt=+1
I(ytw·xt<0) +
∑
yt=−1
I(ytw·xt<0).
Secondly, by analyzing the function of the weighted
cost in (3), we can also derive the following:
cost = cpMp + cnMn
= cn
[ cp
cn
∑
yt=+1
I(ytw·xt<0) +
∑
yt=−1
I(ytw·xt<0)
]
Thus, minimizing cost is equivalent to minimizing
cp
cn
∑
yt=+1
I(ytw·xt<0) +
∑
yt=−1
I(ytw·xt<0).
Thus, the proposition holds by setting ρ =
ηpTn
ηnTp
for sum,
and ρ =
cp
cn
for cost.
Proposition 1 gives the explicit objective function for
optimization, but the indicator function is not convex.
To facilitate the online optimization task, we replace the
indicator function by its convex surrogate, i.e., either one
of the following modified hinge loss functions:
ℓI(w; (x, y)) = max(0, (ρ ∗ I(y=1) + I(y=−1))− y(w · x)) (5)
ℓII(w; (x, y)) = (ρ ∗ I(y=1)+I(y=−1))∗max(0, 1− y(w · x)) (6)
−1 0 1 \rho
0
1
\rho
y*(w ⋅ x)
Su
ffe
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d 
Lo
ss
Two modified Hinge Loss functions
 
 
Hinge Loss
Modified Loss in CSOGD−I
Modified Loss in CSOGD−II
Fig. 1. Illustration of the Modified Hinge Loss functions
for CSOGD, where the value of ρ is set to 2.
We could see that for ℓI(w; (x, y)), the required margin
for specific class changed compared to the traditional
5hinge loss, cause to more “frequent” updating; while for
ℓII(w; (x, y)), the slope of the loss function changed for
specific class, leading to more “aggressive” updating.
Fig. 1 illustrates the differences of the modified hinge
loss functions.
As a result, we can formulate the optimization prob-
lem for cost-sensitive classification as follows:
F∗T (w)=
1
2
‖w‖2 + C
T∑
t=1
ℓ∗(w; (xt, yt)) here ∗ ∈ {I, II} (7)
where ‖w‖2 is introduced to regularize the complexity of
the linear classifier and C is a positive penalty parameter
of the cumulative loss. The idea of the above formulation
is somewhat similar to the biased formulation of batch
SVM for learning with imbalanced datasets [1].
Now our goal is to find an online learning solution to
tackle the above convex optimization (7). To this end, we
propose to solve the problem using the online gradient
descent approach [51] as follows:
wt+1 = wt − λ∇ℓt(wt)
where λ is a learning rate parameter and ℓt(w) =
ℓ∗(w; (xt, yt)), ∀∗ ∈ {I, II}. Specifically, when using the
loss function (5), the update rule can be expressed as:
wt+1 =
{
wt + λytxt if ℓt(wt) > 0
wt otherwise
We refer to the above resulting cost-sensitive online
classification algorithm as “CSOGD-I” for short.
When using the loss function (6), the update rule can
be expressed as:
wt+1 =
{
wt + λρtytxt if ℓt(wt) > 0
wt otherwise
where ρt = ρ ∗ I(yt=1) + I(yt=−1). We refer to the above
resulting algorithm as “CSOGD-II” for short.
Finally, Algorithm 1 summarizes the two proposed
CSOGD algorithms. It is clear that the overall time
complexity of the algorithm is O(T × n), which is linear
with respect to the total number of received instances T
and the dimensionality of the data n.
Algorithm 1 The proposed CSOGD algorithms.
INPUT: learning rate λ; bias parameter ρ =
ηpTn
ηnTp
for
“sum” and ρ =
cp
cn
for “cost”
INITIALIZATION: w1 = 0.
for t = 1, . . . , T do
receive instance: xt ∈ Rn;
predict: yˆt = sign(wt · xt);
receive correct label: yt ∈ {−1,+1};
suffer loss ℓt(wt) = ℓ
∗(wt; (xt, yt)); ∗ ∈ {I, II}
if (ℓt(wt) > 0)
update classifier: wt+1 = wt − λ∇ℓt(wt);
end if
end for
OUTPUT: wT+1.
Remark. In Algorithm 1, one practical concern is about
setting the value of ρ when the goal is to optimize
the weighted sum performance. In the algorithm, ρ is
formally defined as ρ =
ηpTn
ηnTp
. However, one may argue
the values of Tn and Tp might be unknown in a real-
world online classification task. To address this issue, a
practical yet fairly effective approach is to estimate the
ratio Tn
Tp
according to the distribution of online received
training data instances over the historical sequence, and
adaptively update this ratio during the online learning
process. We will empirically examine this issue in the
experimental section.
4 THEORETICAL ANALYSIS OF COST-
SENSITIVE MEASURE BOUNDS
Although the above proposed algorithm is simple, very
limited existing study has formally investigated it for
online learning tasks. Below we theoretically analyze its
performance for classification tasks in terms of two types
of cost-sensitive measures.
To ease our discussion, we denote by S the set of
indexes that correspond to the trials when a margin error
happens, S = {t |ℓt(wt) > 0}. Similarly, we denote by
Sp = {t |ℓt(wt) > 0 and yt = +1}, Sn = {t |ℓt(wt) > 0
and yt = −1}, Sp = |Sp|, and Sn = |Sn|.
Firstly, we prove the following lemma that gives the
loss bound achieved by the online learning algorithm
to facilitate subsequent theoretical analysis, which was
inspired by the work in [51].
Lemma 1: Let (x1, y1), . . . , (xT , yT ) be a sequence of
examples, where xt ∈ Rn, yt ∈ {−1,+1} and ‖xt‖ ≤ 1
for all t. Then for any w ∈ Rn, by setting λ = ‖w‖√
Sp+Sn
,
the following holds for CSOGD-I:
T∑
t=1
ℓt(wt) ≤
T∑
t=1
ℓt(w) + ‖w‖
√
Sp + Sn
and by setting λ = ‖w‖√
ρ2Sp+Sn
, the following holds for
CSOGD-II:
T∑
t=1
ℓt(wt) ≤
T∑
t=1
ℓt(w) + ‖w‖
√
ρ2Sp + Sn
Proof:
‖wt+1 −w‖2 = ‖wt − λ∇ℓt(wt)−w‖2
= ‖wt −w‖2 + λ2‖∇ℓt(wt)‖2
− 2λ∇ℓt(wt)(wt −w)
For the convexity of the loss function,
ℓt(wt)− ℓt(w) ≤ ∇ℓt(wt)(wt −w)
We have the following:
ℓt(wt)− ℓt(w) ≤‖wt −w‖
2 − ‖wt+1 −w‖2
2λ
+
λ
2
‖∇ℓt(wt)‖2
6Summing over t = 1, ...T ,
T∑
t=1
(ℓt(wt)− ℓt(w))
≤ ‖w1 −w‖
2 − ‖wT+1 −w‖2
2λ
+
λ
2
T∑
t=1
‖∇ℓt(wt)‖2
≤ ‖w‖
2
2λ
+
λ
2
T∑
t=1
‖∇ℓt(wt)‖2
For CSOGD-I, ‖∇ℓt(wt)‖ ≤ 1 if t ∈ S and ‖∇ℓt(wt)‖ = 0
otherwise. Thus,
‖w‖2
2λ
+
λ
2
T∑
t=1
‖∇ℓt(wt)‖2 ≤ ‖w‖
2
2λ
+
λ(Sp + Sn)
2
We can obtain the bound by setting λ = ‖w‖√
Sp+Sn
.
For CSOGD-II, ‖∇ℓt(wt)‖ ≤ 1 if t ∈ Sn and
‖∇ℓt(wt)‖ ≤ ρ if t ∈ Sp and ‖∇ℓt(wt)‖ = 0 otherwise.
So,
‖w‖2
2λ
+
λ
2
T∑
t=1
‖∇ℓt(wt)‖2 ≤ ‖w‖
2
2λ
+
λ(ρ2Sp + Sn)
2
We can obtain the bound by setting λ = ‖w‖√
ρ2Sp+Sn
Remark. Firstly, because Sp + Sn ≤ T , we get a
regret bound at most achieving
√
T regret. Secondly,
although when ρ > 1, CSOGD-I obtains a better bound
than CSOGD-II on mathematical formulation (CSOGD-
II has a constant ρ), since CSOGD-I has a more passive
margin on positive examples, the number of support
vectors should be larger than CSOGD-II. Finally, we
could further improve the bounds by introducing strong
convexity with regularization and adaptive learning rate,
however it is not our main goal, so we just keep a
constant learning rate here for simplicity.
Thus, by our proposed method, we can guarantee the
following bound on the sum of ηp × sensitive + ηn ×
specificity, where ηp + ηn = 1 and ηp, ηn > 0.
Theorem 1: Let (x1, y1), . . . , (xT , yT ) be a sequence of
examples, where xt ∈ Rn, yt ∈ {−1,+1} and ‖xt‖ ≤ 1
for all t. By setting ρ =
ηpTn
ηnTp
, for any w ∈ Rn, we then
have the bounds of the proposed algorithms:
sum of CSOGDI ≥ 1−ηn
Tn
(
T∑
t=1
ℓt(w) + ‖w‖
√
Sp + Sn)
sum of CSOGDII ≥ 1−ηn
Tn
(
T∑
t=1
ℓt(w) + ‖w‖
√
ρ2Sp + Sn)
Proof: For these two algorithms, if t ∈Mp, ℓt(wt) ≥
ρ, and if t ∈ Mn, ℓt(wt) ≥ 1. Thus, we have
ρMp +Mn ≤
T∑
t=1
ℓt(wt) (8)
From the definition of sum, we know that
sum = 1− ηn
Tn
[ηpTn
ηnTp
∑
yt=+1
I(ytw·xt<0) +
∑
yt=−1
I(ytw·xt<0)
]
= 1− ηn
Tn
(
ηpTn
ηnTp
Mp +Mn)
letting ρ =
ηpTn
ηnTp
, and from Lemma 1 we know that for
CSOGD-I
T∑
t=1
ℓt(wt) ≤
T∑
t=1
ℓt(w) + ‖w‖
√
Sp + Sn
and for CSOGD-II
T∑
t=1
ℓt(wt) ≤
T∑
t=1
ℓt(w) + ‖w‖
√
ρ2Sp + Sn
Combining above inequalities proves our conclusion.
One limitation of the above algorithm is that for a real
online learning task, we may not know the ratio Tn
Tp
in
advance. To address this issue, an alternative way is
to consider the cost of the algorithm for performance
evaluation, which does not need to know the ratio Tn
Tp
in advance. Specifically, instead of setting ρ =
ηpTn
ηnTp
, we
propose to set ρ =
cp
cn
, where cp and cn are the cost of
false negative and the cost of false positive, respectively.
We assume cp + cn = 1, and cn, cp > 0. Finally, the
following theorem gives the cost bound of the proposed
cost based algorithm.
Theorem 2: Let (x1, y1), . . . , (xT , yT ) be a sequence of
examples, where xt ∈ Rn, yt ∈ {−1,+1} and ‖xt‖ ≤ 1
for all t. By setting ρ =
cp
cn
, for any w ∈ Rn, we then
have the bounds of the proposed algorithms:
cost of CSOGDI ≤ cn
[ T∑
t=1
ℓt(w) + ‖w‖
√
Sp + Sn
]
cost of CSOGDII ≤ cn
[ T∑
t=1
ℓt(w) + ‖w‖
√
ρ2Sp + Sn
]
Proof: From the definition of cost, we know that
cost = cn
[ cp
cn
∑
yt=+1
I(ytw·xt<0) +
∑
yt=−1
I(ytw·xt<0)
]
= cn(
cp
cn
Mp +Mn)
Setting ρ =
cp
cn
, and combining it with (8), we have
cn(ρMp +Mn) ≤ cn
T∑
t=1
ℓt(wt)
Combining the above inequality with Lemma 1 can
easily prove this theorem.
75 EXPERIMENTS
This section aims to evaluate the empirical performance
of the proposed algorithms (CSOGD-I and CSOGD-II)
for cost-sensitive online classification tasks. To ease our
discussions, we denote by CSOCsum the proposed CSOC
algorithm for maximizing the weighted sum of sensi-
tivity and specificity, and CSOCcos the proposed CSOC
algorithm for minimizing the misclassification cost. The
data sets and implementations of this work can be found
in our project website http://CSOC.stevenhoi.org/.
5.1 Experimental Testbed and Setup
We compare our CSOGD algorithms with various state-
of-the-art online learning algorithms [17], including Per-
ceptron, “ROMMA” and its aggressive version “agg-
ROMMA”, and two versions of the PA algorithms [6],
i.e., PA-I and PA-II. We also compare with two existing
cost-sensitive online algorithms: prediction-based PA al-
gorithm (’CPAPB’) [6] and the perceptron algorithm with
uneven margin (’PAUM’) [21].
To examine the performance, we test all the algo-
rithms on various benchmark datasets from web ma-
chine learning repositories. For space limitation, we ran-
domly choose a few for discussion, as listed in TABLE 1.
All of them can be downloaded from LIBSVM website 1.
TABLE 1
List of binary datasets in our experiments.
dataset #Examples #Features #Pos:#Neg
covtype 581012 54 1:1
spambase 4601 57 1:1.5
german 1000 24 1:2.3
svmguide3 1243 21 1:3
a9a 48842 123 1:3.2
w8a 64700 300 1:32.5
To make a fair comparison, all algorithms adopt the
same experimental setup. In particular, for all the com-
pared algorithms, the penalty parameter C was set to 10;
for the proposed CSOCsum algorithms, we set ηp = ηn =
1/2 for all cases, while for CSOCcos, we set cp = 0.95
and cn = 0.05; for PAUM, the uneven margin was set to
ρ; for PB-CPA, ρ(−1, 1) was set to 1 and ρ(1,−1) was set
to ρ. The learning rate λ of CSOGD-I was set to 0.2, and
the learning rate λ of CSOGD-II was set to 0.1. The value
of ρ was set to
cp
cn
for CSOCcos and
ηpTn
ηnTp
for CSOCsum,
respectively. We also evaluate the parameter sensitivity
about the cost-sensitive weights in our experiments. All
the algorithms were implemented in Matlab and run in
a Windows machine with 2.33GHz.
All the experiments were conducted over 20 random
permutations for each dataset. The results are reported
by averaging over these 20 runs. We evaluate the online
classification performance by several metrics: sensitiv-
ity, specificity, the weighted sum of sensitivity and
specificity, and the weighted cost.
1. http://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/
5.2 Evaluation of Weighted Sum Performance
We first evaluate the weighted sum performance. The
first three columns of TABLE 2 summarize the results,
and Fig. 2 shows the changes of online average sum
performance. Some observations can be drawn below.
First of all, by examining the sum results, we found
that CSOGD always achieves the best among all the
datasets, which significantly outperforms all the online
algorithms, including two cost-sensitive online algo-
rithms (PAUM and CPA). This shows that it is important
to study effective cost-sensitive algorithms.
Second, by examining both sensitivity and specificity
metrics, we found that CSOGD is not only guaranteed to
achieve the best sensitivity for all cases, but also can pro-
duce a fairly good specificity performance for most cases.
This shows that the proposed approach for CSOGD is
effective in improving the accuracy of predicting the
examples from the rare class.
Third, similar to the previous results, the two CSOGD
algorithms in general achieved comparable sum per-
formance, in which CSOGD-I tends to perform slightly
better than CSOGD-II.
Finally, from Fig. 1, we observe that the CSOGD
algorithms consistently outperform the other algorithms
in the entire online learning process.
5.2.1 Evaluation of Online Estimation of Tn
Tp
In our previous theoretical analysis section, we the
parameter ρ to set as
ηpTn
ηnTp
for CSOCsum algorithms.
However, the value of Tn
Tp
is not always known in
advance for online learning. In this section, we evaluate
the performance of online estimation of Tn
Tp
compared
with the original algorithm. We adopt a widely used
laplace estimation which use tn+1
tp+1
to estimate Tn
Tp
, where
tn and tp are the number of received negative instances
and positive instances at time t, respectively. Fig. 3 shows
the performance of the online estimation, we can see that
the online estimation approach performs very similar to
the original approach, which validates the practical value
of the CSOCsum algorithms.
5.3 Evaluation of Weighted Cost Performance
We further evaluate the performance of the CSOCcos
algorithm in terms of the cost metric. The last three
columns of TABLE 2 summarize the results of total cost
evaluation, and Fig. 4 illustrates the changes of online
average cost at each period. From the results, we can
also draw several observations.
First, we found that the two existing cost-sensitive
algorithms (PAUM and CPAPB) usually outperform the
other non-cost-sensitive algorithms, in which PAUM
seems to be more effective than CPAPB for most cases.
Second, among all the algorithms, we found that
the CSOGD algorithms achieve significantly less total
misclassification cost than the others for most cases. For
example, on “a9a”, the total misclassification cost made
8TABLE 2
Evaluation of the cost-sensitive classification performance of CSOGD and other existing algorithms.
Algorithm
“sum” on covtype “cost” on covtype
Sum(%) Sensitivity(%) Specificity (%) Cost Sensitivity(%) Specificity (%)
Perceptron 66.149 ± 0.034 66.771 ± 0.056 65.528 ± 0.051 94563.580 ± 150.542 66.771 ± 0.056 65.528 ± 0.051
ROMMA 63.799 ± 0.562 66.266 ± 2.963 61.332 ± 4.064 96545.407 ± 7371.897 66.266 ± 2.963 61.332 ± 4.064
agg-ROMMA 64.833 ± 0.628 68.768 ± 2.936 60.897 ± 4.113 89876.875 ± 7293.558 68.768 ± 2.936 60.897 ± 4.113
PA-I 65.880 ± 0.044 66.263 ± 0.045 65.498 ± 0.057 95934.380 ± 125.245 66.263 ± 0.045 65.498 ± 0.057
PA-II 66.103 ± 0.043 66.550 ± 0.047 65.656 ± 0.055 95137.125 ± 130.178 66.550 ± 0.047 65.656 ± 0.055
PAUM 71.645 ± 0.010 73.277 ± 0.002 70.014 ± 0.023 76384.325 ± 3.359 73.277 ± 0.002 70.014 ± 0.023
CPAPB 65.891 ± 0.044 66.484 ± 0.046 65.298 ± 0.056 72060.113 ± 129.526 75.765 ± 0.047 54.081 ± 0.064
CSOGD-I 74.947 ± 0.022 77.543 ± 0.051 72.351 ± 0.052 35544.630 ± 80.287 89.366 ± 0.030 53.475 ± 0.034
CSOGD-II 75.526 ± 0.018 78.960 ± 0.041 72.091 ± 0.048 14752.020 ± 31.166 99.245 ± 0.010 14.547 ± 0.074
Algorithm
“sum” on spambase “cost” on spambase
Sum(%) Sensitivity(%) Specificity (%) Cost Sensitivity(%) Specificity (%)
Perceptron 87.349 ± 0.335 87.675 ± 0.533 87.023 ± 0.264 235.683 ± 5.838 87.372 ± 0.333 86.958 ± 0.355
ROMMA 86.343 ± 0.334 87.606 ± 0.772 85.081 ± 0.680 236.985 ± 13.553 87.463 ± 0.801 84.900 ± 0.688
agg-ROMMA 86.990 ± 0.359 87.794 ± 0.598 86.187 ± 0.462 232.582 ± 14.607 87.623 ± 0.841 86.081 ± 0.630
PA-I 87.515 ± 0.362 87.416 ± 0.390 87.615 ± 0.502 238.428 ± 7.658 87.154 ± 0.444 87.681 ± 0.403
PA-II 87.744 ± 0.373 87.601 ± 0.436 87.887 ± 0.485 233.422 ± 7.301 87.421 ± 0.429 87.966 ± 0.427
PAUM 89.916 ± 0.274 88.414 ± 0.511 91.417 ± 0.347 119.077 ± 5.902 94.788 ± 0.332 78.980 ± 0.452
CPAPB 90.843 ± 0.155 91.065 ± 0.234 90.621 ± 0.076 164.800 ± 11.243 91.202 ± 0.663 90.477 ± 0.127
CSOGD-I 91.460 ± 0.177 91.219 ± 0.334 91.700 ± 0.294 163.790 ± 4.820 91.462 ± 0.289 87.999 ± 0.283
CSOGD-II 91.473 ± 0.166 91.577 ± 0.244 91.368 ± 0.315 86.235 ± 3.652 97.579 ± 0.222 68.056 ± 0.919
Algorithm
“sum” on german “cost” on german
Sum(%) Sensitivity(%) Specificity (%) Cost Sensitivity(%) Specificity (%)
Perceptron 62.001 ± 1.259 64.967 ± 2.229 59.036 ± 1.483 114.182 ± 6.309 64.967 ± 2.229 59.036 ± 1.483
ROMMA 60.504 ± 1.496 64.400 ± 2.588 56.607 ± 2.202 116.647 ± 7.239 64.400 ± 2.588 56.607 ± 2.202
agg-ROMMA 61.012 ± 1.386 65.517 ± 3.012 56.507 ± 2.156 113.500 ± 8.260 65.517 ± 3.012 56.507 ± 2.156
PA-I 61.654 ± 1.495 65.000 ± 2.372 58.307 ± 1.472 114.342 ± 6.863 65.000 ± 2.372 58.307 ± 1.472
PA-II 61.893 ± 1.467 65.300 ± 2.420 58.486 ± 1.390 113.425 ± 6.974 65.300 ± 2.420 58.486 ± 1.390
PAUM 69.560 ± 0.657 75.333 ± 1.414 63.786 ± 0.101 82.975 ± 3.995 75.333 ± 1.414 63.786 ± 0.101
CPAPB 61.850 ± 1.601 65.500 ± 2.218 58.200 ± 1.858 112.612 ± 7.229 65.650 ± 2.514 57.957 ± 1.338
CSOGD-I 70.690 ± 0.846 77.367 ± 1.284 64.014 ± 1.039 77.313 ± 3.514 77.283 ± 1.244 64.086 ± 1.068
CSOGD-II 70.619 ± 0.824 77.667 ± 1.475 63.571 ± 0.703 84.747 ± 4.635 75.067 ± 1.603 60.893 ± 1.278
Algorithm
“sum” on svmguide3 “cost” on svmguide3
Sum(%) Sensitivity(%) Specificity (%) Cost Sensitivity(%) Specificity (%)
Perceptron 64.827 ± 0.598 60.980 ± 1.290 68.675 ± 1.148 124.558 ± 3.375 60.980 ± 1.290 68.675 ± 1.148
ROMMA 64.836 ± 1.484 59.831 ± 2.762 69.842 ± 2.680 127.235 ± 7.344 59.831 ± 2.762 69.842 ± 2.680
agg-ROMMA 65.264 ± 1.404 60.270 ± 2.776 70.259 ± 2.381 125.802 ± 7.408 60.270 ± 2.776 70.259 ± 2.381
PA-I 64.215 ± 0.983 60.220 ± 1.550 68.210 ± 1.056 126.915 ± 4.438 60.220 ± 1.550 68.210 ± 1.056
PA-II 64.507 ± 1.107 60.541 ± 1.894 68.474 ± 1.061 125.888 ± 5.373 60.541 ± 1.894 68.474 ± 1.061
PAUM 68.014 ± 0.709 61.318 ± 1.194 74.710 ± 0.224 120.750 ± 3.465 61.318 ± 1.194 74.710 ± 0.224
CPAPB 64.106 ± 1.035 61.976 ± 1.796 66.235 ± 1.138 120.290 ± 4.978 63.345 ± 1.783 63.643 ± 1.434
CSOGD-I 69.090 ± 0.743 63.345 ± 1.410 74.836 ± 0.889 115.520 ± 4.231 63.176 ± 1.511 74.720 ± 0.774
CSOGD-II 68.654 ± 0.687 69.848 ± 1.462 67.460 ± 1.231 93.523 ± 6.051 74.730 ± 2.166 52.561 ± 1.944
Algorithm
“sum” on a9a “cost” on a9a
Sum(%) Sensitivity(%) Specificity (%) Cost Sensitivity(%) Specificity (%)
Perceptron 68.934 ± 0.180 69.277 ± 0.221 68.590 ± 0.290 3988.918 ± 25.498 69.308 ± 0.245 68.711 ± 0.272
ROMMA 64.835 ± 1.028 75.709 ± 3.202 53.962 ± 5.170 3577.020 ± 429.139 75.421 ± 5.299 54.351 ± 8.594
agg-ROMMA 65.171 ± 0.847 75.690 ± 2.864 54.653 ± 4.476 3538.443 ± 376.953 75.705 ± 4.682 54.730 ± 7.738
PA-I 68.958 ± 0.188 70.940 ± 0.283 66.976 ± 0.209 3850.168 ± 35.910 70.830 ± 0.351 67.083 ± 0.290
PA-II 69.286 ± 0.168 71.327 ± 0.272 67.245 ± 0.204 3802.995 ± 32.872 71.216 ± 0.321 67.316 ± 0.262
PAUM 76.766 ± 0.183 67.982 ± 0.373 85.551 ± 0.114 2445.478 ± 24.051 81.447 ± 0.219 79.244 ± 0.072
CPAPB 69.864 ± 0.187 73.860 ± 0.267 65.867 ± 0.222 3289.655 ± 29.664 76.313 ± 0.274 64.488 ± 0.222
CSOGD-I 78.878 ± 0.101 85.670 ± 0.202 72.085 ± 0.103 1730.895 ± 16.698 89.446 ± 0.166 69.901 ± 0.139
CSOGD-II 79.130 ± 0.059 91.234 ± 0.164 67.026 ± 0.163 1385.223 ± 17.186 94.527 ± 0.143 58.143 ± 0.273
Algorithm
“sum” on w8a “cost” on w8a
Sum(%) Sensitivity(%) Specificity (%) Cost Sensitivity(%) Specificity (%)
Perceptron 79.011 ± 0.319 65.717 ± 0.614 92.305 ± 0.079 871.072 ± 12.103 65.717 ± 0.614 92.305 ± 0.079
ROMMA 78.559 ± 0.267 62.230 ± 0.440 94.888 ± 0.204 854.022 ± 11.630 62.230 ± 0.440 94.888 ± 0.204
agg-ROMMA 79.090 ± 0.191 61.094 ± 0.381 97.086 ± 0.115 805.900 ± 7.383 61.094 ± 0.381 97.086 ± 0.115
PA-I 79.703 ± 0.300 63.621 ± 0.596 95.785 ± 0.100 800.330 ± 11.264 63.621 ± 0.596 95.785 ± 0.100
PA-II 79.998 ± 0.312 64.307 ± 0.633 95.689 ± 0.099 790.747 ± 11.521 64.307 ± 0.633 95.689 ± 0.099
PAUM 82.685 ± 0.396 67.822 ± 0.878 97.549 ± 0.087 667.825 ± 13.400 67.822 ± 0.878 97.549 ± 0.087
CPAPB 80.933 ± 0.304 70.998 ± 0.613 90.868 ± 0.183 798.985 ± 11.668 70.031 ± 0.601 92.077 ± 0.150
CSOGD-I 83.159 ± 0.258 71.128 ± 0.533 95.191 ± 0.058 681.158 ± 9.100 71.136 ± 0.525 95.185 ± 0.059
CSOGD-II 85.619 ± 0.254 89.289 ± 0.330 81.949 ± 0.355 652.142 ± 8.337 85.331 ± 0.429 87.803 ± 0.285
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Fig. 2. Evaluation of online “sum” performance of the proposed CSOCsum algorithms on class-imbalance datasets.
by CSOGD-II is about one-third of those made by PA
algorithms, and half of that made by PAUM.
Further, by examining both sensitivity and specificity
metrics, we found that CSOGD often achieves the best
sensitivity result, but does not always guarantee the
best results for specificity. Finally, by examining the two
CSOGD algorithms themselves, we found that CSOGD-
II tends to perform sightly better than CSOGD-I (except
on the dataset “german”).
5.4 Evaluation of Time Efficiency
In this subsection we evaluate the time efficiency of
our proposed CSOGD methods compared with other
online learning algorithms. TABLE 3 shows the results.
We can see that the CSOGD algorithms are generally
very efficient as other online learning approaches. For
example, on “covtype” dataset which contains more than
500,000 data instances, CSOGD algorithms only require
less than 6 seconds to finish the whole online learning
processes in a regular computing machine.
5.5 Evaluation with Varied Cost-Sensitive Weights
In the previous experiments, the weights in both “cost”
and “sum” metrics are fixed, which usually can be
chosen empirically by different approaches. Despite the
promising results achieved in the previous experiments,
it is unknown how the algorithms are affected by dif-
ferent cost-sensitive weights. In this section, we aim to
evaluate the performance of the proposed algorithms
under varying cost-sensitive weights for both metrics.
TABLE 3
Evaluation of time efficiency of various online algorithms
(seconds).
Algorithm german spambase svmguide3
Perceptron 0.009 0.037 0.010
ROMMA 0.019 0.078 0.022
agg-ROMMA 0.020 0.082 0.024
PA-I 0.017 0.057 0.020
PA-II 0.017 0.058 0.020
PAUM 0.009 0.040 0.011
CPAPB 0.019 0.068 0.022
CSOGD-I 0.009 0.038 0.011
CSOGD-II 0.009 0.038 0.011
Algorithm a9a w8a covtype
Perceptron 0.587 1.154 5.724
ROMMA 1.169 1.699 11.849
agg-ROMMA 1.284 2.108 13.650
PA-I 0.991 1.665 10.112
PA-II 0.999 1.658 10.182
PAUM 0.603 1.149 6.030
CPAPB 1.094 1.845 11.656
CSOGD-I 0.581 1.152 5.880
CSOGD-II 0.601 1.170 5.848
Fig. 5 shows the evaluation results of the weighted
sum performance under varying weights of ηn, and
Fig. 6 shows the evaluation results of the weighted cost
under varying weights of cn. From the results, it is
clear to see that the proposed algorithms consistently
outperform most of the other algorithms for both met-
rics under varying settings of the weight values. These
promising results further validate the efficacy of the
proposed algorithms.
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Fig. 3. Evaluation of performance impact using the online estimation of Tn
Tp
.
5.6 Evaluation of Parameter Sensitivity
We also examine the parameter sensitivity of the learning
rate parameter λ. In particular, we set the learning rate
as a factor in [2−4, 2−3, . . . , 24] times the original learning
rate used in above section, as report the performance
under the varied learning rate settings. Fig. 7 shows
the evaluation results. We observe that our algorithms
perform quite well on a relatively large parameter space
of the learning rate.
5.7 Evaluation of Generalization Ability
Finally, we examine the generalization ability of our
algorithms, which could be an issue when converting
an online algorithm to batch training purposes. We use
half of the data set for training, and the rest for test.
TABLE 4 summarizes the results, in which we found that
our algorithms still achieved the best, indicating that our
CSOC algorithms could be potentially a useful tool for
training large-scale cost-sensitive models.
6 APPLICATION TO ONLINE ANOMALY DE-
TECTION
The proposed cost-sensitive online classification tech-
nique can be potentially applied to a wide range of
real-world applications in data mining. In this section,
we demonstrate an application of the proposed cost-
sensitive online classification algorithms to tackle online
anomaly detection tasks. Below we first introduce the re-
lated application domains, and then show our empirical
evaluation results.
6.1 Application Domains and Testbeds.
We address problems in the following domains:
• Bioinformatics: This is an anomaly detection task
with the “Code-RNA” dataset [37]. The goal is to de-
velop a computational method to detect novel non-
coding RNAs from some large sequenced genomes.
Non-coding RNAs are defined as anomalies and
others are considered as normal instances.
• Medical Imaging: We address medical image
anomaly detection using two datasets: (i) the “Wis-
consin Breast Cancer” [41] for detecting breast can-
cer from medical images of a fine needle aspirate
(FNA) of a breast mass; and (ii) the “KDDCUP08”
breast cancer dataset 2 for early detection of breast
cancer from X-ray images of the breast. For both
tasks, the “benign” class is treated as normal, and
the “malignant” class is treated as anomaly.
• Finance: We address a credit card approval task
in finance domain using the well-known Australia
credit card data set with 690 instances from an
Australian credit company, which is to distinguish
credit-worthy from non credit-worthy customers.
• Nuclear: The “magic04” dataset [2] are MC gener-
ated to simulate registration of high energy gamma
particles in a ground-based atmospheric Cherenkov
gamma telescope using the imaging technique. The
gamma signal instances are treated as normal and
the hadron are outliers.
2. http://www.sigkdd.org/kddcup/
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Fig. 4. Evaluation of online average “cost” of the proposed CSOCcos algorithms on class-imbalance datasets.
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Fig. 5. Evaluation of the weighted “sum” under varying weights of sensitivity and specificity.
TABLE 5 summarizes the details of the data sets for
online anomaly detection.
6.2 Empirical Evaluation Results.
We apply our algorithms to solve real-world anomaly
detection tasks as shown in TABLE 5. For performance
metric, we evaluate the anomaly detection performance
using the balanced accuracy, which are very common
in anomaly detection tasks in order to avoid inflated
performance estimates on imbalanced datasets.
TABLE 6 summarizes the experimental results, in
which we can draw some observations as follows. First
of all, among all the existing algorithms, the two cost-
sensitive algorithms (PAUM and CPAPB) generally per-
form better than the other regular algorithms. However,
the improvements are not always consistent and signif-
icant over different datasets. Such observations indicate
the importance of studying more effective cost-sensitive
algorithms. Second, among all the compared algorithms,
it is obvious to see that the two proposed cost-sensitive
algorithms significantly outperform the other algorithms
for all the datasets. Moreover, we found that the im-
provements are particularly more significant when the
dataset is highly class-imbalanced, such as the KDD-
CUP08 dataset where the proposed CSOGD algorithms
achieved over the balanced accuracy of over 70%, which
is much higher than the other existing algorithms. This
promising result validates the advantage of the proposed
algorithms for solving a real-world online anomaly de-
tection task which is often highly class-imbalanced.
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Fig. 6. Evaluation of weighted “cost” measure under varying weights for FP and FN.
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Fig. 7. Evaluation of parameter sensitivity of the learning rate parameter in the proposed CSOGD algorithms.
7 CONCLUSIONS
As an attempt to fill the gap between cost-sensitive
classification and online learning, this paper investigated
a new framework of Cost-Sensitive Online Classifica-
tion to solve large-scale online classification tasks in
real-world applications. We proposed two cost-sensitive
online learning algorithms by directly optimizing cost-
sensitive measures based on online gradient descent
techniques. We then theoretically analyzed their cost-
sensitive bounds, further examined their empirical per-
formance, and finally demonstrated their applications to
tackle real-world online anomaly detection tasks. Our
encouraging results showed that our method achieved
the state-of-the-art performance for cost-sensitive online
classification tasks. Future work can further explore in-
depth theory of cost-sensitive online classification and
new algorithms to tackle emerging big data mining
challenges, such as online feature selection [18], domain
adaptation [44], and online active learning [46].
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TABLE 4
Evaluation of generalization ability for the CSOGD algorithms.
Algorithm w8a a9a
Perceptron 76.973 ± 1.121 67.469 ± 5.979
ROMMA 78.476 ± 0.809 62.233 ± 0.565
agg-ROMMA 79.293 ± 0.994 62.065 ± 0.023
PA-I 79.326 ± 0.412 66.778 ± 0.469
PA-II 79.422 ± 0.510 67.184 ± 0.261
PAUM 80.348 ± 0.360 75.918 ± 1.146
CPAPB 81.180 ± 0.581 68.259 ± 0.172
CSOGD-I 82.154 ± 0.355 78.229 ± 0.023
CSOGD-II 85.695 ± 0.996 79.528 ± 0.463
Algorithm covtype german
Perceptron 67.350 ± 1.914 64.892 ± 1.567
ROMMA 63.337 ± 4.958 60.635 ± 3.390
agg-ROMMA 67.001 ± 2.129 60.173 ± 3.276
PA-I 67.783 ± 1.125 65.273 ± 2.510
PA-II 67.993 ± 1.161 65.437 ± 1.874
PAUM 70.938 ± 0.028 68.418 ± 1.497
CPAPB 67.799 ± 1.131 65.030 ± 1.708
CSOGD-I 75.638 ± 0.315 71.256 ± 1.120
CSOGD-II 75.847 ± 0.054 71.538 ± 0.855
Algorithm spambase svmguide3
Perceptron 86.502 ± 3.006 64.956 ± 3.426
ROMMA 87.907 ± 2.372 65.670 ± 7.949
agg-ROMMA 88.303 ± 2.652 64.385 ± 7.202
PA-I 86.635 ± 2.669 64.285 ± 7.378
PA-II 86.974 ± 2.681 64.212 ± 7.574
PAUM 91.705 ± 0.923 67.859 ± 2.803
CPAPB 86.871 ± 2.226 62.641 ± 7.911
CSOGD-I 92.133 ± 0.595 70.835 ± 2.984
CSOGD-II 92.022 ± 0.036 70.090 ± 0.649
TABLE 5
Data Sets for Online Anomaly Detection.
Dataset Name #Examples #Features #Outlier:#Normal
Magic04 19020 10 1:1.8
Breast Cancer 683 10 1:1.86
KDDCUP08 102294 117 1:163.19
Australian 690 14 1:1.25
Cod-RNA 271617 8 1:2.00
ijcnn1 141691 22 1:9.4
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TABLE 6
Evaluation of balanced accuracy for online anomaly detection.
Algorithm Breast KDDCUP08
Perceptron 94.897 ± 0.552 54.347 ± 1.036
ROMMA 93.638 ± 0.553 54.618 ± 2.313
agg-ROMMA 94.280 ± 0.630 54.698 ± 2.105
PA-I 95.496 ± 0.538 53.936 ± 0.746
PA-II 95.541 ± 0.564 54.128 ± 0.696
PAUM 96.954 ± 0.409 54.886 ± 0.448
CPAPB 95.537 ± 0.677 57.282 ± 1.187
CSOGD-I 97.286 ± 0.301 73.852 ± 0.301
CSOGD-II 97.180 ± 0.217 71.461 ± 0.576
Algorithm Australian Cod-RNA
Perceptron 79.962 ± 0.981 89.164 ± 0.037
ROMMA 78.352 ± 1.250 90.070 ± 0.033
agg-ROMMA 79.253 ± 1.285 90.071 ± 0.0333
PA-I 80.228 ± 1.105 88.918 ± 0.043
PA-II 80.582 ± 1.043 89.106 ± 0.041
PAUM 84.834 ± 0.603 92.315 ± 0.029
CPAPB 80.296 ± 1.140 89.164 ± 0.045
CSOGD-I 86.060 ± 0.425 93.121 ± 0.016
CSOGD-II 85.949 ± 0.467 93.220 ± 0.015
Algorithm Magic04 ijcnn1
Perceptron 67.700 ± 0.319 63.930 ± 0.204
ROMMA 64.411 ± 0.425 60.318 ± 1.136
agg-ROMMA 64.407 ± 0.365 61.025 ± 0.219
PA-I 67.381 ± 0.370 63.078 ± 0.089
PA-II 67.660 ± 0.314 63.378 ± 0.123
PAUM 72.437 ± 0.201 77.932 ± 0.123
CPAPB 67.025 ± 0.373 66.388 ± 0.110
CSOGD-I 75.769 ± 0.162 81.701 ± 0.059
CSOGD-II 76.591 ± 0.127 81.462 ± 0.075
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