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Abstract
In this paper we discuss the numerical approximation of the displacement form of the acoustic wave equation using mixed ﬁnite
elements. The mixed formulation allows for approximation of both displacement and pressure at each time step, without the need
for post-processing. Lowest-order and next-to-lowest-order Raviart–Thomas elements are used for the spatial discretization, and
centered ﬁnite differences are used to advance in time. Use of these Raviart–Thomas elements results in a diagonal mass matrix for
resolution of pressure, and a mass matrix for the displacement variable that is sparse with a simple structure. Convergence results
for a model problem are provided, as are numerical results for a two-dimensional problem with a point source.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
There has been much recent interest in the numerical simulation of waves using continuous ﬁnite element methods
[2–5,10,14,18,24], mixed methods [12,13,15,16,27], and discontinuous ﬁnite element methods [1,17,22]. Much of
this work has focused on simulation of the scalar (pressure) wave equation, and a priori error estimates for mixed
formulations of the pressure wave equation were provided in [12,13]. Mixed methods for the displacement form of the
wave equation were analyzed in [16], where the a priori estimates obtained required less regularity on the displacement
solution than previous estimates. Mixed methods for the vector (displacement) wave equation also use the constitutive
relationship that deﬁnes the pressure ﬁeld as the second equation in the formulation. Thus, for certain approximation
spaces, one can resolve this constitutive relationship locally.
The acoustic wave equation is used to model the effects of wave propagation in heterogeneous media. Using the
ﬁnite element method for its approximation is attractive because of the ability to handle complex discretizations and
because error indicators can be developed to aid in adaptive gridding strategies. The authors in [6,7,27] use mixed
methods to approximate acoustic wave behavior in the context of ﬂuid–structure interaction problems. In [6,7], the
authors used the Raviart–Thomas lowest-order elements to avoid spurrious modes in the discrete problem that have no
physical meaning.
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Wave simulations are also used to interpret seismographic ﬁeld data and predict damage patterns due to earthquakes
[25]. In order to develop an appropriate earthmodel, geophysicists routinely comparewave simulations against historical
data, and assumed models are corrected until the match is deemed acceptable. Because the procedure is implemented
within an optimization framework, fast and accurate simulations are required.
In this paper, we simulate wave propagations using both lowest-order and next-to-lowest order Raviart–Thomas
elements. While many authors have used the lowest-order Raviart–Thomas elements in their simulations, the next-to-
lowest order elements can be used to obtain higher-order approximations without a substantial increase in the cost of
the simulation. We provide numerical validation of previously determined error estimates, and we generate numerical
results for a point-source test problem.
A limiting form of the more general wave equation is studied here. This model problem is deﬁned as follows. Let 
be a bounded domain in Rn, n = 2, 3, with boundary = D ∪ N . Let n be the outward normal vector to . The
general form of the wave equation is
ut t − ∇ · ˜= f in × (0, T ), (1)
∇ · u = 0 on D × (0, T ), (2)
u · n = 0 on N × (0, T ), (3)
u(·, 0) = u0 in , (4)
ut (·, 0) = u1 in , (5)
where u is the displacement,  is the density, and ˜ is the stress tensor given by the generalized Hooke’s law ˜= (∇ ·
u)I˜ + (∇u + (∇u)T). Here > 0 and  are the Lamé coefﬁcients characterizing the material. We let f represent a
general source term and let u0 and u1 be the initial conditions on displacements and velocities.
The limiting case of (1) with = 0 is referred to as the acoustic wave equation, which is
ut t − ∇ · ((∇ · u)I˜) = f . (6)
We assume that  and  are bound above and below by the positive constants 0, 1, 0, and 1, respectively. This
vector equation is equivalent to the scalar wave equation if one makes the substitution p = ∇ · u. The mixed method
is established by using this relationship, giving the coupled system
ut t − ∇p = f , (7)
−1p = ∇ · u, (8)
with the appropriate boundary and initial conditions.
The effectiveness of the method analyzed in [16] is demonstrated here by providing simulations using both lowest-
order and next-to-lowest-order Raviart–Thomas elements on rectangles [21]. These implementations have several
advantages. First, approximations for both vector-valued displacement and pressure are computed at each time step,
eliminating the post-processing step typically needed to obtain the displacement estimate from the pressure approxima-
tion. Second, each of the mass matrices has a simple structure; in particular, the mass matrix for the pressure equation is
diagonal, so that no matrix inversion routine is required. Finally, boundary conditions can be placed on either variable,
without any theoretical loss of convergence rates.
The rest of this article is organized as follows. An overview of the weak formulation of the model problem and the
Raviart–Thomas spaces used in this work are provided in Section 3. Numerical results for model problems are given in
Section 4. The ﬁrst example is used to verify convergence rates. The second example demonstrates the effectiveness of
the method by approximating a solution to a point-source problem from the literature. Concluding remarks are provided
in Section 5.
2. Notation
We use the following inner products and norms in this paper. The L2 inner product over  is deﬁned as
(u, v) =
∫

uv d,
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and we denote by ‖ · ‖L2 the L2 norm over , i.e., ‖u‖L2() = (u, u)1/2. The inner product over the boundary  is
denoted as
〈u, v〉 =
∫

uv d
for u, v ∈ H 1/2+(), with > 0. The time–space norm ‖ · ‖L2(0,T ;L2()) is deﬁned as
‖u‖L2(0,T ;L2()) = ‖u‖L2(L2) =
(∫ T
0
‖u‖2
L2()
)1/2
.
The time–space norm ‖ · ‖L∞(L2) is similarly deﬁned.
In addition to L2, we also use the standard Sobolev space
H(, div) = {v : v ∈ (L2())n,∇ · v ∈ L2()},
with associated norm
‖v‖H(,div) = ‖v‖L2 + ‖∇ · v‖L2 .
3. Weak formulation
The weak formulation is derived in the usual manner. In [16], either p = 0 or u · n = 0 is assumed on , giving the
continuous weak formulation
(ut t , v) + (p,∇ · v) = (f, v) ∀ v ∈ V, (9)
(−1p,w) − (∇ · u, w) = 0 ∀w ∈ W , (10)
where V and W represent the standard Sobolev spaces for mixed methods:
H(, div) = {v : v ∈ (L2())n,∇ · v ∈ L2()},
V = {v ∈ H(, div) : v · n|N = 0},
W = H 1/2+() for any > 0.
The error estimates in [16] are valid for any of the usual mixed ﬁnite element approximating spaces, e.g.,
Raviart–Thomas–Nedelec spaces [19,21],Brezzi–Douglas–Marini spaces [9], orBrezzi–Douglas–Fortin–Marini spaces
[8]. Choosing one of these ﬁnite-dimensional spaces as Vh ⊂ V and Wh ⊂ W , where the projection operator for V
is deﬁned as 	h : H(, div) → Vh, and given a time step size t > 0, the fully discrete problem may be stated as
follows:
ﬁnd (Un+1, P n+1) in Vh × Wh such that
(U0, v) = (	hu0, v) ∀ v ∈ Vh, (11)
(P 0, w) = (p0, w) ∀w ∈ Wh, (12)(

2
t
tU
1/2, v
)
+ (P 0,∇ · v) =
(
f0 +  2
t
	hu1, v
)
∀ v ∈ Vh, (13)
(2t U
n, v) + (P n,∇ · v) = (fn, v) ∀ v ∈ Vh, (14)
(−1Pn+1, w) − (∇ · Un+1, w) = 0 ∀w ∈ Wh. (15)
We use the discrete notation
t

1/2 = 

1 − 
0
t
, 2t 

n = 

n+1 − 2
n + 
n−1
(t)2
,
with 
n = 
(tn), ti = it .
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The Raviart–Thomas spaces on rectangles can be easily described using notation from [23]. For simplicity, let  be
the rectangle [0, 1] × [0, 1], and partition  using x : 0 = x0 <x1 < · · ·<xn = 1, y : 0 = y0 <y1 < · · ·<ym = 1.
Deﬁne the piecewise-polynomial space
Mrq() = {v ∈ Cq([0, 1]) : v is a polynomial of degreer
on each subinterval of },
where discontinuous functions are represented by q=−1. The Raviart–Thomas spaces of index r can thus be described
using tensor products of these piecewise-polynomial spaces as
Wrh =Mr−1(x) ⊗Mr−1(y),
V˜rh = [Mr+10 (x) ⊗Mr−1(y)] × [Mr−1(x) ⊗Mr+10 (y)],
Vrh = {v = (v1, v2) ∈ V˜rh : v1(0, y) = v1(1, y) = 0, v2(x, 0) = v2(x, 1) = 0}
= {v ∈ V˜rh : v · n| = 0}.
Note that the discrete pressure space Wrh is discontinuous, the v1 component of the discrete displacement space is
discontinuous at edges parallel to the horizontal axis, and the v2 component is discontinuous at edges parallel to the
vertical axis.
The bases forM10(x) andM10(y) are standard piecewise continuous linear functions. Denote these functions by
vxi and v
y
j , respectively. The bases forM
0−1(x) andM0−1(y) are constant functions across the element; denote these
by wxi and w
y
j , respectively. The mass matrices for the resolution of the displacement variable are given by
(Mx)i′j ′,ij = (vxi wyj , vxi′wyj ′),
(My)i′j ′,ij = (wxi vyj , wxi′vyj ′)
and the mass matrix for resolution of the pressure variable is
(Mp)i′j ′,ij = (wxi wyj , wxi′wyj ′)
If the unknowns are ordered by ﬁrst numbering all of the horizontal unknowns followed by the vertical unknowns, the
mass matrices Mx and My are tridiagonal [23,28]. The matrix Mp is diagonal (see [10,11,26]), which means that the
pressure unknowns can be resolved by simple division.
The basis functions for RT1 are slightly different. Use of the higher-order elements increases the number of unknowns
by adding new nodal values. The basis functionsM20(x) andM20(y) are standard piecewise continuous quadratic
functions. (Mesh points are now at xi , xi+1, and xi+1/2 = 12 (xi +xi+1) for x , and yj , yj+1, and yj+1/2 = 12 (yi +yi+1)
for y .) The basis functions forM1−1(x) andM1−1(y) are discontinuous piecewise linear functions, and the nodal
points for these functions are located at the Gauss points in the element. Sketches of RT0 and RT1 elements are given
in Fig. 1 to illuminate this point. (See also [26] for more details.)
Fig. 1. RT0 (left) and RT1 (right) rectangular elements. Nodes for u1 are denoted by ; for u2, by , and for p by +.
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Again denoting the basis functions forM1−1(x) andM1−1(y) bywxi andw
y
j , respectively, we note that (w
x
i , w
x
i′)=0
for i = i′, and similarly (wyj , wyj ′), j = j ′. Thus, the mass matrix for pressure is again diagonal (see [11,10,26]).
This property also leads to mass matrices Mx and My with a maximum bandwidth of 6 on any row.
4. Numerical results
The numerical results provided in this section verify predicted a priori error estimates and show the applicability of
the method for a test problem with a point source.
4.1. Convergence rates
The error estimates established in [16] were as follows.
Theorem 1. If u ∈ L∞(H(; div)), ut t t ∈ L1(L2()) ut t t t ∈ L∞(L2()), and p ∈ L∞(L2()), then for {Un, P n}
deﬁned by (12)–(15) there exists a constant C independent of h and t such that if t < 2h1/20 /1/21 C0, then
‖1/2(u − U)‖l∞(L2) + ‖1/2(p − P)‖l∞(L2)
C(hr + t2)(‖u‖L∞(Hr ) + ‖ut t t‖L∞(L2) + ‖p‖L∞(L2)), (16)
where r is associated with the degree of the ﬁnite element polynomial.
This error estimate can be easily adjusted to consider RTk as the approximation space.
Corollary 1. If the approximation space is RTk , then there exists a constant C independent of h and t such that if
t < 2h1/20 /
1/2
1 C0, then
‖1/2(u − U)‖l∞(L2) + ‖1/2(p − P)‖l∞(L2)
C(hk+1 + t2)(‖u‖L∞(Hk) + ‖ut t t‖L∞(L2) + ‖p‖L∞(L2)). (17)
Proof. The error estimates found in [16] use approximation properties for the mixed spaces. For the space RTk , we
have that [21]
‖	hu − u‖H(,div)hk+1(‖u‖L2 + ‖∇ · u‖L2)
and
‖Php − p‖L2hk+1‖p‖L2 ,
where Ph is the L2 projection of W onto Wh. Thus, the temporal error bounds remain the same, and the spatial error
bounds depend on the degree of the lowest-order polynomial associated with the RTk space. 
4.1.1. Numerical veriﬁcation of error estimates
The estimates above indicate that the order of convergence of u should be at least that of p. We use the following
example to verify the spatial error estimates associated with using RT0 and RT1 for approximating the acoustic wave
equation.
Example 1. For = [−1, 1] × [−1, 1], we choose the known solution
u =
(
x2 − 1
y2 − 1
)
, p = ∇ · u = 2x + 2y. (18)
Thus u · n = 0 on .
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Table 1
Approximate errors at t = 1 using u and p and RT0 elements
h ‖u − Uh‖L2 Rate ‖p − Ph‖L2 Rate
1
8 3.2837e − 2 4.1085e − 1
1
16 8.1408e − 3 2.012 2.0471e − 1 1.005
1
32 2.0247e − 3 2.007 1.0224e − 1 1.002
1
64 5.0010e − 4 2.017 5.1077e − 2 1.001
1
128 1.2027e − 4 2.056 2.5529e − 2 1.001
10-3 10-2 10-1 100
10-4
10-3
10-2
10-1
100 
Mesh Size
L2
 E
rro
rs
L2 errors vs. mesh size
Displacement
Pressure
Fig. 2. L2 errors for u and p using RT0 elements.
The errors listed in Table 1 were obtained at time t = 1, using t = 0.00001; they are shown graphically in Fig. 2.
The convergence rates are deﬁned as
ln(‖u − U2h‖L2/‖u − Uh‖L2)
ln 2
and
ln(‖p − P2h‖L2/‖p − Ph‖L2)
ln 2
,
respectively. These data indicate that the spatial error estimates agree with predicted rates.
Notice that the convergence rate for u is slightly higher than what the theory states. The theoretical convergence
rates will be dominated by the lowest-order rate, which is that for p. However, since we have that ∇ · u =p, we expect
that the convergence rate for u should be one order higher than that for p in order to maintain the theoretical estimate.
A similar example is used to verify the error estimate for RT1. We keep =[−1, 1]× [−1, 1], and adjust the known
solution u as
u =
(
x4 − 1
y4 − 1
)
, p = ∇ · u = 4x3 + 4y3. (19)
The errors for RT1 are listed in Table 2, again obtained at t = 1 using t = 0.00001. The errors are plotted in Fig. 3.
These values also indicate agreement with predicted convergence rates.
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Table 2
Approximate errors at t = 1 using (19) for u and p and RT1 elements
h ‖u − Uh‖L2 Rate ‖p − Ph‖L2 Rate
1
8 3.4539e − 3 9.1001e − 2
1
16 4.3865e − 3 7.87 2.2801e − 2 3.99
1
32 5.5083e − 5 7.96 5.7053e − 3 4.00
1
64 6.9025e − 6 7.98 1.4267e − 3 4.00
1
128 9.3606e − 7 7.37 3.5661e − 4 4.00
10-3 10-2 10-1 100
10-7
10-6
10-5
10-4
10-3
10-2
10-1
Mesh Size
L2
 E
rro
rs
L2 errors vs. mesh size
Displacement
Pressure
Fig. 3. L2 errors for u and p using RT1 elements.
4.2. Symmetric point source
Example 2. In this example,wemimic a test problemdescribed in [10].Wedeﬁne=[0, 12]×[0, 12], and approximate
the solution of
2
t2
u(x, t) − ∇(∇ · u(x, t)) = g(x)f (t), x ∈ , t ∈ (0, T ], (20)
u(x, 0) = 
t
u(x, 0) = 0, x ∈ , (21)
u(x, t) = 0, x ∈ , t ∈ (0, T ]. (22)
As in [10], we use
f (t) = 2a(2a(t − b)2 − 1) exp(−a(t − b)2), t ∈ [0, T ], (23)
where
a =
( 
1.31
)2
, b = 1.35.
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Fig. 4. Solution of p for RT0.
For our simulation, we adjust g(x) slightly, so that ∇ · g(x) is symmetric:
g(x) =
⎡
⎢⎢⎣
−(x − 6) exp
(
−7
√
(x − 6)2 + (y − 6)2
)
−(y − 6) exp
(
−7
√
(x − 6)2 + (y − 6)2
)
⎤
⎥⎥⎦ . (24)
In [10], the authors solved the scalar wave equation. This is equivalent to the acoustic wave equation under consideration
in this work if we take the divergence of both sides of our equation. Therefore, in order for the forcing functions to
be similar, the divergence of the forcing function in this work should be as close as possible to the forcing function in
[10]. At a minimum, the symmetry of the forcing function should be preserved so that at least visual comparisons with
the solutions generated in [10] can be made.
We provide graphical solutions to the system described above in the following subsections. Pressure surfaces,
displacement surfaces, and values of pressure at a given point in the domain over an extended time period are shown.
These solutions were compared visually to the solutions in [10] to assess whether the mixed method is reasonable for
the acoustic wave equation.
4.2.1. Results with RT0
We compute the solution for T = 5 using a 200× 200 mesh with uniform grid spacing in both the x and y directions.
The time step is t = 0.001.
In Fig. 4, two views of the computed pressure solution p are shown at T = 5. The shape of the pressure wave is
consistent with that presented in [10]. The displacement solutions u1 and u2 at T = 5 are given in Fig. 5.
The value of p at the point (3, 9) for t ∈ [0, 25] is plotted in Fig. 6 for further comparison with the results in [10].
The behavior of p is similar to that in [10], and the amplitude of the pressure wave differs because of the adjust-
ment to g(x).
4.2.2. Results with RT1
Similar results are obtained using RT1. In this case, we use a 100 × 100 mesh with a time step t = 0.001. The
simulation results at T = 5 for p and u are given in Figs. 7 and 8.
The value of p at (3, 9) is plotted for t ∈ [0, 25] (Fig. 9). The amplitude and behavior of the pressure wave remains
similar to that obtained in the RT0 simulation, but slight differences begin to emerge as t increases (see Fig. 10).
The overall behavior of the wave is also smoother because of the increased order of p.
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Fig. 5. Solution of u = (u1, u2) at T = 5 using RT0. u1 is on the left, and u2 is on the right.
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Fig. 6. Value of p at (3, 9) and t ∈ [0, 25] using RT0.
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Fig. 7. Solution of p using RT1.
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Fig. 8. Solution of u = (u1, u2) at T = 5 using RT1. u1 is on the left, and u2 is on the right.
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Fig. 9. Value of p at (3, 9) and t ∈ [0, 25] using RT1.
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Fig. 10. Comparison between RT0 and RT1 for p at (3, 9) and t ∈ [0, 25].
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Table 3
Conjugate gradient iterations
Mesh size RT space Total CG Its. Avg. per time step
50 × 50 RT0 723,089 14.5
RT1 795,409 16
200 × 200 RT0 489,686 9.8
RT1 677,281 13.5
4.2.3. Using conjugate gradient solvers
The numerical results presented in the previous sections were obtained using a sparse direct solver for the mass
matrix associated with the displacement variable. Since the mass matrix for the displacement variable is symmetric, the
conjugate gradient iterative solver can be used. The number of iterations required for the conjugate gradient algorithm
to converge to an absolute tolerance of 10−12 are given in Table 3 for a 50×50 mesh, using both RT0 and RT1, and also
for a 200 × 200 mesh using both discretizations. We include these numbers to indicate that there is not a substantial
amount of increased work in the solution of the linear system, if the cost of a matrix–vector multiplication is assumed
to be approximately the same in each case.
The time step size for both problems was 0.0001, and there were 50, 000 steps taken in the simulation. The test
problem was the point-source test problem. No pre-conditioners were used in either case.
5. Conclusions
The error estimates established in [16] provided optimal convergence rates for the use of mixed ﬁnite elements
methods in solving the acoustic wave equation. The work in this paper numerically veriﬁes those estimates and gives
results for a typical point-source problem in a square domain using lowest and next-to-lowest order Raviart–Thomas
elements (RT0 and RT1, respectively) on quadrilaterals.
The reduced requirement on the regularity of the displacement variable was a main feature in the original work,
as was the ability to resolve both pressure and displacement with no post-processing. Indeed, the pressure variable is
determined using the constitutive relationship between displacement and pressure. Additionally, when using RT0 and
RT1 spaces for the discretization, the pressure solution requires inversion of a diagonal mass matrix. The diagonal mass
matrix for pressure is not unique to the Raviart–Thomas elements, and can be realized by any elements whose nodal
points are appropriately deﬁned [10,11].
The results from the point-source test problem indicate that the approach taken in this work is reasonable; indeed,
given the simplicity of the mass matrices, it can be expected that these methods will provide increased efﬁciency in the
optimization framework used by geophysical modelers. The model problems also verify the theoretical convergence
estimates with regard to both displacement and pressure solutions for the Raviart–Thomas elements.
Finally, while a direct solverwas used for the simulations presented in this paper, preliminary results using a conjugate
gradient iterative solver for the linear system for displacement indicate that only a few additional iterations per time
step are required for convergence of the RT1 solution as compared to the RT0 solution. Therefore, if the cost of storing
the additional unknowns can be tolerated, and if the cost of a matrix–vector multiplication in both cases is relatively
low, it is reasonable to consider using RT1 over RT0. One may also take advantage of the work done on optimal
pre-conditioners for Raviart–Thomas elements, such as those presented in [20].
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