1 In this paper, performance of transmission in cognitive radio systems over time-selective flat fading channels is studied under quality of service (QoS) constraints and channel uncertainty. Cognitive secondary users are assumed to initially perform sensing over the transmission channel to detect the activities of the primary users. Then, depending on the channel sensing result, they choose their transmission power policies and perform channel estimation. Following the training phase, they transmit data through the channel. The activities of the primary users are modeled as a two-state Markov process. A state transition model is constructed to model the cognitive transmissions. Statistical limitations on the buffer lengths are imposed to take into account the QoS constraints, and an average power constraint on the secondary users is considered to limit the interference to the primary users. The maximum throughput under these statistical QoS constraints is identified by finding the effective capacity of the cognitive radio channel. Numerical results are provided for the power and rate policies.
I. INTRODUCTION
Cognitive radios have recently been studied intensively as they provide strategies to use the transmission spectrum more efficiently by enabling the cognitive secondary users (SUs) to use the transmission bands allocated to the licensed primary users (PUs) without causing interference to them. An overview and challenges of cognitive radios can be found in [1] - [3] . Before using the channel, SUs have to detect the activity of primary users. The authors in [4] and [5] developed an optimal strategy for opportunistic spectrum access by maximally utilizing spectrum opportunities in cognitive radio networks with multiple potential channels. In [6] , by initially performing channel sensing over multiple frequency bands to detect the activities of primary users, we studied the performance limits of cognitive transmission under QoS constraints and interference limitations.
In wireless communications, channel conditions vary over time, and estimation of these channel variations is a crucial task before data transmission. If the channel conditions are not known a priori, generally practical wireless systems employ training sequences to perform channel estimation. One of the early studies in channel training was conducted by Cavers who provided an analytical approach to the design of pilot-assisted modulations in [7] . These pilot-assisted transmission (PAT) strategies, which multiplex known training symbols with the data symbols, can be used for channel estimation, receiver adaptation, and optimal decoding [8] . 1 This work was supported by the National Science Foundation under Grant CCF-0917265.
In cognitive radio channels, in addition to channel estimation, activities of primary users should be detected through channel sensing. Hence, we are faced with a more challenging scenario. Moreover, there are certain interdependencies between these tasks of channel estimation and sensing. Not detecting the activities of primary users reliably can lead to degradations in the estimation of the channel conditions, e.g., if the primary users are active but detected as idle, the quality of the channel estimate will deteriorate.
In this paper, we consider a practical scenario in which neither channel sensing nor channel estimation has been performed without errors. Under such channel uncertainty, providing service guarantees is rather challenging but still required for acceptable performance and quality. With these motivations, we study the effective capacity of cognitive radio channels in order to identify the performance limits under channel uncertainty and quality of service (QoS) constraints. The cognitive radio is assumed to initially perform channel sensing. Subsequently, the channel fading coefficients are estimated in the training phase of the transmission. Finally, data transmission is performed. The activity of primary users is modeled as a two-state Markov process while channel is assumed to experience block fading. In this setting, we jointly optimize the training symbol power, data symbol power and transmission rates.
II. COGNITIVE CHANNEL MODEL
We consider a cognitive channel model in which a secondary transmitter sends information to a secondary receiver. Initially, the SUs perform channel sensing. Then, depending on the channel sensing results, the secondary transmitter selects the pilot symbol and data transmission power policy. Note that the pilot symbol is used to estimate the channel fading coefficients. We assume that channel sensing, channel estimation and data transmission are performed in frames of total duration T seconds. In each frame, the first N seconds is allocated for channel sensing. Following the channel sensing, a single pilot symbol is employed to enable the secondary receiver to estimate the channel fading coefficient. Then, data transmission is performed.
The discrete-time channel input-output relation between the secondary transmitter and receiver in the i th symbol duration is given by
if the primary users are inactive. On the other hand, if the 978-1-4244-5638-3/10/$26.00 ©2010 IEEE primary users are using the channel, we have
where x i and y i denote the complex-valued channel input and output, respectively. In (1) and (2) (2), s i denotes the sum of active primary users' faded signals arriving at the secondary receiver. Note also that since the bandwidth is B, symbol rate is assumed to be B complex symbols per second. We consider block-fading channel.
III. CHANNEL SENSING Energy-detection methods are considered to be well-suited for channel sensing if the transmission policies of primary users are not known. Since the bandwidth is B, there are NB complex symbols in the sensing duration of N seconds. We can formulate the channel sensing as a hypothesis testing problem between the noise n i and the signal s i in noise:
Assuming that s i has a circularly symmetric complex Gaussian distribution with zero-mean and variance σ 2 s and that the signal samples {s i } are independent and identically distributed [9] , the optimal Neyman-Pearson detector for the above hypothesis problem is given by [10] 
where λ is the detection threshold. Observing that Y is chisquared distributed with 2NB degrees of freedom, we can establish the probabilities of false alarm and detection as follows:
where P (x, y) denotes the regularized gamma function and is defined as P (x, y) =
γ(x,y)
Γ(y) where γ(x, y) is the lower incomplete gamma function and Γ(a) is the Gamma function 2 .
IV. PILOT SYMBOL-ASSISTED TRANSMISSION AND STATE TRANSITION MODEL
We assume that the transmitter is not informed of CSI. Under this assumption, the secondary transmitter sends the data with constant power and rate. In this section, we first discuss the pilot symbol assisted transmission and then construct a state transition model for cognitive radio transmission.
A. Pilot Symbol Assisted Transmission
Regarding the channel sensing result and its correctness, we have the following four possible scenarios: 1) Channel is busy, detected as busy (correct detection), 2) Channel is busy, detected as idle (miss-detection), 3) Channel is idle, detected as busy (false alarm), 4) Channel is idle, detected as idle (correct detection). In each scenario, the channel is in either ON state or OFF state, depending on the comparison between the fixed transmission rate and the instantaneous rate that can be supported by the channel. Note that the secondary transmitter sends data with average power P 1 if the channel is sensed as busy, whereas the transmitter sends data with average power P 2 if the channel is detected to be idle. We consider pilot symbol assisted transmission where periodically embedded pilot symbols, known by both the secondary transmitter and the receiver, are used to estimate the fading coefficients of the channel thereby enabling us track the time-varying channel. Note that pilot symbol is sent after channel sensing is performed. Since fading stays constant in each frame, it is enough to send only one pilot symbol in each frame 3 . Therefore, the first N seconds of a frame duration T seconds is spared to sense the channel, a single pilot symbol is sent following channel sensing, and (T − N )B − 1 data symbols are transmitted after the pilot symbol. The following average power constraint
is imposed on the input when activity is sensed in the channel, whereas the following average power constraint
is imposed on the channel input when the channel is sensed to be idle. Therefore, the total power allocated to the pilot and data symbols is limited in one frame by T P 1 or T P 2 when the channel is busy or idle, respectively. Note that the secondary transmitter transmits with an average power P 1 in Scenario 1 and with an average power P 2 in Scenario 2.
In both scenarios, primary users are active in the channel and experience interference due to the transmission of the secondary users. In order to limit the average interference, we impose the following constraint on P 1 and P 2 :
where P d is the probability of detection, and P d and 1 − P d can be regarded as the probabilities of scenarios 1 and 2, respectively. If the channel is detected as busy, the power of pilot symbol is set to P tb = ηP 1 T . On the other hand, the pilot power is P ti = ηP 2 T when no activity is detected. η is the fraction of the total power allocated to the pilot symbol.
For the scenarios described at the beginning of this section, the corresponding received signals in the training phase are 1)
Since block-fading channel is considered, h l denotes the channel fading coefficients in the l th block. The fading coefficients are estimated via MMSE estimation, which provides the following estimates for each scenario 4 :
Scenario 2:
Scenario 3:
Scenario 4:
Now, we can express the fading coefficients as follows
where h l is the estimation error. Consequently, the inputoutput relationship in the data phase can be written as
if the channel is busy, and
if the channel is idle. And, the variances of the channel estimates are
In all scenarios, the variance of the estimation error can be written as σ
where K is the multiplying constant of the channel output in (10)-(13) and P t is either P tb or P ti depending on channel sensing result.
B. State Transition Model
In each scenario given in Section IV-A, we have two states, namely ON and OFF, depending on whether or not 4 In Scenarios 2 and 3, since the secondary users do not perform correct channel sensing, the channel estimates are not true MMSE estimates. Therefore, we call this estimation as mismatched(m)-MMSE estimation. the fixed-transmission rate exceeds the instantaneous channel rate. Therefore, overall we have eight states. Considering the channel estimation results and interference s caused by the primary users, we have the following lower bounds to the instantaneous channel capacities in the above four scenarios:
where
, and
These lower bounds are obtained by assuming that h l x i and s i are Gaussian distributed which is the worst-case noise. Above, we have defined h l = w l σ h l where w l is a standard complex Gaussian random variable with zero mean and unit variance, i.e., w l ∼ CN (0, 1). We also define z l = |w l | 2 , which has an exponential distribution with mean 1. P db and P di are the data symbol powers when the channel is busy and idle, respectively, and they can be written as
Since the transmitter is unaware of the channel conditions, information is transmitted at fixed rates r 1 and r 2 , depending on the channel being busy or idle, respectively. If the rates are below the instantaneous capacity lower bound values, i.e., when r 1 < R 1 , R 3 or r 2 < R 2 , R 4 , the transmission is considered to be in the ON state and reliable communication is achieved at these rates. However, if r 1 ≥ R 1 , R 3 or r 2 ≥ R 2 , R 4 , outage occurs and reliable communication can not be achieved. The channel is in the OFF state.
The primary user activity between the frames is described by a two-state Markov model as illustrated in Figure 1 . Busy state indicates that the channel is occupied by the primary users, and idle state indicates that no primary users is present in the channel. Probability of transitioning from busy state to idle state is a, and the probability of transitioning from idle state to busy state is b. Note that, by our assumption, state transitions happen every T seconds. to the channel sensing decisions and their correctness, and the reliability of the transmissions. Note that the transition probabilities in this state model depend on the channel coefficients, the fixed transmission rates, and the underlying twostate Markov model given in Fig. 1 . The probability of staying in the ON state, which is the topmost ON state in Figure 2 , is expressed as follows:
Note that p 11 depends on the joint distribution of (z l+1 , z l ). But, since fading is independently changing from one block to another in the block-fading model, (21) can be simplified, and we can rewrite it as follows:
Similarly, the other transition probabilities can be expressed as
In a similar manner, we define
. Then, we can easily see that the 8 × 8 state transition matrix can be expressed as
Note that R has a rank of 2, and T r 1 and T r 2 bits are transmitted and received in the states 1 and 5, and 3 and 7, respectively, while the transmitted number of bits is assumed to be zero in the OFF states.
V. EFFECTIVE CAPACITY
In this section, we identify the maximum throughput that the cognitive radio channel with the aforementioned statetransition model can sustain under statistical QoS constraints imposed in the form of buffer or delay violation probabilities. We use the effective capacity to measure the throughput that can be supported by a given channel service process while also satisfying a statistical QoS requirement specified by the QoS exponent θ [12] . Due to space limitations, we refer to [12] and [13] for more details on the effective capacity formulation. In the next result, we provide the effective capacity for the cognitive radio channel and state transition model described in the previous section.
Theorem 1: For the cognitive radio channel with the state transition model given in Section IV-B, the normalized effective capacity in bits/s/Hz is given by
where T is the frame duration over which the fading stays constant, r 1 and r 2 are fixed transmission rates, and p bk and p ik for k = 1, . . . , 8 are the transition probabilities expressed in (24) and (25).
VI. NUMERICAL RESULTS
In this section, we present the numerical results. In our simulations, we assume that the fading coefficients are zeromean Gaussian random variables with unit variance, i.e., σ In Figure 3 , we display the optimal effective capacity as a function of probability of detection, P d , for different values of P avg . As expected with increasing P avg , the effective capacity value is increasing since there is more power available for 978-1-4244-5638-3/10/$26.00 ©2010 IEEE transmission. Note also that probability of false alarm, P f , is displayed in the second half of Fig. 3 . It is clear that the maximum effective capacity values are obtained when P d is around 0.9. Up until P d ≈ 0.9, effective capacity increases with increasing detection probability. As P d exceeds 0.9 and approaches one, false alarm probability grows fast to one as well, and the performance starts deteriorating. In Figure 4 , the optimal values of P 1 and P 2 for different P avg values are displayed. We observe that P 1 and P 2 increase with increasing detection probability P d , and P 2 is in general larger than P 1 . Hence, transmission with more power is allowed if detection is more reliable and primary users are sufficiently protected, and more power is allocated for cases in which the channel is sensed to be idle. It is also interesting to see that if both P d and P avg are small, P 1 is kept very small. Finally, in Figure 5 , we show the optimal transmission rates as a function of P d for different values of P avg . Note that the optimal transmission rates are obtained for optimal power distributions with which the optimal effective capacity values are achieved for a specific probability of detection, P d . We observe that the transmission rates follow the same patterns as the power levels.
VII. CONCLUSION
In this paper, we have analyzed the performance of cognitive radio channels in the presence of QoS constraints, channel uncertainty, and transmission power limitations. Considering the activities of primary users as a two-state Markov model, we have constructed a state-transition model for cognitive transmission. Cognitive transmission is assumed to occur in three phases, namely sensing phase, training phase, and data transmission phase. For this model, we have obtained the expression for the effective capacity. Under a constraint on the transmission powers of the secondary users, we have optimized the fixed transmission power levels and rates, and through numerical results we have obtained insightful observations.
