INTRODUCTION
Access to an organisation's information is a critical factor in developing business systems.
Regardless of the architecture employed, the information stored in an organisation's databases is its lifeblood. The ability to effectively manage, manipulate, and distribute this information was once viewed as a provider of competitive advantage (White 1994 ). Today it is simply a base requirement for corporate survival within the global market place.
Increasingly, the operations of a manufacturing enterprise are being distributed geographically, and thus the supporting information technology (IT) systems must themselves be capable of distributed operation (SSA 1995) . Management of information remains a base requirement, as does the integration of differing IT systems and data sources.
Internet technology has proved to be effective for connecting a mix of different types of computers and computer networks, while also providing location independence to information. Further, analysts predict that the near future will see the evolutionary convergence of the Internet, Intranets and traditional IT models such as client/server and peer to peer (SSA 1995) . However there remains a number of problems with this technology.
The saturation of network bandwidth, especially when part of the network in question is the Internet, means that remote database access as required by the distributed enterprise model could mean ineffective IT support for the business. As well as data timeliness, factors such as data integrity and security are also a concern when dealing with the Internet.
Mobile agent technology has been proposed as a general solution that has the potential to overcome this set of problems. It achieves this through local interaction (Clements et. al. 1997 ) and is equally applicable to the problem of geographically distributed information sources, since mobile agent systems are inherently distributed. Both mobile objects and mobile agents are used in our work to build and integrate software systems that support distributed manufacturing enterprises, in order to test whether mobility can help.
Evaluation of the two systems is conducted using Basilii's GQM methodology (Solingen and Berghout 1999) , through which a number of relevant metrics are identified. The following section describes the model used in this work.
THE MODEL
The systems described in this paper are implementations of a real-world Sales Order Process (SOP), typical of many manufacturing enterprises. The model upon which this system is based has been derived from an industrial case study undertaken at a highpressure vacuum component manufacture that is based in the UK (from herein referred to as Acme).
Acme currently uses a mixture of bespoke packages and standard Office products to support its business. However, as the needs of the market change ever more rapidly the frailties in the existing IT infrastructure become increasingly apparent. To survive, Acme must remain agile and competitive, and to achieve this their IT infrastructure must be capable of responding to change. This requirement is not being met by the existing IT infrastructure. For example, in a recent experience at Acme it took two and half years to phase out an old accounting package and introduce the new software; clearly this is not acceptable. Equally, the strategy of buying inflexible, monolithic "off the shelf" packages is beginning to impact on the business, as these rapidly become inflexible legacy applications. The intricate spider's web of interdependencies woven between those packages that are already in place is making it increasingly difficult to contemplate radically changing the supporting infrastructure. As the interdependencies increase, the agility of the company is jeopardised. This legacy IT problem is now well recognised within many application domains.
The overview of Acme's business processes generated from this study can be seen in Figure 1 . In this diagram, the separate business processes involved in the SOP are defined by the senior management figures that are responsible for those particular areas. Each core process is surrounded by a dotted line for further clarification.
From this view, it is possible to identify and extract the core business processes and represent them in a higher level abstract view. By examining the interactions between the major processes, a simple top level process model was generated to represent the entire SOP within the Acme business. Figure 2 shows a representation of the top level business processes model and a "walk through" description of its elements and their interactions.
The model clearly shows the interaction of a number of processes which are supported by specific sub systems, demonstrating the importance of system integration in this domain. In order to evaluate whether mobility can help manufacturing enterprise integration we must first examine the integration methods currently employed.
TRADITIONAL ENTERPRISE INTEGRATION
As the use of computing in business has become increasingly fundamental to the success of an enterprise, so the requirements for what is achievable from this technology have increased. Global businesses require an infrastructure that is capable of dealing with distributed systems, made up of constituent components, that are able to communicate over different hosts, perhaps even different domains on different sides of the world. A number of infrastructural models have been proposed, and many are in use today, typically Common Object Request Broker Architecture (CORBA) (OMG 1994) , the Distributed Common Object Model (DCOM) and Remote Method Invocation (RMI) (Sun Microsystems 1998). 
CORBA
CORBA is the product of a consortium of over seven hundred companies, known as the Object Management Group (OMG). The OMG has approached the problem of integrating disparate components by creating interface specifications, and not code. Distributed components of the system are able to describe their interfaces using the Interface Definition Language (IDL) and subsequently interoperate through the underlying Object Request Broker (ORB) (Orfali et. al. 1996) . The ORB functions as the communication backbone through which all of the system components are able to interact. The OMG contend that components communicating via an ORB do not need to be aware of the mechanisms used in that communication, and in fact are able to discover each other at run time allowing flexibility and configurability. However, the reality is that in the currently available commercial ORB's all that can be discovered at runtime are a component's methods and arguments as described by its IDL definition. This provides insufficient support for creating tangible solutions based on loose coupling and late binding (Coutts and Edwards 1998) . It is possible that the addition of available Trading Services, as described in the OMG model, could provide improved levels of support for this type of solution.
CORBA brings the location transparency abstraction to the integration issue, and whilst this is a useful metaphor for distributed systems, it does have drawbacks (Waldo et. al. 1994 ). In Figure 3 , we represent two components communicating via an ORB. Although it appears to Component A that it is interacting with Component B on the same system, this may not be the case. Component B could be on a completely different host or network, or even on the other side of the world.
Summary
Traditional distribution mechanisms promote location transparency as one of their major advantages, i.e. they achieve communication between different objects by "hiding" the location of these objects from each other. Their messaging systems allow mobile data to be passed between objects and locations. Thus, traditional systems can be characterised as using location transparency and mobile data to integrate and enable communication between distributed objects. This characterisation is shown in the top part of 
MOBILITY: AGENTS and OBJECTS
Mobile Agents have been a burgeoning topic for discussion in mainstream agent based research for several years. Mobility in general has an expanding community dedicated to investigating the potential of this new paradigm (MML). Although there is still no definitive answer as to whether mobile code systems will live up to the expectations placed upon them, there is a growing body of work (Vitec and Tschudin 1997 , Rothermel and Hohl 1998 , Papaioannou and Minar 1999 and an expanding number of frameworks, including Aglets (Lange and Oshima 1998) , Voyager (Object Space 1997), Mole (Straber et. al. 1996) and Hive ).
Classification
The mobile agents discussed and used in the work described in this paper will be defined as: "Software agents that are able to autonomously migrate from one host to another in a computer network."
They can also be classified in line with Franklin and Graesser's agent classification scheme (Franklin and Graesser 1996) as goal oriented, communicative, and mobile i.e.:
• Goal oriented -they are not simply reactive but proactive • Communicative -they are able to communicate with other agents
• Mobile -they can transport themselves from one host to another The mobile objects discussed and used in the work described in this paper are similar to the agents described above, the key difference being that they do not contain the logic that enables the agents to make autonomous decisions regarding sales order processing.
Background
By their very nature, mobile objects and agents are inherently distributed. As such, they must be executable across a variety of platforms and operating systems to achieve their full potential. In a closed, controlled, network there may only be one configuration upon which they must work, but their true advantage comes from being able to migrate to disparate systems and continue functioning. This requirement has influenced the way in which mobile code systems are created and it is usual for mobile agent frameworks to be written in some type of script or bytecode that can be interpreted, usually in a dedicated host or server. Indeed, the spiralling popularity of Java, combined with its platform independence, has made it the de facto language for mobile code systems. Script or bytecode interpretation removes the need to re-compile an agent on arrival at a new host, instead placing the onus on ensuring an environment exists at the host that is capable of uniformly executing the agent on arrival. Most examples of these systems have a server or some type of executing environment in which the agents are hosted Oshima 1999, Gray 1997 ). An overview and discussion of Java mobile agents can be found in (Kiniry and Zimmerman 1997) .
Advantages of Mobile Code Systems
There have been many advantages claimed for mobile agents (Chess et. al. 1994, Lange and Oshima 1999) . Unfortunately, very few quantitative measures exist to support these claims. However, a summary of some of the more frequently quoted qualitative ones include (MML):
Bandwidth savings
Instead of transferring lots of data back and forth over the network, move the logic to be local to the data source.
Limiting latency
By having the logic and data on the same machine, latency can be reduced.
Disconnected operation
If a computer is going to be offline at times, then it is possible to move the active processes to another host.
Stability
By using mobile code, software can be less dependent on the network, and therefore more stable. Mobility can be used to achieve replication for fault tolerance.
Server Flexibility
A client isn't limited to the functions a server pre-defines. Code mobility allows clients to upload new (or improved) functionality to the server.
Simplicity of installed server base
Servers can become simpler, requiring less functionality pre-engineered from the outset. This can help with preventing legacy.
Enable distributed computation
Mobile agents are inherently distributed, and as such can be a fundamental enabler for distributed computation.
Summary
Mobile code systems are quite different to existing traditional distribution systems prevalent in industry today. We characterise mobile object systems as providing local interaction for communicating objects, and providing an abstraction based on mobile messengers with limited autonomy as shown in the central section of Figure 4 . We characterise mobile agent systems as providing local interaction for communication, through an abstraction based upon mobile logic and data. In addition, mobile agents provide greater autonomy. This characterisation is shown in the bottom section of Figure 4 . Figure 5 depicts the notion of a mobile agent migrating from Host A to Host B so that it can reside locally to a data source it wishes to query.
INDUSTRIAL MOTIVATION
The case study at Acme has played an important role in providing the basis for the implementations undertaken in this paper. Firstly, it confirmed certain business needs commonly found among manufacturing enterprises: namely, the ability to remain agile and competitive in an ever-changing market. These are lofty goals however, and difficult to examine and judge in detail. More specifically, the study revealed Acme's particular requirements which were identified as the need for an IT support system that:
(1) could handle the rapid addition of new sales agents (2) could handle the addition of new stock control centres (3) would allow changes to the business logic of the SOP to be made easily These requirements are more specific, and will form the basis of the objectives for the implementation.
A Model For Sales Order Processing
The core processes identified at Acme that are involved in the SOP were first introduced in Figure 2 . This model addresses all of Acme's core business processes. The implementation described in this work examined particular aspects of the overall model, concentrating on the interaction of a sales agent dealing with order requests and the stock control centres.
The modified model is shown in Figure 6 . Production Control was excluded since this is an entire field of research in its own right and was deemed external to the objectives of this research. In addition, the greyed out areas in Figure 6 , Dispatch and Manufacturing, represent processes that were not considered in our study, but would make excellent candidates for investigation and expansion in any future work. Our mobile object model is similar to that described above, the key difference being that the results from stock database queries are gathered from remote StockControlAgents by a mobile OrderObject guided by a specific itinery. Instead of processing this information locally to the data source, it is returned to the SalesAgent for processing. The mobile object does not make autonomous decisions based on the acquired information.
The Systems
The experimental work described in this paper was implemented using IBM's Aglet Software Development Kit, a mobile agent development framework (Lange and Oshima 1998) . The model, scenario and investigations described have been undertaken using both mobile agent and mobile object systems. The two systems consist of a selection of individual agents and objects. The types identified for the SOP model are SalesAgents, StockControlAgents, ManufacturingAgents, PurchasingAgents and DispatchAgents. There are also two analogous but different components in each system. In the mobile agent system there are OrderAgents, whilst in the mobile object system there are OrderObjects.
These are discussed in the following sections.
Sales Agents
Sales Agents are static, Graphical User Interface (GUI) based agents that are responsible for generating OrderAgents or OrderObjects and dispatching them to distributed agent hosts around the world to interact with StockControlAgents. These can be resident as a very slim client for sales persons working on terminals or NetPCs, or they can be hosted on a laptop for travelling sales persons. They are capable of keeping track of current orders that have been placed. In the mobile agent version the only logic contained within these agents is that required to create a new OrderAgent, with its accompanying Order. They are capable of maintaining a list of spawned OrderAgents, and thus which Orders have been fulfilled, or not. In the mobile object version they also contain the business logic required to process the results returned by their slave OrderObjects.
Order Agents
The OrderAgents represent the mobile elements in this system. As classified in Section 4.1, they are goal oriented, communicative and mobile. Each OrderAgent encapsulates a single order; and they are responsible for completion of that order. After creation they migrate to a new host to interact with a StockControlAgent. If the stock levels are unable to satisfy the order, they are able to migrate to a new host, and use the encapsulated Product ID to derive the Bill of Materials (BOM). The agent then migrates to the ManufacturingAgent's host. In future the agent would then invoke this manufacturing process or at least establish the required time for manufacture. Currently, this communication consists of a simple message and acknowledgement from the ManufacturingAgent. The valid outcome for the goal of the OrderAgent is reporting a delivery date for the order to the SalesAgent. In the future this may also include reporting a future time for delivery or an allocation for materials and an internal works order number and time to manufacture. OrderAgents require no interaction with a user and so have no GUI. Although quite simple, OrderAgent's make up the majority of the agent population in the system when it is executing dependant on the number of enquiries received by the SalesAgents. Potentially, there could be large numbers of mobile OrderAgents migrating through the network, attempting to fulfil their own particular order.
Order Objects
OrderObjects initially appear to perform the same function in the mobile object system, as the OrderAgents described above. However, in contrast to the mobile agent system, it is more appropriate to view the mobile objects as mobile messengers. They are still able to migrate to a data source and take advantage of local interaction and all the advantages this brings, but they do not contain the business logic to autonomously process any results.
They collect the stock level information and return to their origin to report findings to their parent SalesAgent, after which they are terminated.
StockControlAgents and MaterialsStockAgents
The StockControlAgents are another example of static agents, with no GUI. They are responsible for handling all requests for products, parts, or materials, and are interfaced to the stock control databases. As such they act as a wrapper to the data source, a communications bridge between the data and the agents system. All requests for stock allocation must be made through the StockControlAgents.
When designing StockControl Agents that could unify the variety of database systems which could be expected within a manufacturing enterprise, it became apparent that some of the required features of these agents were particular to each database, whilst others were generic to all StockControl agents. In considering this problem the use of a common 'Database Query Agent' was conceived which could be used as a base pattern for all StockControl agents in the system. The advantage of such a technique is the consistency and reusability inherent in using a pattern from which to build agents that are more complex. The Database Query Agent is discussed in (Papaioannou and Edwards 1999) . This architecture has been put to good use in the MaterialsStockAgents. They perform almost exactly the same role as the finished StockControlAgents, but are tasked with controlling the allocation of raw materials, and out-sourced parts. They are also connected to a Bill of Materials database, which the mobile OrderAgents and OrderObjects are able to query when having to request the manufacture of stock to fulfil an order.
ManufacturingAgents, PurchasingAgents, DispatchAgents
Currently these three types of agent are represented in the systems by static agents that are communicative. They are able to simply acknowledge communication from other agents, and represent a definite avenue for further investigation and research.
Evaluation
The evaluation of this work was conducted according to Basili's GQM (Basili et. al. 1994, Solingen and Berghout 1999) method. This section includes an overview of the principle goals, questions and metrics identified before presenting and analysing the results.
The goal
"To evaluate the implemented system from the industrialist perspective, with respect to satisfying the industrial motivation to support system agility" (see Section 5)
Having stated the goal a workshop within the R.E.D. group at Loughborough University was held to generate a broad set of questions aimed at providing full coverage of the issues in order to derive a set of appropriate metrics by which the work could be evaluated. To fulfil the three goals specified in Section 5, the initial questions focused on system complexity and system flexibility. Using the Basilli method it is customary to develop a hierarchical set of questions which focus down to a set of questions that can be answered through tangible measures on the code. Table 1 lists the focused questions generated, that were extracted from a large and varied set of questions generated by the workshop. Table 2 shows the set of relevant metrics that were generated from the workshop. The following sections describe how these metrics can be combined to provide two quantifiable measures of the degree of agility in the system. These measures can then be used to both analyse the object and agent systems and test the degree of agility of these systems in relation to the industrial objectives one, two and three specified in Section 5.0.
Conceptual Diffusion and Semantic Alignment
Conceptual Diffusion is a measure of: the degree to which a single concept or semantic abstraction in the application domain maps to many components in a software system. For example, metric (1) requires the identification of the information based concepts within the real world, and a comparison with their counterparts in the software systems. If we use
Order as an example, in both the agent and object system the concept of an Order is split over four separate components, scoring a conceptual diffusion rating of 4.
Semantic alignment between the real world abstractions and the components of a software system have been shown to be important when attempting to build flexible systems (Coutts and Edwards 1998) . Conceptual diffusion is a measure of semantic alignment and can be used in a combination of metrics 1 to 4 to produce a compound measure of both these notions, where SA is semantic alignment, I is information based abstractions, P is process based abstractions, M is mobile components, S is static components, s denotes in software and r denotes in the real world. Thus, is the ratio of process based abstractions in the software to the process based abstractions in the real world.
This metric can be used to analyse a system and to assess how well the software system reflects the semantics of the application domain, comparison with the ideal alignment of {1,1,1,1} can be used as a measure to gauge how difficult it might be to understand the software, given an understanding of the application domain. 
across both the SalesAgent and the mobile OrderObject in the mobile object system.
Change Capability
In order to evaluate the agility of a system it is necessary to make changes to that system. The industrial requirements reported in section 5.0 specified agility in terms of adding new sales agents, new stock control agents and modifying logic associated with the sales order process. Metrics 8, 9 and 10 in Table 2 were used following modifications to the Agent and Object systems in line with these industrial requirements for agility.
An overall measure of Change Capability for each system is achieved through combining the results of the work in a single set, where Change Capability CC, for a required change -, is the set of the changes to the number of objects (o), the number of src files (s), the number of interactions () and the number of conceptual entities (), between states and . the system code. New stock control centres can be added through a low number of changes that are the same for both systems. The difference between the systems becomes apparent when making changes to the Sales Order Process logic, which is contained in the single mobile OrderAgent in the mobile Agent system and in both the SalesAgent and the mobile OrderObject in the mobile object system.
CONCLUSIONS
This paper argues that mobile code can be an aid in the rapid integration and modification of the information systems that support distributed enterprises. This paper has characterised mobile agent systems as providing a mechanism to support mobile data and mobile logic. In contrast, traditional enterprise communication technologies are characterised as solely providing mobile data. Further, each of these is achieved through a different strategy. Mobile agents communicate through local interaction, whilst ORBs provide location transparency. From material and data collected during an industrial case study, a model was generated to support the manufacturing Sales/Order Process using both static and mobile agent and object technologies. A number of key agent types were identified and their role in the resultant system discussed.
The evaluation of the mobile agent system and the mobile object system described in the paper generated two new metrics which can be used to measure the Semantic Alignment of a system with its domain and the Change Capability of a system. Both were found to be useful when attempting to provide measures of a systems agility.
As would be expected, the results provide evidence that the mobile and static elements in the application domain are mapped well onto the mobile and static objects and agents in the implemented systems, and that generally both systems were very change capable. This has to be weighed against the fact that they were designed using OOP principles and built with flexibility in mind. There was no legacy to contend with. In addition, the authors support the idea that alignment of a system with its domain improves the understandability of a system.
Not withstanding the considerations above, the work provides evidence that the mobile code paradigm is useful in providing a mechanism to better reflect the dynamics of a domain within the implementation of an IT system. Although there is little distinction between the mobile object and the mobile agent systems, the work identifies that the added autonomy of a mobile agent system, useful for many established reasons highlighted in the paper, also supports agility better than mobile objects through a better Semantic Alignment and Change Capability. 
