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Le proble`me de la synchronisation
et la conjecture de Cˇerny´∗
Jean-E´ric Pin
Institut de Programmation, CNRS et Universite´ Paris 6 (France)
Riassunto. — Il problema della sincronizzazione e la congettura di Cˇerny´.
Noi diamo una panoramica sul seguende problema (detto il problema della sincronizza-
zione). Sia A = (Q, X) un automa finito. Ogni parola m in X∗ definisce una funzione da Q in
Q ; il rango di m in A e` l’intero Card{qm | q ∈ Q}. Una parola di rango 1 associa a tutti gli
stati un unico stato ed e` detta una parola sincronizzante (se una tale parola esiste l’automa
stesso e` detto “sincronizzante”). Sia A un automa con n stati. Cˇerny´ ha fatto la congettura
che se A e` sincronizzante, allora esiste una parola sincronizzante di lunghezza 6 (n − 1)2.
Una generalizzazione di questa congettura e` che se esiste una parola di rango 6 k in A, allora
esiste una parola cosifatta di lunghezza 6 (n− k)2.
1 Introduction
Ainsi qu’on peut le constater en parcourant le Science Citation Index, le concept de
synchronisation est utilise´ dans de nombreux domaines des sciences exactes et il faut
donc pre´ciser le sens que nous donnons ici a` ce mot.
Rappelons qu’un automate fini A est un triplet compose´ d’un ensemble Q (l’en-
semble des e´tats), d’un ensemble fini X (l’alphabet) et d’une action de chaque e´le´ment
de X sur l’ensemble des e´tats, action qui s’e´tend par associativite´ au mono¨ıde libre
X∗ ; nous noterons simplement qm l’action du mot m sur l’e´tat q. Nous dirons alors
qu’un mot m est synchronisant dans A s’il existe un e´tat q0 tel que qm = q0 pour
tout e´le´ment q de Q. Si un tel mot existe, nous dirons que l’automate A lui-meˆme est
synchronisant.
Intuitivement, un mot synchronisant permet de se ramener a` un e´tat connu q0 a` par-
tir de n’importe quel e´tat de l’automate, donc de re´aliser une sorte de re´initialisation.
Prenons l’exemple d’un de´codeur : s’il rec¸oit par erreur une se´quence de symboles incor-
recte, il sera vraisemblablement de´phase´ par rapport au signal transmis et le message
de´code´ sera inutilisable. Toutefois si le de´codeur est synchronisable, on peut injecter
de temps a` autre un mot synchronisant de fac¸on a` « resynchroniser » le de´codeur. Cet
exemple explique l’importance de la synchronisation en the´orie du codage : pour plus
de de´tails, nous renvoyons le lecteur a` [16, 17].
L’e´tude des mots synchronisants s’inscrit e´galement dans le cadre des « Gedanken
Experiments » sur les automates (Moore [12]). Ce chapitre classique de la the´orie des
automates a e´te´ de´veloppe´ par de nombreux auteurs [1, 9, 26] il y a une dizaine d’anne´es.
Il demeure ne´anmoins plusieurs questions non re´solues, dont justement le proble`me de
la synchronisation, qui consiste a` e´valuer dans un automate synchronisant donne´, la
longueur des mots synchronisants les plus courts. Ce point de vue est domine´ par la
conjecture suivante, due a` Cˇerny´.
∗Article paru dans Non-commutative structures in algebra and geometric combinatorics, A. De luca
(e´d.), pp. 37–48, Quaderni de la Ricerca Scientifica vol. 109, CNR, Roma, 1981.
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Conjecture C1 Dans un automate synchronisant fini a` n e´tats, il existe un mot syn-
chronisant de longueur infe´rieure ou e´gale a` (n− 1)2.
La conjecture originale de Cˇerny´ concerne uniquement les automates synchroni-
sants, mais on peut en donner une ge´ne´ralisation valable pour tous les automates :
puiqu’un mot m de´finit une application de l’ensemble des e´tats dans lui-meˆme, nous
de´finirons le rang de m (note´ rA(m)) comme le cardinal de l’image de cette application
(formellement, rA(m) = Card{qm | q ∈ Q}. Ainsi les mots de rang 1 sont les mots
synchronisants et on peut proposer l’e´nonce´ :
Conjecture C2 Si dans un automate a` n e´tats, il existe un mot de rang infe´rieur ou
e´gal a` k, il existe un tel mot de longueur infe´rieure ou e´gale a` (n− k)2.
On ne connaˆıt aucun contre-exemple a` cette hypothe`se dont la vraisemblance a
e´te´ souligne´e par des calculs sur ordinateur. Il nous parait d’autre part important de
souligner un aspect remarquable de cette nouvelle conjecture, obtenu en intervertissant
k et n− k dans l’e´nonce´ pre´ce´dent :
Conjecture C3 Si dans un automate a` n e´tats, il existe un mot de rang infe´rieur ou
e´gal a` n− c, il existe un tel mot de longueur infe´rieure ou e´gale a` c2.
En d’autres termes, un mot de 9 lettres au plus doit suffire pour « descendre » au
rang n− 3, un mot de 16 lettres au plus doit suffire pour descendre au rang n− 4, etc.
et cela, inde´pendamment du nombre d’e´tats de l’automate.
Le but de cet article est d’exposer les re´sultats obtenus jusqu’ici sur ces questions
en insistant particulie`rement sur les diverses me´thodes utilise´es.
Nous aurons besoin dans la suite de quelques notations. Soit A = (Q,X, δ) un auto-
mate fini ou` Q est l’ensemble des e´tats, X est l’alphabet et δ la fonction de transition.
On notera qm l’action d’un mot m de X∗ sur l’e´tat q et, si S est un sous-ensemble de
Q, Sm l’ensemble {qm | q ∈ S}. De meˆme, on notera qm−1 l’ensemble {q′ | q′m = q} et
Sm−1 l’ensemble {q | qm ∈ S}. |K| de´signera le cardinal de l’ensemble K et, si m est
un mot de X∗, |m| de´signera la longueur de m, le contexte e´vitant toute confusion entre
ces deux notations. Le rang de m dans A est note´ rA(m) = |{qm | q ∈ Q}| = |Qm|.
2 L’optimalite´ des bornes (n− 1)2 et (n− k)2.
Cˇerny´ [2] a de`s l’abord de´monte´ l’optimalite´ de la borne (n− 1)2 en conside´rant les
automates suivants.
An = (Q,X, δ) ou` Q = {0, 1, . . . , n− 1}, X = {x, y}, ix = i et iy = i+ 1 si i 6= n− 1,





















On voit alors que le mot (xyn−1)n−2 est synchronisant de longueur (n − 1)2. On
peut en fait montrer que ce mot synchronisant est le plus court que l’on puisse trouver.
En modifiant le´ge`rement l’automate pre´ce´dent, on peut aussi de´montrer l’optimalite´
de la borne (n − k)2. Soit Q = {0, 1, . . . , n − 1} et K = {0, . . . , n− k} et conside´rons
l’automate An,k = (Q,X, δ) ou` ix = iy = i si i ∈ Q \ K, ix = i, iy = i + 1 si
i ∈ {0, 1, . . . , n− k − 1}, (n− k)x = (n− k)y = 0.
An,k est repre´sente´ par le diagramme
n− 1
n− k + 1n− 2
0
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Comme x et y laissent fixe tout e´tat de Q \ K et que le sous-automate AK =
(K,X, δK) est isomorphe a` An−k+1, tout mot de rang infe´rieur ou e´gal a` k dans An,k
est en fait de rang k exactement et synchronise AK . Puisque AK est isomorphe a`
An−k+1, sa longueur est minore´e par (n− k)2.
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3 La me´thode d’analyse descendante et ses conse´-
quences
Cette me´thode, inaugure´e par Starke [25] est la me´thode qui semble la plus naturelle
et c’est aussi celle qui a e´te´ le plus fre´quemment utilise´e. Elle conduit a` des proble`mes
de nature combinatoire qui ne sont d’ailleurs pas entie`rement re´solus (cf. [19, chapitres
7 et 8].
Le principe est extre`mement simple : conside´rons un automate A = (K,X, δ) a` n
e´tats et recherchons un mot de rang au plus k dans A. Nous chercherons tout d’abord
une lettre x de rang diffe´rent de n et nous poserons K1 = Qx. L’ensemble K1 ve´rifiera
donc |K1| < n. Si K1 a moins de k e´le´ments, c’est termine´ ; sinon, on cherchera un
mot m1 de longueur minimale tel que l’ensemble K2 = K1m1 ve´rifie |K2| < |K1|. Si
|K2| 6 k, c’est termine´. Sinon, on applique le meˆme proce´de´ a` K2, etc. jusqu’a` ce qu’un





m2−→ · · · Kr−1
mr−1
−→ Kr avec |Kr| 6 k.
Le mot xm1 · · ·mr−1 est alors au plus de rang k. Comme on le voit, la me´thode d’ana-
lyse descendante se rame`ne pour l’essentiel a` la re´solution du proble`me suivant :
Proble`me 1 De´terminer un entier p(n, k) tel que pour tout automate A a` n e´tats
et pour toute partie K a` k e´le´ments de l’ensemble des e´tats de A, p(n, k) majore la
longueur du plus petit mot (s’il existe) tel que |Km| < |K|.
Bien que ce proble`me n’ait jamais e´te´ formule´ pour lui-meˆme, on s’aperc¸oit qu’il a
e´te´ e´tudie´ par tous les auteurs ayant travaille´ sur le proble`me de la synchronisation.

















− k + 3 Cˇerny´, Piricka´ et Rosenauerova [4]
p(n, n) = 0, p(n, n− 1) = 3 et, si k 6 n− 2,























ou` a et r sont respectivement le quotient et le reste de la division de n par k.
Une ame´lioration des me´thodes de´veloppe´es en [19] semble pouvoir conduire a` la
majoration p(n, k) 6
(
n− k + 2
2
)
, mais cet e´nonce´ est encore a` l’e´tat de conjecture.
Mais revenons a` l’e´tude de la me´thode. Comme on choisit a` chaque e´tape un motmi
de longueur minimale, on pourrait espe´rer que le mot xm1 · · ·mr−1 finalement obtenu
soit un mot de rang 6 k de longueur minimale. En fait, il n’en est rien, comme le
montre l’exemple suivant. Conside´rons l’automateA4 de´crit au paragraphe pre´ce´dent et
cherchons un mot synchronisant par l’analyse descendante. On constate successivement
que x est la seule lettre de rang diffe´rent de 4 et que Qx = K1 = {0, 1, 2}, puis que
m1 = yyx est le mot le plus court ve´rifiant |K1m1| 6 2. On pose donc K2 = K1yyx =
{1, 3} et on voit alors que yxyyyx est le mot m2 le plus court tel que |K2m2| = 1. Le
mot xm1m2 = xyyxyxyyyx est effectivement synchronisant, mais sa longueur est 10
alors qu’il existe comme on l’a vu un mot synchronisant de longueur 9. . .
Cet exemple et quelques autres que l’on pourra trouver en [19, chapitre 3] illustrent
assez bien les difficulte´s que l’on rencontre lorsqu’on cherche a` re´soudre la conjecture
ge´ne´ralise´e (version (3)) pour c = 3. La me´thode pre´ce´dente ne suffit plus, et on doit
avoir recours a` des arguments combinatoires passablement complique´s.
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Malgre´ ses imperfections, la me´thode d’analyse descendante permet cependant
d’aboutir a` des re´sultats substantiels. Pour la conjecture C1, on a obtenu successi-
vement les majorations suivantes :






n2 + n+ 1 (Starke [25, 26] 1966)
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n3 − n2 −
1
3
n+ 6 (Paterson, communication personnelle

























)n3 + o(n3) (Pin [19] 1978)
Pour la conjecture C3, la meilleure borne est
1
3
c3 − c2 +
14
3
c− 5 (Pin [19] 1978)





6 c 6 n − 1, mais leur
expression est trop complique´e pour eˆtre reproduite ici. On trouvera la valeur de ces
bornes pour n 6 12 en [19, p.117]).
4 La me´thode d’analyse ascendante
Dans la me´thode descendante, on cherchait a` faire descendre le rang de n a` k. La
me´thode ascendante utilise un proce´de´ inverse puisqu’on cherche a` augmenter le rang
de k jusqu’a` n.
On commence par chercher un ensemble K a` k e´le´ments et une lettre x telle que
|Kx−1| > |K|. Posant alors K1 = Kx−1, on cherche alors un mot m1 de longueur
minimale tel que l’ensemble K2 = K1m
−1
1 ve´rifie |K2| > |K1|, puis on applique le
meˆme proce´de´ a` K2 etc. jusqu’a` ce que l’un des Ki soit e´gal a` l’ensemble Q de tous les









2−→ K3 · · · Kr−1
mr−1
−→ Kr = Q
On constate alors que le motmr−1mr−2 · · ·m1x est de rang 6 k. A priori cette me´thode
peut sembler aussi valable que la pre´ce´dente, mais en re´alite´ il y a une diffe´rence
fondamentale. Prenons le cas d’un automate synchronisant. Si l’analyse descendante
permettait dans tous les cas de trouver un mot synchronisant, l’analyse ascendante
peut en revanche e´chouer comme le montre l’exemple suivant :
A = (Q,X, δ)
avec Q = {1, 2, 3, 4, 5}, X = {x}, 1x = 5x = 5, 2x = 3x = 4x = 1.
Le mot x2 est synchronisant. Mais si on applique l’analyse ascendante a` partir de
{1}, on trouve
1x−1 = {2, 3, 4} mais {2, 3, 4} = ∅
(En fait, il aurait fallu partir de {5}).
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Ce phe´nome`ne s’explique par le fait suivant : si K est une partie de l’ensemble des
e´tats et x une lettre, on a |Kx| 6 |K| (le rang de´croit) mais par contre on ne peut
comparer les entiers |Kx−1| et |K|.
Si l’analyse ascendante s’ave`re inefficace dans le cas ge´ne´ral, elle conduit cependant
a` des majorations beaucoup plus pre´cises pour une classe particulie`re d’automates, les
automates fortement transitifs, dont voici la de´finition.
Definition. Soit A = (Q,X, δ) un automate a` n e´tats et Y la partie de X forme´e des
lettres de rang n (ce sont donc les lettres dont l’action est une bijection de Q sur Q).
Si Y ∗ ope`re transitivement sur Q (c’est-a`-dire si pour tout q1, q2 ∈ Q, il existe m ∈ Y ∗
tel que q1m = q2m), on dit que A est fortement transitif.
On a alors le
The´ore`me 1 Soit A = (Q,X, δ) un automate fortement transitif a` n e´tats, avec Q =
{1, 2, . . . , n}. On suppose qu’il existe une lettre x dont l’e´quivalence d’application soit
1, 2, . . . , c+1 / c+2 / c+3 / . . . / n (i.e. telle que 1x = 2x = . . . = (c+1)x et rA = n−c)
avec c > 1. Alors, pour tout entier k tel que n−12 6 k 6 n, il existe un mot de rang
6 k et de longueur 6 (n − k)2 − (n − k − 1)(c − 1) (et donc a fortiori de longueur
6 (n− k)2).
Il est a` remarquer que pour c > 2, ce the´ore`me donne une meilleure borne que la
borne conjecture´e (n − k)2. On notera d’autre part que, contrairement aux e´nonce´s
pre´ce´dents, on ne suppose pas a priori l’existence d’un mot de rang 6 k mais on
de´montre l’existence d’un tel mot.
5 Me´thodes d’alge`bre line´aire
Le principe n’est pas nouveau et a de´ja` e´te´ utilise´ avec succe`s en the´orie des auto-
mates (voir par exemple les articles de Schu¨tzenberger [23] et de Perrin [15, 16] ou le
livre d’Eilenberg [6, p. 145]).
L’ide´e de base est qu’un automate A = (Q,X, δ) ope`re sur le R-espace vectoriel
RQ forme´ des combinaisons line´aires formelles de ses e´tats. Un mot m de X∗ apparait
alors comme un endomorphisme de RQ et on peut lui associer une matrice µ(m). On
constate alors sans peine que µ(uv) = µ(u)µ(v) et que le rang de la matrice µ(m) est
pre´cise´ment e´gal au rang de m dans A.
Une premie`re ide´e, sur laquelle nous reviendrons, consiste a` essayer de formuler,
puis a` re´soudre, une « conjecture de Cˇerny´ » pour les matrices. En fait, comme nous
le verrons plus loin, le proble`me est en ge´ne´ral sans solution et on doit se contenter du
re´sultat partiel suivant :
The´ore`me 2 Soit A = (Q,X, δ) un automate a` n e´tats tel que les matrices {µ(x) |
x ∈ X} soient simultane´ment triangulables dans C. Alors, s’il existe un mot de rang
6 k dans A, il existe un tel mot de longueur 6 (n− k)2.
La seconde me´thode utilisant l’alge`bre line´aire a e´te´ expose´e en de´tail en [22] (ou
en [19, chap. 2]). Nous nous contenterons ici d’en rappeler les principales conse´quences
pour le proble`me de la synchronisation en signalant toutefois qu’elle permet de retrou-
ver les re´sultats classiques de Moore [12] en the´orie des automates.
Les e´nonce´s qui suivent reposent sur la
Proposition 1 Soit A un automate a` n e´tats et w un mot de rang au plus r dans
A. S’il existe un mot de rang 6 r − 1 dans A, il existe un tel mot de longueur 6
2|w|+ n− r + 1.
Le cas particulier ou` w est une lettre me´rite qu’on s’y arreˆte.
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The´ore`me 3 Soit A = (Q,X, δ) un automate a` n e´tats dont une lettre est de rang
r < n. S’il existe un mot de rang 6 r− 1, il existe un tel mot de longueur 6 n− r+3.
Cette borne est optimale.
On constate que cet e´nonce´ permet de re´soudre d’une part la conjecture C2 — dans
un cas bien particulier il est vrai — mais e´galement le proble`me 1, et c’est d’ailleurs
l’un des rares cas ou` l’on sache le re´soudre comple`tement.
En partant du the´ore`me 3 et en appliquant la me´thode d’analyse descendante, on
aboutit aux re´sultats suivants :
The´ore`me 4 Dans un automate synchronisant a` 5 e´tats dont une lettre est de rang
6 3, il existe un mot synchronisant de longueur 6 14. (N.B. La borne optimale est
sans doute 12, mais le proble`me reste ouvert).
The´ore`me 5 Dans un automate synchronisant a` n e´tats posse´dant une lettre de rang
6 1 + log2 n, il existe un mot synchronisant de longueur 6 (n− 1)
2.
6 Une autre me´thode alge´brique
Nous ferons ici appel aux polynoˆmes a` coefficients dans Z pour e´tudier une classe
particulie`re d’automates, les automates circulaires. On dit qu’un automateA = (Q,X, δ)
est circulaire s’il existe une lettre (que nous noterons toujours y) qui induit une permu-
tation circulaire sur l’ensemble des e´tats. La classe des automates circulaires est donc
une sous-classe de la classe des automates fortement transitifs de´crits au paragraphe
pre´ce´dent. On peut e´galement remarquer que les automates An (cf. section 2) sont
circulaires.
L’e´nonce´ qui suit va permettre une e´tude alge´brique de la me´thode d’analyse as-
cendante.
Proposition 2 Soit A = (Q,X, δ) un automate circulaire a` n e´tats dont une lettre x
n’est pas de rang n et soit K une partie non vide Q = {0, 1, . . . , n− 1}. On supposera
que la lettre y induit la permutation (0, 1, . . . , n − 1) sur Q. Si les polynoˆmes XK =∑
x∈K X
k et XQ =
∑
x∈QX
q sont premiers entre eux dans Z[X ], alors il existe un
entier r 6 n− 1 tel que |K(xyr)−1| > |K|.
Si le nombre d’e´tats est premier, le polynoˆmeXQ = 1+X+· · ·Xn−1 est irre´ductible
dans Z[X ] et tout polynoˆme XQ = 1 +X + . . .+Xn−1 est irre´ductible dans Z[X ] et
tout polynoˆme XK avec K 6= ∅, Q est premier avec XQ, ce qui permet une application
re´pe´te´e de la proposition pre´ce´dente. Par analyse descendante, on obtient le
The´ore`me 6 Dans un automate circulaire a` n e´tats (n premier) dont une lettre x
n’est pas de rang n, il existe un mot synchronisant de longueur infe´rieure ou e´gale a`
(n− 1)2.
En utilisant simultane´ment le the´ore`me 1, on obtient le
The´ore`me 7 Soit A = (Q,X, δ) un automate circulaire a` n e´tats avec n premier. On
suppose qu’il existe une lettre x de rang n− c 6= n et ve´rifiant |sx−1| = c+ 1 pour un
e´tat s de Q. Alors, pour tout entier k tel que 1 6 k 6 n, il existe un mot de rang 6 k
et de longueur 6 (n− k)2.
Le the´ore`me 6 de´montre la conjecture (C1) pour les automates circulaires dont le
nombre d’e´tats est premier. On sait d’autre part que la borne (n − 1)2 est optimale
puisqu’elle est atteinte par les automates An (qui sont effectivement des automates
circulaires comme nous l’avons dit), mais on peut se demander si ce sont les seuls
automates a` atteindre cette borne. La re´ponse est oui, a` peu de choses pre`s, pour
n > 5 premier :
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The´ore`me 8 Dans un automate circulaire A = (Q,X, δ) a` n e´tats (n premier) dont
une lettre x n’est pas de rang n, il existe un mot synchronisant de longueur infe´rieure
ou e´gale a` (n−1)2. Si la borne (n−1)2 est optimale et si n > 5, l’automate An s’obtient
a` partir de A en identifiant les lettres qui ont la meˆme action sur Q et en supprimant
celles qui induisent l’identite´.
7 Extensions et re´ductions du proble`me de la syn-
chronisation
En guise de conclusion, nous allons essayer de replacer le proble`me de la synchro-
nisation dans un contexte aussi ge´ne´ral que possible. Paralle`lement nous montrerons
comment ramener l’e´tude ge´ne´rale de la conjecture au cas des automates transitifs.
Commenc¸ons par une de´finition :
Nous appellerons automate non comple`tement spe´cifie´ un triplet A = (Q,X, δ) ou`
Q est l’ensemble des e´tats, X l’alphabet et ou` la fonction de transition δ de´finit une
action partielle des e´le´ments de X sur Q (autrement dit δ est une application d’une
partie de Q×X vers Q). La notion de rang est de´finie de la meˆme fac¸on que pour les
automates et on peut e´noncer une conjecture analogue a` (C2) :
Conjecture C4 Si dans un automate non comple`tement spe´cifie´ a` n e´tats, il existe
un mot de rang infe´rieur 6 k, il existe un tel mot de longueur 6 (n− k)2.
En fait cette ge´ne´ralisation n’est qu’apparente, en vertu du
The´ore`me 9 Les conjectures (C2) et (C4) sont e´quivalentes.
Une autre extension a` laquelle nous avons de´ja` fait allusion concerne les automates
probabilistes, dont nous ne redonnerons pas ici la de´finition pre´cise : il nous suffira
de savoir que l’on dispose d’un morphisme de mono¨ıde µ de X∗ dans un mono¨ıde de
matrices n×n a` coefficients dans Q (ou dans un corps K quelconque si on veut encore
ge´ne´raliser). Le rang d’un mot m se de´finit alors comme le rang de la matrice µ(m) et
un mot synchronisant est un mot de rang 6 1.
Malheureusement, Kfoury [8] a prouve´, en s’appuyant sur un re´sultat de Paterson
[13], que pour n > 4, la question de savoir si un automate probabiliste a` n e´tats e´tait
synchronisant ou pas e´tait un proble`me re´cursivement inde´cidable, ce qui exclut la
possibilite´ d’envisager une conjecture de Cˇerny´ pour ce type d’automates.
Cependant on peut songer a` e´tudier de fac¸on analogue certains semigroupes en-
gendre´s par un nombre fini de matrices a` coefficients dans un corps puisqu’on sait,
depuis les travaux de Jacob [7], que la finitude d’un tel semigroupe est de´cidable. Un
autre cas inte´ressant ou` interviennent les matrices est celui des “mono¨ıdes de relations”.
On peut en effet associer a` toute relation R sur l’ensemble E = {1, 2, . . . , n} une
matrice d’incidence µ(R) de´finie par
(µ(R))i,j =
{
1 si i R j
0 sinon.
SiR et S sont deux relations, la matrice µ(RS) est e´gale au produit boole´en des matrices
µ(R) et µ(S). Si J de´signe la relation universelle, sa matrice µ(J) est la matrice dont
tous les coefficients sont e´gaux a` 1.
Il existe a` propos des matrices de relations un proble`me bien connu qui semble eˆtre
duˆ a` Wielandt [27]. Soit R une relation dont l’une des puissances Rk est e´gale a` J .
Montrer que l’on peut choisir k infe´rieur ou e´gal a` (n− 1)2 + 1 (la borne (n− 1)2 + 1
est optimale, cf. Wielandt [27]).
Ce proble`me a e´te´ re´solu par de nombreux auteurs. La meilleure de´monstration
nous paraˆıt eˆtre celle de Perkins [14], mais le lecteur de´sireux d’avoir une bibliographie
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plus comple`te sur la question pourra consulter les articles de Markowsky [11] et de
Dulmage et Mendelsohn [5]. Quoi qu’il en soit, l’analogie avec la conjecture de Cˇerny´
est frappante et nous conduit a` proposer le proble`me plus ge´ne´ral suivant :
Soient R1, . . . , Rp des relations sur l’ensemble R = {1, . . . , n}. Ces relations en-
gendrent un certain mono¨ıde de relations M . Si la relation J est dans M , J s’e´crit
comme produit de relations prises parmi les R1, . . . , Rp. Conside´rons alors un produit
ayant le moins de facteurs possibles :
J = Rσ(1)Rσ(2) · · ·Rσ(m)
ou` σ est une application de {1, . . . ,m} dans {1, . . . , p}.
Proble`me 2 Montrer qu’il existe un entier K(n) ne de´pendant que de n tel que m 6
k(n). De´terminer la meilleure valeur pour K(n).
On montre tre`s facilment que K(n) existe, et avec un peu d’optimisme, on peut
toujours espe´rer que K(n) est un polynoˆme du second degre´ en n. . .
Pour finir nous allons maintenant montrer comment restreindre le proble`me de la
synchronisation graˆce au re´sultat suivant :
Proposition 3 Soit A un automate, A2 un sous-automate de A et A1 l’automate
quotient A/A2. Si la conjecture (C1) — resp. (C2) — est ve´rifie´e par A1 et A2, elle
est ve´rifie´e pour A.
On en de´duit alors sans trop de difficulte´s le re´sultat annonce´ plus haut (rappelons
a` ce sujet qu’un automate A = (Q,X, δ) est transitif si pour tout q1, q2 ∈ Q, il existe
m ∈ X∗ tel que q1m = q2).
The´ore`me 10 Si la conjecture (C1) — resp. (C2) — est vraie pour tous les automates
transitifs, elle est vraie pour tous les automates.
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