Abstract. In this paper we prove that for a general tree T , if A is T-TP, all the submatrices of A associated with the deletion of pendant vertices are P -matrices, and det A > 0, then the smallest eigenvalue has an eigenvector signed according to T .
is T-TP if, for every path P in T , A[P] is TP.
For a T-TP matrix, properly less is required than for a TP matrix; moreover, like TP matrices, T-TP matrices are entry-wise positive since all the entries in a TP matrix are positive, a ij is positive for all i and j and we only consider connected trees.
In fact, if T is a path with vertices labelled in natural order, a T-TP matrix is TP, and by definition it is straightforward that Adj(A) has all positive entries, and if the path is labelled in some other way, a T-TP matrix is permutation similar to a TP matrix. Thus the result for paths is obvious.
While if T is a tree but not a path, only certain (re-ordered) proper principal submatrices of a T-TP matrix are required to be TP and the matrix itself need not be permutation similar to a TP matrix.
There are many strong structural properties present in a TP matrix [3] . Among them is the fact that the eigenvalues are real, positive and distinct, where the largest one the Perron root and its eigenvector may be taken to be positive. The fact that this property of a TP matrix holds for T-TP matrices is clear from the fact that the entries are positive.
J. Garloff relayed an old conjecture of A. Neumaier -we refer to this as "the T-TP conjecture"-that for any tree T , the eigenvector associated with the smallest eigenvalue of a T-TP matrix should be signed according to the labelled tree T . More detailed information regarding T-TP matrices and the T-TP conjecture can be found in [2] .
We find here that the T-TP conjecture is correct for any trees whenever the matrix associated has positive determinant and all the submatrices of it associated with the deletion of pendant vertices are P -matrices.
However although these conditions are sufficient are not necessary because it is possible to find matrices with negative determinant that are T-TP.
Our arguments will heavily appeal to the adjoint of a T-TP matrix (or one satisfying additional hypotheses), as a surrogate for the inverse, and we frequently use Sylvester's determinantal identity [1] , along with ad hoc arguments, to determine the sign pattern of the adjoint.
The version of Sylvester's identity we shall often use is the following [4] :
in which α and β are index sets of the same size, α ′ (resp. β ′ ) is α (resp. β) without the last index, ′ α (resp. ′ β) is α (resp. β) without the first index, and
α (resp. β) without the first index and last index. Note that, above, as throughout, these index sets are ordered. We also will denote byÃ the Adjoint of the matrix A, and by A[α; β] := det A(α; β) for any indices α and β, with |α| = |β|.
Once presented the basics let us state the main results of the paper.
where ℵ is the ordered index from 1 to n without entries i, j and k.
Proof. WLG we can assume 1 ≤ i < j < k ≤ n. By definition,
where by ℵ (l) we mean the index ℵ with the entry l in its correct position, for l = i, j, k; and r is the last entry of ℵ.
On the other hand,
.
Thus using the last two expressions we get
2. The main result for a general connected tree. Theorem 2.1. Let T be a general tree. Suppose that A is T-TP, with det A > 0 and that all the submatrices of A associated with the deletion of pendant vertices are P-matrices. Then, the smallest eigenvalue of A is real, has multiplicity one and has an eigenvector signed according to T .
Proof. Let us prove the result by induction on the number of vertices n, n ≥ 2, of the tree T . The cases 2 ≤ n ≤ 4 were proven in [2] , so let us assume that the result hods for 2 ≤ n < N , let us going to prove that the result also holds for n = N .
If we denote by σ k the sign of the vertex k in the graph (with N vertices) then, we are going to prove that
here δ i,j is the Kronecker's symbol.
Thus, if (2.1) holds then the sign of each entry of the matrix
is positive, where C T denotes the transpose of the matrix C. Let us start proving (2.1) for pendant vertices: WLOG we can assume that T has, at least, 3 pendant vertices since, otherwise, it will be a chain and this case is straightforward.
Lemma 2.2. For any two different pendant vertices, p 1 and p 2 , sign( a p1,p2 ) = σ p1 σ p2 .
Proof. It is clear that, after removing a pendant vertex of a tree, we still have a tree with one vertex less, i.e. the new tree has N − 1 vertices, therefore we can apply the mathematical induction hypothesis, thus we get
Remark 2.3. Notice that, since the tree has at least 3 pendant vertices, we have rearranged the entries of ℵ in such a way the last element of ℵ is the pendant vertex ℓ, i.e. ℵ ′ ∪ {ℓ} = ℵ; while, for example, a p1,p2 | ℓ represents the entry (p 1 , p 2 ) of the adjoint of the (N − 1) × (N − 1) submatrix of A where the ℓth row and ℓth column are removed, in fact by hypothesis sign( a p1,p2 | ℓ ) = σ p1 σ p−2 .
Next, by using Lemma 1.2, we are going to prove that the row (and column) of adj(A) associated to a pendant vertex also fulfills (2.1).
Lemma 2.4. For any pendant vertex
Proof. If i is a pendant vertex, i = p, the result follows from Lemma 2.2; and if i = p the result follows, by mathematical induction hypothesis, since p is a pendant vertex, therefore sign( a p,p ) > 0, and σ p σ p is also positive. If i is not a pendant vertex then setting in Lemma 1.2 j as another pendant vertex and k = p, by hypothesis and mathematical induction hypothesis, we get,
and therefore sign( a p,i ) = σ p σ i .
Finally, the last step is to prove that any other entry of the adjoint matrix adj(A) also has the right sign. To do this, and due the structure of the matrix A, we need to do it in two steps: Lemma 2.5. For any pair (i, j), with i and j no pendant vertices, such that there exists a pendant vertex p so that 1 ≤ i, j < p or p < i, j ≤ n,
Proof. Let us prove it by reductio ad absurdum. If we assume that sign( a i,j ) = −σ i σ j then, by one side, Therefore sign( a k,i ) = σ k σ i .
Furthermore, taking into account the symmetry of the indices we prove (2.1) for any indices 1 ≤ i, j ≤ n = N , hence result follows.
