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Abstract. In this article, we revisit some block matrix construction methods and use them to derive various general
expansion formulas for calculating the ranks of matrix expressions. As applications, we derive a variety of interesting
rank equalities for matrix expressions composed by idempotent matrices, and present their applications in the charac-
terization of some matrix equalities for generalized inverses of partitioned matrices.
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1 Introduction
Throughout this article, let Cm×n denote the set of all m × n complex matrices; A∗, r(A), and R(A) be the
conjugate transpose, the rank, and the range (column space) of a matrix A ∈ Cm×n, respectively; Im be the
identity matrix of order m; and [A, B ] be a row block matrix consisting of A and B. We next introduce the
definition and notation of generalized inverses of matrix. The Moore–Penrose inverse of A ∈ Cm×n, denoted by
A†, is the unique matrix X ∈ Cn×m satisfying the four Penrose equations
(i) AXA = A, (ii) XAX = X, (iii) (AX)∗ = AX, (iv) (XA)∗ = XA. (1.1)
A matrix X is called an {i, . . . , j}-generalized inverse of A, denoted by A(i,...,j), if it satisfies the ith,. . . , jth
equations. The collection of all {i, . . . , j}-generalized inverses ofA is denoted by {A(i,...,j)}. The eight commonly-
used generalized inverses of A are A†, A(1,3,4), A(1,2,4), A(1,2,3), A(1,4), A(1,3), A(1,2), and A(1). Furthermore,
let PA = AA
†, EA = Im − AA†, and FA = In − A†A stand for the three orthogonal projectors induced by A.
Moreover, a matrix X is called a {1}-inverse of A, denoted by A−, if it satisfies AXA = A; the collection of
all A− is denoted by {A−}. The Drazin inverse of a square matrix M , denoted by X = MD, is defined to be
the unique solution X to the following three matrix equations M tXM = M t, XMX = X and MX = XM ,
where t is the index of M , i.e., the smallest nonnegative integer t such that r(M t) = r(M t+1). When t = 1, X
is also called the group inverse of M and is denoted by M#. See e.g., [39,60,197] for more issues on generalized
inverses of matrices.
The rank of matrix is a quite basic concept in linear algebra, which may be defined by different manners
and can be calculated directly by transforming the matrix to certain row and/or column echelon forms. One of
the most important applications of ranks of matrices is to describe singularity and nonsingularity of matrices,
as well as the dimensions of row and column spaces of the matrices. Thus, people would always be of interest in
establishing various simple and valuable formulas for calculating the ranks of matrices under various assump-
tions. One of the best-known fundamental formulas for ranks of matrices is r(A) = r(PAQ) provided P and
Q are two nonsingular matrices, and people used it to derive numerous interesting and useful rank equalities
for different choice of the matrices A, P , and Q. It is well known in linear algebra that people can establish
rank formulas from block matrices and their elementary operations. In this article, we revisit this time-honored
trick through some examples and show how to establish various valuable formulas for calculating the ranks of
matrices using the block matrix method. As applications, we solve many some matrix equality problems on
idempotent matrices and generalized inverses under various assumptions.
2 How to establish rank formulas for specified block matrices
It has a long history in linear algebra to establish simple and useful equalities for ranks of matrices using
various tricky elementary operations of matrices. Especially, there is a major route to derive matrix rank
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formulas through various specific block matrix constructions. For instance, the following rank formulas in linear
algebra
r( Im −A2 ) = r( Im +A ) + r( Im −A )−m, (2.1)
r(A±A2 ) = r(A) + r( Im ±A )−m, (2.2)
r(A±A3 ) = r(A) + r( Im ±A2 )−m, (2.3)
r[A( Im ±A )2 ] = r(A) + r[ ( Im ±A )2 ]−m, (2.4)
r( Im −AB ) + n = r( In −BA ) +m, (2.5)
r(A−AXBY A ) + r(B) = r(B −BY AXB ) + r(A) (2.6)
for any matrices A, B, X , and Y of the appropriate sizes and the following rank formula
r[(Im − P −Q+QP ) = m− r(P ) − r(Q) + r(PQ) (2.7)
for any two idempotent matrices P and Q of the same size are simple and well known, which can be established
by calculating the ranks of the following specified two-by-two block matrices[
Im Im +A
Im −A 0
]
,
[
Im Im ±A
A 0
]
,
[
Im Im ±A2
A 0
]
,
[
Im (Im ±A)2
A 0
]
,[
Im A
B In
]
,
[
A AXB
BY A B
]
,
[
Im Q
P 0
]
,
respectively; see, e.g., [1, 163, 218, 233]. These rank formulas can directly be used to characterize algebraic
properties of the matrices in the formulas, such as, nullity, singularity, nonsingularity, etc., and of course are
basic issues in many textbooks in linear algebra and matrix theory. It seems more natural to consider consecutive
subsequences of these block matrices and to extend such kind of rank formulas to general settings under various
assumptions. The principal issue dealt with here is to what extent these formulas generalize to cases with
multiple matrices. In first half of this section, we derive three general rank formulas using block matrices
composed by general solutions of several consistent linear matrix equations. We then present a variety of simple
and interesting consequences for idempotent matrices in the formulas.
Theorem 2.1. Let M ∈ Cm×m be given, and assume that X, Y ∈ Cm×m are solutions of the following three
matrix equations
MX = X, YM = Y, MY = XM. (2.8)
Then the rank of X − Y can be calculated by the expansion formula
r(X − Y ) = r
[
X
Y
]
+ r[X, Y ]− r(X)− r(Y ). (2.9)
Proof. We first construct a block matrix from X and Y as follows
N =

−X 0 X0 Y Y
X Y 0

. (2.10)
Then it is easy to verify that
P1NQ1 =

Im 0 00 Im 0
Im −Im Im

N

Im 0 Im0 Im −Im
0 0 Im

 =

−X 0 00 Y 0
0 0 X − Y

, (2.11)
and from (2.8) that
P2NQ2 =

Im 0 M0 Im 0
0 0 Im

N

Im 0 00 Im 0
0 −M Im

 =

 0 0 X0 0 Y
X Y 0

. (2.12)
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Since P1, Q1, P2, and Q2 are nonsingular matrices, both (2.11) and (2.12) imply that
r(N) = r(P1NQ1) = r

−X 0 00 Y 0
0 0 X − Y

 = r(X − Y ) + r(X) + r(Y ), (2.13)
r(N) = r(P2NQ2) = r

 0 0 X0 0 Y
X Y 0

 = r[X
Y
]
+ r[X, Y ]. (2.14)
Combining (2.13) and (2.14) leads to (2.9).
Theorem 2.2. Let A, B ∈ Cm×m be given, and assume that X, Y ∈ Cm×m are solutions of the following
equations
AX = X, Y B = Y, AY = XB. (2.15)
Then the rank of X − Y can be calculated by the expansion formula
r(X − Y ) = r
[
X
Y
]
+ r[X, Y ]− r(X)− r(Y ). (2.16)
Proof. It is easy to verify from (2.15) and elementary matrix transformations that the rank of N in (2.10) is
r(N) = r

 0 AY X0 Y Y
X Y 0

 = r

 0 XB X0 Y B Y
X Y 0

 = r

 0 0 X0 0 Y
X Y 0

 = r[X
Y
]
+ r[X, Y ]. (2.17)
Combining (2.13) and (2.17) leads to (2.16).
Theorem 2.3. Let A, B ∈ Cm×m be given, and assume that X ∈ Cm×n and Y ∈ Cm×p are solutions of the
following equations
AX = X, BY = Y, R(X) ⊇ R(AY ), R(Y ) ⊇ R(BX). (2.18)
Then the following rank equality holds
r[AY, BX ] = r[X, Y ] + r(AY ) + r(BX)− r(X) − r(Y ). (2.19)
Proof. Construct a block matrix from X , Y , AY , and BX as follows
N =

X 0 AY 00 Y 0 BX
X Y 0 0

. (2.20)
Then it is easy to verify under (2.18) that
r(N) = r

X 0 0 00 Y 0 0
0 0 −AY −BX

 = r[AY, BX ] + r(X) + r(Y ), (2.21)
and that
r(N) = r

 0 −AY AY 0−BX 0 0 BX
X Y 0 0

 = r

 0 0 AY 00 0 0 BX
X Y 0 0

 = r[X, Y ] + r(AY ) + r(BX). (2.22)
Combining (2.21) and (2.22) leads to (2.19).
The matrix equations in (2.8), (2.15), and (2.18) are quite fundamental in matrix analysis, and have been
widely studied in theory and applications,; see [166]. Under the assumptions of these equations, (2.9), (2.16),
and (2.19) link the solutions of these matrix equations and their operations. In this situation, there is a very
strong intrinsic mathematical motivation to establish concrete rank formulas from (2.8), (2.15), and (2.18) for
various solutions of the matrix equations.
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Recall that a square matrix A is said to be idempotent if A2 = A. An idempotent matrix is often called
an oblique projector whose null space is oblique to its range, in contrast to orthogonal projector, whose null
space is orthogonal to its range. idempotents can be defined in more general algebraic structures, and are
important tools in the investigation of the algebraic structures. As is known to all, idempotent matrices have
strikingly simple and interesting properties, and one of such properties is that any idempotent matrix A can
be decomposed as A = Pdiag(Ik, 0)P
−1, where k is the rank of A, while any Hermitian idempotent matrix A
admits the decomposition A = Pdiag(Ik, 0)P
∗, where P−1 = P ∗. Idempotent matrices arise naturally in the
theory of generalized inverses of matrices, and are a class of fundamental objects of study in matrix analysis.
For instance,
(a) the pair of the two ordered products AA− and A−A are always idempotent matrices for any generalized
inverse A− of A;
(b) both AA† and A†A are Hermitian idempotent matrices for the Moore–Penrose inverse A† of A;
(c) the matrix X(X∗V X)†X∗V is always idempotent. This matrix often occurs in the weighted least-squares
estimation problems in linear regression analysis.
Many other types of matrix can be converted into idempotent matrices through some elementary operations.
For instance,
(d) if A2 = −A, then (−A)2 = −A, i.e., −A is idempotent;
(e) if A2 = Im, then ( Im ±A )/2 are idempotent; if A2 = −Im, then (Im ± iA)/2 are idempotent;
(f) the product B(AB)†A, as well as BC(ABC)†A, and C(ABC)†AB are idempotent.
Any matrix A satisfying a quadratic equation A2 + aA+ bIm = 0 can be written as [A− (a/2)Im ]2 = ( a2/4−
b )Im. If a
2/4 − b 6= 0, then we can also construct an idempotent matrix from this equality. Through these
transformations, various results on idempotent matrices can be extended to other types of quadratic matrices.
There is a substantial literature related to the approaches on idempotent matrices and related topics; see
e.g., [4,6,13,14,18,24–36,41,48–50,52–54,62,63,66,76,78,80–82,84,86,87,94,97,100,101,107–111,113–115,117–
119, 123, 128, 129, 132, 133, 136, 141, 143–145, 147–155, 157, 159, 168, 170, 171, 173, 176–180, 186, 188–191, 193, 195,
206, 210, 214–216, 219, 224, 225, 227, 229, 234–236, 238, 240, 243, 244, 249, 250, 253, 254, 264], and one of the main
contributions in this respect is establishing various analytical and valuable formulas for calculating ranks of
various matrix expressions composed by idempotent matrices; see e.g., [65, 144, 230–232, 260–262, 265] among
others.
Armed with the results in Theorems 2.1–2.3, we can establish many expansion formulas for calculating ranks
of matrix expressions composed by idempotent matrices, and to present their consequences on the relationships
among the idempotent matrices which, as we shall see later, are the basis for the theory of ranks of idempotent
matrices.
Theorem 2.4. Let A and B be two idempotent matrices of the same size. Then the following rank equalities
r[ (AB)k, (BA)k ] = r[A, B ] + r[(AB)k] + r[(BA)k ]− r(A) − r(B), (2.23)
r[ (AB)kA, (BA)kB ] = r[A, B ] + r[(AB)kA] + r[(BA)kB]− r(A) − r(B), (2.24)
r
[
(AB)k
(BA)k
]
= r
[
A
B
]
+ r[(AB)k] + r[(BA)k]− r(A) − r(B), (2.25)
r
[
(AB)kA
(BA)kB
]
= r
[
A
B
]
+ r[(AB)kA] + r[(BA)kB]− r(A) − r(B), (2.26)
r[ (AB)k − (BA)k ] = r
[
(AB)k
(BA)k
]
+ r[ (AB)k , (BA)k ]− r[(AB)k]− r[(BA)k ], (2.27)
r[ (AB)k − (BA)k ] = r
[
A
B
]
+ r[A, B ] + r[(AB)k] + r[(BA)k ]− 2r(A) − 2r(B), (2.28)
r[ (AB)kA− (BA)kB ] = r
[
(AB)kA
(BA)kB
]
+ r[ (AB)kA, (BA)kB ]− r[(AB)kA]− r[(BA)kB], (2.29)
r[ (AB)kA− (BA)kB ] = r
[
A
B
]
+ r[A, B ] + r[(AB)kA] + r[(BA)kB]− 2r(A)− 2r(B) (2.30)
hold for all integers k ≥ 1. In particular, the following consequences hold:
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(a) r[ (AB)k , (BA)k ] = r[(AB)k ] + r[(BA)k ] ⇔ r[A, B ] = r(A) + r(B) ⇔ R[(AB)k] ∩R[(BA)k] = {0} ⇔
R(A) ∩R(B) = {0}.
(b) r[ (AB)k , (BA)k ] = r[A, B ] ⇔ R[(AB)k] = R(A) and R[(BA)k] = R(B).
(c) (AB)k = (BA)k ⇔ R[(AB)k] = R[(BA)k] and R[(A∗B∗)k] = R[(B∗A∗y)k] ⇔ r[A, B ] = r(A) + r(B)−
r[(AB)k ] and r
[
A
B
]
= r(A) + r(B) − r[(BA)k ].
(d) r[ (AB)kA, (BA)kB ] = r[(AB)kA]+r[(BA)kB]⇔ r[A, B ] = r(A)+r(B) ⇔ R[(AB)kA]∩R[(BA)kB] =
{0} ⇔ R(A) ∩R(B) = {0}.
(e) r[ (AB)kA, (BA)kB ] = r[A, B ] ⇔ R[(AB)kA] = R(A) and R[(BA)kB] = R(B).
(f) (AB)kA = (BA)kB ⇔ R[(AB)kA] = R[(BA)kB] and R[(A∗B∗)kA∗] = R[(B∗A∗)kB∗] ⇔ r[A, B ] =
r(A) + r(B)− r[(AB)kA] and r
[
A
B
]
= r(A) + r(B) − r[(BA)kB].
Proof. Let X = (AB)k−1A and Y = (BA)k−1B, as well as X = (AB)k and Y = (BA)k, as well as respectively.
Then they satisfy (2.18). In such cases, (2.19) becomes (2.23) and (2.24), respectively. Eqs. (2.25) and (2.26)
are established by taking transpose of (2.23) and (2.24), respectively.
Let M = A, X = (AB)k, and Y = (BA)k. Then they satisfy (2.8), thus (2.9) becomes (2.27).
Let X = (AB)kA and Y = (BA)kB. Then they satisfy (2.15), thus (2.16) becomes (2.29).
Substituting (2.23)–(2.26) into (2.27) and (2.29) yields (2.28) and (2.30), respectively. Results (a)–(f) follow
directly from (2.23), (2.24), and (2.27)–(2.30).
Some of (2.23)–(2.30) were established in the literature; see, e.g., [230–232,260,265]. By a similar approach,
we can also establish a general rank formula associated with a family of idempotent matrices of the same size.
Theorem 2.5. Let A1, A2, . . . , Ak be a family of idempotent matrices of the same size, and denote
A = [A1, A2, . . . , Ak] and Âi = [A1, . . . , Ai−1, 0, Ai+1, . . . , Ak]. (2.31)
Then they satisfy the following rank identity
r[A1Â1, A2Â2, . . . , AkÂk] = r(A1Â1) + r(A2Â2) + · · ·+ r(AkÂk) + r(A) − r(A1)− r(A2)− · · · − r(Ak).
(2.32)
In particular, the following results hold:
(a) r[A1Â1, A2Â2, . . . , AkÂk] = r(A1Â1) + r(A2Â2) + · · · + r(AkÂk) if and only if r(A) = r(A1) + r(A2) +
· · ·+ r(Ak).
(b) r[A1Â1, A2Â2, . . . , AkÂk] = r(A) if and only if R(AiÂi) = R(Ai), i = 1, 2, . . . , k.
(c) If A1Â1 = A2Â2 = . . . = AkÂk = 0, then r(A) = r(A1) + r(A2) + · · ·+ r(Ak).
(d) r(A) ≥ r(A1) + r(A2) + · · ·+ r(Ak)− r(A1Â1)− r(A2Â2)− · · · − r(AkÂk) holds.
Proof. From the given matrices, we construct a block matrix as follows
M =


A1 0 · · · 0 A1Â1 0 · · · 0
0 A2 · · · 0 0 A2Â2 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · Ak 0 0 · · · AkÂk
A1 A2 · · · Ak 0 0 · · · 0

 . (2.33)
We then apply elementary block matrix operations to this X to obtain the following rank equality
r(X) = r


A1 0 · · · 0 0 0 · · · 0
0 A2 · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · Ak 0 0 · · · 0
0 0 · · · 0 −A1Â1 −A2Â2 · · · −AkÂk


= r(A1) + r(A2) + · · ·+ r(Ak) + r[A1Â1, A2Â2, . . . , AkÂk]. (2.34)
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Also by elementary block matrix operations and the idempotency of A1, A2, . . . , Ak, we obtain the following
rank equality
r(M) = r


0 −A1A2 · · · −A1Ak A1Â1 0 · · · 0
−A2A1 0 · · · −A2Ak 0 A2Â2 · · · 0
...
...
. . .
...
...
...
. . .
...
−AkA1 −AkA2 · · · 0 0 0 · · · AkÂk
A1 A2 · · · Ak 0 0 · · · 0


= r


0 0 · · · 0 A1Â1 0 · · · 0
0 0 · · · 0 0 A2Â2 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 0 0 0 · · · AkÂk
A1 A2 · · · Ak 0 0 · · · 0


= r(A1Â1) + r(A2Â2) + · · ·+ r(AkÂk) + r(A). (2.35)
Combining (2.34) and (2.35) leads to (2.32). Results (a) and (b) follow directly from (2.32).
Eq. (2.32) shows that all idempotent matrices are linked one another through certain simple but nontrivial
rank formulas, so that we can conveniently use them to discuss relationships among all idempotent matrices
under various circumstances. It is easy to see that (2.32) for k = 2 and (2.23) for k = 1 are the same. For k = 3
in (2.32), we obtain the following appealing results on the relationships among any three idempotent matrices
of the same size.
Corollary 2.6. Let A, B, and C be three idempotent matrices of the same size. Then
r[A, B, C ] = r(A) + r(B) + r(C) − r[AB, AC ]− r[BA, BC ]− r[CA, CB ]
+ r[AB, AC, BA, BC, CA, CB]. (2.36)
If AB = BA, AC = CA, and BC = CB, then
r[A, B, C ] = r(A) + r(B) + r(C) − r[AB, AC ]− r[BA, BC ]− r[CA, CB ] + r[AB, AC, BC ]. (2.37)
In particular, the following results hold.
(a) r[A, B, C ] = r(A)+r(B)+r(C) if and only if r[AB, AC, BA, BC, CA, CB] = r[AB, AC]+r[BA, BC ]+
r[CA, CB ].
(b) r[AB, AC, BA, BC, CA, CB] = r[A, B, C ] if and only if R[AB, AC ] = R(A), R[BA, BC ] = R(B),
and R[CA, CB ] = R(C).
(c) If AB = BA = AC = CA = BC = CB = 0, then r[A, B, C ] = r(A) + r(B) + r(C).
(d) r[A, B, C ] ≥ r(A) + r(B) + r(C) − r[AB, AC ]− r[AB, BC ]− r[AC, BC ] holds.
Corollary 2.7. Let A, B, and C be three matrices with the same row number, and denote PA = AA
†, PB = BB
†,
and PC = CC
†. Then
r[A, B ] = r(A) + r(B) − r(PAPB)− r(PBPA) + r[PAPB, PBPA ], (2.38)
r[A, B, C ] = r(A) + r(B) + r(C) − r[PAPB , PAPC ]− r[PBPA, PBPC ]− r[PCPA, PCPB ]
+ r[PAPB , PAPC , PBPA, PBPC , PCPA, PCPB]. (2.39)
In particular, the following results hold.
(a) r[A, B ] = r(A)+ r(B) ⇔ r[PAPB, PBPA ] = r(PAPB)+ r(PBPA) ⇔ R(A)∩R(B) = {0} ⇔ R(PAPB)∩
R(PBPA) = {0}.
(b) r[A, B ] = r(A) + r(B)− r(PAPB) ⇔ r[PAPB , PBPA ] = r(PAPB) = r(PBPA) ⇔ R(PAPB) = R(PBPA)
⇔ PAPB = PBPA.
(c) r[A, B ] = r[PAPB, PBPA ] ⇔ r(A∗B) = r(A) = r(B).
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(d) r[A, B, C ] = r(A) + r(B) + r(C) ⇔ r[PAPB, PAPC , PBPA, PBPC , PCPA, PCPB] = r[PAPB, PAPC ] +
r[PBPA, PBPC ] + r[PCPA, PCPB ].
(e) r[A, B, C ] = r(A)+r(B)+r(C)−r(PAPB)−r(PAPC)−r(PBPC)⇔ r[PAPB, PAPC , PBPA, PBPC , PCPA, PCPB] =
r[PAPB , PAPC ] + r[PBPA, PBPC ] + r[PCPA, PCPB ]− r(PAPB)− r(PAPC)− r(PBPC).
One of the well-known problems in the theory of generalized inverses is to determine the relationships among
generalized inverses of a block and its submatrices. For instance,
[
A−
B−
]
is a generalized inverse of [A, B ] if and
only if [A, B ]
[
A−
B−
]
[A, B ] = [A, B ] by definition. On the other hand, it is easy to verify that
[A, B ]− [A, B ]
[
A−
B−
]
[A, B ] = [A, B ]− [ (AA− +BB−)A, (AA− +BB−)B ]
= −[BB−A, AA−AB ] (2.40)
holds for all A− and B−. Applying (2.32) to (2.40) yields the following result.
Corollary 2.8. Let A ∈ Cm×n and B ∈ Cm×p. Then the two matrices and their generalized inverses A− and
B− satisfy the following rank identity
r
(
[A, B ]− [A, B ]
[
A−
B−
]
[A, B ]
)
= r(AA−B) + r(BB−A) + r[A, B ]− r(A) − r(B). (2.41)
In particular, the following results hold.
(a) The maximum and minimum ranks of (2.40) with respect to A− and B− are given by
max
A−,B−
r
(
[A, B ]− [A, B ]
[
A−
B−
]
[A, B ]
)
= r[A, B ]− |r(A) − r(B)|, (2.42)
min
A−,B−
r
(
[A, B ]− [A, B ]
[
A−
B−
]
[A, B ]
)
= r(A) + r(B) − r[A, B ] = dim[R(A) ∩R(B)]. (2.43)
(b) {[A, B ]−} ∩
{[
A−
B−
]}
6= ∅ ⇔ r[A, B ] = r(A) + r(B)⇔ R(A) ∩R(B) = {0}.
(c) {[A, B ]−} ⊇
{[
A−
B−
]}
⇔ r[A, B ] = |r(A) − r(B)| ⇔ A = 0 or B = 0.
Proof. Noting that both AA− and BB− are idempotent and applying (2.23) to (2.40), we obtain
r[AA−BB−, BB−AA− ] = r(AA−BB−) + r(BB−AA−) + r[AA−, BB− ]− r(AA−)− r(BB−)
= r(AA−B) + r(BB−A) + r[A, B ]− r(A) − r(B). (2.44)
Applying the two known rank formulas
max
A−
r(D − CA−B ) = min
{
r[C, D ], r
[
B
D
]
, r
[
A B
C D
]
− r(A)
}
, (2.45)
min
A−
r(D − CA−B ) = r(A) + r[C, D ] + r
[
B
D
]
+ r
[
A B
C D
]
− r
[
A 0 B
0 C D
]
− r

A 00 B
C D

 (2.46)
in [223] to AA−B and BB−A gives
max
A−
r(AA−B) = max
B−
r(BB−A) = min{r(A), r(B)}, (2.47)
min
A−
r(AA−B) = min
B−
r(BB−A) = r(A) + r(B) − r[A, B ]. (2.48)
Substituting (2.47) and (2.48) into (2.44) yields
max
A−,B−
r[AA−BB−, BB−AA− ] = 2min{r(A), r(B)} + r[A, B ]− r(A) − r(B)
= r[A, B ]− |r(A) − r(B)|, (2.49)
min
A−,B−
r[AA−BB−, BB−AA− ] = 2r(A) + 2r(B) − 2r[A, B ] + r[A, B ]− r(A) − r(B)
= r(A) + r(B) − r[A, B ]. (2.50)
Combining (2.44) with (2.49) and (2.50) leads to (2.42) and (2.43), respectively.
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More rank formulas can be derived from (2.32) and their variations. For example, for any A ∈ Cm×n,
B ∈ Cm×p, and C ∈ Cm×q, the following rank equality
r[AA−[B, C ], BB−[A, C ], CC−[A, B ] ]
= r[A, B, C ] + r[AA−B, AA−C ] + r[BB−A, BB−C ] + r[CC−A, CC−B ]− r(A) − r(B) − r(C) (2.51)
holds for all A−, B−, and C−. Thus it is easy to easy to derive from (2.46) and (2.51) that
min
A1,B−,C−
r[AA−[B, C ], BB−[A, C ], CC−[A, B ] ] = r[A, B ] + r[A, C ] + r[B, C ]− 2r[A, B, C]. (2.52)
On the other hand, it was shown in [228] that
dim(R[A, B ] ∩R[A, C ] ∩R[B, C ]) = r[A, B ] + r[A, C ] + r[B, C ]− 2r[A, B, C ]. (2.53)
Thus we also have the following matrix rank minimization equality
min
A−,B−,C−
r[AA−[B, C ], BB−[A, C ], CC−[A, B ] ] = dim(R[A, B ] ∩R[A, C ] ∩R[B, C ]). (2.54)
Prompted by (2.40), we obtain the following equality
[A, B, C ]− [A, B, C ]

A−B−
C−

 [A, B, C ] = [ (BB− + CC− )A, (AA− + CC− )B, (AA− +BB− )C ], (2.55)
where AA−, BB−, and CC− are idempotent matrices. In this case, it would be of interest to establish expansion
formulas for calculating the rank of the right-hand side of (2.55).
3 Matrix identities composed by two or three idempotent matrices
and their applications
It has been noticed that two or more given idempotent matrices may satisfy various identities, while these iden-
tities can be used to characterize algebraic properties of matrix expressions composed by idempotent matrices.
In this section, we first revisit two known identities composed by two idempotent matrices, and then to establish
a variety of novel identities composed by two or three idempotent matrices and their applications, including
inverses, Moore–Penrose generalized inverses, Drazin generalized inverses, rank, range, and null spaces of the
matrix expressions.
Theorem 3.1. Let A and B be two idempotent matrices of the order m. Then the following two matrix identities
(A−B)2 + (A+B − Im)2 = Im, (3.1)
AB +BA+ 4−1Im = (A+B − 2−1Im )2, (3.2)
and the following five rank formulas
r[(A −B)2] = r(A +B) + r(2Im −A−B)−m, (3.3)
r[(Im −A−B)2] = r(Im +A−B) + r(Im −A+B)−m, (3.4)
r(AB +BA) = r(Im −A−B) + r(A +B)−m, (3.5)
r(Im −AB −BA) = r[(
√
5− 1)/2Im +A+B] + r[(
√
5 + 1)/2Im −A−B]−m, (3.6)
r(2Im −AB −BA) = r(Im +A+B) + r(2Im −A−B)−m (3.7)
hold. In particular, the following facts hold
(A− B)2 = 0⇔ (Im −A−B)2 = Im ⇔ r(A+B) + r(2Im −A−B) = m, (3.8)
(A− B)2 = 2−1Im ⇔ (Im −A−B)2 = 2−1Im, (3.9)
(A− B)2 = Im ⇔ (Im −A−B)2 = 0⇔ r(Im +A−B) + r(Im −A+B)−m, (3.10)
AB +BA = −2Im ⇔ (A+B − 2−1Im )2 = −7
4
Im, (3.11)
AB +BA = −Im ⇔ (A+B − 2−1Im )2 = −3
4
Im, (3.12)
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AB +BA = −4−1Im ⇔ (A+B − 2−1Im )2 = 0, (3.13)
AB +BA = 0⇔ (A+B − 2−1Im )2 = 4−1Im ⇔ r(Im −A−B) + r(A +B) = m, (3.14)
AB +BA =
3
4
Im ⇔ (A+B − 2−1Im )2 = Im, (3.15)
AB +BA = Im ⇔ (A+B − 2−1Im )2 = 5
4
Im ⇔ r[(
√
5− 1)/2Im +A+B] + r[(
√
5 + 1)/2Im −A−B] = m,
(3.16)
AB +BA = 2Im ⇔ (A+B − 2−1Im )2 = 9
4
Im ⇔ r(Im + A+B) + r(2Im −A−B) = m, (3.17)
and
r(A −B) = m⇔ r(A +B) = r(2Im −A−B) = m, (3.18)
r(Im −A−B) = m⇔ r(Im +A−B) = r(Im −A+B) = m, (3.19)
r(AB +BA) = m⇔ r(Im −A−B) = r(A +B) = m, (3.20)
r(Im −AB −BA) = m⇔ r[(
√
5− 1)/2Im +A+B] = r[(
√
5 + 1)/2Im −A−B] = m, (3.21)
r(2Im −AB −BA) = m⇔ r(Im +A+B) = r(2Im −A−B) = m. (3.22)
Proof. Eqs. (3.1) and (3.2) follow from direct calculations, where (3.1) was first given in [135]; see also [21, 49,
170, 211]. Applying (2.1) to (3.1) and (3.2) yields (3.3)–(3.7). Eqs. (3.8)–(3.22) are direct consequences of
(3.1)–(3.7).
We next give a group of matrix identities composed by some linear combinations of two idempotent matrices
and their products.
Theorem 3.2. Let A and B be two idempotent matrices of the order m, and let k be any positive integer. Then
the following factorization equalities
αAB + βBA = (αA+ βB )(A +B − Im ) = (A+B − Im )(βA + αB ), (3.23)
αABA+ βBAB = (αA+ βB )(A +B − Im )2 = (A+B − Im )2(βA+ αB ), (3.24)
α(AB)k + β(BA)k = (αA+ βB )(A +B − Im )2k−1 = (A+B − Im )2k−1(βA+ αB ), (3.25)
α(ABA)k + β(BAB)k = (αA+ βB )(A +B − Im )2k = (A+B − Im )2k(βA+ αB ) (3.26)
hold for any two scalars α and β. In particular, αAB+βBA is nonsingular ⇔ α(AB)k+β(BA)k is nonsingular
αABA + βBAB is nonsingular ⇔ α(AB)k + β(BA)k is nonsingular ⇔ α(ABA)k + β(BAB)k is nonsingular
⇔ both αA+ βB and A+B − Im are nonsingular; in which cases, the following equalities hold
(αAB + βBA)−1 = (A+B − Im )−1(αA+ βB )−1 = (βA + αB )−1(A+B − Im )−1, (3.27)
(αABA+ βBAB)−1 = (A+B − Im )−2(αA+ βB )−1 = (βA + αB )−1(A+B − Im )−2, (3.28)
[α(AB)k + β(BA)k]−1 = (A+B − Im )−2k+1(αA + βB )−1 = (βA+ αB )−1(A+B − Im )−2k+1, (3.29)
[α(ABA)k + β(BAB)k]−1 = (A+B − Im )−2k(αA + βB )−1 = (βA+ αB )−1(A+B − Im )−2k. (3.30)
Proof. Eqs. (3.23)–(3.26) follow from direct expansions and simplifications. Eqs. (3.27)–(3.30) follow from
(3.23)–(3.26).
It is no doubt that (3.23)–(3.26) can be used to approach performances of the matrix expressions on the left-
hands under various assumptions, such as, ranks, ranges, nullity, r-potency, nilpotency, nonsingularity, inverses,
generalized inverses, norms, etc. We next give some special cases of (3.23)–(3.26) and their variations, and
present interesting consequences.
Corollary 3.3. Let A and B be two idempotent matrices of the order m, and let k be a positive integer. Then,
the following matrix identities hold
AB −BA = (A−B )(A +B − Im ) = −(A+B − Im )(A−B ), (3.31)
AB +BA = (A+B )(A +B − Im ) = (A+B − Im )(A +B ), (3.32)
ABA−BAB = (A−B )(A +B − Im )2 = (A+B − Im )2(A−B ), (3.33)
ABA+BAB = (A+B )(A +B − Im )2 = (A+B − Im )2(A+B ). (3.34)
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(AB −BA )k = (−1)k(k−1)/2(A−B )k(A+B − Im )k = (−1)k(k−1)/2( Im −A−B )k(A−B )k, (3.35)
(AB +BA )k = (A+B )k(A+B − Im )k = (A+B − Im )k(A+B )k, (3.36)
(ABA−BAB )k = (A−B )k(A+B − Im )2k = (A+B − Im )2k(A−B )k, (3.37)
(ABA+BAB )k = (A+B )k(A+B − Im )2k = (A+B − Im )2k(A+B )k, (3.38)
(AB)k − (BA)k = (A−B )(A+B − Im )2k−1 = −(A+B − Im )2k−1(A−B ), (3.39)
(AB)k + (BA)k = (A+B )(A+B − Im )2k−1 = (A+B − Im )2k−1(A+B ), (3.40)
(ABA)k − (BAB)k = (A−B )(A+B − Im )2k = (A+B − Im )2k(A−B ), (3.41)
(ABA)k + (BAB)k = (A+B )(A+B − Im )2k = (A+B − Im )2k(A+B ). (3.42)
In addition, the following matrix identities hold
AB −BA+ (AB)2 − (BA)2 + · · ·+ (AB)k − (BA)k
= (A−B)[(A+B − Im ) + (A+B − Im )3 + · · ·+ (A+B − Im )2k−1]
= [(A+B − Im ) + (A+B − Im )3 + · · ·+ (A+B − Im )2k−1](B −A), (3.43)
AB +BA+ (AB)2 + (BA)2 + · · ·+ (AB)k + (BA)k
= (A+B)[(A+B − Im ) + (A+B − Im )3 + · · ·+ (A+B − Im )2k−1]
= [(A+B − Im ) + (A+B − Im )3 + · · ·+ (A+B − Im )2k−1](A+B), (3.44)
ABA−BAB + (ABA)2 − (BAB)2 + · · ·+ (ABA)k − (BAB)k
= (A−B)[(A+B − Im )2 + (A+B − Im )4 + · · ·+ (A+B − Im )2k]
= [(A+B − Im )2 + (A+B − Im )4 + · · ·+ (A+B − Im )2k](A−B), (3.45)
ABA+BAB + (ABA)2 + (BAB)2 + · · ·+ (ABA)k + (BAB)k
= (A+B)[(A+B − Im )2 + (A+B − Im )4 + · · ·+ (A+B − Im )2k]
= [(A+B − Im )2 + (A+B − Im )4 + · · ·+ (A+B − Im )2k](A+B). (3.46)
Corollary 3.4. Let A and B be two idempotent matrices of the order m, and let k be a positive integer. Then,
the following results hold.
(a) R[ (AB −BA)k ] ⊆ R[ (A−B)k ] and R[ (AB −BA)k ] ⊆ R[ (A+B − Im)k ];
(b) R[ (AB +BA)k ] ⊆ R[ (A+B)k ] and R[ (AB +BA)k ] ⊆ R[ (A+B − Im)k ];
(c) N [ (A−B)k ] ⊆ N [ (AB − BA)k ] and N [ (A+B − Im)k ] ⊆ N [ (AB −BA)k ];
(d) N [ (A+B)k ] ⊆ N [ (AB + BA)k ] and N [ (A+B − Im)k ] ⊆ N [ (AB +BA)k ].
Corollary 3.5. Let A and B be two idempotent matrices of the order m, and let k be a positive integer. Then,
the following matrix identities hold
(AB −BA )D = (A−B )D(A+B − Im )D = −(A+B − Im )D(A−B )D, (3.47)
(AB +BA )D = (A+B )D(A+B − Im )D = (A+B − Im )D(A+B )D, (3.48)[
(AB)k − (BA)k ]D = (A−B )D [ (A+B − Im )D ]2k−1 = − [(A+B − Im )D]2k−1 (A−B )D, (3.49)[
(AB)k + (BA)k
]D
= (A+B )D
[
(A+B − Im )D
]2k−1
=
[
(A+B − Im )D
]2k−1
(A+B )D, (3.50)[
(ABA)k − (BAB)k]D = (A−B )D [(A+B − Im )D]2k = [(A+B − Im )D]2k (A−B )D, (3.51)[
(ABA)k + (BAB)k
]D
= (A+B )D
[
(A+B − Im )D
]2k
=
[
(A+B − Im )D
]2k
(A+B )D. (3.52)
Proof. It follows from [226, Corollary 5] that
MN = ±NM ⇒ (MN)D = NDMD. (3.53)
Applying this result to (3.31), (3.32), and (3.39)–(3.42) yields the results in this corollary.
Remark 3.6. The Drazin inverses of A±B for two idempotents A and B were studied, and some formulas for
(A±B )D were derived, see e.g., [76,80,81,120,259]. Substituting the results in these papers into the equalities
in Corollary 3.5 may yield a variety of equalities for the Drazin inverses of AB ±BA and (AB)k ± (BA)k, etc.
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A group of identities for (AB)k, (ABA)k, and A−ABA are given in the following theorem. Their verifications
are straightforward.
Theorem 3.7. Let A and B be two idempotent matrices of the order m, and let k be a positive integer. Then,
the following matrix identities hold
A−ABA = A(A−B )2 = (A−B )2A, (3.54)
B −BAB = B(A−B )2 = (A−B )2B, (3.55)
(A−ABA )k = A(A−B )2k = (A−B )2kA, (3.56)
(B −BAB )k = B(A−B )2k = (A−B )2kB, (3.57)
ABA = A(A+B − Im )2 = (A+B − Im )2A, (3.58)
BAB = B(A+B − Im )2 = (A+B − Im )2B, (3.59)
(ABA)k = A(A+B − Im )2k = (A+B − Im )2kA, (3.60)
(BAB)k = B(A+B − Im )2k = (A+B − Im )2kB, (3.61)
(BA)2 = BA(A+B − Im )2 = B(A+B − Im )2A, (3.62)
(AB)2 = AB(A+B − Im )2 = A(A+B − Im )2B, (3.63)
(AB)k = A(A+B − Im )kB, (3.64)
(BA)k = B(A+B − Im )kA. (3.65)
The following result is derived from Theorem 3.7 and (3.53).
Corollary 3.8. Let A and B be two idempotent matrices of the order m, and let k be a positive integer. Then,
the following matrix identities hold
(A−ABA )D = A[ (A− B )D ]2 = [ (A−B )D ]2A, (3.66)
(B −BAB )D = B[ (A−B )D ]2 = [ (A−B )D ]2B, (3.67)
(ABA)D = A[ (A+ B − Im )D ]2 = [ (A+B − Im )D ]2A, (3.68)
(BAB)D = B[ (A+B − Im )D ]2 = [ (A+B − Im )D ]2B. (3.69)
If A and B happen to be orthogonal projectors of the same size, the results in the previous theorems and
corollaries are all valid. In such cases, the matrices A±B and A+B− Im are Hermitian, and the results in the
theorems and corollaries can be simplified further. In particular, note that MD = M † for a Hermitian matrix.
Hence Corollaries 3.5 and 3.8 reduce to the following results.
Corollary 3.9. Let A and B be two orthogonal projectors of the order m, and let k be a positive integer. Then,
the following matrix identities hold
(AB −BA )† = −(A−B )†(A+B − Im )† = (A+B − Im )†(A−B )†, (3.70)
(AB +BA )† = (A+B )†(A+B − Im )† = (A+B − Im )†(A+B )†, (3.71)[
(AB)k − (BA)k ]† = (A−B )† [ (A+B − Im )† ]2k−1 = − [ (A+B − Im )† ]2k−1 (A−B )†, (3.72)[
(AB)k + (BA)k
]†
= (A+B )†
[
(A+B − Im )†
]2k−1
=
[
(A+B − Im )†
]2k−1
(A+B )†, (3.73)[
(ABA)k − (BAB)k ]† = (A−B )† [ (A+B − Im )† ]2k = [ (A+B − Im )† ]2k (A−B )†, (3.74)[
(ABA)k − (BAB)k ]† = (A+B )† [ (A+B − Im )† ]2k = [ (A+B − Im )† ]2k (A+B )†, (3.75)
(A−ABA )† = A [ (A−B )† ]2 = [ (A−B )† ]2A, (3.76)
(B −BAB )† = B [ (A−B )† ]2 = [ (A−B )† ]2B, (3.77)
(ABA)† = A
[
(A+B − Im )†
]2
=
[
(A+B − Im )†
]2
A, (3.78)
(BAB)† = B
[
(A+B − Im )†
]2
=
[
(A+B − Im )†
]2
B. (3.79)
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It was shown in [67] that
(AB)† = BA−B[ ( Im −B )( Im −A ) ]†A,
(A−B )† = (A−AB )† − (B −AB )†,
(A−B )† = A−B +B(A−BA )† − (B −BA )†A,
(A+B − Im )† = (AB)† − [ ( Im −A )( Im −B ) ]†
hold for any pair of orthogonal projectors A and B. Substituting them into Corollary 3.9 will yield many new
equalities for the Moore–Penrose inverses of orthogonal projectors. More results and facts on the Moore–Penrose
inverses of two orthogonal projectors and their algebraic operations can be found in [229].
In addition, it is also worth to discuss the following reverse order laws for generalized inverses
(αAB + βBA)(i,...,j) = (A+B − Im )(k,...,l)(αA+ βB )−1
= (βA+ αB )−1(A+B − Im )(i,...,j),
(αABA+ βBAB)(i,...,j) = [(A+B − Im )2](i,...,j)(αA+ βB )(i,...,j)
= (βA+ αB )(i,...,j)[(A+B − Im )2](i,...,j),
[α(AB)k + β(BA)k ](i,...,j) = [(A+B − Im )2k−1](i,...,j)(αA + βB )(i,...,j)
= (βA+ αB )(i,...,j)[(A+B − Im )2k−1](i,...,j),
[α(ABA)k + β(BAB)k ](i,...,j) = [(A+B − Im )2k](i,...,j)(αA + βB )(i,...,j)
= (βA+ αB )(i,...,j)[(A+B − Im )2k](i,...,j).
We next explore ranges and null spaces of some matrix expressions composed by two idempotent matrices.
It is easy to verify that
r[A+B, Im +A−B ] = r[A+B, Im −A+B ] = r[A −B, Im +A+B ] = r[A−B, Im −A−B ] = m
hold for two idempotent matrices A and B of the order m. Hence,
r[A −B, Im −A−B] = r(A +B) + r(Im −A−B)
⇔ r
[
A
B
]
= r(A) + r(B) − r(AB) and r[A, B] = r(A) + r(B) − r(BA)
⇔ r
[
A
B
]
= r(A) + r(B) − r(BA) and r[A, B] = r(A) + r(B) − r(AB).
In Problem 31-4, Issue 31(2003), the Bulletin of the International Linear Algebra Society, the present author
proposed such a problem: if R is a ring with unity 1, and a, b ∈ R satisfy a2 = a and b2 = b, then
(ab− ba)R = (a− b)R ∩ (1− a− b)R and R(ab− ba) = R(a− b) ∩R(1− a− b).
In matrix situation, the problem can be restated as follows: If A and B are a pair of idempotent matrices of
order m, then
R(AB −BA ) = R(A−B ) ∩R( Im −A−B ). (3.80)
It can be seen from this range equality that
(i) if A−B is nonsingular, then R(AB −BA ) = R( Im −A−B );
(ii) if A+B − Im is nonsingular, then R(AB −BA ) = R(A−B );
(iii) the commutator AB −BA is nonsingular if and only if both A−B and Im −A−B are nonsingular;
(iv) AB = BA ⇔ R(A − B ) ∩ R( Im − A − B ) = {0} ⇔ r
[
A
B
]
= r(A) + r(B) − r(AB) and r[A, B] =
r(A) + r(B)− r(BA) ⇔ r
[
A
B
]
= r(A) + r(B) − r(BA) and r[A, B] = r(A) + r(B) − r(AB).
The range equality in (3.80) can be used to find some other analogous range equalities for matrix expressions
consisting of a pair of idempotent matrices of the same order.
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Theorem 3.10. Let A and B be two idempotent matrices of the order m. Then, the following range identities
hold
R(AB +BA ) = R(A+B ) ∩R(A+B − Im ), (3.81)
R(ABA+ BAB ) = R(A+B ) ∩R[ (A+ B − Im )2 ], (3.82)
R(ABA− BAB ) = R(A−B ) ∩R[ (A+ B − Im )2 ], (3.83)
R[ (AB −BA )2 ] = R[ (A−B )2 ] ∩R[ (A+B − Im )2 ]. (3.84)
Proof. It can be derived from Lemma 3.2 that
R(AB +BA ) ⊆ R(A+B ) ∩R(A+B − Im ), (3.85)
R(ABA+ BAB ) ⊆ R(A+B ) ∩R[ (A+ B − Im )2 ], (3.86)
R(ABA− BAB ) ⊆ R(A−B ) ∩R[ (A+ B − Im )2 ], (3.87)
R[ (AB −BA )2 ] ⊆ R[ (A−B )2 ] ∩R[ (A+B − Im )2 ]. (3.88)
If we can show that the dimensions of the subspaces on both sides of (3.85)–(3.88) are equal, respectively, then
(3.85)–(3.88) are valid.
It follows from (2.1) and (3.31) that
r(AB +BA ) = r(A +B ) + r(A+B − Im )−m. (3.89)
On the other hand, using the well-known formula
dim[R(M) ∩R(N) ] = r(M) + r(N) − r[M, N ], (3.90)
we also obtain
dim [R(A+B ) ∩R(A+B − Im ) ]
= r(A+B ) + r(A +B − Im )− r[A +B, A+B − Im]
= r(A+B ) + r(A +B − Im )− r[A +B, Im]
= r(A+B ) + r(A +B − Im )−m. (3.91)
Eqs. (3.89) and (3.91) imply that the dimensions of the subspaces on the both sides of (3.85) are equal. Thus,
(3.81) holds. Note from (3.31) that
ABA−BAB = (A−B )(A+B − Im )2 = (A−B )− (A−B )3.
Hence, it follows from (2.2) that
r(ABA −BAB ) = r(A −B ) + r[ Im − (A−B )2 ]−m
= r(A −B ) + r[ (A +B − Im )2 ]−m
= r(A −B ) + r(Im +A−B) + r(Im −A+B)− 2m (by (3.4)),
and by (3.90),
dim{R(A−B ) ∩R[ (A+B − Im )2 ] }
= r(A−B ) + r[ (A +B − Im )2 ]− r[A−B, (A+B − Im )2 ]
= r(A−B ) + r[ (A +B − Im )2 ]− r[A−B, Im − (A− B )2 ] (by (3.1))
= r(A−B ) + r[ (A +B − Im )2 ]− r[A−B, Im ]
= r(A−B ) + r[ (A +B − Im )2 ]−m
= r(A−B ) + r(Im +A−B) + r(Im −A+B)− 2m (by (3.4)).
The above two equalities imply that the dimensions of the subspaces on the both sides of (3.87) are equal.
Thus, (3.85) holds. Similarly, we can show that
dim[R(ABA+BAB ) ] = r(A +B ) + r[ (A+B − Im )2 ]−m,
dim{[R(A+B ) ∩R[ (A+B − Im )2 ]} = r(A+B ) + r[ (A +B − Im )2 ]−m.
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Thus, (3.82) holds. It can also be shown that
dimR[ (AB −BA )2 ] = r[ (A−B )2 ] + r[ (A +B − Im )2 ]−m,
dimR{ [ (A− B )2 ] ∩R[ (A+B − Im )2 ] } = r[ (A −B )2 ] + r[ (A+B − Im )2 ]−m.
Hence, (3.84) holds.
We leave the verification of the following result to the reader.
Theorem 3.11. Let A and B be two idempotent matrices of the order m. Then
N (AB ±BA ) = N (A±B ) ∩N (A+B − Im ),
N (ABA±BAB ) = N (A±B ) ∩N [ (A+B − Im )2 ],
N [ (AB −BA )2 ] = N [ (A−B )2 ] ∩N [ (A+B − Im )2 ].
Obviously, the formulas and facts in Theorem 3.19 can be extended to a family of idempotent matrices and
their algebraic operations. It is expected that many more nontrivial algebraic equalities among idempotent
matrices and their consequences can be established.
One of the main concerns about a given matrix is to explore the relationships between the matrix and its
transpose or conjugate transpose; see e.g., [88,105,106,194,220,239]. It is easy to see that (A∗)2 = A∗ by taking
conjugate of both sides of A2 = A. In this case, replacing B with A∗ in the preceding results, we obtain the
following consequences.
Theorem 3.12. Let A be an idempotent matrix of the order m. Then the following two matrix identities
(A−A∗)2 + (A+A∗ − Im)2 = Im,
AA∗ +A∗A+ 4−1Im = (A+A
∗ − 2−1Im )2,
and the following five rank formulas
r(A −A∗) = r(A+A∗) + r(2Im −A−A∗)−m,
r(Im −A−A∗) = 2r(Im +A−A∗)−m,
r(AA∗ +A∗A) = r[A, A∗] = r(Im −A−A∗) + r(A +A∗)−m,
r(Im −AA∗ −A∗A) = r[(
√
5− 1)/2Im +A+A∗] + r[(
√
5 + 1)/2Im −A−A∗]−m,
r(2Im −AA∗ −A∗A) = r(Im +A+A∗) + r(2Im −A−A∗)−m
hold. In particular,
A = A∗ ⇔ (Im −A−A∗)2 = Im ⇔ r(A +A∗) + r(2Im −A−A∗) = m,
(A−A∗)2 = 2−1Im ⇔ (Im −A−A∗)2 = 2−1Im,
(A−A∗)2 = Im ⇔ (Im −A−A∗)2 = 0⇔ r(Im +A−A∗) + r(Im −A+A∗)−m,
AA∗ +A∗A = −2Im ⇔ (A+A∗ − 2−1Im )2 = −7
4
Im,
AA∗ +A∗A = −Im ⇔ (A+A∗ − 2−1Im )2 = −3
4
Im,
AA∗ +A∗A = −4−1Im ⇔ (A+A∗ − 2−1Im )2 = 0,
AA∗ +A∗A = 0⇔ (A+A∗ − 2−1Im )2 = 4−1Im ⇔ r(Im −A−A∗) + r(A +A∗) = m,
AA∗ +A∗A =
3
4
Im ⇔ (A+A∗ − 2−1Im )2 = Im,
AA∗ +A∗A = Im ⇔ (A+A∗ − 2−1Im )2 = 5
4
Im ⇔ r[(
√
5− 1)/2Im +A+A∗] + r[(
√
5 + 1)/2Im −A−A∗] = m,
AA∗ +A∗A = 2Im ⇔ (A+A∗ − 2−1Im )2 = 9
4
Im ⇔ r(Im +A+A∗) + r(2Im −A−A∗) = m,
and
r(A −A∗) = m⇔ r(A +A∗) = r(2Im −A−A∗) = m,
r(Im −A−A∗) = m⇔ r(Im +A−A∗) = m,
r(AA∗ +A∗A) = r[A, A∗] = m⇔ r(A +A∗) = r(Im −A−A∗) = m,
r(Im −AA∗ −A∗A) = m⇔ r[(
√
5− 1)/2Im +A+A∗] = r[(
√
5 + 1)/2Im −A−A∗] = m,
r(2Im −AA∗ −A∗A) = m⇔ r(Im +A+A∗) = r(2Im −A−A∗) = m.
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Theorem 3.13. Let A be an idempotent matrix of the order m, and let k be any positive integer. Then the
following factorization equalities
αAA∗ + βA∗A = (αA + βA∗ )(A+A∗ − Im ) = (A+A∗ − Im )(βA+ αA∗ ),
αAA∗A+ βA∗AA∗ = (αA + βA∗ )(A+A∗ − Im )2 = (A+A∗ − Im )2(βA+ αA∗ ),
α(AA∗)k + β(A∗A)k = (αA + βA∗ )(A+A∗ − Im )2k−1 = (A+A∗ − Im )2k−1(βA+ αA∗ ),
α(AA∗A)k + β(A∗AA∗)k = (αA + βA∗ )(A+A∗ − Im )2k = (A+A∗ − Im )2k(βA+ αA∗ )
hold for any two scalars α and β. In particular, αAA∗ + βA∗A is nonsingular ⇔ α(AA∗)k + β(A∗A)k is
nonsingular αAA∗A+βA∗AA∗ is nonsingular⇔ α(AA∗)k+β(A∗A)k is nonsingular ⇔ α(AA∗A)k+β(A∗AA∗)k
is nonsingular ⇔ both αA+ βA∗ and A+A∗− Im are nonsingular; in which cases, the following equalities hold
(αAA∗ + βA∗A)−1 = (A+A∗ − Im )−1(αA + βA∗ )−1 = (βA + αA∗ )−1(A+A∗ − Im )−1,
(αAA∗A+ βA∗AA∗)−1 = (A+A∗ − Im )−2(αA + βA∗ )−1 = (βA + αA∗ )−1(A+A∗ − Im )−2,
[α(AA∗)k + β(A∗A)k]−1 = (A+A∗ − Im )−2k+1(αA+ βA∗ )−1 = (βA+ αA∗ )−1(A+A∗ − Im )−2k+1,
[α(AA∗A)k + β(A∗AA∗)k]−1 = (A+A∗ − Im )−2k(αA+ βA∗ )−1 = (βA+ αA∗ )−1(A+A∗ − Im )−2k.
Corollary 3.14. Let A be an idempotent matrix of the order m, and let k be a positive integer. Then, the
following matrix identities hold
AA∗ −A∗A = (A−A∗ )(A+A∗ − Im ) = −(A+A∗ − Im )(A−A∗ ),
AA∗ +A∗A = (A+A∗ )(A+A∗ − Im ) = (A+A∗ − Im )(A +A∗ ),
AA∗A−A∗AA∗ = (A−A∗ )(A+A∗ − Im )2 = (A+A∗ − Im )2(A−A∗ ),
AA∗A+A∗AA∗ = (A+A∗ )(A+A∗ − Im )2 = (A+A∗ − Im )2(A+A∗ ).
(AA∗ −A∗A )k = (−1)k(k−1)/2(A−A∗ )k(A+A∗ − Im )k = (−1)k(k−1)/2( Im −A−A∗ )k(A−A∗ )k,
(AA∗ +A∗A )k = (A+A∗ )k(A+A∗ − Im )k = (A+A∗ − Im )k(A+A∗ )k,
(AA∗A−A∗AA∗ )k = (A−A∗ )k(A+A∗ − Im )2k = (A+A∗ − Im )2k(A−A∗ )k,
(AA∗A+A∗AA∗ )k = (A+A∗ )k(A+A∗ − Im )2k = (A+A∗ − Im )2k(A+A∗ )k,
(AA∗)k − (A∗A)k = (A−A∗ )(A+A∗ − Im )2k−1 = −(A+A∗ − Im )2k−1(A−A∗ ),
(AA∗)k + (A∗A)k = (A+A∗ )(A+A∗ − Im )2k−1 = (A+A∗ − Im )2k−1(A+A∗ ),
(AA∗A)k − (A∗AA∗)k = (A−A∗ )(A+A∗ − Im )2k = (A+A∗ − Im )2k(A−A∗ ),
(AA∗A)k + (A∗AA∗)k = (A+A∗ )(A+A∗ − Im )2k = (A+A∗ − Im )2k(A+A∗ ).
In addition, the following matrix identities hold
AA∗ −A∗A+ (AA∗)2 − (A∗A)2 + · · ·+ (AA∗)k − (A∗A)k
= (A−A∗)[(A+A∗ − Im ) + (A+A∗ − Im )3 + · · ·+ (A+A∗ − Im )2k−1]
= [(A+A∗ − Im ) + (A+A∗ − Im )3 + · · ·+ (A+A∗ − Im )2k−1](A∗ −A),
AA∗ +A∗A+ (AA∗)2 + (A∗A)2 + · · ·+ (AA∗)k + (A∗A)k
= (A+A∗)[(A+A∗ − Im ) + (A+A∗ − Im )3 + · · ·+ (A+A∗ − Im )2k−1]
= [(A+A∗ − Im ) + (A+A∗ − Im )3 + · · ·+ (A+A∗ − Im )2k−1](A+A∗),
AA∗A−A∗AA∗ + (AA∗A)2 − (A∗AA∗)2 + · · ·+ (AA∗A)k − (A∗AA∗)k
= (A−A∗)[(A+A∗ − Im )2 + (A+A∗ − Im )4 + · · ·+ (A+A∗ − Im )2k]
= [(A+A∗ − Im )2 + (A+A∗ − Im )4 + · · ·+ (A+A∗ − Im )2k](A−A∗),
AA∗A+A∗AA∗ + (AA∗A)2 + (A∗AA∗)2 + · · ·+ (AA∗A)k + (A∗AA∗)k
= (A+A∗)[(A+A∗ − Im )2 + (A+A∗ − Im )4 + · · ·+ (A+A∗ − Im )2k]
= [(A+A∗ − Im )2 + (A+A∗ − Im )4 + · · ·+ (A+A∗ − Im )2k](A+A∗).
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Theorem 3.15. Let A be an idempotent matrices of the order m, and let k be a positive integer. Then, the
following matrix identities hold
A−AA∗A = A(A−A∗ )2 = (A−A∗ )2A,
A∗ −A∗AA∗ = A∗(A−A∗ )2 = (A−A∗ )2A∗,
(A−AA∗A )k = A(A−A∗ )2k = (A−A∗ )2kA,
(A∗ −A∗AA∗ )k = A∗(A−A∗ )2k = (A−A∗ )2kA∗,
AA∗A = A(A+A∗ − Im )2 = (A+A∗ − Im )2A,
A∗AA∗ = A∗(A+A∗ − Im )2 = (A+A∗ − Im )2A∗,
(AA∗A)k = A(A+A∗ − Im )2k = (A+A∗ − Im )2kA,
(A∗AA∗)k = A∗(A+A∗ − Im )2k = (A+A∗ − Im )2kA∗,
(A∗A)2 = A∗A(A+A∗ − Im )2 = A∗(A+A∗ − Im )2A,
(AA∗)2 = AA∗(A+A∗ − Im )2 = A(A+A∗ − Im )2A∗,
(AA∗)k = A(A+A∗ − Im )kA∗,
(A∗A)k = A∗(A+A∗ − Im )kA.
Theorem 3.16. Let A be an idempotent matrix of the order m, and let k be a positive integer. Then, the
following results hold.
(a) R(AA∗ −A∗A) ⊆ R(A−A∗) and R(AA∗ −A∗A) ⊆ R(A+ A∗ − Im).
(b) R(AA∗ +A∗A) ⊆ R(A+A∗) and R(AA∗ +A∗A) ⊆ R(A+ A∗ − Im).
(c) N (A−A∗) ⊆ N (AA∗ −A∗A) and N (A+A∗ − Im) ⊆ N (AA∗ −A∗A).
(d) N (A+A∗) ⊆ N (AA∗ +A∗A) and N (A+A∗ − Im) ⊆ N (AA∗ +A∗A).
(e) R(AA∗ ± A∗A ) = R(A±A∗ ) ∩R(A+A∗ − Im ).
(f) R(AA∗A±A∗AA∗ ) = R(A±A∗ ) ∩R(A+A∗ − Im ).
(g) N (AA∗ ±A∗A ) = N (A±A∗ ) ∩N (A+A∗ − Im ).
(h) N (AA∗A±A∗AA∗ ) = N (A±A∗ ) ∩N (A+A∗ − Im ).
Theorem 3.17. Let A be an idempotent matrices of the order m. Then the following two identities
( Im + αA + βA
∗ ) = ( Im + αA )[ Im − (αβ)(1 + α)−1(1 + β)−1AA∗ ]( Im + βA∗ ), (3.92)
( Im + αA + βA
∗ ) = ( Im + βA
∗ )[ Im − (αβ)(1 + α)−1(1 + β)−1A∗A ]( Im + αA ) (3.93)
hold for α 6= −1, 0 and β 6= −1, 0. In this case, both Im + αA and Im + βA∗ are nonsingular. In particular,
Im − λAA∗ is nonsingular if and only if Im − αA− βA∗ is nonsingular, in which case,
( Im − λAA∗ )−1 = ( Im + βA∗ )( Im + αA+ βA∗ )−1( Im + αA ), (3.94)
( Im − λA∗A )−1 = ( Im + αA )( Im + αA+ βA∗ )−1( Im + βA∗ ) (3.95)
hold, where λ = αβ(1 + α)−1(1 + β)−1.
In the remaining of this section, we present two groups of miscellaneous formulas for two/three idempotent
matrices and their operations.
Theorem 3.18. Let A and B be two idempotent matrices of the order m. Then the following two identities
( Im + αA + βB ) = ( Im + αA )[ Im − (αβ)(1 + α)−1(1 + β)−1AB ]( Im + βB ), (3.96)
( Im + αA + βB ) = ( Im + βB )[ Im − (αβ)(1 + α)−1(1 + β)−1BA ]( Im + αA ) (3.97)
hold for α 6= −1, 0 and β 6= −1, 0. In this case, both Im + αA and Im + βB are nonsingular. In particular,
Im − λAB is nonsingular if and only if Im − αA − βB is nonsingular, in which case,
( Im − λAB )−1 = ( Im + βB )( Im + αA+ βB )−1( Im + αA ), (3.98)
( Im − λBA )−1 = ( Im + αA )( Im + αA + βB )−1( Im + βB ) (3.99)
hold, where λ = αβ(1 + α)−1(1 + β)−1.
16
Proof. Eqs. (3.96) and (3.97) were given in [240]. Eqs. (3.98) and (3.99) follow directly from (3.96) and (3.97).
It is also worth to discuss the following two families of reverse order laws for generalized inverses
( Im − λAB )(i,...,j) = ( Im + βB )( Im + αA+ βB )(i,...,j)( Im + αA ), (3.100)
( Im − λBA )(i,...,j) = ( Im + αA )( Im + αA + βB )(i,...,j)( Im + βB ) (3.101)
associated with (3.96) and (3.97).
Concerning relationships among three idempotent matrices of the same size, we have the following funda-
mental formulas and facts.
Theorem 3.19. Let A, B, and C be three idempotent matrices of the order m, and denote M = A + B + C.
Then the following four identities
α(AB +AC) + β(BA+BC) + γ(CA+ CB) = (αA+ βB + γC )(M − Im), (3.102)
α(BA + CA) + β(AB + CB) + γ(AC +BC) = (M − Im)(αA + βB + γC), (3.103)
and
(α+ β)(AB +BA) + (α + γ)(AC + CA) + (β + γ)(BC + CB)
= (αA+ βB + γC)(M − Im) + (M − Im)(αA + βB + γC), (3.104)
(α− β)(AB −BA) + (α − γ)(AC − CA) + (β − γ)(BC − CB)
= (αA+ βB + γC)M −M(αA+ βB + γC), (3.105)
α(B + C)A(B + C) + β(A + C)B(A+ C) + γ(A+B)C(A +B)
= (M − Im)(αA + βB + γC)(M − Im) (3.106)
hold for any three scalars α, β, and γ; the following identities hold
(A+B)2 + (A+ C)2 + (B + C)2 = M(Im +M), (3.107)
(A−B)2 + (A− C)2 + (B − C)2 = M(3Im −M) = 9/4Im − (M − 3/2Im)2, (3.108)
AB +BA+AC + CA+BC + CB =M(M − Im) = (M − 2−1Im)2 − 4−1Im, (3.109)
(AB +BA+AC + CA+BC + CB)k = Mk(M − Im)k, k = 1, 2, . . . ; (3.110)
the following rank formulas
r[(A +B)2 + (A+ C)2 + (B + C)2] = r(M) + r(Im +M)−m = dim[R(M) ∩R(Im +M)], (3.111)
r[(A −B)2 + (A− C)2 + (B − C)2] = r(M) + r(3Im −M)−m = dim[R(M) ∩R(3Im −M)], (3.112)
r(kIm −AB −BA−AC − CA−BC − CB)
= r
[
(
√
4k + 1 + 1)/2Im −M
]
+ r
[
(
√
4k + 1− 1)/2Im +M
]
−m, k = 0, 1, . . . , 6 (3.113)
hold; and the following range equalities hold
R[(A+B)2 + (A+ C)2 + (B + C)2] = R(M) ∩R(Im +M), (3.114)
R[(A−B)2 + (A− C)2 + (B − C)2] = R(M) ∩R(3Im −M), (3.115)
R(AB +BA+AC + CA+BC + CB) = R(M) ∩R(Im −M), (3.116)
and
N [(A+B)2 + (A+ C)2 + (B + C)2] = R(N) ∩N (Im +M), (3.117)
N [(A−B)2 + (A− C)2 + (B − C)2] = N (M) ∩N (3Im −M), (3.118)
N (AB +BA+AC + CA+BC + CB) = N (M) ∩N (Im −M). (3.119)
In particular,
(a) the following facts hold
α(AB +AC) + β(BA +BC) + γ(CA+ CB) = 0⇔ (αA+ βB + γC)(M − Im) = 0,
α(BA + CA) + β(AB + CB) + γ(AC +BC) = 0⇔ (M − Im)(αA+ βB + γC) = 0,
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and
(α+ β)(AB +BA) + (α+ γ)(AC + CA) + (β + γ)(BC + CB) = 0
⇔ (αA + βB + γC )(M − Im) + (M − Im)(αA + βB + γC) = 0,
(α− β)(AB −BA) + (α− γ)(AC − CA) + (β − γ)(BC − CB) = 0
⇔ (αA + βB + γC )M = M(αA+ βB + γC),
α(B + C)A(B + C) + β(A+ C)B(A + C) + γ(A+B)C(A+B) = 0
⇔ (M − Im)(αA + βB + γC)(M − Im) = 0;
(b) the following facts hold
(A+B)2 + (A+ C)2 + (B + C)2 = 0⇔M2 +M = 0,
(A+B)2 + (A+ C)2 + (B + C)2 = Im ⇔M2 +M = Im,
(A−B)2 + (A− C)2 + (B − C)2 = 0⇔ (2M − 3Im)2 = 9Im,
(A−B)2 + (A− C)2 + (B − C)2 = 9/8Im ⇔ (2M − 3Im)2 = 9Im,
(A−B)2 + (A− C)2 + (B − C)2 = 3Im ⇔ (2M − 3Im)2 = −3Im,
(A−B)2 + (A− C)2 + (B − C)2 = 9/4Im ⇔ (2M − 3Im)2 = 0,
AB +BA+AC + CA+BC + CB = kIm ⇔ (Im − 2M)2 = (4k + 1)Im, k = 0, 1, . . . , 6;
(c) α(AB+AC)+β(BA+BC)+γ(CA+CB) is nonsingular ⇔ α(BA+CA)+β(AB+CB)+γ(AC+BC)
is nonsingular ⇔ α(B +C)A(B +C) + β(A+C)B(A+C) + γ(A+B)C(A+B) ⇔ both αA+ βB + γC
and M − Im are nonsingular; in which cases, the following equalities hold
[α(AB +AC) + β(BA+BC) + γ(CA+ CB)]−1 = (M − Im)−1(αA+ βB + γC )−1,
[α(BA+ CA) + β(AB + CB) + γ(AC +BC)]−1 = (αA+ βB + γC )−1, (M − Im)−1,
and
[α(B + C)A(B + C) + β(A+ C)B(A + C) + γ(A+B)C(A +B)]−1
= (M − Im)−1(αA + βB + γC)−1(M − Im)−1;
(d) the following facts hold
r[(A +B)2 + (A+ C)2 + (B + C)2] = m⇔ r(M) = r(Im +M) = m,
r[(A −B)2 + (A− C)2 + (B − C)2] = m⇔ r(M) = r(3Im −M) = m,
and
r(kIm −AB −BA−AC − CA−BC − CB) = m
⇔ r
[
(
√
4k + 1+ 1)/2Im −M
]
= r
[
(
√
4k + 1− 1)/2Im +M
]
= m, k = 0, 1, . . . , 6.
Proof. Eqs. (3.102), (3.103), and (3.106) follow from expanding both sides of the three equalities. The sum
and difference of (3.102) and (3.103) result in (3.104) and (3.105), respectively. Eqs. (3.107)–(3.110) follow
from direct expansions. Applying (2.1) to (3.107)–(3.109) leads to (3.111)–(3.113). Results (a)–(d) follow from
(3.102)–(3.113).
In addition, it would be of interest to discuss the following reverse order laws for generalized inverses
[α(AB +AC) + β(BA +BC) + γ(CA+ CB)](i,...,j) = (M − Im)(i,...,j)(αA+ βB + γC )(i,...,j),
[α(BA + CA) + β(AB + CB) + γ(AC +BC)](i,...,j) = (αA+ βB + γC )(i,...,j), (M − Im)(i,...,j),
and
[α(B + C)A(B + C) + β(A+ C)B(A + C) + γ(A+B)C(A+B)](i,...,j)
= (M − Im)(i,...,j)(αA+ βB + γC)(i,...,j)(M − Im)(i,...,j).
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4 Bounds of ranks of some matrix pencils composed by two idem-
potent matrices
For a given singular matrix A, the two products AA− and A−A are not necessarily unique, but they both are
idempotent matrices for all A−. In this case, people are interested in the performance of idempotents associated
generalized inverses and their operations; see e.g., [40,62,83,168,222]. In this section, we approach the ranks of
the following four characteristic matrices
λIm +AA
− ±BB−, λIm +AA− ± C−C (4.1)
associated with the idempotent matrices A−, B−, and C−, where λ is a scalar. It is obvious that the ranks
of the four matrix expressions in (4.1) are all functions of λ, A−, B−, and C−. Thus we are interested in the
maximum and minimum ranks, as well as rank distributions of the four matrix expressions. To determine the
two ranks, we need to use the following known formulas.
Lemma 4.1 ( [163]). Let A ∈ Cm×n, B ∈ Cm×k, C ∈ Cl×n, and D ∈ Cl×k. Then
r[A, B] = r(A) + r(EAB), r
[
A
C
]
= r(A) + r(CFA). (4.2)
Lemma 4.2 ( [223]). The maximum and minimum ranks of the linear matrix-valued function A− B1X1C1 −
B2X2C2 with respect to the two variable matrices X1 and X2 are given by
max
X1, X2
r(A −B1X1C1 −B2X2C2 ) = min

r[A, B1, B2 ], r

AC1
C2

, r[A B1
C2 0
]
, r
[
A B2
C1 0
]
 , (4.3)
min
X1, X2
r(A −B1X1C1 −B2X2C2 ) = r

AC1
C2

+ r[A, B1, B2 ]
+ max

r
[
A B1
C2 0
]
− r
[
A B1 B2
C2 0 0
]
− r

A B1C1 0
C2 0

, r[A B2
C1 0
]
− r
[
A B1 B2
C1 0 0
]
− r

A B2C1 0
C2 0



.
(4.4)
We next establish exact expansion formulas for calculating the maximum and minimum ranks of the four
matrix pencils with respect to the choice of λ, A−, and B−, and use them to derive a variety of simple and
interesting properties of the four matrix pencils from the rank formulas.
Lemma 4.3 ( [39,60,197]). Let A ∈ Cm×n. Then the general expressions of A−, AA−, and A−A can be written
as
A− = A† + FAU + V EA, AA
− = AA† +AV EA, A
−A = A†A+ FAUA, (4.5)
where U, V ∈ Cn×m are arbitrary.
Theorem 4.4. Let A ∈ Cm×n and B ∈ Cm×p be given.
(a) If λ 6= 0,−1,−2, then the following two formulas hold
max
A−,B−
r(λIm +AA
− +BB− ) = m, (4.6)
min
A−,B−
r(λIm +AA
− +BB− ) = max{m+ r(A) − r[A, B ], m+ r(B) − r[A, B ] }. (4.7)
In particular, the following results hold.
(i) There always exist A− and B− such that λIm +AA
− +BB− is nonsingular.
(ii) λIm+AA
−+BB− is nonsingular for all A− and B− ⇔ The rank of λIm+AA−+BB− is invariant
for all A− and B− ⇔ r[A, B ] = r(A) = r(B) ⇔ R(A) = R(B).
(iii) There do not exist A− and B− such that λIm +AA
− +BB− = 0.
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(b) The following two formulas hold
max
A−,B−
r(AA− +BB− ) = r[A, B ], (4.8)
min
A−,B−
r(AA− +BB− ) = max{ r(A), r(B) }. (4.9)
In particular, the following results hold.
(i) There exist A− and B− such that AA− +BB− is nonsingular ⇔ r[A, B ] = m.
(ii) AA− +BB− is nonsingular for all A− and B− ⇔ r(A) = m or r(B) = m.
(iii) There exist A− and B− such that AA− + BB− = 0 ⇔ AA− + BB− = 0 for all A− and B− ⇔
[A, B ] = 0.
(iv) The rank of AA− +BB− is invariant for all A− and B− ⇔ R(A) ⊇ R(B) or R(A) ⊆ R(B).
(c) The following two formulas hold
max
A−,B−
r(−Im +AA− +BB− ) = m− |r(A) − r(B)|, (4.10)
min
A−,B−
r(−Im +AA− +BB− ) = m+ r(A) + r(B) − 2r[A, B ]. (4.11)
In particular, the following results hold.
(i) There exist A− and B− such that −Im +AA− + BB− is nonsingular ⇔ r(A) = r(B).
(ii) −Im +AA− +BB− is nonsingular for all A− and B− ⇔ R(A) = R(B).
(iii) There exist A− and B− such that AA− +BB− = Im ⇔ r[A, B ] = r(A) + r(B) = m.
(iv) The rank of −Im+AA−+BB− is invariant for all A− and B− ⇔ R(A) ⊇ R(B) or R(A) ⊆ R(B).
(d) The following two formulas hold
max
A−,B−
r(−2Im +AA− +BB− ) = m+ r[A, B ]− r(A) − r(B), (4.12)
min
A−,B−
r(−2Im +AA− +BB− ) = max{m− r(A), m− r(B) }. (4.13)
In particular, the following results hold.
(i) There exist A− and B− such that −2Im +AA− +BB− is nonsingular ⇔ R(A) ∩R(B) = {0}.
(ii) −2Im +AA− +BB− is nonsingular for all A− and B− ⇔ A = 0 or B = 0.
(iii) There exist A− and B− such that AA−+BB− = 2Im ⇔ AA−+BB− = 2Im for all A− and B− ⇔
r(A) = r(B) = m.
(iv) The rank of −2ImAA− +BB− is invariant for all A− and B− ⇔ R(A) ⊇ R(B) or R(A) ⊆ R(B).
Proof. By (4.5),
λIm +AA
− +BB− = λIm +AA
† +BB† +AV1EA +BV2EB , (4.14)
where V1 ∈ Cn×m and V2 ∈ Cp×m are arbitrary. Applying (4.3) and (4.4) to (4.14) and simplifying gives
max
V1, V2
r(λIm +AA
† +BB† +AV1EA +BV2EB )
= min

r[λIm +AA† +BB†, A, B ], r

λIm +AA† +BB†EA
EB

,
r
[
λIm +AA
† +BB† A
EB 0
]
, r
[
λIm +AA
† +BB† B
EA 0
]}
= min

r[λIm, A, B ], r

(λ + 2)ImEA
EB

, r[(λ+ 1)Im A
EB 0
]
, r
[
(λ+ 1)Im B
EA 0
]
 , (4.15)
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and
min
V1, V2
r(λIm +AA
† +BB† +AV1EA +BV2EB )
= r

λIm +AA† +BB†EA
EB

+ r[λIm +AA† +BB†, A, B ]
+ max

r
[
λIm +AA
† +BB† A
EB 0
]
− r
[
λIm +AA
† +BB† A B
EB 0 0
]
− r

λIm +AA† +BB† AEA 0
EB 0

 ,
r
[
λIm +AA
† + BB† B
EA 0
]
− r
[
λIm +AA
† +BB† A B
EA 0 0
]
− r

λIm +AA† +BB† BEA 0
EB 0




= r

(λ+ 2)ImEA
EB

+ r[λIm, A, B ] + max

r
[
(λ+ 1)Im A
EB 0
]
− r
[
λIm A B
EB 0 0
]
− r

(λ+ 1)Im AEA 0
EB 0

 ,
r
[
(λ + 1)Im B
EA 0
]
− r
[
λIm A B
EA 0 0
]
− r

(λ+ 1)Im BEA 0
EB 0



 . (4.16)
Substituting different values of λ into the above formulas (4.15) and (4.16) and simplifying yield the rank
formulas in (4.6)–(4.13), respectively. The facts in (a)–(d) follow from setting the rank formulas in (4.6)–(4.13)
equal to m and 0 and applying Lemma 4.1, respectively.
Theorem 4.5. Let A ∈ Cm×n and B ∈ Cm×p be given.
(a) If λ 6= 1, 0,−1, then the following two formulas hold
max
A−,B−
r(λIm +AA
− −BB− ) = m, (4.17)
min
A−,B−
r(λIm +AA
− −BB− ) = max{m+ r(A) − r[A, B ], m+ r(B) − r[A, B ]}. (4.18)
In particular, the following results hold.
(i) There always exist A− and B− such that λIm +AA
− −BB− is nonsingular.
(ii) λIm+AA
−−BB− is nonsingular for all A− and B− ⇔ the rank of λIm+AA−−BB− is invariant
for all A− and B− ⇔ r[A, B ] = r(A) = r(B) ⇔ R(A) = R(B).
(iii) There do not exist A− and B− such that λIm +AA
− −BB− = 0.
(b) The following two formulas hold
max
A−,B−
r( Im +AA
− −BB− ) = min{m, m+ r(A) − r(B)}, (4.19)
min
A−,B−
r( Im +AA
− −BB− ) = m+ r(A) − r[A, B ]. (4.20)
In particular, the following results hold.
(i) There exist A− and B− such that Im +AA
− −BB− is nonsingular ⇔ r(A) = r(B).
(ii) Im +AA
− −BB− is nonsingular for all A− and B− ⇔ ⇔ R(A) ⊇ R(B).
(iii) There exist A− and B− such that BB−−AA− = Im ⇔ BB−−AA− = Im holds for all A− and B−
⇔ A = 0 and r(B) = m.
(iv) The rank of Im +AA
− −BB− is invariant for all A− and B− ⇔ R(A) ⊇ R(B) or R(A) ⊆ R(B).
(c) The following two formulas hold
max
A−,B−
r(AA− −BB− ) = min{ r[A, B ], m+ r[A, B ]− r(A) − r(B)}, (4.21)
min
A−,B−
r(AA− −BB− ) = max{ r[A, B ]− r(A), r[A, B ]− r(B)}. (4.22)
In particular, the following results hold.
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(i) There exist A− and B− such that AA− −BB− is nonsingular ⇔ r[A, B ] = r(A) + r(B) = m.
(ii) AA− −BB− is nonsingular for all A− and B− ⇔ r(A) = m and B = 0, or A = 0 and r(B) = m.
(iii) There exist A− and B− such that AA− = BB− ⇔ R(A) = R(B).
(iv) AA− = BB− holds for all A− and B− ⇔ [A, B ] = 0 or r[A, B ] = r(A) + r(B) −m.
(v) The rank of AA−−BB− is invariant for all A− and B− ⇔ A = 0 or B = 0 r(A) = m or r(B) = m.
Proof. By (4.5),
λIm +AA
− −BB− = λIm +AA† −BB† +AV1EA −BV2EB , (4.23)
where V1 ∈ Cn×m and V2 ∈ Cp×m are arbitrary. Applying (4.3) and (4.4) to (4.23) and simplifying gives
max
V1, V2
r(λIm +AA
† −BB† +AV1EA −BV2EB , )
= min

r[λIm +AA† −BB†, A, B ], r

λIm +AA† −BB†EA
EB

,
r
[
λIm +AA
† −BB† A
EB 0
]
, r
[
λIm +AA
† −BB† B
EA 0
]}
= min

r[λIm, A, B ], r

λImEA
EB

, r[(λ− 1)Im A
EB 0
]
, r
[
(λ+ 1)Im B
EA 0
]
 ,
and
min
V1, V2
r(λIm +AA
† −BB† +AV1EA −BV2EB, )
= r

λIm +AA† −BB†EA
EB

+ r[λIm +AA† −BB†, A, B ]
+ max

r
[
λIm +AA
† −BB† A
EB 0
]
− r
[
λIm +AA
† −BB† A B
EB 0 0
]
− r

λIm +AA† −BB† AEA 0
EB 0

 ,
r
[
λIm +AA
† −BB† B
EA 0
]
− r
[
λIm +AA
† −BB† A B
EA 0 0
]
− r

λIm +AA† −BB† BEA 0
EB 0




= r

λImEA
EB

+ r[λIm, A, B ] + max

r
[
(λ− 1)Im A
EB 0
]
− r
[
λIm A B
EB 0 0
]
− r

(λ− 1)Im AEA 0
EB 0

 ,
r
[
(λ+ 1)Im B
EA 0
]
− r
[
λIm A B
EA 0 0
]
− r

(λ+ 1)Im BEA 0
EB 0



 .
Substituting different values of λ into the above formulas and simplifying yield the rank formulas required.
Theorem 4.6. Let A ∈ Cm×n and C ∈ Cp×m be given.
(a) If λ 6= 0,−1,−2, then the following two formulas hold
max
A−,C−
r(λIm +AA
− + C−C ) = m,
min
A−,C−
r(λIm +AA
− + C−C ) = max{m− r(CA), r(A) + r(C) − r(CA) }.
In particular, the following results hold.
(i) There always exist A− and C− such that λIm +AA
− + C−C is nonsingular.
(ii) λIm+AA
−+C−C is nonsingular for all A− and C− ⇔ the rank of λIm+AA−+C−C is invariant
for all A− and C− ⇔ r[A, C ] = r(A) = r(C) ⇔ CA = 0 and r(A) + r(C) = m.
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(iii) There do not exist A− and C− such that λIm +AA
− + C−C = 0.
(b) The following two formulas hold
max
A−,C−
r(AA− + C−C ) = min{m, r(A) + r(C) },
min
A−,C−
r(AA− + C−C ) = r(A) + r(C) − r(CA).
In particular, the following results hold.
(i) There exist A− and C− such that AA− + C−C is nonsingular ⇔ r(A) + r(C) ≥ m.
(ii) AA− + C−C is nonsingular for all A− and C− ⇔ r(CA) = r(A) + r(C) −m.
(iii) There exist A− and C− such that AA−+C−C = 0 ⇔ AA−+C−C = 0 for all A− and C− ⇔ A = 0
and C = 0.
(iv) The rank of AA− + C−C is invariant for all A− and C− ⇔ CA = 0 or r(CA) = r(A) + r(C) −m.
(c) The following two formulas hold
max
A−,C−
r(−Im +AA− + C−C ) = min{m+ r(CA) − r(A), m+ r(CA) − r(C) },
min
A−,C−
r(−Im +AA− + C−C ) = max{m+ r(CA) − r(A) − r(C), r(CA) }.
In particular, the following results hold.
(i) There exist A− and C− such that −Im +AA− + C−C is nonsingular ⇔ r(CA) = r(A) = r(C).
(ii) −Im +AA− + C−C is nonsingular for all A− and C− ⇔ A = 0 and C = 0, or r(A) = r(C) = m.
(iii) There exist A− and C− such that AA− + C−C = Im ⇔ CA = 0 and r(A) + r(C) = m.
(iv) AA− + C−C = Im cannot hold for all A
− and C−.
(v) The rank of −Im +AA− +C−C is invariant for all A− and C− ⇔ A = 0 or C = 0 or r(A) = m or
r(C) = m.
(d) The following two formulas hold
max
A−,C−
r(−2Im +AA− + C−C ) = min{m, 2m− r(A) − r(C) },
min
A−,C−
r(−2Im +AA− + C−C ) = m− r(CA).
In particular, the following results hold.
(i) There exist A− and C− such that −2Im +AA− + C−C is nonsingular ⇔ r(A) + r(C) ≤ m.
(ii) −2Im +AA− + C−C is nonsingular for all A− and C− ⇔ CA = 0.
(iii) There exist A− and C− such that AA−+C−C = 2Im ⇔ the rank of −Im+AA−+C−C is invariant
for all A− and C− ⇔ r(A) = r(C) = m.
(iv) The rank of −2Im + AA− + C−C is invariant for all A− and C− ⇔ CA = 0 or r(CA) = r(A) +
r(C) −m.
Proof. By (4.5),
λIm +AA
− + C−C = λIm +AA
† + C†C +AV1EA + FCV2C, (4.24)
where V1 ∈ Cn×m and V2 ∈ Cm×p are arbitrary. Applying (4.3) and (4.4) to (4.24) and simplifying gives
max
V1, V2
r(λIm +AA
† + C†C +AV1EA + FCV2C )
= min

r[λIm +AA† + C†C, A, FC ], r

λIm +AA† + C†CEA
C

,
r
[
λIm +AA
† + C†C A
C 0
]
, r
[
λIm +AA
† + C†C FC
EA 0
]}
= min

r[ (λ+ 1)Im, A, FC ], r

(λ+ 1)ImEA
C

 , r[λIm A
C 0
]
, r
[
(λ+ 2)Im FC
EA 0
]
,
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and
min
V1, V2
r(λIm +AA
† + C†C +AV1EA + FCV2C ) = r

λIm +AA† + C†CEA
C

+ r[λIm +AA† + C†C, A, FC ]
+ max

r
[
λIm +AA
† + C†C A
C 0
]
− r
[
λIm +AA
† + C†C A FC
C 0 0
]
− r

λIm +AA† + C†C AEA 0
C 0

,
r
[
λIm +AA
† + C†C FC
EA 0
]
− r
[
λIm +AA
† + C†C A FC
EA 0 0
]
− r

λIm +AA† + C†C FCEA 0
C 0




= r

(λ+ 1)ImEA
C

+ r[ (λ+ 1)Im, A, FC ] + max

r
[
λIm A
C 0
]
− r
[
λIm A FC
C 0 0
]
− r

λIm AEA 0
C 0

,
r
[
(λ+ 2)Im FC
EA 0
]
− r
[
(λ+ 1)Im A FC
EA 0 0
]
− r

(λ+ 1)Im FCEA 0
C 0



.
Substituting different values of λ into the above formulas and simplifying yield the rank formulas required.
Theorem 4.7. Let A ∈ Cm×n and C ∈ Cp×m be given.
(a) If λ 6= 1, 0,−1, then the following two formulas hold
max
A−,C−
r(λIm +AA
− − C−C ) = m,
min
A−,C−
r(λIm +AA
− − C−C ) = max{m− r(CA), r(A) + r(C) − r(CA) }.
In particular, the following results hold.
(i) There always exist A− and C− such that λIm +AA
− − C−C is nonsingular.
(ii) λIm+AA
−−C−C is nonsingular for all A− and C− ⇔ the rank of λIm+AA−−C−C is invariant
for all A− and C− ⇔ CA = 0 and r(A) + r(C) = m.
(iii) There do not exist A− and C− such that λIm +AA
− − C−C = 0.
(b) The following two formulas hold
max
A−,C−
r(AA− − C−C ) = m− |r(A) + r(C) −m|,
min
A−,C−
r(AA− − C−C ) = r(A) + r(C) − 2r(CA).
In particular, the following results hold.
(i) There exist A− and C− such that AA− − C−C is nonsingular ⇔ r(A) + r(C) = m.
(ii) AA− − C−C is nonsingular for all A− and C− ⇔ CA = 0 and r(A) + r(C) = m.
(iii) There exist A− and C− such that AA− = C−C ⇔ r(CA) = r(A) = r(C).
(iv) AA− = C−C holds for all A− and C− ⇔ r(A) = r(C) = m.
(v) The rank of AA− − C−C is invariant for all A− and C− ⇔ CA = 0 or r(A) + r(C) = m.
(c) The following two formulas hold
max
A−,C−
r(−Im +AA− − C−C ) = m− r(A) + r(CA),
min
A−,C−
r(−Im +AA− − C−C ) = max{m− r(A), r(C) }.
In particular, the following results hold.
(i) There exist A− and C− such that −Im +AA− − C−C is nonsingular ⇔ r(A) = r(CA).
(ii) −Im +AA− − C−C is nonsingular for all A− and C− ⇔ A = 0 or r(C) = m.
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(iii) There exist A− and C− such that AA−−C−C = Im ⇔ AA−−C−C = Im holds for all A− and C−
⇔ r(A) = m and C = 0.
(iv) The rank of −Im+AA−−C−C is invariant for all A− and C− ⇔ CA = 0 or r(CA) = r(A)+r(C)−m.
Proof. By (4.5),
λIm +AA
− − C−C = λIm +AA† − C†C +AV1EA − FCV2C, (4.25)
where V1 ∈ Cn×m and V2 ∈ Cm×p are arbitrary. Applying (4.3) and (4.4) to (4.25) and simplifying gives
max
V1, V2
r(λIm +AA
† − C†C +AV1EA − FCV2C )
= min

r[λIm +AA† − C†C, A, FC ], r

λIm +AA† − C†CEA
C

,
r
[
λIm +AA
† − C†C A
C 0
]
, r
[
λIm +AA
† − C†C FC
EA 0
]}
= min

r[ (λ − 1)Im, A, FC ], r

(λ+ 1)ImEA
C

, r[λIm A
C 0
]
, r
[
λIm FC
EA 0
]
,
and
min
V1, V2
r(λIm +AA
† − C†C +AV1EA − FCV2C ) = r

λIm +AA† − C†CEA
C

+ r[λIm +AA† − C†C, A, FC ]
+ max

r
[
λIm +AA
† − C†C A
C 0
]
− r
[
λIm +AA
† − C†C A FC
C 0 0
]
− r

λIm +AA† − C†C AEA 0
C 0

,
r
[
λIm +AA
† − C†C FC
EA 0
]
− r
[
λIm +AA
† − C†C A FC
EA 0 0
]
− r

λIm +AA† − C†C FCEA 0
C 0




= r

(λ+ 1)ImEA
C

+ r[ (λ − 1)Im, A, FC ]
+ max

r
[
λIm A
C 0
]
− r
[
λIm A FC
C 0 0
]
− r

λIm AEA 0
C 0

 , r[λIm FC
EA 0
]
− r
[
λIm A FC
EA 0 0
]
− r

λIm FCEA 0
C 0



.
Substituting different values of λ into the above formulas and simplifying yield the rank formulas required.
Setting C = A in Theorems 3.5 and 3.6 leads to the following results.
Corollary 4.8. Let A ∈ Cm×m be given.
(a) If λ 6= 0,−1,−2, then the following two formulas hold
max
A−
r(λIm +AA
− +A−A ) = m,
min
A−
r(λIm +AA
− +A−A ) = max{m− r(A2), 2r(A) − r(A2) }.
In particular, the following results hold.
(i) There always exists A− such that λIm +AA
− +A−A is nonsingular.
(ii) λIm +AA
− +A−A is nonsingular for all A− ⇔ the rank of λIm +AA− +A−A is invariant for all
A− ⇔ A2 = 0 and 2r(A) = m.
(iii) There does not exist A− such that λIm +AA
− +A−A = 0.
(b) The following two formulas hold
max
A−
r(AA− +A−A ) = min{m, 2r(A) },
min
A−
r(AA− +A−A ) = 2r(A) − r(A2).
In particular, the following results hold.
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(i) There exists A− such that AA− +A−A is nonsingular ⇔ 2r(A) ≥ m.
(ii) AA− +A−A is nonsingular for all A− ⇔ r(A2) = 2r(A) −m.
(iii) There exists A− such that AA− +A−A = 0 ⇔ AA− +A−A = 0 for all A− ⇔ A = 0.
(iv) The rank of AA− +A−A is invariant for all A− ⇔ A2 = 0 or r(A2) = 2r(A) −m.
(c) The following two formulas hold
max
A−
r(−Im +AA− +A−A ) = min{m+ r(A2)− r(A), m+ r(A2)− r(A) },
min
A−
r(−Im +AA− +A−A ) = max{m+ r(A2)− 2r(A), r(A2) }.
In particular, the following results hold.
(i) There exists A− such that −Im +AA− +A−A is nonsingular ⇔ r(A2) = r(A).
(ii) −Im +AA− +A−A is nonsingular for all A− ⇔ A = 0 or r(A) = m.
(iii) There exists A− such that AA− +A−A = Im ⇔ A2 = 0 and 2r(A) = m.
(iv) AA− +A−A = Im cannot hold for all A
−.
(v) The rank of −Im +AA− +A−A is invariant for all A− ⇔ A = 0 or r(A) = m.
(d) The following two formulas hold
max
A−
r(−2Im +AA− +A−A ) = min{m, 2m− 2r(A) },
min
A−
r(−2Im +AA− +A−A ) = m− r(A2).
In particular, the following results hold.
(i) There exists A− such that −2Im +AA− +A−A is nonsingular ⇔ 2r(A) ≤ m.
(ii) −2Im +AA− +A−A is nonsingular for all A− ⇔ A2 = 0.
(iii) There exists A− such that AA−+A−A = 2Im ⇔ the rank of −Im+AA−+A−A is invariant for all
A− ⇔ r(A) = m.
(iv) The rank of −2Im +AA− +A−A is invariant for all A− ⇔ A2 = 0 or r(A2) = 2r(A)−m.
Corollary 4.9. Let A ∈ Cm×m be given.
(a) If λ 6= 1, 0,−1, then the following two formulas hold
max
A−
r(λIm +AA
− −A−A ) = m,
min
A−
r(λIm +AA
− −A−A ) = max{m− r(A2), 2r(A) − r(A2) }.
In particular, the following results hold.
(i) There always exists A− such that λIm +AA
− −A−A is nonsingular.
(ii) λIm +AA
− −A−A is nonsingular for all A− ⇔ the rank of λIm +AA− −A−A is invariant for all
A− ⇔ A2 = 0 and 2r(A) = m.
(iii) There do not exist A− such that λIm +AA
− −A−A = 0.
(b) The following two formulas hold
max
A−
r(AA− −A−A ) = m− |2r(A)−m|,
min
A−
r(AA− −A−A ) = 2r(A) − 2r(A2).
In particular, the following results hold.
(i) There exists A− such that AA− −A−A is nonsingular ⇔ 2r(A) = m.
(ii) AA− −A−A is nonsingular for all A− ⇔ A2 = 0 and 2r(A) = m.
(iii) There exists A− such that AA− = A−A ⇔ r(A2) = r(A).
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(iv) AA− = A−A holds for all A− ⇔ r(A) = m.
(v) The rank of AA− −A−A is invariant for all A− ⇔ A = 0 or 2r(A) = m.
(c) The following two formulas hold
max
A−
r(−Im +AA− −A−A ) = m− r(A) + r(A2),
min
A−
r(−Im + AA− −A−A ) = max{m− r(A), r(A) }.
In particular, the following results hold.
(i) There exists A− such that −Im +AA− −A−A is nonsingular ⇔ r(A2) = r(A).
(ii) −Im +AA− −A−A is nonsingular for all A− ⇔ A = 0 or r(A) = m.
(iii) There exists A− such that AA− − A−A = Im ⇔ AA− − A−A = Im holds for all A− ⇔ A = 0 and
r(A) = m.
(iv) The rank of −Im +AA− −A−A is invariant for all A− ⇔ A2 = 0 or r(A2) = 2r(A) −m.
Corollary 4.10. Let A ∈ Cm×n, B ∈ Cm×k, C ∈ Cl×n, and D ∈ Cl×n be given, and denote M =
[
A B
C D
]
and
N =
[
A 0
0 D
]
. If λ 6= 1, 0,−1, then the following two formulas hold
max
M−,N−
r
(
λIm+l +MM
− −NN−) = m+ l, (4.26)
min
M−,N−
r
(
λIm+l +MM
− −NN−) = m+ l − r[A, B ]− r[C, D ] + max {r(M), r(A) + r(D)} . (4.27)
In particular, the following formulas hold
max
M−,N−
r( Im+l +MM
− −NN− ) = min{m+ l, m+ l + r(M)− r(A) − r(D)}, (4.28)
min
M−,N−
r( Im+l +MM
− −NN− ) = m+ l + r(M)− r[A, B ]− r[C, D ], (4.29)
max
M−,N−
r(MM− −NN− ) = r[A, B ] + r[C, D ] + min{ 0, m+ l − r(M)− r(A) − r(D)}, (4.30)
min
M−,N−
r(MM− −NN− ) = r[A, B ] + r[C, D ]−min{ r(M), r(A) + r(D)}. (4.31)
Setting the both sides of (4.27)–(4.31) equal to m+ l or zero will lead to a group of facts on the singularity,
non-singularity, and equality of the corresponding matrix expressions. In addition, it is no doubt that the
maximum and minimum ranks of the following matrix pencils
λ1Im + λ2AA
− ± λ3BB−, λ1Im + λ2AA− ± λ3C−C
with respect to the choices of A−, B−, and C− can be determined by a similar approach.
5 Conclusions
We have established some general matrix rank equalities using the block matrix method, and presented many
applications of these formulas in dealing with idempotent matrices and their operations. These findings seem
exciting and can be selected as constructive issues in textbooks and handbooks on matrices and linear algebra.
This kind of work also shows that there exist still many simple but valuable problems on fundamental objects
in linear algebra for which we can make deeper exploration and find out various novel and intrinsic conclusions.
Idempotents are really simple and funny in algebras and seem to appear everywhere, so that they are
prominent issues for consideration in the field of mathematics. It is expected that numerous analytical formulas
can be established for calculating ranks of matrix expressions composed by idempotent matrices using various
tricky constructions of block matrices, which we believe will greatly enrich the classic issue in linear algebra
from the bottom level, and will also provide applicable tools to deal with various challenging problems in matrix
analysis and applications. In addition to this miscellaneous work, it would be interest to consider performances
of the sums and differences of several idempotent matrices, such as, AA− ± BB− ± CC−, [A, B ][A, B ]− −
AA− − BB−,, etc. In these situations, analytical formulas for calculating the maximum and minimum ranks
of A − B1X1C1 − B2X2C2 − B3X3C3 will be used. However, it was noticed by the present author in [221]
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that there may exist no analytical formulas for calculating the minimum ranks of general LMVFs with three or
more variable matrices. Thus the rank distributions of these matrix pencils will remain open before solving the
minimum rank problems on general LMVFs.
It is well known that idempotents and generalized inverses of elements can be defined in general algebraic
structures, which are also important tools in the approaches of the algebraic structures; see e.g., [2,3,5,7–12,14–
17,20–23,30–35,37,38,42–48,50–62,64,66,68–74,76,79,85,86,89–93,95,96,98,99,102,112,114,115,121–125,127,
131,132,134,136–146,149–153,155–158,160–162,164,167,169,171,174,175,180–185,187–193,195,198–205,207–
210, 212, 214, 217, 237, 241, 242, 244–247, 249, 251, 252, 256–259, 261–263]. Thus it is believed that the preceding
results and facts can be extended with some efforts to idempotents and generalized inverses of elements in other
algebraic structures that are somehow close to the matrix case.
References
[1] T.W. Anderson, G.P.H. Styan. Cochran’s theorem, rank additivity and tripotent matrices. In: Statistics and Prob-
ability, Essays in Honor of C. R. Rao (G. Kallianpur et al, eds.), North-Holland, Amsterdam-New York, 1982, pp.
1–23.
[2] R. Ablamowicz,B. Fauser, K. Podlaski, J. Rembieliski. Idempotents of Clifford algebras. Czech. J. Phys. 53(2003),
949–954.
[3] R. Ablamowicz, P. Lounesto. Primitive idempotents and indecomposable left ideals in degenerate Clifford algebras.
In: Clifford Algebras and Their Applications in Mathematical Physics. Springer Netherlands, 1986, pp. 61–65.
[4] S. Afriat. Orthogonal and oblique projectors and the characteristics of pairs of vector spaces. Proc. Cambridge Phil.
Soc. 53(1957), 800–816.
[5] A. Alahmadi, S.K. Jain, A. Leroy. Quasi-permutation singular matrices are products of idempotents. Linear Algebra
Appl. 496(2016), 487–495.
[6] W.N. Anderson Jr., E. Harner, G.E. Trapp. Eigenvalues of the difference and product of projections. Linear Multi-
linear Algebra 17(1985), 295–299.
[7] W.N. Anderson Jr., M. Schreiber. The infimum of two projections. Acta Sci. Math. (Szeged) 33(1972), 165–168.
[8] T. Ando. Unbounded or bounded idempotent operators in Hilbert space. Linear Algebra Appl. 438(2013), 3769–
3775.
[9] J. Andre´, J. Arau´jo, J. Konieczny. Regular centralizers of idempotent transformations. Semigroup Forum 82(2011),
307–318.
[10] E. Andruchow. Operators which are the difference of two projections. J. Math. Anal. Appl. 420(2014), 1634–1653.
[11] E. Andruchow. Classes of idempotents in Hilbert space. Complex Anal. Oper. Theory 10(2016), 1383–1409.
[12] E. Andruchow, G. Corach. Schmidt decomposable products of projections. Integr. Equa. Oper. Theory 89(2017),
557–580.
[13] E. Andruchow, G. Corach, R. Maestripieri. Geometry of unitary orbits of oblique projections. Acta Sci. Math.
(Szeged) 76(2010),659–681.
[14] E. Andruchow, G. Corach, D. Stojanoff. Geometry of oblique projections. Studia Math. 137(1999), 61–79.
[15] J. Antezana, G. Corach. Sampling theory, oblique projections and a question by Smale and Zhou. Appl. Comput.
Harmon. Anal. 21(2006), 245–253.
[16] M.L. Arias, G. Corach, M.C. Gonzalez. Products of projections and positive operators. Linear Algebra Appl.
439(2013), 1730–1741.
[17] M.L. Arias, G. Corach, A. Maestripieri. Products of Idempotent Operators. Integr. Equ. Oper. Theory 88(2017),
269–286.
[18] J. Arau´jo, J.D. Mitchell. An elementary proof that every singular matrix is a product of idempotent matrices. Amer.
Math. Month. 112(2005), 641–645.
[19] B. Aupetit. Projections in real Banach algebras. Bull. Lond. Math. Soc. 13(1981), 412–414.
[20] B. Aupetit, E. Makai, Jr., M. Mbekhta, J. Zema´nek. The connected components of the idempotents in the Calkin
algebra, and their liftings. Operator Theory and Banach algebras (Rabat, 1999), 23–30, Theta, Bucharest, 2003.
[21] J. Avron, R. Seiler, B. Simon. The index of a pair of projections. J. Funct. Anal. 120(1994), 220–237.
[22] E. Azoff, H. Shehada. Algebras generated by mutually orthogonal idempotent operators. J. Oper. Theory 29(1993),
249–267.
[23] A.A. Babadzhanyan, A.M. Safaryan. Some properties of oblique projectors in Hilbert space. (in Russian). Mat.
Voprosy Kibernet. Vychisl. Tekhn. 13(1984), 114–121.
[24] J.K. Baksalary, O.M. Baksalary. Nonsingularity of linear combinations of idempotent matrices. Linear Algebra
Appl. 388(2004), 25–29.
[25] J.K. Baksalary, O.M. Baksalary, G.P.H. Styan. Idempotency of linear combinations of an idempotent matrix and a
tripotent matrix. Linear Algebra Appl. 354(2002), 21–34.
[26] J.K. Baksalary, O.M. Baksalary, T. Szulc. Properties of Schur complements in partitioned idempotent matrices.
Linear Algebra Appl. 379(2004), 303–318.
[27] O.M. Baksalary. Idempotency of linear combinations of three idempotent matrices, two of which are disjoint. Linear
Algebra Appl. 388(2004), 67–78.
[28] O.M. Baksalary, G. Trenkler. On column and null spaces of functions of a pair of oblique projectors. Linear Multi-
linear Algebra 61(2013), 1116–1129.
[29] C.S. Ballantine. Products of idempotent matrices. Linear Algebra Appl. 19(1978), 81–86.
28
[30] M. Baraa, M. Boumazgour. Spectra of the difference, sum, and product of idempotents. Studia Math. 148(2001),
1–3.
[31] H. Bart, T. Ehrhardt, B. Silbermann. Zero sums of idempotents in Banach algebras. Integr. Equ. Oper. Theory
19(1994), 125–134.
[32] H. Bart, T. Ehrhardt, B. Silbermann. Logarithmic residues, generalized idempotents, and sums of idempotents in
Banach algebras. Integr. Equ. Oper. Theory 29(1997), 155–186.
[33] H. Bart, T. Ehrhardt, B. Silbermann. Sums of idempotents and logarithmic residues in matrix algebras. Operator
Theory Adv. Appl. 122(2001), 139–168.
[34] H. Bart, T. Ehrhardt, B. Silbermann. Sums of idempotents in the Banach algebra generated by the compact
operators and the identity. Operator Theory Adv. Appl. 135(2002), 39–60.
[35] H. Bart, T. Ehrhardt, B. Silbermann. Zero sums of idempotents and Banach algebras failing to be spectrally regular.
Operator Theory Adv. Appl. 237(2013), 41–78.
[36] O.M. Baksalary, D.S. Bernstein, G. Trenkler. On the equality between rank and trace of an idempotent matrix.
Appl. Math. Comput. 217(2010), 4076–4080.
[37] A. Behn, I.R. Hentzel. Idempotents in plenary train algebras. J. Algebra 324(2010), 3241–3248.
[38] E.H. Benabdi, M. Barraa. The Drazin and generalized Drazin invertibility of linear combinations of idempotents.
J. Math. Anal. Appl. 478(2019), 1163–1171.
[39] A. Ben-Israel, T.N.E. Greville. Generalized Inverses: Theory and Applications. 2nd ed., Springer-Verlag, New York,
2003.
[40] J. Ben´ıtez, V. Rakoceˇvic´. Applications of CS decomposition in linear combinations of two orthogonal projectors.
Appl. Math. Comput. 203(2008), 761–769.
[41] J. Ben´ıtez, N. Thome. Idempotency of linear combinations of an idempotent matrix and a t-potent matrix that
commute. Linear Multilinear Algebra 56(2008), 679–687.
[42] F. Bergeron, N. Bergeron. Orthogonal idempotents in the descent algebra of Bn and applications. J. Pure Appl.
Algebra 79(1992), 109–129.
[43] K.P.S. Bhaskara Rao. Products of idempotent matrices over integral domains. Linear Algebra Appl. 430(2009),
2690–2695.
[44] K.P.S. Bhaskara Rao. Products and sums of idempotent matrices over principal ideal domains. In: Bapat R.,
Kirkland S., Prasad K., Puntanen S. (eds) Combinatorial Matrix Theory and Generalized Inverses of Matrices.
Springer, India, 2013, pp. 171–175.
[45] A. M. Bikchentaev. Differences of idempotents In C∗-algebras and the quantum Hall effect. Theor. Math. Phys.
195(2018), 557–562.
[46] A.M. Bikchentaev. Trace and differences of idempotents in C∗-Algebras. Math. Notes 105(2019), 641–648.
[47] G.F. Birkenmeier, H.E. Heatherly, J.-Y. Kim, J.-K. Park. Algebras generated by semicentral idempotents. Acta
Math. Hungarica 95(2002),101–114.
[48] E.Y. Bobrovnikova, S.A. Vavasis. A norm bound for projections with complex weights. Linear Algebra Appl.
307(2000), 69–75.
[49] S. Borac. On the algebra generated by two projections. J. Math. Phys. 36(1995), 863–874.
[50] A. Bo¨ttcher, I. Gohberg, Yu. Karlovich, N. Krupnik, S. Roch, B. Silbermann, I. Spitkovsky. Banach algebras
generated by n idempotents and applications. Opertor Theory Adv. Appl. 90(1996), 19–54.
[51] A. Bo¨ttcher, B. Simon, I.M. Spitkovsky. Similarity between two projections. Integr. Equ. Oper. Theory 89(2017),
507–518.
[52] A. Bo¨ttcher, I.M. Spitkovsky. On certain finite-dimensional algebras generated by two idempotents. Linear Algebra
Appl. 435(2011), 1823–1836.
[53] A. Bo¨ttcher, I.M. Spitkovsky. Group inversion in certain finite-dimensional algebras generated by two idempotents.
Indaga. Math. 23(2012), 715–732.
[54] A. Bo¨ttcher, I.M. Spitkovsky. Classification of the finite-dimensional algebras generated by two tightly coupled
idempotents. Linear Algebra Appl. 439(2013), 538–551.
[55] M. Bresˇar, P. Sˇemrl. Spectral characterization of idempotents and invertibility preserving linear maps. Exposition.
Math. 17(1999), 185–192.
[56] R. Broeksteeg. The set of idempotents of a completely regular semigroup as a binary algebra. Bull. Austral. Math.
Soc. 50(1994), 91–107.
[57] D. Buckholtz. Inverting the difference of Hilbert space projections. Amer. Math. Monthly 104(1997), 60–61.
[58] D. Buckholtz. Hilbert space idempotents and involutions. Proc. Amer. Math. Soc. 128(2000), 1415–1418.
[59] M. Burger, A. Valette. Idempotents in complex group rings: theorems of Zalesskii and Bass revisited. J. Lie Theory
8(1998), 219–228.
[60] S.L. Campbell, C.D. Meyer Jr. Generalized Inverses of Linear Transformations. Corrected reprint of the 1979
original, Dover, New York, 1991.
[61] C. Cao. Linear operators preserving idempotent matrices over division rings. Chinese Sci. Bull. 38(1993), 808–811.
[62] J. Cao, Y. Xue. The characterizations and representations for the generalized inverses with prescribed idempotents
in Banach algebras. Filomat 27(2013), 851–863.
[63] A. Cˇerny´. Characterization of the oblique projector U(V U)+V with application to constrained least squares. Linear
Algebra Appl. 431(2009), 1564–1570.
[64] G.K. Chadha, I.B.S. Passi. Idempotents in matrix group rings. J. Pure Appl. Algebra 94(1994), 283–284.
[65] M.-X. Chen, B.-H. Chen, Q.-X. Li, Z.-P. Yang. On the open problem related to rank equalities for the sum of finitely
many idempotent matrices and its applications. Sci. World J. 2014, 2014:1–7.
[66] Y.-N. Chen, H.-K. Du. Idempotency of linear combinations of two idempotent operators. Acta Math. Sinica 50(2007),
1171–1176.
29
[67] S. Cheng, Y. Tian. Moore–Penrose inverses of products and differences of orthogonal projectors. Acta Sci. Math.
(Szeged) 69(2003), 533–542.
[68] H. Cheraghpour, N.M. Ghosseiri. On the idempotents, nilpotents, units and zero-divisors of finite rings. Linear
Multilinear Algebra 67(2019), 327–336.
[69] G. Corach, J.I. Giribet. Oblique projections and sampling problems. Integr. Equ. Oper. Theory 70(2011), 307–322.
[70] G. Corach, M.C. Gonzalez, A. Maestripieri. Unbounded symmetrizable idempotents. Linear Algebra Appl.
437(2012), 659–674.
[71] G. Corach, A. Maestripieri. Weighted generalized inverses, oblique projections and least squares problems. Numer.
Funct. Anal. Optim. 26(2005), 659–673.
[72] G. Corach, A. Maestripieri. Polar decomposition of oblique projections. Linear Algebra Appl. 433(2010), 511–519.
[73] G. Corach, A. Maestripieri, D. Stojanoff. Oblique projections and Schur complements. Acta Sci. Math. (Szeged)
67(2001), 337–256.
[74] G. Corach, A. Maestripieri, D. Stojanoff. Oblique projections and abstract splines. J. Approx. Theory 117(2002),
189–206.
[75] G. Corach, A. Maestripieri, D. Stojanoff. A classification of projectors. Banach Center Publ., Institute of Mathe-
matics, Polish Academy of Sciences, Warszawa 67(2004), 145–160.
[76] D.S. Cvetkovic´-Ilic´, C.-Y. Deng. Some results on the Drazin invertibility and idempotents. J. Math. Anal. Appl.
359(2009), 731–738.
[77] D.S. Cvetkovic´-Ilic´, Y. Wei. Algebraic Properties of Generalized Inverses. Springer, Singapore, 2017.
[78] K. Cvetko-Vah. On the structure of semigroups of idempotent matrices. Linear Algebra Appl. 426(2007), 204–213.
[79] R.J.H. Dawlings. Products of idempotents in the semigroup of singular endomorphisms of a finite-dimensional vector
space. Proc. Roy. Soc. Edinburg. Sec. A Math. 91(1981), 123–133.
[80] C.-Y. Deng. The Drazin inverses of sum and difference of idempotents. Linear Algebra Appl. 430(2009), 1282–1291.
[81] C.-Y. Deng. Characterizations and representations of the group inverse involving idempotents. Linear Algebra Appl.
434(2011), 1067–1079.
[82] C.-Y. Deng. Characterizations of the commutators and the anticommutator involving idempotents. Appl. Math.
Comput. 221(2013), 351–359.
[83] D.S. Djordjevic´, Y. Wei. Outer generalized inverses in rings. Commun. Algebra 33(2005), 3051–3060.
[84] D.Zˇ. Dokovic´. Unitary similarity of projectors. Aequat. Math. 42(1991), 220–224.
[85] D. Dolzˇzan. Multiplicative sets of idempotents in a finite ring. J. Algebra 304(2006), 271–277.
[86] R. Drnovseˇk, H. Radjavi, P. Rosenthal. A characterization of commutators of idempotents. Linear Algebra Appl.
347(2002), 91–99.
[87] H.-K. Du, C.-Y. Deng. Invertibility of linear combinations of two Idempotents. Proc. Amer. Math. Soc. 134(2006),
1451–1457.
[88] J.W. Duke. A note on the similarity of a matrix and its conjugate transpose. Pacific J . Math. 31(1969), 321–323.
[89] B. Eckmann. Idempotents in a complex group algebra, projective modules, and the von Neumann algebra. Arch.
Math. 76(2001), 241–249.
[90] T. Ehrhardt. Finite sums of idempotents and logarithmic residues on connected domains. Integr. Equ. Oper. Theory
21(1995), 238–242.
[91] T. Ehrhardt, V. Rabanovich, Yu. Samoˇılenko, B. Silbermann. On the decomposition of the identity into a sum of
idempotents. Meth. Funct. Anal. Topology 7(2001), 1–6.
[92] I. Emmanouil. Projective modules, augmentation and idempotents in group algebras. J. Pure Appl. Algebra
158(2001), 151–160.
[93] I. Emmanouil. Idempotent Matrices over Complex Group Algebras. Springer, Berlin Heidelberg, 2006.
[94] J.A. Erdos. On products of idempotent matrices. Glasg. Math. I. 8(1967), 118–122.
[95] L. Fang, H. Du. Stability theorems for some combinations of two idempotents. Linear Multilinear Algebra 60(2012),
159–165.
[96] P.A. Fillmore. On sums of projections. J. Funct. Anal. 4(1969), 146–152.
[97] T. Finck, S. Roch, B. Silbermann. Banach algebras generated by two idempotents and one flip. Math. Nachr.
216(2000), 73–94.
[98] D.G. Fitz-Gerald. On inverses of products of idempotents in regular semigroups. J. Austral. Math. Soc. 13(1972),
335–337.
[99] E. Formanek. Idempotents in Noetherian group rings. Can. J. Math. 25(1973), 366–369.
[100] J. Fountain. Products of idempotent integer matrices. Math. Proc. Cambridge Phil. Soc. 110(1991), 431–441.
[101] S. Gabriella. Simultaneous triangularization of projector matrices. Acta Math. Hungarica 48(1986), 285–288.
[102] H-.L. Gau, P-.Y. Wu. Fredholmness of linear combinations of two idempotents. Integr. Equ. Oper. Theory 59(2007),
579–583.
[103] A. George, Kh.D. Ikramov. A note on the canonical form for a pair of orthoprojectors. J. Math. Sci. 132(2006),
153–155.
[104] G.M.S. Gomes, V. Gould. Fundamental semigroups having a band of idempotents. Semigroup Forum. Springer-
Verlag, 2008.
[105] W.R. Gordon. Unitary relation between a matrix and its transpose. Canad. Math. Bull. 13(1970), 279–280.
[106] R. Gow. The equivalence of an invertible matrix to its transpose. Linear Multilinear Algebra 8(1980), 371–373.
[107] J. Groß. On oblique projection, rank additivity and the Moore–Penrose inverse of the sum of two matrices. Linear
Multilinear Algebra 46(1999), 265–275.
[108] J. Groß. Idempotency of the Hermitian part of a complex matrix. Linear Algebra Appl. 289(1999), 135–139.
[109] J. Groß. On the product of orthogonal projectors. Linear Algebra Appl. 289(1999), 141–150.
[110] J. Groß, G. Trenkler. Nonsingularity of the difference of two oblique projectors. SIAM J. Matrix Anal. Appl.
21(1999), 390–395.
30
[111] T.N.E. Greville. Solutions of the matrix equations XAX = X and relations between oblique and orthogonal
projectors. SIAM J. Appl. Math. 26(1974), 828–832.
[112] T.E. Hall, M.V. Sapir. Idempotents, regular elements and sequences from finite semigroups. Discrete Math.
161(1996), 151–160.
[113] M. Hanke, M. Neumann. The geometry of the set of scaled projections. Linear Algebra Appl. 190(1993), 137–148.
[114] J. Hannah, K.C. O’Meara. Products of idempotents in regular rings II. J. Algebra 123(1989), 223–239.
[115] J. Hannah, K.C. O’Meara. Products of simultaneously triangulable idempotent matrices. Linear Algebra Appl.
149(1991), 185–190.
[116] P.C. Hansen. Oblique projections and standard-form transformations for discrete inverse problems. Numer. Linear
Algebra Appl. 20(2013), 250–258.
[117] R.E. Hartwig and M.S. Putcha, When is a matrix a difference of two idempotents? Linear Multilinear Algebra
26(1990), 267–277.
[118] R.E. Hartwig, M.S. Putcha. When is a matrix a sum of idempotents? Linear Multilinear Algebra 26(1990), 279–286.
[119] R.E. Hartwig, G.P.H. Styan. Partially ordered idempotent matrices, in: T. Pukkila, S. Puntanen (Eds.), Proceed-
ings of the Second International Tampere Conference in Statistics, University of Tampere, Tampere, Finland, 1987,
pp. 361–383.
[120] R.E. Hartwig, G. Wang, Y. Wei. Some additive results on Drazin inverse. Linear Algebra Appl. 322(2001), 207–217.
[121] J.B. Hawkins, W.J. Kammerer. A class of linear transformations which can be written as the product of projections.
Proc. Amer. Math. Soc. 19(1968), 739–745.
[122] J. Henno. On idempotents and Green relations in the algebras of many-placed functions. Ann. Acad. Sci. Fenn.
Ser. A I Math. 3(1977), 169–178.
[123] Y. Hirano, H. Tominaga. Rings in which every element is the sum of two idempotents. Bull. Austral. Math. Soc.
37(1988), 161–164.
[124] J.M. Howie. The subsemigroup generated by the idempotents of a full transformation semigroup. J. Lond. Math.
Soc. 141(1966), 707–716.
[125] J.W. Howie. Products of idempotents in finite full transformation semigroups. Proc. Roy. Soc. Edinbur. Sec. A
Math. 86(1980), 243–254.
[126] Q. Huang. On perturbations for oblique projection generalized inverses of closed linear operators in Banach spaces.
Linear Algebra Appl. 434(2011), 2468–2474.
[127] A.C. Hunter, E.C. Lance. Idempotents in the Larson ideal of a nest algebra. Proc. Roy. Iri. Acad. Sec. A Math.
Phys. Sci. 90(1990), 1–4.
[128] Kh.D. Ikramov. A canonical form for projectors under unitary similarity. Comput. Math. Math. Phys. 36(1996),
279–281.
[129] Kh.D. Ikramov. On simultaneous reduction of a pair of oblique projectors to block triangular form. Comput. Math.
Math. Phys. 38(1998), 181–182.
[130] Kh.D. Ikramov. The canonical form as a tool for proving the properties of projectors. Comput. Math. Math. Phys.
40(2000), 1233–1238.
[131] A.P. Isaev, A.I. Molev, A.F. Os’kin. On the Idempotents of Hecke Algebras. Lett. Math. Phys. 85(2008), 79–90.
[132] T. Ito, P. Terwilliger, D. Passman. An algebra generated by two sets of mutually orthogonal idempotents. J.
Algebra Appl. 9(2010), 839–858.
[133] R. Kala. On commutativity of projectors. Discuss. Math. Probab. Stat. 28(2008), 157–165.
[134] N.J. Kalton. Sums of idempotents in Banach algebras. Canad. math. Bull. 31(1988), 448–451.
[135] T. Kato. Notes on projections and perturbation theory. Technical Report No. 9, Univ. Calif., Berkley, 1955.
[136] H. Kawai. Algebras generated by idempotents and commutative group algebras over a ring. Commun. Algebra
30(2002), 119–128.
[137] H. Kawai, N. Onoda. Commutative group algebras generated by idempotents. Toyama Math. J. 28(2005), 41–54.
[138] H. Kawai, N. Onoda. Commutative group algebras whose quotient rings by nilradicals are generated by idempotents.
Rocky Mount. J. Math. 41(2011), 229–238.
[139] D. Kirby. Idempotents in a graded ring. J. London Math. Soc. s2–8(1974), 375–376.
[140] R. Kinser, R. Schiffler. Idempotents in representation rings of quivers. Algeb. Numb. Theory 6(2012), 967–994.
[141] J.J. Koliha. Range projections of idempotents in C∗-algebras. Demonstr. Math. 34(2001), 91–104.
[142] J.J. Koliha, D.S. Cvetkovic´-Ilic´, C-.Y. Deng. Generalized Drazin invertibility of combinations of idempotents.
Linear Algebra Appl. 437(2012).
[143] J.J. Koliha, V. Rakocˇevic´. On the norm of idempotents in C∗-algebras. Rocky Mount. J. Math. 34(2004), 685–698.
[144] J.J. Koliha, V. Rakocˇevic´. Invertibility of the sum of idempotents. Linear Multilinear Algebra 50(2002), 285–292.
[145] J.J. Koliha, V. Rakocˇevic´. The nullity and rank of linear combinations of idempotent matrices. Linear Algebra
Appl. 418(2006), 11–14.
[146] J.J. Koliha, V. Rakocˇevic´. Stability theorems for linear combinations of idempotents. Integr. Equ. Oper. Theory
58(2007), 597–601.
[147] J.J. Koliha, V. Rakocˇevic´, I. Strasˇkraba. The difference and sum of projectors. Linear Algebra Appl. 388(2004),
279–288.
[148] S. Krishnamoorthy, T. Rajagopalan. k-Idempotency of linear combinations of an idempotent matrix and a tripotent
matrix that commute. Indian J. Pure Appl. Math. 42(2011), 99–108.
[149] S.A. Kruglyak, V.I. Rabanovich, Yu.S. Samo˘ılenko. Sums of projectors. Funkts. Anal. Prilozhen. 36(2002), 20–35.
[150] S.A. Kruglyak, Yu.S. Samo˘ılenko. On the complexity of description of representations of ∗-algebras generated by
idempotents. Proc. Amer. Math. Soc. 128(2000), 1655–1664.
[151] S.A. Kruglyak, Yu. S. Samo˘ılenko. Structure theorems for families of idempotents. Ukrain. Math. J. 50(1998),
593–604.
31
[152] N. Krupnik. Minimal number of idempotent generators of matrix algebras over arbitrary field. Comm. Algebra
20(1992), 3251–3257.
[153] N. Krupnik, S. Roch, B. Silbermann. On C∗-algebras generated by idempotents. J. Funct. Anal. 137(1996), 303–
319.
[154] N. Krupnik, E. Spigel. Invertibility symbols of a banach algebra generated by two idempotents and a shift. Integr.
Equ. Oper. Theory 17(1993), 567–578.
[155] T.J. Laffey. Algebras generated by two idempotents. Linear Algebra Appl. 37(1981), 45–53.
[156] D.R. Larson, D.R. Pitts. Idempotents in nest algebras. J. Funct. Anal. 97(1991), 162–193.
[157] C. Laurier, B. Mathes, H. Radjavi. Sums of idempotents. Linear Algebra Appl. 208/209(1994), 175–197.
[158] P.A. Linnell. Zero divisors and idempotents in group rings. Math. Proc. Cambridge Phil. Soc. 81(1977), 365–368.
[159] X. Liu, L. Wu, Y. Yu. The group inverse of combinations of two idempotent matrices. Linear Multilinear Algebra
59(2011), 101–115.
[160] V.E. Ljance. Certain properties of idempotent operators (in Russian). Teoret. Prik. Mat. 1(1958), 16–22.
[161] P. Lounesto, G.P. Wene. Idempotent structure of Clifford algebras. Acta Appl. Math. 9(1987), 165–173.
[162] C. Mallol, J.P. Olivier, D. Serrato. Groupoids, idempotents and pointwise inverses in relational categories. J. Pur.
Appl. Algebra 36(1985), 23–51.
[163] G. Marsaglia, G.P.H. Styan. Equalities and inequalities for ranks of matrices. Linear Multilinear Algebra 2(1974),
269–292.
[164] F.E.B. Mart´ınez, C.R.G. Vergara. Explicit idempotents of finite group algebras. Finite Fields Appl. 28(2014),
123–131.
[165] J.P. May. Idempotents and Landweber exactness in brave new algebra. Homol. Homot. Appl. 3(2001), 355–359.
[166] C.D. Meyer, Jr. On the construction of solutions to the matrix equations AX = A and Y A = A. SIAM Rev.
11(1969), 612–615.
[167] D.H. Mushtari. Quantum logics of idempotents or projections in C∗-algebras. Lobachevskii J. Math. 33(2012), 1–4.
[168] B. Nacˇevska, D.S. Djordjevic´. Inner generalized inverses with prescribed idempotents. Commun. Algebra 39(2011),
634–646.
[169] M. Neunho¨ffer. Arithmetical properties of idempotents in group algebras. Compt. Rend. Acad. Sci. Ser. I. Math.
330(2000), 535–539.
[170] K. Nishio. The structure of a real linear combination of two projections. Linear Algebra Appl. 66(1985), 169–176.
[171] M. Omladic. Spectra of the difference and product of projections. Proc. Am. Math. Soc. 99(1987), 317–318.
[172] S. Ota. Unbounded nilpotent and idempotents, J. Math. Anal. Appl. 132(1988), 300–308.
[173] H. O¨zdemır, A.Y. O¨zban. On idempotency of linear combinations of idempotent matrices. Appl. Math. Comput.
159(2004), 439–448.
[174] R. Pare´, R. Rosebrugh, R.J. Wood. Idempotents in bicategories. Bull. Austral. Math. Soc. 1989, 39(1989), 421–434.
[175] W.-S. Park. The units and idempotents in the group ring of a finite cyclic group. Commun. Korean Math. Soc.
12(1997), 855–864.
[176] A. Paszkiewicz. Sums of small numbers of idempotents. Michigan Math. J. 14(1968), 453–465.
[177] C.S. Pazzis. On linear combinations of two idempotent matrices over an arbitrary field. Linear Algebra Appl.
433(2010), 625–636.
[178] C.S. Pazzis. On decomposing any matrix as a linear combination of three idempotents. Linear Algebra Appl.
433(2010), 843–855.
[179] C.S. Pazzis. On sums of idempotent matrices over a field of positive characteristic. Linear Algebra Appl. 433(2010),
856–866.
[180] C. Pearcy, D.M. Topping. Sums of small number of idempotents. Mich. Math. J. 14(1967), 453–465.
[181] T.V. Pedersen. Idempotents in quotients and restrictions of Banach algebras of functions. Ann. Inst. Fourier
(Grenoble) 46(1996), 1095–1124.
[182] M. Petrich. Regular semigroups satisfying certain conditions on idempotents and ideals. Trans. Amer. Math. Soc.
170(1972), 245–267.
[183] S. Popovych, T. Turowska. Unitarizable and non-unitarizable representations of algebras generated by idempotents.
Algebra Discr. Math. 3(2004), 111–125.
[184] M. Pruthi. Idempotents in the group ring of quaternions. J. Inform. Optim. Sci. 37(2016), 261–269.
[185] V. Ptak. Extremal operators and oblique projections, Casopis Pest. Mat. 110(1985), 343–350.
[186] S. Puntanen, G.P.H. Styan, J. Isotalo. Matrix Tricks for Linear Statistical Models: Our Personal Top Twenty.
Springer, Berlin, 2011.
[187] A.E. Qallali, J. Fountain, V. Gould. Fundamental representations for classes of semigroups containing a band of
Idempotents. Commun. Algebra 36(2008), 2998–3031.
[188] V.I. Rabanovych. Banach algebras generated by three idempotents. Methods Funct. Anal. Topology 4(1998), 65–67.
[189] V.I. Rabanovych. On the decomposition of an operator into a sum of four idempotents. Ukrain. Math. J. 56(2004),
512–519.
[190] V.I. Rabanovych. On the decomposition of a diagonal operator into a linear combination of idempotents or pro-
jectors. Ukrainian Math. J. 57(2005), 466–473.
[191] V.I. Rabanovych, Yu.S. Samoilenko. When a sum of idempotents or projections is a multiple of the identity. Funct.
Anal. Appl. 34(2000), 311–313.
[192] V.I. Rabanovych, Yu.S. Samoilenko, A.V. Strelets. On the identities in algebras generated by linearly connected
idempotents. Ukrain. Math. J. 56(2004), 929–946.
[193] V.I. Rabanovych, A.V. Strelets. On polynomial identities in algebras generated by idempotents and their ∗-
representations. Symm. nonlin. Math. phys. Part 1–3(2004), 1179–1183.
[194] H. Radjavi. Structure of A∗A− AA∗. J. Math. Mech. 16(1966), 19–26.
[195] H. Radjavi, P. Rosenthal. On commutators of idempotents. Linear Multilinear Algebra 50(2002), 121–124.
32
[196] V. Rakocevic. On the norm of idempotent in a Hilbert space. Amer. Math. Month. 107(2000), 748–750.
[197] C.R. Rao, S.K. Mitra. Generalized Inverse of Matrices and Its Applications. Wiley, New York, 1971.
[198] B. Randrianantoanina. Norm-one projections in Banach spaces. International Conference on Mathematical Analysis
and its Applications (Kaohsiung, 2000). Taiwanese J. Math. 5(2001), 35–95.
[199] K.P.S.B. Rao. Products and sums of idempotent matrices over principal ideal domains. Combinatorial Matrix
Theory and Generalized Inverses of Matrices. Springer, India, 2013.
[200] X.M. Ren, K.P. Shum. On superabundant semigroups whose set of idempotents forms a subsemigroup. Algebra
Colloq. 14(2007), 215–228.
[201] S. Roch, B. Silbermann. Algebras generated by idempotents and the symbol calculus for singular integral operators.
Integr. Equ. Oper. Theory 11(1988), 385–419.
[202] W. Ruitenburg. Products of idempotent matrices over Hermite domains. Semigroup Forum 46(1993), 371–378.
[203] L. Salce, P. Zanardo. Products of elementary and idempotent matrices over integral domains. Linear Algebra Appl.
452(2014), 130–152.
[204] Y. Samo˘ılenko, L. Turowska. Representations of a class of algebras generated by idempotents. Ukrainian Mathe-
matics Congress–2001 (Ukrainian), pp. 270–288.
[205] Y. Samo˘ılenko, L. Turowska. On bounded and unbounded idempotents whose sum is a multiple of the identity.
Methods Funct. Anal. Topology 8(2002), 79–100.
[206] M. Sarduvan, H. O¨zdemır. On linear combinations of two tripotent, idempotent, and involutive matrices. Appl.
Math. Comput. 200(2008), 401–406.
[207] B. Schmeikal. The idempotent manifold in a Clifford algebra. Adv. Appl. Clifford Algebras 16(2006), 159–165.
[208] G.B. Seligman. On idempotents in reduced enveloping algebras. Trans. Am. Math. Soc. 355(2003), 3291–3300.
[209] P. Selinger. Idempotents in dagger categories. Electron. Notes Theoret. Comput. Sci. 210(2008), 107–122.
[210] M.V. Shchukin. N-homogeneous C∗-algebras generated by idempotents. Russian Math. 55(2011), 81–88.
[211] B. Simon. Unitaries permuting two orthogonal projections. Linear Algebra Appl. 528(2017), 436–441.
[212] G. Song, X. Guo. Diagonability of idempotent matrices over noncommutative rings. Linear Algebra Appl. 297(1999),
1–7.
[213] E. Spiegel. Sums of projections. Linear Algebra Appl. 187(1993), 239–249.
[214] I. Spitkovsky. Once more on algebras generated by two projections. Linear Algebra Appl. 208/209(1994), 377–395.
[215] A. Steger. Diagonability of idempotent matrices. Pacific J. Math. 19(1966), 535–542.
[216] G.W. Stewart. On the numerical analysis of oblique projectors. SIAM J. Matrix Anal. Appl. 32(2011), 309–348.
[217] A. Strojnowski. Idempotents and zero divisors in group rings. Comm. Algebra 14(1986), 1171–1185.
[218] G.P.H. Styan. Schur complements and linear models. In: Proc. First International Tampere Seminar on Linear
Statistical Models and Their Applications, Dept. of Mathematical Science, University of Tampere, Finland, 1985,
pp. 37–75.
[219] Y. Takane, H. Yanai. On oblique projectors. Linear Algebra Appl. 289(1999), 297–310.
[220] O. Taussky, H. Zassenhaus. On the similarity transformation between a matrix and its transpose, Pacific. J. Math.
9 (1959), 893–896.
[221] Y. Tian. Solvability of two linear matrix equations. Linear Multilinear Algebra 48(2000), 123–147.
[222] Y. Tian. The maximal and minimal ranks of some expressions of generalized inverses of matrices. Southeast Asian
Bull. Math. 25(2002), 745–755.
[223] Y. Tian. Upper and lower bounds for ranks of matrix expressions using generalized inverses. Linear Algebra Appl.
355(2002), 187–214.
[224] Y. Tian. Rank equalities related to outer inverses of matrices and applications. Linear Multilinear Algebra 49(2002),
269–288.
[225] Y. Tian. More on rank equalities for outer inverses of matrices with applications, Int. J. Math. Game Theory
Algebra 12(2002), 137–151.
[226] Y. Tian. Reverse order laws for the Drazin inverse of a triple matrix product. Pub. Math. Debrecen 63(2003),
261–277.
[227] Y. Tian. A disjoint idempotent decomposition for linear combinations produced from two commutative tripotent
matrices and its applications. Linear Multilinear Algebra 59(2011), 1237–1246.
[228] Y. Tian. Formulas for calculating the dimensions of the sums and the intersections of a family of linear subspaces
with applications. Beitr. Algebra Geom. 60(2019), 471–485.
[229] Y. Tian. On relationships between two linear subspaces and two orthogonal projectors. Spec. Matrices 7(2019),
142–212.
[230] Y. Tian, G.P.H. Styan. Rank equalities for idempotent and involutory matrices. Linear Algebra Appl. 335(2001),
101–117.
[231] Y. Tian, G.P.H. Styan. A new rank formula for idempotent matrices with applications. Comment. Math. Univ.
Carolin. 43(2002), 379–384.
[232] Y. Tian, G.P.H. Styan. Rank equalities for idempotent matrices with applications. J. Comput. Appl. Math.
191(2006), 77–97.
[233] Y. Tian, G.P.H. Styan. Cochran’s statistical theorem revisited. J. Statist. Plann. Inference 136(2006), 2659–2667.
[234] Y. Tian, Y. Takane. Some properties of projectors associated with the WLSE under a general linear model. J.
Multivariate Anal. 99(2008), 1070–1082.
[235] Y. Tian, Y. Takane. On V-orthogonal projectors associated with a semi-norm. Ann. Inst. Stat. Math. 61(2009),
517–530.
[236] M. Tosˇic´. On some linear combinations of commuting involutive and idempotent matrices. Appl. Math. Comput.
233(2014), 103–108.
[237] I. Trendafilov, D. Vladeva. Idempotent elements of the endomorphism semiring of a finite chain. C.R. Acad. Bulgare
Sci. 66(2013), 621–628.
33
[238] G. Trenkler. Characterizations of oblique and orthogonal projectors. In: Proceedings of the International Confer-
ence on Linear Statistical Inference LINSTAT ’93, T. Cali/’nski, R. Kala (eds.), Mathematics and Its Applications,
vol 306. Springer, Dordrecht 1994, pp. 255–270.
[239] J. Vermeer. Orthogonal similarity of a real matrix and its transpose. Linear Algebra Appl. 428(2008), 382–392.
[240] A.M. Vetoshkin. Jordan form of the difference of projectors. Comput. Math. Math. Phys. 54(2014), 382–396.
[241] I. Vidav. On idempotent operators in a Hilbert space. Publ. Inst. Math. (Beograd) (N.S.) 4(1964) 157–163.
[242] I. Vidav. The norm of the sum of two projections. Proc. Amer. Math. Soc. 65(1977), 297–298.
[243] J.-H. Wang. The length problem for a sum of idempotents. Linear Algebra Appl. 215(1995), 135–159.
[244] J.-H. Wang, P.-Y. Wu. Difference and similarity models of two idempotent operators. Linear Algebra Appl.
208/209(1994), 257–282.
[245] Y. Wang, H. Zhang. Perturbation analysis for oblique projection generalized inverses of closed linear operators in
Banach spaces. Linear Algebra Appl. 426(2007), 1–11.
[246] Y.-Q. Wang, H.-K. Du, Y.-N. Dou. On the index of Fredholm pairs of idempotents. Acta Math. Sin. (Engl. Ser.)
25(2009), 679–686.
[247] A. Weiss. Idempotents in group rings. J. Pure Appl. Algebra 16(1980), 207–213.
[248] G.P. Wene. The idempotent structure of an infinite dimensional Clifford algebra. In: Micali A., Boudet R., Helm-
stetter J. (eds) Clifford Algebras and their Applications in Mathematical Physics. Fundamental Theories of Physics,
vol 47. Springer, Dordrecht, 1992, pp.161–164.
[249] P.Y. Wu. Sums of idempotent matrices. Linear Algebra Appl. 142(1990), 43–54.
[250] T. Xie, X. Zhu, K. Zuo. The null and column spaces of combinations of two projectors. J. Math. Resear. Appl.
36(2016), 407–422.
[251] T. Xie, K. Zuo. Fredholmness of combinations of two idempotents. Euro. Pure Appl. Math. 3(2010), 678–685.
[252] T. Xie, K. Zuo. The Drazin inverses of Combinations of two idempotents. Math. Appl. 26(2013), 480–491.
[253] H. Yanai, K. Takeuchi, Y. Takane. Projection Matrices, Generalized Inverse Matrices, and Singular Value Decom-
position. Springer, New York, 2011.
[254] Z.-P. Yang, H.-S. Lian. The researches on the zero matrices and identity matrices for linear expression of idempotent
matrices. J. Xiamen Univer. 48(2009), 310–316.
[255] X. Yao, G. Gao. On invertibility of multiplicative combination of two idempotents. J. Math. Sci. Adv. Appl.
4(2010), 329–335.
[256] T. Yoshida. Idempotents of Burnside rings and dress induction theorem. J. Algebra 80(1993), 90–105.
[257] E. Zelmanov. Idempotents in Conformal Algebras. In: Proceedings of the Third International Algebra Conference.
Springer, Dordrecht, pp. 257–266, 2003.
[258] J. Zemanek. Idempotents in Banach Algebras. Bull. Lond. Math. Soc. 11(1979), 177–183.
[259] S. Zhang, J. Wu. The Drazin inverse of the linear combinations of two idempotents in the Banach algebra. Linear
Algebra Appl. 436(2012), 3132–3138.
[260] S. Zhao, H. Lu¨, Z. Lin, Z. Yang. Rank equalities for linear combinations of the power of product of idempotent
matrices. J. Northeast Norm. Univ. Nat. Sci. Edit. 44(4)(2012), 21–25.
[261] K. Zuo.The nullity and rank of combinations of idempotent matrices. J. Math. (Wuhan) 28(2008), 619–622.
[262] K. Zuo. Nosingularity of the difference and the sum of two idempotent matrices. Linear Algebra Appl. 433(2010),
476–482.
[263] K. Zuo. Some rank equalities about combinations of two idempotent matrices. Wuhan Univ. J. Nat. Sci. 15(2010),
380–384.
[264] K. Zuo, T. Xie. Group inverse of combinations of two idempotent matrices (In Chinese). J. Math. 34(2014), 497–501.
[265] K. Zuo, X. Zhou, S. Yu. On some rank equalities of combinations of idempotent matrices with applications. J.
Huazhong Norm. Univ. Nat. Sci. 45(2011), 366–370.
34
