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Resumo
Neste trabalho, modelamos a ocupação de um dispositivo de memória presente na
arquitetura de uma rede de comunicação composta por M fontes independentes e identi-
camente distribuidas a fim de capturar o seu comportamento assintótico e estimar proba-
bilidades de transbordamento. Nesse sentido, tivemos que lidar com processo de renovação
com recompensa, em que a soma parcial é indexada por um processo de renovação forte-
mente dependente das contribuições à soma. Com estabilização adequada e sob condições
de regularidade, provamos que o limite de processos de renovação com recompensa, em
distância Mallows, é uma variável aleatória α-estável, 1 ≤ α ≤ 2. Ao promovermos neste
processo um reescalonamento no tempo, provamos a sua convergência fraca para o movi-
mento de Lèvy α-estável, generalizando o Teorema de Donsker, um importante resultado
de convergência fraca existente na literatura para processos estocásticos que envolvem
somas parciais de variáveis aleatórias i.i.d. com segundo momento finito. Tais resultados
têm na teoria de tráfego importantes aplicações.
Palavras-chave: probabilidade do transbordamento, processo de renovação com recom-
pensa, distância Mallows, convergência fraca, movimento de Lèvy estável.
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Abstract
For communication network consisting of M independent and identically distributed
sources we model the device memory occupation in order to capture the asymptotic beha-
vior that leads to overflow probability estimates. It will be shown that the renewal reward
process, where the sum is indexed by a renewal process strongly dependent on the con-
tributions of the sum, plays a central role. Under regularity conditions, we prove that its
asymptotic limit, under Mallows distance, is an α-stable random variable. For 1 ≤ α ≤ 2
and by adequately rescheduling the time variable we prove that its weak limit is the α-
stable Lèvy motion and this generalizes the classical Donsker’s Theorem for variables with
finite second moment. Applications to traffic control networks are included.
Keywords: overflow probabilities, renewal reward processes, Mallows distance, weak
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Nos últimos anos, com a evolução tecnológica e barateamento dos custos dos equipa-
mentos de processamento de dados, tem-se observado uma mudança no comportamento
das corporações no que se refere ao processamento de suas informações. O que, tradicio-
nalmente, era feito de forma centralizada em torno de um computador de grande porte,
atualmente tem se operado com o uso de uma configuração de processamento de dados
distribuído, consistindo-se de muitos computadores e terminais ligados em rede.
A mera existência de uma grande população de computadores e terminais cria a de-
manda para que os mesmos trabalhem em rede. Um exemplo simples disso é quando a
maioria dos funcionários de uma empresa tem acesso a um terminal ou computador pes-
soal. Esse fato torna a aplicação comunicação por e-mail muito mais eficiente do que, por
exemplo, o contato telefônico, muitas vezes frustrado ou de alto custo. Outras aplicações,
como troca de documentos, o uso de um banco de dados que está distribuído em diversos
computadores, a capacidade de acessar diversos computadores a partir de um terminal,
podem ser oferecidas por um software de aplicação que é preparado para o novo ambiente
de rede. Assim, podemos entender que conectividade é algo natural e o que a viabiliza é
a existência de uma espécie de "linguagem" comum.
A quantidade de computadores em uso no mundo inteiro está em centenas de milhões.
Esse número é crescente e, além disso, a memória e o poder de processamento em expansão
dessas máquinas cria um número cada vez mais diversificado de aplicações e funções e
gera uma demanda por conectividade.
Um tipo de rede comum, encontrada em praticamente todos os prédios de escritórios de
organizações de médio e grande porte, é a chamada rede local - LAN (local area network).
A necessidade de integração de aplicações diversificadas em redes locais e a interconexão
entre essas redes geram pressões sobre transmissão em rede remota, requerendo dela uma
maior capacidade de transmissão e comutação da informação. A utilização da fibra ótica,
felizmente, provê amplos recursos para atender essa demanda. Entretanto, o desenvolvi-
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mento de sistemas de comutação com capacidade de resposta rápida para dar suporte a
essas novas demandas é um desafio a ser perseguido.
As redes remotas - WAN (wide area network) consistem de uma série de nós de co-
mutação interconectados. Normalmente cobrem uma grande área geográfica, exigem a
travessia de serviços públicos e contam, em parte, com circuitos fornecidos por uma ope-
radora comum. Uma transmissão a partir de qualquer dispositivo conectado a ela é
roteada por esses nós internos para o destino especificado. Esses nós não se preocupam
com o conteúdo dos dados e seu objetivo é facilitar a movimentação da informação até o
seu destino final.
Tradicionalmente, WAN têm sido implementadas usando tecnologias do tipo comuta-
ção de circuitos, comutação de pacotes e, mais recentemente, redes Frame Relay e ATM.
O Modo de Transmissão Assíncrono - ATM (Asynchronous Transfer Mode), às vezes
chamado de Cell Relay, é um resultado do desenvolvimento em comutação de circuitos
e pacotes. Pode ser encarado como uma evolução do Frame Relay. A diferença mais
óbvia entre Frame Relay e ATM é que o primeiro utiliza pacotes de tamanho variável, os
chamados frames, enquanto ATM utiliza pacotes de tamanho fixo, denominados células,
o que reduz a sobrecarga de processamento no controle de erros gerados no processo de
transmissão.
Como uma evolução da comutação de circuitos, ATM permite a definição de vários
canais virtuais com velocidades de dados que são definidas dinamicamente no momento
em que o canal virtual é criado.
A informação, para ser comunicada, é convertida em um sinal eletromagnético que, por
sua vez, é transmitido por algum meio. Os meios de transmissão mais utilizados são linhas
de par trançado, cabo coaxial, cabo de fibra ótica e microondas terrestres e por satélite.
Há diversas técnicas de codificação do sinal eletromagnético que influenciam diretamente
na qualidade da transmissão. A interface entre um dispositivo e o meio de transmissão
precisa ser definida e há protocolos internacionais estabelecidos para o controle do enlace
de dados.
0.1 Interconexão de redes
Um protocolo é um conjunto de regras semânticas e sintáticas que descrevem como
transmitir dados por uma rede. O Internet Protocol - IP é um sistema técnico que permite
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que o tráfego de informações seja encaminhado de uma rede para outra, ou seja, é um
protocolo padronizado que é executado em hosts e roteadores para interconectar uma série
de redes independentes.
A internet é um exemplo de interrede de alcance mundial, baseada na arquitetura de
protocolo TCP/IP, que interconecta milhares de redes públicas e privadas e milhões de
usuários.
Uma arquitetura de protocolos é a estrutura de software que implementa a função de
comunicação. Consiste, normalmente, de um conjunto de camadas de protocolos, com um
ou mais protocolos em cada camada. Para exemplificar, considere um modelo simples em
três camadas, descrito em linhas gerais:
• camada de acesso à rede: trata da troca de dado entre computador e a rede a qual
está conectado.
• camada de transporte: trata da acomodação da informação, independente do tipo
de aplicação que a originou, em formato exigido pela interrede, e, próximo ao seu
destino, da reconstrução da informação em formato reconhecível pelo sistema recep-
tor.
• camada de aplicação: contém a lógica necessária para dar suporte às diversas apli-
cações do usuário.
O conjunto de protocolos TCP/IP é a arquitetura prevalente nas redes atuais, que
tem nos multiplexadores a chave do seu bom funcionamento.
0.2 Características do tráfego em redes de alta veloci-
dade
Vimos que a atual estrutura de transporte de dados são as redes ATM. Diferentemente
das redes síncronas, onde a banda é repartida entre os utilizadores de acordo com um corte
temporal, a rede ATM racionaliza os espaços não utilizados para transmitir outros dados,
garantindo, assim, uma melhor banda concorrida.
As demandas por diversos tipos de serviço surgem de diversas fontes. As informações
de cada fonte são armazenadas em células que são endereçadas ao seu destino. A arquite-
tura da rede prevê a existência de nós e, em cada nó, há um comutador que desmultiplexa
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os trens de células e os reendereçam para enlaces de saída, segundo critérios que vão do
tipo de informação transportada à qualidade de serviço contratado. Em cada enlace de
saída, há um dispositivo de memória (buffer) que armazena os dados até que os mesmos
sejam transmitidos pela rede.
O fato é que, nessa dinâmica, há a formação de filas. Cada buffer é continuamente
pressionado por um fluxo aleatório de células e, considerando-se uma vazão de saída
constante, um problema comum é o transbordamento de células e consequente perda de
informação, o que interfere diretamente na qualidade do serviço oferecido. Uma questão
central é, portanto, compreender a dinâmica de ocupação do buffer para que o controlador
da rede possa direcionar suas intervenções.
Medições recentes do tráfego em redes locais [12] têm revelado características interes-
santes do seu comportamento ainda não consideradas nas modelagens tradicionais, como
a autossimilaridade e a longa dependência das contribuições ao tráfego.
A autossimilaridade diz respeito à natureza fractal do tráfego, descoberta após análises
de suas trajetórias onde pode-se constatar um comportamento altamente impulsivo das
séries observadas que não se suavizavam mesmo mediante agregação por diversas escalas
no tempo. A longa dependência das contribuições ao tráfego, por sua vez, diz respeito ao
decaimento hiperbólico da função de autocorrelação quando considerados espaçamentos
grandes no tempo, o que significa que a dependência das obsevações, ainda que distantes
na série temporal observada, não é desprezível. Esses dois conceitos estão intimamente
relacionados no sentido que o primeiro pode ser consequência do segundo [24].
Para fins de ajuste, novos modelos têm sido implementados para geração de tráfego
com dependência de longo alcance. Tais modelos são indispensáveis para a realização de
estudos de desempenho que visem o dimensionamento realista dos recursos de rede. O im-
pacto de tais estudos reside no melhor aproveitamento dos recursos da rede e consequente
melhoria na qualidade do serviço - QoS (quality of service) oferecido.
0.3 Considerações iniciais sobre o modelo ON/OFF de
tráfego pesado
Em virtude das características do tráfego observadas em medições recentes, tornam-se
necessários modelos realísticos capazes de capturar a longa dependência mantida entre
contribuições ao tráfego e cargas de tráfego, comportamento esse que se manifesta sob
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forma de autossimilaridade do processo limite observado.
Nesta tese, modelaremos o processo de ocupação de um buffer baseando-nos no modelo
de fontes ON/OFF. Consequentemente, lidaremos com o Processo ON/OFF ou, numa
terminologia matemática, processo de renovação alternado, muito popular em se tratando
de modelagem de tráfego.
No contexto da Teoria de Renovação, o Processo ON/OFF foi introduzido em 1997
por Willinger et al [26] e, como modelo de tráfego, por Anick et al [1].
O Modelo de fontes ON/OFF considera que a rede é formada por fontes interligadas
entre si. Cada fonte emite e recebe informações. As informações emitidas por cada
fonte, denominadas de cargas de tráfego, são emitidas durante os períodos em que a
fonte permanece ativa, e esses períodos aleatórios de atividade se alternam com períodos
aleatórios de inatividade. O intervalo de tempo constituído de um período de atividade
seguido de um período de inatividade é designado ser um período entre tráfego.
Neste trabalho, consideraremos que as variáveis aleatórias cargas de tráfego e perío-
dos entre tráfego possuem distribuições de cauda pesada. É a situação a qual temos
denominado de Tráfego Pesado.
Uma variável aleatória é dita ter distribuição de cauda pesada [20] ou, simplesmente,
ser de cauda pesada† se existe um índice β, 0 < β < 2, e uma função lentamente variante
ao infinito‡ L tal que
P (X ≥ x) ∼ cx−βL(x), x→∞,
para algum c > 0.
A situação de total independência entre as fontes do modelo é o que na literatura
tem sido denominada de Tráfego Livre . Outras configurações de interrede, em que sejam
consideradas formas de dependência entre as fontes, são desejáveis, uma vez que o Tráfego
Livre não se ajusta muito bem às configurações reais do tráfego.
†Ser de cauda leve (à direita) ou pesada (à direita) é uma classificação que, equivalentemente, diz
respeito se a variável aleatória ou sua função de distribuição possui função geradora de momento, respec-
tivamente, bem definida ou não.
‡Dizemos que L é uma função lentamente variante ao infinito se ocorre limx→∞
L(bx)
L(x) = 1 para qualquer
b > 0.
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0.4 Propósitos da tese
Diferentes autores replicam o modelo de uma fonte ON/OFF e, afim de caracterizar o
processo limite, utilizam uma espécie de Teorema do Limite Central Funcional. A nossa
proposta é que podemos capturar o processo limite a partir do modelo de uma única fonte,
usando distância Mallows.
A distância Mallows constitui-se numa métrica no espaço de distribuições. Nesta tese,
abordaremos essa maneira de medir distância entre funções de distribuição tanto para
o caso usual quanto para o bivariado. A dificuldade de se trabalhar com ela mostra-se
evidente no Capítulo 4, mas é através dela que conseguimos obter importantes resultados
de convergência para os processos associados à modelagem proposta no Capítulo 1.
Com o objetivo de facilitar a leitura desta tese, distribuímos, ao longo dos capítulos,
conceitos preliminares que serão importantes para a compreensão do texto como um todo e
especialmente úteis para entendimento das ideias principais de cada capítulo, cuja síntese
apresentamos a seguir.
No Capítulo 1, apresentamos o modelo de fontes ON/OFF que será objeto de discussão
dessa tese. Revisamos aspectos de como o mesmo tem sido abordado na literatura e
modelamos a ocupação de um dispositivo de memória (buffer) presente na arquitetura
de uma rede de comunicação. Além disso, mostramos que a análise sobre um modelo
de M fontes ON/OFF i.i.d. pode ser reduzida à análise de uma única fonte, onde ficam






que temos denominado de processo de renovação com recompensa, um tipo de soma
aleatoriamente indexada com algumas especificidades.
Usando teoria da renovação e martingales como ferramentas, provamos, no Capítulo
2, o importante Teorema 2.4. Sob condições de regularidade, esse teorema trata da con-
vergência, em distância Mallows, de somas aleatoriamente indexadas, adequadamente
estabilizadas, para uma variável aleatória α-estável, no caso em que há forte dependência
entre o processo indexador e as contribuições à soma. Em particular, no caso em que
as somas aleatoriamente indexadas são processos de renovação com recompensa, temos
denominado tal processo como processo de renovação com recompensa estabili-
zado e o resultado obtido de Teorema de limite central para processos de renovação com
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recompensa. Esse resultado constitui-se na chave dos demais resultados obtidos nesta
tese.
No capítulo seguinte, reescalonamos as trajetórias do processo de renovação com re-
compensa estabilizado com o objetivo de obter a sua convergência, no sentido das dis-
tribuições de dimensão finita, para um processo α-estável. Além disso, caracterizamos o
processo limite como o movimento de Lèvy α-estável.
A partir daí, surgiu o interesse por resultados de convergência fraca que pudessem ser
úteis na nossa análise. No Capítulo 4, investigamos condições de regularidade sobre um
processo particular, envolvendo somas parciais de variáveis aleatórias, suficientes para que
a convergência fraca pudesse ser herdada da convergência no sentido das distribuições de
dimensão finita. Como consequência desse esforço, obtivemos um importante resultado
de convergência fraca que generaliza o Teorema de Donsker.
Ao longo da teoria desenvolvida, o problema de tráfego que motivou o desenvolvimento
desse tese aparece como aplicação. Contudo, reservamos o Capítulo 5 para provar a
convergência do Processo de armazenamento, que surge na modelagem de ocupação do
buffer, sob a hipótese de tráfego pesado, para um processo similar ao que temos obtidos
nos capítulos anteriores. Estabelecemos aproximações assintóticas para o que chamamos
de probabilidade de transbordamento do buffer, importante medida de monitoramento que
pode viabilizar intervenções no sentido de se garantir uma melhor qualidade do serviço de
comunicação prestado pela rede. Além disso, provamos a convergência fraca do processo
de renovação com recompensa reescalonado e estabilizado para o movimento de Lèvy
α-estável como uma aplicação da teoria desenvolvida nos dois capítulos anteriores.
Para trabalhos futuros, apontamos a análise do comportamento do tráfego mediante
diferentes formas de dependência entre as fontes. Esse estudo terá como objetivo uma




Modelagem do tráfego e teoria da
renovação
Neste capítulo, apresentamos o modelo de fontes ON/OFF que será objeto de discussão
dessa tese. Revisamos aspectos de como o mesmo tem sido abordado na literatura e
modelamos a ocupação de um dispositivo de memória (buffer) presente na arquitetura
de uma rede de comunicação. Na última seção, destacamos o importante Problema do
Transbordamento, que está associado à perda de informação no sistema e que compromete
a qualidade do serviço de comunicação. A primeira seção, contudo, se ocupará de revisar
os principais aspectos da teoria de processos estocásticos que serão necessários para a
leitura e compreensão desta tese.
1.1 Preliminares
Seja (Ω,F , P ) um espaço de probabilidade e {X(t)}t∈T uma coleção de variáveis
aleatórias definidas em (Ω,F , P ), onde T é um conjunto não vazio. Para qualquer
(t1, t2, · · · , tk) ∈ T k, 1 ≤ k < ∞, o vetor aleatório (X(t1), X(t2), · · · , X(tk)) tem uma
distribuição conjunta de probabilidade µ(t1,t2,··· ,tk) sobre (Rk,B(Rk)).
Definição 1.1. Um processo estocástico (a valores reais) com conjunto de índice T é
uma família {X(t)}t∈T de variáveis aleatórias definidas em um espaço de probabilidade
(Ω,F , P ).
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1.1.1 Processos Gaussianos
Um processo estocástico é chamado Gaussiano se para t1, t2, · · · , tk ∈ T e números
reais θ1, θ2, · · · , θk, a variável aleatória
∑k
i=1 θiX(ti) tem distribuição normal. Para um
tal processo, as funções µ(t) := EX(t) e σ(s, t) := cov(X(s), X(t)) são chamadas funções
média e de autocovariância, respectivamente. Como var(
∑k
i=1 θiX(ti)) ≥ 0, segue que





θiθjσ(ti, tj) ≥ 0.
Essa propriedade da função de autocovariância σ(., .) é chamada não-negatividade de-
finida.
Exemplo 1.1. Sejam H ∈ (0, 1] e uma variável aleatória Y ∼ N(0, 1). Temos que o
processo Z = {Z(t)}t∈R, tal que
Z(t) =
{
tHY, t ≥ 0
(−t)HY, t ≤ 0 ,
é Gaussiano.





















onde θ1, ..., θm ∈ R, m ≥ 1, e µ(.) e σ(., .) são funções reais, sendo σ(., .) não-negativa
definida. Reciprocamente, para cada µ(.) e σ(., .) não-negativa definida existe um processo
Gaussiano correspondente.
Exemplo 1.2 (Movimento Browniano fracional). ∗ Fixemos 0 < H ≤ 1. Desde que a
função
f(t1, t2) = |t1|2H + |t2|2H − |t1 − t2|2H , t1, t2 ∈ R,
é não negativa definida, conforme [20], existe um processo Gausssiano {BH(t)}t∈R com





∗Veja [20], Lema 2.10.8
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Esse processo é chamado de movimento Browniano fracional (mBf). Em particular,
se tomarmos H = 1/2, temos que
σ(t1, t2) = min(t1, t2).var(B1/2(1)),
e o processo {B1/2(t)}t∈R := {B(t)}t∈R é dito ser o movimento Browniano (mB).
Note que todas as variáveis aleatórias de um mBf são Gaussianas e, portanto, possuem
segundo momento finito.
Quando a média de um processo estocástico for uma função constante e a função de
autocovariância for uma função apenas da variável incremento de tempo, ou seja,
µ(t) = µ
e
σ(ti, tj) = σ(t), t = ti − tj,
diremos que o processo é estacionário (sentido amplo).
Exemplo 1.3 (Incrementos do mB). Fixado τ ∈ R, considere o processoW = {W (s)}s∈R,
de incrementos do movimento Browniano, dado por
W (s) = B(s+ τ)−B(s).
Desde que
µW (s) = 0
e, tomando sem perda de generalidade τ > 0, a função de autocovariância
σW (t, s) =
{
s− t, se τ < s− t
τ, se τ ≥ s− t
é uma função que depende apenas de τ , temos que W é um processo estacionário. Por-
tanto, {B(t)}t∈R tem incrementos estacionários (si).
Alguns processos estocásticos apresentam uma estrutura invariante sob mudança de
escala. Tais processos são ditos serem autossimilares.
Definição 1.2. † Um processo estocástico X = {X(t)}t∈T é dito ser autossimilar com
†Conforme [20], página 311.
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parâmetro‡ de autossimilaridade H (H-ss), 0 < H < 1, se, para qualquer a > 0, ocorrer
{X(at)}t∈T d= {aHX(t)}t∈T ,
onde d= significa igualdade no sentido das distribuições de dimensão finita, isto é, se para
qualquer k ≥ 1, t1, t2, · · · , tk ∈ T e qualquer a > 0, ocorre
(X(at1), X(at2), · · · , X(atk)) d= (aHX(t1), aHX(t2), · · · , aHX(tk)).
Processos que são autossimilares com parâmetro de autossimilaridadeH e que possuam
incrementos estacionários são ditos serem processos H-sssi.
Exemplo 1.4. O processo Z, dado no Exemplo 1.1, é autossimilar.
Observada a autossimilaridade do processo Z e desde que





(|t|2H + |s|2H − |t− s|2H),
temos que ele é o mBf. Quem nos garante isso é a proposição abaixo.
Proposição 1.1. Para 0 < H ≤ 1 e E[X2(1)] = σ20, são equivalentes:
(i) {X(t)}t∈R é Gaussiano e H-sssi
(ii) {X(t)}t∈R é mBf com índice de autossimilaridade H
(iii) {X(t)}t∈R é Gaussiano, tem média 0 (se H < 1) e função de autocovariância dada
em (1.1).
Demonstração: Conforme [20], pág. 320.

Em geral, dadas duas variáveis aleatóriasX e Y , se tivermos cov(X, Y ) = 0 não implica
a independência dessas duas variáveis. Entretanto, no caso Gaussiano, a implicação é
válida. O exemplo abaixo analisa a condição de dependência entre os incrementos do
mBf.
‡Também conhecido como parâmetro de Hurst.
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Exemplo 1.5. Para τ > 0, considere o processo
{WH(t)}t∈R = {BH(t+ τ)−BH(t)}t∈R,
de incrementos do mBf. Considerando, por simplicidade, var(BH(1)) = 1, cálculos diretos
mostram que
σWH (0, t) =
1
2
{|t+ τ |2H − |t|2H − |τ |2H}.
Dessa maneira, para H 6= 1/2, temos que σWH (0, t) 6= 0, o que deixa evidente a depen-
dência, neste caso, entre os incrementos do mBf. Curiosamente, quando H = 1/2, esses
mesmos cálculos mostram a independência dos incrementos do mB.
1.1.2 Processos estáveis
Iniciamos esta seção introduzindo uma classe de distribuições que serão objeto de
nosso estudo, que são as distribuições estáveis.
Definição 1.3. § Uma variável aleatória X possui distribuição estável se, para cada n





= cnX + dn
Se dn = 0, dizemos que X possui distribuição estritamente estável.
Para uma variável aleatória estável X não degenerada, é possível mostrar que existe
0 < α ≤ 2 de modo que as constantes cn e dn possam ser escritas, de maneira única, como
cn = n
1/α e dn =
{
µ(n− n1/α) , se α 6= 1
2
pi
σβn ln(n) , se α = 1
.
Os parâmetros¶ α, σ, β e µ, portanto, caracterizam a variável X. Daí, dizemos que X
tem expoente α e utilizamos a notação
X ∼ Sα(σ, β, µ)
§Conforme [20], pág. 3.
¶Os parâmetros α, σ, β e µ são denominados de índice (expoente) de estabilidade, parâmetro de escala,
parâmetro de simetria e parâmetro de locação, respectivamente.
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para representá-la.
As distribuições normais são casos particulares de distribuições estáveis (basta tomar
α = 2). Entretanto, para α ∈ (0, 2), as estáveis não possuem o α-ésimo momento absoluto
finito‖. Ou seja, para todo α ∈ (0, 2),
E|X|p <∞, ∀p ∈ (0, α) e E|X|p =∞,∀p ≥ α.
Em particular∗∗, se X ∼ Sα(σ, β, 0), com 0 < α < 2, então, para todo p ∈ (0, α), existe
uma constante Cα,β tal que
(E|X|p)1/p = Cα,βσ. (1.2)
Dizemos que as distribuições estáveis são de cauda leve (ou possuem cauda leve) se α = 2
e de cauda pesada (ou possuem cauda pesada) se 0 < α < 2.
Um processo estocástico {X(t)}t∈T , em que T ⊂ R é um conjunto de índices não
vazio, é dito ser estável se todas as suas distribuições de dimensão finita são estáveis.
Por consistência, todas as distribuições de dimensão finita devem ter o mesmo índice de
estabilidade, digamos α e, por esta razão, nos referimos a um tal processo como sendo
um processo α-estável. Para α ≥ 1, ter distribuições de dimensão finita α-estáveis é
equivalente a dizer que todas as combinações lineares do tipo
n∑
k=1
θkX(tk), n ≥ 1, t1, t2, · · · , tn ∈ T, θ1, θ2, · · · , θn ∈ R,
são variáveis aleatórias α-estáveis††.
Exemplo 1.6 (Movimento de Lèvy α-estável). Um processo estocástico X = {X(t)}t≥0
é chamado movimento de Lèvy α-estável (mLe) se
(i) X(0) = 0 q.c.
(ii) X tem incrementos independentes
(iii) X(t)−X(s) ∼ Sα((t−s)1/α, β, 0) para todo 0 ≤ s < t <∞ e para algum 0 < α ≤ 2
e −1 ≤ β ≤ 1.
Um caso particular intrigante do mLe ocorre quando α = 2. Neste caso, o mLe se
‖Conforme[20], pág. 18.
∗∗Caso α = 1, para que valha (1.2) é necessário que seja β = 0.
††Conforme [20], página 112.
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degenera no mB. Desta forma, podemos compreender tanto o mBf como o mLe como
extensões do mB.
Neste ponto, convém ressaltar que a classe de processos estáveis é mais abrangente que
a classe dos movimentos de Lèvy estáveis, uma vez que um processo na primeira dessas
classes pode admitir diferentes formas de dependência entre os seus incrementos.
1.1.3 Processos de renovação
Iniciamos esta seção apresentando uma classe de processos estocásticos bastante geral
que é a classe dos processos de contagem, definidos a tempo contínuo com espaço de
estados discreto. Tais processos dizem respeito à contagem do número de ocorrências de
algum evento, como a chegada de uma chamada telefônica, de um cliente em um terminal,
ou chegada de um outro evento qualquer que ocorra num ponto particular do tempo.
Definição 1.4. Um Processo de Contagem é um processo estocástico {ξ(t)}t≥0 tal que,
para cada t, ξ(t) representa o número de chegadas (ocorrências) de eventos no intervalo
de tempo [0, t].
Um exemplo usual de processo de contagem que aparece em muitas aplicações é o
Processo de Poisson, que pode ser definido assim:
Definição 1.5. Um Processo de Poisson de parâmetro λ é um processo de contagem
{ξ(t)}t≥0 que satisfaz as seguintes condições:
• ξ(0) = 0;
• {ξ(t)}t≥0 tem incrementos independentes e estacionários;
• Para cada t, ξ(t) ∼ Poisson(λt).
É fácil ver que os incrementos de um processo de Poisson são v.a. independentes e
exponencialmente distribuídas. Uma generalização natural para esse processo consiste
em considerar um processo de contagem para o qual as durações dos intervalos de tempo
entre ocorrências de eventos são variáveis aleatórias i.i.d com distribuição arbitrária. Um
tal processo de contagem é dito ser um processo de renovação (ordinário).





τi, n ≥ 1
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e defina
ξ(t) = sup{n : Tn ≤ t}.
O processo {ξ(t)}t≥0 é dito ser um processo de renovação (ordinário). As v.a. {τi}i≥1
são ditas serem os tempos entre chegadas de renovações, enquanto as v.a. {Tn}n≥1 são
chamadas de tempos de chegada de renovações.
Dizemos que uma renovação ocorre em t se Tn = t para algum n ≥ 1. Desde que
os tempos entre chegadas são variáveis aleatórias i.i.d., segue que após cada renovação o
processo recomeça.
O principal objetivo da Teoria da Renovação é derivar propriedades de certas v.a. as-
sociadas aos processos {ξ(t)}t≥0 e {Tn}n≥1 a partir da distribuição Fτ , em geral conhecida.
Uma relação importante facilmente observável a partir da definição de processo de
renovação é a equivalência
(ξ(t) ≥ n)⇔ (Tn ≤ t), (1.3)
isto é, o evento (ocorrência de pelo menos n renovações no intervalo (0, t]) ocorre se, e
somente se, o evento (soma dos n primeiros tempos entre chegadas não excede t) ocorre.
A partir dessa equivalência, podemos determinar a distribuição de probabilidade do
processo de renovação assim:
P (ξ(t) = n) = P (Tn ≤ t)− P (Tn+1 ≤ t)
= FTn(t)− FTn+1(t).
No contexto de processos de renovação, uma informação essencial é o número esperado
de renovações num dado intervalo de tempo, digamos (0, t]. Essa quantidade depende, na-
turalmente, do tempo t, e a denominamos função de renovação. A função de renovação
caracteriza o processo de renovação.
Definição 1.7. A função
m(t) = E[ξ(t)]
é dita ser a função de renovação do processo {ξ(t)}t≥0.
Podemos escrever a função de renovação m(.) como a série das funções de distribuição
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de Tn. De fato, se definirmos a variável aleatória
















P [An(t) = 1] =
∞∑
n=1




Alternativamente, supondo que os tempos entre chegadas τi tenham média µτ , po-




































= µτ + µτ
∞∑
i=2
E[1(Ti−1≤t)] = µτ + µτ
∞∑
i=2
P [Ti−1 ≤ t]
= µτ + µτ
∞∑
j=1
P [Tj ≤ t] = µτ + µτ .m(t)
= µτ [1 +m(t)].
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Um processo de renovação cresce por saltos de tamanho 1. Cada salto ocorre num
tempo de chegada de renovação e o processo permanece constante ao longo de um intervalo
de tempo compreendido entre dois tempos de chegadas consecutivos.
Apesar de processos de renovação se adaptarem a contextos os mais variados, para
fixar ideias, costuma-se associá-lo com um processo produtivo onde uma componente
(equipamento) é utilizada até que apresente falha. Uma vez observada a falha, a com-
ponente é automaticamente substituída por outra similar, processo esse que se repete
indefinidamente.
Neste contexto, fixado um tempo t qualquer, surgem algumas variáveis de interesse
prático. São elas:
• Tempo de vida residual γt da componente em uso
γt := Tξ(t)+1 − t
• Idade δt da componente em uso
δt := t− Tξ(t)
• Vida total βt da componente em uso
βt := γt + δt.
Note que podemos determinar as distribuições das variáveis acima sempre que conhe-
cido o processo {ξ(t)}t≥0. Por exemplo,
Fγt(x) = P [γt ≤ x] = 1− P [γt > x] = 1− P [ξ(t+ x)− ξ(t) = 0] (1.4)
e, desde que δt não excede t, temos para todo x < t,
Fδt(x) = P [δt ≤ x] = 1− P [δt > x] = 1− P [ξ(t)− ξ(t− x) = 0] (1.5)
e Fδt(x) = 1, caso contrário.
Exemplo 1.7. Em particular, se ξ(t) ∼ Poisson(λt), então, pela estacionariedade dos
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Fγt(x) = 1− P [ξ(t+ x)− ξ(t) = 0] = 1− P [ξ(x) = 0] = 1− e−λx
sempre que x ≥ 0. Assim,
Fγt(x) =
{
0 , x ≤ 0




0 , x ≤ 0
1− e−λx , 0 < x < t
1 , x ≥ t
.
As informações apresentadas até aqui são suficientes para se provar importantes teo-
remas limites relacionados à processos de renovação.














Demonstração: A prova de (a) é uma consequência da Lei Forte dos Grandes Números
e a prova de (b) é uma consequência da Proposição 1.2. A prova completa pode ser
encontrada em [19].

A proposição abaixo compara o número de renovações ocorridas até diferentes mo-
mentos no tempo e será útil no estudo que desenvolveremos.






‡‡As conclusões deste teorema são válidas inclusive quando µτ = ∞. A parte (b) deste teorema é

























e a última igualdade segue por aplicação do Teorema 1.1.

Quando os tempos entre chegadas de renovações apresentam segundo momento σ2τ
finito, há uma versão do Teorema do Limite Central para processos de renovação:


















Para a prova deste teorema e para maiores detalhes sobre processos de renovação
ordinários, bem como sobre outras versões desses processos, consulte [8].
1.1.4 Processos de renovação com recompensa
Seja {Xj}j≥1 uma sequência de variáveis aleatórias i.i.d. com média finita e {ξ(t)}t≥0
um processo de renovação com tempos {Tn =
∑n
j=1 τj}n≥1 de chegadas de renovações.
Definimos o processo {R(t)}t≥0 := {Rξ(t)}t≥0, onde




como um processo de renovação com recompensas {Xj}j≥1.
Para processos de renovação com recompensa, resultados limite análogos aos oferecidos
pelo Teorema 1.1 podem ser obtidos.
















1.2 Apresentação do modelo de fontes ON/OFF
Consideramos, inicialmente, um modelo o mais simples possível de rede de transmissão
de dados, composto de uma única fonte e um único destino (buffer), ao qual denomina-
remos de Modelo de uma fonte ON/OFF.
A fonte gera tráfego a uma certa taxa aleatória η, não necessariamente constante,
durante um tempo aleatório de atividade (período ON ), permanecendo inativa por um
tempo aleatório de silêncio (período OFF ). Quando num período de silêncio, a fonte
não gera demanda por tráfego e os períodos de atividade e silêncio se alternam.
Entenderemos por um período entre tráfego como sendo um tempo entre ocorrên-
cias de tráfego, composto pela união de tempos de atividade e silêncio consecutivos.
Sejam τ on1 , τ on2 , · · · v.a. não negativas i.i.d. Fon representando o comprimento dos
períodos ON e τ off1 , τ
off
2 , · · · v.a. não negativas i.i.d. Foff representando o comprimento
dos períodos OFF. Assumimos que tais sequências sejam independentes e que Fon e Foff
são funções de distribuição com médias finitas.





i , i ≥ 1.
Considere a sequência
Tn = T0 +
n∑
i=1






e T0 é uma variável aleatória de atraso independente das τ oni e das τ
off





1 ) + (1−B)τ off0 ,
em que B, τ on0 e τ
off
0 são variáveis aleatórias independentes e independentes de {τ oni , i ≥
1, τ offi , i ≥ 1} e B é Bernoulli, com
P (B = 1) =
E[τ oni ]
Eτi
= 1− P (B = 0), (1.7)
teremos que a sequência definida em (1.6) é estacionária.
A seguir, definimos o processo que sinaliza se a fonte está ou não ativa num dado
tempo.
Definição 1.8. Definimos o processo {W (t)}t≥0, a tempo contínuo, dado por
W (t) = B1[0,τon0 )(t) +
∞∑
n=0
1[Tn,Tn+τonn+1)(t), t ≥ 0,
em que B é a variável aleatória definida em (1.7), como o Processo ON/OFF de uma
fonte no Modelo ON/OFF.
Pela definição, observe que, quando t ≥ T0,
W (t) =
{
1 , se Tn ≤ t < Tn + τ onn+1 para algum n
0 , se Tn + τ onn+1 ≤ t < Tn+1 para algum n
,
e, quando 0 < t < T0,
W (t) =
{
1 , se B = 1 e 0 ≤ t < τ on0





1 , se t está em um período ON
0 , se t está em um período OFF
.






1[Tn,Tn+τonn+1)(t), t ≥ 0. (1.8)
Estamos interessados em estudar o comportamento do tráfego emitido pela fonte. A
cada período τ está associada uma carga de tráfego aleatória X˜, emitida ao longo
do respectivo período τ on. Essas cargas são direcionadas a um dispositivo de memória
até serem transmitidas ao seu destino final. É importante ressaltar que nos tempos de
chegada de tráfego novas contribuições ao tráfego começam a ser feitas após um período
de silêncio.
De grande interesse e que está relacionado ao Processo ON/OFF da fonte é o Processo




η(s)W (s)ds, t ≥ 0. (1.9)
Esse processo indica a carga de tráfego acumulada emitida pela fonte até o tempo t.
Ao longo do tempo, essa carga se acumula no reservatório, que tem uma dada capaci-
dade de memória e se esvazia à uma taxa c de escoamento. Fixado um tempo, a ocupação
(volume) desse reservatório é dado por
V (t) = A(t)− ct, t ≥ 0. (1.10)
O processo {V (t)}t≥0 é denominado de Processo de armazenamento.
Se considerarmos {N(t)}t≥0 um processo que registra o número de ocorrências de
tráfego até o tempo t, isto é,
N(t) = max{n : Tn ≤ t}, (1.11)
vemos que este último trata-se de um processo de renovação ordinário. Desde que





X˜i + ηδt1(t∈ON) + X˜N(t)+11(t∈OFF ), (1.13)
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se considerarmos o processo {Z(t)}t≥0, definido por
Z(t) = A(TN(t)) (1.14)
e que mede o tráfego acumulado até o momento antes de t em que a última contribuição
ao tráfego se iniciou, teremos que







o que caracteriza {Z(t)}t≥0 como um processo de renovação com recompensas {X˜j}j≥1.
Desde que
Z(t) = Z(TN(t)),
temos que o processo {Z(t)}t≥0 cresce por saltos.
Considere, agora, a superposição deM fontes ON/OFF i.i.d. alimentando um servidor.




W (m)(t), t ≥ 0,
onde {W (m)(t)}t≥0, m = 1, · · · , M , representa o processo ON/OFF da fonte m. O pro-
cesso {WM(t)}t≥0 é denominado Processo carga de trabalho. O Processo acumulado
associado até o tempo t, neste caso, é dado por





η(m)(s)W (m)(s)ds, t ≥ 0,
onde {η(m)(s)}s≥0 corresponde ao processo da taxa de transmissão de tráfego da fonte m.
1.3 O modelo de M fontes ON/OFF i.i.d. é análogo ao
modelo de uma única fonte
Seguindo as ideias apresentadas na Seção 1.2, considere {W (m)(t)}t≥0,m = 1, 2, · · · ,M ,
cópias i.i.d. de {W (t)}t≥0, onde {W (t)}t≥0 é o processo ON/OFF de uma fonte dado pela
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Definição 1.8.
Consideremos uma rede formada por M fontes independentes e identicamente distri-
buídas, contribuindo com a geração de cargas de tráfego que serão enviadas para um


















onde {A(m)(t)}t≥0 representa o Processo acumulado associado da fonte m. Ou seja, o
Processo acumulado associado, neste caso, será o somatório dos processos associados
acumulados de cada fonte considerada.
Para M fontes, o Processo de armazenamento é dado por













onde V (m)(t) é o processo de armazenamento da fonte m.
Considere o processo {Z(m)(t)}t≥0, associado à fonte m, dado por






onde {A(m)(t)}t≥0 é o Processo acumulado associado à fonte m. A análise desse processo
é fundamental, visto que ele determina o comportamento limite do processo {A(m)(t)}t≥0
e, consequentemente, do processo {V (m)(t)}t≥0.
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Na expressão acima, a igualdade em distribuição pode ser observada por comparação das




t→∞, pela Teoria da Renovação.
Esse argumento mostra que o comportamento do tráfego agregado deM fontes ON/OFF
i.i.d. pode ser compreendido a partir da análise do tráfego emitido por uma única fonte,
sob uma escala de agregação temporal conveniente.
1.4 Breve histórico
Vários trabalhos sobre análise do comportamento de tráfego em redes aproximam o
processo {A(t)}t≥0 por
A(t) ∼= µt+ σBH(t) (1.15)
ou por
A(t) ∼= µt+ σΛα(t), (1.16)
onde BH é o movimento Browniano fracionário, Λα é o movimento de Lèvy estável, µ e σ
são parâmetros ligados, respectivamente, à taxa média de tráfego e à dispersão do tráfego.
Em [15] e [23], foi considerado o processo









então denominado de T-ésimo modelo. Em [23], estudou-se o comportamento assintó-
tico de (1.17) para η(s) ≡ 1 e valores grandes de M e T . Esse comportamento dependeria
das distribuições dos períodos ON e OFF e da ordem de passagem dos limites. Mostrou-se
Diremos que a(x) ∼ b(x) se, e somente se, limx→∞ a(x)b(x) = limx→∞ b(x)a(x) = 1
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que, quando o limite é passado em M e, depois, em T , a convergência, no sentido das dis-
tribuições de dimensão finita, é algo como em (1.15); quando tomado na ordem contrária,
o limite é algo como em (1.16).
Em [15], foram encontrados limites parecidos, mas sob condições que se remetem à
velocidade das taxas de conexão. Isto é, sob a hipótese de crescimento lento da taxa
de conexão, ou, equivalentemente, quando a dependência do T-ésimo modelo desaparece
quando T →∞, a convergência do processo {A∗(Tt)}t≥0 se daria para algo parecido com
(1.15), ao passo que se as taxas de conexão variam de modo a induzir a longa dependência,
que é a hipótese de crescimento rápido, o limite seria algo parecido com (1.16).
1.5 O problema do transbordamento
No modelo de uma fonte ON/OFF, uma fonte emite cargas de tráfego alternando-se
em períodos de atividade e silêncio. Essas cargas são transmitidas a um nó da rede onde
há um dispositivo de memória (buffer) que é continuamente pressionado por esse fluxo
aleatório.
Podemos conceber esse dispositivo de memória como um reservatório de informação,
e a ele estão associados uma capacidade de armazenamento e uma capacidade de es-
coamento (processamento, execução). Quando ocorre um desequilíbrio no sistema e a
demanda por tráfego é alta a ponto de tornar-se latente, dizemos estar diante de um
problema de transbordamento. Como consequência, pode haver perda de informação, o
que compromete a qualidade da transmissão.
Considerando a capacidade de armazenamento x e a velocidade de escoamento c (lar-
gura da banda) do buffer, uma questão de interesse é estimar a probabilidade de trans-





{A(t)− ct} > x
)
. (1.18)
Essa informação é importante para se tentar prever o problema do transbordamento
e para efeitos de redimensionamento dos recursos de rede face à iminência do mesmo.
Seja {V (t)}t≥0 o Processo de armazenamento do buffer, dado por
V (t) = A(t)− ct. (1.19)
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Esse processo representa o volume de informação a ser armazenada no buffer até o tempo t.
Compreender o comportamento assintótico desse processo é fundamental para se estimar
cotas para a probabilidade do transbordamento.
Note que os processos {V (t)}t≥0 e {Z(t)}t≥0 estão relacionados pela equação
V (TN(t)) = Z(t)− cTN(t). (1.20)
Por simplicidade, consideraremos c = 1 e designaremos o processo {V (TN(t))}t≥0 como




(X˜i − τi). (1.21)
Estamos particularmente interessados em estudar a probabilidade Ψt(x) do transborda-





V (δ) > x
)
, (1.22)








V (δ) > x
)
, (1.23)
onde x representa a capacidade de memória do buffer.
Nosso interesse, sobretudo, é estimar cotas para essas probabilidades sob a hipótese
de que as cargas de tráfego associadas ao processo {V (t)}t≥0 têm cauda pesada.
Para atingirmos esse objetivo, precisaremos compreender, numa formulação mais geral,





onde ξ(t) é um tempo de parada aleatório, para cada t, e Xi são variáveis aleatórias de
cauda pesada e são dependentes de ξ(t).
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Capítulo 2
Teorema de limite central para
processos de renovação com recompensa
No capítulo anterior, apresentamos a definição de processo de renovação com recom-
pensa, isto é, do processo {Rξ(t)}t≥0 tal que




onde {Xj}j≥1 é uma sequência de variáveis aleatórias i.i.d. e {ξ(t)}t≥0 é um processo de
renovação.
Embora seja de interesse independente, o estudo do comportamento assintótico desse
tipo de processo tem aparecido na literatura no contexto de modelagem de tráfego em
redes de comunicação.
Em [13], considerou-se a agregação de M cópias independentes de um processo de
renovação com recompensa e promoveu-se uma mudança de escala de observação por um
fator de dilatação temporal T . Supondo que os tempos entre renovações e as recompensas
têm, ambos, cauda pesada com expoentes de cauda α ∈ (1, 2) e β ∈ (0, 2), respectiva-
mente, e independência entre a sequência de tempos entre renovações e a sequência de
recompensas, mediante estabilização apropriada e sob um regime sequencial de limites
avaliados sobre M e T , foram observados diferentes comportamentos para o processo li-
mite. Quando se fazia T →∞ e, depois, M →∞, a convergência∗ fatalmente seria para
∗Aqui, nos referimos à convergência no sentido das distribuições finito-dimensionais.
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o movimento de Lèvy estável, com índice de estabilidade a depender da relação entre α e
β.
Entretanto, se a ordem dos limites fosse invertida e se β > α, o processo limite seria
β-estável H-sssi. Nesta última situação, fossem os incrementos dependentes, o limite não
seria nem o movimento Lèvy estável (mLe), nem o movimento Browniano fracional (mBf).
Esse fato foi confirmado em [25], onde provou-se, por meio de representações integrais,
que o processo limite não é um movimento estável fracional linear, categoria mais geral
de processos que contém o mLe e o mBf.
Na modelagem proposta no capítulo anterior, vimos que surgem somas de variáveis
aleatórias i.i.d. do tipo (2.1), aleatoriamente indexadas por {ξ(t)}t≥0, em que os tempos
entre chegadas {τj}j≥1 formam uma sequência de variáveis aleatórias positivas i.i.d, mas
com o diferencial de ser fortemente dependente da sequência de recompensas {Xj}j≥1. Isso
faz com que seja de grande relevância para nós o estudo do comportamento assintótico
de tais processos.
O interesse em trabalhar com caudas pesadas nos aproxima dos trabalhos [13] e [25].
Entretanto, a questão da dependência entre as sequências {Xj}j≥1 e {τj}j≥1, de grande
interesse para o enfoque deste trabalho, nos motiva a desenvolver outras técnicas para
compreender o comportamento assintótico de processos de renovação com recompensa.
Basendo-nos na teoria de martingales e outras ferramentas, mostraremos no Teorema
2.4 que, com uma estabilização adequada e sob certas condições, processos de renovação
com recompensa convergem, numa métrica apropriada, para variáveis aleatórias estáveis,
e esta é a principal contribuição deste capítulo para a tese.
2.1 Preliminares
Nesta seção, apresentaremos alguns detalhes morfológicos das distribuições estáveis
e seus domínios de atração. Definiremos a distância Mallows, uma métrica no espaço
de distribuições, que dará sentido à convergência obtida no Teorema 2.4. Além disso,
discutiremos a não hereditariedade da convergência de sequências quando consideramos
subsequências aleatoriamente indexadas.
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2.1.1 Domínios de atração de distribuições estáveis
Uma importante propriedade† que caracteriza as caudas das distribuições estáveis é a
seguinte:
Propriedade 2.1. Seja Gα
d
= Sα(σ, β, µ), a função de distribuição de uma variável alea-
tória Sα(σ, β, µ), com α ∈ (0, 2). Então
lim
x→∞













Γ(2−α)cos(piα/2) , se α 6= 1
2
pi
, se α = 1
.
Alternativamente, conforme [14], as caudas das distribuições estáveis podem ser ca-
racterizadas da seguinte maneira:
Propriedade 2.2. Seja Gα
d
= Sα(σ, β, µ), com α ∈ (0, 2). Então
(1−Gα(x)) = a+x−α(1 + x−γo(1)), x > 0,
e
Gα(−x) = a−x−α(1 + x−γo(1)), x > 0,
onde γ < α e os parâmetros de cauda a+ e a− são constantes não negativas.
A partir de agora, considere X1, X2, · · · uma sequência de variáveis aleatórias i.i.d.





Definição 2.1. ‡ A distribuição F é dita estar no domínio de atração de uma variável
aleatória estável Sα, ou simplesmente de uma distribuição estável, se existem constantes
†Conforme [10], pág. 12.
‡Conforme [20], pág. 5.
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onde d→ significa convergência em distribuição. Notação: F ∈ D(Sα).
Uma importante equivalência que relaciona o comportamento das caudas de uma fun-
ção de distribuição qualquer com o fato da função de distribuição pertencer ao domínio
de atração de uma distribuição estável é dada pelo seguinte teorema.
Teorema 2.1. Para α ∈ (0, 2), F ∈ D(Sα) se, e somente se, existem constantesM+,M− ≥




1− F (x) =
M−
M+
e, para todo ξ > 0,
M+ > 0 ⇒ limx→∞ 1− F (ξx)









Demonstração: Conforme [6], página 207.

Exemplo 2.1. Seja X uma variável aleatória não negativa com distribuição F , cuja
cauda F = 1−F é tal que F (x) ∼ x−αL(x), onde α ∈ (0, 2) e L é uma função lentamente
variante. Então, pelo Teorema 2.1, F ∈ D(Sα).
O exemplo acima diz que toda distribuição de variável aleatória não negativa de cauda
pesada está no domínio de atração de alguma distribuição estável.
Domínios de atração mais restritivos podem ser considerados como, por exemplo, o
domínio normal de atração, definido ao se considerar, na Definição 2.1, dn = dn1/α,
onde d é uma constante positiva. Uma caracterização alternativa para esse conjunto é
dada pela definição abaixo, devida a Jonhson e Samworth [11].
Definição 2.2. Se F é uma função de distribuição tal que
F (x) =
a− + b(x)
|x|α , se x < 0
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e
1− F (x) = a+ + b(x)|x|α , se x ≥ 0,
onde b(x)→ 0 quando x→ ±∞, então dizemos que F está no domínio normal de atração
de alguma variável aleatória Sα e que a+ e a− são os seus parâmetros de cauda. Notação:
F ∈ DN(Sα).
Exemplo 2.2. Seja X uma variável aleatória não negativa com distribuição F , tal que
F (x) = x−αL(x), onde α ∈ (0, 2) e L é uma função lentamente variante. Se tomarmos
a− = 0, a+ = 1 e b(x) = (L(x) − 1)1{x>0} teremos, pela Definição 2.2, que F ∈ DN(Sα).
De fato, se L é lentamente variante, para algum t fixo e x grande, podemos escrever
L(x) = L˜(tx)
L˜(x)







− 1 = 0.
Em particular, se para algum γ > 0 e C constante tivermos
b(x) ≤ C|x|γ ,
dizemos que F está no domínio normal forte de atração de Sα e denotamos F ∈
DNF (Sα).
Exemplo 2.3. Seja F uma função de distribuição como no Exemplo 2.2. Então F ∈
DNF (Sα) se L for tal que, para algum γ > 0, ocorre
L(x) ≤ cx−γ + 1, ∀ x > 0.
2.1.2 Distância Mallows e condição tipo Lindeberg
Iniciamos a discussão com a noção de Distância de Mallows.
Definição 2.3. Para α > 0, definimos a distância de Mallows entre as funções de distri-





E{|X − Y |α}
)1/α
,
onde o ínfimo é calculado sobre os vetores aleatórios (X, Y ) cujas funções de distribuição
marginal são F e G.
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Estamos especialmente interessados no caso onde α > 1. Em [9], foi provada a seguinte
representação para a distância Mallows entre duas distribuições quaisquer:
Teorema 2.2 (Representação). Seja α ≥ 1, F e G distribuições quaisquer em R. Então
dαα(F,G) = E|F−1(U)−G−1(U)|α,
onde F−1 e G−1 representam as funções inversas generalizadas§ de F e G, respectiva-
mente, e U d= U(0, 1).
Como corolário deste teorema, foram obtidas as seguintes representações alternativas
para a distância Mallows.




|F−1(u)−G−1(u)|αdu = E|X∗ − Y ∗|α,
onde X∗ d= F , Y ∗ d= G e (X∗, Y ∗) d= F ∧ G = H∗, isto é, P (X∗ ≤ x, Y ∗ ≤ y) =
min(F (x), G(y)).
Com essa noção, considerando
DSn(Gα) = {F f.d.;F d= Sn e dα(F,Gα) <∞},
onde Sn é como em (2.2), foi mostrado em [10] que a posição relativa entre esse conjunto
e os domínios de atração definidos na seção anterior é
DNF (Gα) ⊂ DSn(Gα) ⊂ DN(Gα). (2.3)
Sob condições do tipo Lindeberg, foi provada em [3] a convergência, em distância
Mallows, de somas parciais de variáveis aleatórias independentes, apropriadamente nor-







foi obtido o seguinte resultado:
§Dada uma função não decrescente F , sua função inversa generalizada F−1 é definida por F−1(y) =
inf{x : F (x) ≥ y}.
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Teorema 2.3. ¶ Fixe α ∈ (0, 2). Seja {Xn}n≥1 uma sequência de variáveis aleatórias
independentes (com EXn = 0, ∀n ≥ 1, se α > 1). Considere Y uma variável estritamente
α-estável e Y1, Y2, · · · cópias independentes de Y . Suponha satisfeita a condição:




E{|Xi − Yi|α1(|Xi−Yi|>bnδ)} n→∞−→ 0, (2.4)
com δ ∈ (0, 2−α
2α
), se α ∈ [1, 2) e δ ∈ (0, 1−α
α
), se α ∈ (0, 1). Então
α 6= 1 ⇒ limn→∞ dα(FS(α)n , FY ) = 0






A Condição (2.4) é parecida com a clássica Condição de Lindeberg presente no Teorema
do Limite Central. Para uma configuração particular da sequência {Xi}i≥1, a proposição
abaixo sugere uma maneira alternativa de se verificá-la.
Proposição 2.1. ‖ Se, adicionalmente às condições do Teorema 2.3, as variáveis da
sequência {Xn}n≥1 forem identicamente distribuídas, a Condição (2.4) é equivalente a
dα(FX1 , FY ) <∞.
Como estamos interessados em obter resultados de convergência de somas aleatoria-
mente indexadas do tipo (2.1), uma ideia natural seria adaptar este resultado, substituindo
n por um número aleatório ξ(t). Porém, temos que ter muito cuidado, pois, em geral,
a convergência de subsequências aleatórias de uma sequência convergente de variáveis
aleatórias não é automática, como nos mostram os exemplos abaixo.
Exemplo 2.4 (Convergência em distribuição). SejamX1, X2, · · · variáveis aleatórias i.i.d.




ξ1 = inf{n : Xn ≥ 0} e ξn+1 = inf{k : k > ξn eXk ≥ 0}.
¶Conforme [3], pág. 38.






1, se X1 ≥ 0
2, se X1 < 0, X2 ≥ 0
...
k, se X1 < 0, X2 < 0, · · · , Xk ≥ 0
e





, k = 1, 2, · · · .
A distribuição de Xξ1 será, para x > 0,
P (Xξ1 ≤ x) =
∑
k≥1



































2, se ξ1 = 1, X2 ≥ 0
3, se ξ1 = 2, X3 ≥ 0
...
k, se ξ1 = k − 1, Xk ≥ 0
e















A distribuição de Xξ2 será, para x > 0,
















= P (|Z| ≤ x).
(c) Repetindo as contas, observa-se que, para qualquer n,





= P (|Z| ≤ x).




Isso mostra que, neste caso, a convergência em distribuição não se preserva.
Exemplo 2.5 (Convergência em média). Considere Xn : [0, 1]→ [0, 1], dada por
Xn(ω) =
{ √




< ω ≤ 1 ,











ξ1 = inf{n : Xn > 0} e ξn+1 = inf{k : k > ξn, Xk > 0}.
Note que:





2, se X2 =
√
2
3, se X2 = 0 e X3 =
√
3
4, se X2 = X3 = 0, e X4 =
√












P (ξ2 = 2) =
1
2






, · · · , P (ξ2 = k) = 1
































+ · · ·



















P (ξn = k) ≥
√
n,
sendo a última desigualdade válida devido ao fato de ξn assumir valores a partir de




e isso mostra que a convergência em média não se preserva ao se considerar sub-
sequências aleatoriamente indexadas.
Exemplo 2.6 (Convergência quase certa). Considerando a mesma situação do Exemplo
2.5, vemos que Xn
q.c−→ 0 e, no entanto, o mesmo não ocorre para Xξn quando n cresce.
Em [9], mostrou-se que a convergência da sequência {Xi}i≥1, em distância Mallows
46
(α ≥ 1), se preserva mediante indexação por uma sequência de tempos de parada {ξn}n≥1,
sob a hipótese de independência dessas sequências. No entanto, dependendo da relação
de dependência travada entre essas sequências, a relação de convergência pode não ser
herdada pela subsequência indexada.
Essa situação motiva o desenvolvimento de novas técnicas para se visualizar situações
onde a condição de convergência da sequência é transferida para a sequência indexada,
ainda que mediante alguma forma de dependência entre a variável indexadora e as variáveis
que alimentam a soma.
2.2 Ferramentas
Nesta seção, apresentaremos as principais ferramentas a serem utilizadas na demons-
tração dos resultados obtidos neste capítulo. Em especial, apresentamos os conceitos de
sequências martingales e variáveis aleatórias opcionais. Além disso, construimos exemplos
com o objetivo de ilustrar esses conceitos e, ao mesmo tempo, antecipar detalhes da prova
do Teorema 2.4.
2.2.1 Martingales e variáveis aleatórias opcionais
No que segue, considere N∞ = {1, 2, · · · , ∞} e {An}n∈N∞ = {An}n∈N ∪ A∞, onde
{An}n∈N é uma sequência de σ-álgebras e A∞ = ∨∞n=1An é a menor σ-álgebra contendo
todas as anteriores. Usaremos a expressão X ∈ A para dizer que a variável aleatória X é
A-mensurável.
Definição 2.4. A sequência {Xn,An}n≥1 é dita ser uma martingale se, para cada n,
ocorrer:
• An ⊂ An+1 e Xn ∈ An
• E|Xn| <∞
• E(Xn+1|An) = Xn q.c.
Exemplo 2.7. Sejam Gn = σ(X1, Y1, · · · , Xn, Yn) e Sn =
∑n
i=1 X˜i, onde X˜i = Xi−µX −
(Yi−µY ), Xi são cópias independentes de X, Yi são cópias independentes de Y , EX = µX
e EY = µY . Então {Sn,Gn} é uma martingale.
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Definição 2.5. ∗∗ Uma variável aleatória ξ tomando valores em N∞ é dita ser opcional
relativa a {An}n∈N∞ se, e somente se, o evento (ξ ≤ n) ∈ An, qualquer que seja n ∈ N∞.
Exemplo 2.8. Sejam {Gn}n∈N∞ , como no Exemplo 2.7, e ξ∗(t) = ξ(t) + 1, onde {ξ(t)}t≥0
é um processo de renovação (isto é, ξ(t) = max{n : Tn ≤ t}, em que Tn =
∑n
i=1 Xi e
{Xi}i≥1 forma uma sequência de variáveis aleatórias positivas i.i.d.). Então, ξ∗(t) é uma
variável aleatória opcional relativa a {Gn}n∈N∞ . Para verificar isso, considerando que,
neste caso, Gn ⊂ Gn+1 e definindo G0 = {,Ω}, é suficiente verificar que (ξ∗(t) = n) ∈ Gn.
De fato, a inclusão ocorre desde que
(ξ∗(t) = n) = (ξ(t) = n− 1) = (Tn−1 ≤ t, Tn > t) ∈ Gn, ∀n ∈ N∞.
Seja ξ uma variável aleatória opcional relativa a {An}n∈N∞ . A fim de elencar algumas
importantes propriedades de uma variável aleatória como essa, consideremos o conjunto
Aξ = {A ∈ A∞ : A ∩ (ξ ≤ n) ∈ An, ∀n},
onde o evento (ξ ≤ n) pode ser substituido por (ξ = n). Conforme [7], temos que
An := A ∩ (ξ = n) ∈ An,
A = ∪n∈N∞An = ∪n∈N∞ [(ξ = n) ∩ An],
e, além disso:
(i) Aξ é uma sigma-álgebra e ξ ∈ Aξ;
(ii) ξ ∧ n é uma variável aleatória opcional;
(iii) Se ξ1, ξ2 são variáveis aleatórias opcionais e ξ1 ≤ ξ2, então Aξ1 ⊂ Aξ2 ;
(iv) Em particular, Aξ∧n = Aξ ∩ An.
Exemplo 2.9. Considere a variável aleatória Sξ∗(t)∧n, definida por
Sξ∗(t)∧n =
{
Sn , se n ≤ ξ∗(t)
Sξ∗(t) , se n > ξ∗(t)
e o conjunto
Gξ∗(t) = {G ∈ G∞ : G ∩ (ξ∗(t) ≤ n) ∈ Gn, ∀n},
∗∗Conforme [7], pág. 338.
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onde {Sn,Gn} e ξ∗(t) foram definidos nos exemplos 2.7 e 2.8. Por (i), temos que Gξ∗(t) é
uma sigma-álgebra e por (i) e (ii), que também é uma sigma-álgebra o conjunto
Gξ∗(t)∧n = Gξ∗(t) ∩ Gn,
sendo a última igualdade válida por (iv). Além disso, a sequência {Sξ∗(t)∧n,Gξ∗(t)∧n}n∈N∞
é uma martingale. De fato, desde que ξ∗(t) ∧ n ≤ ξ∗(t) ∧ (n + 1), por (iii), temos que
Gξ∗(t)∧n ⊂ Gξ∗(t)∧(n+1); desde que {Sn,Gn}n∈N∞ é martingale, temos que, para cada n,





E{Sn+1|Gξ∗(t)∧n} , se n+ 1 ≤ ξ∗(t) + 1
E{Sξ∗(t)+1|Gξ∗(t)∧n} , se n+ 1 > ξ∗(t) + 1
=
{
E{X˜n+1|Gn}+ E{Sn|Gn} , se n ≤ ξ∗(t)
E{X˜ξ∗(t)+1|Gξ∗(t)}+ E{Sξ∗(t)|Gξ∗(t)} , se n > ξ∗(t)
=
{
E{X˜n+1}+ Sn , se n ≤ ξ∗(t)
E{X˜ξ∗(t)+1}+ Sξ∗(t) , se n > ξ∗(t)
=
{
Sn , se n ≤ ξ∗(t)
Sξ∗(t) , se n > ξ∗(t)
= Sξ∗(t)∧n,
desde que X˜(ξ∗(t)+1)∧(n+1) é independente de Gξ∗(t)∧n, EX˜i = 0 e Sξ∗(t)∧n ∈ Gξ∗(t)∧n .
2.2.2 Algumas desigualdades fundamentais
A seguir, apresentamos algumas desigualdades clássicas que serão usadas no decorrer
dos nossos argumentos.
1. (Desigualdade de Burkholder) Sejam {Si,Gi}1≤i≤n uma martingale, em que Si =
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∑i
k=1Xk, e 1 < p < ∞. Então existe uma constante C = C(p) > 0, dependendo








2. Seja Sn =
∑n
k=1Xk, onde Xk são variáveis aleatórias quaisquer. Então, para todo





3. (Desigualdade de Jensen) Seja φ uma função real convexa e X uma variável aleatória
integrável. Então
Eφ(X) ≥ φ(EX).
Com essas ferramentas, estamos aptos a provar um importante resultado de conver-
gência que enunciamos e detalhamos na próxima seção.
2.3 Convergência de processos de renovação com re-
compensa
Nesta seção, apresentamos um importante teorema que trata da convergência, em
distância Mallows, de processos de renovação com recompensa, adequadamente estabili-
zados, para uma variável aleatória estável. No caso considerado, os tempos entre chegadas
e as recompensas são variáveis aleatórias de cauda pesada. Além disso, essas sequências
travam entre si uma forte relação de dependência.







para indicar a soma de variáveis aleatórias i.i.d. Zi, com a mesma distribuição de Z,
aleatoriamente indexada pela variável aleatória ξ. Estamos interessados, em particular,
quando a variável aleatória indexadora é um processo de renovação
ξ(t) = max{n : Tn ≤ t},
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em que Tn =
n∑
i=1
Xi e {Xi}i≥1 é uma sequência de v.a. positivas i.i.d. com média finita.
Com essa notação, apresentamos o seguinte teorema:








cξ(t) = ξ(t)µX − ξ1/α(t)µYα ,
µX = EX, µYα = E(Yα) e Yα uma variável aleatória α-estável, 1 < α ≤ 2. Suponha que,







onde (X1, Y1), (X2, Y2), · · · é uma sequência de vetores aleatórios independentes e Y1, Y2, · · ·
são cópias de Yα. Então
dα(Fξ(t), Gα)
t→∞−→ 0, (2.7)
onde Gα é a função de distribuição de Yα.
Demonstração: Inicialmente e por simplicidade, considere µYα = 0.










[Xj − µX − Yj]
= S
(X)
ξ(t) − S(Y )ξ(t) − ξ(t)µX .
††Temos usado a notação


















Desde que 1 < α ≤ 2,
dα(Fξ(t), Gα) ≤ dα(Fξ(t), H) + dα(H,Gα)
para qualquer função de distribuição H. Assim, se para alguma função de distri-





será suficiente mostrar que
dα(Fξ(t), H)
t→∞−→ 0, (2.9)
para a H escolhida.





. Desde que µYα = 0 e das



















































































dα(Gξ(t), Gα) = 0,




e isso prova (2.8). Além disso, pela definição de distância Mallows, temos que




















Assim, (2.9) estará provado (e, portanto, o teorema para o caso µYα = 0) se provar-










E|X˜k|α ≤ (2α + 1)E|Xk − Yk|α.
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De fato, desde que
X˜k = Xk − µX − (Yk − µYα)
temos que
E|X˜k|α ≤ 2αE {|Xk − Yk|α + |µX − µYα|α}
≤ 2αE {|Xk − Yk|α + |E(Xk − Yα)|α}
≤ 2αE {|Xk − Yk|α + E|Xk − Yα|α}
= (2α + 1)E|Xk − Yk|α,
onde a primeira desigualdade foi obtida usando-se a desigualdade clássica |a+ b|α ≤
2α(|a|α + |b|α) e a última desigualdade foi obtida utilizando-se a Desigualdade de
Jensen, uma vez que a função φ(x) = |x|α é convexa.
Assim, se (2.6) ocorre, também ocorrerá para |X˜j| no lugar de |Xj − Yj|.
(c) Seja ξ∗(t) = ξ(t) + 1. Do Exemplo 2.9, a sequência {Sξ∗(t)∧n}n∈N∞ é uma martingale








é também uma martingale, onde, para simplificação da notação, denotamos n∗ :=





















































































































onde a última desigualdade foi obtida usando-se a desigualdade (2.5) por duas vezes,



































(d) Neste ponto, observamos que apenas fazer n → ∞ em (2.11) não é suficiente para










α ≤ cbα + cE {|X˜k|α1(|X˜k|>b[ξ∗(t)] 2−α2α )} .












α ≤ cbα b→0−→ 0.
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Isso finaliza a prova de que vale a convergência (2.10) e, portanto, o teorema para o caso
µYα = 0.
Para o caso em que µYα 6= 0, sejam Zi = Yi − µYα e Mi = Xi − µX . Desde que
Mi − Zi = Xi − µX − Yi + µYα
e
E|Mi − Zi|α ≤ 2αE|Xi − Yi|α.
temos que a hipótese (2.6) é válida para Mi e Zi no lugar de Xi e Yi. Assim, desde que





















































onde cξ(t) = ξ(t)µX − ξ1/α(t)µYα .







Demonstração: Imediata, desde que convergência em distância Mallows implica em con-
vergência em distribuição.

Corolário 2.3. O resultado do Teorema 2.4 permanece válido se o processo de renovação





onde φi(.) é uma função linear, isto é, φi(Xi) = ηiXi +Wi, i = 1, 2, · · · , em que {Wi}i≥1
é uma sequência de variáveis aleatórias positivas i.i.d. e {ηi}i≥1 é uma sequência de va-
riáveis aleatórias positivas independentes, ambas as sequências independentes de {Xi}i≥1.
Demonstração: Nas condições apresentadas, para X˜i = Xi−µX −Yi +µY , i = 1, 2, · · · ,
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temos que a sequência {Sn,Gn}n≥1 , em que Sn =
∑n
i=1 X˜i e
Gn = σ(η1, X1,W1, Y1, · · · , ηn, Xn,Wn, Yn),
é uma martingale. Além disso, se o processo de renovação considerado se renova por
tempos de chegada da forma Tn = Z1 + · · · + Zn, onde Zi = ηiXi + Wi, i = 1, · · · , n,
teremos que a variável aleatória ξ∗(t) = ξ(t) + 1 é opcional com respeito a {Gn}n∈N∞ . De
fato, desde que a função f(ηi, Xi) = ηiXi é contínua, temos que ηiXi ∈ σ(ηi, Xi), logo,
ηiXi +Wi ∈ σ(ηi, Xi,Wi) e, finalmente,
(ξ∗(t) = n) = (Tn−1 ≤ t, Tn > t) ∈ Gn.
O restante da demonstração segue fielmente a demonstração do teorema, considerando-se
a sigma álgebra Gn ao invés de Gn.

Teorema 2.5. Sejam {N(t)}t≥0 o processo de renovação dado em (1.11), que registra o






Se Fon ∈ DNF (Gα), então
dα(FN(t), Gα)
t→∞−→ 0. (2.14)
Demonstração: Verificaremos que a hipótese Fon ∈ DNF (Gα) implica que a Condição
(2.6) é satisfeita.
(a) Fon ∈ DNF (Gα) implica que dα(Fon, FY ) <∞. Logo,
dα(Fτoni , FY ) <∞, ∀i.
Pelo Teorema da Representação, existe um par (τ˜ oni , Y˜i) tal que τ˜ oni
d
= τ oni , Y˜i
d
= Yi e
E|τ˜ oni − Y˜i|α <∞, ∀i.
Portanto, para todo b > 0, e para todo i ∈ N, temos que
E
{




já que N(t)→∞ quando t→∞.
(b) Podemos considerar que os pares (τ˜ oni , Y˜i) são mutuamente independentes para
todo i ∈ N e, sem perda de generalidade, podemos assumir que
τ˜ oni − Y˜i d= τ˜ onj − Y˜j, ∀i, j ∈ N.











|τ˜ oni − Y˜i|α1(|τ˜oni −Y˜i|>b[N(t)] 2−α2α )
}




































































|τ˜ oni − Y˜i|α1(|τ˜oni −Y˜i|>b[N(t)] 2−α2α )
}
t→∞−→ 0,
que corresponde à Condição (2.6).








i , onde as sequências {τ oni }i≥1 e {τ offi }i≥1
são independentes e compostas de variáveis aleatórias positivas i.i.d., o resultado segue




Convergência no sentido das
distribuições de dimensão finita
No capítulo anterior, obtivemos a convergência do processo de renovação com recom-
pensa estabilizado, na distância Mallows, quanto t → ∞, para uma variável aleatória
α-estável, sob certas condições de regularidade.
Neste capítulo, promovemos um reescalonamento deste processo no tempo com o ob-
jetivo de obter sua convergência, no sentido das distribuições de dimensão finita, para um
processo estocástico α-estável.
Como uma primeira estratégia, definimos na Seção 3.2 a distância Mallows bivariada e
buscamos relacionar convergência nessa métrica com convergência em distribuição bivari-
ada. Discutimos a dificuldade em se trabalhar com a citada métrica e as fortes exigências
para se obter a relação pretendida.
Na sequência, provamos o Teorema 3.5, que trata da convergência, no sentido das
distribuições de dimensão finita, do processo de renovação com recompensa reescalonado
estabilizado para um processo α-estável e, para tanto, utilizamos a distância Mallows e
os resultados obtidos no Capítulo 2.
Além disso, na Seção 3.4, mostramos que o candidato natural ao processo limite é o
processo de Lèvy α-estável.
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3.1 Preliminares
Até o momento, temos trabalhado com o conceito de distância Mallows, que constitui
uma métrica no espaço de distribuições [3]. Essa métrica, da forma com que foi apresen-
tada no Capítulo 2, pode ser encarada como uma particularização da situação apresentada
abaixo, devido à Bickel e Freedman [4].
No referido trabalho, considerou-se B um espaço de Banach com a norma ‖.‖, o
conjunto
Γp := Γp(B) = {γ :
∫
‖x‖p γ(dx) <∞}
para algum p ∈ [1,∞) arbitrário, onde γ representa uma distribuição de probabilidade








onde X e Y são vetores aleatórios a valores B tais que L(X) = α e L(Y) = β.
Provou-se em [4], dentre outras propriedades topológicas, que
(a) o ínfimo (3.1) é atingido,
(b) dp é uma métrica em Γp.
Foi provada, também, uma importante equivalência que relaciona convergências em
diferentes sentidos:
Teorema 3.1. Sejam αn, α ∈ Γp. Então são equivalentes:
i) dp(αn, α)→ 0 quando n→∞
ii) αn → α fracamente e
∫ ‖x‖p αn(dx)→ ∫ ‖x‖p α(dx)





φdα para toda função φ contínua tal que φ(x) = O(‖x‖p).
No que segue, consideraremos uma outra configuração particular dessa métrica com
o objetivo de deduzir importantes resultados de convergência relacionados ao comporta-
mento do tráfego em redes de comunicação compostas por mais de uma fonte.
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3.2 Distância Mallows bivariada
Considere R2, munido com a norma ‖.‖, dada por
‖(x, y)‖ = (|x|α + |y|α)1/α.
Temos que (R2, ‖.‖) é um espaço de Banach.
Sejam α ∈ [1, 2) e o conjunto
Γα := Γα(R2) = {F f.d. bivariada tal que
∫
(|x|α + |y|α)F (dx, dy) <∞}.
Definição 3.1. Para F,G ∈ Γα, definimos a distância Mallows bivariada entre as funções








onde X = (X1, X2) e Y = (Y1, Y2) são vetores aleatórios tais que X
d
= F e Y d= G.
A proposição abaixo relaciona a distância Mallows bivariada com a distância Mallows
das marginais.
Proposição 3.1. Dadas F,G ∈ Γα, α ∈ [1, 2), sendo F1, F2 as funções de distribuição
marginais de F e G1, G2 as funções de distribuição marginais de G, então
dαα(F,G) ≥ dαα(F1, G1) + dαα(F2, G2).
Demonstração: Desde que
E ‖(X, Y )‖α = E|X|α + E|Y |α,
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é imediato da definição acima que
dαα(F,G) = inf
(X,Y)
E [|X1 − Y1|α + |X2 − Y2|α]
= inf
(X,Y)





E|X1 − Y1|α + inf
(X2,Y2)
E|X2 − Y2|α




Exemplo 3.1. Para F eG funções de distribuição bivariadas, com distribuições marginais
F1, F2 e G1, G2, respectivamente, temos que se F = G,
dαα(F,G) = d
α
α(F1, G1) + d
α
α(F2, G2)
e, se F 6= G, mas F1 = G1 e F2 = G2, temos a desigualdade estrita
dαα(F,G) > d
α
α(F1, G1) + d
α
α(F2, G2).
Neste ponto, observamos que é possível garantir uma representação para a distância
Mallows bivariada desde que seja satisfeita a condição
inf
(X,Y)
E|Xi − Yi|α = inf
(Xi,Yi)
E|Xi − Yi|α, i = 1, 2. (3.3)
É o que nos sugere o teorema abaixo.
Teorema 3.2. Sejam F e G funções de distribuição bivariadas satisfazendo (3.3), onde
X = (X1, X2)
d
= F e Y = (Y1, Y2)
d
= G. Então existem vetores X̂ e Ŷ, distribuidos como
F e G respectivamente, tais que
dαα(F,G) = E
∥∥∥X̂− Ŷ∥∥∥α . (3.4)










= Xi e Gi
d
= Yi, i = 1, 2. Pelo Corolário 2.1 do Teorema da Representação, para
i = 1, 2,
dαα(Fi, Gi) = E|X∗i − Y ∗i |α,
onde (X∗i , Y ∗i )
d
= Fi ∧Gi. Assim, usando a linearidade da esperança, obtemos
dαα(F,G) = E|X∗1 − Y ∗1 |α + E|X∗2 − Y ∗2 |α
= E[|X∗1 − Y ∗1 |α + |X∗2 − Y ∗2 |α]
= E ‖(X∗1 − Y ∗1 , X∗2 − Y ∗2 )‖α
= E
∥∥∥X̂− Ŷ∥∥∥α ,
onde X̂ = (X∗1 , X∗2 ), Ŷ = (Y ∗1 , Y ∗2 ).

Corolário 3.1. Considere os vetores aleatórios Xn = (Xn1 , Xn2 )
d
= Fn e Y = (Y1, Y2)
d
= F .
Se, para i = 1, 2, ocorre
inf
(Xn,Y)
E|Xni − Yi|α = inf
(Xni ,Yi)







Demonstração: Sejam F n1
d
= Xn1 , F n2
d
= Xn2 , F1
d
= Y1 e F2
d
= Y2. Pelo Corolário 2.1 do
Teorema da Representação, temos que
dα(F
n





= F ni ∧ Fi, i = 1, 2.
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Da Hipótese (3.5) e pelo Teorema 3.2, podemos tomar vetores X̂n e Ŷ para os quais
dαα(Fn, F ) = E
∥∥∥X̂n − Ŷ ∥∥∥α
= E|(Xn1 )∗ − (Y1)∗|α + E|(Xn2 )∗ − (Y2)∗|α
= dα(F
n




sendo a convergência garantida pela Hipótese (3.6).

A Relação (3.3), aparentemente natural, não pode ser observada sempre, como sugere
o Exemplo 3.1, numa situação trivial. O exemplo abaixo apresenta uma família de funções
de distribuição bivariadas, com marginais distintas, onde aquela relação é verificada.
Exemplo 3.2. Sejam F e G funções de distribuição bivariadas, F com marginais
F1(x) = lim
y→∞
F (x, y) =

0, se x < a
p1, se a ≤ x < b




F (x, y) =

0, se y < c
p2, se c ≤ y < d
1, se y ≥ d
,





0, se x < e
q, se e ≤ x < f






0, se y < g
1, se y ≥ g .
Considere, ainda, que
F (x, y) = F1(x).F2(y) e G(x, y) = G1(x).G2(y).
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Considere uma estrutura de dependência qualquer entre os vetores X e Y, expressa na
tabela abaixo
Y (e, g) (f, g)
X
(a, c) β1 β2
(a, d) β3 β4
(b, c) β5 β6
(b, d) β7 β8
,
onde os βi ≥ 0, i = 1, · · · , 8, satisfazem as relações
β1 + β2 = p1p2, (3.8)
β3 + β4 = p1(1− p2), (3.9)
β5 + β6 = (1− p1)p2,
β7 + β8 = (1− p1)(1− p2),
β1 + β3 + β5 + β7 = q, (3.10)





Nestas condições, podemos escrever, em função de β1 e β3,
E|X1 − Y1|α = (A−B)(β1 + β3) +Bp1 + |b− e|αq + |b− f |α(1− q), (3.11)
onde
A = |a− e|α − |b− e|α
e
B = |a− f |α − |b− f |α.
Avaliando (3.11) sobre todos os vetores (X,Y) tais que X d= F e Y d= G, temos que
inf
(X,Y)
E|X1 − Y1|α = inf
β1+β3
(A−B)(β1 + β3) +Bp1 + |b− e|αq + |b− f |α(1− q)
= (A−B) max
β1,β3
{β1 + β3}+Bp1 + |b− e|αq + |b− f |α(1− q).
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Das relações (3.8), (3.9) e (3.10), obtemos
max
β1,β3
{β1 + β3} ≤ p1 ∧ q (3.12)
e, desde que A ≤ B, obtemos que
inf
(X,Y)
E|X1 − Y1|α ≥ (A−B)p1 ∧ q +Bp1 + |b− e|αq + |b− f |α(1− q).





= G1, pelo Teorema da Representação, obtemos que
inf
(X1,Y1)
E|X1 − Y1|α = E|X∗1 − Y ∗1 |,
onde (X∗1 , Y ∗1 )
d
= F1 ∧G1. Desde que F1 e G1 são conhecidas, obtemos
P (X∗1 = a, Y
∗
1 = e) = p1 ∧ q,
P (X∗1 = b, Y
∗
1 = e) = q − p1 ∧ q,
P (X∗1 = b, Y
∗
1 = f) = 1− p1 − q + p1 ∧ q
e
P (X∗1 = a, Y
∗








E|X1 − Y1|α ≥ inf
(X1,Y1)
E|X1 − Y1|α
nesse caso. Analogamente, conclui-se que
inf
(X,Y)









Exemplo 3.3. Nas condições do Exemplo 3.2, vemos que
dαα(F,G) ≥ dαα(F1, G1) + dαα(F2, G2).
Se considerarmos vetores X e Y cuja estrutura de dependência seja tal que β1 +β3 = p1∧q
e β5 = (1− p1)p2 ∧ q, é possível observar que, de fato, vale
dαα(F,G) = d
α
α(F1, G1) + d
α
α(F2, G2)
neste caso menos trivial.
3.3 Convergência no sentido das distribuições de di-
mensão finita
Como subproduto da discussão iniciada na última seção, apresentamos condições ca-
pazes de relacionar a convergência em distância Mallows bivariada com a convergência
em distribuição.




E|Xni − Yi|α = inf
(Xi,Yi)
E|Xni − Yi|α, i = 1, 2, (3.13)
e Xni





= Fn e Y
d
= F .
Demonstração: Segue do Corolário 3.1 a convergência em distância Mallows bivariada
dα(Fn, F ) −→ 0
e, do Teorema 3.1, a convergência em distribuição, desde que convergência fraca é equi-
valente à convergência em distribuição em espaços de dimensão finita.

A partir de agora, estaremos interessados em capturar o comportamento limite, em
distribuição, de sequências de vetores aleatórios cujas entradas são somas aleatoriamente
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indexadas. Considerando que a Hipótese (3.13) é muito forte para os nossos propósitos,
utilizaremos uma outra estratégia para obtenção da convergência em distribuição. Para
tanto, invocamos o clássico Teorema de Cramér-Wold, que diz:
Teorema 3.4 (Cramér-Wold). SejamXn = (Xn1 , Xn2 , · · · , Xnk ) eX = (X1, X2, · · · , Xk)
vetores aleatórios k-dimensionais. Então
Xn
d−→ X














em que X,X1, X2, · · · são variáveis aleatórias i.i.d. com média µX , ξ(s) = max{n : Sn =∑n
i=1 Xi ≤ s}, cξ(s) = ξ(s)µX − ξ1/α(s)µYα e µYα é a média de uma variável aleatória
α-estável Yα, α ≥ 1.
Ao promovermos uma mudança de escala temporal em (3.14) por meio de um fator







onde bxc representa o maior número inteiro menor ou igual a x.
Proposição 3.2. Se, quando s→∞,
Yξ(s)
dα−→ Yα

























Quando s→∞, temos, por hipótese, que
Yξ(s)
dα−→ Yα,












Finalmente, denote por Yα(t) a variável aleatória limite.

Para o processo reescalonado dado em (3.15), obtemos o seguinte resultado de conver-
gência no sentido das distribuições de dimensão finita.








onde (X1, Y1), (X2, Y2), · · · é uma sequência de vetores aleatórios independentes e Y1, Y2, · · ·





t2 , · · · , Y ξ(s)td )
d−→ (Yα(t1), Yα(t2), · · · , Yα(td)), (3.17)
quaisquer que sejam os números reais t1, t2, · · · , td, onde Yα(t) d= t1/αYα.
Demonstração: Consideremos, inicialmente, o caso d = 2. Sejam a, b ∈ R, e F a,bt1,t2 e









respectivamente. Usando a definição de distância Mallows e a desigualdade clássica
|x+ y|p ≤ 2p−1(|x|p + |y|p), (3.18)





t1,t2) ≤ E|aY ξ(s)t1 + bY ξ(s)t2 − (aYα(t1) + bYα(t2))|α
= E|a(Y ξ(s)t1 − Yα(t1)) + b(Y ξ(s)t2 − Yα(t2))|α
≤ 2α−1
{









onde a última igualdade advém do Teorema da Representação. A Condição (3.16) nos






quando s tende a infinito, na medida que faz com que
dαα(FY ξ(s)ti
, FYα(ti))
s→∞−→ 0, i = 1, 2.






dα−→ aYα(t1) + bYα(t2).
quando s tende a infinito. O Teorema 3.1 nos garante que a convergência acima implica






d−→ aYα(t1) + bYα(t2)








sendo esta última conclusão garantida pelo Teorema 3.4.
Para o caso geral, basta utilizar o princípio da indução finita e obter que, para p ≥ 1,










onde {aj, j = 1, · · · , d} ⊂ R, e usá-la no lugar da desigualdade (3.18) se valendo do
mesmo argumento utilizado na demonstração do caso d = 2, com as devidas adaptações.

Observamos, neste ponto, que há uma importante relação de dependência entre as







∧FYα(t). Na próxima seção, caracterizaremos esse processo limite como o movimento
de Lèvy α-estável.
3.4 Caracterização do processo limite






, t ≥ 0, (3.19)
em que Sn =
∑n
i=1 Xi, tal que Xi, i = 1, · · · , n são variáveis aleatória i.i.d. com média
µX , {ξ(s)}s≥0 é um processo de contagem dado por
ξ(s) = max{n : Sn ≤ s}
e cξ(s) = ξ(s)µX − ξ1/α(s)µY , onde Y é uma variável aleatória α-estável, 1 < α ≤ 2.
Provamos, no Teorema 3.5, a convergência desse processo, no sentido das distribuições
de dimensão finita, para um processo estocástico α-estável, desde que satisfaça a condição






Nesta seção, provaremos que o processo {Z(t)}t≥0 é o m.L.e. Esse é o conteúdo do
Teorema 3.6.








e ao considerar {ξ(s)}s≥0 um processo de renovação.
Inicialmente, observamos que, se os tempos entre renovações possuem segundo mo-
mento finito, os incrementos do processo de renovação com recompensa {Sξ(t)}t≥0, a prin-
cipal componente do processo Yξ(s), apresentam função de autocovariância nula.
Proposição 3.3. Suponha que EX2 <∞. Então, para h > 0,
cov(Sξ(t), Sξ(t+h) − Sξ(t)) = 0.
Demonstração: Como, por definição,
cov(Sξ(t), Sξ(t+h) − Sξ(t)) = E{Sξ(t)[Sξ(t+h) − Sξ(t)]} − E{Sξ(t)}E{Sξ(t+h) − Sξ(t)},
o resultado da proposição seguirá se provarmos que
E{Sξ(t)[Sξ(t+h) − Sξ(t)]} = E{Sξ(t)}E{Sξ(t+h) − Sξ(t)}. (3.20)
Defina



























†Se ξ(t+ h) = 0, então (Sξ(t+h) − Sk)1(ξ(t)=k) = 0.
74













































onde a última igualdade é obtida do fato que as variáveis aleatórias 1(ξ(t)=k) e Sk são
Fj−1-mensuráveis. Além disso, como 1(ξ(t+h)≥j) é também Fj−1-mensurável e como Xj é



















































= E[ξ(t+ h)− ξ(t)]E[Sξ(t)]
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Segue, por meio da afirmação acima e usando a Equação de Wald‡, que
EA = EXE[ξ(t+ h)− ξ(t)]E[Sξ(t)]






= E[Sξ(t)]E[Sξ(t+h) − Sξ(t)].
Assim, ficará estabelecida a Equação (3.20) se provarmos a Afirmação 3.1.



























































‡A clássica Equação de Wald diz respeito ao valor esperado de uma soma de variáveis aleatórias
i.i.d. indexada por uma variável aleatória opcional que é um tempo de parada com momento finito.
Precisamente, diz que se N é um tempo de parada com EN < ∞ e Y = {Yi}i≥1 é uma sequência de
variáveis aleatória i.i.d. com média finita, então
∑N


























onde a última igualdade se justifica pela Fk-mensurabilidade de 1(ξ(t)=k) e devido ao fato
























P (ξ(t+ h)− ξ(t) ≥ i)










= 1(ξ(t)=k)E [ξ(t+ h)− ξ(t)]
77


































= E[ξ(t+ h)− ξ(t)]E[Sξ(t)].

Isso encerra a prova da proposição.

Essa informação nos motivou a pensar que os incrementos do processo de renovação
com recompensa estabilizado {Yξ(s)}s≥0 poderiam ser independentes.
Ainda que as contas apresentadas para provar a Proposição 3.3 pudessem ser adaptadas
para provar que
E{Yξ(s)[Yξ(s+h) − Yξ(s)]} = E{Yξ(s)}E{Yξ(s+h) − Yξ(s)}, (3.21)
esse fato não seria suficiente para garantir, no caso em que as contribuições à soma
apresentam cauda pesada com índice caudal 1 < α < 2, que os incrementos desse processo
sejam independentes.
Incrementos independentes seriam desejáveis uma vez que, se assim pudessem ser
observados, poderíamos caracterizar o processo limite, no sentido das distribuições de
dimensão finita, como o movimento de Lèvy α-estável.
A fatoração sugerida pela expressão (3.21), apesar de insuficiente para caracterizar a
independência dos incrementos, fez com que pensássemos na possibilidade de fatoração
da função característica de um vetor de incrementos daquele processo. E isso, sim, seria
suficiente para caracterizar a independência das variáveis aleatórias que constituem as
entradas desse vetor.
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De uma maneira geral, para um vetor aleatório X = (X1, X2, · · · , Xd) qualquer em
Rd, considere ΦX(.) sua função característica, dada por




onde θ = (θ1, θ2, · · · , θd) ∈ Rd. É bem conhecido que a fatoração da função caracte-
rística ΦX no produto das funções características ΦXi , i = 1, 2, · · · , d, constitui-se num
importante critério de independência entre as variáveis aleatórias X1, X2, · · · , Xd, que
constituem as entradas do vetor X. Usaremos esse fato nos nossos argumentos.
Voltando ao caso mais geral definido no início desta seção, desejamos perceber a relação






, t ≥ 0. (3.22)
Esse processo permite a observação das trajetórias do processo Yξ(s) sob um reescalona-
mento no tempo, uma espécie de janela de tamanho t.
Provaremos que, quando s → ∞, o processo dado em (3.22) convergirá, no sentido
das distribuições de dimensão finita, para o movimento Browniano (caso α = 2) ou o
movimento Lèvy α-estável (caso 1 < α < 2).





quando s→∞. Então, o processo Z é o movimento Browniano, se α = 2, ou o movimento







é α-estável e Z(0) = 0, para que seja Z o movimento Browniano ou o movimento Lèvy
α-estável, resta provar a independência dos seus incrementos.
Sejam 0 ≤ t1 ≤ t2 e considere o vetor Y = (Z(t1), Z(t2) − Z(t1)). Desejamos saber
se as varíáveis aleatórias Z(t1) e Z(t2) − Z(t1) são independentes. Isso ocorrerá se, e
somente se, conseguirmos fatorar ΦY (., .), a função característica do vetor Y , no produto
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das funções características das suas entradas. Ou seja, se
ΦY (θ) = ΦZ(t1)(θ1).ΦZ(t2)−Z(t1)(θ2),
qualquer que seja θ = (θ1, θ2) ∈ R2.


































































































































































































































































Teorema de Donsker para o movimento
de Lèvy α-estável
No capítulo anterior, provamos a convergência do processo de renovação com recom-
pensas reescalonado e estabilizado, no sentido das distribuições de dimensão finita, para
um processo α-estável e que esse limite é o movimento Browniano ou o movimento Lèvy
estável, a depender se α = 2 ou se 1 < α < 2.
Uma vez que a convergência no sentido das distribuições de dimensão finita não é
suficiente para garantir a convergência fraca de processo estocástico, discutimos, neste
capítulo, condições de regularidade sobre um tipo particular de processo suficientes para
que essa implicação aconteça.
Na Seção 4.1, apresentamos o Teorema de Donsker, que trata da convergência fraca de
processos envolvendo somas parciais de variáveis aleatórias para o movimento Browniano
quando as contribuições à soma são variáveis aleatórias i.i.d., que possuem média zero e
segundo momento finito.
Na seção seguinte, provamos o Teorema 4.6, que generaliza o Teorema de Donsker na
medida em que fornece a convergência fraca do mesmo processo para o movimento de
Lèvy α-estável, sem a exigência de segundo momento finito sobre as variáveis aleatórias
que alimentam a soma parcial.
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4.1 Preliminares
Seja Ω := (Ω, ‖.‖) um espaço métrico qualquer, munido de uma σ-álgebra, isto é,
(Ω,F), onde F é a σ-álgebra de Borel, gerada pelos conjuntos abertos de Ω. Uma medida
de probabilidade P sobre F é uma função conjunto não-negativa, σ-aditiva e satisfazendo





para denotar a integral abstrata de f ponderada por P e, se, em particular, f for uma
função do tipo indicadora, isto é, f = 1A, onde A ∈ F , denotamos
P1A = PA.
4.1.1 Convergência fraca e tightness
Diremos que a sequência de medidas de probabilidade {Pn}n≥1 converge fracamente
para a medida de probabilidade P e denotaremos por
Pn ⇒ P
se, para toda função real f contínua limitada, ocorre
Pnf → Pf.
Diremos que duas medidas de probabilidade P1 e P2 sobre F coincidem se P1f = P2f ,
para toda função real f contínua e limitada∗.
Uma medida de probabilidade P em (Ω,F) é dita ser tight se para cada  > 0 existe
um conjunto compacto K tal que PK > 1− . Essa é uma noção fundamental quando se
deseja tratar de convergência fraca de processos.
∗Esse é o Teorema 1.2 de [5], pág. 8.
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4.1.2 O espaço D
Seja D = D[0, 1] o espaço de funções reais x sobre [0, 1] que são cadlag†. Existe uma
métrica do que torna (D, do) um espaço métrico completo‡. Para definir do, sejam Λ a
classe de aplicações contínuas e estritamente crescentes de [0, 1] sobre si mesmo e λ uma








{‖λ‖o ∨ ‖x− yλ‖},
em que ‖x‖ = supt|x(t)| <∞.
O espaço D é o espaço de funções que admitem descontinuidades do primeiro tipo e é
o espaço natural para se analizar processos estocásticos que possuem trajetórias descon-
tínuas.
No espaço D, para 0 ≤ t1 < t2 < · · · < tk ≤ 1, definimos a projeção natural pit1···tk de
D sobre Rk da maneira usual
pit1···tk(x) = (x(t1), · · · , x(tk)).
Para uma medida de probabilidade P definida sobre (D,D), onde D é a σ-álgebra dos
Borelianos de D, denote por TP o conjunto dos t ∈ [0, 1] para os quais a projeção pit é
contínua, exceto em pontos formando um conjunto de medida P nula. As projeções pi0 e
pi1 são sempre contínuas e, para t ∈ (0, 1), pit é contínua se, e somente se, x é contínua em
t. Segue que t ∈ TP se, e somente se, P [x : x(t) 6= x(t−)] = 0.
Desde que o conjunto TP contém 0 e 1 e é, pelo menos, contável§, decorre do Teorema
†Funções cadlag são contínuas à direita e tem limites à esquerda.
‡Conforme [5], Teorema 12.2, página 128.







t1···tk ⇒ Ppi−1t1···tk ,
para quaisquer que sejam t1, · · · , tk ∈ TP .
Mas a recíproca nem sempre é verdadeira! Para um contra-exemplo, veja [5]. Con-
tudo, condições de regularidade sobre {Pn}n≥1 podem garantir a convergência fraca da
sequência, como sugere o teorema a seguir.
Teorema 4.2. Se {Pn}n≥1 é tight e se ocorre Pnpi−1t1···tk ⇒ Ppi−1t1···tk sempre que t1, · · · , tk ∈
TP , então Pn ⇒ P .
Demonstração: Conforme [5], página 139.

Seja P a distribuição de probabilidade de uma variável aleatória X e escreva TX no
lugar de TP . A fim de se obter a convergência fraca de um processo estocástico definido
em D, o teorema abaixo sugere uma maneira alternativa de se buscar a regularidade acima
citada.
Teorema 4.3. Suponha que
(Xnt1 , · · · , Xntk)⇒n (Xt1 , · · · , Xtk)
para pontos ti ∈ TX , que
X1 −X1−δ ⇒δ→0 0
¶Para S e S
′
espaços métricos, munidos das σ-álgebras S e S ′ , respectivamente, se h é uma aplicação
mensurável com respeito a essas duas σ-álgebras, então, cada medida de probabilidade P sobre (S,S)
induz sobre (S
′
,S ′) uma medida de probabilidade Ph−1, definida de maneira usual por
Ph−1(A) = P (h−1A).
O Teorema da Aplicação diz que se o conjunto Dh ∈ S, dos pontos de descontinuidades de h, for P -nulo,
então a convergência fraca de uma sequência Pn pode ser transferida para a sequência de medidas de
probabilidade Pnh−1, induzidas pela aplicação h.
Teorema 4.1 (Teorema da Aplicação). Se Pn ⇒ P e PDh = 0, então Pnh−1 ⇒ Ph−1.
Para mais detalhes, consulte [5], páginas 20− 23.
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e que, para r ≤ s ≤ t, n ≥ 1 e λ > 0,
E[|Xns −Xnr |2β|Xnt −Xns |2β] ≤ [H(t)−H(r)]2α, (4.1)
para algum β ≥ 0, algum α > 1/2 e alguma função contínua H que seja não descrescente
sobre [0, 1]. Então
Xn ⇒n X.
Demonstração: Conforme [5], página 143.

4.1.3 O Teorema de Donsker
O Teorema de Donsker, apresentado a seguir, constitui-se num refinamento do Teo-
rema do Limite Central por provar convergência fraca de distribuições de somas parciais
aleatórias. Basicamente, dada ξ1, ξ2, · · · uma sequência de variáveias aleatórias i.i.d. de
média 0 e variância finita σ2 definidas num mesmo espaço de probabilidade (Ω,F , P ),
considera-se a sequência de somas parciais normalizadas Sn/σ
√
n e constrói-se a função











que faz uma espécie de comunicação linear entre os pontos das trajetórias de Sn/σ
√
n,
quando este processo é observado através de uma janela de tamanho 1.
Teorema 4.4 (Teorema de Donsker 1). Se ξ1, ξ2, · · · são i.i.d., com média 0 e variância
finita σ2, e se Xn é a função aleatória definida em (4.2), então
Xn ⇒n W,
onde W é a medida de Wiener.
Demonstração: Conforme [5], página 91.

No teorema acima, W é a função aleatória que possui medida de Wiener como sua
distribuição sobre C = C[0, 1], o espaço de funções contínuas definidas em [0, 1]. Desde
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que C ⊂ D, a aplicação identidade i : C → D é contínua e W e W−1 têm as mesmas
distribuições finito-dimensionais (não faremos distinção entre W e W−1), o Teorema 4.3
permite a obtenção de um resultado análogo ao do Teorema 4.4 para funções aleatórias
em D.
Teorema 4.5 (Teorema de Donsker 2). Se ξ1, ξ2, · · · são i.i.d., com média 0 e variância









onde W é a medida de Wiener.
Demonstração: Conforme [5], página 147.

4.2 Extensão do Teorema de Donsker
Nesta seção, pretendemos eliminar a hipótese sobre a finitude do segundo momento
das variáveis que alimentam a soma que aparece no processo considerado no Teorema de
Donsker. Faremos isso motivados pelo fato de que distribuições estáveis satisfazem uma
importante relação envolvendo momentos, também satisfeita pelas distribuições envolvi-
das no referido teorema sem, no entanto, possuirem o segundo momento finito quando
0 < α < 2.
Com efeito, considere X,X1, X2, · · · variáveis aleatórias i.i.d Sα(1, 0, 0) e
Sn = X1 + · · ·+Xn.
Da propriedade da soma de leis estáveis‖, temos
Sn ∼ Sα(n1/α, 0, 0). (4.4)
‖Essa propriedade diz que se X1 e X2 são variáveis aleatórias independentes, Xi ∼ Sα(σi, βi, µi), i =








e µ = µ1 + µ2. (Conforme
[20]).
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Se X ∼ Sα(σ, 0, 0), da propriedade (1.2), podemos tomar uma constante cα(α′) tal que
(E{|X|α′})1/α′ = cα(α′)σ,









) é uma constante. Daí, para n1 ≤ n ≤ n2, temos que
E(|Sn2 − Sn|α
′ |Sn − Sn1|α
′
) = E|Sn2 − Sn|α
′









uma vez que Sn2 − Sn e Sn − Sn1 são independentes.
Seja 1 < α < 2. Considere o processo Y n, dado por






i=1Xi e as variáveis aleatórias X,X1, X2, · · · são i.i.d. FX , com EX = 0.
Proposição 4.1. Seja Y n o processo definido em (4.5) e Yα uma variável aleatória es-
tritamente α-estável com distribuição FYα. Suponha que
dα(FX , FYα) <∞. (4.6)
Então, para k = 1, 2, · · · , ocorre, quando n→∞,
(Y nt1 , Y
n
t2
, · · · , Y ntk)




Demonstração: A hipótese (4.6) é equivalente à condição (2.4), hipótese do Teorema


















Sejam a1, a2, · · · , ak ∈ R e F a1,a2,··· ,akn,t1,t2,··· ,tk e Ga1,a2,··· ,akt1,t2,··· ,tk , respectivamente, as funções de distri-




















obtemos, usando a definição de distância Mallows, que
dαα(F
a1,a2,··· ,ak
n,t1,t2,··· ,tk , G
a1,a2,··· ,ak














∣∣Y nt1 − Yα(t1)∣∣α + k∑
j=2
2(k−j+1)(α−1)|aj|αE
∣∣∣Y ntj − Yα(tj)∣∣∣α
= 2(k−1)(α−1)|a1|αdαα(FY nt1 , FYα(t1)) +
k∑
j=2
2(k−j+1)(α−1)|aj|αdαα(FY ntj , FYα(tj)),
onde a última igualdade advém do Teorema da Representação.
Por (4.7), temos que
Y ntj





























Assim, pelo Teorema 3.4, concluimos que
(Y nt1 , Y
n
t2
, · · · , Y ntk)
d−→ (Yα(t1), Yα(t2), · · · , Yα(tk)).

O teorema abaixo constitui-se numa extensão do Teorema de Donsker. Nele, elimi-
namos a hipótese de segundo momento finito das contribuições à soma do processo Y n,
na medida que permitimos que essas variáveis aleatórias possam frequentar o domínio de
atração de uma variável aleatória α-estável, 1 < α < 2.
Teorema 4.6 (Extensão do Teorema de Donsker). Fixe α ∈ (1, 2). Sejam X1, X2, · · ·
variáveis aleatórias i.i.d., com EXn = 0, e Yα uma variável aleatória estritamente α-
estável . Suponha que
dα(FX1 , FYα) <∞.
Então o processo Y n, dado por
Y nt (ω) =




Y n ⇒n→∞ Lα,
onde Lα é o movimento de Lèvy α-estável.
Demonstração: (a) Pela Proposição 4.1, temos a convergência, no sentido das distribui-




FY (1), FY (1−δ)
) ≤ E |Y (1)− Y (1− δ)|α
δ→0→ 0,
temos que
Y (1)− Y (1− δ) dα−→ 0.
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Isso implica, pelo Teorema 3.1, em
Y (1)− Y (1− δ) d−→ 0,
quando δ → 0.
(c) Fixado n, para 0 ≤ t1 ≤ t ≤ t2 ≤ 1, teremos
E(|Y nt2 − Y nt |α


































Para t2− t1 < 1n , (∗) desaparece. Caso contrário, desde que bnt2c−bnt1c ≤ n(t2− t1) + 1,
temos que






























/α((t2 − t1) + 1n)α
′
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Assim, se considerarmos α/2 < α′ < α, teremos satisfeita a Condição (4.1), do Teorema








Portanto, pelo Teorema 4.3, temos que
Y n ⇒n→∞ Lα,




Cotas para a probabilidade do
transbordamento















V (δ) > x
)
, (5.2)
que são de interesse central para se lidar com o problema do transbordamento. Recorde-
mos que, nas expressões (5.1) e (5.2), t representa um tempo finito, x é uma constante
associada à capacidade de memória do buffer e o processo {V (t)}t≥0 representa a ocupação
desse buffer/reservatório no tempo t.
Comportamento do tráfego, modelagem e melhoramento do desempenho das redes são
questões que têm ganhado notoriedade nos últimos anos. Um trabalho precursor, neste
sentido, foi o desenvolvido por Norros [17]. Considerando a aproximação (1.15) e utili-
zando a Teoria dos grandes desvios, ele mostrou uma cota inferior para a probabilidade do
transbordamento em função da capacidade x de armazenamento do buffer e que o então
chamado processo de armazenamento Browniano Fracionário seguia uma distribuição de
Weibull quando x→∞. Mais tarde, em [18], discutiu-se as limitações do Tráfego Brow-
niano Fracionário apresentado em [17] e que um processo de armazenamento autossimilar




onde as constantes a e b dependem dos parâmetros do tráfego considerado, de modo que
o decaimento da ocupação do buffer seria, na melhor da hipóteses, algébrico.
Observamos que cota inferior para a probabilidade do transbordamento é de pouca
utilidade prática. Seria interessante se pudéssemos aproximar a probabilidade do trans-
bordamento num tempo finito através da avaliação da cauda de uma variável aleatória
conhecida.





que aparece na modelagem de tráfego proposta no Capítulo 1. Para uma importante con-
figuração das variáveis envolvidas, utilizaremos o Teorema 2.4 e o Teorema da Represen-
tação para provar a convergência, em distância Mallows, do processo de armazenamento
(1.19), devidamente estabilizado, para uma variável aleatória estável. Esse é o resultado









em que c˜N(t) são constantes apropriadas e Yβ é uma variável aleatória estável, para as
probabilidades (5.1) e (5.2).
Como aplicação da teoria desenvolvida nos capítulos 3 e 4, provaremos, no Teorema
5.8, sob condições de regularidade, a convergência fraca de processos de renovação com









em que ξ é um processo de renovação com tempos de chegada Sn = X1 + · · · + Xn (as
contribuições à soma X1, X2, · · · são variáveis aleatórias positivas i.i.d. X) e cξ(s) são
constantes apropriadas, para o movimento de Lèvy α-estável. Esta é uma situação onde
o processo de renovação apresenta forte dependência das contribuições à soma.
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5.1 Preliminares
Temos dito que as distribuições estáveis formam uma importante subclasse das distri-
buições de cauda pesada quando o índice de estabilidade α é tal que 1 < α < 2. Neste
intervalo de estabilidade, as distribuições estáveis possuem média finita e o conjunto delas
pode ser observado numa subclasse um pouco mais geral de distribuições de cauda pesada,
as chamadas distribuições subexponenciais.
Definição 5.1. ∗ Uma função de distribuição F é dita ser subexponencial se
lim
x→∞
(F ∗ F )(x)
F (x)
= 2,
onde ∗ sinaliza a convolução. Notação: F ∈ S.
Outra importante subclasse de distribuições de cauda pesada é a das distribuições de
cauda longa.







Notação: F ∈ L.
A respeito dessas subclasses, relacionamos os seguintes fatos importantes que usaremos
no decorrer dos nossos argumentos.
Propriedade 5.1.





= c, para algum c ∈ [0,∞), então F ∈ S ⇔ G ∈ S;
Por (i), temos que as distribuições estáveis são de cauda longa. Já (ii) apresenta um
importante critério para decidir se uma variável aleatória tem distribuição subexponencial
a partir de uma outra distribuição subexponencial conhecida.
∗Conforme [10], pág. 10.
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Exemplo 5.1. Se F ∈ DSn(Gα), onde Gα é α-estável e α ∈ [1, 2), então F ∈ S. De
fato, essa conclusão decorre da posição relativa entre os conjuntos DSn(Gα) e DN(Gα), da
Propriedade 5.1, item (ii), da definição de domínio normal de atração e da caracterização
sugerida pela Propriedade 2.2. (Conforme [10]).
A seguir, apresentamos dois teoremas, que podem ser encontrados em [16], que rela-
cionam a cauda da distribuição de somas parciais com a cauda do máximo dessas somas
quando as distribuições de suas componentes apresentam cauda longa ou subexponencial.
A relação assintótica a que nos referimos é





Teorema 5.1. Sejam Xi, 1 ≤ i ≤ n, variáveis aleatórias independentes com distribuição
















Teorema 5.2. Sejam Xi, 1 ≤ i ≤ n, variáveis aleatórias independentes com distribuição
Fi. Suponha que F i ∼ biF , para alguma F ∈ S, onde as constantes bk são não negativas
e tais que B(n) :=
∑n














5.2 Convergência do processo de armazenamento






onde as variáveis aleatórias Xj = X˜j−τj representam uma espécie de contribuição líquida
ao volume do reservatório.
Para o momento, estamos interessados no caso em que as contribuições Xj são variá-
veis aleatórias de cauda pesada. Em particular, consideraremos o caso em que podemos
escrever Xj = ηjτ onj e, além disso, a cauda de X˜j é mais pesada do que a cauda de τj.
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Exemplo 5.2. Suponha que τ onj e τ
off
j tenham a mesma distribuição e que a cada período
ON esteja associado uma carga de tráfego aleatória do tipo




Xj = (ηj + 2)τ
on
j − (τ onj + τ offj ) d= ηjτ onj .
No exemplo acima, caso ηj seja constante q.c., as caudas dos períodos entre tráfego e
das cargas de tráfego terão mesmo peso. Caso contrário, o produto da variável aleatória
ηj por τ onj pode tornar a estrutura da cauda de Xj mais pesada do que a de τj, como nos
mostra o exemplo abaixo.
Exemplo 5.3. Sejam η e τ variáveis aleatórias independentes, com τ ∼ Sα(σ, 0, 0) e




)α/β, 1, 0), com 1 < β < α < 2. Considere X = ητ , e provemos que X é
cauda pesada com índice β. De fato, observe inicialmente que a transformada de Laplace
da variável ηα é
E exp(−tηα) = exp(−tα/β), t > 0. (5.3)
Em seguida, considerando que a função característica ΦX de uma variável aleatória X
determina sua função de distribuição, a forma simplificada da função característica de
uma variável aleatória estável simétrica, a hipótese de independência das variáveis τ e η
e a Equação (5.3), temos que





o que mostra que X é uma variável aleatória estável simétrica, com índice de estabilidade
β. Portanto, X é cauda pesada com índice β.
No próximo teorema, estamos considerando que Xi são variáveis aleatórias i.i.d. cauda
pesada com índice β, os períodos entre tráfego τi são variáveis aleatórias i.i.d. cauda
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pesada com índice α, mas tais que β < α. Isto é, desejamos que as caudas das cargas de
tráfego sejam mais pesadas que as caudas dos períodos entre tráfego.
Teorema 5.3. Seja α ∈ (1, 2). Assuma que E(τβ) < ∞ para todo β < α e que existam








onde Yβ é uma variável aleatória β-estável.








Assim, pelo Teorema 2.2, da Representação, teremos que
dββ(FN(t), Gβ) = E|S(N(t))− Yβ|β
e, pela hipótese, temos que
E{|S(N(t))− Yβ|β} → 0 (5.5)
Da relação entre os tempos de ocorrência de tráfego e os tempos entre tráfego, é fácil ver
que
0 ≤ t− TN(t) < τN(t)+1. (5.6)
Das equações (1.19), (1.13) e (1.14), temos que
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X˜i + ηδt1(t∈ON) + X˜N(t)+11(t∈OFF )
− t
= A(TN(t)) + ηδt1(t∈ON) + X˜N(t)+11(t∈OFF ) − t





V (TN(t)) + TN(t) − t− cN(t)
N1/β(t)
+






ηδt1(t∈ON) + X˜N(t)+11(t∈OFF )
N1/β(t)
.
Assim, utilizando a desigualdade básica |X − Y |β ≤ 2β(|X|β + |Y |β) e a linearidade da
esperança, temos que
E
∣∣∣∣V (t)− cN(t)N1/β(t) − Yβ
∣∣∣∣β =
E















E |S(N(t))− Yβ|β + (∗)
}
.
Vamos analisar (∗) em duas situações complementares:
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• W (t) = 0 (isto é, se t está em um período OFF ):
(∗) = E



















• W (t) = 1 (isto é, se t está em um período ON):
(∗) = E















































∣∣∣∣ SN(t)+1(N(t) + 1)1/β
∣∣∣∣β t→∞−→ 0.




Assim, independente se t frequenta um período ON ou um período OFF, temos que
(∗) t→∞−→ 0.
Desde que convergência em média β implica em convergência em distância Mallows, a
convergência acima, combinada com (5.5), resulta em (5.4).

5.3 Aproximações
Nesta seção, articulamos as ideias apresentadas na seção anterior para produzir esti-
mativas para a probabilidade do transbordamento.
Recordemos que as variáveis X˜i, as cargas aleatórias de tráfego, são emitidas especifi-
camente durante o período τ oni de atividade da fonte, i = 1, 2, · · · . Desde que
N(TN(t) + y) = N(TN(t)) = N(t), ∀y ∈ [0, τN(t)+1)
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V (TN(t)) > x− [XN(t)+1 + τ offN(t)+1]
)
.
Esse fato nos ajuda a estabelecer os próximos resultados.
Teorema 5.4. Sejam X˜i = Xi + τi, i = 1, 2, · · · , variáveis aleatórias i.i.d. F , onde
F ∈ DNF (Gβ) e Gβ é a função de distribuição de uma variável aleatória β-estável Yβ.
Suponha que τ, τi são variáveis aleatórias i.i.d. tais que E(τα) = ∞, mas E(τβ) < ∞,










onde (X1, Y1), (X2, Y2), · · · é uma sequência de vetores aleatórios independentes e Yk, k =








em que c˜N(t) são constantes apropriadas.
Demonstração:
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(a) Sabemos que, dada uma distribuição β-estável, tem-se
DNF (Gβ) ⊂ DSn(Gβ) ⊂ DN(Gβ),
onde
DSn(Gβ) = {F f.d.;F d= Sn =
n∑
i=1
Xi e dβ(F,Gβ) <∞}.
Sob as hipóteses do teorema, se
Xi = X˜i − τi e Xi d= FXi ,
então
FXi ∈ DN(Gβ). (5.8)
De fato, a hipótese de que F ∈ DNF (Gβ) implica em
dβ(F,Gβ) <∞, (5.9)
enquanto que a hipótese E(τβ) <∞ torna
dβ(FXi , F ) ≤ E|X˜i − τi − X˜i|β <∞. (5.10)
Logo, de (5.9) e (5.10), temos que
dβ(FXi , Gβ) ≤ dβ(FXi , F ) + dβ(F,Gβ) <∞, (5.11)
o que estabelece (5.8).




Desde que (5.7) ocorre, pelo Teorema 2.4, temos que∑N(t)






























onde a última expressão foi obtida de (5.13) e c˜N(t) = cN(t) +XN(t)+1 + τ offN(t)+1.

Os teoremas abaixo sugerem maneiras alternativas para se estimar Ψt(x).














Demonstração: Como Gβ é estável e dβ(FXi , Gβ) < ∞, temos que FXi ∈ S (conforme

































sendo a igualdade assintótica obtida considerando-se (5.13) e t grande.

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Demonstração: Segue diretamente do Teorema 5.2.

5.4 Convergência fraca de processos de renovação com
recompensa
Ao longo desta tese, o nosso interesse principal circulou em torno de processos de reno-
vação com recompensa. Nesta seção, aproveitaremos os resultados obtidos nos capítulos
2 e 3 para provar resultados análogos de convergência fraca para esse tipo de processo, es-
pecialmente quando o processo de renovação indexador da soma aleatória apresenta forte
dependência das contribuições à soma.






SbN(s)tc − (N(s)t− bN(s)tc) 1
N1/α(s)
XbN(s)tc+1, (5.16)
onde o processo {N(s)}s≥0 é um processo de contagem dado por






e X1, X2, · · · são variáveis i.i.d. com média 0 e variância finita. Em particular, poderiam
ser N(0, 1).
O teorema abaixo mostra que a convergência obtida pelo Teorema de Donsker, dis-
cutido no Capítulo 4, se preserva mediante uma indexação aleatória por um processo do
tipo (5.17).
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Teorema 5.7. O processo dado em (5.16), com α = 2, é tal que
XN(s) ⇒s→∞ W,









ΨN(s),t := (N(s)t− bN(s)tc) 1√
N(s)
XbN(s)tc+1.
Desde que, pela Desigualdade de Tchebyschev, ΨN(s),t ⇒s→∞ 0, é suficiente provar que
Y
N(s)
t ⇒ W quando s→∞.
Pela demonstração do Teorema 4.5, sabemos que o processo Y n, dado por





Y n ⇒n W,
onde W é a medida de Wiener, e um dos requisitos necessários para obtenção dessa
convergência foi satisfazer a Condição (4.1), requisito este observado para α = β = 1 e
F (t) = 2t.
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[F (t2)− F (t1)]2P (N(s) = k)
= [F (t2)− F (t1)]2
∞∑
k=0
P (N(s) = k)
= [F (t2)− F (t1)]2,
onde F (t) = 2t, e a convergência fraca
Y N(s) ⇒ W
segue por aplicação do Teorema 4.3.

Se considerarmos o processo (5.16) indexado por um processo de renovação {ξ(s)}s≥0,
dado por
ξ(s) = max{n : Sn ≤ s},
onde Sn =
∑n
i=1 τi e τ1, τ2, · · · são variáveis aleatórias positivas i.i.d. com média finita, ao
invés do processo {N(s)}s≥0, e denotarmos a sua componente mais à direita como Ψξ(s),t,
veremos que esse último processo convergirá fracamente para zero sem hipóteses sobre o
segundo momento de τ . É o que nos mostra a proposição a seguir.
Proposição 5.1. Ψξ(s),t ⇒ 0 quando s→∞.
Demonstração: De fato. Como as variáveis aleatórias τi são positivas com média finita
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temos, pela Desigualdade Generalizada de Tchebyschev†, que














qualquer que seja x > 0. Desde que ξ(s)→∞ quando s→∞ e E(τbξ(s)tc+1) é constante,
temos que
P (Ψξ(s),t ≥ x) s→∞−→ 0.
Assim,
FΨξ(s),t(x)
s→∞−→ 0, ∀ x > 0,
que equivale a
FΨξ(s),t(x)
s→∞−→ 1, ∀ x > 0.
Daí, concluímos que, quando s→∞,
Ψξ(s),t ⇒ 0.

Note que a convergência obtida na proposição acima exige apenas que a variável alea-
tória τ seja não-negativa. Além disso, o resultado não mudaria se ao invés de τ tivéssemos
uma outra variável aleatória com essa propriedade, independentemente do seu vínculo com
o processo de renovação.
A seguir, tentaremos eliminar a hipótese de segundo momento finito e obter a conver-
gência fraca do processo (5.16) para o caso 1 < α < 2.
Recordemos que, no Teorema 2.4 do Capítulo 2, provamos a convergência, em distância
Mallows, para uma variável aleatória estável, do processo de renovação com recompensa









onde ξ é um processo de renovação cujos tempos de chegadas são somas parciais de funções
lineares de X. Esta espécie de Teorema do Limite Central para processos de renovação
com recompensa foi obtida considerando-se a forte relação de dependência existente entre
o somando e processo de contagem e mediante condições do tipo Lindeberg, devidamente
ajustadas para o caso considerado.
Na sequência, observamos as trajetórias do processo por meio de um reescalonamento
no tempo e provamos, no Teorema 3.5 do Capítulo 3, que o limite observado, no sentido
das distribuições de dimensão finita, é o movimento de Lèvy estável.
Esses resultados nos ajudarão a provar o teorema seguinte.









em que ξ é um processo de renovação com tempos de chegada Sn = X1 + · · ·+Xn, em que
as variáveis Xi são positivas i.i.d., cξ(s) = ξ(s)µX− ξ1/α(s)µY , Y é uma variável aleatória








onde (X1, Y1), (X2, Y2), · · · é uma sequência de vetores aleatórios independentes e Y1, Y2, · · ·
são cópias de Y . Então
Y ξ(s) ⇒s→∞ Lα,
onde Lα é uma medida de probabilidade associada ao movimento de Lèvy α-estável.
Demonstração: Pelos teoremas 2.4 e 3.5, obtemos a convergência do processo Y ξ(s) no






t2 , · · · , Y ξ(s)tk )
d−→ (Y (t1), Y (t2), · · · , Y (tk)),
quando s→∞, onde Y (t) d= t1/αY .
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Além disso,
Y (1)− Y (1− δ)⇒δ→0 0.
O argumento estará finalizado se provarmos que vale a condição (4.1) do Teorema 4.3.
De fato, para 0 ≤ t1 ≤ t ≤ t2 ≤ 1, temos que
E
{
|Y ξ(s)t2 − Y ξ(s)t |α





|Y kt2 − Y kt |α









|Y kt2 − Y kt |α
′ |Y kt − Y kt1 |α
′}
P (ξ(s) = k)
= (∗)





















)). Desde que a hipótese (5.18)
implica na hipótese (2.4), com δ = 2−α
2α
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