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Abstract—This paper addresses the distributed optimal fre-
quency control of multi-area power system with operational con-
straints, including the regulation capacity of individual control
area and the power limits on tie-lines. Both generators and
controllable loads are utilized to recover nominal frequencies
while minimizing regulation cost. We study two control modes:
the per-node balance mode and the network balance mode. In
Part I of the paper, we only consider the per-node balance case,
where we derive a completely decentralized strategy without the
need for communication between control areas. It can adapt to
unknown load disturbance. The tie-line powers are restored after
load disturbance, while the regulation capacity constraints are
satisfied both at equilibrium and during transient. We show that
the closed-loop systems with the proposed control strategies carry
out primal-dual updates for solving the associated centralized
frequency optimization problems. We further prove the closed-
loop systems are asymptotically stable and converge to the
unique optimal solution of the centralized frequency optimization
problems and their duals. Finally, we present simulation results
to demonstrate the effectiveness of our design. In Part II of
the paper, we address the network power balance case, where
transmission congestions are managed continuously.
Index Terms—Power system dynamics, frequency control; per-
node power balance; decentralized control.
I. INTRODUCTION
In a modern large-scale power system, multiple regional
grids are usually interconnected for improving operation reli-
ability and economic efficiency [1], [2]. In each control area,
power generation and controllable load can be utilized to
eliminate power imbalance and maintain frequency stability in
real time. Generally, frequency control is a paid service, and
hence control areas always try to minimize their control cost.
As different control areas may belong to different utilities and
global information may not be accessible due to privacy and
operational considerations, a distributed strategy is desirable.
Roughly speaking, there are two possible modes of operation.
In the first mode, each node area balances its own supply
and demand after a disturbance. Then the power flow on
each tie line should be regulated to its scheduled value, i.e.,
the deviation of power flows on the tie lines are eliminated
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in equilibrium. In the second mode, all nodes cooperate to
rebalance power over the entire network after a disturbance.
The power flows on the tie lines may deviate from their
scheduled values but must satisfy line limits in equilibrium.
We refer to the first case as per-node (power) balance and the
second network (power) balance. Here we focus on the first
case, while the second case will be addressed in Part II of the
paper. We design a decentralized optimal frequency controller
for restoring frequency and tie-lime power under operational
constraints, including regulation capacity constraints.
Different distributed strategies have been developed in the
literature for frequency control. They can roughly be divided
into two categories in terms of different types of regulation
resources: the automatic generation control (AGC) e.g. [3]–
[9] and the load-side frequency control e.g. [10]–[16]. The
former focuses on generation regulation. For example in [4]
a flatness-based control combining trajectory generation and
trajectory tracking is proposed for AGC in multi-area power
system. In [5], [7], the closed-loop system composed of power
system dynamics and controller dynamics is formulated as
a port-Hamiltonian system, and its stability is proved. In
[6], generators are driven by AGC to restore frequencies.
Correspondence between the (partial) primal-dual gradient
algorithm for solving the associated optimization problem and
the frequency control dynamics of the physical system is
established. The resulting decomposition enables the system
design of a fully distributed optimal frequency control.
For the load-side frequency control, load frequency dynam-
ics are formulated similarly to the generator model in [10],
leading to a distributed frequency control for both genera-
tion and controllable loads. A distributed adaptive control is
presented in [11] to guarantee acceptable frequency deviation
from the nominal value. In [12], [13], an optimal load con-
trol (OLC) problem is formulated and a ubiquitous primary
load-side control is derived as a partial primal-dual gradient
algorithm for solving the OLC problem. It is decentralized,
but does not restore the nominal frequency. This design
approach is extended in [14] to secondary control that restores
nominal frequency and scheduled inter-area flows as well as
enforcing line limits in equilibrium. It is further extended to
more general models in [15], [16], where passivity condition
guaranteeing stability is proposed for each local bus and the
conservativeness is reduced greatly.
In terms of methodology, there are mainly three types of
distributed frequency control: the droop based approach e.g.
[17], [18], the consensus based approach e.g. [19]–[21] and the
primal-dual decomposition based approach e.g. [6], [12]–[14].
In the primal-dual decomposition approach, control goals such
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2as rebalancing power after a disturbance and restoring nominal
frequency and scheduled inter-area flows are formalized as a
global optimization problem. The feedback control laws are
designed so that the equilibrium of the closed-loop system
solves the optimization problem and hence achieves the control
objectives, in equilibrium. Moreover the closed-loop system is
designed to be an asymptotically stable primal-dual algorithm
for solving an associated optimization problem. This is the
same approach taken in [22] where the real-time control is
through nodal proces.
In all the primal-dual algorithms proposed in the literature,
even though input constraints are usually enforced, constraints
on states, such as power injections on buses, are enforced
only in the steady-state. In practice, however, a control area
always maintains regulation capacity bounds that constrain
power generations and controllable loads within available
ranges, not only at equilibrium but also during transient. In
this paper, we design input-saturation controllers that maintain
these capacity constraints during transient as well. We show
that these controllers still carry out primal-dual updates of the
associated optimization problem.
Specifically we study an approach to rebalancing power
after a disturbance. In the per-node power balance case, we
require the disturbance in each control area be balanced by
generations and controllable loads in that area. Then we con-
struct a completely decentralized control to recover nominal
frequencies and tie-line power flows. The regulation capacity
constraints are also enforced during transient. We show that the
controller together with the physical dynamics serve as primal-
dual updates with saturation for solving the optimization
problem. Then we prove the optimality of our control by
exploiting the equivalence between the equilibrium of the
closed-loop frequency control system and the optimal solution
of the optimization problem. We also show that the optimal
solution of the primal-dual problem and equilibrium point
of the closed-loop systems are both unique. Furthermore we
prove the stability of closed-loop system by combining projec-
tion technique with LaSalle’s invariance principle, mitigating
the impact of nonsmooth dynamics created by the imposed
transient constraints. The salient features of our control are:
1) Control goals: the controller restores the nominal fre-
quency and tie-line powers after unknown disturbance
while minimizing the regulation costs;
2) Constraints: the regulation capacity constraints are al-
ways enforced even during transient;
3) Communication: it is completely decentralized without
the need for communication among neighboring areas ;
4) Measurement: the controls are adaptive to unknown load
disturbances automatically without load measurement.
The rest of this paper is organized as follows. In Section
II, we introduce our network model. Section III formulates
the optimal frequency control problem, presents our controller
and its relationship with the primal-dual update, and proves
the optimality, uniqueness, and stability of the closed-loop
equilibrium point. We confirm the performance of controllers
via simulations on a detailed power system model in Section
IV. Section V concludes the paper.
II. NETWORK MODEL
A large power network is usually composed of multiple con-
trol areas each with its own generators and loads. These control
areas are interconnected with each other through tie lines. For
simplicity, here we treat each control area as a node with an
aggregate power generation, an aggregate controllable load and
an aggregate uncontrollable load.1 Then the power network
is model by a graph G := (N,E) where N = {0,1,2, ...n} is
the set of nodes (control areas) and E ⊆ N×N is the set of
edges (tie lines). If a pair of nodes i and j are connected
by a tie line directly, we denote the tie line by (i, j) ∈ E.
Let m := |E| denote the number of tie lines. We treat G as
directed with an arbitrary orientation and we use (i, j) ∈ E or
i→ j interchangeably to denote a directed edge from i to j.
It should be clear from the context which is the case. Without
loss of generality, we assume the graph is connected and node
0 is a reference node.
For each node j ∈ N, let θ j(t) denote the rotor angle at
node j at time t and ω j(t) the frequency. Let Pgj (t) denote
the (aggregate) generation at node j at time t and ugj(t) its
generation control command. Let Plj(t) denote the (aggregate)
controllable load and ulj(t) its load control command. Let p j
denote the (aggregate) uncontrollable load.
We adopt a second-order linearized model to describe the
frequency dynamics of each node, and two first-order inertia
equations to describe the dynamics of power generation reg-
ulation and load regulation at each node. We assume the tie
lines are lossless and adopt the DC power flow model. Then
for each node j ∈ N,
θ˙ j = ω j(t) (1a)
M jω˙ j = Pgj (t)−Plj(t)− p j−D jω j(t)
+ ∑
i:i→ j
Bi j(θi(t)−θ j(t))− ∑
k: j→k
B jk(θ j(t)−θk(t)) (1b)
T gj P˙
g
j =−Pgj (t)+ugj(t)−ω j(t)/R j (1c)
T lj P˙
l
j =−Plj(t)+ulj(t) (1d)
where D j > 0 are damping constants, R j > 0 are droop
parameters, and B jk > 0 are line parameters that depend on
the reactance of the line ( j,k). Let x := (θ ,ω,Pg,Pl) denote
the state of the network and u := (ug,ul) denote the control.2
Our goal is to design feedback control laws for the gen-
eration command ug(x(t)) and load control ul(x(t)). The
operational constraints are:
Pgj ≤ Pgj (t) ≤ Pgj , j ∈ N (2a)
Plj ≤ Plj(t) ≤ Plj, j ∈ N (2b)
Differing from the literature, here (2a) and (2b) are hard
limits on the regulation capacities of generation and control-
lable load at each node, which should not be violated at any
time even during transient. Hence we will design controllers
1In our study, each of the nodes can be regarded as a control area
including controllable generation and load. All controllable generations in
the same control area are aggregated into one equivalent generator, while all
controllable loads are aggregated into one controllable load.
2Given a collection of xi for i in a certain set A, x denotes the column
vector x := (xi, i ∈ A) of a proper dimension with xi as its components.
3so that these constraints are satisfied not only at equilibrium,
but also during transient.
We assume that the system operates in a steady state
initially, i.e., the generation and the load are balanced and
the frequency is at its nominal value. All variables represent
deviations from their nominal or scheduled values so that, e.g.,
ω j(t) = 0 means the frequency is at its nominal value.
As the generation Pgj and load P
l
j in each area can increase
or decrease, and a line flow Pi j can in either direction, we
make the following assumption.
A1: 1) Pgj < 0 < P
g
j and P
l
j < 0 < P
l
j for ∀ j ∈ N.
2) θ0(t) := 0 for all t ≥ 0.
The assumption θ0 ≡ 0 amounts to using θ0(t) as reference
angles. It is made merely for notational convenience: as
we will see, the equilibrium point will be unique with this
assumption (or unique up to reference angles without this
assumption).
III. PER-NODE POWER BALANCE
First we consider the per-node power balance case, modeled
by the requirement:
Pgj = P
l
j + p j, j ∈ N (3)
A. Control goals
The control goals are formalized as an optimization prob-
lem:
PBO: min
1
2∑j
α j
(
Pgj
)2
+
1
2∑j
β j
(
Plj
)2
+
1
2∑j
D jω2j
(4a)
over x := (θ ,ω,Pg,Pl) and u := (ug,ul)
s. t. (2), (3)
Pgj = P
l
j + p j +U j(θ ,ω j), j ∈ N (4b)
Pgj = u
g
j , j ∈ N (4c)
Plj = u
l
j, j ∈ N (4d)
where α j > 0, β j > 0 are constant weights and
U j(θ ,ω j) := D jω j−∑i:i→ j Bi jθi j +∑k: j→k B jkθ jk
Here we have abused notation and use θi j := θi−θ j. In vector
form we have
U(θ ,ω) := Dω+CBCTθ (5)
where D := diag(Di, i ∈ N), B := diag(Bi j,(i, j) ∈ E), C is the
(n+1)×m incidence matrix.
We comment on the optimization problem (4).
Remark 1 (Control goals). 1) Since the variables are de-
viations from their nominal values, the parameters
(α j,β j) in the objective function (4a) are not electricity
costs. Minimizing the objective aims to track generation
and consumption that have been scheduled at a slower
timescale, e.g., to optimize economic efficiency or user
utility. The parameters (α j,β j,D j) weigh the relative
costs of deviating from scheduled generation and load,
and the nominal frequency. In the next subsection we
will show that, for every optimal solution, the corre-
sponding frequency deviation must be zero, provided a
feasible solution exists.
2) For the definition of (4), the regulation capacity limits
(2) apply only at optimality. As we will see below, our
controller, however, enforces (2) even during transient.
3) The per-node balance requirement (3) and the constraint
(4b) imply U(θ ,ω) = 0 at any feasible x. This will drive
the power flow on every tie line to its scheduled value,
i.e., P∗i j = 0 in equilibrium (see Theorem 2 below), even
though this is not included in (4) as a constraint.
4) The constraints (4c)(4d) require that, at optimality, the
power injection Pgj and controllable load P
l
j are equal to
their control commands ugj and u
l
j respectively.
In the rest of the paper we make one of the following
assumptions (recall that (Pg,Pl)< 0 < (Pg,Pl) under A1):
A2: The PBO problem (4) is feasible, i.e.,
Pgj −Plj ≤ p j ≤ Pgj −Plj, ∀ j ∈ N
Moreover (4) has a finite optimal solution.
Feasibility of (4) is equivalent to the inequalities in A2 because
the per-node balance constraint (3) requires p = Pg−Pl in
equilibrium. In what follows below, we sometimes strengthen
the inequalities in A2 to strict inequalities. Strict inequalities
mean that each area has a certain power margin. If there is no
margin the system may have no feasible solution after a small
load disturbance. For example, if Pgj−Plj = p j for any area j,
then any feasible solution must have Pgj = P
g
j and P
l
j = P
l
j, i.e.,
there is no more regulation capacity in area j so that if the
load p j further increases, then frequency will drop and cannot
be restored.
B. Decentralized controller
Our control laws for ug and ul are: for each node j ∈ N,
λ˙ j = γλj
(
Pgj (t)−Plj(t)− p j
)
(6a)
ugj(t) =
[
Pgj (t)− γgj
(
α jPgj (t)+ω j(t)+λ j(t)
)]Pgj
Pgj
+ω j(t)/R j (6b)
ulj(t) =
[
Plj(t)− γ lj
(
β jPlj(t)−ω j(t)−λ j(t)
)]Plj
Plj
(6c)
where γgj ,γ
l
j,γλj are positive constants. For any xi,ai,bi ∈ R
with ai ≤ bi, [xi]biai := min{bi,max{ai,xi}}. For vectors x,a,b,
[x]ba is defined accordingly componentwise.
The controller (6) has a simple proportional-integral (PI)
structure with saturation. It is completely decentralized where
each node j updates its internal state λ j(t) in (6a) based only
on the generation Pgj (t), the controllable load P
l
j(t) and the
uncontrolled load p j that are all local at j (within a control
area). The control inputs ugj(t) and u
l
j(t) in (6b) and (6c)
are then static functions of the local state (Pgj (t),P
l
j(t),ω j(t))
and the internal state λ j(t). Therefore, no communication is
required even between nodes.
4We often write ugj and u
l
j as functions of (P
g
j ,P
l
j ,ω j,λ j):
ugj(t) := u
g
j
(
Pgj (t),ω j(t),λ j(t)
)
(7a)
ulj(t) := u
l
j
(
Plj(t),ω j(t),λ j(t)
)
(7b)
for j ∈ N, where these functions are given by the right-hand
side of (6b) (6c). We now comment on measurements required
to implement the control (6).
Remark 2 (Implementation). The variable λ j(t) in (6a) is
a cyber quantity that is computed at each node j based on
(Pgj (t),P
l
j(t), p j) locally at j (within a control area). These
quantities can in principle be measured at j. We would
however like to avoid measuring the uncontrolled load change
p j for ease of implementation. To this end let ∆Pj(t) :=Pgj (t)−
Plj(t)− p j, j ∈ N, denote the surplus generation at node j. We
then have from (1b) and (5) that ∆Pj(t)=M jω˙ j+U j(θ ,ω j(t)).
Since λ˙ j = γλj ∆Pj(t), (6a) becomes:
λ˙ j = γλj M jω˙ j + γ
λ
j D jω j(t) − γλj
(
∑
i:i→ j
Pi j(t)− ∑
k: j→k
Pjk(t)
)
where Pi j(t) := Bi j(θi(t)− θ j(t)) are the tie-line flows from
nodes i to j according to the DC power flow model. Hence,
to update the internal state λ j(t), we only need to measure the
local frequency deviation ω j(t), its derivative ω˙ j(t) and the tie-
line flows Pi j(t) incident on node j, and not the uncontrolled
load p j in area j. An important advantage is that the controller
naturally adapts to unknown load changes p j. This feature will
be illustrated in case studies.
The control inputs ugj(t) and u
l
j(t) in (7) can then be im-
plemented using measurements of the local generation Pgj (t),
controlled load Plj(t), frequency deviation ω j(t) and tie line
powers Pi j(t),Pjk(t).
C. Design rationale
The controller design (6) is motivated by an approximate
primal-dual algorithm for (4). We first review the form of
a standard primal-dual algorithm and then explain that the
closed-loop dynamics (1)(6) carry out an approximate version
for (4) in real time over the closed-loop system.
Primal-dual algorithms. Consider a general constrained con-
vex optimization:
min
x∈X
f (x) s.t. g(x) = 0
where f : Rn → R, g : Rn → Rk, and X ⊆ Rn is closed and
convex. Let ρ ∈ Rk be the Lagrange multiplier associated
with the equality constraint g(x) = 0. Define the Lagrangian
L(x;ρ) := f (x) + ρT g(x). A standard primal-dual algorithm
takes the form:
x(t+1) := ProjX (x(t) − Γx∇xL(x(t);ρ(t))) (8a)
ρ(t+1) := ρ(t) + Γρ ∇ρL(x(t);ρ(t)) (8b)
where ProjX (a) projects a∈Rn to the closest point in X under
the Euclidean norm, the gain matrices Γx,Γρ are (strictly)
positive definite. Hence the iterates (x(t),ρ(t)) stays in the set
X×Rk for all t and, under appropriate assumptions, converges
to a primal-dual optimal point.
In contrast a standard dual algorithm takes the form:
ρ(t+1) := ρ(t) + Γρ ∇ρL(x(t);ρ(t)) (9a)
x(t) := min
x∈X
L(x;ρ(t)) (9b)
As we will see below, almost all primal variables in x(t)
are updated according to (8a) except ω(t) which is updated
according to (9a).
Controller (6) design. Let λ and µ be the Lagrange multipli-
ers associated with constraints (3) and (4b) respectively and
let ρ := (λ ,µ). Define the Lagrangian of (4) as:
L1(x;ρ) =
1
2∑ jα j
(
Pgj
)2
+
1
2∑ j β j
(
Plj
)2
+
1
2∑ j D jω
2
j
+∑ j λ j
(
Pgj −Plj − p j
)
+∑ j µ j
(
Pgj −Plj − p j−D jω j
+∑i:i→ j Bi jθi j−∑k: j→kB jkθ jk
)
(10)
The Lagrangian is defined to be only a function of (x,ρ) and
independent of u := (ug,ul) as we treat u as a function of
(x,ρ) defined by the right-hand side of (6b)(6c). The set X in
(8a) is defined by the constraints (2):
X :=
{
(Pg,Pl) : (Pg,Pl) ≤ (Pg,Pl) ≤ (Pg,Pl)
}
(11)
We now explain how the closed-loop system (1)(6) imple-
ments an approximate primal-dual algorithm for solving (4)
in real time. We first show that the control (6a) and the swing
dynamic (1b) implement the dual update (8b) on dual variables
ρ = (λ (t),µ(t)). We then show that (1a)(1c)(1d) implement a
mix of the primal updates (8a) and (9b) on the primal variables
x = (θ(t),ω(t),Pg(t),Pl(t)).
First the variable λ is the Lagrange multiplier vector for the
per-node power balance constraint (3). The control law (6a)
implements part of the dual update (8b) in continuous time:
λ˙ = Γλ ∇λL1(x(t),ρ(t)) (12a)
where Γλ := diag(γλj , j ∈ N).
The variable µ is the Lagrange multiplier vector for the con-
straint (4b). It can be identified with the frequency deviation
ω as the KKT condition [23]
∂L1
∂ω j
(x∗,ρ∗) = D j(ω∗j −µ∗j ) = 0
implies µ∗j =ω∗j at optimality since D j > 0. Moreover we can
identify µ(t) ≡ ω(t) during transient if we update the cyber
quantity µ(t) according to
µ˙ = M−1
(
Pg(t)−Pl(t)− p j(t)−U(θ(t),ω(t))
)
= M−1 ∇µL1(x(t),ρ(t)) (12b)
where M := diag(M j, j ∈ N). Then µ and ω have the same
dynamics (compare with (1b)) and hence µ(t) ≡ ω(t) as
long as µ(0) = ω(0). Therefore the swing dynamic (1b) is
5equivalent to (12b) and carries out the dual update (8b) on µ
when we take µ(t)≡ ω(t).
Second, to see how (1a)(1c)(1d) implement the primal
updates, note that the last term in the definition (10) of the
Lagragian L1 is:
∑ j µ j
(
∑i:i→ j Bi jθi j−∑k: j→kB jkθ jk
)
= −∑(i, j)∈E Bi j (µi−µ j)(θi−θ j) = −µTCBCTθ
We fix θ0 := 0 to be a reference angle. Then there is a bijection
between θ and θ˜ that is in the column space of CT , given by
θ˜ =CTθ . Hence we can work with either variable. For stability
proof we use θ˜ . In vector form
L1 =
1
2
(
(Pg)T AgPg+(Pl)T AlPl +ωT Dω
)
+ λT
(
Pg−Pl− p
)
+ µT
(
Pg−Pl− p−Dω−CBθ˜
)
where Ag := diag(α j, j ∈ N), Al := diag(β j, j ∈ N), B :=
diag(Bi j,(i, j) ∈ E) and
∇θ˜L1 = −BCTµ = −BCTω
Since ˙˜θ =CT θ˙ =CTω , we have
˙˜θ = −B−1∇θ˜L1 (13a)
i.e., (1a) implements the primal update (8a) on θ˜ .
Identification of ω(t) with µ(t) means that, given the dual
variable ρ(t), we update ω(t) as in the dual algorithm (9b):
ω(t) = µ(t) = argmin
ω
∇ω L1(x,ρ(t)) (13b)
instead of (8a). Moreover we have
∇PgL1(x(t),ρ(t)) = AgPg(t)+ω(t)+λ (t)
Therefore the control law (6b) is equivalent to
ug(t) = [Pg(t)− Γg∇PgL1(x(t),ρ(t))]P
g
Pg + R
−1ω(t)
where Γg := diag(γgj , j ∈ N) and R := diag(R j, j ∈ N). Then
the generation dynamic (1c) becomes
T gP˙g = [Pg(t)− Γg∇PgL1(x(t),ρ(t))]P
g
Pg − Pg(t) (13c)
where T g := diag(T gj , j ∈ N). Similarly the control law (6c) is
equivalent to
ul(t) =
[
Pl(t)− Γl∇Pl L1(x(t),ρ(t))
]Pl
Pl
where Γl := diag(γ lj, j ∈ N). The controllable load dynamic
(1d) is equivalent to
T lP˙l =
[
Pl(t)− Γl∇Pl L1(x(t),ρ(t))
]Pl
Pl
− Pl(t) (13d)
where T l := diag(T lj , j ∈ N).
Writing P := (Pg,Pl), T gl = diag(T g,T l) and Γgl =
diag(Γg,Γl), the dynamics (13c)–(13d) becomes
T glP˙ = ProjX
(
P(t)− Γgl∇PL1(x(t),ρ(t))
)
− P(t) (13e)
where X is defined in (11). Informally (13e) can be interpreted
as a continuous-time version of the primal update (8a) since
the right-hand side can be interpreted as P(t+1)−P(t) in the
discrete-time version (8a). While it is clear from (8a) that P(t)
in the discrete-time formulation stays in X for all t, it may not
be obvious that P(t) in the continuous-time formulation (13e)
stays in X for all t. This is proved formally in Lemma 3 below.
In summary the closed-loop system (1)(6) carries out an
approximate primal-dual algorithm (8) in continuous time. The
dual updates (12a) and (12b) on (λ (t),µ(t)) are implemented
by (6a) and (1b) respectively. The primal updates (13a) and
(13e) on (θ(t),Pg(t),Pl(t)) are implemented by (1a) and
(1c) (1d) respectively. We refer to this as an approximate
primal-dual algorithm because the identification of ω(t)≡ µ(t)
implements the update (9b) on ω(t) instead of (8a).
D. Optimality and uniqueness of equilibrium point
In this subsection, we address the optimality of the equi-
librium point of the closed-loop system (1)(6). Given an
(x,ρ) := (θ ,ω,Pg,Pl , λ ,µ), recall that the control input
u(x,ρ) is given by (7).
Definition 1. A point (x∗,ρ∗) := (θ ∗,ω∗,Pg∗,Pl∗, λ ∗,µ∗) is
an equilibrium point or an equilibrium of the closed-loop
system (1)(6) if
1) The right-hand side of (1) vanishes at x∗ and u(x∗,ρ∗).
2) The right-hand side of (6a) vanishes at (x∗,ρ∗).
Definition 2. A point (x∗,ρ∗) is primal-dual optimal if
(x∗,u(x∗,ρ∗)) is optimal for (4) and ρ∗ is optimal for its dual
problem.
Section III-C says that the closed-loop system (1)(6) carries
out an (approximate) primal-dual algorithm in real time to
solve (4). In this subsection we prove that a point (x∗,ρ∗)
is an equilibrium of the closed-loop system if and only if it
is primal-dual optimal. Moreover the equilibrium is unique.
In the next subsection we prove that the closed-loop system
converges to the equilibrium point starting from any initial
point that satisfies constraint (2).
Theorem 1. Suppose assumption A2 hold. A point (x∗,ρ∗) is
primal-dual optimal if and only if (x∗,ρ∗) is an equilibrium
of the closed-loop system (1)(6) that satisfies (2) and µ∗ = 0.
Theorem 1 shows the equivalence between the equilibrium
of closed-loop system and the primal-dual optimal solution. It
also implies that, in equilibrium, per-node power balance (3)
is achieved and constraints (2) are satisfied. The next theorem
shows that the equilibrium point is almost unique and has a
simple and intuitive structure.
Theorem 2. Suppose assumption A1 and A2 hold. Let (x∗,ρ∗)
be primal-dual optimal. Then
1) x∗ and µ∗ are unique, with θ ∗ being unique up to an
(equilibrium) reference angle θ ∗0 .
2) λ ∗ is also unique if strict inequalities hold in A2.
In that case, λ ∗j equals the (negative of the) marginal
generation/load regulation cost at node j, i.e., α jPg∗j =
−β jPl∗j =−λ ∗j .
63) nominal frequencies are restored, i.e., ω∗j = 0 for all
j ∈ N; moreover θ ∗j = θ ∗0 for all j ∈ N.
4) the power flow P∗i j := Bi j(θ ∗i − θ ∗j ) = 0 on every line
(i, j) ∈ E.
The proofs of Theorem 1 and 2 are given in Appendix A.
E. Asymptotic stability
Before proving the stability, we assume
A3: The initial state of the closed-loop system (1)(6) is finite,
and (Pgj (0),P
l
j(0)) satisfy constraint (2).
Motivated by (13e) we will write the closed-loop system
(1)(6) in a similar form that will turn out to be critical for
our stability analysis. To do this we first prove the following
boundedness property of (Pg(t),Pl(t)) in Appendix B.
Lemma 3. Suppose assumptions A1 and A3 hold. Then
constraint (2) is satisfied for all t ≥ 0, i.e. (Pg(t),Pl(t)) ∈ X
for all t ≥ 0 where X is defined in (11).
We set the control gains for (uˆg, uˆl) in (6) as γgj =
(T gj )
−1,γ lj = (T lj )−1 Identifying µ(t)≡ω(t), the closed-loop
system (1)(6) is (in vector form):
˙˜θ(t) = CTω(t) (14a)
ω˙(t) = M−1
(
Pg(t)−Pl(t)− p(t)−Dω(t)−CBθ˜(t)
)
(14b)
P˙g(t) = (T g)−1 (−Pg(t)+ uˆg(t)) (14c)
P˙l(t) = (T l)−1
(
−Pl(t)+ uˆl(t)
)
(14d)
λ˙ (t) = Γλ
(
Pg(t)−Pl(t)− p
)
(14e)
Here
uˆg(t) =
[
Pg(t)− (T g)−1 (AgPg(t)+ω(t)+λ (t))]PgPg
uˆl(t) =
[
Pl(t)− (T l)−1
(
AlPl(t)−ω(t)−λ (t)
)]Pl
Pl
Denote w := (θ˜ ,ω,Pg,Pl ,λ ) and define
F(w) :=

−B1/2CTω
−M−1/2 (Pg−Pl− p−Dω−CBθ˜)
(T g)−1 (AgPg+ω+λ )
(T l)−1
(
AlPl−ω−λ)
−(Γλ )1/2 (Pg−Pl− p)
 (15)
We further define
S := Rm+n+1×X×Rn
where the closed convex set X is defined in (11). For any w
denote the projection of w−F(w) onto S to be
H(w) := ProjS(w−F(w)) := argminy∈S ‖y− (w−F(w))‖2
where ‖ · ‖2 is the Euclidean norm. Then the closed-loop
system (14) can be written as
w˙(t) = Γ1 (H(w(t)) − w(t)) (16)
where the positive definite gain matrix is:
Γ1 := diag
(
B−1/2,M−1/2,(T g)−1,(T l)−1,(Γλ )1/2
)
Note that the projection operation H has an effect only on
(P˙g, P˙l). Lemma 3 implies that w(t) ∈ S for all t, justifying
the equivalence of (14) and (16).
A point w∗ ∈ S is an equilibrium of the closed-loop system
(16) if and only if it is a fixed point of the projection:
H(w∗) = w∗
Let E1 := {w | H(w(t))−w(t) = 0} be the set of equilibrium
points. Then we have the following theorem.
Theorem 4. Suppose A1, A2 and A3 hold. Starting from any
initial point w(0), w(t) remains in a bounded set for all t and
w(t)→ w∗ as t → ∞ for some equilibrium w∗ ∈ E1 that is
optimal for problem (4). If strictly inequalities hold in A2,
then the equilibrium point w∗ of the closed-loop system (16)
is unique.
The theorem implies that if strict inequalities hold in A2,
then, starting from any initial point w(0), the trajectory w(t)
of the closed-loop system (16) converges to the unique equi-
librium w∗ as t→ ∞.
We comment on the proof of the theorem given in Appendix
B. Unlike the quadratic Lyapunov function used in [6], [12],
[14], [24]–[26] for the analysis of primal-dual algorithms, we
use the following Lyapunov function:
V1(w) =−(H(w)−w)T F(w) − 12 ||H(w)−w||
2
2
+
1
2
k(w−w∗)TΓ−21 (w−w∗) (17)
where w∗ is an equilibrium point (to be determine later) and
k > 0 is small enough k > 0 such that the diagonal matrix
Γ1− kΓ−11 > 0, i.e., is strictly positive definite. The first part
of V1 is motivated by the observation in [27] that H(w)−w
with a stepsize computed from an exact line search defines
an iterative descent algorithm for minimizing the following
function over S:
Vˆ1(w) = −(H(w)−w)T F(w) − 12 ||H(w)−w||
2
2
It is proved in [27, Theorem 3.1] that Vˆ1(w) ≥ 0 on S and
Vˆ1(w) = 0 holds only at any equilibrium w∗ =H(w∗). The use
of θ˜ instead of θ in (14) and the definitions of F and Γ1 in
(15)(16) are carefully chosen in order to prove that V˙1(w(t))≤
0 along any solution trajectory. The second part
1
2
k(w−w∗)TΓ−21 (w−w∗)
of V1 is motivated by the quadratic Lyapunov function used
in [6], [12], [14], [24]–[26] for the analysis of primal-dual
algorithms. While the first part Vˆ1 is critical for proving V˙1≤ 0,
implying that any trajectory w(t) of the closed-loop system
converges to a set of equilibrium points by LaSalle’s invariance
principle, the quadratic term (w−w∗)TΓ−21 (w−w∗) in V1 is
used to prove that w(t) actually converges to a limit point,
using the technique due to [6], [12].
7IV. CASE STUDIES
A. System configuration
To test the optimal frequency controller, we modify Kun-
dur’s four-machine, two-area system [28] [29] by expanding it
to a four-area system. Each area has one (aggregate) generator
(Gen1∼Gen4), one controllable (aggregate) load (L1c∼L4c)
and one uncontrollable (aggregate) load (L1∼L4), as shown
in Fig.1. The parameters of generators and controllable loads
are given in Table I. For others one can refer to [29]. The
total uncontrollable load in each area are identically 480MW.
At time t = 10s, we add step changes on the uncontrollable
loads in four areas to test the performance of our controllers.
All the simulations are implemented in PSCAD [30] with
8GB memory and 2.39 GHz CPU. The detailed electromag-
netic transient model of three-phase synchronous machines
is adopted to simulate generators with both governors and
exciters. The uncontrollable loads L1-L4 are modelled by the
fixed load in PSCAD, while controllable load L1c-L4c are
formulated by the self-defined controlled current source. The
closed-loop system diagram is shown in Fig.2. We only need
measure loacal frequency, generation, controllable load and
tie-line power flows to compute control demands. There are
no need of uncontrollable load and communication from other
areas. Note that in the simulation, all variables are added by
their initial steady state values to explicitly show the actual
values.
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Fig. 1: Four-area power system
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Fig. 2: Closed-loop system diagram
TABLE I:
SYSTEM PARAMETERS
Area j D j R j α j β j T gj T
l
j
1 0.04 0.04 2 2.5 4 4
2 0.045 0.06 2.5 4 6 5
3 0.05 0.05 1.5 2.5 5 4
4 0.055 0.045 3 3 5.5 5
B. Simulation Results
In the simulation, the generations in each area are (625.9,
562.7, 701.7, 509.6) MW and the controllable loads are all
120 MW. The load changes are given in Table II, which are
unknown to the controllers. Here we use the method mentioned
in Remark 2 to estimate the load change. We also show the
operational constraints on generations and controllable loads
in individual control areas in Table II.
TABLE II:
CAPACITY LIMITS AND LOAD DISTURBANCE
Area j Load changes [Pgj , P
g
j ] (MW) [P
l
j , P
l
j] (MW)
1 90 MW [600, 730] [75, 120]
2 90 MW [550, 680] [80, 120]
3 90 MW [650, 810] [80, 120]
4 120 MW [500, 640] [55, 120]
1) Stability and optimality: The dynamics of local frequen-
cies and tie-line power flows are illustrated in Fig.3. Both
the frequency and tie-line power deviations are restored in all
the four control areas. The generations and controllable loads
are different from those before disturbance, indicating that the
system is stabilized at a new equilibrium point. The resulting
equilibrium point is given in Table III, which is identical to the
optimal solution of (4) computed by centralized optimization
using CVX. The simulation results confirm our theoretic anal-
yses, verifying that our controller can autonomously guarantee
the frequency stability while achieving optimal operating point
in a completely decentralized manner.
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Fig. 3: Dynamics of frequencies (left) and tie-line flows (right)
in per-node balance case
TABLE III:
EQUILIBRIUM POINTS
Area 1 Area 2 Area 3 Area 4
Pg∗j (MW) 676 618 758 570
Pl∗j (MW) 80 85.3 86.2 60
2) Dynamic performance: In this subsection, we analyze
the impacts of regulation capacity constraints on the dynamic
performance. To this end, we compare the dynamic responses
of the frequency controllers with and without input saturations.
The trajectories of mechanical powers of turbines and con-
trollable loads are shown in Fig.4 and Fig.5, respectively. In
this case, the system frequency and tie-line flows are restored,
and the same optimal equilibrium point is achieved. With the
saturated controller, the mechanical power of turbines and
controllable loads are strictly within the limits in transient. On
the contrary, the controller without saturation results in con-
siderable violation of the capacity constraints during transient,
which is practically infeasible.
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constraints
V. CONCLUSION
We have proposed a decentralized optimal frequency con-
trol with aggregate generators and controllable loads. The
controller can autonomously restore the nominal frequencies
and tie-line powers after unknown load disturbances while
minimizing the regulation cost. The capacity constraints on the
generations and the controllable loads can always be satisfied
even during transient. We have revealed that the closed-loop
system carry out a primal-dual algorithm to solve the associ-
ated optimal dispatch problem, guaranteeing the optimality of
closed-loop equilibria. We have used the projection technique
combined with LaSalle’s invariance principle to prove the
asymptotically stability of the closed-loop system. Simulations
on the modified Kundur’s power system verify the efficacy of
our designs.
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9APPENDIX A
PROOFS OF THEOREM 1 AND THEOREM 2
We start with a lemma.
Lemma A.1. Suppose (x∗,u∗) is optimal for (4). Then ω∗ = 0
and θ ∗ = θ ∗0 1 where 1 is the vector with all entries being 1.
Proof. Suppose for the sake of contradiction that ω∗ 6= 0.
Construct from x∗ another point xˆ by setting θˆ = 0, ωˆ = 0
and keeping the other components of x∗ unchanged. Since x∗
satisfies both (3) and (4b) we must have U(θ ∗,ω∗) = 0. This
also holds for xˆ, i.e., U(θˆ , ωˆ) = 0, and hence (xˆ,u∗) remains
feasible since other components of xˆ are the same as those of
x∗. Moreover (xˆ,u∗) has a strictly lower cost than (x∗,u∗),
contradicting the optimality of (x∗,u∗). Hence any optimal
(x∗,u∗) must have ω∗ = 0.
We claim that ω∗ = 0 implies that θ ∗ = θ ∗0 1. For any
feasible point x, (3) and (4b) imply that
U(θ ,ω) = Dω+CBCTθ = 0
Hence we have CBCTθ ∗ = 0 at an optimal x∗. Since CBCT
is an (n+ 1)× (n+ 1) matrix with rank n, its null space has
dimension 1. The vector 1 is in its null space because CT 1= 0.
Hence θ ∗ = θ ∗0 1.
Lemma A.1 at optimality implies that the frequencies are
restored. Noticing that θ ∗ = θ ∗0 1 means all angles are equal,
such an optimal solution also implies that all the tie-line power
flows are restored to their nominal values.
Lemma A.2. Suppose (x∗,ρ∗) is primal-dual optimal. Then
ug∗j = P
g∗
j =
[
Pg∗j − γgj
(
α jPg∗j +ω
∗
j +λ
∗
j
)]Pgj
Pgj
ul∗j = P
l∗
j =
[
Pl∗j − γ lj
(
β jPl∗j −ω∗j −λ ∗j
)]Plj
Plj
for any γgj > 0 and γ
l
j > 0.
Proof. Since (4) is convex with linear constraints, strong
duality holds. Hence (x∗,ρ∗) is a primal-dual optimal if and
only if it satisfies the KKT condition: (x∗,u(x∗,ρ∗)) is primal
feasible and
x∗ = argmin
x
{L1(x;ρ∗)|(x,u(x,ρ∗)) satisfies (2)(4c)(4d)}
(A.1)
From the definition (10) of L1, x∗ satisfies (A.1) if and only
if (x∗,u(x∗,ρ∗)) satisfies (2) (4c) (4d) and the first-order
stationarity condition, i.e., for all j ∈ N,
α jPg∗j +µ
∗
j +λ
∗
j

≥ 0 if Pg∗j = Pgj
= 0 if Pgj < P
g∗
j < P
g
j
≤ 0 if Pg∗j = Pgj
(A.2a)
β jPl∗j −µ∗j −λ ∗j

≥ 0 if Pl∗j = Plj
= 0 if Plj < P
l∗
j < P
l
j
≤ 0 if Pl∗j = Plj
(A.2b)
D j(ω∗j −µ∗j ) = 0 (A.2c)
∑
i:i→ j
Bi j(µ∗i −µ∗j ) = ∑
k: j→k
B jk(µ∗j −µ∗k ) (A.2d)
From Lemma A.1 we have ω∗ = 0 and hence (A.2) reduces
to µ∗ = ω∗ = 0 since D j > 0 and
α jPg∗j +ω
∗
j +λ
∗
j

≥ 0 if Pg∗j = Pgj
= 0 if Pgj < P
g∗
j < P
g
j
≤ 0 if Pg∗j = Pgj
(A.3a)
β jPl∗j −ω∗j −λ ∗j

≥ 0 if Pl∗j = Plj
= 0 if Plj < P
l∗
j < P
l
j
≤ 0 if Pl∗j = Plj
(A.3b)
It can be checked that (A.3) is equivalent to
Pg∗j =
[
Pg∗j − γgj
(
α jPg∗j +ω
∗
j +λ
∗
j
)]Pgj
Pgj
Pl∗j =
[
Pl∗j − γ lj
(
β jPl∗j −ω∗j −λ ∗j
)]Plj
Plj
for any γgj > 0 and γ
l
j > 0. The lemma then follows from
(4c)(4d).
We now prove Theorems 1 and 2.
Proof of Theorem 1. ⇒: Suppose (x∗,ρ∗) is primal-dual opti-
mal. Then x∗ satisfies the operational constraints (2). Moreover
the right-hand side of (1) vanishes because:
• θ˙ = 0 since ω∗ = 0 from Lemma A.1.
• ω˙ = 0 because of (4b).
• P˙g = P˙l = 0 since ω∗ = 0 and x∗ satisfies (4c) and (4d).
The right-hand side of (6a) vanishes because x∗ satisfies per-
node power balance (3). By Lemma A.2 (x∗,ρ∗) satisfies
(6b)(6c). Hence (x∗,ρ∗) is an equilibrium of the closed-loop
system (1)(6) that satisfies the operational constraints (2).
Moreover µ∗ = ω∗ = 0 by (A.2c) since D j > 0 for all j ∈ N.
⇐: Suppose now (x∗,ρ∗) is an equilibrium of the closed-loop
system (1)(6) and satisfies (2) with µ∗ = 0. Since (4) is convex
with linear constraints, (x∗,ρ∗) is a primal-dual optimal if
and only if (x∗,u(x∗,ρ∗)) is primal feasible and satisfies (A.1)
(note that ∇ρL1(x∗,ρ∗) = 0 since µ˙ = λ˙ = 0).
To show that (x∗,u(x∗,ρ∗)) is primal feasible, note that
since (x∗,u(x∗,ρ∗)) is an equilibrium of (1), it satisfies ω∗= 0,
(4b)(4c)(4d), in addition to (2). Since (x∗,ρ∗) is a closed-loop
equilibrium, we have λ˙ ∗ ≡ 0 in (6a), implying (3). Hence x∗
is primal feasible.
To show that (x∗,ρ∗) satisfies (A.1), note that (4c)(4d) and
(6b)(6c) imply that
Pg∗j =
[
Pg∗j − γgj
(
α jPg∗j +ω
∗
j +λ
∗
j
)]Pgj
Pgj
Pl∗j =
[
Pl∗j − γ lj
(
β jPl∗j −ω∗j −λ ∗j
)]Plj
Plj
for any γgj > 0 and γ
l
j > 0. This is equivalent to (A.3). Since
µ∗ = ω∗ = 0, (A.3) is equivalent to (A.2) which is equivalent
to (A.1). This proves that (x∗,ρ∗) is primal-dual optimal and
completes the proof of Theorem 1.
Next we prove Theorem 2.
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Proof of Theorem 2. Let (x∗,ρ∗) = (θ ∗,ω∗,Pg∗,Pl∗, λ ∗,µ∗)
be primal-dual optimal. Lemma A.1 implies that ω∗ = 0 and
θ ∗ is unique up to the reference angle θ ∗0 . This proves parts
3 and 4 of Theorem 2.
To prove part 1 of the theorem, since the objective function
is strictly convex in
(
Pg,Pl
)
the optimal values
(
Pg∗,Pl∗
)
are
unique. Hence x∗ is unique (up to θ ∗0 ).
As for the part 2 of the theorem, from (A.2c) in the proof of
Lemma A.2, we have µ∗ = ω∗ = 0, implying the uniqueness
of µ∗. From (A.2a)(A.2b), λ ∗j is unique if either P
g
j <P
g∗
j <P
g
j
or Plj < P
l∗
j < P
l
j. We now prove that this is indeed the case
by showing that the other four cases cannot hold: (i) Pg∗j = P
g
j
and Pl∗j = P
l
j; (ii) P
g∗
j = P
g
j and P
l∗
j = P
l
j; (iii) P
g∗
j = P
g
j and
Pl∗j = P
l
j; and (iv) P
g∗
j = P
g
j and P
l∗
j = P
l
j.
Since Pg∗j −Pl∗j = p j for per-node power balance, (ii) and
(iii) cannot hold since the inequalities in A2 are strict. Suppose
(i) holds. Then there exists an ε j > 0 such that Pˆgj =P
g
j +ε j < 0
and Pˆlj = P
l
j + ε j < 0, together with other components of x∗,
remain a feasible primal solution. However this new feasible
solution attains a strictly smaller objective value, contradicting
the optimality of x∗. Thus (i) cannot hold. Similarly (iv) cannot
hold. This proves that λ ∗ is unique.
Finally, if Pgj < P
g∗
j < P
g
j then λ ∗j is uniquely determined by
λ ∗j = −α jPg∗j according to (A.2a). If Plj < Pl∗j < Plj then λ ∗j
is uniquely determined by λ ∗j = βPl∗j according to (A.2b).
This completes the proof of Theorem 2.
APPENDIX B
PROOFS OF LEMMA 3 AND THEOREM 4
We prove Lemma 3 using the first-order inertia dynamics
of (6b) and (6c).
Proof of Lemma 3. Set
uˆgj(t) =
[
Pgj (t)− γgj
(
α jPgj (t)+ω j(t)+λ j(t)
)]Pgj
Pgj
Then (1c) can be rewritten as
T gj P˙
g
j (t)+P
g
j (t) = uˆ
g
j(t) (B.1)
Apply the Laplace transform to (B.1) to obtain
L
(
Pgj
)
(s) =L
(
uˆgj
)
(s)/(T gj s+1).
In the time domain Pgj (t) is then given by convolution:
Pgj (t) =
1
T gj
∫ +∞
0−
uˆgj (t− τ)e−τ/T
g
j dτ
=
∫ t
T gj
0
uˆgj
(
t−T gj τ
)
e−τdτ
Since e−τ > 0 we can replace uˆgj in the integrand by its lower
and upper bounds Pgj and P
g
j respectively to conclude∫ t
T gj
0
Pgj · e−τdτ ≤ Pgj (t) ≤
∫ t
T gj
0
Pgj · e−τdτ
Hence
Pgj
(
1− e−t/T gj
)
≤ Pgj (t) ≤ Pgj
(
1− e−t/T gj
)
and Pgj ≤ Pgj (t)≤ Pgj for all t ≥ 0 under assumptions A1 and
A3. That Plj ≤ Plj (t)≤ Plj can be proved similarly.
Proof of Theorem 4. We start with a lemma.
Lemma B.1. Suppose A1, A2 and A3 hold. Given any w(0)∈
S we have
1) V˙1(w(t))≤ 0,∀t > 0.
2) The trajectory w(t) is bounded, i.e., there exists w such
that ‖w(t)‖ ≤ w for all t ≥ 0.
Proof of Lemma B.1 We omit t in the proof for simplicity.
According [27, Theorem 3.2], since F(w) is continuously
differentiable, V1(w) defined by (17) is also continuously
differentiable. Moreover its gradient is given by
∇wV1(w) = F(w)− (∇wF(w)− I)(H(w)−w)+ kΓ−21 (w−w∗)
Then the derivative of V1(w) along the solution trajectory is
V˙1(w) = ∇TwV1(w) · w˙ = ∇TwV1(w) ·Γ1(H(w)−w)
= (F(w)− (∇wF(w)− I)(H(w)−w))TΓ1(H(w)−w)
+ k(w−w∗) ·Γ−11 (H(w)−w)
=−(H(w)−w)T∇wF(w)Γ1(H(w)−w)
− (H(w)− (w−F(w)))T Γ1(w−H(w))
+ k(w−w∗)T ·Γ−11 (H(w)−F(w)+F(w)−w)
=−(H(w)−w)T∇wF(w)Γ1(H(w)−w)
− (H(w)− (w−F(w)))T Γ1(w−H(w))
− k(w−w∗)T ·Γ−11 F(w)
+ k(w−H(w)+H(w)−w∗)TΓ−11 (H(w)− (w−F(w)))
= k(H(w)−w∗)T ·Γ−11 (H(w)− (w−F(w))) (B.2a)
− (H(w)− (w−F(w)))T (Γ1− kΓ−11 )(w−H(w))
(B.2b)
− (H(w)−w)T∇wF(w) ·Γ1(H(w)−w) (B.2c)
− k(w−w∗)T ·Γ−11 F(w) (B.2d)
where Γ1 := diag
(
B−1/2,M−1/2,(T g)−1,(T l)−1,(Γλ1 )
1/2
)
is
diagonal and positive definite. We now prove that all terms
on the right-hand side are nonpositive and hence V˙1(w)≤ 0.
For the term in (B.2a) denote the projection of any w onto
S under the norm defined by a (symmetric) positive definite
matrix Γ by
ProjS,Γ(w) := argminy∈S
(y−w)TΓ(y−w)
By the projection theorem a vector wˆΓ is equal to the projec-
tion ProjS,Γ(w) if and only if
(wˆΓ−w)T Γ(y− wˆΓ) ≥ 0, y ∈ S (B.3)
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∇wF(w) :=

B−1/2 0 0 0 0
0 M−1/2 0 0 0
0 0 (T g)−1 0 0
0 0 0 (T l)−1 0
0 0 0 0 (Γλ )1/2

︸ ︷︷ ︸
Γ1
·

0 −BCT 0 0 0
CB D −I I 0
0 I Ag 0 I
0 −I 0 Al −I
0 0 −I I 0
 (B.7)
Note that S =: ∏i Si is a direct product of intervals Si and
Γ = diag(Γii) is diagonal. Hence the projection under the Γ-
norm coincide with the projection under the Euclidean norm:
ProjS,Γ(w) = arg miny:yi∈Si ∑i
Γii(yi−wi)2
= arg min
y:yi∈Si ∑i
(yi−wi)2 = ProjS(w)
Substituting into (B.3) we have, for any diagonal positive
definite Γ,
(ProjS(w)−w)T Γ(y−ProjS(w)) ≥ 0, y ∈ S (B.4)
for any w. The projection H(w) := ProjS(w−F(w)) of w−
F(w) therefore satisfies (for Γ := Γ−11 )
(H(w)− (w−F(w))T Γ−11 (w∗−H(w)) ≥ 0 (B.5)
since w∗ ∈ S. This proves that the right-hand side of (B.2a) is
nonpositive
To show that (B.2b) is nonpositive we use a similar argu-
ment. Since Γ := Γ1− kΓ−11 > 0 we can define the projection
ProjS,Γ(w) under this Γ. As explained above ProjS,Γ(w) =
ProjS(w) and hence as before, we have
(H(w)− (w−F(w))T Γ(w−H(w)) ≥ 0
since the solution trajectory w(t) ∈ S for all t ≥ 0 by Lemma
3. This proves the term in (B.2b) is nonpositive.
We will prove that (B.2d) is nonpositive. Along any solution
trajectory we always have µ(t) ≡ ω(t). Substituting into the
Lagrangian L1(x,ρ) in (10) we obtain a function
Lˆ1(θ˜ ,Pg,Pl ,λ ,ω) := L1(θ ,ω,Pg,Pl ,λ ,ω)
=
1
2
(
(Pg)T AgPg+(Pl)T AlPl−ωT Dω
)
+ λT
(
Pg−Pl− p
)
+ ωT
(
Pg−Pl− p−CBθ˜
)
Write w1 := (θ˜ ,Pg,Pl), w2 := (λ ,ω). Then Lˆ1(w1,w2) is
convex in w1 and concave in w2. It can be verified that 3
Γ−11 F(w) =

∇θ˜ Lˆ1
∇Pg Lˆ1
∇Pl Lˆ1
−∇λ Lˆ1
−∇ω Lˆ1
(w1,w2) =
[
∇w1 Lˆ1
−∇w2 Lˆ1
]
(w1,w2)
3For notational simplicity, we have re-arranged the order of the variables
in w to w := (θ˜ ,Pg,Pl ,λ ,ω) and components of F to match the order of
(w1,w2).
Hence, we have
− k(w−w∗)T ·Γ−11 F(w)
= − k(w1−w∗1)T∇w1 Lˆ1(w1,w2)+ k(w2−w∗2)T∇w2 Lˆ1(w1,w2)
≤ k
(
Lˆ1(w∗1,w2)− Lˆ1(w1,w2)+ Lˆ1(w1,w2)− Lˆ1(w1,w∗2)
)
= k
(
Lˆ1(w∗1,w2)− Lˆ1(w∗1,w∗2)+ Lˆ1(w∗1,w∗2)− Lˆ1(w1,w∗2)
)
≤ 0 (B.6)
where the first inequality follows because Lˆ1 is convex in w1
and concave in w2 and the second inequality follows because
(w∗1,w
∗
2) is a saddle point. Therefore (B.2d) is nonpositive.
Finally to prove that (B.2c) is nonpositive note that
(H(w)−w)T∇wF(w)Γ1(H(w)−w) = w˙T
(
Γ−11 ∇wF(w)
)
w˙
where w˙ := ( ˙˜θ , ω˙, P˙g, P˙l , λ˙ ). From (15), ∇wF(w) is given by
(B.7).
Hence
w˙T
(
Γ−11 ∇wF(w)
)
w˙ = ω˙T Dω˙ + P˙gT AgP˙g + P˙lT AlP˙l ≥ 0
and hence (B.2c) is nonpositive.
This also implies that
V˙1(w(t))≤−
(
ω˙T Dω˙ + P˙gT AgP˙g + P˙lT AlP˙l
)
≤ 0 (B.8)
for all t ≥ 0. This proves the first assertion of the lemma.
To prove that the trajectory w(t) is bounded note that [27,
Theorem 3.1] proves that Vˆ1(w) := −(H(w)−w)T F(w) −
1
2 ||H(w)−w||22 satisfies Vˆ1(w)≥ 0 over S. Hence
1
2
k(w(t)−w∗)TΓ−21 (w(t)−w∗) ≤ V1(w(t)) ≤ V1(w(0))
indicating the trajectory w(t) is bounded, as desired.
Lemma B.2. Suppose A1, A2 and A3 hold. Given any w(0)∈
S, we have
1) The trajectory w(t) converges to the largest invariant set
W ∗1 contained in W1 = {w ∈ S| P˙g = P˙l = ω˙ = 0}.
2) Every point w∗ ∈W ∗1 is an equilibrium point of (16).
Proof of Lemma B.2. Fix any initial state w(0) and consider
the trajectory (w(t), t ≥ 0) of the closed-loop system (16).
Lemma B.1 implies a compact set Ω0 := Ω(w(0)) ⊂ S such
that w(t) ∈Ω0 for t ≥ 0 and V˙1(w)≤ 0 in Ω0. Let W1 := {w ∈
Ω0| P˙g = P˙l = ω˙ = 0}. Then (B.8) implies that w ∈W1 if and
only if V˙1(w) = 0. According to LaSalle’s invariance principle
( [31, Theorem 4.4]) the solution trajectory (w(t), t ≥ 0)
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converges to the largest invariant set contained in W1, proving
the first assertion.
For the second assertion, fix any w(0) ∈ W ∗1 . We claim
that w(0) must be an equilibrium point of (16). Since W ∗1
is invariant we have
P˙g(t) = P˙l(t) = ω˙(t) = 0, t ≥ 0 (B.9)
It suffices to prove that w˙(t) = 0 for t ≥ 0, i.e., ˙˜θ = 0 and
λ˙ = 0 for t ≥ 0.
Since Pg(t),Pl(t),ω(t) are bounded (Lemma B.1), (B.9)
implies that
(Pg(t),Pl(t),ω(t)) ≡ (Pg∞,Pl∞,ω∞)
for some finite constants (Pg∞,Pl∞,ω∞). Hence
˙˜θ(t) = CTω∞ = constant
implying that θ˜(t) grows linearly in t, contradicting that θ˜(t)
is bounded unless ˙˜θ = 0 for t ≥ 0. Similarly
λ˙ (t) = Γλ
(
Pg∞−Pl∞− p
)
= constant
Hence the boundedness of λ (t) implies that λ˙ (t) = 0 for t ≥ 0.
This proves that any w(0) ∈W ∗1 is an equilibrium point.
If all inequalities in A2 are strict, then the equilibrium point
w∗ of the closed-loop system (16) is unique (Theorem 2.2) and
Lemma B.2 implies that w(t) converges to w∗ [31, Corollary
4.1, p. 128] as t → ∞. When there are multiple equilibrium
points, Lemma B.2 is not adequate to conclude asymptotic
stability. We use instead a more direct argument due to [6],
[12].
Proof of Theorem 4. Fix any initial state w(0) and consider
the trajectory (w(t), t ≥ 0) of the closed-loop system (16). As
mentioned in the proof of Lemma B.2, w(t) stays entirely in
a compact set Ω0. Hence there exists an infinite sequence of
time instants tk such that w(tk)→ wˆ∗ as k→∞, for some wˆ∗ in
W ∗1 . Lemma B.2 guarantees that wˆ
∗ is an equilibrium point of
the closed-loop system (16) and hence H(wˆ∗) = wˆ∗. Use this
specific equilibrium point wˆ∗ in the definition of V1 in (17) to
get the Lyapunov function:
V1(w) =−(H(w)−w)T F(w) − 12 ||H(w)−w||
2
2
+
1
2
k(w− wˆ∗)TΓ−21 (w− wˆ∗)
Since V˙1 ≤ 0, V1(w(t)) converges. Moreover it follows from
the continuity of V1 that
lim
t→∞V1(w(t)) = limk→∞
V1(w(tk)) = V1(wˆ∗) = 0
The quadratic term (w− wˆ∗)TΓ−21 (w− wˆ∗) in V1 then implies
that w(t)→ wˆ∗ as t→ ∞.
