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This paper explores the empirical link between, on the one hand, innovation and,
on the other hand, industrial structure and dynamics in The Netherlands. We use
the concept of ‘technological regimes’ as the guiding framework to interpret this
relationship. The data are drawn from the Production Statistics and the Business
Register of manufacturing firms in The Netherlands and the second Community
Innovation Survey. A classification of technological regimes that refines Pavitt’s
taxonomy is applied to the data. Our analysis is aimed at identifying the variables
that are best able to discriminate between technological regimes for our Dutch
case. We find that a mix of innovation related and market structure related
variables  account  for most  variability and broad differences  across  regimes;
dynamic market structure variables account for an additional share of variability
and finer differences across regimes. Overall, we conclude that the concept of
technological regimes provides a useful framework that helps to shed further light
on the relationship between innovation and market structure.
1. Introduction
Theaimof thispaperistogivefurtherinsightintotherelationshipbetweentechnology
and industrial structures and dynamics by using the concept of technological regimes.
The analysis is based on data from the Census and Business Register of manufacturing
firms in The Netherlands and the Second Community Innovation Survey.The concept
of technological regime was introduced by Nelson and Winter (1977, 1982) as an
‘intellectual framework’ for interpreting the variety of innovative processes observed
acrossindustrialsectors.Suchaframework,NelsonandWinterargued,isimportantfor
the theoretical understanding of the dynamics of industrial competition. These
dynamics are driven by a mechanism of market selection which, combined with the
processes of innovative and imitative search through which firms modify their
capabilities and routines, results in differential rates of firm growth. Therefore, the
dynamics differ across sectors, according to the nature of technology and the intensity
of market selection that characterize the different sectors (Nelson and Winter, 1982;
Winter,1984). In this paper we focus on the properties of innovative processes and the
link with the patterns of industrial competition. We assume that different patterns of
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differences in the nature of technology as expressed bya technological regime.
We use the classification of technological regimes proposed by one of us (Marsili,
2001)asarefinementtoPavitt’s(1984)taxonomy.Itdistinguishes fiveregimes:science-
based regimes, fundamental-process regimes, complex-systems regimes, product-
engineering regimes and continuous-process regimes. The analysis shows that by using
this classification of regimes it is possible to establisha mapping between some relevant
dimensions of a technological regime and the properties of industrial competition in
Dutch manufacturing. These properties are analysed by looking at a set of static
and dynamic measures: the shape of the size distribution of firms; asymmetry and
persistencein firm productivity;thevolatility of marketsharesof continuingfirms;and
rates of entry and exit.
The paper is organized as follows.Section 2 discusses the empirical evidence and the
theoretical interpretation of the relation between innovation and industrial com-
petition according to the ‘Schumpeterian’ hypotheses and the ‘neo-Schumpeterian’
approach. Section 3 describes the databases used in the empirical analysis. Section 4
applies a  discriminant analysis  of the  characteristics  of innovative processes and
patterns of industrial competition, and examines the dimensions that differentiate the
most between technologicalregimes.Section 5 draws the main conclusions.
2. Context and background
In a survey of the empirical regularities that are known in industrial economics, Caves
(1998) reported a number of  stylized facts with regard to the general properties
observed in the manufacturing sector as a whole; however, more empirical evidence
needs to be gathered on the relationship between the technological characteristics of
industrial sectors and their patterns of market structure and dynamics. Empirical
studies undertaken in the  1960s within the  ‘structuralist’ paradigm in industrial
economics focused on the effects of the intensity of market competition, as measured
by the degree of market concentration, on the investment in R&D and the innovative
performance, measured for example by patents and number of innovations (for
extensive  surveys, see Cohen and Levin, 1989; Cohen, 1995). These studies have
addressed the so-called ‘Schumpeterian’ hypotheses of a positive effect of market
concentration and firm size on innovation. The existence of an ex ante market power
and the expectation of an ex post market power as a result of innovation, it is argued,
encourage investment in R&D and therefore enhance innovative performance
(Geroski, 1994). The empirical evidence, however, is mixed. In general, the effect of
concentration on innovation was found to be rather weak,and although it was positive
in most cases, some studies showed a negative effect and others found an inverted-
U-shaped relationship (Scherer,1967).
Althoughthetradition of ‘Schumpeterian’hypothesescontinuedwellintothe1980s,
the critics argued that it did not add much towards a real understanding of  the
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(1998: 401) argues:
the diehards continued to regress patent counts or R&D outlays on
concentration ratios, throwing in everything but the kitchen sink to
improve on the fit. The yield remained poor....S c o t tshowed that fixed
two-digit industry effects explained 32% of the variance in R&D
intensity. . . . The concentration ratio and its square explained 1.5%. Levin
etal.(1985)alsocometotheconclusionthatthecorrelationsbetweenseller
concentration and R&D poorly reflect the behavioural relationship
between market structure and technological change. They argue in favour
of moving beyondtheoversimplified regression models,yetdonotprovide
much guidance on how to proceed.
Van Cayseele (1998) goes on to argue that the game-theoretic approachusing patent
race models is a useful alternative to the old Schumpeterian literature he criticizes.
Although this approach has led to some interesting conclusions, it is also severely
hampered by the strong assumptions about rationality of the players in the game, and
the high demands for information or ‘rational expectations’that are necessary to solve
the complicated models. Such an approach is certainly in great contrast with Nelson
and Winter’s evolutionary theory of economic and technologicalchange.
In an attempt to provide the guidance that, according to Van Cayseele, Levin et al.
(1985) failed to provide,we therefore turn to the idea of technological regimes as a way
to advance the evolutionary interpretation of the relationship between technology and
market structure. Such an approach is also in broad accordance with the suggestion by
Sutton (1998), who also criticizes the game-theoretic models for not taking into
account the sectoral variety of industrial patterns. What these models provide, argues
Sutton, is a rationale for any possible observed market structure, but they do not
account for cross-sector differences. He therefore extends this interpretation with a
‘bounds’ approach, which establishes a set of boundaries to the possible games
representing the various industry settings; these boundaries are shaped bythe nature of
technology.Sutton argues that this approach helps to interpret the mixed results found
in the empirical literature on the relationship between innovation and market
concentration. Such a relationship is constrained by two technological conditions: the
diversity of technological trajectories that a firm can purse in its innovative strategy;
and the productivity of R&D investment along each trajectory. Innovative sectors are
highly concentrated  when  large firms escalate  R&D  expenditure along the same
trajectory; however,innovative sectors can also display low market concentration when
the technology allows small firms to explore distinct technological trajectories, as in
machinery and instruments industries.
The importance of the nature of technology in setting boundaries to the pattern of
industrial competition is central to Nelson and Winter’s (1982) approach. However,
unlike Sutton,their emphasis is on the nature of the learning processes that are specific
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strategy across the whole range of technologies. Such an environment is characterized
as a ‘technological regime’; this sets the boundaries to what can be achieved in the
problem-solving activities associated with a given set of production activities, and the
directions,or ‘natural trajectories’,along which solutions are likely to be found (Nelson
and Winter,1977).Inparticular,atechnologicalregime identifiesspecificcombinations
in the properties of innovative processes—such as technological opportunity, appro-
priability and cumulativeness—and the nature of the underlying knowledge bases
(Dosi,1988; Malerba and Orsenigo,1993).
In contrast to the early tradition of Schumpeterian studies on innovation and
market structure, Nelson and Winter argued that both variables are endogenous to the
nature of a technological regime. Therefore,more fundamental dimensions,specific to
regimes, need to be taken into account in interpreting the patterns of innovation and
competition. For example, Levin et al. (1985) found that when technological oppor-
tunity and appropriability conditions are taken into account,market concentration has
no significant effect on R&D intensity.
A technological regime shapes the pattern of industrial competition by influencing
the ability of new firms to enter the market via innovation as compared to the ability of
established firms to cumulatively build upon their past innovative successes. For
example, entry is unlikely to occur in an industry in which the knowledge basis has a
complex and systemic nature (Winter, 1984). Furthermore, the specific sources of
knowledge relevant to industrial innovation represent potential vehicles of entry (such
as spin-offs from universities and suppliers) and influence the mode of entry, via
diversification or green-field entry (Winter,1984; Dosi and Lovallo,1997).
Nelson and Winter distinguish two opposite technological regimes according to the
nature of the relevant knowledge bases.An ‘entrepreneurial’regime facilitates the entry
of innovative new firms; this is typical of a ‘science-based’ technology in which the
knowledge base is non-cumulative and universal. A ‘routinized’ regime facilitates the
innovation of established firms in an industry; this is typical of a technology in which
the knowledge base is cumulative and specific to industrial applications (Nelson and
Winter,1982; Winter,1984).
The two regimes identified by Nelson and Winter (1982,1988) in a formal model of
Schumpeterian competition generate distinct properties of the structure and perform-
ance of industries. Simulation of the model shows that innovation rate, average age of
the firm, profitability and market concentration are higher in the ‘routinized’ regime
than in the ‘entrepreneurial’ regime. Market structures that are relatively concentrated
also emerge in the ‘entrepreneurial’regime. However, they are only temporary because
of the process of ‘creative disruption’by the continuous entry of innovative new firms.
The sizedistribution of firms isasymmetric inbothcasesandresemblestheParetoLaw,
especially in the ‘routinized’ regime. Nelson and Winter’s model thus suggests that
cumulativeness of learning processes (also associated with specificity of knowledge)
leads to highly concentrated and stable market structures.
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industrial structures and dynamics to the technological opportunity conditions of
alternative regimes. The model proposed by Dosi et al. (1995) distinguishes between
the level of technological opportunity of established firms and that of entrant firms
(the latter inversely related to technological entry barriers), given a certain degree of
cumulativeness of learning. This model results in a ‘Schumpeter Mark II’regime—like
the ‘routinized’ regime, this is characterized by a combination of high technological
opportunity forincumbentsand lowtechnologicalopportunity forentrants—in which
industries display high market concentration, small numbers of firms, low asymmetry
in firm performance,low volatility in market shares of continuing firms, low exit rates;
but with exit rates that are high for young firms and particularly low for old firms. The
opposite conditions characterize a ‘Schumpeter Mark I’regime, which is similar to the
‘entrepreneurial’ regime. In addition, a regime in which relatively high technological
opportunities for incumbents and for entrant firms coexist, typical of the mechanical
and instrumentation sector, results in low market concentration, high asymmetry in
firm performance, high volatility of market shares and high exit rates; the exit rates are
fairly uniform across age classes (Dosi et al.,1995; Marsili,2001).
At the origin of the evolution of industrial structure in the previous models is the
existence of inter-firm variety in the random outcomes of search processes along a
unique technological trajectory. Llerena and Oltra (2002) have extended Nelson and
Winter’s model by introducing a technological regime in which distinct search
trajectories coexist. They show that the market concentration and the average
productivity in this ‘diversity case’fall between the maximum levels of the ‘cumulative
case’and the minimum levels of the ‘non-cumulative case’.
The empirical studies that have examined industrial structures and dynamics as
endogenous variables to industrial innovation have mostly represented technological
regimes in a reduced form by two dimensions: the intensity of innovative input or
output in an industry as a measure of the general level of technological opportunity;
and the relative innovative intensity of large firms as compared to small firms as a
measure of technological entry barriers.  These studies show that high levels of
technological opportunity and high technological entry barriers generate concentrated
market structures (Acs and Audretsch, 1990); they increase performance asymmetries
between innovators and non-innovators (Geroski and Machin, 1992); and reduce
market turbulence as a whole, when measured as the overall contribution of entries,
exits and changes in the market shares of continuing firms (Acs and Audretsch, 1990).
However, when only the volatility of market shares of the leading firms is considered,
turbulence tends to increase, and not to decrease, relative to the intensity of R&D
expenditure up to a certain threshold (Davies and Geroski,1997).
With regard to exit dynamics, Audretsch (1991, 1995), for example, found that the
level of technological opportunity, and the ability of new firms to exploit such
opportunity, reduce the long-term survival probability of a firm, while increasing the
short-term survival probability. A relatively weak relationship was observed between
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innovations—and entry rates (Audretsch and Acs, 1994; Geroski, 1994). However,
when more direct measures of technological opportunity were used, systematic links
between technological regimes and entries emerged. Audretsch and Acs (1994), for
example, observed that entry rates are lower when innovative processes are charac-
terized by a strong scientific knowledge base, high degrees of uncertainty and a
relativelyminor role of academic research.
In a study of  European firms, Breschi et al. (2000) examined the relationship
between Schumpeterian patterns of innovation and the characteristics of technological
regimes. These were expressed in terms of technological opportunity, appropriability
and the contribution of science as an indicator of the universal versus specific nature of
knowledge. The results showed a non-linear relationship between Schumpeterian
patterns of innovation and conditions favouring technological opportunities. This
would suggest a more complex characterization of technological regimes than implied
byNelsonand Winter’s model.
For theDutchmanufacturing sector,VanDijk(2000)hasexaminedthepropertiesof
industrial structures and dynamics in the two alternative Schumpeterian patterns of
innovation according to Malerba and Orsenigo’s (1996) definition. On average,
industries classified into a Schumpeter Mark II group displayed statistically significant
higher levels of market concentration and profitability than industries classified into a
Schumpeter Mark Igroup. However, differences were not (or less) significant when
dynamic indicators were used; although entering and exiting firms were larger in the
Schumpeter Mark Igroup than in the Schumpeter Mark I Igroup, there were no
significant differences in the entry and exit rates and the mobility in market shares of
continuing firms. In addition, significant differences were observed with respect to
a third group of industries, which could not be classified into either one of  the
‘Schumpeterian’ groups.
While these studies provide useful insights into the importance and significance of
the concept of technological regimes, we feel that they also show the limitations of a
distinction into only two alternative regimes. Such a dichotomy may indeed be too
narrow a view in light of the large empirical variety in technological performance and
properties of innovative processes. For example, it does not account for the non-linear
relationship between opportunity conditions and patterns of innovation [see theabove
discussion of Breschi et al.’s (2000) results]. Also, Van Dijk (2000) found that there is a
group of industries in Dutch manufacturing that does not fit easily into either category
of the Schumpeterian dichotomy. At the same time, evolutionary models of industrial
competition have started to address a morediverse representation of regimes.
Pavitt’s taxonomy of the organizational and structural traits of innovative firms
appearsmoreusefulinthisrespect(Pavitt,1984).Thispaperisafirstattempttolinkthe
properties of innovative processes and the properties of industrial structures and
dynamics by applying a typology of regimes that builds upon Pavitt’s taxonomy. This
characterization of technological regimes, we argue, provides an analytical framework
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industrial dynamics, by extending previous work on Schumpeterian patterns of inno-
vation (Breschi et al.,2000; VanDijk,2000).
3. The data and method
3.1 Industrial taxonomy
In this paper,a typology of technological regimes is used that refines Pavitt’s taxonomy
by taking into account the nature of technological knowledge underlying innovative
processes.The typology of regimes was derived as asummaryof the empirical evidence
from a combination of data sources (such as patents, R&D statistics, scientific inputs,
innovation surveys). The following criteria were used. First, the technological distance
between sectors in terms of the profile of technological competencies was expressed
by the distribution of technological activities (patents and R&D personnel) across
differentfieldsof knowledge.Second,conditionsfavouringtechnologicalopportunities
were considered. These were defined in terms of the general level or potential for
innovation (intensity of R&D and patenting) and the contribution of external sources
of knowledge and, in particular, of the scientific inputs from academic research.
Furthermore, patent statistics were used to measure the level of technological entry
barriers—i.e. the ability of new firms to access and exploit new knowledge relevant to
innovation—as a function of the specificity of knowledge and scale-related advantages
in knowledge accumulation; and the degree of cumulativeness. The nature of the
knowledge base was characterized by its degree of complexity as measured by the
diversification of thetechnologicalactivities across fields of knowledge.In addition,the
degree of inter-firm diversity in the exploitation of technological opportunities (e.g.in
R&D intensity) was considered as a further property. Technological trajectories were
only in part reflected by the relevance of product and process innovation. The
taxonomy is explained in more detail in Marsili (2001).
The profile of the five regimes can be described as follows.
Thescience-basedregimecharacterizes innovativeactivitieswithaknowledgebasein
‘life science’ and ‘physical science’. This regime, typical of the pharmaceutical and
electrical/electronics industries, is characterized by high general levels of technological
opportunity and ‘technological richness’ (because of the universal nature of scientific
knowledge, technologies enable these industries to generate a continuous stream of
new products), high technological entry barriers originating in the high specificity of
knowledge applications across production processes, and high cumulativeness of
innovation.1 Firms are homogeneous in their rates and directions of innovation,which
1Our definition of a science-based regime differs from that used by Nelson and Winter (1982), who
characterized science-based technologies as leading to an ‘entrepreneurial’ pattern of innovation.
Similarly, empirical studies based on the Nelson and Winter’s categorization showed that typically
science-based technologies fall most often into the Schumpeter Mark II (or ‘routinized’) category
(Malerbaand Orsenigo,1996).
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toproductinnovationand benefitfrom thedirectcontribution of scientificadvancesin
academic research.
The fundamental-process regime, associated with chemistry-based technologies, in
thechemicalandpetroleumindustries,displaysamedium levelof technologicaloppor-
tunity, high  technological  entry  barriers especially  related  to scale  advantages in
innovation, and strong persistence of innovation. Innovation is mainly process inno-
vation and, although affiliated firms and users represent the main external sources of
knowledge, it benefits from the quite important and direct contribution of scientific
advances in academic research.
The complex (knowledge) system regime presents a knowledge base that combines
mechanical, electrical/electronic and transportation technologies. This regime, in the
aerospace and motor vehicle industries, is still characterized by medium to high levels
of technological opportunity, entry barriers in knowledge and scale, and persistence of
innovation.The distinctive feature of thisregime isthe high degree of differentiation of
technological competencies developed by firms, especially in upstream production
technologies, and of external sources of knowledge, including an important, though
indirect,contribution byacademic research.
The product-engineering regime, which relies  on mechanical engineering tech-
nologies, is characterized by a medium to high level of technological opportunity, low
entry barriers to innovation and not very high persistence of innovation. This regime,
which represents in particular non-electrical machinery and instruments, is disting-
uished by the high diversity of technological trajectories explored by firms. Innovation
is in products and benefits from external contributions of knowledge, mainly from
users.
Lastly, the continuous-process regime includes a variety of production activities such
as metallurgical process industries—metals and building materials—and chemical process
industries—textiles and paper, food and tobacco. The knowledge base is distinguished
by the combination of chemical/metallurgical processes with mechanical/electrical
technologies (the latter related to production processes). This regime is generally
characterized by low technological opportunity, low technological entry barriers and
rather lowpersistence in innovation.Firms are technologicallyheterogeneous and their
knowledge baseis,onthewhole,fairlydifferentiatedamongtechnicalfields.Innovation
in processes benefits from upstream sources of capital-embodied knowledge.
The characteristics of innovative processes in these technological regimes have been
furtherexploredforDutchmanufacturing inapreviousanalysisbasedondatafromthe
Second Community Innovation Survey (CIS-2) of Dutch manufacturing (Marsili and
Verspagen,2001).In this paper weextendthe application of our taxonomy to a broader
datasetincludingbothinnovationindicatorsandindicatorsof industrialstructuresand
dynamics. Our aim is to establish whether the proposed classification can be usefully
applied to link the properties of innovative processes and those of market competition
in industrial sectors.
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aprioriratherthanonthebasisof ourown dataset(a‘bottom-up’approach).Ourmain
reason for doing this is that we regard the taxonomy used as a construct both inspired
by  theoretical considerations about the nature of the innovation  and knowledge
accumulation process, and by rigorous analysis based on a broad set of science and
technology indicators. Compared to the original exercise used to derive the taxonomy
(Marsili, 2001), our top-down approach thus extends the analysis in at least three
different directions. First, it applies the taxonomy to the specific survey tool that has
been adopted by most European countries in order to obtain insight into market-
driven innovation processes. Our analysis thus both serves as an exercise to confront
this highly practical surveying tool with theoretical insights from innovation studies,
and as a way to test the taxonomy against a detailed and comprehensive dataset on
innovation. Second, we extend the analysis to industrial structure and dynamics, a
direction of research already suggested by our short review of the debate above.Finally,
we apply the taxonomy to a small and open economy in which firms may rely on
different mechanisms of knowledge acquisition than in large countries, because of the
different structure of the economy (e.g. smaller firm size, more export-oriented and a
different role for the public or semi-public knowledge institutes).
3.2 Data sources
The data are derived from three micro-economic databases collected by the Central
Bureau of Statistics (CBS) in The Netherlands. The first database is the Enterprise
Production Statistics(EPS)database.Itconsistsof thecensus of thepopulationof firms
withatleast20employeesinTheNetherlandsfrom1978to1997.Theenquiryiscarried
out at the level of business units, for which a number of variables are observed,such as
sector of activity at the six-digit level of the Standard Industrial Classification (SIC),
number of employees,turnover,export,value added and net profits.Inmanufacturing,
on average each year about 6000 business units are included in the survey. From this
database, we calculate the indicators of market concentration (in employment) and
productivity (gross value added per employee).
The second database is the Business Register of the population of firms in The
Netherlands overthe period 1993–1998.This population extends toallfirms,including
self-employed entrepreneurs,i.e.firms with zero employees.The observed variables are
the size class,number of employees,the sector of activity according to the six-digit SIC,
and the year the business unit has entered and/or exited the register. On average about
60 000 business units in manufacturing are registered each year. This database has the
advantage of reporting the size class down to zero employees of all the firms in The
Netherlands and of identifying the reason for entry and exit in the database. From this
database,we calculate the frequency distribution of firms and the ‘actual’entryand exit
rates (excluding mergers and acquisitions).
The third database is the result of the CIS-2 for The Netherlands. The survey was
heldin the entireprivate sector for firms with atleast10 employees and coverstheyears
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rateof 71%;of alltherespondents,2205werecharacterizedasinnovators.Aninnovator
is defined as either a firm that in the period 1994–1996 had introduced new products
or new processes or a firm that has carried out non-successful or non-completed
innovationprojects.3 The survey sample was stratified according to industrial sectors at
the two-digit  level  of the SIC, size classes and regions. It  is representative  of a
population of 10 260 firms, of which 6069 are innovators. Our analysis is conducted at
the level of sectors, which are constructed on the basis of a detailed classification in
which each firm is assigned to a line of business.In order to obtain a sufficient number
of observations within each sector, we aggregate these lines of business into 62 sectors,
ranging between the two- and four-digit level. For the purpose of the analysis, we
classify each sector into a technological regime on a priori grounds, as illustrated in the
Appendix.4 As explained below, our research question is partly aimed at finding the
variables that help to explain this allocation of sectors to technological regimes.
Our complete dataset measures different aspects of two main spheres of influence:
the technology and innovation domain and the market structure/industrial dynamics
domain.Withineachdomain,severalgroups of variablescanbeidentified asinTables1
and 2. With regard to the technological domain, new indicators were added to those
underlying the  classification of a  regime, such as the distribution of innovation
expenditures, external (outsourced) R&D, innovation collaboration and innovation
objectives.With regard to the indicators of market structures and dynamics,these were
constructed from the two databases of the Business Register and the Production
Statistics (EPS) for the years 1993 and 1997. This period largely overlaps with that for
which innovation data were available (1994–1996).
Because our initial dataset has a large number of variables, many of which overlap
with respect to the aspects of the innovation process or industrial dynamics they
measure,wedo notdocumentalldetailsof theindividual variables.Beforethevariables
are  used  in the  analysis, we reduce  the number of them  by means of principal
componentsanalysis.Theprincipalcomponentsanalysisisdonebygroupinganumber
of variables together on apriori grounds (i.e.largely according to the groups in Tables1
and 2), and calculating the factor scores on the first three factors for each sector in the
sample. All variables are standardized before entering into the principal components
analysis. We document the details of the principal components analysis only for those
2 The selection of the population extends the EUROSTAT standard, in which the lower bound for the
inclusion of manufacturing firms isset at 20 employees.
3Of the 6069 innovatorsaccording tothisdefinition,thefirms thathave realizedinnovationsattheend
of 1996 represent the vast majority,equal to95.2%.
4Because of secrecy requirements,the CBS sets minimum levels for the number of firms in each sector
in our analysis.Because of thehighdegree of product diversification,some firmscouldnot be classified
intoany of the 62 sectors.For this reason,13 responding firms were excluded from theanalysis.
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are available on request.
The firstgroupof variables relatestotheresourcesgoingintotheinnovationprocess
and the frequency of innovators in a sector. The variables entered and the factor
loadings on the first three factors are listedin Table3.The first factor canbe interpreted
inaclear-cutway.Allvariablesenterinthisfactorwithapositiveandhighloading.Only
total innovation expenditures as a fraction of sales has a somewhat lower factor loading
Table1 Variables in the technology and innovation database
Group Variables
Innovation resources Formal R&D (personnel and expenditures) and total
innovation expenditures (which includes training,
marketing of innovative products, etc. in addition to R&D)
Number of innovating firms Product and process innovators as a fraction of the
population, ratio of product and process innovators;
number of innovators with permanent R&D
Turnover of innovated products % of total turnover, radical and less radical innovations
Sources of knowledge used in innovation Relative importance of various in-house and external
sources
Innovation expenditures Spread over several categories of expenditures
External (outsourced) R&D Spread over various partners
R&D cooperation Importance of cooperation for different types of partners
Innovation goals Relative importance of several goals
Table2 Variables in the marketstructure/industrial dynamics database
Group Variables
Firm size (1993 and 1997) Moments of the size distribution
Labour productivity (1993 and 1997) Average level, standard deviation
Market concentration (1993 and 1997) Size classes, C4, C20, Herfindahl index
Market turbulence (over 1993–1997) Persistence of productivity levels, entry and exit,
changes in market shares, survival rates of firms
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technological opportunity, with the proviso that this is mostly measured in terms of
formal R&D, rather than other innovation expenditures. The first factor explains
slightly more than half of the total variance, which indicates that the variables entered
indeed form a homogenous set. The second factor scores high on the first three
variables, which all measure the intensity of resources devoted to innovation. The
variables measuring the relative number of innovating firms enter, however, with a
negative sign. Thus, this factor indicates high innovation resources, but relatively low
innovation frequency. The third factor stands out with a high factor loading on total
innovation expenditures, and low positive or even negative loadings on all other
variables.
Table4givestheresultsforthefactorsmeasuringthedistribution of totalinnovation
expenditures over various categories. The first factor mainly distinguishes between
sectors where formal R&D (whether in-house or external) is an important component
of total innovation expenditure and machinery is not, and other sectors. The second
factor loads high  on training and marketing, and low (negative) on design and
machinery.The third and final factor (still explaining about 20% of the variance),loads
high on training,and low (negative) on marketing.
Table 5 presents a measure of the sources of external R&D. We see a clear pattern
emerging in the factor loadings for the first factor, with high and positive values for
domestic public or semi-public sources (TNO-Netherlands Organization for Applied
Scientific Research, universities and other research institutes). Other domestic
firm-sources enter with strongly negative factor loadings.The second factor for this set
of variables loads low (negative) on affiliates (either domestic or foreign), and high on
other domestic firms, as well as (somewhat lower) TNO and other research institutes.
Table3 The principal component measuring technologicalopportunity
Factor loadings
First factor Second factor Third factor
R&D expenditures as a fraction of sales 0.664 0.659 –0.315
R&D personnel as a fraction of total employment 0.758 0.546 –0.308
Total innovation expenditure as a fraction of sales 0.275 0.454 0.785
% of innovating firms 0.874 –0.403 –0.004
% of firms with a product innovation 0.882 –0.265 0.020
% of firms with a process innovation 0.600 –0.628 –0.048
% of innovators with permanent R&D activities 0.723 –0.018 0.334
Cumulative proportion of variance explained 50.2 72.6 85.8
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final factor, which again explains about 20% loads high on domestic affiliates and low
(negative) on foreign affiliates.
The last two sets of variables that are entered into the discriminant analysis are
relatedtomarketstructure anddynamics.Thefirstof thesetwosetsismainlystatic,and
isrelatedtoconcentration.Here(seeTable6),thefirstfactorexplainsroughlyone-third
Table4 The principal components measuring distribution of total innovation expenditures
Share of total innovation
expenditures
Factor loadings
First factor Second factor Third factor
Machinery –0.887 –0.433 –0.034
Intramural R&D 0.884 0.066 –0.059
Outsourced R&D 0.696 –0.243 0.023
Industrial design 0.277 –0.433 0.254
Marketing of new products –0.061 0.458 –0.768
Training –0.175 0.719 0.635
Cumulative proportion of variance explained 36.0 55.5 73.1
Share of ‘licensing’has been left out,because this sumsto100%when added to the other shares.
Table5 The principal components measuring sources of external R&D
Fraction of external R&D undertaken by Factor loadings
First factor Second factor Third factor
Domesticaffiliates –0.049 –0.671 0.602
Other domesticfirms –0.685 0.627 0.018
TNO
a 0.710 0.383 –0.144
Universities 0.686 –0.089 0.241
Other research institutes 0.550 0.455 0.153
Foreign affiliates 0.130 –0.494 –0.809
Cumulative proportion of variance explained 29.4 53.6 72.2
Share of ‘other foreign sources’ has been left out, because this sums to 100% when added to the
other shares.
aTNO (Netherlands Organization for Applied Scientific Research) is a semi-public research
institute.
Technology and the dynamics of industrial structures 803of the total variance in the eight variables that are included. The variables are the
concentration ratios of the major four firms (C4) and of the major 20 firms (C20) and
the Herfindahl index as synthetic measures of concentration, as well as the frequency
distribution of firms in a sector in four separate size classes by number of employees.
The factor loadings for the first factor are all high and positive on the concentration
measures.For the size classes variables,the factor loadings increase monotonically with
size. Hence we can again interpret this factor straightforwardly: higher (lower) values
correspond to more (less) concentrated sectors. The second factor loads high on the
shares of firms in the size class of 10–200 firms (small and intermediate size), and low
on all other variables. The third and last factor loads low (negative) on the presence of
large firms, and relatively high on the presence of small firms. Thus, this is mainly a
factor relates to firm size, with higher values indicating the presence of relatively many
smallfirms.
Table 7 gives the details about the last factor, which measures some of the dynamic
aspects of market structure, more specifically entry and exit. We define two entry/exit
rates. The first one measures overall entry and exit in 1993 (as a proportion of total
firms).Thesecondmeasuresentryandexitof so-calledentrepreneurialfirms,whichwe
define as (initially) self-employed firms (as a proportion of all entries/exits). The first
factor is mainly related to high entry and exit rates in general, with positive (and
mostly high) factor loadings on all four variables. The second factor loads high on
entrepreneurial entry and exit, but low (negative) on overall entry and exit. The third
factor loads high on entrepreneurial entry but low (negative) on entrepreneurial exit.
Thisimpliesthatthisfactorishighwhenentrepreneurialentryishighandsuccessful(at
least in the first year).
Table6 The principal component measuring marketconcentration
Factor loadings
First factor Second factor Third factor
C4 0.920 –0.217 0.255
C20 0.898 –0.116 0.022
Herfindahl index 0.750 –0.261 0.451
Share of employment in firms with 1–10 employees –0.578 –0.360 0.428
Share of employment in firms with 10–50 employees –0.216 0.811 0.442
Share of employment in firms with 50–200 employees 0.268 0.864 0.205
Share of employment in firms >200 employees 0.590 0.399 –0.516
Cumulative proportion of variance explained 43.1 69.1 82.8
Share of employment in purely self-employed firms has been left out,because this sumsto100%
when added tothe other employmentshares.
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Most of the work on technological regimes or Schumpeterian regimes has focused on
identifying differences between regimes in terms of innovation indicators or indicators
of market dynamics and structure. The common methodology (e.g.for the Dutch case
Van Dijk, 2000; Marsili and Verspagen, 2001) is to select a number of variables and
to test for differences between regimes in terms of those variables using statistical
techniquesaimedatinvestigatinganullhypothesisof equalmeansbetweentwogroups.
Although this is a useful and intuitive exercise, it leaves two important issues open.
First, this  method is essentially a univariate method, in which differences in the
particular variable under consideration are conditional on differences in other vari-
ables.Whetherthedifferencesfound (orrejected)insuchaunivariateapproachremain
significant when considered in a multivariate context thus remains an open question.
Second, and  related, in the absence of an understanding about the relationships
between the (independent) variables in the analysis,one does not have any grounds on
how to decide which variables are better able to distinguish between regimes. Even if a
number of variables are found to differ significantly between regimes in a univariate
test, this does not preclude the possibility that these variables overlap in terms of their
relationship to differences between regimes.Obviously,this point can also be solved by
using a multivariate method.
We therefore turn to a multivariate technique, more  specifically discriminant
analysis, in our exploration of differences  between regimes. In  the discriminant
analysis, our dependent variable is the technology regime to which we have classified a
sector. Most of our variables used as explanatory factors are constructed as principal
components of the indicators discussed in Tables 1 and 2 above,although there are also
some individual variables entered.We use a (forward) stepwise procedure todetermine
which variables to enter into the analysis. At each step, the variable that minimizes the
Table7 The principal component measuring industrialdynamics
Factor loadings
First factor Second factor Third factor
Entry rate 0.914 –0.373 0.095
Entrepreneurial entry rate 0.479 0.768 0.425
Exit rate 0.907 –0.390 0.097
Entrepreneurial exit rate 0.699 0.467 –0.542
Cumulative proportion of variance explained 59.4 86.9 99.2
All variables measured in 1993.Entrepreneurial entry is defined as entry byself-employed firms.
Technology and the dynamics of industrial structures 805overall Wilks’s λ is entered. Only variables for which the associated F-statistic has at
least a P-level of 0.05 are actually entered, while variables for which the P-value drops
below 0.1 are removed. Classification of cases into technology regime is based on prior
probabilitiesthatareproportionaltothenumberof sectorsinaregime.Allvariablesare
again standardized before entering into the discriminant analysis.
The results from the discriminant analysis are displayed in Table 8. Two separate
analyses are documented. The first one results when we only include the first factors
from our factor analysis (i.e. those explaining the highest proportion of the variance).
The second estimation results when we include the first three factors of all sets of
variables. The second estimation obviously has the potential to explain a richer set of
phenomena, because it includes more variables. However, our forward stepwise pro-
cedure may be criticized on the grounds that it ‘cashes in on chance’,i.e.there may be a
tendency to zoom in on small random differences between sectors. The more variables
(factors) are included, the larger the risk that this occurs, and hence the second
estimation is most vulnerableto this issue.Therefore,we discuss both sets of results.5
Four discriminant functions are estimated and used, although the last function
typically adds little to the variance explained. In addition to the variables already
discussed aboveinthefactoranalysistables,therearetwoindividualvariablesthatenter
in thefunctions.These aretheaveragelabourproductivityinthesectorin1993,andthe
ratio of product innovators to process innovators in the sector.
The function values at the group centroids give an indication of how well the
function discriminates between the different technology regimes, while the absolute
value of the function coefficients gives an indication of what that particular function
actually measures. Thus, for the first estimation, the main variables adding to the
function are external R&D, technological opportunities and the ratio of product to
process innovators. The function discriminates relatively well between all five regimes,
because the scores at the group centroids are spaced out relatively evenly.
In the second function, concentration and technological opportunities also have
high values. External R&D reverses sign here. This function especially separates the
fundamental-process and the product-engineering regimes from each other and from
allthe other regimes.Thethirdfunction depends mostlyonconcentration(negatively),
average labour productivity and technological opportunity. This function especially
separates the fundamental-process and the complex-system regimes from each other
and from all the other regimes. The final discriminant function does not add much to
the explained variance.
In the second estimation, we find four of the five sets of variables that were also in
the first estimation. Only average labour productivity drops out, although for the
market concentration variables it is now the second factor that is entered instead of the
first one. This second factor measures a strong presence of small and medium-sized
5 An intermediate case with only the first two factors was also estimated. We do not document this in
ordertosave space.Results areavailableon request.
806 O.MarsiliandB.VerspagenTable8 Results from the discriminant analysis
Discriminant analysis using only first factors Function
1234
Standardized canonical discriminant function coefficients
Concentration variables in 1993 (first factor) 0.402 0.465 –0.981 0.410
Average labor productivity in 1993 –0.370 0.233 0.863 –0.206
External R&D sources (first factor) –0.574 0.391 0.340 0.620
Technological opportunities (first factor) 0.472 0.420 0.537 –0.512
Ratio of product innovators to process innovators 0.573 –0.163 0.380 0.664
% of variance for discriminant function 49.6 31.1 17.2 2.1
Cumulative % of variance for discriminant function 49.6 80.7 97.9 100.0
Functions evaluated at group centroids
Science based (SB) 1.566 0.349 –0.504 –0.308
Fundamental processes (FP) –0.150 1.678 1.010 0.031
Complex system (CS) 0.985 0.948 –1.332 0.694
Product engineering (PE) 0.453 –0.823 0.420 0.088
Continuous processes (CP) –1.194 –0.060 –0.331 –0.061
Discriminant analysis using factors 1–3
Standardized canonical discriminant function coefficients
External R&D sources (first factor) –0.231 0.691 0.289 0.484
Technological opportunities (first factor) 0.949 0.092 0.654 –0.188
Ratio of product innovators to process innovators 0.112 –0.645 –0.034 0.415
Concentration variables in 1993 (second factor) –0.535 –0.175 0.252 0.762
Shares of total innovation expenditures (third factor) 0.908 0.183 –0.507 0.236
Industrial dynamics variables (third factor) 0.862 0.660 –0.260 0.114
% of variance for discriminant function 53.2 28.5 11.1 7.2
Cumulative % of variance for discriminant function 53.2 81.6 92.8 100.0
Functions evaluated at group centroids
Science based (SB) 0.880 –0.959 0.521 –0.844
Fundamental processes (FP) 0.825 0.952 1.222 0.589
Complex system (CS) 4.216 1.589 –1.268 –0.113
Product engineering (PE) –0.052 –0.927 –0.282 0.404
Continuous processes (CP) –1.205 0.750 –0.180 –0.203
Unstandardizedcanonical discriminant functions evaluated at group means.
Technology and the dynamics of industrial structures 807firms rather than concentration per se. Other variables that enter the analysis now are
thesharesof totalinnovationexpendituresandtheindustrialdynamicsfactor.Bothsets
of variables are entered with the third factor, i.e. the ‘finer differences’ with regard to
these variables are those that add to discrimination between regimes rather than the
broad differences.
The first discriminant function mainly separates the complex systems regime from
the rest. This function loads high on three factors: technological opportunities and the
two new variables, share of innovation expenditures and industrial dynamics. With
regard to share of innovation expenditures, this means that essentially marketing and
training expenditures drive the differences here (Table 4). With regard to industrial
dynamics, entrepreneurial entry and a low exit rate of entrepreneurial entrants are the
main factors. The second discriminant function divides the regimes into two more or
less polargroups: science based and product engineering on the one hand and thethree
other regimes on the other hand. Here external R&D sources, the ratio of product and
process innovators and,again,industrial dynamics are the main factors contributing to
the function.
The third function separates the fundamental-processes and the complex-system
regimes from each other and from the rest of the regimes. In this function, techno-
logical opportunity and share of innovation expenditures are the main factors
explaining differences. The final discriminant function explains somewhat more than
in the first analysis, although the percentage is still not very high. This function mainly
singles out the science-based regime from the rest, and depends mostly on the concen-
tration and externalR&D variables.
The classification results are documented in Table 9. We provide two sets of results
for each estimation. The  first (‘original’) is  based  on the discriminant functions
documented above. The second set (‘cross-validation’) is based on functions derived
fromallcasesbuttheonethatisbeingclassified(theso-called‘U-method’).Forthefirst
estimation, i.e.with mainly static market structure factors entered,we find 72.1% of all
cases classified correctly using the ‘original’ method, and 60.7% classified correctly
using the ‘cross-validation’method.When we depend on dynamic indicators of market
structure (second estimation), the percentages are slightly higher: 75.0 for the original
method,and 66.7 for the cross-validated classification.
Lookingattheregimesinmoredetail,wefindthatthemajorityof correctlyclassified
cases is largely driven by the two largest (in terms of numbers of sectors) regimes
(product engineering and continuous process) and the fundamental-process regime.
The complex-systems regime is one with only three sectors (motor vehicles; motor
cycles and bicycles; other transport equipment), and most of these are classified
incorrectly to the science-based regime when using only static indicators of market
structure (first estimation). The classification results for this regime are better in the
second estimation (using market dynamics).Half of all science-based sectors are classi-
fied correctly/wrongly.Three of the mis-classified science-based sectors are classified in
808 O.MarsiliandB.Verspagenthe product-engineering regime, the others are spread out over the fundamental-
process and continuous-process regime.
The fundamental-process sectors are mostly classified correctly, except for one
(original) or two (cross-validation) sectors. For the product-engineering regime, the
majority is classified correctly, but a subgroup of six sectors is incorrectly allocated to
thecontinuous-processregime.Thesectorsincontinuousprocesses thatareincorrectly
classified are more or less spread out over other regimes, with the exception of the
science-based regime.
Table9 Classification results
Predicted group membership Total
Regimes SB FP CS PE CP
Discriminant analysis using only first factors
Original
S B 510 31 1 0
F P 060 017
C S 201 003
P E 0001 46 2 0
C P 020 1 1 8 2 1
Cross-validated
S B 510 31 1 0
F P 150 017
C S 300 003
P E 1001 36 2 0
C P 031 3 1 4 2 1
Discriminant analysis using factors 1–3
Original
S B 510 309
F P 150 017
C S 003 003
P E 3101 33 2 0
C P 020 0 1 9 2 1
Cross-validated
S B 410 409
F P 150 017
C S 012 003
P E 3101 24 2 0
C P 020 2 1 7 2 1
Technology and the dynamics of industrial structures 809In conclusion, we find that a rather limited set of variables is necessary to discrim-
inate between technological regimes in Dutch manufacturing. On the technology side,
technological opportunities, the sources of external R&D, the ratio between product
and process innovators, and the distribution of total innovation expenditures are
included. Overall, these variables account for roughly two-thirds of the assignment of
sectors to technological regimes. Other technological variables, such as R&D coopera-
tion, innovation goals and turnover due to innovative products, are apparently not
related systematically to the differences in technological regimes in Dutch manufac-
turing,once differences in the previous set of variables are taken into account.
On the marketstructure and dynamics side,weobtain two‘scenarios’.Eitherwefind
only variables that measure static features of market structure, or we find that
differences in dynamics also matter. In the first scenario, in which we only account for
the principal components that explain most variance across regimes, we find that the
level of market concentration, as an expression of the degree of ‘inequality’ in the
market shares of major firms, and the average productivity, as an expression of firm
size, differ systematically across the technological regimes. In particular, the first two
discriminant functions contrast sectors of high technological opportunity and market
concentration to those with an opposite combination. Two patterns can be envisaged:
in the first, high degrees of technological opportunity and market concentration are
associated with product innovation and the use of external research from other
(domestic) firms, typical of the science-based regime and the complex-systems regime.
In the second,high degrees of technological opportunity and market concentration are
associated with a slight dominance of process innovation and the use of external
research from the (domestic) public infrastructure, typical of the fundamental-process
regime. In addition, the classification contrasts (through the third discriminant
function) market concentration with average productivity.There are sectors in which a
relatively high average productivity but low market concentration is observed. This
pattern, typical of the fundamental-process regime, suggests a greater role of firm size
and a structure of relatively ‘equal-sized’large firms.
In the second scenario, in which we look in more detail at the factors that explain
additional variance, we find that the shape of the size distribution, in terms of the
presence of medium-sized firms, and industrial dynamics, in terms of the entry and
survival of entrepreneurial firms, are linked systematically to the differences across
technological regimes. Here, the classification discriminates sectors in which high
technologicalopportunities are associated withthe contribution of personnelskillsand
the entry and survival of entrepreneurial firms. This pattern is observed in the
complex-systemsregime.Furthermore,thisclassification identifies conditionsinwhich
innovation is mainly product based and it benefits from research from within the
industryandinwhichentrepreneurialentriesaresubjectedtohighmortality rates.This
pattern is typical of the science-based and the product-engineering regimes. Finally,
differences emerge in the relative presence of medium-sized firms, which is especially
lowin the science-based regime.
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In this paper,we tested whichvariables can aptlydescribe and discriminate between the
sectoral patterns of innovation and industrial competition in Dutch manufacturing
using a new model of technological regimes. The model groups industrial sectors into
five regimes: science-based regimes, fundamental-process regimes, complex-systems
regimes,product-engineering regimes and continuous-process regimes.The character-
istics of innovation processes in each regime were characterized in a number of dimen-
sions, which fall into three broad categories: (i) the nature of the learning processes;
(ii) the sources of technological knowledge; and (iii) the factors inducing innovation.
In order to measure these dimensions, data from the second Dutch Innovation Survey
were used. This is a fairly comprehensive database of firms and industrial sectors, and
provides a number of indicators of the characteristics of technological regimes. This
approachovercomestheproblemsassociatedwiththeexclusiveuseof R&Dandpatents
statistics.
The patterns of industrial competition in each regime were characterized by using
static indicators of market concentration and average labour productivity as well as
dynamic indicators of persistence in market shares and productivity and the rates of
entries and exits. The indicators were constructed from the Production Statistics
dataset and the Business Register dataset of Dutch manufacturing.
Our exploratory analysis was aimed at identifying which variables discriminate best
between the five regimes. The analysis was undertaken in two stages. In the first stage,
we looked at the broad differences across regimes,by focusing on the technologicaland
market factors that explain the highest percentage of variability. When entering a large
set of variables,applying discriminant analysis led us to accept both variables related to
innovation activities and market structure as relevant to this purpose. The innovation
variables included a variable measuring the overall level of technological opportunity,
a variable measuring the relative importance of types of sources of external R&D,
and the ratio of product to process innovations. At this stage of analysis, the relevant
characteristics of industrial structure and dynamics included only static measures of
structure (concentration and average labour productivity).
In the second stage, we zoomed in on finer differences across regimes, by including
technological and market factors that explained additional variability. At this stage, the
discriminant analysis of the overall set of indicators leads further to the acceptance of
variables related to industrial dynamics as relevant to distinguishing across regimes.
These variables included the entry and exit rates of entrepreneurial firms. In addition,
the set of innovation variables extended to the composition of innovation expenditure.
Finally, the presence of firms in the central classes of the size distribution appeared as
the relevant variables for market structure. Our analysis explains roughly two-thirds of
the assignmentof sectors to technological regimes.
Our results thus generally supportthe use of theconcept of technologicalregimes to
analyse  the relationship between innovation  and the structures and dynamics of
industries. As the analysis showed, technological regimes help to ‘interrogate’ large
Technology and the dynamics of industrial structures 811databasesand provide ausefulframeworkto‘map’thediverseaspectsof theinnovation
process and those of the evolution of industrial structures. In particular, the results
give support to a more disaggregate classification than the distinction between the
‘Schumpeter Mark I’ and ‘Schumpeter Mark II’ patterns of innovation applied by, for
example, Malerba and Orsenigo. Further research is required on the relationship
between technological regimes and patterns of industrial competition. One of the
dimensions of analysis that deserve further attention is that of time. In this paper, we
focused on a specific time period for which data from the Community Innovation
Survey were available. However, the construction of time series of innovation survey
data would allow us to explore the effects of changes in technological regimes on the
long-term evolution of industrial structures.
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Appendix





CP Textiles processes (preparation, spinning, weaving and finishing)
CP Made-up textile articles, except apparel
CP Other textiles
CP Knitted and crocheted fabrics and articles
CP Wearing apparel; dressing and dyeing of fur
CP Leather and leather products
CP Wood and wood products
CP Pulp, paper and paperboard
CP Articles of paper and paperboard
CP Publishing; reproduction of recorded media
CP Printing and service activities related to printing
FP Coke, refined petroleum products and nuclear fuel
FP Inorganic basic chemicals
FP Organic basic chemicals (incl. agricultural chemicals)
FP Resins and man made fibres
FP Paints, varnishes and similar coatings, printing ink and mastics
SB Pharmaceutical products
FP Soap and detergents, cleaning and polishing preparations, perfumes and toilet
preparations
FP Other chemical products
PE Rubber and plasticproduc ts
CP Glass and glass products; ceramic products
CP Bricks, tiles and construction products, in baked clay; cement, lime and plaster; articles
of cement, lime and plaster
CP Other non-metallicmineral produc ts
CP Basicferrous metals
CP Basicprec ious and non-ferrous metals
CP Casting of metals
PE Structural metal products
814 O.MarsiliandB.VerspagenPE Tanks, reservoirs and containers of metal; central heating radiators; steam generators
PE Forging, pressing, stamping and roll forming of metal; powder metallurgy
PE Treatment and coating of metals; general mechanical engineering
PE Cutlery, tools and general hardware
PE Other fabricated metal products
PE Machinery for the production and use of mechanical power, except aircraft, vehicle and
cycle engines
PE Lifting and handling equipment
PE Non-domesticc ooling and ventilation equipment
PE Other general purpose machinery n.e.c.
PE Agricultural and forestry machinery
PE Special purpose machinery
PE Domestic appliances n.e.c.
SB Computers and other information processing equipment
SB Electric motors, generators and transformers
SB Electricity distribution and control apparatus
SB Insulated wire and cable; accumulators, primary cells and primary batteries
SB Lighting equipment and electric lamps
SB Electrical equipment n.e.c.
SB Electronic valves and tubes and other electronic components
SB Telecommunication equipment
PE Medical and surgical equipment and orthopaedic appliances
PE Measuring and control instruments; watches and clocks
SB Photocopy and photographic equipment
CS Motor vehicles
PE Bodies (coachwork) for motor vehicles; trailers and semi-trailers
PE Parts and accessories for motor vehicles and their engines
PE Building and repairing of ships and boats
CS Motorcycles and bicycles
CS Other transport equipment (including aircraft)
CP Furniture
PE Miscellaneous manufacturing n.e.c.
CP Recycling
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