Abstract. It has been shown by Voiculescu and Biane that the analytic subordination property holds for free additive and multiplicative convolutions. In this paper, we present an operatorial approach to subordination for free multiplicative convolutions. This study is based on the concepts of 'freeness with subordination', or 's-free independence', and 'orthogonal independence', introduced recently in the context of free additive convolutions. In particular, we introduce and study the associated multiplicative convolutions and construct related operators, called 'subordination operators' and 'subordination branches'. Using orthogonal independence, we derive decompositions of subordination branches and related decompositions of s-free and free multiplicative convolutions. The operatorial methods lead to several new types of graph products, called 'loop products', associated with different notions of independence (monotone, boolean, orthogonal, s-free). We also prove that the enumeration of rooted 'alternating double return walks' on the loop products of graphs and on the free product of graphs gives the moments of the corresponding multiplicative convolutions.
Introduction
Multiplication of free random variables X 1 and X 2 with distributions µ 1 and µ 2 , respectively, leads to the multiplicative convolution µ 1 µ 2 , introduced by Voiculescu [23] in the C ¦ -algebra framework, which gives the distribution of the product of X 1 and X 2 (the general case of measures with unbounded support was studied by Bercovici and Voiculescu [7] ).
Let M R denote the set of probability measures on R Ö0, Õ. If µ È M R , we can define (1.1)
which, in the case when µ has finite moments of all orders, becomes the moment generating function ψ µ ÔzÕ n 1 µÔX n Õz n , where µÔX n Õ are the moments of the unique functional µ : CÖX× C defined by µ. In order to study µ 1 µ 2 , Voiculescu introduced the S-transform of µ defined by S µ ÔzÕ Ô1 zÕψ ¡1 µ ÔzÕßz, where ψ ¡1 µ ÔzÕ denotes the inverse of ψ µ ÔzÕ with respect to composition. The key multiplicative formula for the S-transforms is given by S µ 1 µ 2 ÔzÕ S µ 1 ÔzÕS µ 2 ÔzÕ.
In our approach, a central role is played by the transform related to ψ µ ÔzÕ, namely (1.2) η µ ÔzÕ ψ µ ÔzÕ 1 ψ µ ÔzÕ where z È CÞR . Using this transform, Biane [8] has proved the subordination property for free multiplicative convolutions of probability measures on R (and also for probability measures on the unit circle T). Earlier, the subordination property for free additive convolutions [22] was discovered by Voiculescu [24] for compactly supported measures on R, generalized by Biane [8] to arbitrary measures on R (see also [17] for a related approach).
For instance, subordination for free multiplicative convolutions of probability measures on R says that for given µ 1 , µ 2 È M R ÞØδ 0 Ù, there exist analytic self-maps η 1 , η 2
of CÞR , such that (1.3)
One says that η µ 1 µ 2 is subordinate to both η µ 1 and η µ 2 , with η 1 and η 2 being the socalled subordination functions. These functions play a key role in the analytical study of free convolutions [3, 4, 10] . The functions η 1 and η 2 are unique and can be viewed as η-transforms of certain probability measures on R which are not concentrated at zero. This defines a binary operation Ñ on M R ÞØδ 0 Ù, namely (1.4) η 1 ÔzÕ η µ 2 Ñ µ 1 ÔzÕ, and η 2 ÔzÕ η µ 1 Ñ µ 2 ÔzÕ. The associated convolution µ 1 Ñ µ 2 , introduced in this paper, is called the s-free multiplicative convolution and it plays the role of the multiplicative analog of the s-free additive convolution µ 1 µ 2 studied in [16] .
The subordination formulas (1.3) are related to the so-called monotone multiplicative convolution of probability measures on R , introduced and studied by Bercovici [6] . This convolution can be defined by the equation (1.5) η µ 1 µ 2 ÔzÕ η µ 1 Ôη µ 2 ÔzÕÕ for z È CÞR , where µ 1 , µ 2 È M R . Using this convolution and the s-free multiplicative convolution, we can write subordination equations (1.3) in the convolution form (1.6)
Further, we show that one can decompose both s-free and free multiplicative convolutions of compactly supported measures on R which are not concentrated at zero in terms of simpler convolutions. For that purpose we introduce another convolution of µ 1 , µ 2 È M R ÞØδ 0 Ù called the orthogonal multiplicative convolution, denoted µ 1 µ 2 . It plays the role of a multiplicative analog of the orthogonal additive convolution on R, introduced and studied in [16] . Using transforms, one can define this convolution by (1.7) η µ 1 µ 2 ÔzÕ zη µ 1 Ôη µ 2 ÔzÕÕ η µ 2 ÔzÕ for z È CÞR . Using this convolution, we obtain a decomposition of the s-free multiplicative convolution of µ 1 Ñ µ 2 in terms of an infinite sequence of alternating µ 1 , µ 2 if these are compactly supported. In view of (1.6), this leads to a decomposition of the free multiplicative convolution. In a similar way one can treat probability measures on the unit circle T, denoted M T . In that case, η µ is the integral over T and z lies inside the open unit disc D. One defines subordination functions for µ 1 , µ 2 È M ¦ , where M ¦ M T ÞØµ : µÔXÕ 0Ù. Let us also observe that a number of results hold for distributions µ 1 , µ 2 È Σ, where Σ denotes the set functionals µ : CÖX× C, which send 1 into 1. In that case, the functions η µ are understood as formal power series.
One of the main points of this paper is that our study of the relations between subordination functions and their decompositions uses operatorial techniques. Namely, we construct bounded operators on Hilbert spaces, which correspond to all compactly supported convolutions which appear in the subordination equations and in the decompositions of s-free convolutions. Our approach is based on the decomposition of the free product of Hilbert spaces ÔH, ξÕ ÔH 1 , ξ 1 Õ ¦ ÔH 2 , ξ 2 Õ, as (two different) orthogonal direct sums (1.8) H n 1 H Ôn¡1Õ ÔιÕ H ÔnÕ ÔῑÕ for each ι È I Ø1, 2Ù, where 1 2 and 2 1, with H ÔnÕ ÔιÕ denoting the subspace spanned by alternating tensor products of order n which do not end with a vector from H 0 ι : H ι Cξ ι , following the original notation of Voiculescu [21] (see also [25] ), and we set H Ô0Õ ÔιÕ Cξ for each ι È I. By P ι ÔnÕ we denote the canonical projection from H onto H Ôn¡1Õ ÔιÕ H ÔnÕ ÔιÕ and we set P ξ to be the projection onto Cξ. Finally, we define the so-called vacuum state ϕÔ¤Õ Ü¤ξ, ξÝ on BÔHÕ.
According to the above decomposition, we can represent bounded free random variables in the form of 'orthogonal series' (1.9)
where ι È I and X ι ÔjÕ P ι ÔjÕX ι P ι ÔjÕ. These series play a crucial role in our study of subordination for both free additive convolutions [16] and free multiplicative convolutions, studied in this paper. Let us remark that the 'orthogonal series' were introduced in a more general context of 'monotone closed *-algebras' of operators 'affiliated' with unital *-algebras [14] . In that approach, we used the 'monotone tensor product' (reminding the von Neumann tensor product) to represent free random variables. Let µ 1 , µ 2 be ϕ-distributions of bounded random variables X 1 and X 2 , respectively, which are free with respect to ϕ. In the case of free additive convolutions, crucial was the decomposition of their sum in terms of 'additive subordination branches', namely Moreover, in order to include all bounded positive random variables, we shall need the operation Ñ to be defined for all compactly supported µ 1 , µ 2 È M R . For that purpose we set (1.14)
µ Ñ δ 0 δ µÔXÕ and δ 0 Ñ µ δ 0 for compactly supported µ È M R , which turns out natural in our operatorial setting.
Using these notations, and choosing, for simiplicity, an existence-type formulation, we can summarize our subordination result for positive operators as follows. using the notion of 'orthogonal independence'. These decompositions corresponds to decompositions of s-free convolutions in terms of orthogonal convolutions. In a similar way we obtain operatorial subordination results for unitary operators, or even more generally, for bounded operators.
The main examples of operators related to subordination for the free additive convolution, or, more generally, to various notions of independence I, are the adjacency matrices of subgraphs of the corresponding I-product graphs G 1 IG 2 (in our study, I stands for orthogonal, comb, star, s-free or free). In fact, to each independence I, we can associate an additive and a multiplicative convolution, (1.16)
respectively. Recall that the additive I-convolution of spectral distributions of rooted graphs corresponds to the addition of 'monochromatic' I-independent adjacency matrices S ι , ι È I, and that, in turn, is related to the enumeration of rooted (i.e. root-to-root) walks on G 1 IG 2 (for details, see [2] and its references).
In order to find a 'universal' multiplicative analog of this theorem, one needs to introduce a new concept of a product of G 1 and G 2 for each I-independence, which we call the I loop product and denote G 1 I ℓ G 2 . Roughly speaking, G 1 I ℓ G 2 is obtained by adding colored loops to G 1 IG 2 in a suitable way. We assume that the product graph has a 'natural coloring', by which we mean that each copy of G ι is colored with color ι, where ι È I. The procedure of adding loops is equivalent to replacing each S ι by its 'unitization' R ι obtained from S ι by adding some projection, in such a way that makes
Quite naturally, in order to formulate our result, we shall use the formal power series η Z corresponding to the variable Z R 2 R 1 , namely
and interpret N Z ÔnÕ as the 'first return moments' in the state ϕ e associated with the root e. These moments are related to the enumeration of walks of the same class, which we find to be rooted alternating d-walks ('d-walk' is our abbreviation of 'double return walks originating with color 1') counted on different products. Finally, in view of the relation to independence I just mentioned, these moments agree with the η-moments of the corresponding multiplicative convolutions µ 1 ¢ I µ 2 . It is not hard to see that this result can be generalized to the framework of random walks [26] .
Multiplication theorem. Let G 1 I ℓ G 2 be naturally colored and let AÔG 1 I ℓ G 2 Õ R 1 R 2 be the decomposition of its adjacency matrix induced by the coloring. Then
ÔeÕ where Z R 2 R 1 and D 2n ÔeÕ denotes the set of rooted alternating d-walks on
The paper is organized as follows. In Section 2, we introduce basic notions, including the s-free multiplicative convolution. In Section 3, we introduce and study the concepts of comb-and star loop products of graphs and find relations between rooted alternating d-walks on these graphs and the monotone and boolean multiplicative convolutions, respectively. In Section 4, we introduce and study the orthogonal multiplicative convolution. In Section 5 we define ans study the corresponding notion of the orthogonal loop product of rooted graphs. In Section 6 we show, by means of analytical methods, that the definition of the orthogonal multiplicative convolution can be extended to arbitrary measures on R and T. The main operatorial results of the paper are contained in Sections 7 and 8, where we introduce and study operators on the free and s-free Fock spaces which are related to subordination for multiplicative free convolutions and their decompositions. Finally, in Section 9 we find a relation between free and s-free multiplicative convolutions and the enumeration of rooted alternating d-walks on the free product of graphs and on the s-free loop product of graphs, respectively.
Throughout the whole paper we understand that I Ø1, 2Ù and we adopt the notation 1 2 and 2 1.
Preliminaries
By a non-commutative probability space we understand a pair ÔA, ϕÕ, where A is a unital algebra over C and ϕ is a linear functional ϕ : A C such that ϕÔ1Õ 1. If A is a unital *-algebra and ϕ is positive (called a state), then ÔA, ϕÕ is called a *-probability space. If, in addition, A is a C ¦ -algebra, then ÔA, ϕÕ is called a C ¦ -probability space.
By the Gelfand-Naimark-Segal theorem, a C ¦ -probability space can always be realized as a subalgebra of bounded operators on a Hilbert space H with a distinguished unit vector ξ, for which ϕÔaÕ Üaξ, ξÝ for a È A.
By a random variable we will understand any element a of the considered algebra A. If A is equipped with an involution, then a random variable a will be called self-adjoint if a a ¦ . The ϕ-distribution of a random variable a is the functional µ a : CÖX× C given by µ a Ô1Õ 1, µ a ÔX n Õ ϕÔa n Õ. In particular, if ÔA, ϕÕ is a C ¦ -probability space, then the distribution µ a of a self-adjoint random variable a È A extends to a compactly supported probability measure µ on the real line. In that case we will often use the same notation µ for both the distribution of a and the associated compactly supported probability measure.
Various notions of 'independence' I lead to several types of convolutions of distributions (probability measures). If we have two random variables, X 1 È A 1 and X 2 È A 2 with ϕ-distributions µ 1 and µ 2 , respectively, , where A 1 and A 2 are I-independent subalgebras of a noncommutative probability space ÔA, ϕÕ, then the additive convolution of µ and ν associated with I-independence is the ϕ-distribution of the sum X 1 X 2 . In turn, the multiplicative convolution of µ and ν is the ϕ-distribution of X 2 X 1 . In this paper we are interested in the free and s-free multiplicative convolutions associated with free and s-free independence, respectively. In order to decompose them, we shall use the monotone multiplicative convolution introduced by Bercovici [6] and we will introduce the orthogonal multiplicative convolution associated with the notion of 'orthogonal independence' [16] .
Definition 2.1. Let µ 1 , µ 2 È M R ÞØδ 0 Ù and let η 1 and η 2 be the associated subordination functions. The unique probability measures
and η 2 η σ 1 will be called the s-free multiplicative convolution of µ 1 , µ 2 and µ 2 , µ 1 , respectively. We set σ 1 µ 1 Ñ µ 2 and σ 2 µ 2 Ñ µ 1 . In a similar way we define the s-free multiplicative convolution of µ 1 , µ 2 È M ¦ .
The s-free multiplicative convolution defines a binary operation Ñ on both M R ÞØδ 0 Ù and M ¦ . It can be seen that it is neither commutative nor associative. We will show later that it is related to the concept of 'freeness with subordination', or 's-free independence', introduced in [16] (a relation between freeness and monotone independence was also studied in [15] ). Moreover, it allows us to rewrite (1.3) in terms of convolutions.
is the decomposition of the free multiplicative convolution corresponding to the subordination equations (1.3). A similar result holds for µ 1 , µ 2 È M ¦ .
Proof. This fact is an immediate consequence of (1.3), in view of (1.5).
By a rooted set we understand a pair ÔX, eÕ, where X is a countable set and e is a distinguished element of X called root. By a rooted graph we understand a pair ÔG, eÕ, where G ÔV, EÕ is a non-oriented graph with the set of vertices V V ÔGÕ, and the set of edges E EÔGÕ ØÔx, x ½ Õ : x, x ½ È V Ù and e È V is a distinguished vertex called the root. We identify Ôx, x ½ Õ with Ôx ½ , xÕ since we consider non-oriented graphs, but when speaking of walks we find it convenient to say that Ôx, x ½ Õ begins with x and terminates with x ½ . Another reason for using this notation for edges is that of main interest to us are graphs which have loops, i.e. edges of the form Ôx, xÕ, where x È V . The notion of a rooted graph can be easily generalized to allow multiple edges. Formally, we then obtain a rooted multigraph, but we will still use the term 'rooted graph', or simply 'graph' since all graphs will be considered to have a root. Moreover, we will very often omit the root in our notation and denote by G the rooted graph ÔG, eÕ if no confusion arises. Thus, in a graph G we denote by nÔx, x ½ Õ the number of edges connecting x and x ½ (it may be zero).
For (rooted) graphs we will also use the notation nÔx, x ½ ÕδÔx ½ Õ for x È V . Notice that the sum on the right-hand-side is finite since our graph is assumed to be locally finite. It is known that AÔGÕ is bounded iff G is uniformly locally finite.
By the spectral distribution of AÔGÕ in a state ψ on l 2 ÔV Õ we understand the measure µ for which
and by the spectral distribution of the rooted graph ÔG, eÕ we understand the spectral distribution of AÔGÕ in the state ϕ e Ô.Õ Ü.δÔeÕ, δÔeÕÝ.
A walk from v 0 to v n on a graph G is an alternating sequence of vertices and edges of the form (2.5)
with vertices v 0 , v 1 , . . . , v n È V ÔGÕ and edges β 1 , β 2 , . . . , β n È EÔGÕ, such that β i is an edge connecting v i¡1 and v i . The lenght of w is given by lÔwÕ n. We allow v i¡1 v i , in particular this happens if β i is a loop.
A subwalk of w is a subsequence of w of the form (2.6)
where 0 i j n. In the case when G does not have multiple edges, we can identify w with the sequence Ôv 0 , v 1 , . . . , v n Õ with the understanding that v i¡1 v i (in this case there is no confusion which edge connecting v i¡1 and v i is chosen) for 1 i n.
The set of walks from v to v ½ will be denoted W Ôv, v ½ Õ and we set W Ôv, vÕ W ÔvÕ.
n ¡ 1 will be called an f-walk. Note that we do not require all vertices v 0 , v 1 , . . . , v n¡1 in an f-walk to be distinct. The set of f-walks from v to v will be denoted F ÔvÕ. Subsets of W ÔvÕ and F ÔvÕ consisting of walks and f-walks of length n, respectively, will be denoted W n ÔvÕ and F n ÔvÕ, respectively.
A walk w can also be represented as a sequence of subwalks; in particular, an alternating sequence of edges and subwalks of the form (2.7)
w Ôw 0 , β 1 , w 1 , β 2 , w 2 , . . . , w r¡1 , β r , w r Õ, where w 0 is a walk from v 0 to some v iÔ1Õ , β 1 is an edge connecting v iÔ1Õ with v iÔ1Õ 1 , w 1 is a walk from v iÔ1Õ 1 to some v iÔ2Õ , β 2 is an edge connecting v iÔ2Õ with v iÔ2Õ 1 , and so on, finally, w r is a walk from v iÔrÕ 1 to v iÔr 1Õ v n . We shall also use similar representations of walks which begin or end with an edge. Representing a walk in terms of edges and subwalks is very convenient when the subwalks w 1 , w 2 , . . . , w r are of special type (for instance, are f-walks).
A graph G whose edges are colored with colors from the set I will be called an I- Edge-coloring by a two-element set is natural in the case of many products of rooted graphs. In particular, the products of rooted graphs of type G 1 IG 2 have the property that every edge of the product graph belongs either to a copy of G 1 , or to a copy of G 2 .
Thus we can color the edges of all copies of G ι with color ι, where ι È I, in which case we will say that G 1 IG 2 is naturally colored. In turn, we will say that the product G 1 I ℓ G 2 is naturally colored if its coloring is inherited from G 1 IG 2 . Let us also remark that our condition that an alternating walk should begin with an edge of color 1 (and thus end with an adge of color 2) is caused by the fact that we want to identify the given walk w and its 'reverse' obtained by reversing the order in (2.12).
We end this Section with elementary formulas for the 'first return moments' of a random variable X, by which we understand the coefficients of the formal power series η X associated with the distribution of X. If X is a random variable in a non-commutative probability space ÔA, ϕÕ, then the 'moment generating function' and the 'first return moment generating function', respectively, associated with the ϕ-distribution µ of X, are given by formal power series (2.8)
where the numbers N X ÔnÕ, n È N, will sometimes be called 'first return moments of X'.
Below we give a convenient algebraic formula for these 'first return moments'. For that purpose, let us take the extension of ÔA, ϕÕ to a larger noncommutative probability space, namely, the free product with identified units A ¦ CÖP ×, where P 2 P , with the state given by the linear extension of (2.9)
where, slightly abusing notation, we also denote the new state by ϕ [13] . In particular, in the C ¦ -algebra context, P can be interpreted as the projection onto Cξ, where ξ is the cyclic unit vector of the GNS triple associated with ÔA, ϕÕ. Proposition 2.2. Let X be a random variable in a noncommutative probability space ÔA, ϕÕ. Then (2.10)
Proof. This is a straightforward consequence of (1.2).
Finally, let us prove an elementary fact about a relation between the 'first return moments' of products of 'monochromatic' adjacency matrices in certain I-colored graphs and the cardinalities of the sets D 2n ÔeÕ. Proposition 2.3. Let ÔG, eÕ be an I-colored uniformly locally finite graph, and let
AÔGÕ
A 1 A 2 be the decomposition of AÔGÕ induced by the coloring. If the set of rooted alternating f-walks of even lenghts is empty, then Let us note that all graph products considered in this paper satisfy the assumptions of Proposition 2.3, and therefore, walk-counting is always reduced to rooted alternating d-walks.
Comb and star loop products of graphs
We begin with recalling the notions of the additive [18] and multiplicative [6] monotone convolutions and show that the η-moments of the latter are related to the enumeration of alternating d-walks on a new version of the comb product of graphs called the 'comb loop product'. Definition 3.1. Two subalgebras A 1 , A 2 of a unital algebra A are monotone independent with respect to a normalized linear functional ϕ on A if ϕÔw 1 a 1 bÕ ϕÔbÕϕÔw 1 a 1 Õ and ϕÔba 2 w 2 Õ ϕÔbÕϕÔa 2 w 2 Õ, ϕÔw 1 a 1 ba 2 w 2 Õ ϕÔbÕϕÔw 1 a 1 a 2 w 2 Õ, whenever a 1 , a 2 È A 1 , b È A 2 and w 1 , w 2 are arbitrary elements of the unital algebra algÔA 1 , A 2 Õ generated by A 1 and A 2 . In particular, we will say that the pair Ôa, bÕ of elements of A is monotone independent w.r.t. ϕ if the algebras generated by these elements are monotone independent.
Suppose ϕ-distributions of random variables a 1 and a 2 are µ 1 and µ 2 , respectively. If the pair Ôa 1 , a 2 Õ is monotone independent w.r.t. ϕ, then the ϕ-distribution of the sum a 1 a 2 is the monotone additive convolution µ 1 é µ 2 . In turn, if the pair Ôa 1 ¡1, a 2 ¡1Õ
is monotone independent w.r.t. ϕ, then the ϕ-distribution of the product a 2 a 1 is the monotone multiplicative convolution µ 1 µ 2 . The corresponding formal power series
is understood in terms of
analytic self-maps of CÞR or T, respectively. For details, see [19] (additive case) and [6] (multiplicative case). It is known that the monotone independence can be associated with the comb product of graphs [1] . Let us recall the definition of the comb product and follow up with the corresponding loop product.
Definition 3.2. The comb product of rooted graphs ÔG 1 , e 1 Õ and ÔG 2 , e 2 Õ is the rooted graph ÔG 1 é G 2 , eÕ obtained by attaching a copy of G 2 by its root e 2 to each vertex of G 1 , where we denote by e the vertex obtained by identifying e 1 and e 2 . If no confusion arises, we denote the comb product by G 1 é G 2 . If we identify its set of vertices with V 1 ¢ V 2 , then its root is identified with e 1 ¢ e 2 . Definition 3.3. Suppose the edges of the comb product ÔG 1 é G 2 , eÕ are naturally colored. The comb loop product of rooted graphs ÔG 1 , e 1 Õ and ÔG 2 , e 2 Õ is the rooted graph ÔG 1 é ℓ G 2 , eÕ obtained from ÔG 1 é G 2 , eÕ by attaching a loop of color 1 to each vertex but the root of each copy of G 2 .
Let us justify the above definition. We follow the observation made by Bercovici [6] that in order to introduce a multiplicative convolution associated with monotone independence, one needs to 'unitize' the usual monotone independent variables. It has been shown in [5] that one of the possible choices is to take variables of the form (3.1)
where a ι , 1 ι È BÔH ι Õ, with ÔH ι , ξ ι Õ, being Hilbert spaces with distinguished unit vectors and identity operators 1 ι , and ι È I. Then the moments of the product R 2 R 1 in the state associated with the vector ξ 1 ξ 2 agree with the moments of µ 1 µ 2 .
If a ι is taken to be the adjacency matrix of a (uniformaly locally finite) graph G ι , ι È I, then the term 1 1 P Ã 2 corresponds to glueing a loop of color 1 to each vertex but the root of each copy of G 2 . Thus, R 1 is obtained from the usual comb product adjacency matrix S 1 by adding a projection L 1 , wheras R 2 S 2 , where (3.2)
and R 1 , R 2 are the adjacency matrices of 'monochromatic', 1 and 2-colored subgraphs, respectively. This realization can be generalized to arbitrary random variables in noncommutative probability spaces, using the extensions of functionals given by (2.9).
Remark 3.1. It is not difficult to show that the comb loop product of graphs G 1 and G 2 is isomorphic to the usual comb product of larger graphs Ö G 1 and Ö G 2 . However, in order to keep the same coloring of the product graph (wich is needed for counting alternating walks) one has to use two colors for Ö G 2 . Namely, Ö G 2 is obtained from G 2 by glueing a loop of color 1 to each vertex but the root of G 2 . Then we indeed have
, but usefulness of this relation seems to be limited (roughly speaking, we have a simpler product but a more complicated coloring).
Example 3.1. Let us consider the example of the comb loop product of graphs given in Figure 1 . We choose both G 1 and G 2 to have a loop at the root (to distinguish the loops, we draw loops of color 1 smaller than loops of color 2, which is helpful in the enumeration of alternating walks). Then G 1 é ℓ G 2 has loops of two types: loops whose origin can be traced back to graphs G 1 and G 2 (these are all loops which are at the glueing points), or are added to the usual comb product in the process of forming the comb loop product. Denote by Ôv, vÕ ι the loop from v to v of color ι. The following walk is a rooted alternating d-walk:
where the sequence of edges of color 1,
forms a rooted f-walk of color 1, which is interlaced with the sequence Ôw 1 , w 2 , w 3 , w 4 Õ of loops of color 2: Proof. From Definition 3.3 and (3.1) it follows that
where the pair ÔR 1 ¡ 1, R 2 ¡ 1Õ is monotone independent w.r.t. ϕ e , the state associated with e and R ι , ι È I, is the adjacency matrix of the ι-colored subgraph. Moroever, by Proposition 2.2, N Z ÔnÕ is the number of alternating d-walks on G 1 é ℓ G 2 of lenght 2n. This proves the first equation in (1.13) for monotone independence. Now, from equation (1.5), we obtain the combinatorial formula
where it is tacitly assumed that the indices k 1 , k 2 , . . . , k r are positive integers and numbers N µ ÔnÕ are coefficients of η µ treated as formal power series
The above combinatorial formula allows us to find a correspondence between these η-moments and rooted alternating d-walks on G 1 é ℓ G 2 . Let us observe that N µ 1 ÔrÕ is the number of rooted f-walks of lenght r on G 1 and N µ 2 ÔkÕ is the number of rooted f-walks of lenght k on G 2 . On the other hand, recall that in the comb loop product
there is only one copy of G 1 (with e 1 identified with the root e of the product graph), with a copy of G 2 attached by its root to every vertex x of G 1 (the vertex x becomes then the only common vertex of this copy of G 2 and the original copy of G 1 ). In addition, loops of color 1 are glued to all vertices but the roots of these copies of G 2 . Therefore, each rooted alternating d-walk on G 1 é ℓ G 2 consists of a sequence of edges of G 1 which forms an f-walk of color 1, namely c Ôv 0 , v 1 , v 2 , . . . , v r¡1 , v r Õ È F ÔeÕ, and alternating f-walks c i È F Ôv i Õ, i 1, . . . , r, with the first edge of color 2, attached to every vertex of c. Note that the number of alternating f-walks from v i to v i with the first edge of color 2 is equal to the number of walks from e 2 to e 2 in graph G 2 -the only difference is that if the latter has lenght k i , the fomer has lenght 2k i ¡ 1 since each edge must be followed by a loop of color 2. Thus, the contribution from each product of the form
Ôk r Õ to the RHS of the formula for N µ 1 µ 2 ÔnÕ is equal to the number of all such f-walks c of color 1 which have r edges, interlaced with r alternating f-walks of lenghts 2k 1 ¡1, 2k 2 ¡ 1, . . . , 2k r ¡ 1. The summation over k 1 k 2 . . . k r n indicates that all alternating f-walks involved must have 2n ¡r edges together. The summation over 1 r n gives exactly the cardinality of D 2n ÔeÕ, which finishes the proof.
Let us observe here that (3.1) can be generalized to arbitrary random variables in noncommutative probability spaces with distributions µ 1 , µ 2 È Σ if one treats P 1 and P 2 as idempotents and uses extensions of states ϕ 1 , ϕ 2 given by (2.9). Then, the combinatorial formula in the proof of Theorem 3.1 remains valid for
Let us apply these formulas to the graph G 1 é ℓ G 2 in Fig.1 . Let µ 1 and µ 2 be the spectral distributions associated with G 1 and G 2 , respectively. By counting f-walks on G 1 and
In turn, using the above formulas and Theorem 3.1, we get D 2 ÔeÕ 1, D 4 ÔeÕ D 6 ÔeÕ 2 and D 8 ÔeÕ 4, which can also be verified directly by counting comb walks on
For completeness, let us also briefly discuss the case of the star product of graphs G 1 AE G 2 and find its relation to the boolean mutliplicative convolution. Definition 3.4. The star product of rooted graphs ÔG 1 , e 1 Õ and ÔG 2 , e 2 Õ is the rooted graph ÔG 1 AE G 2 , eÕ obtained by glueing G 1 and G 2 at their roots and taking this common root to be the root of the product. The star loop product ÔG 1 AE ℓ G 2 , eÕ is obtained from naturally colored ÔG 1 AE G 2 , eÕ by adding loops of color ι to every vertex but the root of G ι , where ι È I.
Recall here the definition of the boolean multiplicative convolution of distributions
. Treating η µ ÔzÕ as a formal power series, we define 
This formula defines as a binary operation on M T [11] . However, if
then the RHS does not always give the ρ-transform of a probability measure on R [5] . Nevertheless, the well-known relation [8, 24] (3.5)
ÔzÕ where ρ ι ÔzÕ η ι ÔzÕßz, ι È I, can still be written in terms of convolutions as (3.6)
which was our motivation to use the symbol Ñ for the s-free convolution (an analogous formula holds for
If a ι is the adjacency matrix of a graph G ι , where ι È I, then, using a similar reasoning as in the case of the comb loop product, we introduce operators of the form
which can be viewed as the adjacency matrices of the 1-and 2-colored subgraphs of the product graph ÔG 1 AE ℓ G 2 , eÕ. Moreover, these are exactly the operators which give the moments of the boolean multiplicative convolution of spectral distributions of G 1 and G 2 since the pair ÔR 1 ¡ 1, R 2 ¡ 1Õ is boolean independent w.r.t. ϕ e . An example of a star loop product is given in Fig.2 .
Let us also note that formulas (3.3)-(3.4) can be used if a 1 , a 2 are random variables in arbitrary noncommutative probability spaces -this is obtained if one uses extended states (2.9). This gives a realization of the boolean multiplicative convolution of arbi-
Proposition 3.1. The Multiplication Theorem holds for boolean independence, the associated loop product G 1 AE ℓ G 2 , and the multiplicative convolution µ 1 µ 2 .
Proof. The proof is similar to that of Theorem 3.1 and is based on the easy combinatorial formula 
These formulas can be used to count rooted alternating d-walks on the product graph given in Fig. 2 
Orthogonal multiplicative convolution
For given positive bounded random variables X 1 and X 2 with distributions µ 1 and µ 2 , we want to find a positive random variable Z on some Hilbert space whose distribution is given by the multiplicative analog of the orthogonal convolution, denoted µ 1 µ 2 .
Let us first recall the notion of orthogonal independence [16] .
Definition 4.1. Let ÔA, ϕ, ψÕ be a unital algebra with a pair of linear normalized functionals and let A 1 and A 2 be non-unital subalgebras of A. We say that A 2 is orthogonal to A 1 with respect to Ôϕ, ψÕ if
, and any elements w 1 , w 2 of the unital algebra algÔA 1 , A 2 Õ generated by A 1 and A 2 . We say that the pair Ôa, bÕ of elements of A is orthogonal with respect to Ôϕ, ψÕ if the algebra generated by b È A is orthogonal to the algebra generated by a È A. Definition 4.2. Let ÔA, ϕ, ψÕ be a unital algebra with a pair of normalized linear functionals and let A 1 , A 2 be a pair of (in general, non-unital) subalgebras of A, such that A 2 is orthogonal to A 1 w.r.t. Ôϕ, ψÕ. Let a 1 , a 2 È A be random variables with ϕ-distribution µ 1 and ψ-distribution µ 2 , respectively. The orthogonal multiplicative convolution of µ 1 and µ 2 , denoted µ 1 µ 2 , is the distribution of a 2 a 1 , where Ôa 1 ¡1, a 2 ¡1Õ is orthogonal w.r.t. Ôϕ, ψÕ.
In order to find a Hilbert space realization of the orthogonal multiplicative convolution of compactly supported probability measures, recall the definition of the orthogonal product of two Hilbert spaces with distinguished unit vectors ÔH 1 , ξ 1 Õ and ÔH 2 , ξ 2 Õ. Thus, the orthogonal product of ÔH 1 , ξ 1 Õ and ÔH 2 , ξ 2 Õ is the pair ÔH, ξÕ, where . Using U, we define faithful non-unital *-homomorphisms
where P 1 , P 2 are the projections onto Cξ 1 and Cξ 2 , respectively. Then the pair Ôτ 1 Ôa 1 Õ, τ 2 Ôa 2 ÕÕ is orthogonal w.r.t. Ôϕ, ψÕ, where ϕ and ψ are states on BÔHÕ associated with the unit vector ξ and any unit vector ζ È H 0 1 , respectively. For details, see [16] .
For simplicity, we will identify vectors from H with their images in H 1 H 2 under the isometry U as well as bounded operators a, b with τ 1 Ôa 1 Õ, τ 2 Ôa 2 Õ, respectively, and we will carry out computations in
Then there exist a Hilbert space H with unit vectors ξ and ζ, and ran-
, where ϕ and ψ are states associated with ξ and ζ, respectively.
Proof. Let H H 1°H2 with the canonical unit vector ξ ξ 1 ξ 2 and let ζ ζ 1 ξ 2 , where ζ 1 is an arbitrary unit vector from H 0 1 . Define
where P Ã i 1 i ¡ P i and P i is the canonical projection onto Cξ i and 1 i denotes the identity in BÔH i Õ, i 1, 2. Therefore, denoting 1 1 1 1 2 , we get
which, due to the appropriate tensor product form, implies that the pair ÔR 1 ¡1, R 2 ¡1Õ is orthogonal w.r.t. Ôϕ, ψÕ, where ϕ is the state associated with ξ and ψ is the state associated with ζ. Moreover, elementary calculations show that the ϕ-distribution of R 1 is µ 1 and that the ψ-distribution of R 2 is µ 2 , which completes the proof.
Corollary 4.1. Let µ 1 , µ 2 be compactly supported probability measures on R . Then there exist bounded positive random variables R 1 , R 2 on some Hilbert space H and unit vectors ξ, ζ È H, such that R 1 has ϕ-distribution µ 1 , R 2 has ψ-distribution µ 2 and
Proof. There exist positive operators
(standard multiplication operators) which have distributions µ 1 and µ 2 , respectively, with respect to the states ϕ 1 and ϕ 2 associated with the constant functions equal to one, h 1 and h 2 , respectively. We can then use the framework of Proposition 4.1 to get self-adjoint bounded random variables on H L
and R 2 R 1 R 2 is a bounded positive operator on H. Moreover, R 2 R 1 R 2 has the same ϕ-distribution as R 1 R 2 , which is obtained from the following calculation:
By using the adjoints, we can interchange the order of R 1 and R 2 under the symbol ϕ. Therefore, the probability distribution of R 2 R 1 R 2 extends to the compactly supported measure µ 1 µ 2 on R .
We will now compute the ϕ-distribution of the product Z : R 2 R 1 , where R 1 and R 2 are given by Proposition 4.1, and derive a formula for η Z . In this context, let us observe that one can generalize Proposition 4.1 to arbitrary random variables in noncommutative probability spaces since formulas for R 1 and R 2 remain valid provided one takes extensions of states given by (2.9) and uses Proposition 2.2. Therefore, further developments in this Section will hold for arbitrary random variables in noncommutative probability spaces. This corresponds to taking distributions µ È Σ and the corresponding formal power series η µ and ρ µ .
In order to compute the ϕ-distribution of Z, let us decompose Z as
where
In order to compute the 'first-return moments' N Z ÔnÕ in the state ϕ, we need to compute the mixed ϕ-moments of Z i 's. However, it turns out that there are only two types of them which give a non-vanishing contribution. We compute them in Propositions 4.3-4.4.
Proposition 4.2. For r odd and j 1 , j 2 , . . . , j r 1, we have
where m 1 k odd j k and all k i 's are equal to 1, except
and where the 'first return moments' N aι ÔsÕ refer to the state ϕ ι , ι È I.
Proof. We have
using the following properties:
Proposition 4.3. For r even and j 1 , j 2 , . . . , j r 1, we have
where m 1 k even j k and all k i 's are equal to 1, except k j 2 1 j 3 1, k j 2 j 4 1 j 5 1, . . . , k j 2 j 4 ... j r¡2 1 j r¡1 1, and where the 'first return moments' N aι ÔsÕ refer to the state ϕ ι , ι È I.
Proof. Using similar arguments as in the proof of Proposition 4.3, we get 
If the distribution of a 2 is concentrated at zero, then η Z ÔzÕ zµ 1 ÔXÕ, where µ 1 is the ϕ-distribution of a 1 .
Proof. Suppose the ϕ-distribution of a 2 is not the Dirac delta. Then, writing the RHS of equation (4.4) 
Now, for n 1, it holds that
where all k i 's are assumed to be positive integers, Using Proposition 2.2 and the explicit form of Z i 's, we get
where j 1 , j 2 , . . . , j r are positive integers. Note that on the RHS of the formula for d n we have the sum of products 
When we return to the ϕ-moments µ 1 µ 2 ÔX n Õ, using (1.2), we can express them in terms of 'universal polynomials' Q n Ôµ 1 ÔXÕ, . . . , µ 1 ÔX n Õ, µ 2 ÔXÕ, . . . , µ 2 ÔX n¡1 ÕÕ, but one should note that they are not homogenous as in the case of free convolutions [25] .
Convolutions of measures on R and T.
In this section we show that the orthogonal multiplicative convolution can be defined for arbitrary probability measures on R which are not concentrated at zero, as well as for arbitrary probability measures on the unit circle T.
For the following result, we refer the reader to the works of Belinschi and Bercovici [3, 4] . We shall use this result to prove that formula (4.4), which was shown to hold for formal power series corresponding to distributions of random variables, can also be used to define µ 1 µ 2 for µ 1 , µ 2 È M R and µ 2 δ 0 , if formal power series are replaced by analytic functions on CÞR .
Proposition 5.1. If µ 1 , µ 2 È M R and µ 2 is not concentrated at zero, then there exists a unique probability measure µ È M R , such that
The measure µ will be defined to be the orthogonal multiplicative convolution of µ 1 and µ 2 , denoted µ 1 µ 2 .
Proof. For z È CÞR , let us define This proves that condition (2) of Theorem 5.1 holds for the map η.
Next, for any z È C , we have ψ µ 2 ÔzÕ È C , using the integral representation of ψ µ 2 ÔzÕ given by (1.1). This implies that η µ 2 ÔzÕ È C , since 
If µ È M R is associated with sequences of Jacobi parameters Ôα, ωÕ, where α Ôα n Õ n 0 and ω Ôω n Õ n 0 , which we write JÔµÕ Ôα, ωÕ, then, using the continued fraction representation of G µ , we obtain (5.3)
. . . and a related continued fraction for ρ µ . Conversely, this formula, together with the first formula of (1.7), enables us to compute the Jacobi sequences corresponding to the orthogonal multiplicative convolution. In the case of compactly supported measures, the Jacobi sequences uniquely determine the corresponding measure.
Example 5.1. Let δ a be the Dirac measure with a 0 and let µ È M R be compactly supported, with the associated Jacobi sequences JÔµÕ Ôα, ωÕ. Then ρ µ ÔzÕ a and therefore, ρ δa µ ÔzÕ ρ δa Ôη µ ÔzÕÕ a, which gives δ a µ δ a . In turn, ρ µ δa ÔzÕ ρ µ ÔazÕ.
Let us denote the corresponding transformation of compactly supported measures by S a . In terms of reciprocal Cauchy transforms, it can be defined by a convex linear combination
Õz,
where D λ µ is the dilation of measure µ by λ, defined by D λ µÔEÕ µÔλ ¡1 EÕ. In terms of the transforms η, we have η Saµ ÔzÕ η Daµ ÔzÕßa, using (5.2). We also have η Daµ ÔzÕ η µ ÔazÕ. Note that S a µ ÔT a ¥ D a Õµ, where T t ¡1 is the so-called t-transformation of measures [9] . If µ is compactly supported, we can write η Saµ in the form of a continued fraction
In particular, µ δ 1 µ, thus δ 1 is the right unit w.r.t. the operation on M R , and δ 1 µ δ 1 .
Example 5.2. If µ 1 Ô1 ¡ pÕδ 0 pδ 1 and µ 2 Ô1 ¡ qÕδ 0 qδ 1 , then the corresponding reciprocal Cauchy transforms are
, which gives
and therefore, in view of (4.6), we obtain A result analogous to Theorem 5.1 also holds for the set M T of probability measures on the unit circle T Øz È C : z 1Ù. Here, the class of self-maps η of the open unit disc D Øz È C : z 1Ù is used, which is again related to the transforms η µ . For details, we refer the reader to the works of Belinschi and Bercovici [3, 4] . 
where we understand that η µ 1 Ô0Õß0 η ½ µ 1 Ô0Õ. This measure µ will be defined to be the orthogonal multiplicative convolution µ 1 µ 2 .
Proof. First of all, observe that ηÔzÕ z since η µ 1 has the same property by 
Orthogonal loop product of graphs
In this section we establish a relation between the orthogonal multiplicative convolution of compactly supported probability measures and a new type of product of graphs called the 'orthogonal loop product'.
As in the monotone case, we begin with recalling the definition of the orthogonal product of graphs [2, 16] . Then we will modify this product in an appropriate manner to find a relation with the orthogonal multiplicative convolution. Definition 6.1. The orthogonal product of two rooted graphs ÔG 1 , e 1 Õ and ÔG 2 , e 2 Õ is the rooted graph ÔG 1°G2 , eÕ obtained by attaching a copy of G 2 by its root e 2 to each vertex of G 1 but the root e 1 , where e is taken to be equal to e 1 . If its set of vertices is identified with V 1°V2 : ÔV 0 1 ¢ V 2 Õ Øe 1 ¢ e 2 Ù, then e is identified with e 1 ¢ e 2 .
It is worth noting that the orthogonal product of graphs resembles their comb product. The difference is that in the comb product the second graph is glued by its root to all vertices of the first graph, whereas in the orthogonal product the second graph is glued to all vertices but the root of the first graph. Definition 6.2. Suppose the edges of the orthogonal product ÔG 1°G2 , eÕ are I-colored. The orthogonal loop product of rooted graphs ÔG 1 , e 1 Õ and ÔG 2 , e 2 Õ is the rooted graph ÔG 1°ℓ G 2 , eÕ obtained from ÔG 1°G2 , eÕ by attaching a loop of color 1 to all vertices but the root of each copy of G 2 , and a loop of color 2 to the root of G 1 .
The justification of the above definition is similar to that in Remark 3.1. It is enough to deduce the glueing rules from the expressions for R 1 and R 2 , given in the proof of Proposition 4.1, interpreting a ι as the adjacency matrix of graph G ι , ι È I. Also, there is an easy analog of Remark 3.1. Finally, it follows from [2] that the additive analog of the Multiplication Theorem holds for orthogonal independence. An example of the orthogonal loop product of graphs is given in Fig.3 (cf. Figs.1-2 ).
Example 6.1. In the orthogonal loop product of graphs given in Fig.3 Theorem 6.1. The Multiplication Theorem holds for orthogonal independence, the associated loop product G 1°ℓ G 2 , and the multiplicative convolution µ 1 µ 2 .
Proof. The proof is similar to that of Theorem 3.1, but the combinatorics is based on a different formula for formal power series, namely
, which leads to the combinatorial formula
where it is assumed that k 1 , k 2 , . . . , k r¡1 are positive integers. Recall that in the orthogonal product G 1°G2 there is one copy of G 1 (with e 1 identified with the root e of the product graph) with a copy of G 2 attached by its root to every vertex x of G 1 but the root e 1 . Therefore, each d-walk w È D 2n ÔeÕ is a sequence of r edges of G 1 , which themselves must form an f-walk c Ôe, v 1 , v 2 , . . . , v r¡1 , eÕ of color 1, interlaced with alternating f-walks w i È F Ôv i Õ, 1 i r ¡ 1 and a loop of color 2, w r Ôe, eÕ 2 . Note that this is the only way to produce a rooted alternating d-walk since the only edge of color 2 incident on e is the loop and therefore, in order to get an alternating walk, the first f-walk which begins and ends with an edge of color 1 must be followed by the loop at e of color 2 to make a double return to e. The contribution from each product of type
to the RHS of the above formula is equal to the number of all such f-walks c of color 1 which have r edges and are interlaced with r ¡ 1 f-walks of lenghts 2k 1 ¡ 1, 2k 2 ¡ 1, . . . , 2k r¡1 ¡1 attached to all vertices of c but one (we choose this vertex to be the root since we want the considered walk to be an f-walk). The summation over all 1 r n and 2k 1 2k 2 . . . 2k r¡1 ¡ r 1 2n ¡ 1 indicates that the first f-walk u 1 in the d-walk w Ôu 1 , u 2 Õ is of lenght 2n ¡ 1, and u 2 is the loop of lenght 1. The summation over 1 r n gives exactly the cardinality of D 2n ÔeÕ, which finishes the proof. Example 6.2. Let us apply the formulas of Example 4.1 to the enumeration of rooted alternating d-walks on the graph G 1°ℓ G 2 in Fig.3 
Subordination operators
In analogy to the additive case [16] , where we introduced and studied operators related to the subordination property for the free additive convolution, we shall now present an analogous approach to the subordination property for the free multiplicative convolution. We will mainly refer to sets M R and M T , which correspond to positive and unitary operators, but the operatorial subordination will also hold for all bounded operators.
Let ÔH ι , ξ ι Õ, where ι È I, be Hilbert spaces with distinguished unit vectors. Then their Hilbert space free product ÔH 1 , ξ 1 Õ ¦ ÔH 2 , ξ 2 Õ is ÔH, ξÕ where
H ι Cξ ι and ξ denoting a unit vector (canonical scalar product is used).
For any h È H ι , denote by h 0 the orthogonal projection of h onto H 0 ι . Moreover, let (7.2)
for ι È I and n È N, and, for convenience, we set H Ô0Õ ÔιÕ K Ô0Õ ÔιÕ Cξ with the canonical projection P ξ : H Cξ. Since our index set I consists of two elements, the above notation gives identifications
Nevertheless, it is convenient to use both sequences, (7.2) and (7.3), as well as direct sums As in our previous work, we decompose the free product of Hilbert spaces as (two different) orthogonal direct sums (7.6) H Of particular interest will be s-free products of Hilbert spaces, ÔH ι , ξ ι Õ and ÔH ι , ξ ι Õ, denoted ÔH ι H ι , ξÕ and defined [16] as the pair ÔK ι , ξÕ where
and ι È I. The direct sum decompositions
hold for each ι È I. Let x È BÔH 1 Õ and y È BÔH 2 Õ be fixed random variables. The corresponding free random variables X 1 : λÔxÕ and X 2 : λÔyÕ are elements of BÔHÕ, where λ is the free product representation on H, and can be decomposed according to (7.6) as
where X ι ÔjÕ P ι ÔjÕX ι P ι ÔjÕ, j È N, can be viewed as replicas of x and y, respectively, where ι È I. Using (7.6) and (7.9), we also have the decompositions Here, and also in the sequel, we denote by the same symbols, X ι ÔjÕ and P ι ÔjÕ, the corresponding operators on K ι .
We shall use representations of free random variables as 'orthogonal series' with the unit singled out, namely (7.12)
x ι ÔjÕ where x ι ÔjÕ X ι ÔjÕ ¡ P ι ÔjÕ and ι È I, j È N. If no confusion arises, we will distinguish the first term in the above series by a special notation and write x ι x ι Ô1Õ. Let us remark that the above form is suitable for the study of multiplicative convolutions, where units play a special role (roughly speaking, they have to be subtracted when it comes to proving some kind of independence). We begin with the decomposition of the product X ι X ι which corresponds to Eq.(1.3)
for µ 1 , µ 2 È M R , and therefore involves positive operators. Theorem 7.1. Let X ι , ι È I, be positive random variables which are free with respect to ϕ, and denote t ι 1 x ι , T ι
Then X ι X ι has the same ϕ-distribution as t ι T ι t ι and the pair Ôt ι ¡ 1, T ι ¡ 1Õ is monotone independent with respect to ϕ.
Proof. Note that T ι introduced above is well-defined since
is positive as an orthogonal direct sum of positive random variables. Using a similar argument, we get positivity of
Computations of square roots give
where X ι ÔjÕ P ι ÔjÕλÔ zÕP ι ÔjÕ for j È N, with z x or z y if ι 1 or ι 2, respectively, which leads to
Now, we use the fact that X ι X ι has the same ϕ-distribution as X ι X ι X ι , which completes the proof of the first part of the theorem.
We will show now that the pair Ôt ι ¡1, T ι ¡1Õ is monotone independent w.r.t. ϕ. For simplicity, we denote x t ι ¡ 1 and y T ι ¡ 1.
Case 1. If y
n is in the middle of the moment, we compute ϕÔw 1 xy n xw 2 Õ, where n È N and w 1 , w 2 È algÔx, yÕ. Note that the range of x is C H 0 ι , therefore, we only need to find the action of y n onto ξ and h È H 0 ι . Using the explicit form of X ι ¡ x ι , we get
where r k X ι ÔkÕ¡P ι ÔkÕ and z j X ι ÔjÕ¡P ι ÔjÕ and therefore r k ξ 0 for any k 2.
Similarly, we get y n h Üy n h, hÝh mod KÔιÕ K Ô1Õ ÔιÕ for any h È H 0 ι of norm h 1. Note that h plays the role of a cyclic vector for the restriction of the free product representation π 1 ¦ π 2 to the unital algebra generated by y. Thus Üy n h, hÝ ϕÔy n Õh, which gives
i.e. the required condition for monotone independence. Case 2. If y n is at the end of the moment, we get
using the relation for y n ξ obtained above and the fact that KÔιÕ Kerx, which finishes the proof.
Corollary 7.1. If, in addition, X ι has ϕ-distribution µ ι δ 0 for ι È I, then the ϕ-distribution of T ι is given by the s-free multiplicative convolution µ ι Ñ µ ι .
Proof. First, note that the variable t ι has ϕ-distribution µ ι . In view of (1.5) and Theorem 7.1, we have η µ 1 µ 2 η µ 1 ¥ η σ 2 η µ 2 ¥ η σ 1 , where σ 1 and σ 2 are the ϕ-distributions of T 1 and T 2 , respectively. From the definition of the s-free multiplicative convolution, it follows that σ 1 µ 1 Ñ µ 2 and σ 2 µ 2 Ñ µ 1 , which proves our assertion.
Remark 7.1. In analogy to the terminology used in analytic subordination [8, 23] , we can say that X ι X ι is 'subordinate to t ι and t ι , with T ι and T ι , respectively, being the corresponding 'subordination operators'. Let us remark, however, that operators T ι , ι È I, are not good candidates for 'subordination branches' of the product of free random variables since they are not suitable for further decomposition. In that sense, they are not multiplicative analogues of the 'additive subordination branches' [16] , or the branches of the free product of graphs introduced by Quenell [20] . In the next section we will introduce and study such analogues, whose decompositions will correspond to decompositions of s-free multiplicative convolutions.
A similar operatorial subordination result can be established for bounded operators which includes unitary operators (the latter are related to M T ).
Theorem 7.2. Let X ι , ι È I, be bounded random variables which are free with respect to ϕ. Then, for each ι È I, the operator X ι X ι has the same ϕ-distribution as Q ι q ι , where q ι 1 x ι and Q ι X ι ÔX ι ¡x ι Õ. Moreover, the pair Ôq ι ¡1, Q ι ¡1Õ is monotone independent with respect to ϕ. Finally, if X ι , ι È I, are unitary, then the operators q ι , Q ι , ι È I, are unitary.
Proof. The proof of the statements concerning bounded operators is similar to that of Theorem 7.1. Therefore, we shall just prove unitarity of Q ι and q ι . Writing operators q ι and X ι ¡ x ι in the form of orthogonal series
Similarly, q ¦ ι q ι 1 and ÔX ι ¡ x ι Õ ¦ ÔX ι ¡ x ι Õ 1. This proves unitarity of q ι and X ι ¡ x ι , from which we obtain unitarity of Q ι . The remaining part of the proof is similar to that of Theorem 7.1.
Corollary 7.2. Let µ ι and σ ι be the ϕ-distributions of X ι and Q ι , respectively, for ι È I. Then the ϕ-distribution of X ι X ι is given by µ ι σ ι for each ι È I. In particular, if the operators X ι are unitary, then σ ι µ ι Ñ µ ι for each ι È I.
Proof. The first statement follows from Theorem 7.3 and the definition of the monotone multiplicative convolution of distributions. The proof of the second statement is similar to that of Corollary 7.2 (the s-free convolution of measures from M ¦ is used).
Subordination branches
In order to introduce operator-valued 'multiplicative subordination branches' associated with the product of bounded free random variables, let us introduce random variables
Therefore, on each of the 's-free Fock spaces', K ι , ι È I, we get an 'interlaced' sequence of operators
Each of these two sequences is used in the definition of one sequence of operator-valued 'multiplicative subordination branches'. Proof. This fact can be easily checked by decomposing the units according to (7.11) . We choose to show unitarity of
Unitarity of R ι ÔmÕ for arbitrary m can be proved in similar way. Positivity of R ι ÔmÕ follows easily from the appropriate decomposition of the unit. In addition to branches U ι ÔmÕ, we shall need operators obtained from U ι ÔmÕ by 'order reversal'. Namely, let
, where ι È I and m È N, will be called multiplicative positive subordination branches.
For simplicity, we will also use the terms: 'bounded branches', 'unitary branches' and 'positive branches'. As in the case of operators R ι ÔmÕ, where m È N and ι È I, we get two sequences of alternating (bounded, unitary) branches
for each ι È I, and similar sequences of positive branches. Recall that existence of 'interlaced branches' was also observed for the additive (self-adjoint) subordination branches [16] .
Of particular interest are branches of 1st order, and it is therefore of advantage to use a special notation for the first two operators in each 'interlaced' sequence given by x ι ÔjÕ where again, the unit 1 has to be interpreted as 1 Kι and 1 K ι , respectively. Note that although we have two different units here, the operators which appear in the same 'interlaced' sequence contain the same unit. This, in turn, leads to a special notation for branches of 1st order, U ι
Many computations can be reduced to branches of 1st order since their ϕ-distributions agree with the distributions of branches of higher orders with respect to suitably chosen states.
Let us examine the ϕ-distributions of branches of first order. In fact, we will show that Y ι and U ι have the same ϕ-distributions as T ι for given ι È I. Proof. We shall give the proof in the more difficult case of positive operators (the proof for the case of bounded operators is similar). For n 1, we have Let us now compare the moments of T ι with those of Y ι . We have
To fix attention, suppose that ι 2 and denote, for convenience, z k x 1 ÔkÕ and y k x 2 ÔkÕ. Now, let us observe that in the finite set of variables of type z k and y j , where k 2 and j 1, which are used when calculating X 2 ÔX 1 ¡ x 1 Õ n¡1 X 2 ξ there are no z k 's for odd k's, or y j 's for even j's. This is because the only variable which may give a non-zero contribution when acting on ξ is y 1 , then only y 1 and z 2 may follow, of which the first operator can be followed by y 1 or z 2 , whereas the second -by z 2 , y 1 or y 3 , etc. This leads to
for any polynomial P in two noncommuting variables. This shows that T 2 and Y 2 have the same ϕ-distributions.
Finally, we will show that U 2 and V 2 have the same ϕ-distributions. Using the notation used in the previous paragraph, we have
for any natural n, and therefore, we need to show that the right-hand-sides of the above equations are equal to each other. Note that the products of variables z k and y j in words w which appear in mixed moments ϕÔwÕ giving non-zero contributions to the above moments satisfy the following three conditions: (i) whenever z k stands next to z m or y k next to y m , it holds that k m,
(ii) whenever y j stands next to z k , it holds that j ¡ k 1, (iii) the word w begins and ends with the letter y 1 . Let us denote by W the set of words in letters L Øz k , y j : k even, j oddÙ subject to conditions (i)-(iii). In turn, let W ½ and W ¾ , respectively, denote the sets of all words in letters
subject to conditions (i) and (iii), where products of type z k y j and y j z k are treated as letters. When they are used to form words, they are denoted by Öz k y j × and Öy j z k ×, respectively. Note that W W ½ and W W ¾ . More importantly, there is a bijection τ : W ½ W ¾ defined by 'shifting brackets to the left'. Namely, τ is uniquely defined by τ Ôw 1 Õ w 1 and the recursion
is the first such pair (counting from the left). In this recursion, we shift the brackets to the left from this pair to the closest possible pair y m , z k lying to its left (in view of (iii), such a pair must exist). It is not hard to see that its inverse is given by τ ¡1 Ôu 2 Õ u 2 and the recursion
Again, note that for every such pair Öy j z k × there must exist y m standing to its right in view of (iii). Clearly, for every w È W ½ it holds that ϕÔτ ÔwÕÕ ϕÔwÕ. This completes the proof.
We are ready to prove a theorem, which will lead to a relation between the distributions of two consecutive branches. For that purpose, introduce operators Proof. We shall prove the more difficult case of positive random variables. Without loss of generality, let ι 1 and, for notational simplicity, consider the case m 1 (the proof of the general case is similar). Denote
In the first part of the theorem we need to prove that Y 1 has the same ϕ-distribution as Z 1 Y 2 . Using orthogonal decompositions and 'square root calculus', we obtain
and therefore
since Y 2 ξ ξ and also R 3 R 2 ξ ξ. Therefore, the ϕ-distribution of Y 1 agrees with the ϕ-distribution of Z 1 Y 2 .
In the proof of orthogonality, denote, as before, x 1 x 1 Ô1Õ, and y 2 Y 2 ¡1 K 1 . Using orthogonal decompositions and 'square root calculus', we can write
and therefore Y 2 ξ ξ, which implies that y 2 ξ 0. Therefore, we get ϕÔwy 2 Õ 0 and therefore, by taking the adjoints, ϕÔy 2 wÕ 0 for any w È algÔx 1 , y 2 Õ. This gives the first orthogonality condition. Now, let us prove the second orthogonality condition, i.e.
1 w 2 Õ ¡ ϕÔw 1 x 1 ÕϕÔx 1 w 2 ÕÕ for any k È N and w 1 , w 2 È algÔx 1 , y 2 Õ. Note that the 'lowest order term' in the expression for y 2 , which turns out to be of special importance when x 1 stands next to y 2 , is of the form
Recall that P 2 Ô2Õ is the projection onto H where ψ is the state associated with ζ. Note that ψ gives the same moments of the variable y 2 irrespective which ζ is taken and they agree with the corresponding moments in the state ϕ 2 . Finally, since
which completes the proof of the second orthogonality condition.
Corollary 8.1. Let µ ι and σ ι be ϕ-distributions of (bounded operators) X ι and U ι , respectively, for each ι È I, and let ψ m¡1 be the state associated with any unit vector ζ È H Ôm¡1Õ ÔιÕ, where m È N. Then (1) the ψ m¡1 -distribution of U ι ÔmÕ agrees with σ ι for every m 2 and ι È I, (2) it holds that σ ι µ ι σ ι for each ι È I, 
for n 2 (of course, this sequence can also be defined by for any measures, for which the operation has been defined).
and the corresponding η-transforms converge uniformly on the compact subsets of CÞR to the η-transforms of the limit measures. An analogous result holds for µ 1 , µ 2 È M ¦ .
Proof. In view of Corollary 4.6, for fixed m È N, Ôµ 1 n µ 2 ÕÔmÕ Ôµ 1 m µ 2 ÕÔmÕ for all n m, from which we obtain convergence of moments as for any distributions 
whereas their transforms in the 'continued composition form':
where the right-hand sides are understood as the uniform limits on compact subsets of CÞR or D. Actually, these formulas can be used to compute some examples, including simple examples of µ 1 µ 2 (without using S-transforms). Using the weak limits, we also get (8.14)
δ 0 Ñ µ δ 0 and µ Ñ δ 0 δ µÔXÕ and (8.15) µ δ 0 δ 0 δ 0 µ, for any compactly supported probability measure on C, where we used the well-known relations µ δ 0 δ 0 δ 0 δ µÔXÕ . Let us finally show that the multiplicative subordination branches are related to the notion of s-free independence, as it was the case of their additive counterparts. For that purpose, let us recall this concept [16] . Definition 8.3. Let ÔA, ϕ, ψÕ be a unital algebra with a pair of linear normalized functionals. Let A 1 be a unital subalgebra of A and let A 2 be a non-unital subalgebra with an 'internal' unit 1 2 , i.e. 1 2 b b b1 2 for every b È A 2 . We say that the pair ÔA 1 , A 2 Õ is free with subordination, or simply s-free, with respect to Ôϕ, ψÕ if ψÔ1 2 Õ 1 and it holds that (i) ϕÔa 1 a 2 . . . a n Õ 0 whenever a j È A Clearly, the definition of 1 2 immediately gives ψÔ1 2 Õ 1 as well as condition (ii) of s-freeness. Let us show that condition (i) also holds. Let A 1 algÔr 1 , 1Õ and A 2 algÔr 2 , 1 2 Õ. If in (i) we take a n È A 2 kerψ, then λÔa n Õξ 0, where λ is the free product representation, and hence (i) holds. If a n , a n¡2 , . . . È A 1 kerϕ and a n¡1 , a n¡3 , . . . È A 2 kerψ, then the GNS representation space for such a mixed moment is K 1 (none of a n¡1 , a n¡3 , . . . ever gets to act on ξ). Therefore, in the computation of this kind of moment, one can replace r 1 , r 2 and 1 2 by X 1 , X 2 and 1, respectively. But then (i) follows from the usual freeness condition.
Free product and s-free loop product of graphs
In this section we prove the Multiplication Theorem for s-free independence and free independence.
Let us recall the definition of the s-free product of rooted graphs [2, 16] . h h h r r r r r r r r r r r r r r r r e e e e e e e e e e e e e e e e Figure 4 . An example of the s-free loop product Definition 9.1. By the s-free product of rooted graphs ÔG 1 , e 1 Õ and ÔG 2 , e 2 Õ, denoted ÔG 1 G 1 , e 1 Õ, we understand the inductive limit of the sequence ÔB 1 ÔmÕ, e 1 Õ mÈN of rooted graphs, where B 1 Ô1Õ G 1°G2 and B ι ÔmÕ is obtained from B ι Ôm ¡ 1Õ by attaching by its root a copy of G 1 (if m is even), or a copy of G 2 (if m is odd) to every vertex of the difference B ι Ôm ¡ 1ÕÞB ι Ôm ¡ 2Õ. Remark 9.1. It can be seen that ÔB 1 ÔmÕ, e 1 Õ mÈN is a sequence of growing graphs with the root kept to be e ι , and therefore, the inductive limit exists. In a similar way we define ÔG 2 G 1 , e 2 Õ. It is easy to see that (9.1)
which can also serve an inductive definition of the considered sequences. These formulas are important since they correspond to the decomposition of the s-free additive convolution of the form
where µ ι is the spectral distribution of G ι [2] .
Using the decomposition (9.2), we proved the Addition Theorem for s-free independence in [2] . Our first goal in this Section is to prove the corresponding Multiplication Theorem. For that purpose, we introduce a new notion of graph product, called the 's-free loop product'. We follow it up with a proposition which justifies the definition. Definition 9.2. Suppose that the s-free product of graphs ÔG 1 G 2 , e 1 Õ is naturally colored. The s-free loop product of ÔG 1 , e 1 Õ and ÔG 2 , e 2 Õ is the graph ÔG 1 ℓ G 2 , e 1 Õ obtained from ÔG 1 G 2 , e 1 Õ by attaching a loop of color 2 to the root e 1 .
Example 9.1. Consider the s-free loop product of graphs given in Fig.4 , which can be viewed as a 'binary tree with loops' (the product graph is of course infinite, only our picture is truncated at distance 5 from the root). Note that graph G 1 has a loop at the root, and so do copies of G 1 in the product graph, whereas G 2 does not have any loops. We produce G 1 G 2 in the inductive way (Definition 9.1 is used). Now, in order to obtain the s-free loop product, we attach one additional loop of color 2 to the root (we draw this loop larger than loops of color 1). On the level of the adjacency matrices, this additional loop corresponds to the projection P ξ as the proof of Proposition 9.1 shows. Note that the main purpose of attaching this extra loop is to fit the s-free multiplicative convolution into the general scheme of the Multiplication Theorem, where counting Moreover, the ϕ e -distribution of R 1 is µ 1 , the ψ-distribution of R 2 is µ 2 and the pair ÔR 1 ¡1, R 2 ¡1Õ is s-free independent w.r.t. Ôϕ e , ψÕ, where ψ is the state associated with any unit vector ζ È H 0 1
Proof. It follows from [2, 16] that the adjacency matrix of the s-free product of graphs is of the form By Definition 9.1, the adjacency matrix of the corresponding s-free loop product is obtained by adding the projection P 0 to the adjacency matrix of the subgraph of color 2, namely S 2 , which corresponds to attaching the loop of color 2 to the root. This gives
where R 1 S 1 and R 2 P ξ S 2 .
In view of Proposition 8.2, the pair ÔR 1 ¡1, R 2 ¡1Õ is s-free independent w.r.t. the pair Ôϕ, ψÕ, where ψ is the state associated with any unit vector ζ È H 0 1 (here, 1 denotes the unit on l 2 ÔV Õ, where V is the set of vertices of G 1 ℓ G 2 , which corresponds to K 1 ).
Moreover, it is easy to check that the ϕ e -distribution of R 1 is µ 1 and the ψ-distribution of R 2 is µ 2 . This completes the proof.
Thus, the first part of the Multiplication Theorem for s-free independence is proved. We now need to find a connection between the 'first return moments' of R 2 R 1 and cardinalities of the sets D 2n . In that context, note that in order that the set D of all rooted alternating d-walks on G 1 ℓ G 2 be non-empty, either G 1 or G 2 must have a loop at e 1 or e 2 , respectively. In fact, otherwise, starting an alternating walk from the root of G 1 G 2 , one cannot return to it since the m-th edge of that walk must be of different color than the m¡ 1-th edge and thus it must belong to B j ÔmÕÞB j Ôm¡1Õ, and therefore its distance from the root (understood as the distance of the vertex closer to the root) equals m ¡ 1 and thus tends to as m . Theorem 9.1. The Multiplication Theorem holds for s-free independence, the associated loop product G 1 ℓ G 2 , and the multiplicative convolution µ 1 Ñ µ 2 .
Proof. For notational simplicity, denote σ 1 µ 1 Ñ µ 2 , σ 2 µ 2 Ñ µ 1 and In view of (9.7), it is enough to show that the expression on the RHS is equal to F 2n¡1 Ôe 1 Õ . By the inductive assumption, we replace in the above formula each N σ 2 Ôk i Õ by D 2k i Ôe 1 Õ , and then, using (9.7), by F 2k i ¡1 Ôe 1 Õ , 1 i r ¡1. Therefore, we need to justify the above formula, viewing N σ 1 ÔnÕ as the number of rooted alternating f-walks on B 1 and N σ 2 Ôk i Õ, 1 i r ¡1, as numbers of rooted alternating f-walks on B 2 . Since
we can observe that each rooted alternating f-walk of lenght 2n ¡ 1 on B 1 consists of a rooted f-walk c Ôv 0 , v 1 , . . . , v r Õ È F r Ôe 1 Õ of color 1, for some 1 r n, with r ¡ 1 alternating f-walks w i È F Ôv i Õ on copies of B 2 attached to vertices v i , where 1 i r¡1.
The latter must begin and terminate with edges of color 2 since no edge of color 1 is incident on the roots of these copies. Thus, the expression given on the RHS of the above formula gives the numbers of all alternating rooted f-walks of total lenght r Ô2k 1 ¡ 1Õ Ô2k 2 ¡ 1Õ . . . Ô2k r¡1 ¡ 1Õ r 2Ôn ¡ 1Õ ¡ Ôr ¡ 1Õ 2n ¡ 1 summed over 1 r n, which completes the proof.
Example 9.2. The lowest order first return moments N µ 1 Ñ µ 2 ÔnÕ are given by
where we used the results of Example 6.2. The enumeration of d-walks given in Example 9.1 can be easily verified by substituting to the above formulas only the non-vanishing moments: N µ 1 Ô1Õ 1, N µ 1 Ô2Õ 2, N µ Finally, we will prove the Multiplication Theorem for free independence. In this case, one does not need to introduce a new type of graph product since no 'unitization' of adjacency matrices is necessary to make them freely independent (basically, this is because units are identified in the case of the free product of algebras). Nevertheless, if neither of the graphs, G 1 or G 2 , have loops at their roots, then the set of rooted alternating d-walks on G 1 ¦ G 2 is empty. Now, we can decompose the free product of graphs as
with the root e of G 1 ¦ G 2 obtained by identifying the root e 1 of G 1 with the root e 2 of B 2 (see [2, 16, 20] ). In view of Proposition 9.1, N σ 2 Ôk i Õ F 2k i ¡1 Ôe 2 Õ , where e 2 is the root in B 2 . Of course, N µ 1 ÔrÕ F r Ôe 1 Õ , where e 1 is treated as the root of G 1 . Therefore, the RHS of the above combinatorial formula gives the number of rooted walks w on G 1 ¦ G 2 consisting of an f-walk c Ôv 0 , v 1 , . . . , v r Õ È F r ÔeÕ, interlaced with rooted alternating f-walks w 1 , w 2 , . . . , w r on copies of B 2 attached to vertices v 1 , v 2 , . . . , v r , respectively. In other words, we have w Ôβ 1 , w 1 , β 2 , w 2 , . . . , β r , w r Õ, 
