Objective. To identify variables correlated with a diagnosis of diabetic peripheral neuropathy (DPN) using random forest modeling applied to electronic health records.
Introduction
With an estimated prevalence in the United States of 9.3% [1] , diabetes is a major health care issue. The prevalence is likely to increase as a result of the aging of the population and changes in lifestyle factors, the latter of which has especially been noted to contribute to a higher rate of type 2 diabetes among children and adolescents [2] .
Diabetic peripheral neuropathy (DPN) is one of the most common neurologic complications of diabetes, resulting from disease processes that include decreased microvascular blood flow due to poor glycemic control [3] [4] [5] . DPN represents a spectrum from being asymptomatic to that accompanied by painful symptoms that may range from mild to severe, in which case it is known as painful diabetic peripheral neuropathy (pDPN). In contrast to diabetes, which can potentially be reversed in some patients, the underlying source of DPN, damage to the peripheral nerves, is irreversible, and there is no cure. Thus, the need to appropriately manage DPN becomes a long-term endeavor once it develops.
The presence of DPN, with or without pain, is associated with significantly greater health care resource utilization and direct medical costs relative to patients with diabetes, with the highest utilization and costs among pDPN patients reporting severe pain [6] . Additionally, resource utilization and costs have been reported to substantially increase, by almost 50%, after a diagnosis of DPN [7] . Thus, reducing DPN may not only be of benefit to patients, but may also be advantageous to the health care system. A first step toward this goal is determining the likelihood of DPN among individuals with type 2 diabetes by identifying specific factors associated with a diagnosis.
A limited number of studies have evaluated a variety of demographic and disease factors that may be associated with developing DPN [8] [9] [10] [11] [12] . In one study, DPN significantly correlated with diabetes duration, quality of metabolic control, cigarette smoking, and the presence of cardiovascular disease, and DPN severity correlated with hypertension, dyslipidemia, microalbuminuria, alcohol consumption, and body mass index [11] . However, the cross-sectional nature of this study limited inferences about whether these risk factors are independent contributors to DPN or are concomitant comorbidities associated with poor glycemic control. While additional studies have consistently reported that glycemic control is a key predictor of DPN and have provided data suggestive of other associated factors [9, 10, 12] , there remains a paucity of studies evaluating a complete range of variables.
One approach is to use real-world data to identify variables that correlate with a DPN diagnosis. This approach can inform health care providers of patients who may need specific evaluation, and identify patients who are at risk, including undiagnosed patients, which can facilitate effective management strategies.
The greater availability of electronic health records (EHRs), which are increasingly being implemented in health care systems to manage patient care and improve quality outcomes, represent real-world, patientlevel data and present an opportunity to evaluate a variety of variables for the value of their correlation. EHRs capture integral components of care that may not be readily available in claims databases, including information from all providers involved in a patient's care across multiple health care organizations. Use of such data can be of potential importance to managed care stakeholders to enable identification of discrete populations and for making treatment decisions. New ways of evaluating such data can expand on its application to the clinical setting. Therefore, the objective of this analysis was to identify variables that correlate with a DPN diagnosis by applying a modeling technique, random forest, to EHR data.
Random forest modeling is a computationally extensive, robust data mining technique that can accommodate large sets of proposed variables as input to identify factors associated with the outcome of interest using an ensemble of regression or classification trees [13] . Both categorical and numerical outcomes can be included as variables in the model, and it has good predictive accuracy properties, having built-in cross-validation that enables ranking of the importance of the variables associated with the outcome. Random forest has recently been used to identify predictors of a fibromyalgia diagnosis based on EHR data [14] , and another study suggested that this technique may be of potential value for the diagnosis and evaluation of progression of diabetic retinopathy [15] .
Methods

Data Source
The data source for this retrospective analysis is structured, de-identified EHR data from the Humedica database (http://www.humedica.com/solutions/research), which has broad geographic representation encompassing approximately 30 million patients and contains information on demographics, diagnoses, and health care resource utilization including inpatient and outpatient encounters, medications, and procedures. Humedica extracts data from each health care provider's EHR system and normalizes the data from among the disparate systems regardless of which EHR is used; many of the more than 20 provider groups run EHR systems from multiple vendors over disparate sites of care.
Subjects
A total of 323,378 adult patients ( 18 years of age) with type 2 diabetes were identified from the database 
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From the total population, a "training" dataset (n ¼ 216,279) was used for model development, and a "test" dataset (n ¼ 107,099) was reserved to confirm model performance. The random forest model was developed to identify variables that correlate with a DPN diagnosis among those with diabetes based on input into the model of 70 variables (Supplementary  Data Table S1 ). Variables used in the model were derived from the 1 year pre-index data. These variables included demographics; clinical characteristics such as the Charlson Comorbidity Index (CCI), which was included because it is a useful measure that provides an inventory of clinical comorbidities to enhance understanding of the medical history of patients; health care resource characteristics captured from the EHR database that were previously identified as being significantly different between the DPN and diabetes cohorts [6] ; and variables identified from the literature as being potentially correlated [11] . However, as not all databases are alike, not all risk factors can be identified. All available data were used in defining variables with no imputation for missing data; routinely reported data that were missing were left out of the analysis. All available ICD-9 codes were used in defining variables, hence the absence of an ICD-9 code was not considered missing data.
The variables were entered into the random forest model (repeated 5 cross-validations of 10-fold each with 1,500 bootstraps) with internal downsampling to account for cohort imbalance, as DPN was present in 10.8% of the diabetes population. The top 10 most important correlated variables were identified among the 70 variables input into the model and ranked based on normalization to 100% for the variable with the largest loss in performance by its omission from the model. The model was then rerun with these 10 variables to further characterize their importance in the absence of the influence of the other variables. Accuracy (sensitivity and specificity) of the model for identifying correlates was evaluated using receiver operating characteristic curves (ROC).
In order to enhance the interpretability of the variables identified in the model, a set of rules was developed using the C5.0 technique [16] , which generates sets of criteria that can be used to identify subsets of subjects who have a high probability of DPN or a high probability of no DPN; 0.70 was considered reasonable as a high cutoff value for classifying a patient as having DPN, and 0.20 was a low DPN probability. The minimum, maximum, and 20th, 40th, 60th, and 80th percentiles of the 10 factors are first computed based on the training data set. Each combination of the 10 factors across the six percentiles is then used to create 6 10 possible combinations. One example combination used in a simulated data set consists of all 10 factors at their minimum value in the training set. Duplicate values of combinations and combinations resulting in probabilities of DPN between 0.20 and 0.70 are eliminated, resulting in 148,070 combinations and their probabilities in the simulated data set to derive the C5.0 rules. While any of these rules could be used for estimating the probability of a DPN or no DPN diagnosis, each component of the rule must be satisfied in order to make the determination. Table 1 presents the demographic characteristics as previously described [6] , and shows that relative to diabetes, the DPN cohort was significantly older (64.8 vs 61.4 years; P < 0.0001) and had a higher proportion of males (49.0% vs 46.8%; P < 0.0001) and smokers (34.2% vs 28.9%; P < 0.0001). While both cohorts were more than three-quarters white, the overall racial distribution was significantly different (P < 0.0001), as was geographic distribution (P < 0.0001). Both cohorts were characterized by similar body mass indices that indicated obesity ( 30).
Results
Subjects
Random Forest Model
From among all the variables evaluated during the 1-year pre-index period that were used as input into the random forest model, the top 10 variables associated with a DPN diagnosis are shown in Figure 1 , along with their relative importance for correlating with a DPN diagnosis, normalized to 100% for the variable showing the greatest importance. Except for the pre-index CCI score, which was the most important correlated variable; age; and hypertension, the other identified variables were associated with health care resource utilization. After the CCI score, the variables with the highest importance were "number of procedures and services" (30.8%), followed by "number of outpatient prescriptions" (29.2%) and "age" (24.3%).
The ROC curve confirmed the accuracy of the model variables (Figure 2) , with an area under the curve (cstatistic) of 0.837 and sensitivity and specificity of 0.743 and 0.846, respectively. The ROC curve also showed that at a probability of 0.500, sensitivity was 0.825 and specificity was 0.902.
When the model was rerun using only these 10 variables in the training data set (Figure 3) , the CCI score maintained its relative importance (100%) and hypertension dropped out, as its importance was 0%. The rest Diabetic Peripheral Neuropathy Predictive Modeling of the variables displayed a change in importance from the run of the full model, with "age" moving up to the second ranking (37.1%) followed by "number of procedures and services" (29.7%) and the other health care resource utilization variables. The sensitivity of this model version was 0.678 with a specificity of 0.872 and a cstatistic of 0.823.
As shown in Figure 4 , the results obtained with the training data were confirmed by applying the top 10 variables to the test data set with no adjustments on the class severity. The accuracy of this model was 89.6% (95% confidence interval 89.5%, 89.8%), with a c-statistic of 0.824. The predictive cutoff value of 0.500 resulted in sensitivity and specificity of 0.912 and 0.894, respectively.
Enhancing Model Interpretability
The rule-based approach resulted in 21 sets of rules (Supplementary Data Table S2 ), 14 that correlated with DPN and 7 that correlated with no DPN; any one Figure 1 Top 10 variables associated with a diabetic peripheral neuropathy (DPN) diagnosis identified using the training data set from the full random forest model with Charlson Comorbidities for the prior year up to but not including the index date.
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of these rules could be used to determine whether a subject is likely to be diagnosed with DPN provided that each component of the rule is satisfied. As examples from the total set of rules, Table 2 presents the four rules (#5, #6, #9, and #13) that resulted in the largest number of test subjects identified with DPN, and the two rules (#16 and #19) that resulted in the largest number of test subjects identified with no DPN. Among the 148,070 subjects in the simulated dataset, 32,161 cases satisfied the conditions of Rule #5, and 100% of these cases were correctly identified as belonging to the DPN-associated class (Table 2 ). When applied to the test data set of 107,099 subjects, 19.1% were identified as DPN, with a sensitivity of 88.7% and specificity of Figure 2 Receiver operating characteristic curve (ROC) evaluating the sensitivity and specificity of the random forest predictive model based on the training data set. 
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66.7%, implying that a subject with characteristics satisfied by this rule has a high potential for a DPN diagnosis. Similarly, Rule #16 identified 99.9% of the no-DPN predictive class from the simulated data set, and in the test data set, 28.8% of subjects were identified as no DPN, with a sensitivity of 98.4% and a specificity of 3.7%.
Discussion
While determining the likelihood of a DPN diagnosis from data elements that are captured in routine clinical practice can be of potential value to health care providers, identifying such correlates from the wide array of data elements requires using techniques capable of processing large sets of variables. A recent study showed significant differences between patients across the spectrum of DPN (DPN, painful DPN, and severe painful DPN) relative to diabetes for a range of demographic, clinical, and health care resource variables [6] . The current analysis used random forest modeling as a novel approach to expand on that study by evaluating those variables for their importance as correlates. The results show that of the 10 identified variables, 7 were related to the differences in health care resource utilization reported in that study, with 1 demographic variable, age, and 2 clinical variables, CCI, and hypertension. When the model was rerun to more fully characterize these variables, hypertension was shown not to be correlated, and the model retained all the health care resource use variables.
The high importance of CCI is likely a result of the presence of diabetes-related comorbidities in this assessment measure, although the CCI did not include the index date. Similarly, age may be expected to be a correlated variable, as type 2 diabetes and DPN are agerelated conditions. The presence of variables related to health care resource use was not surprising given the higher rate of health care resource use that has been reported in patients with DPN relative to those with diabetes without DPN [6, [17] [18] [19] . However, the predominance of these variables, comprising 7 of the 9 variables in the final model, was unexpected. Interestingly, nearly all of the health care resource variables that were identified as associated with a DPN diagnosis were related to outpatient resources. The only inpatient resource was "Number of inpatient prescriptions." In particular, the most important correlated health care resource variable was "number of procedures and services," which catalogues the wide variety of episodes of care used to record health maintenance and can be considered a metric of visit-care intensity; each procedure is accompanied by an ICD-9, Healthcare Common Procedure Coding System (HCPCS), or Current Procedural Terminology (CPT) code.
Health care resource utilization variables as diagnostic correlates have also been reported for fibromyalgia using similar methodology [14] , suggesting that the potential importance of these variables as a metric for identifying patient subsets is unrecognized. Further evaluation may help determine the appropriateness of applying this metric, especially with regard to specific resource categories, to EHR data.
The ROC curve analysis supported the validity of the model, with c-statistics for the training and test sets consistently above the threshold of 0.80 that represents good accuracy. For enhancing interpretability of these Figure 4 Receiver operating characteristic curve (ROC) for the test data set.
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data, development of sets of rules can be used to differentially evaluate the likelihood of DPN and no DPN based on the availability of data among specific variables identified by the random forest model. As shown by the results reported here, these rules can further elucidate the factors that drive individual correlates of a diagnosis, and which can thus be used to identify individuals who may require additional screening to determine the potential presence or risk of DPN. However, it should also be noted that specificity of these rules was low, although this may be expected based on the imbalance between DPN and no DPN; subjects with DPN represented 10.8% of the evaluated cohort.
Although a strength of this study is its external validity resulting from use of "real-world" EHR data from multiple sites, some limitations should be noted, including the fact that derivation of the variables was restricted to the 1-year pre-index period and limited to those variables that could be identified in EHR claims data. Among these variables, the number of procedures and services was defined at a high level and did not include a level of detail that captured education, nutrition consultations, and drug refill services. Additionally, as with all such database analyses that rely on ICD-9 coding, there exists the potential for errors in coding or recordkeeping during data collection. In this regard, another limitation is that there may be nonuniform application of the DPN diagnostic codes depending on the physician's specialty, which was not available for all diagnoses.
Future studies using this methodology should require specification of provider specialty to understand the value of this variable as a correlate with a DPN diagnosis. Furthermore, only patients with type 2 diabetes were included in this analysis in order to evaluate a more homogeneous population; type 1 patients develop diabetes at a younger age and show a lower prevalence of DPN pain (22%) than those with type 2 diabetes (38%) [20] . Thus, another limitation is the generalizability of these results, as it should be considered that a different set of variables could be identified as correlates among patients with type 1 diabetes or among an evaluated diabetes population unrestricted by type. However, the results reported here may be considered relevant from a managed care perspective, given that approximately 90% of all patients with diabetes are type 2 and that medical records generally identify diabetes by type. The model could potentially also be criticized for not including poor glycemic control and diabetes duration as variables. Nevertheless, the identified variables, while not specific for the purpose of making a DPN diagnosis, can be used to identify a subset of Table 2 The top four rules to identify diabetic peripheral neuropathy (DPN) and two rules to identify no DPN that resulted in the largest number of test subjects based on the results of the model using a technique known as C5.0 rules [16] . The full set of rules is provided in Supplementary Data individuals who may require more comprehensive evaluation for DPN, which has an insidious onset and may be initially asymptomatic in a proportion of patients [21, 22] .
Conclusions
In summary, this analysis showed that random forest modeling can be applied to EHR data to determine likelihood of a DPN diagnosis. While the CCI appeared to be the most important correlate of a DPN diagnosis, suggesting a substantial contribution of comorbid conditions, the random forest methodology also identified several health care resource utilization variables as being among the important variables, with "Number of procedures and services" the most important among the health care resource variables, indicating a high intensity of care during visits. Additional validation of random forest analysis for determining the likelihood of a DPN diagnosis may help facilitate identification of patients who may benefit from more comprehensive screening and/or earlier therapeutic intervention. These results also suggest that in the landscape of today's evolving health care system with the increasing availability and importance of real-world data such as those captured by EHR, random forest modeling may be a useful analytic approach for identifying and characterizing a wider array of variables associated with health outcomes. In particular, as highlighted by these results, further exploration of differences in resource utilization as a factor that is associated with a DPN diagnosis may be warranted, especially for use in epidemiologic research and for potentially identifying patients with presymptomatic or asymptomatic DPN.
Supplementary Data
Supplementary Data may be found online at http://painmedicine.oxfordjournals.org
