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Abstract

Results

Most of the search engines use algorithms like Best Match 25 [1] that perform
well and return the top-ranked results, but they lack the ability to understand the
semantics of the user that they are searching for. The main task of this project is
to apply the various deep learning techniques to build the search engine that
gives the most relevant results using the search query using the pre-trained
models. Our main objective is to use deep learning to rank highly similar results
at scale. This project also deals with the image data using the Image Captioning
model that was trained on the Open Images V6 dataset [2]. We have
successfully vectorized the text data from the 200,000+ Jeopardy! Questions
dataset [3] and wrote the search engine to search given query by vectorizing the
search query and return results with the least cosine or euclidean distance

Introduction
Nearest neighbor search (NNS) selects chunk of data from the database that
has the smallest distance to the given query. Despite much research in this
domain it is generally very expensive to find the nearest neighbor in the high
dimensional euclidean or cosine space because of the curse of dimensionality
[4]. We used the Image Captioning and Approximate Nearest Neighbor search
(ANNs) to rank the similar results with the closest proximity using Microsoft’s
SPTAG. To the best of our knowledge, at the time of writing this paper, there is
no such implementation or work that has been done so far that uses
Microsoft’s SPTAG and Image Captioning at the same time to perform the
nearest neighbor search.

For this work we used two different datasets. One dataset is text-based and the
other dataset is image-based with captions. The first dataset that we used for
searching text and indexing is the 200,000+ Jeopardy! Questions [3] from
Kaggle, which contain the jeopardy questions and answers. For the Image
Captioning model we used the Open Images V6 dataset that adds localized
narratives.
We performed data preprocessing and transformation into the vectors using the
Universal Sentence Encoder model and indexed the vectored data using the
Microsoft’s SPTAG with the Balanced k-means Tree and relative neighborhood
graph (SPTAG-BKT) algorithm as it has very good search accuracy with very
high-dimensional data as shown in Fig. 4. Our dimension of the dataset is
216,930 × 512. We then successfully deployed our model to the server using the
Flask along with the exported pre-trained models state dictionaries. When given
the search query like ”Linux” the model was able to rank the results with
“Operating Systems”, “Windows”, etc. even though the dataset doesn’t contain
the word ”Linux” in it. The response of the results was within 0.5 seconds. The
Fig. 2 and Fig. 3 shows our system workflow and result.

We successfully preprocessed, trained, and deployed the model onto the server.
The indexer was built using the Balanced k-means Tree and relative
neighborhood graph (SPTAG- BKT) algorithm. Then, we trained the image
captioning model to return captions (e.g., text) from the image and then feed it to
the vectorizer that generates the word embedding using Universal Sentence
Encoder as shown in the architecture in Fig. 2. For the future work, we can try
indexing the text corpus using the kd-tree and relative neighborhood graph
(SPTAG-KDT) and compare its performance
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We used the Microsoft’s Space Partition Tree And Graph (SPTAG) [5] library,
which is built by Microsoft used in Bing’s core search engine [6]. The proposed
architecture of the model workflow is shown in Fig. 1. This library is for a
large-scale vector approximate nearest neighbor search scenarios released by
Microsoft Research (MSR) and Microsoft Bing. It uses the vector data to perform
the nearest neighbor search.
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