Abstract-This paper explores the use of breadth-first graph traversal for the processing of digital images. It presents efficient algorithms for eroding, dilating, skeletonizing, and distance-transforming regions. These algorithms work by traversing regions in a breadth-first manner, using a queue for storage of unprocessed pixels. They use memory efficiently-pixels are removed from the queue as soon as their processing has been completed-and they process only pixels in the region (and their neighbors), rather than requiring a complete scan of the image. The image is still represented as a pixel matrix in memory; the graph is just a convenient framework for thinking about the algorithms.
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I. INTRODUCTION
A REGION is a group of pixels of the same color (or greylevel), any two of which can be connected by a continuous path of neighbors belonging to the group. The neighbors of a pixel are either those above it, below it, to its left, and to its right (4-neighbors), or the ones mentioned plus those to its upper left, upper right, lower left, and lower right (8-neighbors) . The algorithms presented in this paper work for both kinds of neighborhood definition.
Section II presents a simple flooding algorithm to introduce the concepts used throughout the article. It is what Levoy [1] calls a pixel-oriented queue algorithm. Section IV presents algorithms for erosion and dilation of regions that handle subsequent iterations efficiently by using queues. A similar approach was suggested in Vincent [2] in the context of morphological reconstruction. Section V presents a simple algorithm to perform the distance transform of a region with just one pass over the pixels of the region, in contrast with usual methods requiring two or more scans of the image, as discussed in [3] . Section VI presents a fast skeletonization algorithm based on that of Zhang-Suen [4] . Of course, as discussed in [3] , the skeletal image can be computed more accurately by working on the distance-transformed image.
All the algorithms presented are based on viewing a raster image not as a pixel matrix, but as a graph, whose vertices represent pixels, and whose edges represent neighborhood between pixels, as shown in Fig. 1 .
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Publisher Item Identifier S 1057-7149(01)06041-9. This suggests that pixels in the image can be traversed in a breadth-first manner, rather than with the traditional raster scan. Because pixels to be processed are stored in a queue, breadth-first traversal yields propagation patterns that grow or shrink uniformly across their boundary, like wave fronts. This makes it well suited to problems that-like distance-transformation-require operating on layer after layer of pixels in the region.
We do not, however, need to represent images as graphs; we can still use the pixel matrix representation. All that is required is that, given a pixel in the matrix, we know the locations in memory of all its neighbors. A procedure that finds the th neighbor of a pixel 1 allows us to implement the algorithms below, irrespective of the underlying representation in memory.
II. FLOOD-FILLING (OR OBJECT LABELLING)
In its simplest form, a flood-filling algorithm is one that changes the color of a region, given an initial pixel in that region. This is similar to the problem called "object labeling" in computer vision, which consists of assigning one same number to all the pixels in a region. The simplest algorithm that solves this problem is
initial-color, final-color).
As is widely known, this highly recursive algorithm uses a great amount of memory, and may cause stack overflow, so other algorithms, based on coloring scan-lines and using a stack, have been developed in Levoy [1] , Smith [5] , and Fishkin and Barsky [6] .
The algorithm below uses breadth-first traversal, as discussed in Cormen et al. [7] , as its propagation method. As in Cormen's book, a queue, called , is used to store elements. Only those pixels that have unexplored neighbors are kept in the queue, so the algorithm uses memory efficiently. This is the algorithm Levoy [1] calls "pixel-based queue algorithm."
This algorithm explores all pixels at a distance from the initial pixel before exploring pixels at distance . It only keeps the pixels at the edges of the "explored" part of the region in memory. The others are taken off the queue. Its behavior is shown in Fig. 2 .
The time complexity of this algorithm is easy to see: each pixel in the region is enqueued once, colored once, and dequeued once, therefore, complexity is , where is the number of pixels in the region. The while loop is executed exactly times, and the for loop is executed at most four times or eight times, depending on the neighborhood definition used.
The amount of memory used is less clearly defined. At any point, all the pixels on the border of the "expanding" region are in the queue. In the worst case, the boundary of the expanding region eventually fits the boundary of the original region. Thus, we can expect memory usage to be where is the number of pixels in the boundary of the region. Since the area of figures generally grows quadratically with respect to their perimeter, we can expect .
III. STORING BOUNDARY PIXELS
In the flooding algorithm above, propagation started at a seed pixel in the region, and proceeded until reaching the region boundary. In the algorithms below, however, propagation starts at the boundary of the region and proceeds inwards (outwards in dilation). To accomplish this, the boundary pixels of the region must be stored in a queue.
Once one pixel in the boundary of the region is found, the procedure below can find all others in steps 2 , where is the number of boundary pixels. Assume all foreground pixels are white, all background pixels black. We define a boundary pixel as a white pixel with at least one black 8-neighbor. In the algorithm below we check if a pixel belongs to the boundary with the procedure is-boundary-pixel.
This algorithm colors boundary pixels grey so that they are explored only once. On exit from the algorithm, holds all boundary pixels colored grey. As we will see, keeping boundary pixels colored in a distinctive way is useful.
Of course, in order to find the first boundary pixel we need to scan the image-perhaps completely. If the image contains more than one foreground region, a seed pixel must be found for each region, then STORE-BOUNDARY must be applied to each seed pixel. Therefore, search for seed points requires steps, being the number of pixels in the image, and storage of boundary pixels requires , where is the number of boundary pixels in the th region.
IV. REPEATED EROSIONS
In computer vision, the erosion of a region is the deletion of its boundary pixels. This operation is useful in many instances, for example the elimination of noise in the boundary. It's easy to get erosion wrong, by scanning the image row by row, and removing boundary pixels from it. If this is done, the unexplored neighbor of a boundary pixel becomes a new boundary pixel, liable to be removed when explored in the same scan. That is, this method may delete all the pixels in the region! This is an example of sequential algorithm, that is, one that assumes each pixel can be modified at any time. Erosion seems to require that all pixels be processed simultaneously; thus, a parallel algorithm is needed.
Implementing erosion as a parallel algorithm is usually done in one of two ways. One: making a copy of the image, scanning the original image, and deleting pixels (coloring them black) as necessary from the copy image. Once the original image has been fully scanned, the copy image holds the eroded region. Two: scanning the image, and coloring boundary pixels using a special color or grey-level. On a second scan of the image, the "special" pixels are deleted.
Both algorithms solve the problem for one erosion, but if we want to perform a new erosion, we must again scan the complete image, which is wasteful. This is the method usually presented in textbooks [8] , [9] , and it requires steps, where is the number of iterations desired, and is the number of pixels in the image.
The ideas in the filling algorithm above provide grounds for the next algorithm, which is based on breadth-first traversal, only this time,fromtheboundaryinwards.Thealgorithmassumesallpixels should be previously stored in a queue, as shown in Section III.
Assume the pixels in the region of interest are white, and all other pixels black. We start with all boundary pixels colored grey and stored in a queue. Then, we put a special symbol, NULL, at the rear of the queue. Take the head of the queue. If it is not the NULL symbol, it is a pixel. Scan its neighbors, and for each that is white, color it grey and put it in the queue (after NULL). Then color the head pixel black and remove it from the queue. When the NULL symbol is reached, one erosion has been completed, and the boundary pixels of the new, eroded region, are stored in the queue, following NULL, and colored grey. If a new erosion is desired, remove NULL from the head of the queue, put it at the rear, and repeat.
The procedure below takes as parameters the number of erosions desired, and the boundary queue, with its pixels colored grey, as obtained by applying STORE-BOUNDARY. In each iteration, we start with the boundary pixels stored in , followed by NULL. We then add the "new" boundary pixels after NULL, and remove "old" boundary pixels from the head of the queue. That is, after NULL we store the foreground neighbors of the pixels before NULL. This means successive layers of pixels are separated by NULL, like an onion. Fig. 3 shows how it works.
This algorithm has several advantages. In the first place, only those pixels to be removed, and their neighbors, are scanned. This is much quicker than re-scanning the complete image for each erosion. In the second place, as was noted for filling, the queue holds only those pixels whose neighbors haven't been explored. Since the boundary of the image tends to shrink with each erosion, we can expect to store at most as many pixels as there are boundary pixels in the original image. As in the filling algorithm, time complexity is , where is the number of pixels to be deleted by the erosions, or equivalently, , where is the number of boundary pixels before the th iteration and is the total number of erosions. Memory usage is , where is the number of boundary pixels in the initial region.
In contrast, multiple erosions as implemented in textbooks take time, that is, scans of the full image. Memory usage would be , since only the "current" pixel is stored at any time. Also, as we will see, this algorithm can be easily adapted for dilation, thinning or skeletonization, and distance transformation.
The adaptation to dilation is trivial. Dilation consists of adding a new layer of pixels to the boundary of the region. It can be thought of as the inverse of erosion, though it cannot always recreate the exact pre-eroded image. To adapt the algorithm above to dilation, enqueue those neighbors of the head of the queue that belong to the background, and color the head of the queue white before dequeuing it. The same efficiency computations apply as for erosion, only the memory used is , where is the number of pixels in the boundary after the dilations have been performed.
V. DISTANCE TRANSFORMATION
Distance transformation consists of assigning to each pixel in a region its distance to the boundary. It bears strong resemblance to erosion, in that one erosion deletes boundary pixels, whose distance to the boundary is, of course, 0, and each iterated erosion deletes pixels at a distance 1 greater than the previous iteration. It is convenient, then, to adapt erosion to this problem. In the following procedure, we start counting distances from 1 to avoid collisions with black pixels, whose grey-level is 0. Again, it takes the boundary queue as its parameter. This procedure requires only one pass through the image, and, better than that, scans only pixels in the region. Efficiency considerations are identical to those of iterated erosions, that is, steps, where is the number of pixels in the region, and memory used, where is the number of boundary pixels. This is in contrast with the chamfer algorithm [3] , which requires two passes over the image. The algorithm above is actually a fast way of computing the basic distance transform. It can be easily extended to use the hexagonal grid, to support chamfer distance transforms [3] , or even to propagate distance vectors, rather than distances (as in Danielsson's algorithm [10] ) in order to get more accurate results.
To use chamfering, pixels in the region yet "unexplored" by the procedure should not collide with explored ones in the determination of the minimal distance. This means that if distances are written on the image itself (convenient since this doesn't require extra storage) the greylevels of pixels in the region should be distinctive or very high.
VI. SKELETONIZATION
Skeletonization or thinning is a technique widely used in pattern recognition, which consists of removing pixels from the region until only a skeleton, one pixel wide, is left. Ideally, the skeleton contains all the relevant information from the region, and in particular, it should preserve connectedness and bear resemblance to the original image.
Many approaches have been tried for the problem, and it has proved difficult to find fast algorithms that produce recognizable skeletons. The next algorithm adapts the ideas used in the algorithms above, and is similar-but more efficient-to that of Zhang and Suen [4] . The idea is that skeletonizing should be implemented by removing layer after layer of boundary pixels, like iterated erosions, only taking care not to delete some pixels which are key in preserving connectedness and shape in the region. Pixels that can be safely deleted are distinguished by two characteristics, according to Zhang-Suen • their crossing index is 1;
• they have more than one and less than seven foreground 8-neighbors. The crossing index can be obtained by traversing the 8-neighbors in order, and counting the number of transitions from grey to any other color (since boundary pixels are grey).
A skeletonization algorithm can be easily derived from the multiple erosion algorithm above: until the boundary queue is empty, for each foreground neighbor of the head of the queue, if it can be removed according to Zhang-Suen, enqueue it and color it grey; if not, give it a special color or greylevel and discard it. When the boundary queue is left empty, the "special" pixels comprise the skeleton.
Efficiency considerations are the same as for the distance transform. Again, the algorithm requires only one pass over the region, while traditionally several scans of the whole image are needed. This algorithm works well only for regions with a very smooth boundary. Regions with a jagged boundary give false skeletal lines. More sophisticated ways of computing the skeleton of an image have been defined (see Borgefors [3] ). The algorithm discussed here is basic; it was meant to show the power of using the boundary queue together with breadth-first search. As before, the boundary queue technique can serve to implement more sophisticated versions of skeletonization efficiently. 
VII. CONCLUSIONS
All the algorithms above (except the first), use a boundary queue, which holds boundary pixels colored so they stand out from both background and foreground. It would be convenient to obtain the boundary queue only once, using STORE-BOUNDARY; this requires that the boundary queue be a global variable. The procedures in this article, then, would use and modify this global queue, like filters. This way, we could cascade operations without recomputing the boundary.
The algorithms above prove that breadth-first traversal, and queues, provide a simple way of expressing algorithms that depend on traversing layer after layer of a region. They are easily translated into code, and produce short, efficient programs.
The author has written all of them in C++, using the Standard Template Library (STL) implementation of queues. Distance transform, for instance, is implemented with a 22 line function (including braces and declarations). The algorithms have been tried on TIFF images of pixels and 8 bits per pixel. As time complexity for all algorithms is proportional to the size of the region, they have been timed for a substantial (116 400 pixels), irregular region, on a Pentium 166 MHz running Linux. They have been compared against implementations of the same algorithms in the iterative, "intuitive" way presented in introductory textbooks [8] , [9] . Table I shows the results of these comparisons. One can see the result of applying the algorithms to a test image in Fig. 5 .
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