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ABSTRACT
This dissertation discusses two issues about abstract objects: their role in
scientific theories, and their relation to time.
Chapter 1, "Why Apply Mathematics?" argues that scientific theories are
not about the mathematics that is applied in them, and defends this thesis
against the Quine-Putnam Indispensability Argument.
Chapter 2, "Scientific Ontology," is a critical study of W. V. Quine's claim
that metaphysics and mathematics are epistemologically on a par with nat-
ural science. It is argued that Quine's view relies on a unacceptable account
of empirical confirmation.
Chapter 3, "Prior and the Platonist," demonstrates the incompatibility of
two popular views about time: the "Platonist" thesis that some objects exist
"outside" time, and A. N. Prior's proposal for treating tense on the model
of modality.
Chapter 4, "What has Eternity Ever Done for You?" argues against the
widely held view that abstract objects exist eternally ("outside" time), and
presents a defense of the rival view that they exist sempiternally (at all times).
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1Why Apply Mathematics?
In modern physical theories, the use of mathematics is both per-
vasive and seemingly unavoidable. Even the most basic princi-
ples of quantum mechanics and general relativity are incompre-
hensible to anyone without detailed knowledge of higher math-
ematics. Though a familiar feature of science, this is puzzling.
Mathematics is usually thought to be about abstract mathemat-
ical objects (numbers, functions, sets, etc.), and these objects
do not participate in the causal processes physics is concerned
with. The physical realm is causally closed and mathematical
objects form no part of it. Yet if their subject matters are both
disjoint and non-interacting, how can mathematics be relevant
to physics? What business do numbers and functions have ap-
pearing in physical theories?
We used to have a very nice answer to these questions: logi-
cism. If mathematics were part of logic, as the logicist contends,
6
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then there would be no more of a mystery about what math-
ematical objects are doing in scientific theories than there is
about why they employ conjunction, or quantification. The ap-
peal to mathematics would just be part of the logical form of
these theories. Alas, logicism never fully recovered from Frege's
debacle with Russell's paradox, and most philosophers nowadays
think that logicism is based on a mistaken view of logicality.
Logic is topic-neutral and does not have ontological commit-
ments, as mathematics clearly does.
The prevailing response to the demise of logicism has been
to opt for W. V. Quine's radical monism.1 While the logicist
regards mathematics as part of the logical form of a scientific
theory, the radical monist takes them to be part of their content.
The monist denies that there is a principled difference between
the theoretical roles of mathematical and physical objects. On
his view, numbers and functions are indispensable in science
for exactly the same reason electrons and quarks are: they are
part of what scientific theories are about. But that reply seems
to be (almost) as bad as the logicist account. Physical objects
causally interact with other physical objects, but they just don't
interact with numbers or functions. It is obvious that there is a
distinction to be made here, and we should be suspicious of any
philosophical view that denies this.
I think we can do better than monism. The present paper
IQuine 1953c: 45; Quine 1969b: 97; Quine 1981d: 150.
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is a defence of what I call commonsensical dualism. Unlike the
monist, the dualist wants to keep the subject matters of mathe-
matics and physics separate. He distinguishes a theory's physi-
cal content from the mathematical form in which it is conveyed.
But he is neither like the logicist, who claims that mathemati-
cal form is logical form, nor is he like the eliminative nominalist,
who claims that scientific theories could be formulated without
any appeal to mathematical objects. 2 His view is that math-
ematics functions as a "representational aid" that boosts the
ideology of scientific theories without inflating their ontological
commitments. 3
The main challenge for the dualist is to show that the dis-
tinction between mathematical form and physical content that
he wants to make is tenable. I claim that it is, but the dualist
account of applied mathematics that I will present here does not
come for free. It requires more generous philosophical resources
than radical monism does. But we will see that what we get in
return is an account of applied mathematics that is superior to
the monist's view. 4
21 will say more about eliminative nominalism in Section 2.
3 Here I am using 'ideology' in the idiosyncratic (but very useful) sense of Quine 1951a.
4There are other views about applied mathematics that I am ignoring here: neo-logicist,
nominalist, and structuralist accounts are the most notable amongst them. I think dualism
is better than either of these rivals, but I don't have the space to argue for this claim here.
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1 RADICAL MONISM IS ANTI-SCIENTIFIC
Before I sketch what I regard as the correct, dualist, account of
applied mathematics, let me begin by explaining in more detail
why I think that radical monism is unsatisfactory. My main
objection to monism is that it is an anti-scientific doctrine: sci-
entists are dualists.P This commitment to dualism is shown by
the fact that scientists take their theories to be invariant under
certain replacements of the mathematics employed in them. But
if it is possible for two formulations of the same theory to appeal
to different parts of the ontology of mathematics, then monism
cannot be right.
A prominent example from the history of physics is Joseph
Louis Lagrange's 1788 treatise on mechanics, M6canique: ana-
lytique. Curiously, the theory of bodily motion presented in
this book found immediate acceptance amongst scientists even
though not a single experiment was performed to test its empir-
ical claims. This looks like a lapse of scientific standards, but
scientists have a ready explanation. On their view, Lagrange did
not in fact present a new theory, but merely gave a more con-
venient formulation of the same theory that Isaac Newton had
proposed in his 1687 Principia Mathematica. Since Newton's
theory was already well-confirmed by observation, Lagrange's
empirical claims could thus be accepted without further ado.
5This is what makes monism "radical" and dualism "commonsensical."
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This is a problem for the radical monist, for Principia Mathe-
matica and Micanique analytique employ different mathematics:
the former uses geometric reasoning, the latter the recently de-
veloped calculus of variations. According to the monist, they
have different subject matters (because they are about different
mathematical objects) and are therefore different theories. But
scientists clearly regard them as alternative formulations of the
same theory. The monist denies what the scientist asserts.
There are similar cases in the more recent history of science.
In t! a 1920s, there were two competing theories of quantum
phenomena: Werner Heisenberg's "matrix mechanics" and Er-
win Schrodinger's "wave mechanics." They were initially re-
garded as rival theories, but as soon as they were shown to have
the same physical content,6 scientists no longer thought of them
as competitors. In spite of the fact that their mathematical
structures are different, they are nowadays taken to be different
formulations of the same theory of quantum mechanics. Scien-
tists clearly think that the physical content of a theory can (and
ought) to be distinguished from its mathematical form.
Two formulations of the same theory can appeal to differ-
ent mathematical objects, but any change of physical objects is
taken to result in a different theory. This is the case even if the
mathematics applied remains the same. For example, the theory
of radioactive decay and the theory of (unrestricted) population
6 See von Neumann 1932: ch. I.
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growth employ the same mathematics of exponential functions.
Yet no scientist would dream of regarding them as alternative
formulations of the same theory.
In addition to questions of theory individuation, the differ-
ence between mathematical and physical objects is also treated
as epistemologically significant. Whenever a theory postulates
new physical objects, scientists try hard to obtain empirical con-
firmation of their existence-witness their recent attempts at
finding observational evidence for the top quark and the Higgs
boson. They do not display any inclination to do the same for
the mathematical objects their theories appeal to. Lagrange's
theory was accepted without the performance of additional ex-
periments; nobody thought of providing empirical evidence for
its novel mathematics. But scientists can only be right about
this difference in epistemological status if-contrary to what the
mohist claims-there is an underlying difference in the respec-
tive theoretical roles of mathematical and physical objects. Oth-
erwise they could not relate differently to observational evidence.
The point here is that scientists are perfectly content to del-
egate all questions about mathematics to the mathematician.
This does not mean that they regard such questions as unprob-
lematic, but it does show that they think that these aren't is-
sues they need to worry about. It is this belief in the divisibility
of intellectual labour that makes them dualists about applied
mathematics. Scientists act as if "total science" neatly divides
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into two subject matters: physical objects for them, and math-
ematical objects for the mathematician to worry about.
The radical monist has to reject a large part of scientific prac-
tice as philosophically untenable. But that means that he is not
giving an account of the role that mathematics actually plays in
science. At best, he is advancing a reform project that prescribes
what the role of mathematics ought to be in a new, "philosophi-
cally improved," science. But if the philosopher wants to lecture
the scientist on how to conduct his business then he had bet-
ter have a compelling argument-and I don't think the radical
monist does. Scientific practice is fine as it is.
2 THE INDISPENSABILITY ARGUMENT
Monism is a radical position that contradicts established scien-
tific practice. This is a disadvantage of the view, but it is usually
thought that there are compelling philosophical reasons to ac-
cept it nevertheless: the scientist's dualism seems even worse off.
The accusation is that the scientist is engaged in doublethink.
He acts as if his theories were only about physical objects, but
that is belied by the fact that these theories make no logical dis-
tinction between mathematical and physical objects. Both types
of object are referred to, quantified over, said to possess proper-
ties, and claimed to stand in relations to one another. It seems
that the existence of mathematical objects is part of the truth
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conditions of scientific theories. But we surely need to grant that
a theory is about all those objects whose existence it entails; a
theory's subject matter includes its ontological commitments.
Hence the dualist is wrong when he claims that scientific theo-
ries are not about mathematical objects.
At first blush, this argument seems to be begging the question
against the dualist. Since the dualist and the monist disagree
about the content of scientific theories, they also disagree about
what is entailed by them, and hence also disagree about what
their ontological commitments are. The dualist can therefore be
expected to reply that, on his view about their content, scien-
tific theories do not entail the existence of mathematical objects.
But it is not enough for him just to say this, and leave matters
at that. We decide what we mean by our words, but there is
still such a thing as contradicting oneself. The dualist needs to
explain how it is that scientific theories are not about mathemat-
ical objects even though they seem to make copious reference to
them.
How is the dualist to discharge this obligation to clarify his
position? Quine makes what seems to be the obvious proposal. 7
Since existence is what the first-order existential quantifier '3'
expresses, he suggests that we identify the ontological commit-
ments of a theory with the existentially quantified statements
that are entailed by its first-order regimentation. Suppose we ac-
7 Quine 1953b, 1969b.
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cept this criterion for now (I will later argue that we shouldn't).
Doing so would not settle the dispute between the dualist and
the nominalist. Given their disagreement about the content of
scientific theories, they will attempt to regiment them in dif-
ferent ways. But it does yield a necessary condition for the
tenability of dualism. Only if the dualist can provide some
"mathematics-free" first-order regimentation of scientific the-
ories should we agree that he has a coherent view about the
content of scientific theories.
This simplifies the issue. By accepting Quine's proposal, the
tenability of dualism reduces to the purely technical question of
whether mathematics is first-order eliminable from all scientific
theories. But that is known to be false. Hilary Putnam has
shown in Philosophy of Logic that even in the relatively sim-
ple case of the theory of two gravitationally interacting point
masses, the mathematics employed cannot be paraphrastically
eliminated in this way. This the Indispensability Argument:
some scientific theories cannot be formulated without appeal
to mathematical objects.8
This argument was originally aimed at the eliminative nomi-
nalist. This is someone who wants to combine an acceptance of
scientific theories with a denial of the existence of mathematical
objects. The proposed strategy for doing so is to show that sci-
ence does not need to apply mathematics, and that all scientific
8 Putnam 1971: sec. V.
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theories could be formulated without reference to mathematical
objects. The Indispensability Argument shows that this is not
possible, and hence serves to refute the eliminative nominalist.'
But it also seems to show that there is no "logical space" for a
dualist view of applied mathematics, either. And if that is right,
then monism (or a view very much like it) has to be accepted
for lack of a better alternative-even if that means adopting an
anti-scientific position.
The Indispensability Argument would thus show that scien-
tists are mistaken about the content of their own theories. Even
though scientific practice takes no note of this, philosophical
analysis reveals that scientific theories are (also) about mathe-
matical objects. Some monists try to make this more palatable
by generously attributing the scientist's failure to distinguish
between Newton's and Lagrange's theories to the well-known
underdetermination of theory by data. But that does not help.
Nobody denies that there are many theories that scientists can-
not empirically distinguish on the basis of their current evidence.
The point is rather that scientists only try to distinguish theo-
ries they take to have different physical content. And if monism
is right, then that is a mistake.
9Field 1980 and others disagree; see Burgess and Rosen 1997 for further discussion.
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3 A CARDINALITY ARGUMENT
I want to speak in defence of the scientist. I agree that an appeal
to mathematical is unavoidable in science, but I want to argue
that the Indispensability Argument cuts the other way. Rather
than establishing the untenability of dualism, it merely reveals
the inadequacy of the first-order framework in which Quine and
Putnam want to regiment scientific theories and assess their
ontological commitments.
To see this, suppose first that physics is finite. That is, sup-
pose that there are only finitely many physical objects, finitely
many spacetime points, and finitely many physical properties.
In this case, the physical history of the world could be completely
described by a state description: a long but finite conjunction
that lists what location and properties every object possesses
at any given time (of which there are only finitely many). In
order to give a mathematics-free first-order characterisation of
the physical content of a scientific theory, we would then only
need to form the finite disjunction of all the state descriptions
that the theory counts as "nomically possible." This shows that
mathematics is first-order eliminable from any finite physical
theory.
If current physics is right, then we are not in the finite case.
There are infinitely many properties of spatial location, infinitely
many times, infinitely many properties of mass, infinitely many
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properties of charge, and so on. But the key point is that that
is what makes mathematics ineliminable from our physical the-
ories. In Putnam's example of two gravitationally interacting
point masses, it is precisely the mathematics designed to deal
with the infinitely many possible distances between the two par-
ticles that resists first-order elimination. Since physics is infinite,
a state description would have to be an infinitely long conjunc-
tion, and neither English nor first-order languages allow this.
But that is a fact about our conceptual resources, not about
physics. If we were gods and spoke infinite languages then we
could paraphrastically eliminate mathematics even in the infi-
nite case: we would only need to take the infinite disjunction of
the appropriate infinite state descriptions.
Hence all that the Indispensability Argument shows is that
there is a mismatch between the complexity of physical phe-
nomena and the expressive capacity of first-order logic. When
Putnam tries to fit physical theories into the straight-jacket of
first-order languages, he is merely compensating for their ideo-
logical shortcomings by inflating the ontological commitments of
the theories with mathematical objects.
If this is correct, two conclusions follow:
First, radical monism misidentifies the reason why our scien-
tific theories need to appeal to mathematical objects. Mathe-
matical objects make an appearance in scientific theory because
the rich expressive power of mathematics is needed to deal with
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the infinite systems that physics is concerned with. But that
is not the reason why electrons and quarks feature in scientific
theories. Scientists were right when they made a distinction
between these two types of objects, and there is a simple expla-
nation of the substitutivity of mathematics in scientific theories:
different mathematical structures are equally sufficient for the
ideology-boosting task at hand.
Second, the fact that no first-order formulation of a scientific
theory is able to adequately represent the different theoretical
roles of mathematical and physical objects only shows the limi-
tations of the first-order framework in which Quine and Putnam
want to conduct their philosophical business. First-order logic
provides too few options for putting singular terms into a the-
ory. Theories formulated in such languages treat all objects the
same, as relata of other properties in the domain, and all that
first-order theories can say about objects is what properties they
possess and what relations they bear to other objects. They lack
the resources to make the kind of distinction that is needed here.
4 INDEXING PROPERTIES
I have tried to motivate a dualist account of applied mathe-
matics by arguing that monism is an anti-scientific view that
misidentifies the reason why mathematics needs to be applied
in science. As we have seen in the previous sections, there is
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reason to believe that mathematical and physical objects con-
tribute differently to scientific theory. But I have not yet said
very much about what that difference is, what logical resources
are needed to spell out this difference, and how the application
of mathematics could boost a theory's ideology without inflating
its ontology. The dualist wants to have his cake and eat it, too.
It now needs to be shown that this is possible.
Let me begin by solving a simpler problem first. I have noted
above that scientists think that their theories are invariant un-
der certain replacements of the mathematics applied in them.
It turns out that this feature is already present on a more ele-
rmentary level as the equivalence of alternative systems of mea-
surement. As an example, consider the following (true) claims
about my copy of the Cambridge phone book:
(1) The book has mass 1 kilogram.
The book has mass 2.205 pounds.
It is usually thought that these are two different formulations
of the same claim. Since one kilogram is the same as 2.205
pounds, both statements attribute the same property of mass to
the book. But it turns out to be difficult to find a satisfactory
account of the logical form of (1) on which the two sentences do
indeed express the same proposition.
Since mass is an intrinsic property of any object that pos-
sesses it, and not a relation that it bears to other objects, it
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would seem natural to give the following "predicative" reading
of the logical form of (1):
(2) Kb
Pb
Here 'b' denotes the book, K is the property of having mass one
kilogram and P the property of having mass 2.205 pounds. Since
having mass one kilogram is the same property as having mass
2.205 pounds, 'Kb' and 'Pb' express the same proposition; they
are true in exactly the same possible worlds. 10 The predicative
reading thus respects the intuition that the two sentences in (1)
make the same claim.
The problem is that we cannot give such a predicative reading
for all expressions of the form
(3) x has mass m kilograms
x has mass m pounds
To do so would require the introduction of uncountably many
primitive predicates (two for each real number m), and thus
presuppose infinitary expressive resources that neither we nor
formal first-order languages possess.
It seems clear where the predicative reading went wrong. It
ignores the way in which our knowledge of how to measure mass
'1I am here making the simplifying assumption that two sentences express the same
proposition if and only if they have the same truth conditions. In that case, propositions
can be identified with the sets of (logically) possible worlds in which they are true, and
two sentences express the same proposition just in case they are associated with the same
such set.
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features into our understanding of claims like (3). To measure
the mass of an object is to establish a three-place relation M be-
tween the object, a real number, and a unit mass (the standard
kilogram k in Sevres or a standard pound p). As an alternative
to the predicative account, one might thus propose a "relational"
reading of (1):11
(4) Mblk
Mb 2.205 p
The main attraction of this reading is that it yields a nice ac-
count of how finite beings like us could have acquired a mastery
of all claims of type (3). Provided we have a suitable unit mass
at hand, all we need is a grasp of mathematical language and
knowledge of how to measure mass (i.e., an understanding of
the relation M). Nothing more is required.
But if we opted for such a relational reading then the two
sentences in (1) would no longer express the same proposition.
The truth of 'Mblk' requires the existence of the number 1 and
the standard kilogram k, and the truth of 'Mb 2.205 p' requires
the existence of 2.205 and the unit pound p-but not vice versa.
The two sentences are about different objects. They have differ-
ent truth conditions and thus express different propositions.' 2
"In Philosophy of Logic, Hilary Putnam gives such a relational account of distance in
terms of the standard metre.
"
2A logicist could try to circumvent this problem. He could absorb k and p into the
relation M and analyse (1) as 'Kbl' arid 'Pb2.205', respectively, where K is the mass-
in-kilogram relation and P the mass-in pounds relation. If numbers existed with logical
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We thus get our old problem on a more elementary level.
Even though the "theories" in (1) refer to different numbers
and appeal to different unit masses, there is a strong intuition
that they make the same claim. They ascribe the same non-
relational property of mass to the book. Yet to spell out such
a view-as we tried with the predicative reading (2)-seems to
require infinitary expressive resources that we do not have.
To see how this dilemma can be resolved, let me rewrite the
relational account. I want to introduce an "index function" f
that, given a choice of unit mass u, assigns a non-relational
property of mass f(m, u) to each real number m. In terms of
the relation M, we can define f as:
(5) f (m, u)x Ee,, Mxrnu
Here x and u are physical objects and m a real number. Given
this function, we can now rewrite (4) as:
(6) f (1, k)b
f(2.205, p)b
This is just a notational variant of the relational account, but
putting it in this form makes it easier to see what is wrong with
it. The problem is that 'f(1, k)' changes its value as we move
from world to world. In some possible worlds w, it fails to pick
necessity (or even if it were logically necessary that 2.205 exists if and only if 1 does) then
Kb1 and Pb 2.205 would be true in exactly the same possible worlds. But that would only
hide (but not account for) the role of the unit masses, and we are in any case working
under the assumption that logicism is false. So let me just pass over this proposal here.
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out the property that it actually picks out. This happens in any
of the following cases:
1. The standard kilogram k does not exist in w.
2. The (logically possible) world w bears witness to the falsity
of logicism: the number 1 does not exist in it.
3. Both k and 1 exists in w, but k has a different mass in the
world w than it actually has.
That means that there are worlds in which the book is exactly
like it actually is, but in which 'f (1, k)b' is false. But that does
not seem right, for these are worlds in which the book does have
the mass that the sentences in (1) say it does. Moreover, the
reason why the sentences in (6) express different propositions is
that it is a contingent fact about the actual world that f(1, k) =
f(2.205,p). In some other worlds this is not true, and it is in
precisely these worlds that the two sentences have different truth
values.
The obvious way to improve upon the relational reading is
thus to rigidify (6). What we need to ensure is that the proper-
ties attributed to the book are the properties that are actually
picked out by 'f(1, k)' and 'f(2.205, k)', not the ones that would
be picked out by them in some counterfactual situation.
There are different ways of doing this, but they all require
a more generous logical framework than is provided by stan-
dard first-order logic. What I will use here is the language of
Why Apply Mathematics? 24
quantified modal logic with property quantifiers and an actuality
operator '@'. The semantics for this language is assumed to be
standard. The actuality operator is a "two dimensional" modal
operator that is governed by the semantic stipulation that, for
any sentence S of the language, r@S' is true at a possible world
just in case S is true at the actual world. 13 Let me also introduce
rigidifying brackets ý[...] via:
(7) x e ()(wx A @ -= 6))
Here '6' is any (perhaps complex) singular property term, x any
object, and '7r' a variable ranging over properties. The effect of
applying the brackets is to turn any property term into a rigid
designator of the property that is actually picked out by it.
Equipped with these resources, we can now give what I call
the parasitic reading of the sentences in (1):14
(8) if (1, k)]b
[f(2.205, p)]b
This combines the virtues of the predicative and the relational
reading while avoiding their disadvantages. Thanks to the con-
tingent fact that 'f(1, k)' and 'f(2.205, p)' actually pick out the
same property, both claims are true in the same possible worlds
13Cf. Hodes 1984, Hazen 1990. For a more detailed treatment of two-dimensional modal
operators, see Segerberg 1973.
14This account is inspired by the discussion in Kripke 1980: 54-6. I will explain below
what is "parasitic" about this reading.
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(namely those in which the book has that property).'" Like the
predicative reading, the parasitic reading thus respects the intu-
ition that the sentences in (1) express the same claim. Yet like
the relational reading, it also reveals how our grasp of math-
ematical language and our knowledge of how to evaluate the
index function f combine to give us mastery of all expressions
of the form (3).
Moreover, (8) is also like the predicative reading in that it
avoids ontological commitment to any object other than the
book. All that it takes for '[f(1, k)lb' to be true in a possible
world w is that the book has the right sort of mass in w. Neither
1 nor k need to exist in w, and even if they do, the book need
not possess the property that 'f(1, k)' picks out in that world.
The appeal to 1 and 2.205 in (8) is ontologically non-committal.
It is of course true that the sentences in (8) only express the
propositions that they do express thanks to the fortuitous fact
that b, k, 1, and 2.205 all exist in the actual world. For otherwise
'if(1, k)]' and '[f(2.205, p)]' would not pick out the properties
that we want them to pick out. But once we have expressed a
proposition, the machinery required for expressing it need not
15Note that the two sentences are not logically equivalent; they only express the same
proposition due to the contingent fact that f(1, k) = f(2.205,p). But that is not a prob-
lem. Suppose we say that one proposition entails a second if and only if the set of possible
worlds corresponding to the first is contained in the one corresponding to the second.
Then only some entailment relations between proposition will be captured by logical con-
sequence relations between the sentences that express them. For example, the semantics
for our language regards '@(3x)(x = 1)' as a logical consequences of '[f(1, k)]b' but not of
'[f (2.205, p)]b'. Yet the propositions expressed by the sentences both entail the proposition
expressed by '@(Bx)(x = 1)'.
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be duplicated in every possible world in which the proposition
thus expressed is true. We are interested in the proposition that
is actually expressed by a sentence, not the one that would be
expressed by it in different circumstances.
How are we to describe the role of 1 and 2.205 in (8)? We
could say that they are part of what needs to be in place for
these sentences to express the proposition that they do express.
That is correct, but too long. I prefer to say that they use 1
and 2.205 as indices of properties. Using an object as an index
is to be contrasted with the case where we use an object to
define a relational property. Given any object a and relation
R, let PaX der Rax. Then 'Pab' attributes to b a property
that is picked out with the aid of a. But a itself enters the
proposition thus expressed: 'Pab' is true if and only if 'Rab' is
true, which can only be true if a exists. Not so for the use
of objects as property indices. Let g be any map from objects
to non-relational properties. Then '[g(a)]b' attributes to b a
property defined in terms of a, but in this case a stays out of
the proposition that it helps to express.
The reason we cannot give an acceptable account of (1) in
a first-order language is that such languages lack the resources
to distinguish between the use of an object as a property index
and its use as a relatum of other objects. But that only shows
that first-order languages are too poor to allow us to formalise
such claims. If we permit more generous logical resources, as
Why Apply Mathematics? 27
proposed here, then we get a reading that allows us to have it
all. The parasitic reading respects the intuition that the two
statements in (1) are different ways of making the same claim
about the mass of the book, but it also assigns an essential role
to mathematical objects in picking out what this property of
mass is.
5 A STRATEGY FOR THE DUALIST
The construction we have encountered above generalises. Let I
be any set of objects, and let g be a function from I to properties
on some other range of objects X. Then for all i in I and x in
X, '[g(i)jBx is not committed to the existence of Is. It uses
them as indices of properties, not as relata of Xs.
This type of non-committal use of singular terms-which I
call parasitic use--can now be exploited in theory-building in
the following way. Suppose we have already established a the-
ory T1 (the "host theory") that is ontologically committed to
Is, and suppose further that T2 (the "parasite theory") is a the-
ory about Xs. By making parasitic use of terms that refer to
the ontological commitments of the host theory, the parasite
theory can then expand its ideology with an I-indexed family
of predicates r[g(i)j]j without acquiring any of the ontological
conimitments of the host theory.
Parasitic use is thus precisely the kind of ideology-increasing
Why Apply Mathematics? 28
but ontology-neutral use of singular terms that we were looking
for, and we are now in a position to suggest a strategy for the
dualist. The view of applied mathematics that I want to defend
here is simply this:
(9) PARASITIC DUALISM:
Scientific theories make parasitic use of mathematical terms.
This view regards physical theory as the result of a two-step
process in which the mathematician first provides a mathemati-
cal host theory (geometry, calculus, etc.), which physical theory
then exploits in order to boost its ideology.
More needs to be said to make it plausible that parasitic use is
powerful enough to account for all applications of mathematics
in physics. I will address these more technical issues in the next
two sections. But if we may anticipate the positive results of
these sections, then parasitic dualism has all the virtues that
monism lacks:
1. By keeping the subject matters of mathematics and physics
separate, it allows us to make sense of the substitutivity of
mathematics in scientific theory. Different mathematical
indices and different index functions can serve to express
the same proposition about physical objects. Parasitic Du-
alism thus accords with scientific practice, as discussed in
Section 1.
2. It correctly identifies the scientific role of mathematics as
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that of an ideology-boosting representational aid. Parasitic
Dualism attributes the indispensability of mathematics in
scientific theories to the complexity of physical phenomena,
and thus incorporates the conclusion of Section 3.
Even though they are rival views, dualism retains some of
the features of monism. Like the monist, the dualist does not
propose a logicist view. And neither of them espouses mathe-
matical nominalism; both the dualist and the monist are "math-
eminatical platonists." The parasitic dualist insists that scientific
theories are not about mathematical objects, but does not deny
that they exist. On the contrary, for parasitic use to work the
way we want it to work, mathematical objects have to exist
in the actual world, since otherwise 'If(1, k)]' and similar ex-
pressions would fail to denote the properties we want them to
denote. The dispute between the monist and the parasitic dual-
ist is not about our overall ontology; it is a disagreement about
what mathematics is doing in science.
6 PARASITIC DUALISM
In Section 4, we have seen that the parasitic use of mathematical
terms provides a means of avoiding ontological commitment to
mathematical objects by using them as indices of properties.
That is fine as far as it goes, but to turn this into a full-blown
account of applied mathematics, as parasitic dualism wants to,
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there are a number of further issues that need to be dealt with.
To see what some of these problems are, consider Hilary
Putnam's example from Philosophy of Logic. There Putnam
discusses the classical theory of two gravitationally interacting
point particles, and argues that the mathematical terms em-
ployed in this theory are not first-order eliminable.16  I now
want to show how parasitic dualism deals with this case.
The theory in question describes the interaction of two physi-
cal objects in terms of a two-particle equation of motion D(p, 4,).
This equation imposes the following joint restriction on the tra-
jectories y and V) of the two particles:
( 10) ((t 2  = c V 3 - 9t2 -V 3
Here c is a numerical constant.
The aim of this theory is to tell us where the two interacting
objects are to be found at any given time. So let me start in
the beginning, with location. The construction from Section
4 easily yields a parasitic account of the use of coordinates to
specify spatiotemporal location. Suppose that I is the coordinate
function that assigns properties of spatiotemporal location to
four-tuples of real numbers. 17 Then
(11) [1(x, y, z, t)]a
16Putnam 1971: 338-40.
"For sake of brevity, let me suppress the additional argument places in I that refer to
unit lengths and unit times.
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is a parasitic account of the claim that, at time t, the physical
object a is located at the point with spatial coordinates (x, y, z).
But this only allows us to attribute one (of infinitely many)
properties of spatiotemporal location to an object. Putnam's
theory is about the trajectories of physical objects, and moving
on a particular trajectory consists in the possession of infinitely
many properties of spatiotemporal location. To give a parasitic
account of (10), we need a parasitic way of attributing infinitely
many properties at once.
Here is how I propose to do this. Let o be a function from
time coordinates to three-dimensional spatial coordinates. Then
an object moves on the trajectory characterised by p just in
case it possesses all the properties of spatiotemporal location
contained in the set {((z, y, z, t) (t) = (x, y, z)}. Let the
conjunction of a set of properties H be the property . 11 that is
possessed by an object just in case it has all the properties in
II. Then
(12) l(x,y,,t) : (t)= (x,y,z)}] a
is a parasitic reading of the claim that a moves on the trajec-
tory p. There is no commitment to mathematical objects, even
though extensive parasitic use is being made of them. All (12)
does is to attribute a physical property to a physical object.
It is important to distinguish the property conjunction used
in (12) from the infinite conjunctions familiar from infinitary
logic. What we have here is an operation on sets of properties,
Why Apply Mathematics? 32
not a sentence connective, and no assumption is made that this
is a logical operation. The theoretical costs of accounting for
trajectories in terms of (12) are purely ontological: we need to
assume that there is a trajectory property
(13) T(p) =,def, Al(x, y, z, t) p(t) = (x, y, z)}
for any function y from real numbers to triples of real numbers.
Now that we have a way of accounting for trajectories, the
next challenge is to give a parasitic reading of differential equa-
tions of motion. Let me do this in two steps, and begin by
considering the one-particle case. An equation of motion for
one particle is a differential equation D(Q) in one variable. An
object obeys this equation just in case its trajectory is one of its
solutions. However, we have already given a parasitic account
of trajectories that we can now appeal to. Let the disjunction
of a set of properties I be the property V H that is possessed
by an object just in case it has at least one of the properties in
I. Then a obeys the equation of motion just in case it has a
trajectory property that corresponds to a solution of D(c):
(14) V {T(p) : D(ý)}]J a
The costs are again ontological: for any equation of motion D(yp)
there needs to be a property V {T(cp) : D(cp)}.
This shows how to deal with the one-particle case. Equations
of motion for two or more particles are slightly more compli-
cated. For two o'ojects a and b to obey the equation of motion
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(10), they need to move on trajectories cp and V4 that jointly
satisfy D(p, 4,). One option for formalising this would be to
repeat the above construction for ordered pairs of objects. But
then the theory would be committed to ordered pairs, and they
are uncomfortably like mathematical objects.'" What we need
is a way of mimicking the ordered pair construction within our
rigidifying square brackets. My proposal is to introduce the
external product of a pair of properties F and G. This is the
relation F x G that obtains between objects a and b just in case
a has the property F and b has the property G. In terms of this
external product, we can then define two-particle trajectories as:
(15) T(p, 4) = ,
A{1(x, y, z, t) x l(p, q. r, s): p(t) = (x, y, z)&4,(s) = (p, q, r)}
This specifies a relation that holds between a and b just in case
a has the trajectory property T(p) and b has T(V4). Hence
(16) [V{T( l, P): D(Gp,0)}] ab
is true just in case a and b have trajectories y and 4 that jointly
satisfy D(p, ,), which is what we want.
There are further components that one could add to this ac-
count. For example, we also want to be able to say that, at time
to, object a has velocity vo. But that is tantamount to saying
1
"On the Wiener-Kuratowski account, for example, the ordered pair (a, b) would be the
set { {a}, {a, b} }.
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that a moves on a trajectory 4 whose time derivative a at to
equals vo, and that can be easily formalised as:
(17) [V{TT(4'): I1 -vo}Ia
Similar for any other property that is a function of a particle's
trajectory.
The aim of the theory of two gravitationally interacting par-
ticles is to characterise the motion of the two objects, and to
tell us where they can be found at any given time. At bottom,
it is thus a theory about spatiotemporal location. This is re-
flected by the central role that the coordinate function 1 plays
in the parasitic account presented above. The use of A, V, and
x, and the further mathematics applied merely provide the ma-
chinery needed to characterise properties that supervene on the
two particles' spatiotemporal location, such as their trajectories,
velocity, or acceleration.
Having given a parasitic account of Putnam's example, it is
now straightforward to extend the construction to the general
case. If we restrict ourselves to classical theories,19 then any
more complicated theory will differ from (10) in at most two
respects: the addition of further particles and the inclusion of
physical properties that do not supervene on spatiotemporal lo-
19To deal with non-classical theories like quantum mechanics, we would first have to
address the difficult interpretative questions raised by such theories, and this is not the
place to do this. But I see no reason to suppose that the parasitic view would have
problems accounting for such theories.
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cation.
To deal with larger numbers of particles, we only need to re-
iterate the external product construction from above. For any
n, we can define n-particle trajectories T(ip,..., ) by gen-
eralising (15), and then use an n-particle equation of motion
D(• 1, .. , pn) to define an n-ary relation on n physical objects
in analogy to (16).
The inclusion of other physical properties requires the in-
troduction of further index maps. So far, we have only been
concerned with objects' spatiotemporal location. But in more
general cases we also need to consider their masses, charges,
spins, etc. 20 Let me illustrate the strategy for including these
properties with the example of mass, for which we have already
introduced an index function f in (5) above. For sake of brevity,
let me again suppress the argument place for the unit mass u
(as we did in the case of the function I above). Given our defini-
tions, an object a then has the property [A{T(c), f(m)}] just
in case it has trajectory p and has mass m (relative to some
choice of unit mass). Hence
(18) IV {A{T(p7), f(m)} : D(Q; m)}]]a
is true just in case a obeys the mass-dependent equation of mo-
tion D(Wp; m). Similar constructions work for any other proper-
ties.
20In our example (10), the masses of the two particles were lumped together with the
gravitational constant in the numerical factor c.
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By using the methods presented in this section, one can then
give a parasitic account of any scientific theory. But such par-
asitic readings do not come for free. We need to assume an
ontology of properties and relations that is closed under A, V
and x, and we also needed to accept quantified modal logic with
an actuality operator and property quantifiers. That is a much
broader logical framework than Quine and Putnam assumed,
but if you are like me and think that philosophy needs to ad-
mit all of these anyway, then that's a good price to pay for a
pro-scientific account of scientific theories.
7 INFERENTIAL STRUCTURE
We have now seen how the parasitic use of mathematical terms
enables scientific theories to benefit from the representational
resources of mathematics. But the application of mathematics
also allows scientific theories to make use of the rich inferential
structure of mathematics: theorems of pure mathematics are
frequently used in scientific predictions. The parasitic dualist
needs to say something about how this works.
Let me illustrate this with a simple example. Here is a typical
problem of the kind one finds in introductory physics textbooks.
We are given the following information:
DATA: At time to, physical object a is located at the point with
spatial coordinates (xo, Yo, zo) and has velocity vo. The ob-
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ject obeys the equation of motion D(•p).
Our task is to predict the location of a at some later time tl. As
the textbook will tell you, the way to solve this problem is to
find the solution of the equation of motion for the given initial
values. This means that we need to find a function V4 for which
we can prove:
THEOREM: The function V4 is the unique solution of the equation
of motion that satisfies the initial conditions
(,(to) = (xo, Yo, zo) and O0 = 0o.
to
Once we have found this 4, we can conclude:
PREDICTION: At time tl, the object a will be located at the
point with spatial coordinates 4,(tl).
Any competent scientist will agree that this is a good piece
of reasoning. But there is space for disagreement about what
makes the inference good, and what role the mathematical the-
orem plays in it.
A monist would presumably regard this as a valid argument
with two premises. The data and the theorem jointly entail the
prediction:
(19) THEOREM, DATA j PREDICTION.
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If that is right, then the prediction is a mathematical conse-
quence of DATA; it follows from it in conjunction with a theorem
of mathematics.
The parasitic view needs a different account. The concern is
not that (19) has a mathematical theorem as a premise. As we
noted above, the epistemological dualist is a platonist and will
be happy to accept such claims as literally true. The problem
is rather that on the parasitic view neither DATA nor PREDIC-
TION would be about mathematical objects. But if their subject
matters do not overlap with that of THEOREM, then the latter
cannot make any essential contribution to the entailment. Ei-
ther DATA already entails PREDICTION by itself, or the argument
is invalid.
It turns out to be the former. Using the constructions we have
introduced in Section 6-especially (14) and (17)-the parasitic
dualist would give the following account of DATA:
(20) [V T(W) : D(Qp) & (to) = (xo, Yo, zo) & t - vo a
That is, a moves on a trajectory that obeys the equation of
motion and satisfies the initial conditions. But now suppose
that THEOREM is true. Then there is only one function that
solves the equation of motion and satisfies the initial conditions,
and that function is 4. Hence the set
(21) {T(v) : D(y) & X(t 0 ) = (xo, y0, zo) & - to}=
Why Apply Mathematics? 39
contains only one element, namely the trajectory property T(Vt).
But in virtue of our definitions of ' ]I' and 'V', any inference
of the following form is analytically valid:
(22) [V{F}Ja[F]a
Hence it follows from (20) that a has the trajectory property
T(Q). By using the definition of trajectory properties from (13),
the claim [T(O)]a can also be written as:
(23) [A{l(x, y, z,t) :t) = (x, y, z)}] a
But our definitions also ensure that
(24) TA ma
'G]a
is a valid argument whenever the property G is an element of
the set of properties Hl. Hence (23) entails
(25) [l(4(t 1), t1)] a,
which is just how the parasitic dualist would formalise PREDIC-
TION. Assuming the theorem is (actually) true, the parasitic
reading would thus regard the prediction as an analytic conse-
quence of the data. It would give the logical form of the above
argument as:
(26) THEOREM D (DATA # PREDICTION)
where 'D' is the material conditional. Under the assumption
that THEOREM is true, the monist and the dualist agree that
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the prediction follows from the data, but disagree about the
reason why it so follows.
Put somewhat loosely, the effect of the parasitic use of math-
ematical terms is to transform mathematical into analytic con-
sequence. It appropriates the inferential power of mathematics
without acquiring its ontological commitments.
Our simple example generalises. Since every property has a
mathematical object as "index," mathematical relations on the
indices translate into analytic entailment relations between the
properties indexed by them. The base case is when we can show
by mathematical means that one set of properties is included in
a second one. But if E C_ I then then our definitions of 1 ] , A,
and V ensure the validity of:
(27) A II-Ia IV Eb[A Ela IV 1l1b
Similarly, we also get:
I(28) I]a [F]b [F x G]ab IF x G]ab[F28) a V{F}b Fa Gb
All of these inferences are analytically valid in a "Kantian" sense
of conceptual containment: the property attributed to the object
by the conclusion is already contained in property attributed to
it by the premise. I claim that these constructions suffice to
give a parasitic account of the inferential role of mathematics in
science.
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The discussion in this and the previous section aimed to show
that a dualist view of applied mathematics is tenable. It should
be emphasised, however, that the purpose was not to advance
a reform project. The parasitic view is a thesis about the theo-
ries that scientists had all along, not a suggestion for improving
them. It is not claimed that science would be better off if it
formulated its theories along the lines suggested here. The un-
regimented way in which scientists present their theories is fine
the way it is. The aim here was to make a philosophical point,
and to show that a certain view about the content of scientific
theories is both coherent and more appealing than its rival. But
once we have climbed up the ladder, we can put it back into the
philosophical tool-shed.
2Scientific Ontology
1 CURING EMPIRICISM
Mathematics and metaphysics are perpetual sources of embar-
rassment for the empiricist. He cannot do without them, but.
neither do they seem to fit his view that all knowledge is de-
rived from experience. Various remedies have been proposed
over the years, from the positivists' rejection of all metaphysics
as meaningless to nominalist and logicist accounts of mathemat-
ics. None of them has ultimately proven to be satisfactory.
My concern here is a more radical cure for these ills that has
been proposed by W. V. Quine. The centre-piece of Quine's de-
fence of empiricism is what I will call his Confirmability Thesis:
CT: Ontological questions are on a par with questions of nat-
ural science in that any existence claim whatsoever can in
principle be confirmed by observation.1
1Quine 1953c: 45.
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As far as ordinary physical objects are concerned, CT is unobjec-
tionable. That there are chairs or tables can surely be confirmed
by observation, even if it may not be conclusively verifiable. But
Quine claims that we can have the same sort of evidence for the
existence of abstract objects, like numbers, sets, or universals.2
It is this part of the Confirmability Thesis that is philosophically
interesting.
If accepted, the Confirmability Thesis would provide empir-
ical access to mathematical objects that can serve as the basis
of an empiricist account of mathematics as "high-level science."
And if we also adopted Quine's further thesis that our total
theory of the world has to be formalisable in an extensional
first-order language then there are no metaphysical questions
that do not reduce to the question of what there is.3 Any sci-
entific account of ontology would eo ipso be a scientific account
of metaphysics.
Quine still follows the positivists' lead in rejecting a large
part of traditional speculative metaphysics, but he does so for
quite different reasons. Rather than arguing that such claims
are meaningless or otherwise based on confusion, Quine simply
2"The positivists were mistaken when they despaired of evidence in such cases. Exis-
tence statements in this vein do admit of evidence, in the sense that we can have reasons,
and essentially scientific reasons, for including numbers or classes or the like in the range
of values of our variables" (Quine 1969b: 97).
3The adoption of Quine's first-order framework would force us to spell out higher-order
quantification in terms of first-order quantification over sets or classes, and any modal
or tense operators would need to be eliminated in favour of quantification over possible
individuals or times.
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contends that they are bad science:
For my part I do, qua lay physicist, believe in physical
objects and not in Homer's gods; and I consider it to
be a scientific error to believe otherwise. But in point
of epistemological footing the physical objects and the
gods differ only in degree and not in kind.
-Quine 1953c: 44
If Quine is right, then mathematics and metaphysics are an in-
tegral part of science, and empiricism is cured of its ailments.
Some authors have raised questions about how attractive an
account of mathematics and metaphysics we would get in this
way,4 but my concern here is more narrowly with the Confirma-
bility Thesis itself. For whatever relief CT would provide to
the empiricist, it would do so at a cost. If we accept the thesis
then we have to deny what many philosophers regard as obvious,
namely that the causal inertness of abstract objects places them
beyond the reach of observational confirmation. In the case of
physical objects, there is a causal mechanism that connects the
object in question with our observational evidence for their ex-
istence. Nothing like this is the case for causally inert abstract
objects. 5
4For a discussion of Quine's view of mathematics, see Parsons 1983b.
5Cf. Benacerraf 1973. There are philosophers (like Gddel 1947 and Maddy 1980) who
think that something like perception is also possible in the mathematical case. Since
their reasons for holding these views are independent of Quine's reasons for asserting the
Confirmability Thesis, I do not want to go into these issues here. See Parsons 1979 for
further discussion.
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The question thus naturally arises whether Quine has an ac-
ceptable (and suitably non-causal) theory of confirmation that
entails CT and thereby shows the causal inertness worry to be
groundless. It turns out that he doesn't. In fact, he explicitly
denies having ever promoted a theory of confirmation. 6 But he
does something almost as good: he present a compelling argu-
ment that would show that some such theory of confirmation has
to be correct. As we will see below, the Confirmability Thesis is
the natural result of combining a hypothetico-deductive (HD)
approach to confirmation with Pierre Duhem's famous insight
into the logical structure of scientific predictions.
But it turns out that this "Duhem+HD" argument for the
CT has a fatal flaw. If we try to spell out the argument in detail
(something that Quine never did, and which I will do for him
in Section 4), we run into exactly the same problems that beset
Alfred Ayer's attempts at finding a Verification Principle. Quine
rejects the positivists' account of meaning, but he retains their
purely syntactic approach to confirmation. We will see that that
is enough to get him into trouble.
Some complications like this could of course have been ex-
pected. Although the hypothetico-deductive account was the
received view about confirmation at the time Quine was writ-
ing, nowadays most philosophers think that the account is se-
6 it is a topic with which I associate the names of Carnap, Jeffreys, Hempel, Kyburg,
and Savage, among others, but certainly not my own." (Quine 1981c: 453).
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riously flawed. Since Quine accepts HD, 7 these are of course
his problems. But the usual complaint against HD is that it
does not provide acceptable necessary conditions for confirma-
tion; there are cases of confirmation that it cannot account for.8
Serious though these issues might be, they do not affect the
Duhem+HD argument, which only requires the less controver-
sial, and intuitively more plausible, thesis that a certain type of
predictive role is sufficient for confirmation.
Quine's argument for the Confirmability Thesis thus need
not be affected by the general demise of hypothetico-deductive
accounts of confirmation. A separate case needs to be made
against it; hence this paper. The thesis I defend here is that
Duhem+HD suffers from an incurable form of Ayer's Disease.
I agree with the proponents of HD that there is a connection
between prediction and confirmation, but argue that it is best
accounted for in a causal account of confirmation. But any such
causal account would substantiate the causal inertness worry,
rather than Quine's Confirmability Thesis.
7,,"I follow the crowd in celebrating the hypothetico-deductive method. Successful pre-
diction confirms" (Quine 1981c: 453).
8 By contraposition, this means that HD does not always yield the correct answers as
to when an observation is irrelevant to a given hypothesis. See Glymour 1980a, 1980b and
Horwich 1982, 1983 for discussion and references.
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2 DUHEM'S OBSERVATION
The strategy of Quine's defence of the Confirmability Thesis is
to argue that abstract objects are epistemologically on a par
with what he calls hypothetical particles. These are subvisible
physical objects like the electrons or quarks that figure in our
more sophisticated scientific theories. It seems that we have
no direct observational evidence for the existence of hypotheti-
cal particles, for we can neither see, smell, hear, nor feel them
as we do with chairs and tables. To the extent to which we
do have observational evidence for hypothetical particles, it is
indirect; mediated by the role such objects play in observation-
ally successful theories. Quine's contention is that we can have
the same sort of theory-mnediated evidence for the existence of
abstract objects.
Where this is perhaps most plausible is in the case of math-
ematical objects. Offhand, one might be tempted to argue that
the non-empirical nature of mathematical existence claims is re-
vealed by the fact that they do not entail any observation state-
ments. 9 But that is a fate they would share with most claims
of theoretical science. As Pierre Duhem points out,10 most sci-
entific claims (including the claim that there are electrons, or
quarks) make observable predictions only when supplemented
91 will say a little bit more about the notion of observation statement on page 55 below.
1
'Duhem 1914: ch. 10. It should be noted, though, that Duheni's only concern is to
argue against the possibility of crucial experiments in physics. There is no indication that
he intended to promote an empiricist account of mathematics or metaphysics.
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by suitable auxiliary hypotheses. Such auxiliary hypotheses typ-
ically include information about initial and boundary conditions,
but also further fragments of theory to account for the function-
ing of various parts of the experimental setup (like the optics
needed to explain the workings of a telescope used in astronom-
ical observations).
In many instances, it is therefore not individual statements,
but only entire theory-fragments that make observable predic-
tions. Like propositions of mathematics, most claims of theo-
retical science do not entail any observation statements when
taken in isolation. Yet in the case of joint predictions, math-
ematical claims often seem to play an inferential role that is
logically indistinguishable from the contributions made by high-
level physical principles.11 For example, theorems of analysis
appear alongside Newton's laws as premises of predictions in
classical mechanics, and propositions of functional analysis are
needed to extract observable predictions from quantum theory.
But from this predictive role it then appears to be a short
step to the observational confirmability of mathematics in gen-
eral, and mathematical existence claims in particular. All that
is required is that we follow Quine in accepting a hypothetico-
deductive account of confirmation. If HD is correct and if suc-
cessful prediction confirms then we can infer from their predic-
"Or at least they make such a contribution if we adopt what I earlier called a monist
view about the content of scientific theories. On the rival dualist account, mathematical
propositions do not flnction as premises of predictions (see page 36ff).
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tive role that mathematical propositions are confirmable by ob-
servation. Or at least we can infer that they are confirmable in
the same indirect sense in which most of science is confirmable. 12
Once we have accepted such theory-mediated evidence in the
case of mathematical objects, it then only requires a modicum of
logical ingenuity to show that any existence claim whatsoever is
confirmable. All we need to do is to embed the claim in question
in a suitable theoretical context in which it plays the role of an
essential premise of prediction. (I will give details of this in the
following section.)
The Confirmability Thesis thus appears to be the natural re-
sult of combining Duhem's observation about the logical struc-
ture of scientific predictions with a hypothetico-deductive ap-
proach to confirmation. In order to accommodate the confirnma-
bility of high-level scientific claims in a hypothetico-deductive
framework, we had to permit the inclusion of auxiliary hypothe-
ses. But the very move that provides epistemic access to hy-
pothetical particles also lets in mathematical objects, thus sub-
stantiating Quine's contention that they are epistemologically
on a par.
Quine was notoriously vague about the precise details of the
account of confirmation that is supposed to underwrite his Con-
12 "Numbers and functions contribute just as genuinely to physical theory as do hypo-
thetical particles" (Quine 1981d: 150). "Epistemologically [they are] on the same footing
with physical objects ... neither better nor worse except for differences in the degree to
which they expedite our dealings with sense experience" (Quine 1953c: 45).
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firmability Thesis. But given his unwavering commitment to
HD,13 and in light of the prominence he accords to Duhem's
insight throughout his writings, the "Duhem+HD" gloss advo-
cated here does seem plausible. Moreover, it is in any case un-
clear whether there are any viable alternatives. It would seem
that their inferential role in scientific predictions is the only thing
that mathematical objects and hypothetical particles have in
common. If that does not place them on the same epistemolog-
ical footing, then it is hard to see what could. Let me therefore
assume until further notice that Quine's case for CT relies on
the Duhem+HD argument sketched here.
3 HOLISM
Let me pause for a moment to get clearer about the role of holism
in the above argument. It is often said that the conclusion to
be drawn from Duhem's remark about the structure of scientific
predictions is that observation only impacts on entire theories or
theory-fragments. Something like this is surely right, but there
are different ways of understanding this claim that need to be
distinguished.
The basic distinction amongst holistic accounts of evidence is
that between confirmation holism and falsification holism. The
latter is what Duhem tried to establish in La thdorie physique,
"•Cf. the quote from 1981 in footnote 7 above.
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but the former is what is needed for the Confirmability Thesis.
Holistic accounts of confirmation claim that only clusters of
statements are confirmable by observation, but they may dif-
fer about the size of these clusters. At one end of the spec-
trum, there are moderate versions of confirmation holism that
only contend that in some philosophically important instances
these clusters contain more than one statement. But there is
also extreme confirmation holism, which holds that it is always
the totality of all our claims about the external world which is
confirmed by observation.
As we will see in the next section, the Duhem+HD argument
yields a moderate version of confirmation holism. But it does
not substantiate Quine extreme holism from "Two Dogmas of
Empiricism," where he claims that "the unit if empirical signif-
icance is the whole of science."" Quine's case for the Confirma-
bility Thesis does not require that this radical claim is true, and
he later retracts it, anyway.15
Quine's case for confirmation holism relies on both Duhem's
observation and a hypothetico-deductive account of confirma-
tion. Falsification holism, on the other hand, only requires the
former. Suppose a statement S entails ("predicts") an observa-
14Quine 1953c: 42. The anthologised version Quine 1953c of "Two Dogmas" (but not
the original Quine 1951b) attributes the thesis to Duhem 1914. Quine first seems to have
come aware of Duhem's works through Lowinger 1941. For a first-hand account of his
reception of Duhem, see Quine 1990.
'
5
'It is an uninteresting legalism to think of our scientific system of the world as involved
en bloc in every prediction. More modest chunks suffice" (Quine 1981b: 71).
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tion statement 0, but -O is observed. In that case, S has to be
rejected; the failure of the prediction would falsify S. But such
conclusive falsification is not possible when it is only S together
with some auxiliary hypotheses that entails O. Instead of re-
jecting S, we could always put the blame for the failure of the
prediction on one of the auxiliary hypotheses instead. This is
Quine's (and Duhem's) claim that most theoretical statements
cannot be decisively refuted: "Any statement can be held true
come what may, if we make drastic enough adjustments else-
where in the system."16
Even if we accepted this claim, it would have little bearing
on the issue we are currently discussing. Duhem's argument
for falsification holism only shows that the alternative ways of
dealing with unfavourable evidence are consistent, not that the
revised theories would all be equally well supported by our total
evidence. In particular, it does not follow that we can always
hold on to S and supplement it with different auxiliary claims
so that S would be confirmed by --O. Although this view is
sometimes attributed to him, Quine emphatically denies it.17
An observation that fails to falsify a theory need not be one
that confirms it,' s for most observations will simply be neutral
1'1953c: 43; Duhem 1914: ch. 10. "There is in the strict sense no refutation (falsification)
of an hypothesis ... the test applies, at bottom, not to a single hypothesis but to the whole
system of physics as a system of hypotheses (Duhem, Poincar6)" (Carnap 1934: 318; his
italics).
17See Griinbaum 1962; Quinn 1969 and Quine 1976a.
I'Unless, of course, we were to follow Karl Popper's suggestion that not having been
falsified is all there is to a scientific theory's being supported by observation.
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with regard to any given theory. By itself, falsification holism
has no bearing on the question of whether confirmation holism
is true. The Confirmability Thesis needs to be substantiated by
a suitable account of confirmation, and since falsification holism
does not deliver one, it does not help Quine's argument.
4 AYER'S DISEASE
I noted earlier that a friend of the Confirmability Thesis needs to
find an account of confirmation on which the causal inertness of
abstract objects does not prevent their existence from being ob-
servationally confirmable. The way the Duhem+HD argument
tries to achieve this is by analysing confirmation solely in terms
of a statement's logical relation to observation statements. If
confirmation is the converse of prediction, and if prediction is a
matter of entailing a true observation statement, then confirma-
tion relies on logical (rather than causal) relations, and causal
inertness need not matter for confirmability.
However, there is a general worry about the viability of any
such "logical" accounts of confirmation. Any account of confir-
mation entails an account of confirmability: a statement is con-
firmable just in case there is an observation statement whose
truth would confirm it. This means that any logical account
of confirmation entails a logical account of confirmability. But
an account of confirmability in terms of a statement's logical
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relations to observation statements would be nothing but a Ver-
ification Principle of the kind A. J. Ayer and his successors have
been unable to formulate. But if Ayer's project is doomed, as
most philosophers assume, how can Duhem+HD succeed?
It is of course true that Quine differs from Ayer by reject-
ing the positivist account of meaning. But it is not clear that
that does him much good. Ayer's view has two independent
components: the identification of confirmability with meaning-
fulness, and a logical account of confirmability. Quine might well
reject the former, but the technical problems on which Ayer's
project foundered are all due to his commitment to the latter-
and that is the part that Quine accepts. As we will see now, this
is enough to make the Duhem+HD argument share the dismal
fate of Ayer's Verification Principle.
To prove this, we need to spell out the Duhem+HD argu-
ment in some more detail. The rallying cry of the HD faithful-
"successful prediction confirms"-is at best a blueprint for a
theory of confirmation. There is a consensus that prediction
is to be spelled out in terms of the entailment of observation
statements, but that still leaves two key issues unresolved:
1. What is to count as an observation statement.
2. Precisely what contribution a premise needs to make to a
prediction in order to be confirmed by its success.
Given the history of the issue, any answer to the first question
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is likely to be controversial in some way or other. But I think
we can be generous on this point. Let us simply assume with
Quine that there is a sense of observation statements as "the
sentences most directly associated with sensory stimulation"'19
that is clear enough to allow us to construe the task of a theory
of confirmation as that of filling in the blank of the schema:
O confirms S if and only if O is a true observation
statement and ...
For current purposes, nothing more substantial will be required
of the notion of observation statement. 20
What I want to focus on instead are the issues raised by
the second question. Even if we help ourselves to the notion
of observation statement, there is still considerable latitude for
spelling out the "successful prediction confirms" formula. This
gives rise to a whole range of candidates for a hypothetico-
deductive account of confirmation.
Offhand, one might say that a true observation statement O
confirms a statement S just in case S entails 0:21
19Quine 1981a: 25; see also Quine 1993.
20In particular, we need not be committed to any of the following theses-all of which
are probably false: (1) that all observation statements can be put in recognisably theory-
neutral terms. (This is false if observation is "theory-laden."); (2) that there is a precise
observational/theoretical distinction amongst statements that is generated by a corre-
sponding division of the primitive vocabulary. (This is the thesis Putnam 1979b argues
against.); (3) that observation statements can function as the basis of a foundationalist
epistemology; (4) that theoretical statements can be reduced to observation statements
(along the lines of, say, Carnap 1928).
2As usual, '-' stands for the logical consequence relation.
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HD1: O confirms S if and only if O is true and {S} F- 0.
But since mathematical existence claims do not entail any ob-
servation statements, this is an account that denies that they
are confirmable. And if Duhem is right, then that is a fate they
share with most scientific claims, for HD1 does not allow for the
inclusion of auxiliary hypotheses. If we want science to come
out as confirmable by observation-as we clearly do-then HD1
needs to be relaxed. An obvious fix would be to add another
clause to HD1:
HD2: O confirms S if and only if O is true and there is
a set of auxiliary hypotheses Aux such that {S} U
Aux F- 0.
But while the first proposal counts too few claims as confirmable,
this amended criterion lets in too much. Take any true observa-
tion statement O and any arbitrary statement S. Then there is
a set of sentences that entails O. (This set might be as trivial as
{O} or {A --+ O, A}, but there are countless more complicated
examples.) Choose some such set as set of auxiliary hypothe-
ses Aux. Then {S} U Aux H- O for any S whatsoever, because
Aux already entails O by itself. Hence O confirms S according
to HD2. Our new proposal thus entails that any true observa-
tion statement confirms every other statement. But that doesn't
seem right.
The problem with HD2 is that it allows for the confirmation of
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premises that are not doing any work in making the prediction.
As a remedy one might therefore suggest adding the further
requirement that the auxiliary hypotheses by themselves does
not already entail O:
HD3: O confirms S if and only if O is true and there is
a set of auxiliary hypotheses Aux such that {S} U
Aux ý- O and Aux / O.
The additional clause then ensures that the claim confirmed is
making an essential contribution to the prediction.
From Quine's perspective, this looks promising. HD3 would
seem to be the most straightforward way of accommodating
Pierre Duhenm's observation about the logical structure of sci-
ertific prediction in a hypothetico--deductive framework. Yet
the very modification of HDI that allows for confirmation of
high-level physical principles also lets in mathematics. Modern
science appears to provide a plethora of examples where mathe-
matical propositions (and in particular mathematical existence
claims) function as essential premises of predictions of observa-
tion.
As it turns out, however, HD3 is not much of an improvement.
We noted earlier that a statement is confirmable just in case
there is some observation statement whose truth would confirm
it. Applying this principle to HD3, we obtain:
VP: S is confirmable if and only if there is an observa-
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tion statement O and a set of auxiliary hypotheses
Aux such that {S} U Aux F- O and Aux / O.
But apart from the identification of confirmability with mean-
ingfulness, this is just Alfred Ayer's infamous Verification Prin-
ciple from the first edition of Language, Truth, and Logic:
It is the mark of a genuine factual proposition that
some experimental propositions can be deduced from
it in conjunction with certain other premises without
being deducible from those other premises alone.
-Ayer 1946: 38
It is well known that Ayer later had to retract this proposal
because it counts any statement whatsoever as meaningful:
Given any statement 'S' and an observation statement
'O', 'O' follows from 'S' and 'if S then O' without
following from 'if S then O' alone. 22
-Ayer 1946: 11
Ayer tried to overcome this problem by proposing a revised cri-
terion, but Alonzo Church soon showed that it suffers from the
same problems as the initial proposal.23 This gave rise to a
"puncture and patch industry" that quickly passed the point at
which the proposed criteria shared little of the intuitive appeal
2 2This is not quite right, though. If S is entailed by -O0 then 0 does follow from S -* O
alone. But Lewis 1988a shows that Ayer's argument can be fixed.
"Ayer 1946: 13; Church 1949.
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of the initial proposal, and which never succeeded in finding a
criterion that counts science as confirmable without overgener-
ating the way Ayer's first proposal did.2 4
It might be suggested that this is not a problem for Quine.
Unlike Ayer, he is happy to accept that every statement is con-
firmable. One could indeed imagine Quine telling Ayer that he
got things backwards. Instead of taking the fact that it counts
every statement as confirmable as a reason to abandon VP, he
rather ought to have celebrated it as a philosophical discovery:
all statements, including those of speculative metaphysics, are
confirmable by observation!
But such a cavalier dismissal of Ayer's problems would be too
quick. VP is only one existential generalisation removed from
HD3, and is easily seen to inherit its triviality from the latter.
By applying Ayer's conditionalisation trick directly to HD3, we
can prove that any true observation statement O confirms any
other statement S, unless we are in the special (and uninterest-
ing) case where S is already entailed by the negation of O.
Proof. Let O be a true observation statement and let S
be any statement not entailed by -0. Since --0 / S,
there is some interpretation on which both O and S are
false. But that interpretation would also make S -+ O
true. Hence there is an interpretation on which S -+ O
is true and O false, which shows that the former does
2
"For a review and references, see Garcia Suarez 1999 and Wright 1993b: sec. 1.
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not entail the latter: {S -+ O} 0 O. But that means
that {S -+ O} is a suitable choice of Aux to show that
O confirms S according to HD3.
However, we clearly do not think that, say, my observing a
breadcrumb on my kitchen table confirms Goldbach's conjec-
ture, or that it confirms that Julius Caesar liked Coca-Cola,
just because we can use Ayer's simple conditionalisation trick.25
But HD3 claims that it does.
This is bad news for Quine, but is not yet lethal. The trivi-
ality of HD3 by itself does not seal the fate of the Duhem+HD
argument, for there are still a number of escape moves open
to Quine. He could try to overcome the problem by either (1)
adding further clauses to HD3, (2) trying to make do with HD1,
or (3) learning to live with the triviality of HD3. WVhat I want
to show next is that none of these strategies work.
5 THE LooP PROBLEM
Given the sorry history of Ayer's attempts at patching up VP,
one might already be disinclined to try to improve HD3 by
adding further clauses. But it turns out that the situation is
worse than bad, and that Quine would not even get as far
as Ayer did. Most of the attempts at improving VP and the
25 This echoes Clark Glyrmour's general complaint that the hypothetico-deductive ac-
count is unable to account for scientist's judgments about what evidence is irrelevant to a
given scientific hypothesis (See Glymour 1975 and also Horwich 1983).
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hypothetico-deductive account do so by abandoning the very
feature of HD3 that supports the Confirmability Thesis.
The triviality of Ayer's first Verification Principle VP is usu-
ally attributed to the fact that it allow for confirmational loops.
These are pairs or larger collections of sentences, each of which
is counted as confirmable only because all the other ones are.
(A simple example of such a confirmational loop is the pair S
and S -+ O that we have encountered on page 60 above.)
Ayer's proposed revision of VP adds a clause that rules out
such loops by requiring the auxiliary hypotheses to be indepen-
dently confirmable. 26 This emendation leaves us with a picture
of confirmation on which observational support slowly perco-
lates up to the higher reaches of theory. First we establish some
low-level claims, which can then serve as auxiliary hypotheses
in the confirnmation of more theoretical principles, which in turn
might then assist us in the confirmation of yet more recondite
claims. And so on until (hopefully) the observational support
has permeated the entire theory.
We know that Ayer's revised criterion still overgenerates,
which suggests that VP has further problems that are unrelated
to its failure to prohibit confirmational loops. But a condition
on the independent confirmability of auxiliary hypotheses is a
fixture of all later attempts at finding a Verification Principle,2 '
26 Aver 1946: 13.
27See Brown and Watling 1951. Nidditch 1961, Scheffler 1963: 154n, Ullian 1965. Cohen
1980, Pokriefka 1983, Lewis 1988b, Wright 19931).
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and it also features prominently in more sophisticated versions
of HD. 28
Thus it seems plausible to suppose that Quine would not be
able to improve upon HD3 unless he at least finds some way of
ruling out confirmational loops. But for him, that is easier said
than done. Quine differs from Ayer with regard to his views
about the epistemological status of mathematics. Ayer's view is
that propositions of mathematics are tautologies; analytic claims
that are true in virtue of linguistic convention. 29 This is a view
that Quine explicitly rejects,3 0 and it is of course his very thesis
that mathematics does not need a special treatment, but can be
regarded as part of science proper. Hence Quine cannot follow
Ayer in assuming that mathematics has already been "taken
care of," and that it can be exempted from the independent
confirmability requirement imposed by an anti-loop clause.
That is a problem for Quine. The reason mathematical pro-
positions got to play an essential role in scientific predictions in
the first place is that they are needed to extract observable con-
sequences from high-level physical principles. The physical prin-
ciples and the mathematical propositions together entail obser-
vation statements, but neither does so in isolation of the other.
Hence unless we can already take the mathematical proposition
for granted (as being established by some non-empirical means)
)Schlesinger 1976; Horwich 1982.
2
"Ayer 1946: 78.
30 Quine 1935.
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then the effect of imposing an anti-loop clause would be to deny
the confirmability of high-level physical claims.
Unlike Ayer's Verification Principle, the Duhem+HD argu-
ment needs confirmational loops. This means that HD3 is as far
as Quine could follow Ayer in his quest for a better hypothetico-
deductive account of confirmation.
6 RETREAT TO SAFETY?
Since further advance is blocked by the loop problem, one might
instead try the opposite strategy. After all, our troubles only
began when we moved beyond HD1, and the suspicion could
arise that it was a mistake ever to have given up that account.
So let us suppose we went back to the initial proposal:
HDI: O confirms S if and only if O is true and {S} H- O.
One way of putting this proposal is that the only statements that
are confirmable are those that have "critical mass" and directly
entail observation statements.3 1 This rules out the confirmabil-
ity of most scientific claims, and we would not get the confirma-
bility of mathematical existence claims, either. But perhaps this
is a problem that can be overcome. For it seems that there is an
indirect sense in which both science and mathematics would still
be confirmable according to HD1. Let O be a true observation
I There are a number of passages in Quine that might be read as uromoting something
like this view. See, e.g., Quine 1995: 48.
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statement, let S be some theoretical claim, and let A 1,..., A,
be auxiliary hypotheses such that
{S, A1,7...7, A } - O.
It then follows from HD1 that 0 confirms the conjunction
SAA 1 A...AAn.
Even though they themselves do not have critical mass, both
high-level physical claims and propositions of mathematics can
thus still appear as conjuncts of claims that do. One might
wish to argue that this establishes the (indirect) confirmability
of such claims.
What this presupposes, however, is that whenever a conjunc-
tion is confirmed each of its conjuncts is. Since that claim does
not follow from HD1, the proposal in effect amounts to supple-
menting HD1 with what Carl Heinpel calls the Special Conse-
quence Condition:32
SCC: If O confirms P A Q then O confirms P.
But while SSC and HD1 might seem innocent enough when
taken in isolation, together they entail:
3 2Hempel 1943: 127. The Special Consequence Condition is usually formulated as the
claim that if O confirms P and P - Q then O confirms Q. But since P is equivalent to
P A Q whenever P H- Q, this claim is equivalent to SSC above. See Brody 1968 and §87
of Carnap 1950 for a discussion of whether we ought to accept the Special Consequence
Condition.
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HD2: O confirms S if and only if O is true and there is
a set of auxiliary hypotheses Aux such that {S} U
Aux O.
Proof. Suppose that there are auxiliary hypotheses
A 1,...,A, such that {S, A 1,...,A0 } -O. Then O
confirms S A A I A... A A, according HD1, and hence O
confirms S according to SSC. For the other direction,
suppose that O confirms S according to HD1+SSC.
Then S is a conjunct of a statement T that is counted
as confirmable by HD1 alone. But if T is of the form
U A S A V the:, there is a set of auxiliary hypotheses
Aux-namely the set {UAV}--such that {S}UAux F
O. Hence HD1+SSC entails HD2.
Amending HD1 with SSC will thus not do, for the only reason
we went back to HDI was that HD2 and HD3 seemed untenable.
Neither are matters helped by distinguishing two types of
confirmation: direct confirmation, which behaves according to
HD1, and indirect confirmation, which is governed by
SCC': If O directly confirms P A Q then O indirectly
confirms P.
By adopting the above proof, we can easily show that HD1 and
SSC' together entail:
Scientific Ontology 66
HD2': O indirectly confirms S if and only if O is true and
there is a set of auxiliary hypotheses Aux such that
{S} U Aux F- O.
And by an argument similar to the one on page 56, it follows
from HD2' that every true observation statement O indirectly
confirms every other statement.
To confirm a statement is to provide (defeasible) reasons to
believe that the statement is true. So even though there might
well be different ways of confirming that we can distinguish (e.g.,
direct and indirect confirmation), there is only one notion of con-
firmation, just as there is only one notion of truth. Hence either
we deny that indirect confirmation is linked to truth in this way
(in which case indirect confirmation is not confirmation), or we
again get a trivial account of confirmation.
Similar considerations apply to a somewhat different view. It
is often said that the appropriate conclusion to be drawn from
Duhem's observation is that only entire theories are confirmable
by observation.33 Suppose we have a theory (or suitable theory-
fragment) T that consists of statements S1,..., S,. Then the
new proposal would be:
HDI*: O confirms T iff O is true and T entails 0.
It is not immediately clear that this would be a theory of con-
firmation. If confirmation provides reason to believe that that
3:There are again a number of passages in Quine that might construed in this sense.
See for instance his 1953c or 1981b.
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what is being confirmed is true then observation can therefore
only confirm what is truth-apt. Hence if theories were sets
T = {S1, ... ,S
then HD1* would not be an account of confirmation, for sets do
not have truth-values. But if theories were long conjunctions
T = S1 A ... A Sn
then HD1* would just be a notational variant of HD1.
Philosophers do of course often talk of theories qua sets of
sentences as being true. But what is meant by saying that a set
of sentences is true is that each of its members is true. In this
sense, observation could then indeed provide reason to believe
that {SI,....S,,} is true, and hence coiifirm" the set. Whai
that would come to, however, is that O would provide reason to
believe that each of the members of {S1, ... , S, is true. That
is, O would confirm S1, and O would confirm S2, ... , and O
would confirm S,. But if we are to understand "O confirms T"
in this sense, then HD1* would just be a roundabout way of
saying:
HD1t: Given a true observation statement 0,
1. O confirms a theory T if and only if, for all
elements S of T, O confirms S.
2. O confirins an element S of a theory T if and
only if T - O.
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But it is easily seen that HD1t is also equivalent to HD2, which
is what we were trying to avoid.
7 LIVING WITH TRIVIALITY
In the preceding sections, we have explored a number of strate-
gies for finding an acceptable version of the Duhem+HD argu-
ment. All of them have ended in failure: HD3 is trivial, further
advance is blocked by the loop problem, and a retreat to HD1
is self-defeating. We were unable to find a version of HD that
counts high-level physical principles as confirmable without be-
ing trivial. The last remaining option for saving the Duhem+HD
argument would therefore be to try to find a way for Quine to
live with a trivial account of confirmation.
A radical response to the triviality of HD3 would be to claim
that it cuts the other way. Suppose we are already committed
to the partisan view that the hypothetico-deductive account is
the only hope for extracting a philosophically viable concept of
confirmation from the scientist's pre-theoretic notion. In that
case, the conclusion to draw from the triviality of HD3 would be
that confirmation is trivial, not that HD was the wrong strategy.
(This is reminiscent of Karl Popper's view that the best we can
say in favour of a theory is that it is consistent with the obser-
vational data.34 ) On such a view, there is less to observational
"
34Popper 1981.
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support than scientists think, and theory choice would largely
have to rely on pragmatic considerations, such as a comparison
of the simplicity of rival theories.35
The main problem with this response is that it is at variance
with scientific practice. Scientists do not think that confirma-
tion is trivial. To accept HD3 in spite of its triviality is to
reject scientists' judgments about observational confirmation on
purely philosophical grounds. This is unappealing enough as it
is, but poses particular problems for Quine. His commitment to
a naturalised approach to epistemology means that he explicitly
denies that there is a higher court of appeal in which the scien-
tist's notion of confirmation could be rejected as philosophically
untenable. 36 He could thus only espouse a sceptical view about
confirmation by renouncing a position that is central to his phi-
losophy. And even if he did, it would not do the Confirmability
Thesis much good. For if there were reason to accept HD3 in
spite of its shortcomings, then the big news would be that con-
firmation is trivial, not that mathematical and other existence
claims are confirmable. For in that case CT would no longer be
an interesting thesis.
A stubborn adherence to HD does not seem to be an option.
But there might be a slightly more sophisticated way of motivat-
ing the adoption of something very similar to the hypothetico-
3.Something like such a view can plausibly be read into some of Quine's writings. See,
e.g., Quine and Ullian 1970.
36Quiine 1969a.
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deductive account. What we have been doing so far was to
consider qualitative accounts of confirmation. The sole aim of
a qualitative account of confirmation is to tell us which state-
ments are confirmed by a given true observation statement. But
one might be more ambitious, and aim at a quantitative account
that also makes claims about degrees of confirmation. The way
a shift to a quantitative accounts might help Quine is that he
could accept a trivial qualitative account of confirmation as long
as it is the consequence of a plausible non-trivial quantitative
one. The claim that every true observation statement confirms
every other statement could be made palatable as long as there
are significant differences in the degrees to which these various
statements are confirnmed.
Thus the hope is that we might save Quine's argument by
finding an acceptable quantitative account of confirmation that
retains enough of HD to license the inference from the predictive
role of mathematical propositions to their confirmability. But
quantitative accounts of confirmation are few and far between.
There is only one serious contender for a quantitative account
in the literature. This is the Bayesian proposal that a true
observation statement O confirms a statement S just in case the
probability of S given O-written 'Pr(S/O)'-is greater than
the probability of S:'37
0 confirmns S if and only if Pr(S/O) > Pr(S).
:A detailei lisc•i•issioi l of thle Ba,,esian proI•~al is in Earman 1992.
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The degree to which O confirms S could then be measured by
the difference Pr(S/O) - Pr(S).
However, the Bayesian account does not recover enough of
HD to be of any use to Quine. By exploiting the fact that Pr
obeys the standard probability axioms, it is fairly straightfor-
ward to recover the right-to-left direction of HD1:38
If {S} F- O then Pr(S/O) > Pr(S).
But this result does not generalise to the case where more than
one premise is needed to derive the observation statement. It is
compatible with the Bayesian proposal that
{si, ... , Sl} O
1 olds, and yet
Pr(S,/O) < Pr(S,) for all i.
That is, as far as the Bayesian is concerned, all the premises of
a prediction may be disconfirmed by its observational success.
Proof Let me prove this claim only in the simple case
{A, B} t- O. Suppose that all possible worlds fall into
ten mutually exclusive but jointly exhaustive classes.
These ten classes are represented by the boxes in the
following diagram:
1 Earnnan 1992: 64.
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Let us assume further (as indicated in the diagram)
that O is true in all the states on the first line and
in the third on the second; that A is true in the first
three states of the second line; and that B is true in
the last three. Let us also assume that all ten states
are equally likely. Given this information, it is then
straightforward to calculate that
Pr(A) = Pr(A) = 3/10
Pr(A/O)= Pr(B/O) = 1/6
But since
Pr(A/O) < Pr(A)
Pr(B/O) < Pr(B)
this is a case where the success of the prediction would
disconfirm all premises.
Hence neither HD2 nor HD3 is a theorem of Bayesianism.39
The Bayesian account does not vindicate enough of HD to
supplant it in an argument for the Confirmability Thesis. This
does not of course rule out that there might be some other
•':As wts shown il h87 o(f Carlap) 19501. we (o rn)t get the speial collsequtlenlce condition
SSC, either. This means that there is also no hope for a non-trivial Bayesian analogue of
the HDl-biased strategy we explored in Section 6.
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quantitative account of confirmation that is both better than
Bayesianism and retains enough of HD to support the Confirma-
bility Thesis. But nothing Quine has ever said on the matter
gives us reason to suppose that there is such an account.
8 PREDICTION AND CONFIRMATION
I think Quine was mistaken when he thought that our reasons
for believing in the existence of electrons and quarks could be
reduced to the logical role they play in theories that entail the
observational data. Good scientific theories correctly predict fu-
ture observation, but they do niore than that. For example, the
theory of electrons not only predicts that under certain circumni-
stances a track of a certai'n radilus (r-an be observed in the bubble
chamber; it also tells a causal story that begins with the electron
and ends with the observation of its track. This seems to be a
general feature: hypothetical particles always play a causal role
in bringing about the observation that scientists take to confirmn
their existence.
Moreover, we are willing to speak of confirmatory evidence
even if we do not have much of a theory to do predicting. More
thani two thousan-d years ago, Lucretius gave observational ev-
i(dence for the existence of invisible atonls: the dripping of the
water whiich lihollows thle stone, tiHe p)loughshlare which grows
snialler inl thle fiel(ts, aLnd tlChe )ave(1 street worn awa.y by tlhe feet
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of the multitude.t4 This is perhaps not the most conclusive evi-
dence we have for the existence of atoms, but it is observational
evidence nevertheless. Yet Lucretius neither needed to apply
any mathematics, nor did he present a theory that is capable of
doing much prediction. The key feature is rather that the hypo-
thetical particles (Lucretius' atoms) play a role in an appealing
causal explanation of the phenomena.
The situation is not much different in modern science, where
scientists are often unable to do the calculations needed to apply
their theories to complex problems, but are able to tell a purely
qualitative story that explains the underlying causal process. If
we take our cue from these cases, then it would seeni that our
evidence for hypothetical particles is better accounted for in a
causal theory of conrfirmnation. We have :easons for believing ill
the existence of electrons and quarks because they are part of a
causal explanation of our observational data, and the existence
of hypothetical particles is confirined by those observations that
these particles themselves helped produce.
Such causal theories of confirmation come in two flavours:
externalist and internalist. The externalist variety is like an
ambitious causal theory of perception."4 Causal theories of per-
ception hold that the perceiving of an object requires that it
plays an appropriate causal role in bringing about the percep-
W'Dr rrerum natura. Bo1 k I, lines 29811f.
'Grir e 1961.
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tion. I perceive the table in front of me because its presence
is causally responsible for my having a certain perceptual expe-
rience. Yet if we accept a causal theory as an account of the
perception of medium-sized objects then there seems to be no
principled reason to deny it in the case of hypothetical particles,
which can play the same sort of causal role in bringing about
observations. In this generalised sense, perception would reach
all the way to our "causal horizon," and our observational ev-
idence for electrons and quarks would be of exactly the same
kind as that for the existence of tables and chairs.42
To get an internalist version of a causal theories of confirma-
tion, suppose that we adopt the following principle about the
relation between confirmation and explanation: 4 3
O confirms S if and only if S explains O
If we accept this, then we get a causal theory of confirnlatioll
as the dual of a causal account of explanation,' 14 (Likewise, the
hypothetico-deductive account of confirmation is the dual of
the dedulctive-nomological account of explanation.) According
to such a causal theory, our observations confirm the existence
"
2 Cf. t le disclussion about microscopes in iHacking 1983: ch. 11.
"
1The principle fails to account for cases whlere O is the cause of some future event S. In
this caIse, 0 would both explain and be evidence for S (Thomson 1996: 92). The principle
is therefore not quite riglt in this form, hut for current purpose it is good( enough. We
will only neted it a.s a trilge-principle for converting theories of confirnmat iont o (partial)
theo),ries of confihination. Wh'at is of interest is the threorv of confirmatio i we get in this
wa'V, ft whet her ti bridge-priiciPle is t r1me.
" Lewis 1986a.
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of hypothetical particles because such particles form part of a
causal explanation of how these observations came about.
Both the external and the internal account would agree with
HD that there is a close relation between scientific prediction and
the observational confirmation of the existence of hypothetical
particles, but both would spell out the relation in causal terms.
Provided we have knowledge of the appropriate causal laws and
background conditions, we might be able to predict that the
presence of a certain hypothetical particle is causally sufficient
for the production of a certain observable effect. But since the
predicting relies on knowledge of a causal process, this is a case
where the observation of the effect would confirm the existence
of the hypothetical particle in question.
Neither of the two is yet a worked-out theory of causal conl-
firmation, but if something like this is the right way of thinking
about evidence for hypothetical particles (as I think it is), then
Quine's case for the Confirmability Thesis is hopeless. Quine's
was an argument by dilemma; his thesis was that we can only
account for observational evidence for the existence of hypothet-
ical particles by admitting the same for abstract (and especially
mathematical) objects. But if our evidence for the existence of
hypothetical particles relies on causal mechanisnm, then we can
account for our knowledge of them without admitting anything
comllparable for causally inert abstract objects.
It mnight app)ear that I propose to reject the Confirmability
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Thesis by appealing to a causal theory of knowledge, and we
all know that that theory has its own serious problems. 4" But
the controversial part of the causal theory of knowledge is the
claim that a causal connection between knower and the object
known is a necessary condition for knowledge. This is not what
I appealed to here. All I claimed was that a certain type of
causal connection can be sufficient, and that a causal story is
the right thing to say about our evidence for the existence of
quarks, electrons, and other hypothetical particles.
The problens we had with the hypothetico-deductive ac-
countt of confirmation suacest that logical relations are far too
coarse-grained to allow for an adtequate anIalysis of confirmlation
in term:ls of therm. Causal relattions are more fine-grained thanl
logical ones.4 6 aAd one inight hope to obtain a more appealing
account of confirmation by admitting them as analvsans notions.
But as soon as we allow richer resources for analysing the ac-
count of confirmation, we also acquire the resources to make an
epistenmological distinction between hypothetical particles and
abstract objects, and Quine's case for the Confirmability Thesis
unravels. It seems to me that CT is little more than a spuri-
ous side-effect of a misguided attempt to analyse confirmation
in purely logic-al terms.
' i . f c1967. St n , t ll ki 197.t sat i
jPr)(idedj ( of urw. we do( riot follow Mlackie 19615 in tlOing to spell out (caiSation in
3Prior and the Platonist
The purpose of this paper is to draw attention to a conflict be-
tween two popular views about time. One is the Platonic thesis'
that some objects (forms. God, universals, or numbers) exist
"6 utside" tinme; the other is A. N. Prior's proposal for treating
tense on the model of modal logic. What I want to show here is
that the two are incompatible, and briefly explore the relation
between this result and the problem of change.
1 ETERNITY AND SEMPITERNITY
When ordinary people say that an object exists eternally, they
usually mean that it is everlasting. 2 But that is not how theolo-
gians and most philosophers use 'eternal': they call everlasting
'Plato was an important proponent of the view. but not the first one. The thesis that
soNU objects exist ouitside time can be found as early as in Parmniides. For references
and discussion, see William Kneale 1960 aInd Sorablji 1983.
2 See the first entry for 'exists' in the Oxford Englihsh Dictionary.
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If 'eternal' is not to be another way of saying either 'sempiter-
nal' or 'temporary' then we have to accept (1) as a necessary
condition for eternity. This means that part of what eternal ex-
istence would be like depends on what it is for an object to exist
at a time, and it is at this point that questions of tense become
important.3 Different accounts of tense yield different accounts
of the logical form of
(2) a exists at time t
But any account of (2) will in turn yield an account of eternal
existence when combined with (1).
2 VARIETIES OF TENSE LOGIC
The statement (2) is an existence claim, and existence is often
said to be a "special" predicate. That may well be so, but the
tense occurring in (2) is not special, and there is every reason to
suppose that it allows for a uniform and systematic treatment.
The task of analysing (2) is thus a particular instance of the
more general problem of accounting for statements of the forni
(3) a is F at time t
where 'F' is any predicate whatsoever. Let us begin by taking a
look at this more general question first and then return to (2).
"I amr here following philosophical customi in calling time6 mod11 tifiers of the typ " .. at
tin• t t tes.es. The.se are not tenses in a strict gi arninat ical sense, but t hey are theoret ically
on tihe same footing. O)nce we have accounti'dl for thern, however, we easily get an account
of tenses ini the o, dinary sense as well. See page 82 below for tdetails.
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Philosophical accounts of tense fall into two main groups,
depending on whether they emphasise the similarities between
times and possible worlds, or those between time and space. As
is well known, A. N. Prior proposes a "modal" account of tense.4
Just as propositions may have different truth values at different
possible worlds, he claims that they can also take different truth
values at different times. On his view, a is F at t just in case:
(4) At time t, the proposition that a is F is true.
To formalise claims like this, let me adopt George Myvro's
sentential tense operators 'ti'. These operators are defined as
follows:" for any sentence , rt p2 is true just in case the propo-
sition expressed by v is true at time t. Sentences withlout any:,
tense operators are true if and only if they are truie at th e preselnt
time t*. In terms of these tense operators, the axioms of Prior's
tense logic can then be written as:G
tlt'{ -- t' •p
tl(_•t')c -+ (3t')(tlt'lip)
'Seel tte papers iri Prior 19571 atld Prior 19681b. Another propo••ent of a modtal view
is von Wright 1968. A survey of Prior's wo(rk on tense is in Orstrom and lHale,, 1993. Se
also Burgess 198-1.
';lMro 1986; Prior ses a differentt not ation.
"See Prior 1957a: 13.
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As inference rules we have all the rules of the predicate calculus
plus the extra rule:
(6) If op is a theorem then so is tlp.
This rule ensures that all logical truths are true at all times.
The main technical benefit of accounting for tense in this
way is that the formal semantics developed for modal logic can
now be adopted for the purpose of a Prior-style tense logic by
letting times play the role of possible worlds. We can reuse 'O'
and '0' by reinterpreting them as "always" and "sometimes,"
respectively:
(7)
The axioms (5) then ensure that the operators defined in (7)
obey the familiar axioms of the system of modal logic S4:'
(8) D-
Moreover, we also get the inference rule of "necessitation"
(9) If y is a theorem then so is [o
as a derived rule.
Apart from 'H' and '0', we could also have defined "ordinary"
tenses, such as the past, present and future tenses:
For a proof, see Prior 1957a: 14.
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a was F if and only if (3t)(r < t* A tIFa)
(10) aisF if and only if t*jFa
a will be F if and only if (3r)(r > t* A tlFa)
Here t* is again the present time and '<' and '>' denote the
earlier-than and later-than relations, respectively. But since we
do not need these tenses for our current purposes, I want to pass
over them here.
So much for the general features of Prior's tense logic. Let us
now apply this account to tensed existence claims. If we treat
(2) on the model of (4) then we get the following "modal" view
of temporal existence:
M: a exists at time t if and only if t l(3:)(:r a).
If that is correct, then whether or not an object exists at a time
would be a matter of what propositions are true at that time.
This is in marked contrast to "spatial" views of tense, which
treat existence at a time like location at a place. There are dif-
ferent possible views about what it is for an object to be located
at a place. It might consist in: (i) its bearing of the location-
relation to a spatial point; (ii) its possession of a suitable spatial
part; or (iii) its possession of a non-relational property of spatial
location. Likewise, there are different possible "spatial" views
about what it is for an object a to exist at a time t:
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Si: a bears the exists-at relation to t.
S2: The temporal part a-at-t exists.
S3: a has the property of existing-at-t.
More generally, there are then also different spatial accounts of
what it takes for an object a to bc F at t:
SI: a is-F-at t.
S2: a-at-t is F.
S3: a is F-at-t.
There are important philosophical differences between these ac-
counts, which we will discuss briefly later. But they all share
one important feature: an object that exists at a. time would
do so in virtue of the possession of a property of temporal loca-
tion. This property is relational on the case of S1, and it can
be spelled out in terms of the parthood relation in the case of
S2. But the possession of that property would be what makes
it the case that an object exists at that time, and two objects
that exist at the same time would do so in virtue of having that
property in common.
Spatial views attach distinctions of tense directly to objects
and not to propositions, as Prior's proposal does. This difference
will be crucial when it comes to explicating the notion of eternal
existence.
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3 THE METAPHYSICS OF ETERNITY
We agreed earlier that it is a necessary condition for an object's
existing eternally that it does not exist at any time. Spatial
accounts of tense have no problem with this. For example, if we
accepted S1, then we could formalise (1) as:
(11) If a is eternal then (Vt)-iEat
Here E is the "exists at"-relation. Moreover, we could easily get
a sufficient condition for eternity as well. We could say that an
eternal object is one that exists at no time, but is distinguished
from impossible objects by the fact that it exists. As an explicit
definition of eternal existence, we could thus propose:
(12) a is eternal if and only if (3x)(x= a) and (Vt)-,Eat.
Similar for other spatial accounts of tense. Eternal objects would
be set apart from both temporal and sempiternal ones by their
lack of all properties of temporal location.
Prior's modal account of tense presents us with a different
picture. On his view, all it takes for an object a to exist at a
time t is that r(3x)(x = a)7 is true at that time. But there
is no property of temporal location in virtue of the possession
of which a would exist at that time, and which it would share
with all its contemporaries. 8 If we accept Prior's view, then the
"This is comparalle to a view mnany philosophers 1hold about existence at a possible
world up: there is no special property of w-ness that makes those objects that possess it
exist at w, ard which is shared t by all worldinates.
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difference between objects "inside" and "outside" time cannot
be a matter of how certain properties are distributed.
In his treatment of tense, Prior does not make any provisions
for eternal existence. In fact, according to his semantics for
tense logic (which closely mirrors the semantics of modal logic),
objects that don't exist at any time would be like objects that do
not exist at any possible world--impossible. However, it might
well be that this is due to a simple oversight on Prior's part.
The aim of his semantics was to capture the logical relations
between the tense operators he had introduced already, but this
does not prevent us from introducing another tense operator, 'A'
for "eternally," as long as we modify the semantics accordingly.
The hope is that such an eternal tense would then allow us to
speak of eternal objects just as the past tense allows us to specak
of past objects.
Adding an eternal tense is like adding a point C "at eternity"
to serve as the index at which eternal existence claims are true.
Given such an E, one could then define an eternal tense operator
'A' via:
(13) NZ E s jc.
By treating the eternal point E in analogy with the ordinary
time indices that we have already, we would get the following
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axioms for A to mirror the ones in (5):
A-np +-> -nAp
(14)
Moreover, if we want to be able to reason about eternal objects
(as we clearly do) then logical truths need to be eternally true
as well. (This would be particularly pressing if, as some philoso-
phers claim, mathematical objects exist eternally.) So we also
need the inference rule:
(15) If ýp is logically true then Ap.
which is an eternal analogue of the rule (9).
4 AxioMs FOR ETERNITY
Calling A an eternal point does not make it so. As far as (14),
(15), and Prior's other axioms are concerned, E might just be
an ordinary time point that we have decided to single out for
particular attention. And our use of '0l' might just be a way of
saying "at all times except at the special time E." The least we
would need to be justified in calling 'A' an eternal tense would
be a "modal" version of the necessary condition for eternity (1).
Since none of the axioms we have got so far gives us anything
like this, this means that we would have to add
(1.6) A -p O--
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as an additional axiom. But
trouble:
2. O-P -+ W p
1. IAAw -+ •A(p
4. Ap -+ AAcp
5. Ap -* -Ayp
6. -Ap
if we do this, we quickly run into
From (16)
From (8)
From lines 1 and 2
From (14)
From lines 3 and 4
From line 5
Hence all eternal claims would be false, including all eternal
existence claims. It would be a consequence of our tense logic
that there are no eternal objects!
It is of no use trying to circumvent this particular problem by
rejecting the principle that eternal truths are true at eternity,
which we appealed to in line 4. We get worse problems for (16)
without making use of this axiom:
1. y is logically true
2. Ap
3. I-np
4. -ip
5. O(p
6. ýo
Assumption
From line 1 with (15)
From line 2 with (16)
From line 3 with (8)
From line 1 with (9)
From line 5 with (8)
Thus not only would it follow that all logical truths are false at
all times (line 3), we can even derive an outright contradiction
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(lines 4 and 6). Adding (16) as another axiom results in an
inconsistent system of tense logic.
It is tempting to suppose that this and the previous problem
were due to the fact that we tried to adopt (16) for any propo-
sition ýp whatsoever. To get (1), we only need it for attributions
of existence, and there does not seem to be anything wrong with
accepting
(17) A(]x)(x = a) -- D-(3x)(x = a)
However, if we want to give a uniform treatment of tense then
(18) a exists eternally
ought to be a special case of
(19) a is F eternally.
Thus we also want to have it come out that if a has a property
eternally then it does not have it at any time:
(20) tsFa --+ O--Fa
But if we accept (20) then we get again into trouble. Let p be
any claim whatsoever, and define a predicate 'F' via:
(21) Fy =•,, (3x)(x = y) V p
By using (20), we can then prove:
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A(3x)(x = a)
(3]x)(x = a) -+ Fa
AFa
D--,Fa
LO-(a = a v p)
0-,(a = a) A fl--,o
O•p
9
Assumption
From (21)
From lines 1, 2 with (14)
From line 3 with (20)
From line 4 with (21)
From line 6 with (8)
From line 6
From line 7 with (8)
By doing the same proof for - p, we can thus derive a contra-
diction from the assumption that there is an eternal object.
One final point: in Section 1, we agreed that we ought not
to accept the converse of (16). But in light of the problems we
have just discussed, one mnight wish to take another look at this
issue. For the trouble with (16) is that it only lets us have logical
truths be true eternally at the cost of having them be false at
all times. The converse
(22) D-p -4 Ap
does not have this property. Since this would only be a sufficient
condition for eternal truth, it would permit eternal truths to be
true at e and at somne times. That is a nice feature, but is of
little help. Even if we dropped (16) in favour of (22), we would
still get a contradiction:
1.
2.
3.
4.
5.
6.
7.
8.
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1. p is logically true Assumption
2. -n-p is logically true From line 1
3. D-i--p From line 2 with (9)
4. A--p From line 3 with (22)
5. -mcp From line 4 with (14)
6. ZAp From line 1 with (15)
Hence (22) is as bad as (16).
5 THE PROBLEM OF CHANGE
We have seen that Prior's modal account of tense cannot make
sense of the Platonic view that some objects exist eternally,
"outside" time. What I briefly want to disculss in closing is
whether this is bad news for eternal objects, or bad news for
Prior's account.
In the literature on this topic, one can find a number of argu-
ments that purport to show that a certain kind of object (forms,
God, numbers) exists eternally. 9 But it will come as no surprise
that these arguments usually assume a spatial account of tense.
To show that an object exists eternally, one would try to show
that it has some essential property P the possession of which
would be incompatible with some property Q that it would have
to possess if it existed in time. That kind of argument can only
work if there is some property Q that every temporal object
9 Chapter 4 discu:tsscs these argumellc nts in more detail.
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would possess, and on Prior's account of tense there is no such
property. Unlike spatial accounts, which postulate properties
of temporal location, modal accounts of tense regard temporal
existence as metaphysically insubstantial.
The connection between the question of eternal objects and
Prior's account of tense is therefore largely a one-way street: rea-
sons to accept Prior's view of tense are reasons to reject eternal
objects, but it seems that we only get an argument for eternal
objects if we already deny Prior's view.
Whether or not we should accept the possibility of eternal
objects thus largely depends on whether we ought to opt for a
spatial or a modal view of tense. And apart from the question
of which view better accounts for the linguistic evidence,' 0 the
answer to this question will mostly be settled by how we decide
to solve the problem of change."1  Each of the four accounts
of tense that we have discussed here corresponds to a different
explanation of how it is possible that 'a is F at t1' is true and
'a is F at t2' false:
Si: a bears the F-relation to t1 but not to t2.
S2: a-at-tl has F but a-at-t2 doesn't.
S3: a has F-at-t1 but not F-at-t-.
M: That a is F is true at t1 , but false at t2.
"'(Cf. Kuhn 1989 and Higginbotham 1999.
'' Haslanger 19891), 1989a: Lewis 19861): 202 205. Lewis calls the problem of change "t he
problern of te•mporary intrinsics'.
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The differences between these four solutions are primarily on-
tological. Since S1 is committed to the existence of time points,
it presupposes an absolute theory of time. 12 However, it would
also rule out the possibility of intrinsic change, since it only
permits an object to change the relational properties that it
bears to time points. This inability of S1 to account for intrin-
sic change is one of the main reasons why David Lewis opts for
S2 instead.13  But S2 is committed to the thesis that objects
have temporal parts, and many philosophers reject this. 14 S3
has fewer ontological costs, but commits us to the (offhand im-
plausible) view that no object can have the same property at two
different times. Finally, the modal view M commits us to the
existence of "tensed" propositions, and some philosophers think
that there aren't any propositionls, let alone tensed ones. 15
The fact that it is intinmvtely connected with so many other
contentious philosophical questions is what makes the problem
of change so hard to solve. But if the thesis I have been arguing
for in this paper is correct, then part of what is at stake in the
debate about change is whether we can make sense of the notion
of eternal objects. For if Prior is right about tense, then there
is no room for eternal objects.
'
2 See Earman 1989 for a discussion of absolute and relational theories -of space and tinie.
13Lewis 1986b: 202 205.
"'A critical assessment. of the nletaphysics of tentporal parts is in Thomson 1983.
'rHis rejection of propositions was Quine's prinlary nlotivation for accepting S2 (Quine
1960: §36; Quine 1953a). Richard 1981 discusses the (lilestion of whether we should agree
that propositions can take dlifferent truth values at different times.
4What has Eternity Ever Done for You?
There is an ancient theological debate about whether God exists
at all times (is sempiternal) or whether He exists "outside" time
(is eternal). For a long time, the consensus view amongst the-
ologians was that God is eternal, but the more recent discussion
has tended to favour the rival view that He is sempiternal. 1 The
issue remains one of the central questions in theology. What is
surprising, however, is that there is no comparable discussion
in secular philosophy, where the doctrine of eternal existence
flourishes largely unchallenged in the popular view that num-
bers, sets, properties, propositions, and other abstract objects
exist "outside" time. In fact, some authors even suggest that
eternal existence is part of what makes objects abstract and
distinguishes them from concrete objects. 2
I think this is a mistake. There might well be a theological
case to made for the eternity of God, but I claim that there is no
'A survey of this discussion can be[ found in Hasker 1989 or Leftow 1991.
'For discussion, see Lewis 1986b: 83, and Hale 1987: 48- 50.
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compelling reason to suppose that abstract object exist outside
time. The thesis that I want to defend here is that the atheist
has no need for eternal objects.
1 GOD AND TIME
Theology did not invent the notion of eternal existence. The
view that some objects exist "outside" time can be found as
early as in Parmenides.3 It also played an important role in
Plato's theory of forms, from where it presumably found its way
into Christian theology. Through late Roman and mediaeval
times, the doctrine of eternal existence was then kept alive by
the widespread conviction that there are conclusive theologi-
cal reasons for supposing that God exists eternally. Foremost
anmongst them was Boethius' influential claim that God's eter-
nity is needed to reconcile the conflicting demands of human
free will and divine omniscience and omnipotence. 4 But differ-
ent arguments for the same conclusion were also proposed by
St. Augustine, Anselm of Canterhury, and Aquinas. (We will
discuss some of these arguments below.)
On the other hand, there are also obvious problems with the
presumed eternity of God. The Bible often describes Him as
a causal agent who intervenes in the temporal order of events.
For example, it is said that He first created the Earth, and that
only later did He create Adam. It is natural to suppose that God
would have to exist in time if He is to play such a causal role, and
'For references and discussion, see William Kneale 1960 and Sorabji 1983.
SThe Consolation of Phdlosophy. Book V.
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that an eternal God would be causally inert. And in addition
to these worries about omnipotence, there is also Arthur Prior's
objection that an eternal God could not be omniscient, either,
because He would lack indexical temporal knowledge: an eternal
God would not know what time it is. 5
What is noteworthy about this debate is that it is almost en-
tirely driven by systematic theological considerations. Finding
an argument for God's eternity is relatively easy: all we need
to do is to derive a "Platonist" conclusion from the "Platonist"
New Testament. The difficult part is to reconcile God's eternity
with everything else that is said about Him in the Scriptures,
and it is this latter question that theologians are primarily con-
cerned about.
The question of whether abstract objects are eternal presents
Ius with a completely different set of issues. Nobody believes thtat
abstract objects are omniscient or omnipotent, and the major-
ity view is that they are causally inert, anyway. Compared to
the divine case, there are thus markedly fewer problems with
supposing that abstract objects are eternal. On the other hand,
however, the friend of eternal abstracta also lacks the very pow-
erful "appeal to revealed metaphysics" that the theologian has at
his disposal. Nothing about how numbers, universals or propo-
sitions relate to time has been revealed to us by some higher
authority. Provided it can be reconciled with everything else
that is believed to be true of Him, it is fairly clear what "the-
oretical work" the eternity of God would do in theology. But
Prior 1968a.
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we will see that it is far less clear why we would want abstract
objects to exist "outside" time.
2 CAN CHAIRS BE ETERNAL?
An object exists eternally just in case it does not exist at any
time. But to say that an object a does not exist at any time
seems to be the same as saying:
(1) a did not exist in the past, does not exist now, and will not
exi-st in the future.
And that just seems to be a roundabout way of saying that the
object a fails to exist; eternal objects seem to be impossible.
Friends of eternal objects will be quick to point out that this
appearance of impossibility is just a spurious side-effect of the
syntax of English. The rules of grammar demand that every
verb of English be put into a tense, and that includes the verb
exists. It seems that we cannot say of an object that it exists
without committing ourselves, by our choice of tense, to the
existence of some time at which it exists. Yet if that were the
only problem then we could easily make room for eternal objects
by inventing an "eternal tense" form of the verb exists.6
But even though one might well be wary about the philosoph-
ical acumen of our ordinary tensed talk, there are some cases
where it does get the metaphysics right. Whatever one may
think about eternal existence in general, it seems clear that no
"However, as we have seen in Chapter 3, we cannot add such an eternal tense if we
already sulbscribe to a "niodal" account of t.ense like the one promoted by A. N. Prior.
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physical object could exist in this manner. A chair that has not
existed at any time in the past, does not exist now, and will not
exist at any time in the future does not exist in any sense. At
least for physical objects, to exist is to exist at some time or
other:7
(2) Eternal physical objects are impossible.
There is room for disagreement about why we so readily consent
to this claim, but the reason is clearly not that we are fooled by
the idiosyncrasies of tense in English. Even after these limita-
tions have been pointed out to us, we are still reluctant to give
up (2).
None of this prevents non-physical abstract objects from ex-
isting eternally, but it does serve to place the burden of proof
on those who claim that they do. A philosophical account of
time and existence ought to tell us why (2) is true. But there
are only two possible explanations of why physical objects need
to exist "in" time:
(A) It reflects a general feature of existence. To exist is to exist
at some time or other; eternal objects are impossible.
(B) It reflects a special feature of physical objects, which forces
them to exist in time. Other objects, such as abstract ones,
are exempt from this requirement.
7There are of course "those philosophers who have united in ruining the good old word
'exists"' (Quine 1953b: 3). They would admit that physical objects that exist at no time
do not exist, but claim that they nevertheless have "being" and are for that reason not
impossible. See Quine 1953b for further discussion.
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Someone who believes in eternal objects has no choice but to
opt for (B). But he would then owe us an account of what it
is about abstract objects that permits them to do what is im-
possible for physical objects: exist without existing at any time.
Unless it can be shown that the distinction between existence
"inside" and "outside" time is doing some theoretical work, it
would constitute a needless complication of our metaphysics.
If no theoretical employment for eternity can be found then
simplicity considerations ought to compel us to drop the otiose
"in"/"outside" time distinction and opt for the metaphysically
simpler account (A) instead.8
3 THE TENSELESS PRESENT
According to a widely held view, the problems I have drawn at-
tention to in the previous two sections admit of a fairly simple
solution. It is often claimed that our ordinary way of think-
ing and talking about numbers, properties, or propositions is
already committed to their eternity. But if that is right, then
there is no room for denying the eternity of abstract objects.
If it is a "theorem" of our reference-fixing "folk theories" that
abstracta are eternal, then to deny that they are eternal is to
deny that they exist.
To see how this claim is supported, consider the following
three sentences:
8If we account for the truth of (2) in terms of (A) then that would provide independent
reason to opt for Prior's "modal" proposal for accounting for tense. If the impossibility
of eternal objects is a general feature of existence then that ought to be reflected in our
semantics for '3'. And Prior's tense logic does just that: it gives us (A) as a theorem.
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(3) Five plus seven equals twelve.
Red is a colour.
p A q entails p.
These sentences use the grammatical present tense of the verbs
to equal, to be and to entail. Yet it seems clear that semantically
this is not the ordinary present tense at all. For if it were then it
ought to be unobjectionable to use other tense modifiers instead:
(4) Yesterday, five plus seven equalled twelve.
Tomorrow, red will be a colour.
Today, p A q entails p.
But all the sentences in (4) strike us as extremely odd, and
perhaps even as downright unacceptable. So it seems that our
semantics of tense needs to distinguish between the ordinary
present tense in "I am writing an essay" and the tenseless present
(as it is usually called) in (3). The key question is what this
semantic difference amounts to.
One view, defended amongst others by William Kneale 9 is
that the tenseless present is an eternal tense that permits us to
speak of eternal objects in the same way in which the past tense
allows us to speak of past objects. The contention is that claims
like
(5) There is a prime number between five and ten,
assert that the object in question (seven) exists eternally; "out-
side" time. The grammatical present tense would thus be doing
9William Kneale 1960: 98.
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double duty as the ordinary present tense, which expresses what
is true at the present time, and as an eternal tense, which ex-
presses what is true "outside" time.
If this eternal tense view of the tenseless present is correct
then the truth of the claims in (3) requires the eternal existence
of the numbers, properties and propositions that these claims
are about. Since we know that these claims are true, it follows
that the objects in question are eternal.
This argument is valid, but I think that its proponents are far
too optimistic about the merits of the semantic thesis on which
it is based. What tends to be overlooked is that rival accounts
of the tenseless present are readily available. Martha Kneale1o
advocates the view that the tenseless present is a way of saying
always, and gives a "Gricean" account of the oddness of the
sentences in (4). Suppose that the tenseless present is a way of
saying "at all times," and let us assume further that it is common
knowledge (perhaps only tacit) that facts about about sums,
higher-order properties, and entailments do not undergo change.
Now suppose we actually contributed the sentences in (4) to a
conversation. By doing so, we would indicate our willingness
to contemplate the possibility that these facts about numbers,
properties, and propositions might change over time. Otherwise
there would be no point in uttering the sentences in (4) instead
of the stronger claims in (3), and we would be violating what
Grice calls the conversational maxim of Quantity.1' But these
implicatures contradict our background knowledge about the
'oMartha Kneale 1973.
11Grice 1989a: 28.
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unchangeability of such facts.
The "always" interpretation can thus explain the oddness of
the sentences in (4) with the fact that uttering them carries
obviously false implicatures. But the claims themselves (rather
than what uttering them would imply) are true on the "always"
interpretation: five plus seven equalled twelve yesterday, red will
be a colour tomorrow, and today p A q entails p.
There are thus two rival accounts of the semantics of the
tenseless present. On the "eternal tense" view, the truth of the
claims in (3) requires that the objects in question exist eternally,
whereas on the "always" view they would have to exist sempiter-
nally. But it seems that either account could be squared with
the linguistic intuitions we have about grammatically tensed
sentences in English. Our ordinary practice of talking about
properties, numbers, and propositions does not settle the ques-
tion of which of the two accounts is correct.
Moreover, I think that the friends of the "eternal tense" ar-
gument fail to appreciate the degree to which the question of the
semantics of the tenseless present is hostage to metaphysical for-
tune. Suppose there were an independent argument that settles
whether numbers are sempiternal or eternal. If we did not adjust
our semantic views accordingly then we would be committed to
the view that all ordinary arithmetical claims (which employ
the tenseless present) are false. But such an error theory about
arithmetic is untenable. Hence the semantics of the tenseless
present would have to follow wherever metaphysics leads it.
An interesting illustration of this point is provided by the
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theological discussion of the nature of God. The view that the
grammatical present tense of verbs can function as an "eternal
tense" is also widespread in theology. According to Luis de
Molina,
Present duration can be of two types, namely, (i) the
present time or present moment of time, or (ii) eter-
nity, which is always present. Indeed, eternity cannot
be a past or future duration, since of course there can-
not be any past or future in eternity taken in itself.
-Molina 1588, Part IV, Disputation 48
This echoes an earlier passage in the Timaeus, where Plato
writes about the father and creator that
we say that it 'was', or 'is', or 'will be', but the truth
is that 'is' alone is properly attributed to it, and that
'was' and 'will be' are only to be spoken of becoming
in time.
- Timaeus, 38a
But none of this is presented as the result of a linguistic investi-
gation of our ordinary way of talking about God. Indeed, most
of the Bible speaks of God in clearly temporal terms, and would
rather favour the view that He exists "in" time. There are only
very few places in which something like the tenseless present is
used, such as the curious passage in John 8:58, where Jesus is
reported as saying that "Before Abraham was, I am."
What makes the "eternal tense" view appealing to many the-
ologians is that they already have an argument for the eternity
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of God, and are now looking for a coherent way of talking about
Him that respects the grammatical constraints of having to put
all verbs into a tense. Claiming that the tenseless present func-
tions as an "eternal tense" seems to provide an attractive way
out of this predicament.
There are some differences between the case of God and that
of abstract objects in this respect. Few theologians are commit-
ted to a literal reading of the entire Scriptures; some parts of
it will have to be taken cum grano salis. There is thus some
leeway for discounting parts of the Bible as "strictly speaking
false," which is made extensive use of by those who think that
to speak truly of God requires the use of the tenseless present
as an "eternal tense" (which is rarely used in the Bible). There
seems to be no such wiggle-room in the case of arithmetic and
other theories that deal with abstract objects: these theories are
"'strictly speaking true."
But the basic structure of the problem appears to be the same
in both cases: the metaphysical questions need to be decided
first, and the semantics of the tenseless present will have to
follow suit.
4 ARGUING FOR ETERNITY
The tenseless present argument tried to show directly that their
eternity is part of our concept number, property or proposition.
If the argument is inconclusive, as I have argued in the previous
section, then the case for eternal abstracta would have to rely
on an indirect argument instead. An indirect argument for the
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eternity of abstracta would show that they have some essential
property P that is incompatible with the possession of some
property Q that they would possess if they existed in time.
Such indirect arguments for the eternity of abstracta are lim-
ited by two factors. The first constraint is the range of available
properties Q, which depends on what account of temporal exis-
tence we subscribe to. In Chapter 3 we distinguished four views
about what it is for an object a to exist at a time t:
S1: a bears the exists-at relation to t.
S2: The temporal part a-at-t exists.
S3: a has the property of existing-at-t.
M: At t, it is true that a exists.
These four accounts exhaust the available options for including
a temporal modifier 't'. in existence claims. We can either treat
t as a relatum of a (Sl), attach it to the object (S2), attach it
to the predicate (S3), or have it modify the existence claim as a
whole (M).
If the "modal" view M is correct then there is no hope for
eternal abstracta. We have already seen in Chapter 3 that M
does not allow for eternal objects. But since M does not pos-
tulate properties of temporal location, there would in any case
be no property Q that any object "in" time would possess. An
indirect argument for the eternity of abstracta is thus only pos-
sible if we already subscribe to one of the "spatial" accounts of
existence at a time.
The second constraint is the paucity of properties of abstract
objects that could plausibly be expected to be incompatible with
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the possession of temporal location according to either S1, S2,
or S3. But it; seems that there are (at most) three candidates
for the role of P in an indirect argument for the eternity of
abstract objects. Abstract objects (or at least some of them)
exist necessarily, do not undergo change, and are metaphysically
simple.
What I want to do next is to determine whether the available
choices for P and Q allow us to construct a compelling argument
for the eternity of at least some abstract objects. Since this
questions is largely ignored in the philosophical literature, there
is not much there to guide us. But there are a number of indirect
arguments for the eternity of God that can be modified to apply
also in the secular case.
5 THE ARGUMENT FROM NECESSITY
Suppose we accept the spatial account that an object exists at
a time just in case it bears the "exists at"-relation E to the
corresponding time point:
Sl: a exists at t iff a bears the exists-at relation to t.
This thesis is committed to the existence of time points, and
time points arguably have different counterfactual existence con-
ditions than numbers, sets, properties, and propositions do. One
might hope to be able to exploit this fact to construct an argu-
ment for the eternity of the latter.
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Someone who presents an argument of this type is Brian
Leftow. 12 He focusses on the special case of mathematical ob-
jects, but his argument would generalise to other kinds of ab-
stracta. Leftow claims that while mathematical objects exist
necessarily, time points exist only contingently. This means that
there is a possible world in which mathematical objects exists,
but which does not contain any times:
(6) It is possible for there to be mathematical objects, but no
time points.
But if, as we are assuming, an object is eternal just in case it
exists at no time, then S1 entails:
(7) If there are no time points then every object is eternal.
And from these two premises it would follow that it is possible
for mathematical objects to exist eternally. This is not yet what
we need, for we want to show that mathematical objects are
actually eternal. But it seems plausible to suppose that any
object that exists "in" time does so essentially:
(8) For all x, if x exists in time then x exists necessarily in
time.
By contraposition, this means that if it is possible for an object
to exist eternally then it does in fact exist eternally. If we accept
(8) then the eternity of mathematical objects follows from their
being possibly eternal, which means that (6)-(8) entail:
(9) Mathematical objects exist eternally.
12Leftow 1991: 44-47.
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This is how Leftow puts his case.
But why should we suppose that S1 would be true in a pos-
sible world in which there are no time points? Even if S1 were
the correct account of temporal existence in the actual world,
it would at best be "metaphysically" necessary. Someone who
subscribed to any of the (by assumption false) alternatives S1,
S2 or M would be wrong, but he would not be making a logi-
cal mistake. Yet (logically) possible worlds without time points
would seem to be the prime candidates of worlds in which we
would expect S1 to be false. But if S1 is false in the possible
world that bears witness to the truth of (6), then we do not get
(7) at that world either, and the argument stalls.
Leftow's argument equivocates between different notions of
necessity. The premise (6) is plausible if we regard it as a claim
about what is logically (or perhaps "mathematically") possible.
But if we interpret the 'necessarily' in (8) in the same way then
that premise is false. Likewise, even if it is actually true, S1
would not be a logical truth, and there is therefore no reason to
suppose that (7) is logically necessary.
Perhaps S1 is "metaphysically" necessary, if true. But if (6)
were intended as a claim about metaphysical possibility then
the argument would simply be begging the question. Whether
it is metaphysically possible for abstract objects to exist without
bearing the "exists at"-relation to any time point is part of what
is at issue, and thus not something Leftow can help himself to
as a premise.
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We might agree that at least some abstract objects have coun-
terfactual existence conditions that are different from those of
time points. But to turn this into an argument for the eternity of
abstract objects, their existence conditions would already have
to come apart within the limited range of possible worlds in
which S1 would be true, and it is hard to see how one could
show that that is the case without begging the question.
St. Augustine suggests is a divine variant of this argument
that is far more promising.13 According to the Scriptures, God
is the creator of time. But it can only be true that God created
all the individual "times" which make up time if, had He decided
otherwise, these times would not have existed. Like God, I also
want there to be time points. Yet I did not create them, for had I
decided otherwise, they would have existed anyway. Hence God
could only have created time if He could exist without times.
Moreover it seems to be plausible to suppose that what this
amounts to is that it has to be "metaphysically" possible for
God to exist without time points. For God we would thus get
an analogue of (6) with the right kind of modality. If we also
grant (7) and (8), it would then follow that God, as the creator
of time, has to be eternal.
6 SIMPLICITY AND TEMPORAL PARTS
In the Monologion, Anselm of Canterbury gives the following
argument against the sempiternity of God. Suppose that He
exists at all times:
13 Confessions, Book XI, Chapter XIII.
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The supreme Being, then, will be divided into parts,
according to the divisions of time. . .. How, then, shall
this proposition be valid, which was proved with clear
and logical cogency above, namely, that the supreme
Nature is in no wise composite, but is supremely sim-
ple, supremely immutable?-how shall this be so, if
that Nature is one thing, at one time, and another, at
another, and has parts distributed according to times?
-Monologion, Chapter XXI
In the case of spatial location, "mereology recapitulates topol-
ogy." If an object is located at every point in a region of space
(and perhaps also elsewhere) then that object has a part that
is located at all and only the points in that region. Our view
S2 (and, apparently, St. Anselm) claims that something similar
is true for existence in time. If an object exists throughout the
period of time from tl to t 2 (but perhaps also before and after-
wards) then, it is claimed, that object has a temporal part that
exists from tl to t2 only.
If we accept this metaphysics of temporal parts (and many
philosophers oppose it) then an object could persist through
time only by possessing numerous distinct temporal parts, and
any temporally extended object would have to be complex. Thus
if God, numbers, properties, and propositions are metaphysi-
cally simple then they cannot exist in time.
Having to accept the metaphysics of temporal parts will al-
ready make this argument unappealing to many. But even if
we make this concession, we might still wonder why we should
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suppose that God, or numbers, or properties, or other abstracta
cannot have temporal parts. For Anselm, the concept of part is
intimately related to that of separability:
whatever is composed of parts is not altogether one,
but is in some sense plural, and diverse from itself; and
either in fact or in concept capable of dissolution.
-Proslogion, Chapter XVIII
For spatial parts of physical objects, this seems right. I can
"dissolve" my bicycle into its component parts: the handle bar,
the wheels, the frame, and so on. But it is not obvious that
temporal parts are like that. Philosophers tend to use the notion
of part very freely, and talk of "parthood" whenever there is a
range of objects that can be regarded as a model of the Calculus
of Individuals. 14 Yet there is no guarantee that parthood in this
liberal sense fits Anselrn's characterisation.
For example, the Calculus of Individuals is applicable to seL
theory: we can regard the subsets of a set as its "parts."15 The
set {3} can be thought of as a part of the set N of all natural
numbers. But it seems that 3, and hence {3}, cannot exist with-
out all the other elements of N existing as well. It is an essential
property of 3 that it is the successor of 2, the square root of 9,
and so on. Even though {3} is a part of N, it does not enjoy any
sort of independent existence. The set N is composite without
being decomposable: it cannot exist without all its parts, and
its parts cannot exist without it.
14 This is the standard axiomatisation of the parthood relation due to Goodman and
Leonard 1940.
'
5 This is spelled out in detail in Lewis 1991.
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Whether or not we should be concerned about the prospect
of numbers, properties, or God having temporal parts therefore
depends on whether temporal parts are more like the spatial
parts of my bicycle, which can come apart, or whether they
would be inseparably tied together, like the "subset parts" of
the natural numbers.
What is potentially embarrassing about temporal parts of
numbers is that we wouldn't know what to say about cases where
a possible world contains only one brief "episode" of a number.
Take the temporal part of the number three from noon to 2 p.m.
today. What would happen to the truths of arithmetic in a
world that only contained this temporal part of the number
three, but none of the other ones? This question is similar to
the question of what would happen to arithmetic if the number
three were missing altogether, and I think it should be dealt with
in the same way: if numbers existed in time then they would be
necessarily sempiternal, and thus possess a temporal part at all
times. Numbers cannot have "temporal gaps" any more than
the natural number series can have "missing numbers."
The worry remains what to say about counterfactual situa-
tions in which there were fewer or more times than there actu-
ally are. Would not an abstract object then have fewer or more
temporal parts than it actually has? That is not clear. The
theoretical work to which temporal parts are being put by their
proponents 16 does not require that we say anything about their
counterfactual existence conditions. This means that we can
"
6 See the papers in Rea 1997 and Lewis 1986b: 202-205.
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satisfy whatever reasons we have for accepting temporal parts
and subscribe to the additional thesis that all objects have all of
their temporal parts essentially. Hence if some object in some
possible world exists for a shorter (or longer) time than it actu-
ally does then (according to this view) its temporal parts would
just be more squeezed together (or stretched out) than they are
in the actual world. But all the parts would be there. Like-
wise for sempiternal abstracta in possible worlds in which there
are fewer (or more) times than there actually are: they have the
same parts as in the actual world, just more (or less) compressed.
Hence there is space for the view that objects are as closely
tied to their temporal parts as N is to its "subset" part {3}. And
that means that we can have temporal parts do the theoretical
work they were designed for, and nevertheless deny that that
would mean that sempiternal abstracta would be metaphysically
complex in any sense we should find objectionable. Even if we
accept S2, the simplicity of abstract objects need not stand in
the way of their existing sempiternally. 17
7 CHANGELESSNESS AND THE FLOW OF TIME
A third argument is harder to identify in the theological discus-
sion. This is the view that God and abstract objects cannot
exist in time because they are changeless. For if they existed in
time, then they would be getting older. This concern is perhaps
17Again, there might be more to be said in favour of the divine version of this argument.
Theologians sometimes advocate an extreme doctrine of divine simplicity that denies that
any distinction of complexity is applicable to God, not only the type of complexity that
allows for dissolution. See Stump and Kretzmann 1985 for details.
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gestured at by Plato, who writes that "that which is immovably
the same forever cannot become older or younger by time."1 8
There is also a passage in Aquinas that might be interpreted in
this sense. 19
But this argument is hard to make sense of. It seems to
be primarily motivated by the mistaken assumption that per-
sistence through time would somehow be like motion through
space. For an object to move from position pl to position p2, it
has to acquire and lose properties of spatial location. But even
on a spatial view, existence from time tl to time t2 is not like
that. An object would not first (at time t1) be located at t1,
then cease to be located there and later (at time t2) be located
at t2 instead. This is not the view and it is crucial that it isn't,
for otherwise neither of Si, S2 and S3 would be consistent.
The main tasks of a theory of tense is to help us solve the
problem of change. For an object a to undergo change, it has
to possess some property F at some time, and fail to possess it
at another. But Fa and -Fa are incompatible; change seems
impossible. The obvious reply to this "paradox" is that a would
be F and not-F at different times:
(10) a is F at time ti
and
(11) a is not-F at time t2
is Timaeus 38a.
19Summa theologica, Part I, Question 10, Article 2.
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are compatible as long as t l $ t 2.20 This much everybody agrees
on; the philosophical controversy about the problem of change
is primarily a disagreement about the logical form of (10) and
(11).21 But nothing would have been gained if we now insisted
that a would have to lose the property attributed to it in (10)
before it could acquire the one attributed to it in (11). For in
that case (10) and (11) would be as incompatible as Fa and
-Fa are.
The only change with regard to existence that an object can
undergo is to be created or destroyed. Hence all that the change-
lessness of abstract objects could give us is that if they exist in
time then they have to be sempiternal. But there does not ap-
pear to be any conflict between changelessness and existence in
time per se.
8 ETERNITY AND THE ATHEIST
My question here was whether we should say that (at least some)
abstract objects exist eternally. But our survey of available ar-
gument has turned up no compelling reason to suppose that
they do. Neither does it seem to be part of our conception of
these objects that they exist eternally, nor do we need to assume
their eternity to account for the other properties that we believe
them to possess. There is thus no reason to suppose that their
relation to time differs from that of physical objects, all of which
have to exist at some time in order to exist. An atheist has no
20
'Time is man's escape from contradiction" (von Wright 1968: 21).
21See Section 5 of Chapter 3.
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use for eternal objects.
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