In this paper, the piecewise homotopy perturbation method (PHPM) is employed to solve the HamiltonJacobi-Bellman (HJB) equation arising in the optimal control problems. The method is a simple modification of the standard homotopy perturbation method (HPM), in which it is treated as an algorithm in a sequence of small intervals (i.e. time step) for finding accurate approximate solutions to the corresponding HJB equation. Applying the PHPM with He's polynomials reveals that the modified homotopy perturbation is more impressive than the standard HPM. Also, the convergence of the algorithm is discussed in detail. The comparison of the PHPM results with the standard HPM, exact solution, Modal series, multiwavelets spectral method, differential transformations and the measure theory method is made. Simulation examples are employed to test the validity of the PHPM.
Introduction
In the optimal control theory, the optimal solution of a nonlinear control problem may be computed by solving the Hamilton-Jacobi-Bellman (HJB) equation, which is, in general, a difficult task (Stengel, 1994; Seong & Widrow, 2001 ). In particular, we will derive the fundamental first-order partial differential equation obeyed by the optimal value function, known as the HJB equation. This shift in our attention, moreover, will lead us to an alternative form for the optimal value of the control vector, namely the feedback or closed-loop form of the control. This form of the optimal control typically gives the optimal value of the control vector as a function of the current time, the current state and the parameters of the control problem. In contrast, the form of the optimal control vector derived via the necessary conditions of optimal control theory is termed open-loop, and in general gives the optimal value of the control vector as a function of the independent variable time, parameters and initial and/or terminal values of the planning horizon and the state vector. Essentially, the feedback form of the optimal control is a decision rule, for it gives the optimal value of the control for any current period and any admissible state in the current period that may arise. In contrast, the open-loop form of the optimal control is a curve, for it gives the optimal values of the control as the independent variable time varies over the planning horizon.
In the literature, there are many techniques that are interested in the approximation of the HJB solution. Kleinman (1968) proposed an iterative method to solve the Riccati equation for nonlinear systems by successively solving a sequence of Lyapunov equations. Saridis & Lee (1979) extended this iterative
