We study an optimal control problem on infinite horizon for a controlled stochastic differential equation driven by Brownian motion, with a discounted reward functional. The equation may have memory or delay effects in the coefficients, both with respect to state and control, and the noise can be degenerate. We prove that the value, i.e. the supremum of the reward functional over all admissible controls, can be represented by the solution of an associated backward stochastic differential equation (BSDE) driven by the Brownian motion and an auxiliary independent Poisson process and having a sign constraint on jumps.
Introduction
Let us consider a classical optimal control problem with infinite horizon for a stochastic equation in R n of the form starting at a point x ∈ R n , with discounted reward functional
Here a W is a d-dimensional Brownian motion defined in some probability space, b and σ are given coefficients with values in R n and R n×d respectively, f is a real function representing the running cost rate, β > 0 is a discount factor. The control process α is a stochastic process taking values in a metric space A and progressive with respect to the completed filtration F W generated by the Brownian motion; the class of such controls is denoted by A. The aim is to maximize J(x, α) over A and to characterize the value function
It is well known that, under natural assumptions, the value function is well defined and it is a viscosity solution to the Hamilton-Jacobi-Bellman (HJB) equation, which is the following elliptic partial differential equation on the whole space:
where L a is the Kolmogorov operator depending on the control parameter a: Thus, when a uniqueness result holds, the HJB equation completely characterizes the value function.
It is the purpose of this paper to provide a different representation of the value function, based on backward stochastic differential equations (BSDEs). BSDEs are used since long to represent value functions of stochastic optimal control problems and more generally solutions to partial differential equations of parabolic and elliptic type. Besides their intrinsic interest, some motivations are the fact that they usually allow to extend the obtained results beyond the Markovian case and they often admit efficient numerical approximations, which makes them a competitive tool in comparison with other more common numerical methods for partial differential equations. However the classical results relating BSDEs with partial differential equations, see for instance [19] and [17] , only cover cases when the equation is semilinear, i.e. it takes the form (in the elliptic case) β v(x) − Lv(x) + ψ(x, v(x), D x v(x)σ(x)) = 0, x ∈ R n , (
where L is the linear Kolmogorov operator associated to (uncontrolled) coefficients b(x), σ(x), and the nonlinear term ψ depends on the gradient D x v(x) only through the product D x v(x)σ(x). The general HJB equation (1.2), being fully nonlinear, can not be cast in the form (1.3) except in special cases. The corresponding optimal control problems also have a special form, and in particular the occurrence of a diffusion coefficient σ(x, a) depending on a control parameter a ∈ A can not be allowed.
To overcome this difficulty, new methods have recently been developed. We mention the theory of second order BSDEs [21] and the theory of G-expectations [18] , that both allow a probabilistic representation of solutions to classes of fully nonlinear equations.
In this paper we follow a different approach, based on a method that we call randomization of control. It has been introduced in [4] and then successfully applied to several stochastic optimization problems, including impulse control, optimal switching, optimal stopping: see [7] , [8] , [14] , [10] , [3] , [1] and especially [15] for a systematic application to a generalized class of HJB equations. In the proofs of our result we will especially follow [9] and [2] that deal with the optimal control problem with finite horizon and, in the Markovian case, with the corresponding parabolic HJB equation.
The general idea of the randomization method is as follows. By enlarging the original probability space if necessary, we consider an independent Poisson random measure µ(dt, da) on (0, ∞) × A, with finite intensity measure λ(da), and the corresponding A-valued process with piecewise constant trajectories, denoted by I. We formally replace the control process α by I, so we solve the equation Then we consider an auxiliary optimization problem, called randomized problem, which consists in optimizing among equivalent changes of probability measures which only affect the intensity measure of I but not the law of W . In the randomized problem, an admissible control is a bounded positive map ν defined on Ω × (0, ∞) × A, which is predictable with respect to the filtration F W,µ generated by W and µ. Given ν, by means of an absolutely continuous change of probability measure of Girsanov type we construct a probability P ν such that the compensator of µ is given by ν t (a)λ(da)dt and W remains a Brownian motion under P ν . Then we introduce another reward functional and the corresponding value function
where E ν denotes the expectation under P ν . Some technical issues arise in connection with the use of Girsanov transformation on the whole time halfline, so the precise formulation is slightly more involved: see section 3 below and especially Remark 3.1 for more details. Building on our previous results in [9] and [2] we prove that the two value functions v and v R coincide: see Theorem 4.1. Next we prove that the function v R can be represented by means of the following infinite horizon backward stochastic differential equation (BSDE) with constraint: for all 0 ≤ t ≤ T < ∞,
(1.5) In this equation the unknown process is a quadruple (Y t , Z t , U t (a), K t ) where Y is càdlàg adapted (with respect to F W,µ ), Z is R d -valued progressive, K is increasing predictable, U is a predictable random field, all satisfying appropriate integrability conditions. The constraint on U can be seen as a constraint of nonpositivity on the totally inaccessible jumps of Y . We prove that the BSDE (1.5) admits a unique minimal solution in a suitable sense and that it represents the value function in the sense that Y 0 = v R (x) and so also Y 0 = v(x), so that we obtain the desired representation of the value function for our original control problem (see Theorem 4.2) . In addition, we prove that the solution to the BSDE satisfies a sort of recursive formula (formula (4.5)) which is a version of the dynamic programming principle in the setting of the randomized control problem. We exploit this functional equality to prove that the value function v is a viscosity solution to the HJB equation (1.2), see Theorem 5.1. Therefore the equality Y 0 = v(x) can also be seen as a fully nonlinear Feynman-Kac representation for the solution to (1.2) . This approach allows to circumvent the difficulties related to a rigorous proof of the classical dynamic programming principle which might be lengthy and, in some versions, may require the use of nontrivial measurability arguments. On the contrary, we do not deal with uniqueness results for the HJB equation, which are classical and are known to hold under suitable assumptions, see Remark 5.5. We also stress that none of our results requires nondegeneracy assumption on the noise, so no requirements are imposed on the diffusion coefficient σ except Lipschitz conditions and some boundedness and continuity assumptions.
As mentioned before, the use of BSDEs often allows for efficient numerical treatment. This is also the case for the constrained BSDEs of the form (1.5), at least in the finite horizon case: see [12] , [13] .
Another advantage of our technique is that we are able to generalize all the previous results (except the ones on the HJB equation) to the non Markovian case when the coefficients of the controlled equation exhibit memory effects, i.e. for an equation of the form 6) where, at any time t, the value of the coefficients b t (X α , α) and σ t (X α , α) may depend on the entire past trajectory of the state (X α s ) s∈[0,t] as well as the control process (α s ) s∈ [0,t] . In fact, the previous results are formulated and proved directly in this generality, while the Markovian case is only addressed to deal with the HBJ equation.
We finally mention that in the paper [5] , co-authored by some of us, BSDEs of the form (1.5) have been introduced, as an intermediate technical step in the proofs, when dealing with HJB equations of ergodic type, namely of the form
where both the function v and the constant λ are unknown. However, the results in [5] impose strong restrictions on the coefficients b, σ, f and the space of control actions A. In particular, Lipschitz conditions were imposed on f and special dissipativity assumptions were imposed on b and σ in order to guarantee appropriate ergodicity properties. In the present paper these assumptions are dropped. In addition, the results in [5] depend in an essential way on the Markovianity of the stochastic system and can not be applied to the controlled equation (1.6). As a result, we are led to a careful study of the growth rate of the solution X to the non Markovian equation (1.6) (compare Lemma 2.1 below) and we have to relate it to polynomial growth conditions imposed on f as well as an appropriate value for the discount factor β. The plan of the paper is as follows. In section 2 we formulate our assumptions for the general non Markovian framework and introduce the optimal control problem on infinite horizon, with special attention to the behaviour of the controlled system for large times, whereas in section 3 we formulate the auxiliary randomized problem. In section 4 we prove the equality of the values of these two problems, we introduce and study the well-posedness of the constrained BSDE (1.5) and we prove that it gives the desired representation of the values. Finally, in section 5, we restrict to the Markovian case and prove that the solution to the BSDE provides us with a viscosity solution to the HJB equation (1.2).
2 Formulation of the infinite horizon optimal control problem Let (Ω, F, P) be a complete probability space, on which a d-dimensional Brownian motion W = (W t ) t≥0 is defined. Let F W = (F W t ) t≥0 denote the P-completion of the filtration generated by W . Let A be a nonempty Borel space (namely, A is a topological space homeomorphic to a Borel subset of a Polish space) and denote by A the set of F W -progressive processes α : Ω × [0, ∞) → A. A is the space of control actions and A is the family of admissible control processes. Finally, we denote B(A) the Borel σ-algebra of A.
Fix a deterministic point x 0 ∈ R n . For every α ∈ A, consider the controlled equation:
for all t ≥ 0. The infinite horizon stochastic optimal control problem consists in maximixing over α ∈ A the gain functional
The constant β > 0 will be specified later. The coefficients b, σ, f are defined on [0, ∞) × C n × M A with values in R n , R n×d , R, respectively, where:
• C n is the set of continuous trajectories x : [0, ∞) → R n . We introduce the canonical filtration (C n t ) t≥0 and denote P rog(C n ) the (C n t )-progressive σ-algebra on [0, ∞) × C n ;
• M A is the set of Borel measurable trajectories a : [0, ∞) → A. We introduce the canonical
In the present paper, we consider the two following alternative sets of assumptions on b, σ, f . Notice that (A) differs from (A)' only for points (iii) and (iv).
(iii) For every T > 0, there exists a constant L T ≥ 0 such that
(iv) The function f is bounded. We denote f ∞ := sup t,x,a |f t (x, a)| < ∞.
(v) β can be any strictly positive real number.
(ii) For every
(iii) There exists a constant L ≥ 0 such that
(iv) There exist constants M > 0 and r > 0 such that
(v) β >β, whereβ is a strictly positive real number such that
for some constantC ≥ 0, withβ andC independent of t ≥ 0, α ∈ A, x 0 ∈ R n . See Lemma 2.1.
, for every T > 0 and p > 0, we have that there exists a constant C T,p ≥ 0 such that
On the other hand, under (A)'-(i)-(ii)-(iii), we have that there existsβ ≥ 0 such that estimate (2.2) holds. This latter estimate follows from the next Lemma 2.1, where we prove a more general result needed later.
holds. Let (Ω,F ,P) be a complete probability space and letF = (F t ) t≥0 be a filtration satisfying the usual conditions. Let alsoŴ = (Ŵ t ) t≥0 be a d-dimensional Brownian motion on the filtered space (Ω,F ,F,P). Let γ :Ω × [0, ∞) → A be an F -progressive process. Finally, letX = (X t ) t≥0 be the unique continuousF-adapted process solution to the following equationX
for all t ≥ 0, T ≥ t, withC p,L andβ p,L depending only on p and the constant L appearing in Assumption (A')-(iii). When p = r, with r as in Assumption (A')-(iv), we denoteC r,L andβ r,L simply byC andβ.
Proof See Appendix. We remark that, to our knowledge, a proof of estimate (2.4) in the pathdependent case does not exist in the literature. On the other hand, for the non-path-dependent case we refer for instance to Theorem II.5.9 in [16] . Notice however that those proofs use in an essential way the fact that b and σ depends only on the present value of the processX, so that they can not be extended to the path-dependent case. ✷
We define the value of the control problem as
Now, for every T > 0, consider the finite horizon optimal control problem with value
where
Proof. Assumption (A) holds. We have
Using (2.2), we obtain
In the present section we formulate the randomized infinite horizon optimal control problem. Firstly, we fix a finite positive measure λ on (A, B(A)) with full topological support. We also fix a deterministic point a 0 in A. Let (Ω,F ,P) be a complete probability space on which a d-dimensional Brownian motionW = (W t ) t≥0 and a Poisson random measureμ on [0, ∞) × A are defined. The Poisson random measurē µ = n≥1 δ (Tn,Ān) is associated with a marked point process (T n ,Ā n ) n≥1 on [0, ∞) × A, where (T n ) n≥1 is the sequence of jump times, while (A n ) n≥1 is the sequence of A-valued marks. The compensator ofμ is given by λ(da)dt. We denote byF W,µ = (F W,µ t ) t≥0 theP-completion of the filtration generated byW andμ, by P T (F W,µ ), T ∈ (0, ∞), the predictable σ-algebra on [0, T ] ×Ω associated withF W,µ , and by P(F W,µ ) the predictable σ-algebra on [0, ∞)×Ω associated withF W,µ .
We define the A-valued pure-jump process
with the conventionT 0 = 0 andĀ 0 = a 0 , where a 0 is the deterministic point fixed at the beginning of this section. We now consider the following equation:
The setV of admissible controls for the randomized problem is given by all P(F W,µ ) ⊗ B(A)-measurable and bounded mapsν : Ω × R + × A → (0, ∞). We also define, for every n ∈ N\{0}, the setV n := {ν ∈V :ν is bounded by n}. Notice thatV = ∪ nVn . For everyν ∈ V, we consider the corresponding Doléans-Dade exponential process
for all t ≥ 0. Notice that κν is a (P,F W,µ )-martingale, sinceν is bounded. Then, for every T > 0, we define the probabilityPν
is still a Brownian motion on [0, T ] underPν T . Notice that, under (A), for every T > 0 and p > 0, we have that there exists a constant C T,p ≥ 0 such that (Ēν T denotes thePν T -expectation)
On the other hand, let (A)' hold. Then, by Lemma 2.1 we know that there exists two positive constantsC andβ such thatĒν
withC andβ independent of T > 0,ν ∈V, x 0 ∈ R n . More generally, by Lemma 2.1 we have the following estimate:
For all T > 0, we consider the finite horizon randomized control problem
Finally, we define the value of the randomized control problem as follows:
Proceeding as in the proof of Lemma 2.2, it is easy to see that
therefore the limit in (3.5) exists.
Remark 3.1 Assume that either (A) or (A)' holds, and suppose that (Ω,F,P) has a canonical representation. More precisely, consider the following sets:
• Ω ′ the set of continuous trajectories
We denoteW the canonical process on Ω ′ , (F W t ) t≥0 the canonical filtration, P ′ the Wiener measure on (Ω ′ , F W ∞ );
• Ω ′′ is the set of double sequences ω ′′ = (t n , a n ) n≥1 ⊂ (0, ∞) × A satisfying t n < t n+1 ր ∞. We denote (T n ,Ā n ) n≥1 the canonical marked point process,μ = n≥1 δ (Tn,Ān) the associated random measure, (F µ t ) t≥0 the filtration generated byμ, and P ′′ the unique probability on F µ ∞ such thatμ is a Poisson random measure with compensator λ(da)dt.
∞ with respect to P ′ ⊗ P ′′ and letP be the extension of P ′ ⊗ P ′′ toF. Notice thatW andμ can be extended in a canonical way toΩ. We will denote these extensions by the same symbols. We also denote by F W,µ = (F W,µ t ) t≥0 the filtration generated byW andμ, and byF
Moreover, the following consistency condition holds:Pν T coincides withPν t on F W,µ t , whenever 0 < t ≤ T . Then, by Kolmogorov's extension theorem, we deduce that there exists a probability measurePν on (Ω, F . Now, notice that the processĪ is given by (3.1) and hence it is F W,µ -adapted. On the other hand, the processX, solution to equation (3.2), isF W,µ -progressive and continuous, therefore it is F W,µ -predictable. By IV-78 in [6] it follows that there exists an F W,µ -predictable processX, such thatX andX areP-indistinguishable. Then, we have the following representation for V R :
where (Ēν denotes thePν-expectation)
Let us prove formula (3.6). We begin noting that, for all T > 0,
Then, under either (A) or (A)', proceeding along the same lines as in the proof of Lemma 2.2, we obtain sup
and so lim
Since, by definition, V R = lim T →∞ V R T , we conclude that formula (3.6) holds. ✷
Identification of the values and backward SDE representation
In the present section we prove that the original control problem and the randomized control problem have the same value, namely V = V R . We exploit this result in order to derive a backward stochastic differential equation representation for the value V .
Theorem 4.1 Under either (A) or (A'), we have
for all T ∈ (0, ∞), and also
Proof. We begin noting that identity (4.2) is a straightforward consequence of identity (4.1), Lemma 2.2, and definition (3.5). On the other hand, for every T ∈ (0, ∞), identity (4.1) is a direct consequence of Theorem 3.1 in [2] . ✷
We now prove that V is related to the following infinite horizon backward stochastic differential equation with nonpositive jumps:
Let us introduce some additional notations. Given T ∈ (0, ∞), we denote:
• S ∞ , the family of real càdlàgF W,µ -adapted stochastic processes Y = (Y t ) t≥0 on (Ω,F ,P) which are uniformly bounded.
• S 2 (0, T), the family of real càdlàgF W,µ -adapted stochastic processes
• L 2 (W; 0, T), the family of
• L 2 (μ; 0, T), the family of
• K 2 (0, T), the family of nondecreasing càdlàg
, for all t ≥ 0, P-a.s., and for some positive constant C), satisfying (4.3)-(4.4) which is minimal in the following sense: for any other quadruple
, for all t ≥ 0,P-a.s., and for some positive constant C), satisfying (4.3)-(4.4) we have:Ȳ t ≤Ŷ t , for all t ≥ 0,P-a.s.
Under either (A) or (A'), we have V =Ȳ 0P -a.s.. Moreover, the following formula holds: Proof. We split the proof into four steps.
Step I. Constrained BSDE on [0, T ] and corresponding penalized BSDE. For every T ∈ (0, ∞), it follows from Theorem 5. 
which is minimal in the following sense: for any other quadruple (
we have:
Now, for every n ∈ N, consider the following penalized backward stochastic differential equation:
It is well-known (see Lemma 2.4 in [22] ) that there exists a unique triplet (Y T,n , Z T,n , U T,n ) in S 2 (0, T)×L 2 (W; 0, T)×L 2 (μ; 0, T) satisfying (4.8). Moreover, we recall from the proof of Theorem 5.1 in [2] , that, for every 0 ≤ t ≤ T , Y T t is theP-a.s. increasing limit of the sequence (Y T,n t ) n∈N . Our aim is now to pass to the limit in (4.8) as T → ∞, for any fixed n ∈ N. Givenν ∈V n , notice that
where we have used the numerical inequality n u + ≥ ν u, valid for any real numbers u and ν, with ν ∈ [0, n]. Then, taking thePν T -conditional expectation with respect toF W,µ t in (4.9), we find
On the other hand, for every ε ∈ (0, 1), letν T,n,ε ∈V n be given bȳ
.
Taking thePν T,n,ε -conditional expectation with respect toF W,µ t in (4.9), we obtain
By the arbitrariness of ε, and using also inequality (4.10), we conclude that
Taking the absolute value of both sides, we obtain,
Moreover, for any T ′ > 0, from (4.11) we find
(4.13) Now, we distinguish two cases.
• Assumption (A) holds. Since f is bounded, from (4.12) we find
is a càdlàg process, we obtain
for all 0 ≤ t ≤ T ,P-a.s., so that Y T,n is a uniformly bounded process. Proceeding in a similar way, we can deduce from estimate (4.13) that
In particular, for any S ∈ (0, T ∧ T ′ ), we have 
for all 0 ≤ t ≤ T ,P-a.s.. In a similar way, starting from estimate (4.13) we can prove that
for all 0 ≤ t ≤ T ∧ T ′ ,P-a.s.. As a consequence, for any S ∈ (0, T ∧ T ′ ),
Then, under either (A) or (A'), we see that for every n ∈ N there exists a càdlàg process (Y n t ) t≥0 ∈ S 2 loc such that, for any S > 0, Y n is theP-a.s. uniform limit on [0, S] as T → ∞ of the sequence of càdlàg processes (Y T,n ) T >S . Moreover, under (A), we have from (4.14)
In particular, Y n ∈ S ∞ . On the other hand, under (A'), we deduce from (4.17) Substep I.b. Convergence of (Z T,n , U T,n ) T >0 . Take T ′ > 0 and S ∈ (0, T ∧ T ′ ). An application of Itô's formula to (e −βt |Y T ′ ,n t − Y T,n t |) 2 between 0 and S, yields (taking also theP-expectation)
In conclusion, we find
Using either (4.15) under (A) or (4.18) under (A'), we deduce that
In other words, for any S > 0, the sequence (Z T,n , U T,n ) T >S is a Cauchy sequence in the Hilbert space L 2 (W; 0, S) × L 2 (μ; 0, S). It follows that there exists (
Now, take S ∈ (0, T ) and consider equation (4.8) between t ∈ [0, S] and S:
Letting T → ∞, using either (4.16) under (A) or (4.19) under (A'), and also (4.23), we obtain
Since S is arbitrary in (4.24), we conclude that (Y n , Z n , U n ) is a solution to the above infinite horizon backward stochastic differential equation. Our aim is now to pass to the limit in (4.24) as n → ∞.
Step II. Proof of formula (4.5). Recalling thatV n ⊂V n+1 , by formula (4.22) we see that (Y n t ) n∈N is an increasing sequence, for all t ≥ 0. In particular, we have Y 0 t ≤ Y 1 t ≤ · · · ≤ Y n t ≤ · · · ,P-a.s., for all t ≥ 0. Since Y n , for every n ∈ N, is a càdlàg process, we deduce that Y 0 t ≤ Y 1 t ≤ · · · ≤ Y n t ≤ · · · , for all t ≥ 0,P-a.s.. Therefore, there exists anF W,µ -adapted process (Ȳ t ) t≥0 such that Y n t converges pointwise increasingly toȲ t , for all t ≥ 0,P-a.s.. Moreover, under (A) we have, using estimate (4.20),
ThereforeȲ is uniformly bounded. On the other hand, under (A') we obtain, using estimate (4.21),
Let us now prove formula (4.5). Fix T > 0, t ∈ [0, T ], and anF W,µ -stopping time τ taking values in [t, T ]. We begin noting that, considering equation (4.24) written between t and τ , and proceeding along the same lines as in the proof of formula (4.11), taking into account that the terminal condition is now given by Y n τ , we can prove that
SinceV n ⊂V and Y n τ ≤Ȳ τ ,P-a.s., we get
Recalling that Y n t րȲ t ,P-a.s., we obtain the inequalitȳ
On the other hand, let n, m ∈ N, with n ≥ m, then
Taking the supremum over n ∈ {m, m + 1, . . .}, we find
In particular, we havē
for allν ∈V, m ∈ N. Taking the limit as m → ∞, and afterwards the ess sup ν∈V , we conclude that
which, together with (4.28), gives formula (4.5).
Step III. Convergence of the penalized infinite horizon BSDE. By either (4.25) or (4.26), we see that ess sup
0.
Then, from (4.5) with τ = T , we obtain
In particular, taking t = 0 in (4.29), we see that V =Ȳ 0 ,P-a.s.. Now, let T > 0 and consider the following backward stochastic differential equation with nonpositive jumps on [0, T ] with terminal conditionȲ T : 
On the other hand, consider the penalized infinite horizon backward stochastic differential equation 
Then, proceeding as in the proof of Theorem 2.1 in [15] , we can prove that:
(i) for all 0 ≤ t ≤ T , Y T t is the increasing pointwiseP-a.s. limit of the sequence (Y n t ) n∈N ;
(
Notice that the only difference with respect to the case considered in [15] is that here the penalized equation has a terminal condition Y n T depending on n; however, the proof in [15] still works using the property that Y n T converges pointwise increasinglyP-a.s. toȲ T . From point (i), we deduce thatȲ t = Y T t ,P-a.s., for all 0 ≤ t ≤ T , and any T > 0. In particular, we see thatȲ admits a càdlàg version. From now on, by an abuse of notation, we denote byȲ this càdlàg version. Then,Ȳ ∈ S 2 loc , and in additionȲ ∈ S ∞ under (A). We also see that there exists 
, for all t ≥ 0,P-a.s., and for some positive constant C, under (A'). In particular, we have, for any 0 ≤ t ≤ T ,
Givenν ∈V, taking thePν T -conditional expectation with respect toF
, we obtain
From the arbitrariness ofν, we get
Using the bounds satisfied byŶ under (A) or (A'), and estimate (3.4), we see that ess sup
This implies that
Letting n → ∞, we end up withŶ t ≥Ȳ t ,P-a.s., for all t ≥ 0, which yields the minimality ofȲ .
Step IV. Uniqueness. Since (Ȳ ,Z,Ū ,K) is a minimal solution to equation ( 
Feynman-Kac representation for fully non-linear elliptic PDE
We now apply the results of the previous sections in order to determine a non-linear FeynmanKac representation formula for a fully non-linear elliptic partial differential equation. To this end, we introduce a Markovian framework, taking non-path-dependent coefficients: b t (x, a), σ t (x, a), f t (x, a) will depend on (x, a) only through its value at time t, namely (x(t), a(t)). More precisely, in the present section we suppose that b, σ, f are defined on R n × A, with values respectively in R n , R n×d , R.
Infinite horizon optimal control problem
We consider the same probabilistic setting as in Section 2, characterized by the following objects:
For every x ∈ R n and α ∈ A, we consider the following Markovian controlled stochastic differential equation:
for all t ≥ 0. We then define the value function v : R n → R of the corresponding infinite horizon stochastic optimal control problem as follows:
where the gain functional is given by
On the positive constant β and on the coefficients b, σ, f we impose the same sets of assumptions (either (A) or (A')) as for the path-dependent case. In the present Markovian framework those assumptions read as follows. (iii) There exists a constant L ≥ 0 such that
for all x, x ′ ∈ R n , a ∈ A.
(iv) There exist constants M > 0 and r ≥ 0 such that
for all x ∈ R n , a ∈ A.
(v) β >β, whereβ is zero when the constant r at point (iv) is zero; otherwise, when r > 0,β is a strictly positive real number such that
for some constantC ≥ 0, withβ andC independent of t ≥ 0, α ∈ A, x ∈ R n . See Lemma 2.1.
Remark 5.1 Notice that, in the present Markovian framework, as the coefficients are independent of the time variable, we can unify (A) and (A') into a single set of assumptions (A Markov ). As a matter of fact, in this case, if we include in (A') the case r = 0, with correspondingβ = 0, then (A') coincides with (A); while, in the path-dependent case, (A') is in general stronger than (A),
It is well-known that under (A Markov )-(i)-(iii), for every x ∈ R n and α ∈ A, there exists a unique F W -progressive continuous process X x,α = (X 
for some constantsC p,L ≥ 0 andβ p,L ≥ 0, independent of t ≥ 0, α ∈ A, x ∈ R n , depending only on p > 0 and the constant L appearing in (A Markov )-(iii). Finally, we notice that the value function v in (5.2) is well-defined by (A Markov )-(iv)-(v).
Randomized problem and backward SDE representation of v(x)
We consider the same probabilistic setting as in Section 3, with λ, a 0 , (Ω,
) t≥0 ,Ī defined by (3.1),V, and the family of probability measuresPν T , withν ∈V and T > 0. Then, for every x ∈ R n , we consider the stochastic differential equation
It is well-known that under (A Markov )-(i)-(iii), for every x ∈ R n , there exists a uniqueF W,µ -progressive continuous processX x = (X x t ) t≥0 solution to equation (5.3). Furthermore, under (A Markov )-(i)-(iii), by Lemma 2.1, for every p > 0, there exist two non-negative constantsC p,L and β p,L such thatĒν
, and depend only on p > 0 and the constant L appearing in (A Markov )-(iii).
Remark 5.2 As we did in Lemma 2.1, when r > 0 in Assumption (A Markov )-(iv), we denoteC r,L andβ r,L simply byC andβ. ✷
We define the value function v R : R n → R of the randomized infinite horizon stochastic optimal control problem as follows:
where, for every T > 0,
From Section 3, we know that the limit in (5.4) exists and it is finite for every x ∈ R n . For every x ∈ R n , we now consider the following infinite horizon backward stochastic differential equation with nonpositive jumps:
, for all t ≥ 0,P-a.s., and for some positive constant C), satisfying (5.5)-(5.6) which is minimal in the following sense: for any other quadruple
, for all t ≥ 0,P-a.s., and for some positive constant C), satisfying (5.5)-(5.6) we have:
for all t ≥ 0,P-a.s.
Proof. The result follows directly from Theorem 4.2.
✷ Proposition 5.1 Suppose that (A Markov ) holds. Then, for every x ∈ R n , we have:
(ii) v(x) =Ȳ x 0 ,P-a.s., where (Ȳ x ,Z x ,Ū x ,K x ) is the minimal solution to (5.5)-(5.6); moreover, we have (r is the constant appearing in (A Markov )-(iv)):
(1 + |x| r ), for all x ∈ R n ;
(iii) v(X x t ) =Ȳ x t ,P-a.s., for all t ≥ 0;
(iv) v satisfies the following equality: 
Then, it is a standard result in the theory of backward stochastic differential equations that, for every n, there exists a function v n : R n → R, with v n (x) =Ȳ n,x 0 , satisfying v n (X x t ) =Ȳ n,x t ,P-a.s., for all t ≥ 0. By step II of the proof of Theorem 4.2, we know thatȲ
, we deduce (iii). Finally, formula (5.7) follows from point (iii) and formula (4.5), with t = 0. ✷
Fully non-linear elliptic PDE
Consider the following Hamilton-Jacobi-Bellman fully non-linear elliptic partial differential equation on R n :
. We now prove, by means of the randomized dynamic programming principle, that the value function v in (5.2) is a viscosity solution of equation (5.8) . As explained in the introduction, this allows us to avoid the difficulties related to a rigorous proof of the classical dynamic programming principle, which often requires the use of nontrivial measurability arguments. In order to do this, we need an additional assumption.
(A f ) The function f = f (x, a) : R n × A → R is continuous in x uniformly with respect to a.
Remark 5.4 Notice that under (A Markov ) and (A f ), for every ϕ ∈ C 2 (R n ), the map
is continuous on R n . ✷ Given a locally bounded function u : R n → R, we define its upper and lower semi-continuous envelopes:
for all x ∈ R n .
Theorem 5.1 Under (A Markov ) and (A f ), the value function v in (5.2) is a viscosity solution to (5.8), namely v is locally bounded and satisfies:
• v * is a viscosity subsolution to (5.8):
for every x ∈ R n and ϕ ∈ C 2 (R n ) such that
• v * is a viscosity supersolution to (5.8):
for every x ∈ R n and ϕ ∈ C 2 (R n ) such that Proof. We begin noting that v is locally bounded, as a consequence of point (ii) in Proposition 5.1. Now, we split the proof into two steps.
Step I. Viscosity subsolution property. Take x ∈ R n and ϕ ∈ C 2 (R n ) such that (5.9) holds. Without loss of generality, we suppose that the maximum in (5.9) is strict. As a matter of fact, if we prove the viscosity subsolution property for all ϕ for which the maximum in (5.9) is strict, then given a generic ϕ ∈ C 2 (R n ) satisfying (5.9), it is enough to consider the function ψ ∈ C 2 (R n ) given by ψ(y) = ϕ(y) + |y − x| 4 , for all y ∈ R n , and to notice that
; moreover, ψ satisfies (5.9) and the maximum is strict.
We proceed by contradiction, assuming that
By Remark 5.4, it follows that the map y → β ϕ(y) − sup a∈A [L a ϕ(y) + f (y, a)] is continuous on R n , therefore there exists η > 0 such that
Since the maximum in (5.9) is strict, we have max
. From the definition of v * (x), there exists a sequence {y m } m∈N ⊂ R n , with |y m − x| < η, such that
Since ϕ(y m ) → ϕ(x) as m → ∞, and ϕ(x) = v * (x), we have
Take T > 0 and set By v ≤ v * ≤ ϕ and (5.11), we deduce that
An application of Itô's formula to e −βs ϕ(X ym s ) between s = 0 and s = θ m , yields
Now, we observe that, whenever 0 ≤ s ≤ θ m , Furthermore, since the integral in ξ m is over the interval [0, θ m ], it follows that there exists a nonnegative ξ ∈ L 1 (Ω,F ,P) such that |ξ m | ≤ ξ,P-a.s., for every m ∈ N. Then, by the Lebesgue dominated convergence theorem, sending m → ∞ in (5.12), we find β ϕ(x) ≥ L a 0 ϕ(x) + f (x, a 0 ).
Recalling that the deterministic point a 0 ∈ A fixed at the beginning of Section 3 was arbitrary, we conclude that β ϕ(x) ≥ sup a∈A L a ϕ(x) + f (x, a) . , where C p > 0 is the constant of the Burkholder-Davis-Gundy inequality. By Assumption (A)'-(iii), we find where we have used the inequality e −(T −t) ≤ 1. Now, notice that 
