Abstract This paper provides an iterative algorithm to jointly approximately diagonalize K Hermitian positive de nite matrices ? 1 , : : : , ? K . Speci cally it calculates the matrix B which minimizes the criterion P K k=1 n k log det diag(BC k B ) ? log det(BC k B )], n k being positive numbers, which is a measure of the deviation from diagonality of the matrices BC k B . The convergence of the algorithm is discussed and some numerical experiments are performed showing the good performance of the algorithm.
Introduction
The problem of diagonalizing jointly approximately several positive de nite matrices has arisen in (at least) two di erent contexts. The rst one is the statistical problem of common principal components in k group introduced by Flury (1984) . He considers k populations of multivariate observations of size n 1 , : : : , n K , obeying the Gaussian distribution with zero means and covariance matrices ? 1 , : : : , ? K , and assume that ? k can be written as B k B for some orthogonal matrix B and some diagonal matrices k (the symbol denotes the transpose). The problem is to estimate the matrix B (the colum of which are the common principal components) from the sample covariance matrices C k , : : : , C K of the populations. As it is well known that n k C k , k = 1, : : : , K are distributed independently according to the Wishart distribution of n k degrees of freedom and covariance matrices ? k (see for example Seber, 1984) , the log likelihood function of ? 1 , : : : , ? K based on them is C ? 1 2 K X k=1 n k log det ? k + tr(? ?1 k C k )];
where C is a constant term and tr denotes the trace. Therefore the log likelihood method for estimating B and the k amounts to minimizing K X k=1 n k log det k + tr( ?1 k BC k B )]: For xed B, it is not hard to see that the above expression is minimized with respect to the k when k = diag(BC k B ), the notation diag(M) denoting the diagonal matrix with the same diagonal as M. Thus, one is led to the minimization (with respect to B) of P K k=1 n k log det diag(BC k B ), which is the same as that of K X k=1 n k log det diag(BC k B ) ? log det(BC k B )];
(1:1) since B has unit determinant. But (1.1) is precisely a measure of the global deviation of the matrices BC k B from diagonality, since, from the Hadamard inequality (Noble and Daniel, 1977, exercise 11.51) , det M det diag(M) with equality if and only if M is diagonal. Thus minimizing (1.1) can be viewed as trying to nd a matrix B which diagonalizes jointly the matrices C 1 , : : : , C K as much as it can.
More recently, several authors (Cardoso and Souloumiac, 1993 , Belouchrami et al., 1977 , Pham and Garat, 1997 have introduced the joint approximate diagonalization as a method for the separation of source problem. In this problem, there are K sensors which record each a linear mixture of K sources, so that denoting by X(t) and S(t) the vectors of measurements and of sources at time t, one has X(t) = AS(t) for some square matrix A. The goal is to extract the sources from the observations and in the so called blind separation one does not have any speci c knowledge about the sources other than that they are statistically independent. Thus 2 a sensible method is to try to nd a matrix B such that the components of BX(t) (which represent the reconstructed sources) are as independent as possible. As it is easier to work with non correlation rather than independence, a simple method would be to try to make the cross-correlation, eventually lagged, between the sources, vanish. This would lead to the joint approximate diagonalization of a certain set of covariance matrices, as proposed in Belouchrami et al. (1977) . Note that Pham and Garat (1997) also consider joint diagonalization but they use only two matrices and then the diagonalization can be exact (see for ex. Golub and Van Loan, 1989) . Cardoso and Souloumiac (1993) , on the other hand, do not consider lagged covariance but use higher order cumulants between the sources instead. They construct certain set of matrices in which such cumulants appear as o diagonal elements. The separation of source is then solved through a joint approximate diagonalization of these matrices.
It should be pointed out that the above authors use a di erent measure of deviation to diagonality than that of Flury. Their measure is simply the sum of squares of the o -diagonal elements of the considered matrices. But there is a common feature in all above works in that the diagonalizing matrix B is taken to be orthogonal. In this work we shall drop this restriction. The orthogonality condition is part of the assumption of Flury (1984) but there is no clear reason that it should be satis ed. This condition is justi ed in the works of Cardoso and Souloumiac (1993) and Belouchrami et al. (1997) , since these authors have pre-normalized their observations to be uncorrelated and have unit variance. We want to avoid this prenormalizing stage in the separation of source procedure, which can adversely a ect its performance since the statistical error committed in this stage cannot be corrected in the following \e ective separation" stage. By dropping the orthogonality restriction, we obtain a single-stage separation procedure which is simpler and can perform 3 better. Note that without the orthogonality restriction, exact joint diagonalization is possible for two matrices (see for ex. Golub and Van Loan, 1989) . But for more than two one can only achieve approximate joint diagonalization, relative to some measure of deviation to diagonality. We take this measure to be (1.1) for two following reasons. Firstly, it can be traced back to the likelihood criterion, widely used in statistics. Secondly, this criterion is invariant with respect to scale change: it remains the same if the matrices to be diagonalized are pre-and post-multiplied by a diagonal matrix. The other measure which consists in taking the sum of squares of the o -diagonal elements of the matrices, does not have this nice invariant property. Of course, one can introduce this property by rst normalizing the matrices so that they have unit diagonal element, but then the resulting criterion would be very hard to manipulated.
The main result of this paper is the derivation of an algorithm to perform the joint approximate diagonalization in the sense of the criterion (1.1) and without the restriction that the diagonalizing matrix be orthogonal. Our algorithm has some similarity with that of Cardoso and Souloumiac (1993) and even more with that of Flury and Gautschi (1996) : it also operates through successive transformations on pairs of rows and columns of the matrices to be diagonalized. However the convergence proof is completely di erent since we can no longer rely on the orthogonality property. Incidentally our method of proof can be easily adapted to prove the convergence result in Flury and Gautschi (1996) , in a much simpler way.
The algorithm
As one frequently encounters complex data in signal processing applications, we shall consider complex Hermitian (instead of real symmetric) positive de nite matrices C 1 , : : : , C K . (Note that Soulomiac (1993) and Bellouchrani 4 et al. (1997) also work in a complex setting.) The goal is to nd a complex matrix B such that the matrices BC 1 B , : : : , BC K B , are as close to diagonal as possible, the notation now denoting the transpose complex conjugated. The measure of deviation to diagonality is taken to be (1.1) where the n k are positive weighs (they need not be integers). Note that since the C k do not depend of B, the minimization criterion (1.1) can be reduced to P K k=1 n k log det diag(BC k B ) ? 2 log j det Bj]. ii + a bu (k) ij + b au (k) ii + a bu (k) ij + b au
where n = P K k=1 n k . Introducing the matrices The maximization of (2.3) can be done analytically as it will be shown below. Since The rst term of the above right hand side is no other than (2.3) evaluated at the point (a 0 ; b 0 ; c 0 ; d 0 ). Therefore, a necessary and su cient condition that this point realizes the maximum of (2.3) is that the last term in the above right side is non negative, for all , , , . But for ; ! 1 and ; ! 0, this term can be seen to be equivalent to n ( p 0 + p 0 )=p 0 1 + ( q 0 + q 0 )=q 0 2 ]. Hence a necessary condition for this condition to hold is that p 0 = q 0 = 0. This is the same that the matrices P and would diagonalize the other. As it has been proved before, this would be enough to ensure that (2.3) be maximized. Thus in this case, there exists an in nite number of solutions (even after eliminating the ambiguity associated with scaling).
Note
The Flury and Gautschi (1996) algorithm operates on a similar principle. However, these authors iterate the transformation (2.1) with a xed pair (i; j) until convergence and only then he changes to another pair. We feel that this is less e cient, because by using the same pair, the decrease of the criterion tends to be smaller each time while by changing it one can get big decrease in the rst few iterations. Our algorithm is also simpler to program.
We now proved the results (i) and (ii) announced above. By formula (2.2), one has
It follows that p 2 q 1 > 1 with equality if and only if u
ii =u
(1) jj = = u (K) ii =u (K) jj . In the last case P and Q are proportional. This proves the result (i).
On the other hand, for a 0 = d 0 = D, b 0 = 2 , c = 2 , one gets from (2. 
The computation of , and could be subjected to large relative error if the matrices P and Q are nearly proportional. But this doesn't matter as long as the matrices P and Q are diagonalized with su cient accuracy so that the criterion be adequately decreased. To this end, note that the solution to the problem remains the same if one replaces Q by R = Q ? P, for arbitrary . One can chose such that when P and Q are nearly proportional, R is almost zero. The numerical calculation of R will then be subjected to large relative error, but this is the only main source of error since there will be no near cancellation is subsequent calculation.
More precisely, letR be the calculated R, the algorithm would diagonalize P andR.
Hence it would diagonalizeR+ P = (R?R)+Q. Since the absolute errorR?R is small (it is the relative error which is large), P and Q are still accurately diagonalized. by an arbitrary non zero number ( in the rst case or in the second case can be taken arbitrary too). Indeed the above computation ensures that in the rst case p 1 + p 2 + p( + )=2 = 0 and this is su cient to entail that the matrix P is diagonalized (see the Proof of Proposition A1), and hence so is Q as it is proportional to P. Similarly, in the second case, the above computation ensures that Q is diagonalized and hence so is P. 3 Convergence of the algorithm
We have shown in previous section that our algorithm decreases the criterion at each step, unless (2. One may recognize that the above condition is no other than the condition that B be a stationary point of the criterion (1.1). Indeed, consider a small change in B of the form B (hence the matrix represents a relative change), then the corresponding change of (1.1) is
rs is )=u (k) ii ] ? n log det(I + + + ); (3:2) ij denoting the general elements of . Expanding this expression with respect to ,up to the rst order, one gets
Thus, the vector with components 2n ij , i 6 = j can be viewed as the relative gradient vector of the criterion (1.1).
We now prove that the decrease in the criterion at each step of the algorithm is su cient to ensure the convergence to zero of the above gradient vector. As it has been proved in previous section, by parameterizing a; b; c; d as in (2.4) with a 0 ; b 0 ; c 0 ; d 0 being the point realizing the maximum of (2.3), one can express (2.3) as (2:6 0 ) where p 0 1 , p 0 2 , q 0 1 , q 0 2 are de ned by (2.5). Take ; ; ; such that the left hand side or (2.4) is the identity matrix. Then (2.3) vanishes. Thus (2:6 0 ) must also vanish, hence its upper bound derived in section 2 must be positive. Therefore, noting that p 0 2 q 0 ]=2. This is also the lower bound of the decrease of our criterion at this step.
Since the criterion is always decreased during our algorithm, it must converge to a limit. Therefore the decrease of the criterion at each step of the algorithm must converge to zero, implying that (q 0 2 =p 0 2 )jpj 2 + (p 0 1 =q 0 1 )jqj 2 tends to zero. Note that p, q are no other than ij , ji de ned in (3.1) and 2n ij are the components of the relative gradient vector at this step of the algorithm. Still, the above result hasn't (yet) proved the convergence to zero of this vector. The di culty is due to the lack of normalization. Indeed, our algorithm constructs the transformation matrix B only up to a scaling of its rows, hence a row of B can be arbitrary large or arbitrary small and this has an e ect on the gradient, even when relative gradient is considered. To avoid this, we shall renormalize the transformation matrices B after each step of the algorithm. Any reasonable normalization procedure will do but for simplicity and de niteness, we will consider the normalization which makes the rows of B having unit norm. Then u (k) ii will be bounded between the smallest and the largest eigenvalue of C k . Therefore, letting m and M be the minimum of the smallest eigenvalues and the maximum of the largest eigenvalues, of C 1 , : : : , C 1 respectively, one has m u (k) ii M for all for all i all k. Note that m > 0 since the matrices C 1 , : : : , C K are all positive de nite. Therefore, from (2.2) and (2.5), below by m=M. It follows that the relative gradient vector of the criterion evaluated at each step of the algorithm, which has components 2n ij , converges to zero.
The above result shows that if the algorithm converges, then the limit must be a stationary point of the criterion. Further, since the algorithm always decreases the criterion, this point is actually a local minimum, unless the algorithm is started at a stationary point, in which case it stops immediately. Note that, the sequence of transformation matrices constructed by the algorithm, being normalized and hence lying on a compact set, will admit a convergent subsequence and this in fact also holds for any of its subsequence. Therefore, if the criterion admit an unique local minimum, the algorithm will converge to it. However, Flury and Gautschi (1996) has shown that in some extreme cases, the minimization of the criterion (1.1) under the orthogonality constraint, admits more than one local minimum. Therefore, it seems likely that in our problem, where the maximization is without constraint, the uniqueness of the local minimum is also not satis ed in all cases. Nevertheless, if there are only several local minima, one can still expect that the algorithm converge to one of them. Indeed, if this is not so, then since we have proved that the gradient vector converge to 0, the algorithm must jump continually from one local minimum to another, a quite implausible thing. The existence of a nite number of local minima clearly does not hold if the matrices C 1 , : : : , C K are all proportional to a single matrix, but this is a very extreme case.
We conclude this section by showing that our algorithm behaves near the solution very much like to the Newton-Rhapson iteration, provided that the matrices C 1 , : : : , C K can be nearly jointly diagonalized. To derive the Newton-Rhapson iteration, one makes a second order Taylor expansion of the criterion around the current point, then minimizes this expansion (instead of the true criterion) to obtain the new point. As we have already computed the change of the criterion corresponding to a change B of B, resulting in the formula (3.2), we need only to expand it up to second order in . Note that the rst order expansion has already been given by (3.3), we need only to pursue the expansion up to second order, yielding
Assume that the matrices C 1 , : : : , C K can be nearly jointly diagonalized, then near the solution, the o diagonal term u (k) rs , r 6 = s and u (k) ir , r 6 = i, of the matrices BC k B would be small relative to the diagonal term u (k) ii . Hence we may neglect, in the above expression the term of second order in containg the factor u (k) rs =u (k) ii , r 6 = s or u (k) ir =u (k) ii , r 6 = i. With this approximations, the above expansion for It is worthwhile to note that the diagonal elements ii of do not appear in (3:2 0 ) so they can be anything as long as they are small. For convenience, we take them to be 0. This is further justi ed by the fact that by dividing the i-th row of B + B by 1 + ii , one is led to the matrix B + 0 B where 0 has zero diagonal element and (i; j) o diagonal element ij =(1 + ii ), which is about the same as ij . Note also that because the ij are small, the matrix B + B can be obtained through successive transformations of the form (2.1) with a = d = 1, b = ij , c = ji , associated with all distinct pairs of indexes (i; j), i 6 = j. Reverting to the notation de ned by (2.2), ! ij , ! ji , ij and ji are no other than p 2 , q 1 , p and q. Thus b = (q 1 p?q)=(1?p 2 q 1 ), c = (p 2 q ? p)=(1?p 2 q 1 ). On the other hand, for small p and q, and D, as de ned in (2.7) and (2.8), can both be approximated by p 1 q 2 ? p 2 q 1 . 
Some numerical examples
We consider the same example as in Flury and Gautschi (1996) . The following 6 6 matrices are to be diagonalized 12:5 ?:5 ?4:5 ?2:04 3:72 ?12:5 27:5 ?4:5 ?:5 2:04 ?3:72 ?:5 ?4:5 24:5 ?9:5 ?3:72 ?2:04 ?4:5 ?:5 ?9:5 24: We take n 1 = n 2 = 1 and start our algorithm with B being the identity matrix.
The following table reports The last sweep produces a zero value of the criterion up to machine precision, the slightly negative value we have got comes from the rounding errors. Note that since there are only 2 matrices, exact joint diagonalization can be achieved. Actually, after 3 sweeps (sweep 0 corresponds to the initial matrices) the diagonalization is already quite good. We have One can see that our algorithm converges quite fast. The Flury and Gautschi (1996) algorithm needs 4 to 5 sweeps to converge. Moreover it makes several iterations for each pair of indexes while we make only one. However, our algorithm does not solves the same problem, since we do not require the transformation matrix to be orthogonal. A simple way to implement the orthogonality constraint, at least approximately, is to add another matrix C 3 which is the identity matrix and give it a large weigh n 3 . For n 3 = 10, (n 1 = n 2 = 1), the values of the criterion after each sweep are given below ; but the di erence of this matrix from the identity matrix is slight. We should mention here that our algorithm is not designed to enforce orthogonality, the above numerical results are given only as examples showing its good convergence property.
Appendix: Joint diagonalization of two Hermitian matrices of size two
The following results provide the explicit and complete solutions to the problem of joint diagonalization of two non proportional Hermitian matrices of order two.
(Proportionality should here be understood in the large sense so that a null matrix is proportional to any other one.) Note that if the matrices are proportional, then the problem degenerates to the diagonalization of a single matrix. (not necessarily the same as ).
