The solvent-excluded surface (SES) is a popular molecular representation that gives the boundary of the molecular volume with respect to a specific solvent. SESs depict which areas of a molecule are accessible by a specific solvent, which is represented as a spherical probe. Despite the popularity of SESs, their generation is still a compute-intensive process, which is often performed in a preprocessing stage prior to the actual rendering (except for small models). For dynamic data or varying probe radii, however, such a preprocessing is not feasible as it prevents interactive visual analysis. Thus, we present a novel approach for the on-the-fly generation of SESs, a highly parallelizable, grid-based algorithm where the SES is rendered using ray-marching. By exploiting modern GPUs, we are able to rapidly generate SESs directly within the mapping stage of the visualization pipeline. Our algorithm can be applied to large time-varying molecules and is scalable, as it can progressively refine the SES if GPU capabilities are insufficient. In this paper, we show how our algorithm is realized and how smooth transitions are achieved during progressive refinement. We further show visual results obtained from Research Group Visual Computing, Ulm University, Ulm, Germany real-world data and discuss the performance obtained, which improves upon previous techniques in both the size of the molecules that can be handled and the resulting frame rate.
Introduction
When analyzing molecular structures, derived surfaces often are taken into account, as they represent the accessibility of a molecule with respect to binding ligands. A frequently used surface definition is the solvent-excluded surface (SES) [22] , which gives the boundary of the solvent-excluded molecular volume with respect to a specific solvent. Accordingly, SESs provide means for analyzing potential binding sites, as they depict which areas of a molecule are accessible by a specific solvent. Due to the importance of SESs, several algorithms that facilitate their computation have been proposed (see Sect. 2) .
Since the SES is very well suited for analyzing the molecular interface and cavities, its use is widespread in facilitating understanding molecular dynamics (MD) data. An MD simulation can for example calculate the behavior of a molecule and a ligand, and outputs a set of consecutive spatial atom configurations (trajectories). The steps in these trajectories are commonly known as frames. Due to the complexity of the SES computation process, it is often performed in a preprocessing stage, rather than the mapping stage of the visualization pipeline (except for small models). While this allows for SES generation for static molecules and fixed probe radii, preprocessing is not feasible for dynamic setups, where the atom positions change over time, or the probe radius is altered during a visual analysis. To allow for an inter- Fig. 1 Illustration of the SES generation algorithm. To maintain interactivity, if GPU capabilities are not enough to generate the full SES in a single frame, a coarse model is generated first, which is then progressively refined several steps. Progressive refinement occurs in a seamless way, and the user can explore the molecule meanwhile active visual analysis of large, dynamic molecular data, our aim was an on-the-fly generation of the SES for each frame.
We propose a novel SES computation algorithm that exploits modern GPUs to support the interactive generation of SESs. The algorithm has been developed specifically for dynamic data. We further do not assume or rely on any particular frame ordering, since modern systems usually generate many of those configurations at once in parallel. To achieve interactive SES updates, we have used a grid-based approach, which is suitable for GPU implementation. The grid is used to facilitate computation of the two phases of our algorithm. In phase one, intersection points between the probe and the molecule are computed, while the resulting distances are computed in the second phase. Based on the results, we are able to generate the actual SES. To make our algorithm scalable, it has been designed such that for large molecules, where real-time frame rates cannot be achieved at full detail, a progressive update of the SES is supported (see Fig. 1 ). Thus, our contributions are as follows:
-Interactive SES generation without any preprocessing -Progressive SES refinement to support full scalability -Smooth transition between different levels of detail.
Previous work
As mentioned above, the idea behind the SES is to show the surface of a molecule with respect to a certain solvent. That is, everything within the surface is not reachable by this solvent. The solvent is represented by a so-called probe sphere with an appropriate radius (e.g., water is usually represented by a sphere of radius 1.4 Å). The SES was first described by Richards [22] as Smooth Molecular Surface. It can be defined as the surface that is traced out by the spherical probe rolling over the van der Waals (vdW) surface of the molecule (see Fig. 2 ). The vdW surface is the union of spheres for all atoms where each sphere is centered at the location of the corresponding atom and has a radius equal to the vdW radius of the respective chemical element. Greer and Bush [7] gave an alternative definition of the SES: The SES is the topological boundary of the union of all possible probes that do not intersect any atom of the molecule. Their work also coined the term Solvent-Excluded Surface.
Over the last four decades, many methods to compute and visualize the SES were developed. The SES can be analytically described as a set of patches: convex spherical patches (the remaining parts of the vdW surface), concave spherical triangles, and saddle-shaped toroidal patches (see Fig. 3 ). Shortly after Richards [22] defined the SES, Connolly found the analytical equations to compute the SES patches [4] . Connolly's work lead to the development of several accelerated methods in the mid-90s that compute the SES analytically: Varshney et al. [27] developed a parallelizable algorithm based on power diagrams. Similarly, α-shapes can be used to compute the SES [5] . The ContourBuildup method by Totrov and Abagyan [26] extracts the SES patches from the contours of the solvent accessible surface [22] . Sanner et al. [23] developed the reduced surface algorithm which, thanks to an intermediate data structure, was able to compute the analytical SES. Due to the nowadays widespread availability of multi-core CPUs and programmable GPUs, optimized parallel implementations of some of these algorithms were recently presented: Lindow Blue convex spherical patches, green concave spherical triangles; yellow toroidal patches. Image generated with MegaMol [8] et al. [18] parallelized the Contour-Buildup for multi-core CPUs. Krone et al. [15] adapted the same algorithm for the GPU. These methods were the first ones that allowed to compute the SES interactively for larger molecules (up to 10 k atoms) and are to date still among the fastest ways to compute the SES analytically. Both methods render the patches of the SES using GPU-based ray casting in the fragment shader as proposed by Krone et al. [14] . Jurcik et al. [12] extended the method of Krone et al. [15] to support transparent rendering of the SES and detection of cavities. Parulek and Viola [20] used implicit functions to retrieve the distance to the surface in real time during ray-marching. A detailed review of SES visualizations was given by Kozlikova et al. [13] .
Besides the analytical algorithms, which are computationally very involved, Kozlikova et al. [13] identified a second class of algorithms that compute the SES. These methods discretize the space around a molecule, that is, they compute the SES based on a three-dimensional grid. Usually, each voxel of the grid is first classified as within or outside of the surface. Subsequently, an isosurface that matches the SES can be extracted from the grid. While the resulting surfaces are less accurate than the analytical descriptions, these algorithms have the advantage that they are fast since the computations are less involved, and that they are relatively simple to implement. Can et al. [3] developed a method based on level sets. Yu [29] presented an efficient algorithm using lists to speed up the computations. EDTSurf by Xu and Zhang [28] extracts high-quality SES meshes based on Euclidean distance transformation.
Molecular surface descriptions that are related to the SES are the ligand-excluded surface (LES) presented by Lindow et al. [17] and Gaussian surfaces (Metaballs) introduced by Blinn [2] . The LES can be seen as a generalization of the SES. Here, the ligand is not represented by a spherical probe but by the vdW representation of the actual atoms. Lindow et al. presented a grid-based algorithm to compute the LES. Gaussian surfaces can be used to approximate the SES. A very fast grid-based algorithm to compute Gaussian surfaces of very large molecules on the GPU was presented by Krone et al. [16] . A comparison between SES, LES, and Gaussian surfaces can be found in the report by Kozlikova et al. [13] .
Algorithm
As mentioned above, Kozlikova et al. [13] classified the algorithms to compute the SES in two main categories: the ones that compute an analytical representation of the surface and the ones that compute the surface by discretizing the space around the molecule. Our algorithm falls in the second category, as we use a regular 3D grid that represents a signed distance field to the SES. Despite the resulting memory consumption requirements, this representation allows us to easily compute a coarse representation of the SES in real time, to refine this coarse representation progressively, and to create a smooth transition between different detail levels.
The work-flow of our algorithm is the following: When the application receives a new frame of the simulation we compute a signed distance field to the SES using a low-resolution grid. This computation is carried out in milliseconds due to the low resolution of the grid, so the user does not perceive any drop in performance. This coarse representation is immediately rendered and shown to the user. Meanwhile, the algorithm computes refined versions in the background by increasing the resolution of the grid. Once a new level is computed, the algorithm performs a smooth transition between the current level and the one just computed.
SES computation
Our algorithm to compute the SES is based on the one by Lindow et al. [17] . It generates a 3D signed distance field with positive values outside the SES and negative values inside. Similar to Lindow et al., we limit the range of the distances, that is, we only have to compute the exact distances in the proximity of the SES. In our case, this range is [−r g , r p ], where r g is the distance between two neighbor grid points and r p is the probe radius.
Our algorithm, unlike the one proposed by Lindow et al. [17] for the LES, has no collision problems and it can be executed in parallel without using synchronization mechanisms, making it suitable for GPU implementations. This is accomplished by dividing the computation into two distinct steps: probe intersection and distance field refinement.
Probe intersection In the first step of the algorithm, the points of the grid are classified as points located outside the SES, inside the SES, or on the boundary of the SES. This classification uses two simple tests: checking both the center of the grid point and a probe located at the center of the grid point for intersections with the atoms of the molecule (using the vdW radius). An illustration of these two tests is shown in Fig. 4 . The interpretation of these tests is: Fig. 4 Step 1: Probe intersection. The figure shows how the tests at the grid points are used to classify them. Red points are classified as interior to the SES, blue ones are classified as exterior to the SES and yellow ones as points on the boundary of the SES Outside SES If there is no intersection between the probe and the atoms, the grid point is classified as a point outside the SES and the algorithm assigns r p as the distance to the SES (blue points in Fig. 4 ). Inside SES If the distance between the grid point and at least one atom of the molecule is less than the radius of this atom minus r g (the distance between two closest neighbors on the grid), the point is classified as an interior point of the SES (red points in Fig. 4 ). In this case, the algorithm assigns −r g as its distance to the SES. Boundary If there is an intersection between the probe and an atom but the distance between the grid point and all the atoms of the molecule is larger than the radius of the atoms minus r g , the grid point is classified as being on the boundary of the SES (yellow points in Fig. 4 ).
The distance between such a point and the SES is determined in the second step of the algorithm.
Distance field refinement In this second step, the remaining distances to the SES for the points in the border region are computed. Thus, the algorithm searches the neighborhood of these boundary points for adjacent points that are outside the SES. This neighborhood is defined by the set of points at a distance r p + r g or less from the point of interest. The algorithm initializes the distance of the central point to −r g , and then it iterates over all the points in the neighborhood and selects the closest one that lies outside the SES. If no neighboring grid point was found that is outside the SES, the distance of the point is not updated (e.g., it remains −r g ). If there is at least one, the distance of the current point is updated using the following equation: d = r p − pos n − pos c , where r p is the probe radius, pos n ∈ R 3 the position of the neighbor grid point that is classified as outside and closest to the cur- Step 2: Distance field refinement. For each yellow point the algorithm searches for the closest blue point in a neighborhood. The distance to the SES is then computed as the difference between the probe radius and the distance between these two points rent grid point, and pos c ∈ R 3 the position of the current grid point. Figure 5 illustrates this process. Note that updating the distances in parallel requires no synchronization. The algorithm only searches the neighborhood of each sample for points outside the SES and does not modify these values in this step; they were computed in the first step.
Implementation
We have implemented our algorithm to run on the GPU, using compute shaders for both steps. To represent the signed distance field we use a 3D texture centered at the molecule. Each thread of the first compute shader classifies a grid point of the distance field as described in the first step of the algorithm. Then, each thread of the second compute shader computes the distance to the SES of one boundary grid point. In order to perform these computations efficiently, some optimizations are applied, which we now describe.
In order to classify a point, the algorithm has to check for intersections of every grid point against the atoms of the molecule. This can be prohibitive when the number of atoms increases, so it is crucial to only perform the intersection test with close-by atoms and discard the ones that are farther away. Efficient retrieval of neighboring atoms within a fixed radius is a common problem that is usually solved using data structures for spatial subdivision (see, e.g., [1, 6, 11] ). We opted for the method of Green [6] , which was for example also used by Krone et al. [15] , and Skånberg et al. [24] for molecular visualization. This method subdivides the space into a regular grid and sorts the atoms into the grid cells based on their centers. Then, we can obtain neighboring atoms within a fixed radius in constant time. In our case, we set the cell size to the probe radius plus the maximum vdW radius. This cell size guarantees that we only have to visit 27 cells of the grid to obtain all the atoms that possibly intersect with our probe.
The second compute shader has to execute a thread for each point classified as boundary, since these points have no distance assigned yet. However, keeping track of all these points is not a straightforward task in the context of a parallel algorithm. One possible solution is to mark these points in the first step and, on the CPU, pack them into a buffer, so the second step can be executed only for them. Although this is a simple solution, it does not scale well when the resolution of the grid increases and we lose spatial coherence in the execution of a workgroup. Instead, we chose a more GPUfriendly solution. We grouped the grid points into bricks of 8 3 , and then, we selected those that need further refinement. These bricks are defined as the ones that have at least one boundary point (see the yellow bricks in Fig. 7 ). The chosen algorithm reduces the workload of the CPU and accelerates the selection process. In addition, it lowers the data transfer between GPU and CPU, and it adds local coherence inside the workgroups in the second step as we use a workgroup size equal to the brick size (8 3 ).
SES progressive refinement
One of our main goals in this project was to ensure real-time interaction. For this reason, in our system, the application computes a SES using a low-resolution 3D grid in real time and, in the background, refines the coarse surface to progressively provide a more exact SES (Fig. 6) .
Our data structure is composed of a mipmapped 3D array of floats with a base resolution of 512 3 , which is initialized with the value of the probe radius. We have chosen this maximum resolution as a compromise between SES quality and memory consumption. For a virus capsid of 500 k atoms (1K4R), the grid cells are still below 1 Å.
For a given molecule, the algorithm calculates the SES for a range of levels within the mipmapped array. The base level, l s , is used to compute the coarse representation of the molecule, and the end level, l e , is the level used to compute the most refined version of the SES. The main bottleneck of the algorithm is in the distance field refinement step. When increasing the number of neighboring points that are considered, the performance decreases. Thus, at l s , we choose the smallest neighborhood that keeps an acceptable SES quality. We choose the highest level in the hierarchy where the distance between two neighbor grid points is less than the probe radius. With this configuration, the algorithm considers for each grid point the cells at a (Manhattan) distance of less than or equal to two, which makes a maximum of 124 neighbors. To select l e , the algorithm follows a similar criterion, choosing the lowest level in the hierarchy where the distance between two neighbor grid points is less than the probe radius divided by 7-for each grid point the algorithm has to visit seven neighbors in each direction. However, since our data structure has a finite resolution of 512 3 , the final level may not exceed this limit. These numbers have been chosen empirically from tests performed on our hardware, but they can be modified to tune the algorithm to different hardware.
Once l s and l e are known, the algorithm computes the SES for l s . To do so, the algorithm first sorts the atoms into a spatial subdivision grid G a , which will be used for the computation of all levels in the range [l s , l e ]. Next, the two steps of the algorithm are executed to calculate the coarse version of the SES. In the first step, the classification of the grid points and the selection of the bricks that need to be refined (yellow bricks in Fig. 7 ) are performed. In addition, this step also keeps track of the bricks that need to be updated in higher resolutions (all colored bricks in Fig. 7 ). In the second step, the bricks that need to be refined are updated with the distance to the SES. At the coarse level, this whole computation takes milliseconds and can be performed in real time dur- ing rendering. The outputs of this stage are: a distance field that represents a coarse SES, the atoms distributed onto G a , and the list of bricks that need to be recomputed at the next levels. The algorithm immediately renders the coarse SES, so that the user can interact and inspect. Meanwhile, in the background, the algorithm computes the following levels of the hierarchy using the information obtained from the coarse level calculation.
In order to reduce the computation in the remaining levels, only the volume of the SES and its vicinity is recomputed. These areas of the volume are defined by three types of bricks: the bricks in the border of the SES (yellow bricks in Fig. 7) , the bricks inside the SES (red bricks in Fig. 7 ) and the bricks adjacent to the SES (blue bricks in Fig. 7 ). The first ones are defined as the bricks containing at least one point in the border of the SES, and they are obviously recomputed as they contain the actual surface. However, the two other types of bricks are also recomputed to avoid artifacts in the refined versions. The bricks inside of the SES (red bricks in Fig. 7 ) contain points completely inside the SES, and they are recomputed to not miss internal features of the SES (cavities or tunnels). Small interior features of the SES are missed if the surface is poorly sampled, which can happen in the first, coarse levels of the hierarchy. Recomputing these areas with a higher sampling in the lower levels can recover these missing features (see Fig. 8 ).
The third type of bricks, the ones adjacent to the SES (blue bricks in Fig. 7) , contains grid points completely outside the SES that have at least one neighboring brick in the boundary region. These bricks have to be recomputed in the remaining levels to avoid incoherent distance values between adjacent grid points. A brick can be composed only of grid points outside the SES at a certain resolution, but, when more samples are used, that could not be the case anymore. The new samples can be part of the SES boundary as illustrated in Fig. 9 , hence they need to be updated. Fig. 8 Discrete sampling can miss features inside the surface (e.g., cavities or tunnels). This image shows how a cavity is not detected in a surface generated with a low grid resolution (top generated with a 128 3 grid resolution), while it is in a high resolution (bottom generated with a 256 3 grid resolution). Updating interior bricks in all levels is mandatory to overcome this limitation of the discrete sampling Fig. 9 big blue point on the left belongs to a brick that does not need to be refined but has a neighbor that belongs to another brick that needs to be refined: the big yellow point to the right. In a higher resolution, some of the points of the left brick became yellow (they have an intersection with the molecule) even if all the points in the previous resolution had no intersection. These bricks have to be updated in the higher resolution levels to avoid artifacts on the resulting surface Once this brick list is computed, it is downloaded to CPU memory. In the background, the application then executes the algorithm of Sect. 3.1 for the selected bricks. The algorithm works exactly in the same way as for the coarse level. The result is presented to the user using a smooth transition between the previous level and the new, refined one. This process is repeated for further levels in the hierarchy until the algorithm computes the last one, l e . These computations are performed in parallel to the rendering, so for each frame a fixed number of bricks are processed. To maintain an interactive framerate, we process only 512 bricks per frame, but this number could be reduced on slower GPUs.
Detection of missing features
Due to the discrete nature of our representation, the volume of the SES can be overestimated. Each point of the grid stores only an approximation of the distance between the point and 
where d is the approximated distance stored in a grid cell and r g the distance between two neighboring cells along one axis. That is, r g defines the maximum error of our solution. Consequently, the probability of missing internal features of the molecule (cavities or tunnels) increases if r g increases. Simply speaking, the chances of missing a small cavity are higher if the space is sampled by a small number of points (i.e., a coarser grid).
These limitations may not be relevant for small r g , but, when r g is larger than a certain value, the result can deviate significantly from the analytical solution. Thus, we implemented a solution that refines the last resolution level of our SES in certain areas. The algorithm analyzes the bricks of the currently highest resolution grid to find areas with possible missing features. These bricks have been defined as having at least one point that satisfies the following conditions: first, this point has to be located inside the SES but outside of the atoms; second, it has to be surrounded only by interior points; and third, one of its neighbors also has to be outside of the atoms and, together, they have to satisfy the following condition: d p1 + d p2 + |pos 1 − pos 2 | ≥ 2 · r p · μ, where d p1 and d p2 are the distances between the points and their closest atoms, pos 1 ∈ R 3 and pos 2 ∈ R 3 are the positions of the grid points, r p is the probe radius, and μ is a user-defined parameter that controls the number of selected bricks. If two points satisfy these conditions, a probe might fit between them. For these bricks, our algorithm is executed with a resolution of 64 3 . If a probe can be placed in one of these new sample points, our mipmap is updated with the newly calculated distances at the highest resolution.
SES coloring
Researchers often use the SES to detect tunnels or cavities in the surface, but it is also important for them be able to identify the atoms/residues, the electrostatic potential, the hydrophobicity, and other properties in the surface. To support the visual analysis, we store another 3D texture at the lowest resolution selected for this molecule, and for each texel we store the color or property associated to the nearest atom. Using this texture, the surface can be smoothly colored according to the stored properties. We chose to encode these properties at the lower resolution to have smooth transitions between colors, since higher resolutions would make the borders between colors clearly visible. Moreover, it does not add extra computational costs-it can be computed once together with the coarsest level-and it uses limited extra memory, as the selected resolution is never greater than 128 3 . Different examples are presented in Fig. 10 .
SES rendering
In this section, we detail the rendering of the SES from the previously computed distance field. The most common techniques to visualize a surface from a distance field are either by extracting a mesh using Marching Cubes (MC) [19] , or by ray-marching it directly [9] . We chose to ray-march the distance field, as this does not require extra storage and can be done efficiently from any resolution level of the distance field. The classical algorithm of ray-marching takes steps along the ray separated by a specific distance, but we use the distance stored in the grid points instead. This speeds up the rendering and removes some possible artifacts (e.g., missing the surface on the border). When the ray hits the surface, we use a Sobel filter to compute the normal at that point. This method results in high-quality normals but needs 26 texture lookups. On less performant hardware, a simpler filter could be used instead (e.g., central differences).
Another advantage of ray-marching over MC is that it allows us to perform smooth transitions between the different levels of detail. When a new level i of the distance field hierarchy is computed, the renderer has to perform a transition from the current level i + 1 to the level i along a time frame t. This transition is done by the hardware trilinear interpolation. The render performs a linear interpolation along the time of the level identifier, from i + 1 to i. This interpolated value is then used as the LOD parameter in the textureLod call during the ray-marching. When the hit point is reached and the normal has to be calculated, the algorithm also linearly interpolates the distance between the hit point and the neighbor samples used to compute it. This simple algorithm gives us a smooth transition between different grid resolutions for both surface shape and lighting. In Fig. 11, a molecule was ren-Fig. 11 image shows from left to right the progressive refinement in the SES generation process. Note the continuity through the different steps thanks to our algorithm dered with different grid resolutions from left to right using this algorithm for the transitions.
Moreover, we improved the performance of our raymarching algorithm using a well-known technique from GPU-based volume raycasting. In order to reduce the ray traversal distance, we render the bricks to be refined to encode a texture with the entry and exit points of the rays, skipping thus the empty space of the volume.
Similar to Tarini et al. [25] , we apply rendering techniques that enhance the visualization and facilitate the understanding of the shape of the surface. We have implemented the ambient occlusion algorithm proposed by Hermosilla et al. [10] . We have chosen this algorithm despite it was designed only for the space-filling and ball-andstick representations since it works in real time without pre-computations. It works in object-space and is, therefore, independent of the camera orientation. As the SES is derived from the space-filling representation, we can directly apply this algorithm. In a previous pass to the rendering, the atoms are used to compute an occupancy grid, and the ambient occlusion factor is computed in screen-space for each pixel. We also added a simple silhouette rendering algorithm to facilitate the understanding of the molecular shape. This algorithm detects depth differences between neighboring pixels and renders a black silhouette where this difference is higher than a user-defined threshold value. Figure 13 shows a SES rendering including those two effects.
Results and discussion
We have evaluated our technique by comparing it to the GPUbased Contour-Buildup method by Krone et al. [15] , which is implemented using CUDA and included in the publicly available visualization system MegaMol [8] . Our results show that our technique is at least two to three times faster than the CUDA-Contour-Buildup for the lowest (base) resolution. Owing to the progressive refinement, our method can deal with large models seamlessly, with a sustained interactive frame rate. The progressive SES computation thus enables a fast rendering of large molecular simulation trajectories on the fly. Users can interactively get a feel for the evolution of the simulated molecule over time running the computation with the base resolution. When the playback stops at any point of the trajectory, the progressive refinement will automatically produce a high-quality SES within seconds, even for very large molecular complexes like virus capsids (1CWP and 1K4R) (see Table 1 ). A drawback of the CUDA implementation of the Contour-Buildup in MegaMol is that it requires a lot of GPU memory. For the test data set 1S3S with 22 k atoms, it requires 1.9 GB of memory (the SES computation takes 32 ms on a Nvidia GTX 970), while a protein of about 30 k atoms (PDB ID: 3K19) requires already 2.7 GB of memory. Consequently, even newer consumer graphics cards with 4 GB VRAM or more will quickly run out of memory for very large structures like virus capsids. This prevents the use of the CUDA-Contour-Buildup for such large structures. In contrast, our technique requires just 620 MB for a data structure with a maximum resolution of 512 3 and 32b for each atom of the molecule, making it very scalable. Notice that for small test cases, like Traj 3 in Table 1 , our algorithm takes longer to complete the computation of the highest resolution, whereas times descend for larger molecules. This is because for small molecules the cells in the high-resolution grid are very small, and there is a large number of them inside the probe. Therefore, the algorithm needs to visit many neighbors and slows down. This can be easily avoided in practice since such high resolution is not needed for small models.
We also compared the rendering speed of our method to that of MegaMol. While our method uses volume raymarching (see Sect. 3.5), MegaMol uses GPU-based ray casting to render the implicit patches of the SES [14] . A comparison of the frame rates can be found in Table 2 . Despite having similar performance for up to medium-sized proteins (2G47), ray-marching clearly outperforms ray casting for very large data sets even when using high-resolution volumes. The rendering performance on MegaMol is limited by the number of implicit patches generated (i.e., number of The different columns show the time required to sort the atoms in the regular grid, the resolution of the distance field in the base level and the time in milliseconds needed to compute it, the resolution of the distance field used in the last refined level, the time in milliseconds needed to compute all the refined levels, the mean frames per second obtained during the refinement and, in the last column, the cell size of the last refined level Moreover, the last column shows the frames per second of our method using ambient occlusion. When we compare our method with MegaMol (the last column RC shows the performance in fps of that system), we see that our system is capable of achieving sustained interactive framerates even for large molecules. The timings were computed by averaging the rendering time from 512 distinct random directions that uniformly sample a sphere, to even out variations due to camera placement The table shows the resolution of the discretization used by the EDTSurf algorithm and the time in seconds needed to compute the SES with the CPU implementation provided in their website. We compared these results with the time required by our technique to compute-progressively-the SES until a grid resolution of 256 3 was reached, since we use power-of-two grid resolutions and they do not atoms), our rendering method, on the contrary, depends on the grid resolution and the shape of the molecule. All tests were run at resolution 1024 × 768 px. We also compared the performance of our algorithm to that of EDTSurf [28] (see Table 3 ). Although the comparison is not precise since we only use powers of two as grid resolutions, it shows that our algorithm is consistently faster.
We have compared the exact SES surface using chimera for a molecule of 3967 atoms (this computation is not practical for very large molecules), and the result of our algorithm using a resolution of 256 3 . To this end, we sampled 2,676,613 random points uniformly distributed over the surface given by our algorithm, and computed their distance to the exact surface computed by Chimera [21] (see Fig. 12 ). The result was an average distance of 0.231743 Å with a root mean square error of 0.269498 Å. Notice that this amounts to a standard deviation of roughly 0.14 Å, so even if there are points at zero distance of the exact SES, and others at up to 1.43 Å, they are extremely rare (see histogram on Fig. 12 ). This means that our algorithm yields a surface with a small outward bias (of the order of magnitude of the spacing between samples) originated by its conservative nature. Occasionally, it may miss Fig. 12 Visualization of the distance between our result and the analytical solution. The distance is represented by a color scale from red (distance 0) to blue (distance equal to the probe radius). On the left part of the image, a histogram of the distances is shown some small cavity, but this will happen only if inspecting a whole molecule, at a scale at which this cavity cannot be seen. In order to explore all possible cavities, we could adapt our data structure to only the visible part of the molecule when zooming in, so that a higher resolution computation (for a smaller number of atoms) is performed. 
Conclusions and future work
In this paper we have presented a new GPU-accelerated algorithm that computes the SES on the fly. In contrast to previous approaches, we are able to progressively refine the result, which allows calculation and rendering of SES at interactive framerates for very large models like the virus capsid shown in Fig. 13 . Our system requires no precomputation and thus, we can handle dynamic models. The progressive component of our algorithm is achieved using a space discretization. At first sight, this might be considered a disadvantage, since too coarse a refinement might lead to missed cavities or incorrect surface shapes. However, the resolution we use is fine enough to avoid such problems, as shown by the tests where we compared the surface obtained by our method to the analytical solution, and found that they only had small discrepancies, as shown in Fig. 12 . Another advantage of our approach is that we support visually smooth transitions between refinement levels, thus, the progressive improvement happens seamlessly. Finally, we have also shown how we can encode atom properties on the generated surface using color to support visual analysis.
In the future, we are planning to reduce the memory consumption using virtual texturing, opening the possibility of using even larger resolutions. Moreover, we are working to improve our algorithm by balancing the cost of the compute shader threads in the distance field refinement step, to cope with the increasing computational cost at higher resolutions due to the cell-neighborhood growth.
