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Abstract
We provide a transparent, simple and unified treatment of recent results on the equality
conditions for the data processing inequality (DPI) of the sandwiched quantum Re´nyi diver-
gence, including the statement that equality in the data processing implies recoverability via
the Petz recovery map for the full range of α recently proven by Jencˇova´. We also obtain a
new set of equality conditions, generalizing a previous result by Leditzky et al.
1 Introduction
One of the most fundamental relations in quantum information theory is the data-processing
inequality (DPI)
D(Λ(ρ)||Λ(σ)) ≤ D(ρ||σ) (1)
where D(·‖·) is the quantum relative entropy and Λ is a completely positive trace-preserving
(CPTP) map. Physically, it means that it’s harder to distinguish two quantum states after
a quantum channel acted on them. The DPI holds more generally in the context of von
Neumann Algebras, but to avoid technicalities, we focus on finite dimensional quantum
systems in this paper. We also assume for simplicity that all density matrices are strictly
positive.
There are various generalizations of the relative entropy to a family of quantum Re´nyi
divergences, largely motivated by the corresponding classical notions. Some common ones
studied in the literature are the Petz quantum Re´nyi divergence Dα[1, 2] and the sandwiched
quantum Re´nyi divergence D˜α [3, 4]. There are also other more general f -divergences and
maximal f -divergences studied in the literature [2, 5]. The proofs of their DPI’s and can
all be unified with a single approach using the relative modular operator [6]. This method
is largely due to Araki [7], and later elaborated upon by Petz, Nielson, Wilde and many
others [1, 8, 9, 2, 6]. A particular advantage of this approach is that it more naturally
generalizes to the setting of infinite-dimensional von Neumann algebras required in quantum
field theory [10]. The sandwiched Re´nyi divergence has also recently acquired some attention
in quantum field theory [11, 12, 13, 14].
Our analysis in this work is also based on the relative modular operator machinery, and
we shall study the equality conditions for saturating the DPI for the sandwiched Re´nyi
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divergences [15, 16, 17, 18]. Our main aim in this work is to give a simple, transparent and
unified treatment of the equality conditions known in the literature, which we discuss below.
But we also find new equality conditions which generalize the known conditions.
The sandwiched Re´nyi divergences were first introduced in [3, 4] and can be defined as
(for α ∈ [−1, 0) ∪ (0, 1))
D˜α(ρ||σ) :=
1− α
α
log Tr(ρ
1
2σ−αρ
1
2 )
1
1−α . (2)
In the literature it is more customary to use a different parametrization of the Re´nyi diver-
gences, which in our convention amounts to replacing α with n fulfilling α = n−1
n
, so that
n ∈ [1/2, 1) ∪ (1,∞). In our convention, the relative entropy can be obtained as the α → 0
limit of D˜α, and the DPI holds in the range α ∈ [−1, 0) ∪ (0, 1). We restrict to this range
and, since we consider strictly positive ρ, σ, the support of ρ always lies in the support of σ.
Due to the fundamental importance of the data-processing inequality, significant effort has
been devoted to understanding when it is saturated, both for the quantum relative entropy
and other divergences. For example, it is proved in [15] that a necessary and sufficient
equality condition for the sandwiched Re´nyi divergence is as follows.
Theorem 1 (Leditzky, Rouze´ and Datta). For α ∈ [−1, 0)∪ (0, 1), density matrices σ, ρ and
a CPTP map Λ, we have D˜α(σ||ρ) = D˜α(Λ(σ)||Λ(ρ)) if and only if
σ−
α
2 (σ−
α
2 ρσ−
α
2 )
α
1−ασ−
α
2 = Λ∗
(
Λ(σ)−
α
2 [Λ(σ)−
α
2 Λ(ρ)Λ(σ)−
α
2 ]
α
1−αΛ(σ)−
α
2
)
. (3)
The proof relies on a variational formula of D˜α introduced in [19]. Below, we will use
a different variational formula, and it will turn out to provide an alternative, simple proof
of the above equality conditions. The physical meaning of an algebraic equality such as the
one above is, however, obscure. The more operational perspective on saturating the DPI is
related to the topic of recoverability. It says that the saturation of the DPI is equivalent to
the existence of a quantum channel R such that R ◦ Λ(ρ) = ρ and R ◦ Λ(σ) = σ, which is
also known as the recoverability (sufficiency) of the quantum channel with respect to {ρ, σ}.
The canonical example is that saturating the DPI for the quantum relative entropy for some
{Λ, ρ, σ} is equivalent to recoverability of the triple.
Indeed, Petz analyzed the case of equality for the relative entropy in [8], and found the
following equality condition for Λ being a partial trace TrB :
σβABρ
−β
AB = σ
β
Aρ
−β
A , ∀β ∈ C. (4)
By choosing β = −12 and taking the modulus square on both sides, one obtains
σ
− 1
2
ABρABσ
− 1
2
AB = σ
− 1
2
A ρAσ
− 1
2
A , (5)
which can be rearranged as
ρAB = σ
1
2
ABσ
− 1
2
A ρAσ
− 1
2
A σ
1
2
AB := Rσ,TrB (ρA), (6)
where Rσ,Λ is the Petz recovery map, which is generally defined as
Rσ,Λ(·) = σ
1
2Λ∗
(
Λ(σ)−
1
2 · Λ(σ)−
1
2
)
σ
1
2 . (7)
Here, Λ∗ denotes the adjoint channel to Λ. By definition the Petz map satisfies Rσ,Λ(σ) = σ,
so this proves that the saturation of the DPI for the quantum relative entropy is equivalent
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to recoverability. In fact, (4) holds for the more general class of quantum f -divergences as
well, so we know that the recoverability can also be characterized by the equality in their
DPI’s.
Let us now come back to the sandwiched Re´nyi divergence. Unfortunately, the equality
condition (3) itself does not seem to hint at the recoverability of the quantum channel.
Nevertheless, the problem was recently resolved by Jencˇova´ in two separate works dealing
with the range α ∈ (−1, 0) and α ∈ (0, 1) respectively [16, 18], yielding the following theorem:
Theorem 2 (Jencˇova´). For α ∈ (−1, 0)∪(0, 1), density matrices σ, ρ and a quantum channel
Λ, Λ is recoverable with respect to {ρ, σ} if and only if D˜α(ρ||σ) = D˜α(Λ(ρ)||Λ(σ)).
In fact Jencˇova´’s results are more general than the above theorem, in particular they
also cover the setting of general, finite-dimensional von Neumann algebras. To obtain these
results, she first identified the recoverability for a different pair {τ, σ} where τ is some other
state composed by ρ, σ. Then the recoverability for ρ, σ is implied by a universal factorization
structure for these recoverable states [20, 21, 22]. Her arguments make use of an interpolat-
ing family of Lp-norms in the general setting of non-commutative Lp-spaces, and different
techniques are needed to tackle the two α ranges separately. In this work, we demonstrate
that one can in fact directly obtain the Petz recovery map by analyzing the DPI equality
conditions of the sandwiched Re´nyi divergence a` la Petz [8], and it gives us an elementary
recoverability proof for the entire range α ∈ (−1, 0) ∪ (0, 1).
Following this line of thought, we also find new algebraic conditions that characterize the
equality in DPI, summarized in the following theorem.
Theorem 3. For α ∈ (−1, 0) ∪ (0, 1), density matrices σ, ρ and a CPTP map Λ, we have
D˜α(σ||ρ) = D˜α(Λ(σ)||Λ(ρ)) if and only if for all β ∈ C and α ∈ (0,−1) ∪ (0, 1)
σβ(ρσ−α)
β
α−1 = Λ∗
(
Λ(σ)β [Λ(ρ)Λ(σ)−α]
β
α−1
)
. (8)
Note that the matrix power (ρσ−α)
1
α−1 is well-defined as the ρσ−α has positive eigenvalues.
Our Theorem 3 is a generalization of Theorem 1, as the former implies the latter, c.f. Remark
1. We also see that (8) reduces to (4) in the limit α→ 0. Since both equalities in the DPI’s for
the relative entropy and the sandwiched Re´nyi divergence lead to the recoverability statement,
(8) is equivalent to (4). We however cannot directly obtain (4) from our analysis for values
of α different from α = 0.
Before starting with the technical part of our paper, let us briefly comment on the topic of
approximate recovery: A seminal result by Fawzi and Renner [23] and follow-up works [24, 25,
26, 27, 28, 29, 12] showed that when the DPI of the quantum relative entropy is close to being
saturated, then ρ may be recovered from Λ(ρ) approximately by a recovery-channel Rσ,Λ that
at the same time exactly recovers σ from Λ(σ). In this sense, recoverability is robust. Very
recently, Gao and Wilde [30] obtained results on robust recovery for optimized quantum f -
divergences, which include the sandwiched Re´nyi divergence, also using the relative modular
operator approach. These naturally contain the case of exact recovery as a special case, but
their proof is much more demanding than the special case of equality that we treat in this
work.
Notation. We denote the set of bounded operators on a Hilbert space H as B(H) and the
set of unit-trace, positive (semi-)definite operators on H as P+(H) (P(H)) and CPTP maps
as Λ ∈ CPTP(H,K). Given a Hilbert-space H and a density matrix ρ with orthonormal
eigenbasis {|j〉}j , we define the vector |I〉 :=
∑
j |j〉 ⊗ |j〉. To any operator a ∈ B(H) we
associate the vector |a〉 := a ⊗ I|I〉, providing an isomorphism between B(H) with Hilbert-
Schmidt inner product and H ⊗H: 〈a |b〉 = Tr[a†b]. The vector |ρ
1
2 〉 is called the canonical
3
purification of ρ. Since ρ > 0, any vector |Ψ〉 ∈ H ⊗ H may be written as aΨ ⊗ I|ρ
1
2 〉. If
Λ : B(H)→ B(K) is a super-operator, it induces an operator Λˆ on H⊗H as Λˆ|a〉 = |Λ(a)〉,
where we assume implicitly that a choice of reference density matrix is also given for K. In
the following, we will often identify Λˆ and Λ. Finally, if we talk about bipartite systems
consisting of two parts A and B with Hilbert space HA and HB, respectively, we will often
identify A with HA etc. Finally, we will oftentimes omit subscripts as labels for sub-systems
from operators if they are clear from context.
2 Preliminaries
2.1 Re´nyi divergences via the relative modular operator
Denote by Lσ and Rρ−1 the super-operators for left- and right-multiplication by σ and ρ
−1,
respectively. The relative modular super-operator is then defined as
∆σ,ρ := LσRρ−1 . (9)
Petz used it to define the quasi-entropy, also known as the quantum f -divergence, as [2]
Sf (ρ||σ) := 〈ρ
1
2 |f(∆σ,ρ)|ρ
1
2 〉 (10)
where f is an operator convex function and |ρ
1
2 〉 denotes the canonical purification of ρ. The
DPI of this quantity follows from operator Jensen’s inequality and the convexity of f .
Our analysis of the sandwiched Re´nyi divergences is based on the technique of relative
modular opeartor a` la Petz. It’s useful to introduce it via briefly representing the proof for
the relative entropy DPI in the special case where the quantum channel corresponds to the
partial trace TrB. The relative entropy corresponds to the choice f = − log . The proof makes
use of the following super-operators:
∆Aσ,ρ(·) = σA · ρ
−1
A , ∆
AB
σ,ρ (·) = σAB · ρ
−1
AB , U(·) = · ρ
− 1
2
A ⊗ IBρ
1
2
AB , U
∗(·) = TrB [ · ρ
1
2
AB ]ρ
− 1
2
A
where ∗ denotes either the adjoint with respect to the Hilbert-Schmidt inner product or the
adjoint on operators on Hilbert-space, depending on context. The operator U is an isometry
from A to AB. We therefore have U∗U = 1A and define the projector P := UU
∗ on the
system AB. Here, 1A denotes the identity map on (not in) the algebra of operators on A.
By construction
U∗∆ABσ,ρ U = ∆
A
σ,ρ. (11)
The quantum relative entropy then simply takes the form
−Tr[ρ
1
2
A log(∆
A
σ,ρ)(ρ
1
2
A)] = −Tr[ρ
1
2
A log(σA)ρ
1
2
A] + Tr[ρA log(ρA)] = D(ρA‖σA) (12)
where we used that log(∆Aσ,ρ)(a) = log(σA)a − a log(ρA). We now make use of Jensen’s
operator inequality, which states that f(U∗aU) ≤ U∗f(a)U for a convex function f and
self-adjoint a 1. Setting a = ∆ABσ,ρ , f = − log, we then get the DPI:
D(ρA‖σA) = −Tr[ρ
1
2
A log(U
∗∆ABσ,ρ U)(ρ
1
2
A)] ≤ −Tr[ρ
1
2
AU
∗ log(∆ABσ,ρ )U(ρ
1
2
A)],
= −Tr[ρ
1
2
AB log(∆
AB
σ,ρ )(ρ
1
2
AB)] = D(ρAB‖σAB).
(13)
The only inequality used in the proof is the operator Jensen’s inequality. In Appendix A
we show that the equality condition for Jensen’s inequality (which implies saturation of the
DPI) directly gives rise to the Petz recovery map.
1This is not to be confused with the statement f(UbU∗) = Uf(b)U∗.
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2.2 Sandwiched Re´nyi divergence
Let us now return to the sandwiched Re´nyi divergence. Since we wish to use the machinery
of relative modular operators, it’s desirable to have an expression for the sandwiched Re´nyi
divergences based on relative modular operators. We would therefore like to rewrite D˜α using
a variational formula that involves the relative modular operator. The Araki-Masuda norms
of the Lp spaces [31] will be useful. For a density operator ρ and a reference density operator
σ, the Araki-Masuda p-norms are defined as
‖ρ‖p,σ := sup
ω∈P+(H)
∥∥∥∥∆
1
p
− 1
2
σ,ω |ρ
1
2 〉
∥∥∥∥
2
, p ∈ (2,∞),
‖ρ‖p,σ := inf
ω∈P+(H)
∥∥∥∥∆
1
p
− 1
2
σ,ω |ρ
1
2 〉
∥∥∥∥
2
, p ∈ [1, 2).
(14)
One can evaluate the maximizers and minimizers explicitly,
‖ρ‖2p,σ = sup
ω∈P+(H)
〈ρ
1
2 |∆
2
p
−1
σ,ω |ρ
1
2 〉 = sup
ω∈P+(H)
Trρ
1
2σ
2
p
−1ρ
1
2ω1−
2
p = sup
ω∈P+(H)
TrY ω1−
2
p , p ∈ (2,∞),
‖ρ‖2p,σ = inf
ω∈P+(H)
〈ρ
1
2 |∆
2
p
−1
σ,ω |ρ
1
2 〉 = inf
ω∈P+(H)
Trρ
1
2σ
2
p
−1ρ
1
2ω1−
2
p = inf
ω∈P+(H)
TrY ω1−
2
p , p ∈ [1, 2).
(15)
where we have defined Y = ρ
1
2σ
2
p
−1ρ
1
2 > 0. The following Lemma shows that the optimizer
is unique.
Lemma 1. For p ∈ [1, 2) and (2,∞), the function ω 7→ TrY ω1−
2
p is strictly convex and
concave, respectively.
Proof. Since Y > 0, we can split Y = cI + Y ′ where c is the smallest eigenvalue of Y and
Y ′ ≥ 0. We have
TrY ω1−
2
p = TrY ′ω1−
2
p + cTrω1−
2
p . (16)
The first term can be written as TrY
1
2ω1−
2
pY
1
2 . It is operator convex and concave as the func-
tion ω 7→ ω
1− 2
p is strictly operator convex and concave for p ∈ [1, 2) and (2,∞) respectively.
The second term has the form Trf(X) where f is a strictly convex (concave) function, so it
is strictly convex and concave for p ∈ [1, 2) and (2,∞), respectively [32]. Therefore, the sum
of the two terms are strictly convex and concave for p ∈ [1, 2) and (2,∞) respectively.
The unique optimizer ω∗ for ‖ρ‖
2
p,σ is given by [3]:
ω∗ = (TrY
p
2 )−1Y
p
2 . (17)
Hence, the Araki-Masuda p-norms reduce to the σ-weighted p-norms [33]:
‖ρ‖p,σ = (TrY
p
2 )
1
p =
∥∥∥Y 12∥∥∥
p
=
∥∥∥σ 1p− 12 ρ 12∥∥∥
p
, (18)
where ‖·‖p are the Schatten p-norms.
In terms of the Araki-Masuda p-norms, the sandwiched quantum Re´nyi divergences can
hence be defined as
D˜α(ρ||σ) :=
2
α
log ‖ρ‖ 2
1−α
,σ , α ∈ [−1, 0) ∪ (0, 1). (19)
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Equivalently, we can write:
D˜α(ρ||σ) :=
1
α
inf
ω∈P+(H)
log〈ρ
1
2 |∆−ασ,ω|ρ
1
2 〉 , α ∈ [−1, 0),
D˜α(ρ||σ) :=
1
α
sup
ω∈P+(H)
log〈ρ
1
2 |∆−ασ,ω|ρ
1
2 〉 , α ∈ (0, 1).
(20)
Note that this is not a quantum f -divergence but rather an instance of the optimized
quantum f -divergence introduced in [6]. If one removes the supremum and infimum in (20),
then the above expressions define the Petz quantum Re´nyi divergences Dα:
Dα(ρ||σ) :=
1
α
log〈ρ
1
2 |∆−ασ,ρ |ρ
1
2 〉, α ∈ [−1, 0) ∪ (0, 1). (21)
The Petz quantum Re´nyi divergence is the exponent of the f -divergence Sf (ρ||σ) with the
operator convex function f(x) = sign(α)x−α. To see why this power function function is
operator convex, we adopt the following integral representation [34]:
xα =
sin(πα)
π
∫ ∞
0
dt tα
(
1
t
−
1
t+ x
)
, α ∈ (0, 1),
xα =−
sin(πα)
π
∫ ∞
0
dt
tα
t+ x
, α ∈ (−1, 0).
(22)
Since the function f(x) = (x + t)−1 is operator convex and operator anti-monotone for
t ≥ 0, the same holds for sign(α)x−α after integration. Note that the above formulae do not
hold for the boundary cases α = ±1. However, they are obviously operator convex/concave as
well. The integral representations will be useful later for establishing the equality condition.
2.3 The data-processing inequality
Now let’s turn to the data processing inequality and w.l.o.g. restrict the map to the partial
trace. We will later come back to the general case, which follows from Stinepspring’s dilation
theorem. The DPI for the Petz quantum Re´nyi divergences with α ∈ [−1, 0) ∪ (0, 1) follows
directly from the operator convexity of the power function f(x) = sign(α)x−α.
The DPI of the sandwiched Re´nyi divergences D˜α involves more steps. Consider an
arbitray vector |ω
1
2 〉AA′ ∈ HAA′ which can be written as |aρ
1
2 〉AA′ , for some a ∈ B(HA) (for
simplicity of notation we here simply write ρ and ω instead of ρA and ωA). Here, as before,
|ω
1
2 〉AA′ denotes the canonical purification of ω with the purifying system A
′. Similarly, we
write |ω
1
2 〉AA′BB′ = |bρ
1
2 〉AA′BB′ for some b ∈ B(HAB) (again identifying ρ and ρAB as well
as ω and ωAB from context). We can then write the relative modular operator ∆
A
σ,ω as
∆A
σ,ρ1/2|a|2ρ1/2
. One can readily check that
U∗∆AB
σAB,ρ
1/2
AB(|a|
2⊗I)ρ
1/2
AB
U = ∆A
σA,ρ
1/2
A |a|
2ρ
1/2
A
. (23)
Let the maximizer for supa〈ρ
1
2 |∆A−α
σ,ρ1/2a2ρ1/2
|ρ
1
2 〉 be a∗. According to (17), a
2
∗ is given by
the following Hermitian operator
a2∗ =
ρ
− 1
2
A
(
ρ
1
2
Aσ
−α
A ρ
1
2
A
) 1
1−α
ρ
− 1
2
A
Tr
(
ρ
1
2
Aσ
−α
A ρ
1
2
A
) 1
1−α
. (24)
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First we apply the Jensen’s operator inequality, the convexity of f = sign(α)x−α and
(23):
sign(α)〈ρ
1
2
A|∆
A−α
σA,ρ
1/2
A a
2
∗
ρ
1/2
A
|ρ
1
2
A〉 ≤ sign(α)〈ρ
1
2
AB |∆
AB−α
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
|ρ
1
2
AB〉. (25)
Since vectors of the form |(a⊗ I)ρ
1
2 〉AA′BB′ constitute a restricted set of vectors in HAA′BB′ ,
we have
sign(α)〈ρ
1
2
A|∆
A−α
σA,ρ
1/2
A a
2
∗
ρ
1/2
A
|ρ
1
2
A〉 ≤ sign(α)〈ρ
1
2
AB |∆
AB−α
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
|ρ
1
2
AB〉,
≤ sign(α)〈ρ
1
2
AB |∆
AB−α
σAB ,ρ
1/2
ABb
2
∗
ρ
1/2
AB
|ρ
1
2
AB〉.
(26)
where in the last step, we use the fact that ρ
1
2
ABb
2
∗ρ
1
2
AB is the supremum (infimum) in (20) for
α > 0 (α < 0) respectively. It then follows that
D˜α(ρA||σA) =
1
α
log〈ρ
1
2
A|∆
A−α
σA,ρ
1/2
A a
2
∗
ρ
1/2
A
|ρ
1
2
A〉 ≤
1
α
log〈ρ
1
2
AB |∆
AB−α
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
|ρ
1
2
AB〉,
≤
1
α
log〈ρ
1
2
AB |∆
AB−α
σAB ,ρ
1/2
ABb
2
∗
ρ
1/2
AB
|ρ
1
2
AB〉,
= D˜α(ρAB ||σAB),
(27)
where
b2∗ =
ρ
− 1
2
AB
(
ρ
1
2
ABσ
−α
ABρ
1
2
AB
) 1
1−α
ρ
− 1
2
AB
Tr
(
ρ
1
2
ABσ
−α
ABρ
1
2
AB
) 1
1−α
. (28)
Note that the denominator is simply given by exp( α1−αD˜α(ρAB ||σAB)).
2.4 The geometric mean
It will turn out to be convenient to use the geometric mean to compactify the equality
conditions, so we shall briefly introduce some facts about it. The λ-weighted geometric mean
between two positive matrices is defined as [35]
A♯λB = A
1
2 (A−
1
2BA−
1
2 )λA
1
2 . (29)
Usually, the geometric mean is defined for λ ∈ [0, 1], but the above RHS is well-defined for
any λ ∈ R. We shall use the notation for any real λ. The following properties will be useful
later:
Lemma 2. For A,B > 0, λ ∈ R, the following are true:
1. A♯λB = B♯1−λA,
2. (A♯λB)
−1 = A−1♯λB
−1,
3. A♯λB = A(A
−1B)λ = (AB−1)1−λB.
The geometric mean is particularly useful for us, since the optimizers a2∗, b
2
∗ may be written
as geometric means with λ = 11−α (= n):
a−2∗ ∝ ρA♯ 1
1−α
σαA, b
−2
∗ ∝ ρAB♯ 1
1−α
σαAB. (30)
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3 Equality conditions for the D˜α DPI
We are now in a position to study the equality conditions for the sandwiched Re´nyi divergence.
Let’s first simplify the situation by restricting to the partial trace map Λ = TrB. We will
now state the three theorems from the introduction in this simplified setting and give their
proofs. First, using the geometric mean, we can state the result by Leditzky, Rouze´ and
Datta as follows.
Theorem 1’ (Leditzky, Rouze´ and Datta). For α ∈ [−1, 0)∪(0, 1), density matrices σAB, ρAB ,
D˜α(σA||ρA) = D˜α(σAB ||ρAB) if and only if
ρA♯ 1
1−α
σαA ⊗ IB = ρAB♯ 1
1−α
σαAB . (31)
To obtain Theorem 1, we simply take the inverse on both sides of (31) and swap ρ−1 and
σ−α. Using Lemma 2, we have
σ−αA ♯ −α
1−α
ρ−1A = σ
−α
AB♯ −α
1−α
ρ−1AB , (32)
which is equivalent to (3) for Λ = TrB . The second theorem concerns the recoverability:
Theorem 2’ (Jencˇova´). For α ∈ (−1, 0)∪(0, 1), density matrices σAB, ρAB and the quantum
channel Λ = TrB we have D˜α(ρAB ||σAB) = D˜α(ρA||σA) if and only if Rσ,TrB (ρA) = ρAB.
The third theorem provides our new equality conditions:
Theorem 3’. For α ∈ (−1, 0)∪(0, 1), density matrices σAB, ρAB , D˜α(σA||ρA) = D˜α(σAB ||ρAB)
if and only if
σβA(ρAσ
−α
A )
β
α−1 ⊗ IB = σ
β
AB(ρABσ
−α
AB)
β
α−1 , ∀β ∈ C. (33)
Remark 1. Theorem 3’ implies Theorem 1’: To see that, pick β = −α and use property 3
in Lemma 2 to get (32):
σ−α(ρσ−α)
−α
α−1 = σ−α(σαρ−1)
−α
1−α = σ−α♯ −α
1−α
ρ−1. (34)
All three theorems rely on the simple observation that the DPI saturation amounts to
setting equalities in (26):
〈ρ
1
2
A|∆
A−α
σA,ρ
1/2
A a
2
∗
ρ
1/2
A
|ρ
1
2
A〉
1
= 〈ρ
1
2
AB |∆
AB−α
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
|ρ
1
2
AB〉
2
= 〈ρ
1
2
AB |∆
AB−α
σAB ,ρ
1/2
ABb
2
∗
ρ
1/2
AB
|ρ
1
2
AB〉 . (35)
The proof of Theorem 1’ will only use condition 2 , while the proof of the recoverability
statement Theorem 2’ only uses condition 1 . This means that 1 and 2 imply each other
in a nontrivial way. Theorem 3’ uses both 1 and 2 .
Proof of Theorem 1’. The proof is rather straightforward. For the necessary condition, ob-
serve that the second equality 2 above implies a2∗⊗I = b
2
∗ as the optimizer is unique according
to (17). According to (30), it gives (31), since the scalar pre-factors are identical by the as-
sumption D˜α(ρA||σA) = D˜α(ρAB ||σAB). To see sufficiency, we can simply left-multiply with
ρ−1AB and take the trace.
To proof Theorem 2’, we shall follow the argument a` la Petz on the equality condition of
the relative entropy [8].
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Proof of Theorem 2’. Since f(x) = (x+ t)−1, t ≥ 0 is operator convex, we have
Xt := U
∗(∆
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−1U − (∆
σA,ρ
1/2
A a
2
∗
ρ
1/2
A
+ t)−1 ≥ 0, ∀t. (36)
We now first show that
U∗(∆
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−1|ρ
1
2
AB〉 = (∆σA,ρ
1/2
A a
2
∗
ρ
1/2
A
+ t)−1|ρ
1
2
A〉, (37)
where |ρ
1
2
AB〉 = U |ρ
1
2
A〉. To see this, first note that the DPI equality and the integral repre-
sentations (22) give
∫ ∞
0
dt tα〈ρ
1
2
A|Xt|ρ
1
2
A〉 = 0. (38)
Since Xt ≥ 0, the integrand is ≥ 0 and hence must vanish for almost all t ≥ 0 (and hence
for all t ≥ 0 by continuity). But since Xt ≥ 0, this implies Xt|ρ
1
2
A〉 = 0 for all t ≥ 0, which is
(37). Now acting with U on the left on (37) gives
UU∗(∆
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−1|ρ
1
2
AB〉 = U(∆σA,ρ
1/2
A a
2
∗
ρ
1/2
A
+ t)−1|ρ
1
2
A〉. (39)
We now show that the LHS is invariant under the projection P = UU∗, i.e.,
P (∆
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−1|ρ
1
2
AB〉 = (∆σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−1|ρ
1
2
AB〉. (40)
To see this, first take the trace of the square of the modulus of (37) to get
〈
(∆
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−1(ρ
1
2
AB)
∣∣∣∣P
∣∣∣∣(∆σAB ,ρ1/2AB(a2∗⊗I)ρ1/2AB + t)−1(ρ
1
2
AB)
〉
=
〈
(∆
σA,ρ
1/2
A a
2
∗
ρ
1/2
A
+ t)−2(ρ
1
2
A) |ρ
1
2
A
〉
,
where we used that (∆
σA,ρ
1/2
A a
2
∗
ρ
1/2
A
+ t)−1 is Hermitian. Now consider the derivative of (37)
with respect to t,
U∗(∆
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−2(ρ
1
2
AB) = (∆σA,ρ
1/2
A a
2
∗
ρ
1/2
A
+ t)−2(ρ
1
2
A), (41)
and use it on the RHS to get
〈
(∆
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−1(ρ
1
2
AB)
∣∣∣∣P
∣∣∣∣(∆σAB ,ρ1/2AB(a2∗⊗I)ρ1/2AB + t)−1(ρ
1
2
AB)
〉
=
〈
U∗(∆
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−2(ρ
1
2
AB) |ρ
1
2
A
〉
. (42)
We can now use that U(ρ
1
2
A) = ρ
1
2
AB to find
〈(∆
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−1(ρ
1
2
AB)|(1− P )|(∆σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−1(ρ
1
2
AB)〉 = 0 . (43)
Since P is an orthogonal projection, this implies (40). We thus see that the LHS of (39) is
invariant under the projection P and obtain
U(∆
σA,ρ
1/2
A a
2
∗
ρ
1/2
A
+ t)−1(ρ
1
2
A) = (∆σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
+ t)−1(ρ
1
2
AB). (44)
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Integrating this equation using the integral representations (22) again gives
U∆β
σA,ρ
1/2
A a
2
∗
ρ
1/2
A
(ρ
1
2
A) = ∆
β
σAB ,ρ
1/2
AB(a
2
∗
⊗I)ρ
1/2
AB
(ρ
1
2
AB), ∀β ∈ (−1, 0) ∪ (0, 1). (45)
Let us choose β = −12 and expand (45):
σ
− 1
2
A ρ
1
2
A(ρ
1
2
Aσ
−α
A ρ
1
2
A)
1
2−2α ρ
− 1
2
A ⊗ I = σ
− 1
2
ABρ
1
2
AB
(
ρ
1
2
AB
(
ρ
− 1
2
A (ρ
1
2
Aσ
−α
A ρ
1
2
A)
1
1−α ρ
− 1
2
A ⊗ I
)
ρ
1
2
AB
) 1
2
ρ
− 1
2
AB .
Now define L :=
(
(ρ
1
2
Aσ
−α
A ρ
1
2
A)
1
2−2α ρ
− 1
2
A ⊗ I
)
ρ
1
2
AB . Then we can write the above equation as
σ
− 1
2
A ρ
1
2
A ⊗ IBL|L|
−1 = σ
− 1
2
ABρ
1
2
AB, (46)
where |L| := (L∗L)
1
2 . Taking the Hermitian square, we obtain
σ
− 1
2
A ρ
1
2
A ⊗ IB(L|L|
−2L∗)ρ
1
2
Aσ
− 1
2
A ⊗ IB = σ
− 1
2
ABρABσ
− 1
2
AB , (47)
which simplifies to
σ
1
2
AB
(
σ
− 1
2
A ρAσ
− 1
2
A ⊗ IB
)
σ
1
2
AB = ρAB . (48)
So we have perfect Petz recovery Rσ,TrB (ρAB) = ρAB .
Finally, let us now combine the equality conditions separately found for equalities 1 and
2 and see what we obtain.
Proof of Theorem 3’. We directly pick up from the previous proof at the step (45), and
replace a2∗ with b
2
∗. For any β ∈ (−1, 0) ∪ (0, 1), α ∈ (−1, 0) ∪ (0, 1), we then have have
U∆β
σA,ρ
1/2
A a
2
∗
ρ
1/2
A
(ρ
1
2
A) = ∆
β
σAB ,ρ
1/2
ABb
2
∗
ρ
1/2
AB
(ρ
1
2
AB), (49)
which leads to
σβAρ
1
2
A(ρ
1
2
Aσ
−α
A ρ
1
2
A)
β
α−1 ρ
− 1
2
A ⊗ IB = σ
β
ABρ
1
2
AB(ρ
1
2
ABσ
−α
ABρ
1
2
AB)
β
α−1ρ
− 1
2
AB . (50)
We can re-write this equation using the geometric mean,
σβAρA(ρ
−1
A ♯ β
α−1
σ−αA )⊗ IB =σ
β
ABρAB(ρ
−1
AB♯ β
α−1
σ−αAB), (51)
and then use the property A♯λB = A(A
−1B)λ to get
σβA(ρAσ
−α
A )
β
α−1 ⊗ IB =σ
β
AB(ρABσ
−α
AB)
β
α−1 , (52)
which is the desired condition. Note that forX > 0, β → Xβ is an entire function. Therefore,
(49) and the final condition in fact hold for any β ∈ C. This shows the necessary condition.
To see sufficiency, we choose β = −1, left-multiply with σAB and the take the trace.
Finally, we can use the standard Stinespring dilation argument to show that Theorem 3’
implies Theorem 3. We follow [15] where they show Theorem 1’ implies Theorem 1.
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Proof of Theorem 3. For any CPTP map Λ : B(H)→ B(K), the Stinespring dilation theorem
allows us to dilate Λ to an isometry V : H → K⊗H′ such that for all ρ ∈ B(H),
Λ(ρ) = TrH′V ρV
∗. (53)
Since the divergence is invariant under conjugation by an isometry, the DPI for any
channel Λ can be traced down to the partial trace map TrH′ . When the DPI is saturated,
our theorem 3’ implies that
Λ(σ)β(Λ(ρ)Λ(σ)−α)
β
α−1 ⊗ IH′ =V σ
βV ∗[V ρV ∗(V σV ∗)−α]
β
α−1 ,
=V σβ(ρσ−α)
β
α−1V ∗ ,
(54)
where we used that f(V XV ∗) = V f(X)V ∗ for any function f , operator X and isometry V .
The adjoint channel Λ∗ : B(K)→ B(H) is given by Λ∗(a) = V ∗a⊗ IH′V . Applying V
∗ · V to
both sides of the above equality, we therefore get
Λ∗
(
Λ(σ)β [Λ(ρ)Λ(σ)−α]
β
α−1
)
= σβ(ρσ−α)
β
α−1 , (55)
where we use that V is an isometry: V ∗V = I.
Similarly, the exactly same Stinespring dilation gives Theorem 2 from 2’.
4 Discussion
We have provided a unified treatment of the equality conditions for the DPI of the sandwiched
Re´nyi divergences using the relative modular operator approach, emphasizing the role of
the two conditions 1 and 2 in (35) to obtain previously known results. While the two
conditions lead us to different results, they are logically equivalent. For future work, it may
be interesting to study how the two (in-)equalities behave once we go away from the case of
exact saturation of the DPI. We expect that the two inequalities then behave differently. As
mentioned in the introduction, recently Gao and Wilde studied the case of robust recovery for
optimized f -divergences [30]. It would be interesting to understand the connection between
the two (in-)equalities 1 and 2 and their results on approximate recoverability.
Let us now come back to the case of equality. Recently, similar equality conditions were
independently proved for the more general α−z Re´nyi divergences [36, 37]. These conditions
are slightly different but they both reduce to Theorem 1 for the sandwiched Re´nyi diver-
gence case α = z. Our result suggests that there are perhaps more equality conditions to be
discovered for the α− z Re´nyi divergences. However, our approach via the relative modular
operator might not be useful for these α− z generalizations as they generally cannot be for-
mulated as instances of optimized quantum f -divergences. Of course, insights about equality
conditions might nevertheless help us better understand the recoverability perspectives on
these α− z Re´nyi divergences.
Acknowlegdements. We would like to thank Joe Renes and David Sutter for comments
and discussions. This work is supported by the Swiss National Science Foundation via the
National Center for Competence in Research “QSIT”, and by the Air Force Office of Scientific
Research (AFOSR) via grant FA9550-19-1-0202.
11
References
[1] D. Petz, Quasi-entropies for finite quantum systems,
Reports on mathematical physics 23 (1986) 57.
[2] F. Hiai, M. Mosonyi, D. Petz and C. Be´ny, Quantum f-divergences and error
correction, Reviews in Mathematical Physics 23 (2011) 691.
[3] M. Mu¨ller-Lennert, F. Dupuis, O. Szehr, S. Fehr and M. Tomamichel, On quantum
re´nyi entropies: A new generalization and some properties,
Journal of Mathematical Physics 54 (2013) 122203.
[4] M. M. Wilde, A. Winter and D. Yang, Strong converse for the classical capacity of
entanglement-breaking and hadamard channels via a sandwiched re´nyi relative entropy,
Communications in Mathematical Physics 331 (2014) 593.
[5] F. Hiai and M. Mosonyi, Different quantum f-divergences and the reversibility of
quantum operations, Reviews in Mathematical Physics 29 (2017) 1750023.
[6] M. M. Wilde, Optimized quantum f-divergences and data processing,
Journal of Physics A: Mathematical and Theoretical 51 (2018) 374002.
[7] H. Araki, Relative entropy of states of von neumann algebras,
Publications of the Research Institute for Mathematical Sciences 11 (1976) 809.
[8] D. Petz, Monotonicity of quantum relative entropy revisited,
Reviews in Mathematical Physics 15 (2003) 79.
[9] M. Nielsen and D. Petz, A simple proof of the strong subadditivity inequality,
Quantum Information & Computation 5 (2005) 507.
[10] E. Witten, Aps medal for exceptional achievement in research: Invited article on
entanglement properties of quantum field theory,
Reviews of Modern Physics 90 (2018) 045003.
[11] N. Lashkari, Constraining quantum fields using modular theory,
Journal of High Energy Physics 2019 (2019) 59.
[12] T. Faulkner, S. Hollands, B. Swingle and Y. Wang, Approximate recovery and relative
entropy I. general von neumann subalgebras, arXiv:2006.08002 (2020) .
[13] M. Moosa, P. Rath and V. P. Su, A renyi quantum null energy condition: Proof for
free field theories, arXiv:2007.15025 (2020) .
[14] S. Hollands, Variational approach to sandwiched renyi entropies (with application to
QFT), arXiv:2009.05024 (2020) .
[15] F. Leditzky, C. Rouze´ and N. Datta, Data processing for the sandwiched re´nyi
divergence: a condition for equality, Letters in Mathematical Physics 107 (2017) 61.
[16] A. Jencˇova´, Preservation of a quantum re´nyi relative entropy implies existence of a
recovery map, Journal of Physics A: Mathematical and Theoretical 50 (2017) 085303.
[17] A. Jencˇova´, Re´nyi relative entropies and noncommutative Lp-spaces,
Annales Henri Poincare´ 19 (2018) 2513.
[18] A. Jencˇova´, Re´nyi relative entropies and noncommutative Lp-spaces II,
arXiv:1707.00047 (2017) .
[19] R. L. Frank and E. H. Lieb, Monotonicity of a relative re´nyi entropy,
Journal of Mathematical Physics 54 (2013) 122201.
12
[20] D. Petz, Sufficiency of channels over von neumann algebras,
The Quarterly Journal of Mathematics 39 (1988) 97.
[21] P. Hayden, R. Jozsa, D. Petz and A. Winter, Structure of states which satisfy strong
subadditivity of quantum entropy with equality,
Communications in mathematical physics 246 (2004) 359.
[22] A. Jencˇova´ and D. Petz, Sufficiency in quantum statistical inference,
Communications in mathematical physics 263 (2006) 259.
[23] O. Fawzi and R. Renner, Quantum conditional mutual information and approximate
markov chains, Communications in Mathematical Physics 340 (2015) 575.
[24] D. Sutter, O. Fawzi and R. Renner, Universal recovery map for approximate markov
chains,
Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences 472 (2016) 20150623.
[25] M. M. Wilde, Recoverability in quantum information theory,
Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences 471 (2015) 20150338.
[26] D. Sutter, M. Tomamichel and A. W. Harrow, Strengthened monotonicity of relative
entropy via pinched petz recovery map,
IEEE Transactions on Information Theory 62 (2016) 2907.
[27] D. Sutter, M. Berta and M. Tomamichel, Multivariate trace inequalities,
Communications in Mathematical Physics 352 (2016) 37.
[28] M. Junge, R. Renner, D. Sutter, M. M. Wilde and A. Winter, Universal recovery maps
and approximate sufficiency of quantum relative entropy,
Annales Henri Poincare´ 19 (2018) 2955.
[29] E. A. Carlen and A. Vershynina, Recovery map stability for the data processing
inequality, Journal of Physics A: Mathematical and Theoretical 53 (2020) 035204.
[30] L. Gao and M. M. Wilde, Recoverability for optimized quantum f -divergences,
arXiv:2008.01668 (2020) .
[31] H. Araki and T. Masuda, Positive cones and lp-spaces for von neumann algebras,
Publications of the Research Institute for Mathematical Sciences 18 (1982) 759.
[32] E. Carlen, Trace inequalities and quantum entropy: an introductory course,
Entropy and the quantum 529 (2010) 73.
[33] M. Berta, V. B. Scholz and M. Tomamichel, Re´nyi divergences as weighted
non-commutative vector-valued Lp-spaces, Annales Henri Poincare´ 19 (2018) 1843.
[34] R. Bhatia, Matrix analysis, vol. 169. Springer Science & Business Media, 2013,
10.1007/978-1-4612-0653-8.
[35] R. Bhatia, Positive definite matrices, vol. 24. Princeton university press, 2009.
[36] S. Chehade and A. Vershynina, Saturating the data processing inequality for α− z
re´nyi relative entropy, arXiv:2006.07726 (2020) .
[37] H. Zhang, Equality conditions of data processing inequality for α− z re´nyi relative
entropies, arXiv:2007.06644 (2020) .
[38] D. Petz, On the equality in jensen’s inequality for operator convex functions,
Integral equations and operator theory 9 (1986) 744.
13
A Deriving the Petz map
The only inequality that enters the proof of the DPI for the quantum relative entropy is
Jensen’s operator inequality. Thus, the case of equality in the DPI translates into the case
of equality in Jensen’s operator inequality. This case was, perhaps unsurprisingly, studied
by Petz in Ref. [38], resulting in the following Lemma (which we state in simplified form),
which we will use to give a simple, direct derivation of the Petz recovery map.
Lemma 3. Let Φ be a normalized positive map between two C∗ algebras containing units
and let f : R→ R be a convex map. Then
f(Φ(a)) ≤ Φ(f(a)), ∀a = a∗. (56)
Moreover, if f is non-affin and equality holds for some a, then
Φ(a2) = Φ(a)2. (57)
We will apply the Lemma to the postive map Φ(a) = U∗aU with a = ∆AB := ∆
AB
σ,ρ .
Then the case of equality in the DPI corresponds to (U∗aU)2 = U∗a2U .
Lemma 4. Let UU∗ = P , U∗U = 1 and a = a∗. Then (U∗aU)2 = U∗a2U if and only if
[P, a] = 0 (i.e., a = PaP +QaQ with Q = I− P ).
Proof. We first prove that [P, a] = 0. To do this, we use PU = UU∗U = U . First,
(U∗aU)2 = U∗aUU∗aU = U∗aPaU = U∗PaPaPU. (58)
Second,
U∗a2U = U∗a(P +Q)aU = U∗aPaU + U∗aQaU. (59)
Conjugating both equations with U(·)U∗ and using (U∗aU)2 = U∗a2U , we then find
PaPaP = PaPaP + PaQaP = PaPaP + (PaQ)(PaQ)∗. (60)
Thus PaQ = 0 = QaP , since bb∗ = 0 implies b∗ = 0 = b (‖b∗|Ψ〉‖ = 0 for any |Ψ〉), and
therefore a = PaP +QaQ.
For the converse direction, we use a = PaP +QaQ and PU = U to find
U∗a2U = U∗(PaPaP +QaQaQ)U = U∗PaPaPU = U∗aUU∗aU = (U∗aU)2. (61)
Returning to our problem at hand, we find [∆AB, P ] = 0 and consequently [∆
t
AB , P ] = 0
for any t ≥ 0. In particular, we get
P∆tABP = (P∆ABP )
t. (62)
The operator ∆tAB acts as ∆
t
AB(b) = σ
t
ABbρ
−t
AB and similarly for ∆A. Therefore ∆
t
AB(ρ
t
AB) =
σtAB. Furthermore, P (ρ
1
2
AB) = ρ
1
2
AB . We now specialize to the case t = 1/2 and evaluate both
sides of (62) in different ways. First, for the LHS we get
P∆
1
2
ABP (ρ
1
2
AB) = ∆
1
2
ABP (ρ
1
2
AB) = ∆
1
2
AB(ρ
1
2
AB) = σ
1
2
AB. (63)
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Considering the RHS of (62), on the other hand, we find using P = UU∗ and U∗∆ABU = ∆A:
P∆
1
2
ABP (ρ
1
2
AB) = (UU
∗∆ABUU
∗)
1
2 (ρ
1
2
AB) = U(U
∗∆ABU)
1
2U∗(ρ
1
2
AB) (64)
= U∆
1
2
AU
∗(ρ
1
2
AB) = U∆
1
2
A(ρ
1
2
A) = U(σ
1
2
A) = (σ
1
2
Aρ
− 1
2
A ⊗ IB)ρ
1
2
AB . (65)
Together with the RHS of (63) we obtain (σ
1
2
Aρ
− 1
2
A ⊗ IB)ρ
1
2
AB = σ
1
2
AB. Taking the square, we
conclude:
σAB = ρ
1
2
AB(ρ
− 1
2
A σAρ
− 1
2
A ⊗ IB)ρ
1
2
AB = Rρ,TrB (σA) (66)
and clearly Rρ,TrB (ρA) = ρAB . We have thus re-derived the Petz recovery map R. Note that
all that we used to derive the recovery map is that [∆AB, P ] = 0, which we followed from
the case of equality in Jensen’s operator inequality.
B Other necessary conditions
Let’s explore some other choices of β in Theorem 3’ to obtain more necessary conditions.
Consider β = α− 1,
σα−1A ρ
1
2
A(ρ
1
2
Aσ
−α
A ρ
1
2
A)ρ
− 1
2
A ⊗ IB = σ
α−1
AB ρ
1
2
AB(ρ
1
2
ABσ
−α
ABρ
1
2
AB)ρ
− 1
2
AB , (67)
which reduces to
ρAB = σ
1−α
AB σ
α−1
A ρAσ
−α
A σ
α
AB . (68)
It is in the form of perfect recovery of ρA. Define the recovery map Rα,σ,TrB as
Rα,σ,TrB (·) := σ
1−α
AB σ
α−1
A · σ
−α
A σ
α
AB . (69)
This recovery map parameterized by α is a one-parameter family generalizations of the usual
Petz map, which corresponds to α = 12 . It’s trace-preserving but perhaps it is not positive
for all σ when α 6= 12 . Therefore, (67) alone may not be a sufficient condition for the DPI
equality.
Furthermore, setting β = 1−α yields a rather simple necessary condition for the equality
in DPI.
σ1−αA ρ
1
2
A(ρ
1
2
Aσ
−α
A ρ
1
2
A)
−1ρ
− 1
2
A ⊗ IB = σ
1−α
AB ρ
1
2
AB(ρ
1
2
ABσ
−α
ABρ
1
2
AB)
−1ρ
− 1
2
AB , (70)
which reduces to
σAρ
−1
A ⊗ IB = σABρ
−1
AB . (71)
Again, (71) alone is perhaps not sufficient for the DPI equality.
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