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Abstract
This work concerns the extension of a weak form of the Rolle’s theorem to locally convex spaces that
satisfy an axiom of separation. The result provides a condition for asserting the uniqueness of a solution
to nonlinear functional equations, including nonlinear integro-differential equations. We use the extended
Rolle’s theorem to prove the uniqueness of a solution to a nonlinear, fractional differential equation.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Rolle’s theorem; Uniqueness of solutions; Fractional differential equations
1. Introduction
Rolle’s theorem in Rn states that if f is a function on a bounded open subset U ⊂ Rn, con-
tinuous on U¯ and differentiable in U , and such that f is constant on the boundary ∂U , then
there exists a point c ∈ U such that f ′(c) = 0. The extension to this result to infinite-dimensional
spaces, where it is no longer valid, has been the subject of numerous works (see [1] and the ref-
erences therein). The present work concerns an extension of Rolle’s theorem in a weaker form,
where instead of looking for the zero of the derivative, we look for a point where the derivative
is not injective—see Section 2. In this weaker form, we are able to prove an extension of Rolle’s
theorem to infinite-dimensional locally convex spaces.
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uniqueness of solutions of nonlinear functional equations from its linearized form. As an appli-
cation of this extension, we prove uniqueness of a solution for a system of fractional differential
equations, whose existence has been recently proved by Bai and Fang [2]. The interest and appli-
cations of fractional calculus have grown exponentially in the last decades. Miller and Ross [3]
estimate that 400 papers in fractional calculus were written in between 1974 and 1993. This pub-
lication rate has increased steadily since Miller and Ross book on fractional differential equations
was published in 1993. In the past decade, many new practical applications of fractional calculus
have been studied and reported by Debnath [4]—see also the references therein. In this regard,
the present contribution provides a simple condition to establish uniqueness of nonlinear frac-
tional differential equations.
2. Rolle’s theorem on locally convex spaces
In this section we prove the main result of the paper:
Theorem A. Let (E, {pα}α∈A) be a locally convex space, where the family of semi-norms
{pα}α∈A satisfy the axiom of separation: For any v ∈ E and v = 0 there exists pα0 in the family
such that pα0(v) = 0. Let f :U → E be a C1-mapping defined on a convex subset U ⊂ E. If for
all v ∈ U the derivative Df (v) ∈ End(E) is injective, then there exists at most one v ∈ E such
that f (v) = 0.
Proof. Suppose, by contradiction, that there are two distinct points v0, v1 ∈ U , such that
f (v0) = f (v1) = 0. Given a continuous linear functional ϕ ∈ E′, we define the smooth func-
tion gϕ : [0,1] → R as follows:
gϕ : t → ϕ
(
f
(
v1t + (1 − t)v0
))
.
By Rolle’s theorem, we have
gϕ(0) = gϕ(1) = ϕ(0) ⇒ ∃cϕ ∈ ]0,1[ and g′ϕ(cϕ) = 0.
Fix a semi-norm p : E → R+ from the family generating the topology of E. Denote w =
v1 − v0 = 0 and let ϕ0 ∈ E′ be such that
ϕ0(w) = p(w) and
∣∣ϕ0(x)∣∣ p(x), on E.
Such ϕ0 exists by the Hanh–Banach theorem (see [5, Theorem 1, p. 107]). Then, there exits
c0 ∈ ]0,1[ such that
g′ϕ0(c0) = ϕ0
(
Df
(
v1c0 + (1 − c0)v0
) · w)= 0.
Now, Df (v1c0 + (1 − c0)v0) · w = 0 by the hypothesis of Df being injective everywhere
on U . So, define
w0 = Df
(
v1c0 + (1 − c0)v0
) · w
and
ϕ1(w0) = p(w0) and
∣∣ϕ1(x)∣∣ p(x), on E.
Again, there is c1 ∈ ]0,1[ such that
g′ϕ (c1) = ϕ1
(
Df
(
v1c1 + (1 − c1)v0
) · w)= 0,1
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w1 = Df
(
v1c1 + (1 − c1)v0
) · w = 0.
So, proceeding recursively we obtain a sequence (ϕi), i ∈ N, of continuous linear functionals and
a sequence of vectors (wi), i ∈ N, satisfying∣∣ϕi(x)∣∣ p(x), on E and ϕi(wi) = 0, i = 0, . . . ,
ϕ0(w) = p(w) and ϕi(wi−1) = p(wi−1), i = 1, . . . ,
and
wi = Df
(
v1ci + (1 − ci)v0
) · w
with ci ∈ ]0,1[, for all i ∈ N. By compactness of the unit interval, there is a converging subse-
quence cik ∈ ]0,1[, k ∈ N, say cik → c ∈ [0,1]. Now, the smoothness of f yields
wik = Df
(
v1cik + (1 − cik )v0
) · w→
p
Df
(
v1c + (1 − c)v0
) · w =: w¯,
so that∣∣ϕik (wik − wik−1)∣∣ p(wik − wik−1)→
R
0,
and
0 = ϕik (wik ) = ϕik (wik − wik−1) + ϕik (wik−1)→
R
p(w¯).
Thus, the arbitrariness of p and the axiom of separation yields
w¯ = Df (v1c + (1 − c)v0) · w = 0,
which contradicts the hypothesis of Df being injective everywhere on U and the proof is com-
plete. 
3. Uniqueness of a solution to a system of nonlinear fractional differential equations
Consider the coupled system of nonlinear fractional differential equations
Dsu(t) = f (t, v(t)), 0 < t < 1,
Dpv(t) = g(t, u(t)), 0 < t < 1, (1)
where 0 < s < 1, 0 < p < 1, Ds is the Riemann–Liouville fractional derivatives and f,g : (0,1]×
[0,∞) → [0,+∞) are continuous functions. These equations are equivalent to the following
system of integral equations:
u(t) = Isf (t, v(t))= 1
(s)
t∫
0
(t − τ)s−1f (τ, v(τ ))dτ, 0 < t < 1,
v(t) = Ipg(t, u(t))= 1
(p)
t∫
0
(t − τ)p−1g(τ,u(τ))dτ, 0 < t < 1.
Bai and Fang [2] studied the existence of a positive solution of the previous system of frac-
tional differential equations. In the present work we address the issue of the uniqueness of the
solution to (1). In this respect, we are able to prove the following result:
1228 M.H. Kobayashi / J. Math. Anal. Appl. 323 (2006) 1225–1230Theorem B. Let f,g : (0,1] × [0,∞) → [0,+∞) be two continuous functions such that
tσ1∂2f (t, y) and tσ2∂2g(t, y) are continuous on [0,1] × [0,∞) and ∂2f and ∂2g are Lipschitz
with respect to the second argument. Then, Eq. (1) has a unique solution.
Proof. Let C0([0,1]) × C0([0,1]) be endowed with the norm∥∥(u, v)∥∥ := max{‖u‖∞,‖v‖∞}
for all u,v ∈ C0([0,1]) × C0([0,1]). Define the mapping A :C0([0,1]) × C0([0,1]) →
C0([0,1]) × C0([0,1]) as
A(u,v)(t) :=
(
1
(s)
t∫
0
(t − τ)s−1f (τ, v(τ ))dτ, 1
(p)
t∫
0
(t − τ)p−1g(τ,u(τ))dτ
)
=: (A1v(t),A2u(t)),
for all t ∈ [0,1]. Let (u, v) ∈ C0([0,1]) × C0([0,1]), then the Fréchet derivative of A at (u, v)
exists, is continuous and can be written as
DA(u,v) =
[ 0 DA1(v)
DA2(u) 0
]
,
where
DA1(v)w(t) = 1
(s)
t∫
0
(t − τ)s−1∂vf
(
τ, v(τ )
)
w(τ)dτ, 0 t  1,
for all w ∈ C0([0,1]) and
DA2(u)w(t) = 1
(s)
t∫
0
(t − τ)s−1∂ug
(
τ,u(τ)
)
w(τ)dτ, 0 t  1,
for all w ∈ C0([0,1]).
Now, a solution of Eq. (1) is a root of F := id−A and the Fréchet derivative of the latter at
(u, v) ∈ C0([0,1]) × C0([0,1]) of (1) is
DF(u, v)(w, z)(t) = (w − DA1(v)z(t), z − DA2(u)w(t)), 0 t  1,
for all w,z ∈ C0([0,1]).
Claim. DF(u, v) is injective for all (u, v) ∈ C0([0,1]) × C0([0,1]) that satisfies the conditions
of the theorem.
Proof of the claim. Fix an arbitrary (u, v) ∈ C0([0,1])×C0([0,1]) and let (w, z) ∈ ker DF(u, v).
Because tσ1∂2f (t, y), tσ2∂2g(t, y) and w are continuous we have
Kw := sup
t∈[0,1]
∣∣w(t)∣∣< ∞,
Lv := sup
∣∣tσ1∂2f (t, v(t))∣∣< ∞,
t∈[0,1]
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Mu := sup
t∈[0,1]
∣∣tσ2∂2g(t, u(t))∣∣< ∞.
But
w = DA1(v)DA2(u)w,
so that, for all t ∈ [0,1],
∣∣w(t)∣∣ 1
(s)
t∫
0
(t − τ)s−1τ−σ1 ∣∣τσ1∂2f (τ, v(τ ))∣∣
× 1
(p)
τ∫
0
(τ − ν)p−1ν−σ2 ∣∣νσ2∂2g(ν,u(ν))∣∣∣∣w(ν)∣∣dν dτ. (2)
Next, we prove by induction that there is a bounded sequence {αn}n∈N such that∣∣w(t)∣∣ αn (KwLvMuts+p−σ1−σ2)n
(1 + n(p + s − σ1 − σ2)) ,
from which by passing to the limit as n → ∞ in the previous equation yields w ≡ 0. An analo-
gous proof holds for z and this completes the proof of the claim.
To prove the assertion, we note that from (2), an easy computation gives
∣∣w(t)∣∣ (1 − σ2)(1 + p − σ1 − σ2)
(1 − σ2 + p)
KwLvMut
s+p−σ1−σ2
(1 + p + s − σ1 − σ2) ,
for all t ∈ [0,1]; so that, the hypothesis is valid for n = 1 with
α1 := (1 − σ2)(1 + p − σ1 − σ2)
(1 − σ2 + p) .
Assume it is valid for n; we have to show that this implies that the assertion is true for n + 1.
Again from (2), a simple computation yields∣∣w(t)∣∣ (1 + n(p + s − σ1 − σ2) − σ2)(1 + n(p + s − σ1 − σ2) + p − σ2 − σ1)
(1 + n(p + s − σ1 − σ2)(1 + n(p + s − σ1 − σ2) + p − σ2)
× αn (KwLvMut
s+p−σ1−σ2)n+1
(1 + (n + 1)(p + s − σ1 − σ2)) .
Now, defining
αn+1 := (1 + n(p + s − σ1 − σ2) − σ2)
(1 + n(p + s − σ1 − σ2))
(1 + n(p + s − σ1 − σ2) + p − σ2 − σ1)
(1 + n(p + s − σ1 − σ2) + p − σ2) αn,
and taking into account Eq. (2.10) in [3, p. 299]:
xb−a (x + a)
(x + b) = 1 + O
(
x−1
)
,
completes the proof. 
Having proved the claim, uniqueness follows at once from Theorem A and the fact that the
conditions of the theorem define a convex subset of C0([0,1]) × C0([0,1]). 
1230 M.H. Kobayashi / J. Math. Anal. Appl. 323 (2006) 1225–1230References
[1] J. Ferrer, On Rolle’s theorem in spaces of infinite dimension, Indian J. Math. 42 (2000) 21–36.
[2] C. Bai, J. Fang, The existence of a positive solution for a coupled system of nonlinear fractional differential equations,
Appl. Math. Comput. 150 (3) (2004) 611–621.
[3] K.S. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equations, Wiley,
New York, 1993.
[4] L. Debnath, Recent applications of fractional calculus to science and engineering, Int. J. Math. Math. Sci. 54 (2003)
3413–3442.
[5] K. Yosida, Functional Analysis, Grundlehren Math. Wiss., vol. 123, Springer-Verlag, Berlin, 1980.
