5 1 "This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible" Purpose: X-ray based tomographic blood perfusion imaging requires recovery of contrast time-attenuation-curves from dynamic projection data. When using slowly rotating imaging systems this task is challenging due to non-simultaneous projection acquisition. A dynamic reconstruction method is proposed that aims at compensating the lack of simultaneously acquired information by incorporating prior knowledge about the expected temporal contrast dynamics.
I. INTRODUCTION
Functional tomographic imaging of blood perfusion in organ tissue can provide valuable diagnostic information for various types of diseases in different body regions. Today, several 10 imaging modalities (e.g. PET, SPECT, MRI, CT) that have been originally designed for static imaging of anatomy are available for recovery of dynamic processes such as tissue blood supply. In perfusion CT which has become a standard modality, e.g. for the assessment of stroke, after contrast injection the organ of interest is scanned repeatedly in a cine mode over 30-40 seconds in a typical protocol. The temporal sequence of images reconstructed 15 from the acquired projections is analyzed in the time domain in order to derive physiological parameter maps from the contrast dynamics. For neuro scans, parameters like cerebral blood flow (CBF), cerebral blood volume (CBV), and mean transit time (MTT) are calculated (see e.g. 12 ).
which has been originally designed for multiple rotational continuous scanning modes cannot be applied readily to non-continuous rotational scanning (which might be mandatory for systems with limited angular movement range); as noted in 12 one has to cope with the effects of irregular sampling for this case.
The paper is organized as follows: The structure of the parametric spatio-temporal rep-75 resentation used to approximate the dynamic TACs is explained in Sec. II. An iterative ordered subset method that intrinsically regularizes the final solution is applied to find the optimal model parameters from the acquired projections. The setup for a series of simulation experiments based on dynamic phantom data is detailed in Sec. III. In Sec. IV the effects of different types of acquisition trajectories and different modeling assumptions are 80 compared and the sensitivity with respect to projection noise is evaluated. Sec. V discusses the experimental results and contains a brief summary.
II. THEORY
Aim of the method is to approximate the time-attenuation-curves (TACs) in a dynamic volumeX tomographically by the parametric representation X. It is assumed that the x-85 ray attenuation ofX changes over time due to the variation of blood contrast concentration in vessels and tissue after bolus injection. The object position and shape are assumed fixed,
i.e. treatment of object motion or deformation is not detailed here.
The parameter estimation procedure is based on a set of dynamic X-ray projectionsp dyn representing line integrals of attenuation through the dynamic volumeX. Using a slowly 90 rotating imaging system, the projectionsp dyn are acquired non-simultaneously (i.e. at different time points) from different viewing positions after contrast injection. In other words, subsequent projection views correspond to different states of contrast concentration in the object. In perfusion imaging the primary interest is in pure contrast dynamics in the object of interest, neglecting the static anatomy. Therefore, prior to parameter estimation, the 95 static object contribution in the projections must be removed from the dynamic acquisitions byp =p dyn −p stat . In this processing step, dynamic and static projections acquired at equivalent viewing positions must be subtracted pairwise. Typically, the static object projectionsp stat are acquired prior to contrast injection for all required viewing positions.
The basic procedure to estimate a dynamic object representation from non-simultaneously acquired projectionsp is based on the following three steps:
1. Design of the structure of a parametric object representation X(y) which describes the spatial and temporal characteristics of the dynamic volume. All model parameters are summarized in the parameter set y.
2. The parametric representation X(y) is projected forward according to the temporal 105 and geometric properties of the slow rotational movement of the imaging system. This operation which is formally described by the non-simultaneous projection expression
F yields the parametric model projections p(y) = FX(y).
3. An optimal set of model parametersŷ is obtained by minimization of the residual between the projected model and the acquired projections in a Least-Squares sense,
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i.e.ŷ = argmin y || p(y) −p || 2 . A numerical optimization method has to be applied which performs the parameter estimation in a computational efficient and robust way.
A. Linear spatio-temporal decomposition model
For the object representation X(y) which aims at approximating the considered dynamic volume, a proper model structure has to be defined by balancing between the following re-115 quirements: i) The model needs a sufficient degree of freedom in order to reflect the expected variation in the spatial and temporal properties of the volume. ii) The flexibility/complexity of the model has to be restricted to facilitate a robust parameter estimation from acquisitions, e.g., by limiting the number of free parameters in y.
In the approach followed here, a spatio-temporal decomposition model is employed that 120 makes use of a linear combination of temporal basis functions for characterizing the contrast dynamics in each point of the volume. The basis functions are weighted by the set of weighting parameters in y that have to be estimated from the acquired dynamic projectionsp.
Since such model X(y) depends linearly on its parameters, linear optimization methods can be used for parameter estimation. Usage of this decomposition structure can be thought of 125 an extension of the framework for dynamic SPECT reconstruction proposed in 11 by relaxing the limiting assumption of using a small set of pre-known spatially homogeneous regions.
In contrast to 11 the spatial structure of the model considered here is based on image voxels located on a regular grid in the dynamic volume. It is assumed that the entire object consists spherically symmetric spatial basis functions (blobs) 13 , is straightforward and can be solved within the same linear parameter estimation framework as proposed in the following.
The TAC in each image voxel is modeled as a superposition of N predefined temporal basis functions. Each temporal function b n (t) spans the full time interval of dynamic acquisitions.
Using the weighting parameter y r,n for the n-th basis function in the r-th image voxel, the 135 temporal attenuation dynamics in this voxel is given by: x r (t) = N n=1 y r,n b n (t). In a time discrete description of the temporal dynamics using time steps [1, . . 
. , T ] for all
T acquired projection views in total, the model for the entire dynamic object is represented as the R × T matrix X. The t-th column of X contains all image voxels at time step t, the r-th row contains the contrast TAC for the r-th image voxel. The time discrete version of 
Typically, as a response to bolus injection, the dynamic TACs in tissue are related to positive, smooth curves with rise-fall-shape characteristics. When defining a set B of temporal basis functions to approximate such TACs, it is appropriate to select basis functions which also share these rise-fall-shape properties (see 11 ). In this study two different families of basis (c) large set of original functions (e.g. N = 25) an orthogonal set of basis functions is generated by means of principal component analysis (PCA) 16 . Finally a small set of those orthogonal 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 17 ):
In x-ray tomography a first order approximation is typically used to describe the spatial forward projection, i.e. the operations F αt are considered linear. Then, the non-simultaneous forward projection in Eq. 2 is a linear operation:
In practice the large projection matrix G is never formed explicitly, but the non-simultaneous projection is realized as an operation that transforms the weighting parameters y of the ii) The generated image is geometrically forward projected by F αt according to the current viewing position α t . For the implementation, the spatial projection from the regular voxel grid in image space to the grid of detector pixels is realized as the ray-driven method described in 18 .
The overall computational effort for each viewing position corresponds to the calculation of
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R scalar products (of size N ) plus the geometric forward projection of R image voxels to a detector of L pixels.
C. Iterative parameter optimization
Goal of the numerical parameter estimation method is to obtain the vector of optimal weighting parametersŷ from the non-simultaneously acquired dynamic projectionsp by
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"This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible" Typically, the model-based non-simultaneous projection matrix G is ill-conditioned, thus the direct solutionŷ is very sensitive to small inconsistencies (e.g. projection noise) or even non-unique. In an earlier approach to perfusion imaging 19 the solution of Eq. 4 has 210 been stabilized by adding an explicit regularization penalty. There, the resulting penalized Least-Squares problem is inverted by making use of robust matrix decomposition methods.
However, in practice the large computational demands make this method applicable to medium size problems only.
Here, an iterative procedure is introduced to solve the Least-Squares problem for larger effect is achieved by stopping iterations before noise tends to dominate the solution. The basic operation which updates the current estimate of the model's weighting parameter vector y (i) at the i-th iteration step is an extended Landweber scheme (see 22 ) which forms the basis of common algebraic reconstruction methods used in static tomographic image 220 reconstruction (see e.g. 23 , 24 ):
The relaxation constant λ controls the step size when updating the parameters y (i) at each iteration. A diagonal matrix D is used for scaling each ray in the projection residual p − G · y (i) to improve convergence speed.
Model-based non-simultaneous back-projection
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The matrix G in Eq. 5 is the transpose to the non-simultaneous projection G. 
Regularization
When using iterative methods for static tomographic reconstruction tasks it is common practice to regularize the resulting image by early stopping of iterations (see e.g. 25 ). This is related to the properties of the iteration scheme in Eq. 5: In terms of singular vectors related 
Here, g k,l is an element of the model-based projection matrix G at position (k, l), the quantity nnz l denotes the number of non-zero elements in the l-th column of G. In an implementation, the scaling factors according to Eq. 6 can be computed on-the-fly during the model-based non-simultaneous forward projection operation. Its practical usage aims at equalizing all . The common rationale for choosing a suitable accessing scheme is to order subsets such that they contain a maximum of independent 290 information (in terms of angular viewing positions) with respect to the previously processed subsets. For the deployed implementation of the iteration scheme the subsets are ordered according to the golden ratio division of the scanning range as described in 29 .
Computational complexity
For typical problem sizes, the computationally most expensive operations in each iteration 295 of Eq. 5 are the model-based non-simultaneous projection and the corresponding backprojection. According to the core computational steps for these operations described in Sec. II B and Sec. II C 1 the overall computational complexity of a single iteration cycle in Eq. 5 containing T acquired dynamic projections in total is:
1. a standard T -view forward-and backprojection operation between R image voxels 300 and L detector pixels (i.e. essentially the same effort as required in static algebraic reconstruction schemes).
2. T · R scalar products of size N (prior the spatial forward projections) plus N · R scalar products of size T (after the spatial back-projections).
III. MATERIALS AND METHODS
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The feasibility of reconstructing dynamic contrast accurately using the proposed iterative method is evaluated in a simulation study.
A. Dynamic phantom data
The simulations are based on non-simultaneously acquired projections of two different types of dynamic software phantoms: By making use of spline interpolation in the temporal domain, the total number of images in the sequence is increased to 1080 over the 30 seconds interval to finally match the target frame rate of the simulated non-simultaneous projections.
For both phantoms the image size is 25cm x 25cm. rotations for the second one, respectively. The detector frame rate is set to acquire 720
projections totally for the first phantom, and 1080 projections totally for the second one.
Acq. mode II):
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A system that repeatedly sweeps along a 180
• circular arc forward and backward in a toggled mode. In the simulations, de-and acceleration at the turning points are not considered. For this acquisition mode the rotation speed is set to perform 2 forward and 2 backward sweeps for the first phantom, and 3 sweeps in each direction for the second one, respectively. The detector frame rates are identical to the first acquisition
Acq. mode III):
A repeated toggled arc system as used for Acq. mode II but with a second sourcedetector pair sweeping simultaneously in a fixed 90 o angular offset position. Acquisition of projections between both source-detector pairs is temporally interleaved, and 345 the individual detector frame rates are halved in order to acquire a total number of projections that is identical for all acquisition modes.
To assess the influence of projection noise, two different scenarios are considered in the simulated acquisitions: i) noise free projections; ii) simulated quantum noise in the projections, where the noise levels governed by the attenuation in the line integrals are due to a simu- The spatial grid for dynamic reconstruction consists of a slice of 150x150 image voxels, voxel size is 1.66mm (i.e. size of the reconstructed slice is 25cm x 25cm). To reduce the accumulation of spatial aliasing over iteration cycles (see e.g. 31 ) a Hann low-pass filter is 375 applied to the projection residuals in each sub-iteration step.
The non-simultaneously acquired dynamic projections are preprocessed to remove the static anatomical information by subtracting the corresponding projectionsp stat from a noncontrasted sweep as outlined in Sec. II. Non-contrasted data is acquired from projections of the first time instance of both dynamic phantom sequences. In the noisy projection 380 scenario, for the static projection acquisition the same x-ray flux as assumed for the dynamic projection acquisition is applied.
For the subdivision into ordered subsets the acquired projections are partitioned into S = 90 sets; i.e. 8 projection views per subset are used for Phantom 1, 12 projection views for Phantom 2, respectively.
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IV. RESULTS AND DISCUSSION
The main figure of merit used for evaluation of the simulation experiments is the meansquared-error (MSE) deviation between the TACs of the estimated image sequence X and the true image sequenceX. The squared deviations are averaged over all voxels within a given region of interest (ROI) and over all reconstructed time points 2 :
A. Synthetic head phantom: Evaluation metrics 
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For the synthetic dynamic head phantom the attenuation values within each ROI are spatially constant at each time point. As a measure for accuracy of reconstructed homogeneity in a given region at a fixed time, the mean squared deviation between the estimated attenuation values and their mean in that region is used. These quantities are averaged over all time points to obtain the mean squared inhomogeneity for a given ROI; i.e. Eq. 7 400 is evaluated for each ROI with the true attenuationx k,t replaced by the estimated spatial
To assess the influence of projection noise, all parameter estimations are repeated J = 25 
Note that the average MSE over different noise instances is: "This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible" sharpness -particularly visible around the edges of the hypoperfused regions -which is due to the MTF effect of the finite number of iteration cycles.
Decreasing model complexity
In a further series of experiments, the impact of a decreased model complexity and flexibility on the estimation accuracy is investigated (cf. Sec. III). The complexity is reduced by 
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The direct reduction to 4 temporal functions leads to a drastic degradation of estimation performance for both function types; in particular for the Gs-4 function set the RMSE values are increased by a factor beyond 10 for the tissue regions (not fully visible in FIG. 10 ).
In such cases of a very restricted set of basis functions it is beneficial to apply the PCA transformation method prior to reduction in order to limit the loss of accuracy. Thus, given FIG. 7) . For the acquisition mode II based on forward/backward sweeps, which in the noise free case yields increased error levels (cf . FIG. 7) , the early-stopping-induced loss in terms of bias is less severe than for the other acquisition modes. Concerning the bias errors, the temporal model based on Gamma-Variate functions still outperforms the model using Gaussian basis functions. The standard deviation due to noise has a strong influence on Concerning Std. Dev. errors due to noise, usage of the PCA-based reduction method is inferior compared to the direct reduction of temporal basis functions for all acquisition modes (e.g. compare GV-PCA-10 vs. GV-10). Thus, the enhanced modeling flexibility gained by application of the PCA-based model reduction has an adverse effect on the noise robustness. GV-PCA-6. Normalized RMSE, Bias, and Std. Dev. for noisy projections of the synthetic head phantom using multiple full rotations (Acq. mode I).
is depicted over iteration cycles for the basis function sets GV-6 and GV-PCA-6 in ROI 4: the improved bias of the more flexible model GV-PCA-6 is overcompensated by its fast increasing standard deviation due to noise. At the optimal iteration stopping point this finally results in a negligible difference in RMSE between both function sets. FIG. 16 ). All presented experiments concerning the neuro Perfusion-CT sequence involve noise-free projections.
Comparison: Temporal basis functions & acquisition modes
The iterative dynamic reconstruction is applied to projections from all acquisition modes In the perfusion maps derived from the original CT data, an ischemic region in the left by the predefined set of temporal basis functions. It turns out that very flexible temporal models, e.g. those obtained by PCA-based transformation, typically perform worse than more constrained models because of differences in noise sensitivity. In addition, simulation results reveal that for a fixed set of temporal basis functions the optimal number of iteration cycles -concerning regularization of noise -varies over different regions and is related to the 660 local dynamic contrast-to-noise ratio: for instance, accurate estimation of contrast curves in vessel regions requires more iteration cycles than in tissue. In this study the number of iteration cycles is manually fixed according to experience. However, future investigations should automatically determine the optimal iteration stopping point; optimal early-stopping is still an active area of research in iterative image reconstruction 34 . In an optimal automated 665 configuration, TACs at different spatial locations will be obtained after a different number of iteration steps. This might result in a more accurate estimation of contrast curves within vessels, which is typically required for the generation of quantitative physiological perfusion maps.
