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This paper presents a workflow to evaluate the macro scale thermal fairness for producers in a district heating
network during the conceptual design phase of such a network. It uses the workflow to evaluate two types of
proposed topologies for a future network to be constructed in Europe. The workflow is also novel in the sense
that it has been demonstrated in the paper that within the implementation, the load balancing step can be
solved readily by a quantum computing system (in particular, a quantum annealer from DWave). The concept
of fairness is also addressed in the workflow and the results show that there exist an optimum number of
producers for a given district heating topology.
CCS Concepts: • Mathematics of computing → Optimization with randomized search heuristics;
Graph coloring; • Applied computing → Mathematics and statistics; Environmental sciences; • Hard-
ware→ Quantum computation.
Additional Key Words and Phrases: district heating, fairness, quantum annealing, qubo, graph partition, load
balancing
Author’s address: Kelvin Loh, kelvin.loh@tno.nl, TNO - Quantum Technology, Stieltjesweg 1, Delft, 2628CK, the Netherlands.
ar
X
iv
:1
91
0.
09
92
9v
2 
 [e
es
s.S
Y]
  1
 N
ov
 20
19
2 Kelvin Loh
1 INTRODUCTION
The concept of using district heating (DH) networks as a method of providing heat and hot water
to households are gaining popularity within Europe. In the Netherlands, there are now increased
initiatives at the local municipalities [14] and federal government levels to replace gas networks
with 4th generation district heat grids (4GDH). The idea is to use multiple sources of hot water
(such as from geothermal wells, and waste heat from industrial plants) to provide for the consumers
within the network, thus, reducing or replacing the need of gas as the main source of heating
energy. There have already been many investigations done on the characteristics of a 4GDH ([17],
[11], [10]). Amongst the key characteristic is that 4GDH involves strategic and innovative planning
and the integration of DH into the operation of smart energy systems [12]. This means that when
planning and designing for a DH, (e.g. during the conceptual design phase) network designers
need to take a holistic approach to come up with robust designs for all the stakeholders within
the DH network. There have been many works on optimization of DH during the design [9] and
operation [18] phases, however, none has taken into account the concept of fairness during the
design phase [19].
This paper investigates on the idea of thermal fairness [2] (in the reference, micro-level fairness
is applied to the consumers instead of producers of the network during operation planning to
provide a fair demand response), which on a macro scale could correspond to a measure of the
tendency for monopolistic business positions to occur within the network. We claim that the
topology of the network itself combined with the consumer demands in the network would affect
the macro fairness of the network (taking the concept of fairness from computer networks [4]),
thus either promoting or discouraging monopoly. The workflow and implementation presented
here could be used in the conceptual design phase for the network designer to encourage fair
and even competition within a DH network. We apply the concept of fairness to an upcoming
DHN in Europe and use actual energy demands of the consumers in the proposed network in our
approach. This paper also demonstrates the use of a quantum annealer to solve the generic k-graph
partitioning problem when we need to split the demands of the consumers fairly amongst the total
number of producers within the grid. We thus claim that the solution to a balanced k-graph is fair
for the producers and policy makers can use this as a measure to either reward or penalize business
practices which deviate from the optimum solution.
1.1 DHN Fairness
Typically in the design for 4GDH networks, a monopolistic position of the DHN operator is always
assumed ([3], [21]). This is a problem often mentioned in the literature [15]. The reason this occurs
is because the owner of the network is also responsible for heat delivery, thus providing no room
for competition. In the Dutch heat market where customers are used to switching energy providers
(through electricity and natural gas networks), the monopolistic position of DHNs is perceived as a
step backwards in terms of fair competitions. In order to protect the customers of DHNs from the
monopolistic position of DHN operators, the government established the Dutch Heat Act [15]. In
order to improve upon this situation further, we need to already include the concept of fairness
during the conceptual design phase of a 4GDH network [21]. This approach is as recommended by
the Competition and Markets Authority in the UK, recommending that network design and build
should be improved to better align the interests of the stakeholders in the network [21].
1.2 Quantum Technology
As we are using a relatively new technology to solve the classical combinatorial optimization
problem, we briefly mention about the technology. There are two types of quantum computing
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implementations [16]. The first is what we know as a universal gated quantum computer and the
other is a quantum annealer.
We can solve our problem in gated quantum computers using an algorithm known as Quantum
Approximate Optimization Algorithm (QAOA). This is a hybrid optimization algorithm introduced
by [5] to take advantage of Noisy Intermediate Scale Quantum (NISQ) [16] devices to demonstrate
that early quantum computers can already be useful for certain classical combinatorial problems.
However, the number of qubits required to solve our problem is still too large compared to cur-
rent publicly available gated quantum computers. As such, in this paper, we focus on using the
(DW_2000Q) quantum annealer system provided by DWave [20].
Quantum annealing (QA) is the quantum counterpart to simulated annealing. It takes advantage
of quantum mechanical fluctuations instead of thermal, to get to an optimal solution with faster
convergence [7]. The D-Wave system minimizes the following Quadratic Unconstrained Binary
Optimization (QUBO) objective function (equation (1)).
O(Q, x) =
∑
i
Qiixi +
∑
i<j
Qi jxix j (1)
By tuning the input of the objective functionQ, we change the system Hamiltonian for the qubits.
The output of the anneal is a low-energy ground state, which consists of an Ising spin for each
qubit in the system. This is the mechanism upon which a quantum annealer is constructed which
gives the ability to quickly solve certain classes of NP-hard complex problems such as optimization,
machine learning and sampling problems [22].
As we are trying to solve a graph partition problem in the energy domain, we are only aware of
the work [1] in energy systems optimization using quantum computing systems.
2 THEORETICAL BACKGROUND
In this section we describe the theoretical foundations of our implementation. When we want to
evenly distribute a set of nodes in a given network, the problem is known as a graph partitioning
problem. We start by formulating this problem to a QUBO problem for k-clusters [22] such that we
can solve this problem with the DWave system.
Let G(V ,E) be the graph which connects the consumers where the nodes are the consumer
nodes and edges represent the proposed connection between the consumer nodes. We would like
to partition this graph between k producers. The network has n nodes andm edges. Note that the
producers are assumed to have infinite capacities and are always capable of meeting the demands
of the network. Another assumption is that the producers are not fixed in any location.
We start the theoretical foundation by first deriving the QUBO formulation of our problem.
2.1 Derivation of the QUBO
In order to partition a graph concurrently into an arbitrary number of parts, k , we need to formulate
the problem as a QUBO, which takes on binary variables. The decision variables are given by
xi, j =
{
1, if node i is in producer j
0, otherwise
(2)
The constraint
k∑
j=1
xi, j = 1 (3)
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for each node i ensures that each node is in exactly one producer. The second constraint
n∑
i=1
xi, j =
n
k
(4)
for j = 1, ...,k are the balancing constraints for the producer sizes.
xj =

x1, j
x2, j
...
xn, j

The number of cut edges across the k producers is given by
1
2
(
k∑
j=1
xTj Lxj
)
(5)
where L is the Laplacian matrix of the graph.
The cost function is then given by
β
(
k∑
j=1
xTj Lxj
)
+
k∑
j=1
α j
(
n∑
i=1
xi, j − n
k
)2
+
n∑
i=1
γi
(
k∑
j=1
xi, j − 1
)2
(6)
where β , αi , and γi are positive penalty constants.
Following from the derivation and the variables as presented by [22], the QUBO formulation is
minx
(
XT(βL + αI + BΓ)X − (2ΓT + 2n
k
α1TN)X
)
(7)
where XT =
[
xT1 , . . . , x
T
k
]
.
As we have noticed, Equation (6) assumes that the demands are equally weighted and the edge
weights are also equal. We can modify the problem in such a way that we fulfil different demand
constraints and different distances between the consumer nodes. In order to take into account the
different demand constraints, we need to modify the constraint on the equal parts Eq (4) to
n∑
i=1
wixi, j =
∑n
i=1wi
k
(8)
wherewi is the weighted demand of the i-th consumer. As for the condition that each cluster should
minimize the total distances between the member nodes, we can modify Equation (5) to
1
2
(
k∑
j=1
xTj ∆Lxj
)
(9)
where ∆L = off-diagonal elements of the matrix (−IDIT), I ∈ Rn×m is the incidence matrix of the
network, D ∈ Rm×m is a diagonal matrix with entries di,i = i-th edge distance.
The modified cost function is then given by Equation (10).
β
(
k∑
j=1
xTj ∆Lxj
)
+
k∑
j=1
α j
(
n∑
i=1
wixi, j −
∑n
i=1wi
k
)2
+
n∑
i=1
γi
(
k∑
j=1
xi, j − 1
)2
(10)
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2.2 Fairness measures and Heat Grid overall KPI
In order to evaluate whether a network design is capable of being fair and also to judge whether the
optimized solution of equation (10) is indeed fair, we need to first define what we mean by fairness
of a network, and how it applies to the heat grid with a customized KPI. We consider first the equal
distribution of demands in our KPI. For a system which allocates the demands to k producers such
that the i-th producer needs to provide yi of the total network demand, then the intuitive measures
for fairness given a demand distribution would be through the variance, coefficient of variation or
the min-max ratio [6]. In this paper, we would use the Jain fairness index, equation (11) as proposed
by [6].
fjain(y) =
[∑k
i=1 yi
]2
k
∑k
i=1 y
2
i
(11)
The index, fjain(y) ∈ R[0,1], has the value of 1 when the total network demands are being equally
distributed amongst the producers (thus, the solution is 100% fair). As the disparity increases, the
fairness index decreases, and the solution which favors a few producers would be indicated by an
index which is close to 0.
In addition to the demand being equally distributed, we need to take into account the distances of
the pipes connecting the demand nodes to each producer. Ideally, each producer groups should have
minimal pipe lengths (i.e. minimal edge lengths) connecting the demand nodes so as to minimize
transportation costs due to a reduction in heat loss. Thus, we also need to evaluate the distances
term which contributes to the KPI. We let di, j as the physical distance of the i-th path, assigned
to the j-th producer. In other words, the i-th path is the shortest path which connects two nodes
that are assigned to producer j. We then come up with equation (12) to evaluate the quality of the
solution based on the distance criteria alone.
D = 1 −
∑k
j=1
∑nk
i=1 di, j∑Nc
i=1 di
(12)
where nk is the total number of node combinations assigned within the producer set k , and Nc is
the total number of path combinations for a complete graph consisting of the demand nodes. The
distance index is scaled by the maximum possible distance covered by all possible combinations of
paths so that the resulting index, D ∈ R[0,1]. In effect, smaller clusters within each producer groups
would cause the value of D to tend to 1.
Since both y and d from equations (11) and (12) depend on the solution X of equation (10), the
KPI to evaluate the solution for a given network is then simply given by equation (13)
KPI (X) = α j · fjain (X) + (1 − α j ) · D (X) (13)
where α j ∈ R[0,1] represent the relative importance factor between the KPI terms. Throughout the
paper, the presented cases use an equal weighting (i.e. α j = 0.5) unless stated otherwise.
3 IMPLEMENTATION
In this section we describe the implementation in more detail. First we start by describing how we
determine the weighting factor of each node as they need to represent the actual heat demands
inside the proposed network. After that we present the two proposed networks for which we need
to evaluate their fairness indices with different number of producers in the network. We next
discuss the solvers for which we can obtain the optimized solutions of equation (10).
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(a) Normalized energy demands per node for 2015 (b) Weighted energy demands per node for 2015
Fig. 1. Demands profile per node
3.1 Demand nodes
In order for us to represent the actual heat demands in the network, we start by transforming the
energy demands profile of the year 2015 (with Nt discrete number of timesteps) for each node to a
static form. We take the max of the annual demand of each node. This is because the network has
to be able to handle the worst case scenario of providing for the maximum energy demands from
the users of the network. We take the max of the annual demand for each node as it represents
the highest possible energy demand which a particular node would expect to be delivered by the
network producers. We then scale it by the sum over all the consumers since we would like to have
a weight factor which sums to 1. Letwi,t be the time-dependent demand profile of the i-th consumer
node, at timestep t of the profile. The fraction used as input when solving for equation (10) is then
given by equation (14).
wi =
maxt ∈Nt
(
wi,t
)∑n
i=1maxt ∈Nt
(
wi,t
) (14)
The effect of applying equation (14) to the demand profiles is shown in figure 1. The normalized
profile in figure 1a is translated to figure 1b for each consumer nodes.
3.2 Topology types
We investigate two types of abstract topologies as these were the ones considered by the designers
of the network. One is a tree-like topology (figure 2a) which connects the consumers while the other
adds a few more connections to make it a circular or ring-like topology (figure 2b). It is important
to note that as this methodology evaluates fairness of a network topology given the demands,
we could also use the workflow presented here within a topology optimizer which produces the
topologies for evaluation and have a more robust final design of a network.
3.3 Solvers
Since the optimization problem with equation (10) is a QUBO problem, we can attempt to solve this
in a quantum annealer which has been described in more detail in section 1.2. We implemented the
QUBO matrix formed by equation (10). This matrix is then provided to the qbsolv [13] solver from
D-Wave Systems to connect to their QPU machine with the automatic embedding to the system
through the EmbeddingComposite [20] function.
We also used the METIS [8] graph partitioning solver to compare a classical solution with the
one obtained from qbsolv.
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(a) Tree-like topology (b) Circular-like topology
Fig. 2. Topologies considered for evaluation
3.4 Workflow
The workflow to evaluate fairness is shown in algorithm 1. The results of the workflow output can
help inform the user on the fairness of the evaluated topology, G(V ,E).
input :The topology, G(V ,E), to be evaluated
input :Weighted demands from consumers,w
input :Maximum number of producers to be considered, Nk
for k ← 1 to Nk do
Xk ← QUBOSolver (k ,w , G(V ,E)) /* QUBOSolver solves eq (10) using qbsolv or
METIS */
kpiArray [k]← KPI(Xk ) /* KPI evaluations using eq (13) */
end
output :kpiArray
Algorithm 1:Workflow used to evaluate the topology KPIs
4 RESULTS
In this section we provide the results of our proposed topologies on the fairness and overall KPI.
We also discuss on the quality of the solutions produced by both solvers.
Figure 3 show the different fairness indices when we increase the number of producers as
computed by the solvers for different topologies. We notice from the Jain fairness index (fig 3a)
that for all the topologies, the index reduces as we increase the number of producers. As for the
distance index (fig 3b), it indicates that as the number of producers increase in the network, the
energy transportation costs reduce, thus increasing the index value.
The overall KPI indicates the quality of the solution provided by the solvers and we can see from
figure 3c that the optimum quality of the solution occurs when the number of producers in the
network (for both topologies) is approximately 5. As we change the weighting factor α j of the
overall KPI (equation (13)), we would switch the overall KPI between that of fully fair (fig 3a) to
minimization of cluster distance (fig 3b).
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(a) Jain fairness index (b) Distance index
(c) Overall fairness KPI
Fig. 3. Fairness indices between multiple topologies, number of producers, and solvers
Another observation from figure 3c is that the circular-like topology produces better quality
assignments (figure 4) compared to the tree-like topology (figure 5) from both solvers. As for the
comparison between the different solvers, we do not notice any significant difference between the
solutions produced by both types of solvers, and this is expected since the number of consumer
nodes in the network is relatively small, and from [22], we would not notice much added advantage
until we get to networks of size, n ⪆ 200. However, the same implementation and workflow can be
used for more topologies and network sizes in the future.
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(a) Node assignments for each producer (Map) (b) Node assignments for each producer
Fig. 4. qbsolv solution for k = 5 and a circular type topology
(a) Node assignments for each producer (Map) (b) Node assignments for each producer
Fig. 5. qbsolv solution for k = 5 and a tree type topology
5 CONCLUSIONS
From the previous section, we have seen that a heat grid network can have an optimum number
of producers. Adding more producers would reduce the fairness or the overall quality of the
assignments. Thus, another conclusion which we can draw from the results is that during the
conceptual design phase, the fairness concept should be introduced to help provide a robust network
for the future. Trivially, adding more connections between nodes should provide an increased
fairness for all the producers within the network. However, this does not take into account the
original costs of laying the connections in the first place. We also note that it is up to the user to
interpret the KPI and how it can be used to alleviate the monopolistic problem of DHNs. The KPI
just serves as a quantifiable measure of fairness which can be tuned.
The workflow can also be adapted to be more time dynamic by performing the fairness optimiza-
tion step in a quasi-static manner (i.e. by evaluating the solution at each timestep for the nodes
instead of currently taking the maximum of the demand profile).
On a technological note, the implementation is suitable to be solved in a quantum annealer
through qbsolv, and the advantages could be promising if the network to be evaluated consist of a
large number of edges and vertices. We could also implement the same QUBO problem in gated
quantum computers and use the QAOA hybrid algorithm to solve the optimization problem.
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