We revisit the Hahm-Kulsrud-Taylor (HKT) problem, a classic prototype problem for studying resonant magnetic perturbations and 3D magnetohydrodynamical equilibria. We employ the boundary-layer techniques developed by Rosenbluth, Dagazian, and Rutherford (RDR) for the internal m = 1 kink instability, while addressing the subtle difference in the matching procedure for the HKT problem. Pedagogically, the essence of RDR's approach becomes more transparent in the simplified slab geometry of the HKT problem. We then compare the boundary-layer solution, which yields a "DC" current singularity at the resonant surface, to the numerical solution obtained using a flux-preserving Grad-Shafranov solver. The remarkable agreement between the solutions demonstrates the validity and universality of RDR's approach. In addition, we show that RDR's approach consistently preserves the rotational transform, which hence stays continuous, contrary to a recent claim that RDR's solution contains a discontinuity in the rotational transform.
I. INTRODUCTION
Ideal magnetohydrodynamics (MHD), a fundamental model in plasma physics, allows for the existence of discontinuous magnetic fields, or current singularities. These singularities not only are mathematically intriguing, but also can have profound practical consequences. Grad 1 first proposed that smooth 3D MHD equilibria with nested toroidal flux surfaces generally do not exist, due to the pathologies that arise at rational surfaces. This theory has greatly impacted the studies of intrinsically non-axisymmetric magnetic fusion devices such as stellarators, as well as nominally axisymmetric ones like tokamaks, since they can be subject to resonant magnetic perturbations (RMPs) [2] [3] [4] . Rosenbluth, Dagazian, and Rutherford (RDR) 5 first demonstrated how current singularities can dynamically emerge at resonant surfaces. They studied the internal m = 1 kink instability in the cylindrical tokamak, and obtained a nonlinear boundary-layer solution to the perturbed ideal equilibrium, which contains a current singularity. It has since been realized that their approach is a powerful tool that can be applied to RMPs in general, whether spontaneous or forced 6, 7 . RDR's classic paper invoked some subtle approximations that can be confusing at times. For instance, as discussed in Appx. A, a seeming inconsistency in RDR's variable definitions has been misinterpreted, which eventually contributed to the recent claim that RDR's solution contains a discontinuity in the rotational transform 7 . We clear up this misinterpretation by demonstrating that a) Electronic mail: yaozhou@princeton.edu RDR's solution consistently preserves the magnetic flux, within the approximations that are invoked. It follows that the rotational transform remains invariant and continuous, even though the magnetic field becomes discontinuous.
Therefore, from a pedagogical perspective, we feel that it is worthwhile to present the fundamentals of RDR's approach in a more transparent manner, subtracting the approximations that are secondary. As Boozer and Pomphrey (BP) 6 noted, in a genuine slab system, many of RDR's approximations are not necessary, and their inner layer solution can be applied directly. However, BP did not construct a boundary-layer solution by matching the inner layer solution to an outer region solution, and that is what we shall do in this paper.
Specifically, we apply RDR's boundary-layer approach to the ideal Hahm-Kulsrud-Taylor (HKT) problem 8 , which is arguably the simplest prototype problem for studying RMPs in slab geometry. We address the subtle difference in the matching procedure, since the RMP here is induced by external forcing. The contribution from matching the 1/x term turns out to be a secondorder correction, which, however, needs to be included. Our work serves as a demonstration of the universality of RDR's boundary-layer approach, by rigorously applying it to an externally applied RMP.
Then, we compare our boundary-layer solution with the numerical solution obtained using a flux-preserving Grad-Shafranov (GS) solver, which previously confirmed the formation of current singularity in the ideal HKT problem 9 . The solutions agree well, especially when the second-order correction from matching the 1/x term is included. Therefore, our work is also a direct quantitative validation of RDR's approach against numerical solution.
(A previous numerical validation of RDR's results 10 is indirect, by contrast.) This paper is organized as follows. In Sec. II, the setup of the ideal HKT problem is introduced. In Sec. III, we derive the boundary-layer solution, namely, the asymptotically matched inner layer and outer region solutions. The invariance of the rotational transform is also shown. In Sec. IV, we compare the boundary-layer solution to the numerical solution. Finally, our results are summarized and discussed in Sec. V.
II. THE IDEAL HKT PROBLEM
The HKT problem 8 considers, in slab geometry, an incompressible plasma magnetized by a sheared field. In order to relate to the original notations of RDR 5 , we denote the coordinates as (x, φ, ζ), where x is the "radial" position (relative to the resonant surface), and φ and ζ are, strictly speaking, helical angles. For clarity, we term φ as the "tangential" direction, and ζ as "helical". The system is periodic in φ and ζ, with periods of 2πs and 2πR, respectively. Here, we introduce the effective minor radius (of the resonant surface) s and major radius R, which are both constants.
Initially, the in-plane magnetic field reads B 0φ = j 0 x, which reverses sign at the resonant surface, x = 0. The flux function can be written as ψ 0 (x) = j 0 x 2 /2, where j 0 is a constant denoting the initial current density. The guide field B 0ζ is a large constant. This initial setup is a reduced MHD equilibrium. It coincides with the inner layer approximation by RDR 5 , and serves as a general reduced model of the resonant layers of RMPs (with large aspect ratio R/s), as BP 6 explained. In the HKT problem, the flux surfaces at x = ±a are subject to mirrored sinusoidal perturbations, expressed in terms of the radial displacement, ξ(±a, φ) = ∓δ cos φ. It was originally proposed to study the forced magnetic reconnection induced by RMPs. Here, we only focus on the "ideal stage", where the plasma is assumed to be perfectly conducting, and hence the magnetic topology is invariant. Suppose that the plasma relaxes to a new equilibrium state, which is a GS equilibrium and satisfies the 2D reduced MHD equilibrium equation,
since the system is symmetric in ζ. Here ψ(r, φ) is the perturbed flux function in Eulerian labeling (r, φ). Note that we use r to denote the perturbed "radial" position in our slab geometry. Given the HKT boundary conditions, multiple solutions to Eq. (1) exist 11 , but not all of them preserve the initial magnetic topology. For clarity, we refer to finding such a topologically-constrained equilibrium solution as the ideal HKT problem in this paper. The key to this problem is to construct the solution in terms of the radial mapping of the flux surfaces in mixed LagrangianEulerian labeling, r(x, φ) [or equivalently, ξ(x, φ)]. Tangential (φ) flux conservation is then guaranteed by
Here x is the unperturbed radial position, or Lagrangian labeling, of the flux surface. It can also be considered as a flux coordinate. Meanwhile, helical (ζ) flux conservation is guaranteed by the incompressibility constraint,
Here the angle bracket denotes averaging over φ on a flux surface. Physically, Eq. (3) means that the displacement ξ on a flux surface x does not change the volume (area) it encloses. Eqs. (1)- (3), together with the initial and boundary conditions, determine the solution to the ideal HKT problem.
III. BOUNDARY-LAYER SOLUTION
In this section, we use the boundary-layer approach developed by RDR 5 to solve the ideal HKT problem. In Secs. III A and III B, we present the outer region and inner layer solutions, respectively. In Sec. III C, we show that the rotational transform of the inner layer solution consistently stays invariant and continuous. In Sec. III D, we asymptotically match the inner layer and outer region solutions to construct the boundary-layer solution.
A. Outer region solution
When |x| δ, we can assume |∂ x ξ| 1, and linearize the system in terms of ξ. Specifically, we linearize ∇ 2 ψ using Eq. (2),
From the boundary conditions we know that ξ ∼ cos φ, which is automatically incompressible. We then deduce that the linear solution to the equilibrium equation (1) must satisfy
Using the initial condition ψ 0 = j 0 x 2 /2, we can obtain the linear solution to the ideal HKT problem 12 , which contains two branches,
Note that we force ξ to be odd in x, due to the parity of the ideal HKT problem. Here C and D are constant coefficients to be determined. The boundary condition at x = ±a gives one constraint,
Meanwhile, let us examine the asymptote of the linear solution (6) approaching the resonant surface, x = 0,
Since the 1/x term diverges at x = 0, D is often taken to be zero, so that we have C = −δa/ sinh(a/s) from the boundary condition (7). However, even with D = 0, the linear displacement (6) is discontinuous at x = 0. This discontinuity results in a jump in the perturbed tangential magnetic field 8 , (9) i.e., a singular current sheet. Here sgn(x) denotes the sign function. Moreover, this discontinuity also introduces the so-called residual islands 6 with widths of O(δ) on both sides of the resonant surface, violating the preservation of magnetic topology. Physically, these residual islands correspond to the overlapping of flux surfaces induced by the discontinuous displacement, which is not physically permissible.
In the vicinity of the resonant surface (|x| δ), the linear assumption |∂ x ξ| 1 breaks down, and naturally the linear solution becomes invalid. The proper treatment of this resonant layer requires a boundary-layer procedure, which entails constructing an inner layer solution and matching it asymptotically to the outer region solution (6), using the matching condition given by Eq. (8) . Note that we do not discard the 1/x term here, and its role will be explained in Sec. III D.
As BP 6 mentioned, the inner layer solution that RDR 5 derived for the internal m = 1 kink problem can readily be applied here, without modifications. Their derivation is replicated in Sec. III B.
B. Inner layer solution
RDR argued that in the resonant layer (|x| δ), the tangential variation is much slower than radial, and hence neglected the s −2 ∂ 2 φ ψ term in Eq. (1), ending up with
In a genuine slab system, such as the HKT problem that we are considering, this is the only approximation needed in the inner layer. Notably, this approximation does not affect flux conservation. Integrating Eq. (10) leads to a general solution,
where F and g are arbitrary functions. Then, we can use the invariance of the flux function (2) to rewrite Eq. (11) in terms of the radial mapping r(x, φ),
The absolute value is introduced by the monotonicity condition, ∂ x r ≥ 0, so that the flux surfaces stay nested.
With ∂ x ξ = ∂ x r − 1, we can integrate Eq. (12) and obtain the displacement,
with h being another arbitrary function. Meanwhile, the tangential magnetic field is given by
The finite jump at x = 0 corresponds to a delta-function (surface) current,
This is a "DC" current singularity, since I δ is non-zero. However, as we will show next, I δ itself must be zero somewhere 6 . The solution is also subject to the incompressibility constraint (3). Differentiating with respect to x, we have
Now, using Eq. (12), we obtain
The fact that the RHS diverges at x = 0 suggests that f (0)+g(φ) (and accordingly, I δ ) must be zero somewhere. That is, f (0) = −g min . So far, we have derived the general form of RDR's inner layer solution, Eqs. (13) and (17) , in terms of functions f , g, and h. These functions are further determined by matching the solution (13) to the outer region solution to the specific problem. However, before carrying out such a procedure for the ideal HKT problem in Sec. III D, we take a detour in Sec. III C and show that RDR's inner layer solution, in its general form, consistently preserves the rotational transform, which hence stays continuous as initially prescribed.
C. Rotational transform
Recall that the rotational transform can be expressed in terms of the flux functions, and hence should stay invariant as long as the magnetic flux is preserved. Here, we explicitly demonstrate such invariance in our slab system. Consider the field line flow,
where s, R and B ζ are all constants, and the system is symmetric in ζ. Then, we can integrate over one period in φ, and calculate the increment in ζ,
The rotational transform in our slab system then reads
Now, let us consider flux conservation. Tangential (φ) flux conservation is guaranteed if the tangential magnetic field is derived from the flux function, Eq. (2),
Here B 0 denotes the initial magnetic field that does not depend on φ. Substituting into Eq. (20), we have
Meanwhile, helical (ζ) flux conservation corresponds to the incompressibility constraint (16) , and B ζ = B 0ζ . Combining with Eq. (22), we have, as expected,
That is, ι stays invariant as initially prescribed in our slab system. So far, we have shown that flux conservation guarantees the invariance of the rotational transform, and not discussed RDR's inner layer solution specifically. Still, it should be obvious by now that RDR's solution, which conserves the magnetic flux [Eqs. (16) and (21)], should automatically preserve the rotational transform ι. Next, we explicitly calculate ι in RDR's solution, and show that it indeed consistently stays invariant and continuous.
Using RDR's solution (14) , which satisfies Eq. (21) and preserves the tangential flux, Eq. (20) becomes
Then, using the incompressibility constraint (17), which follows from Eq. (16) and preserves the helical flux, we have
Note that B 0φ = j 0 x and B ζ = B 0ζ . As expected, ι stays invariant and continuous as initially prescribed, regardless of the exact form of f and g. The point is, RDR's solution is constructed in terms of the incompressible displacement of the flux surfaces, which automatically guarantees flux conservation in our system. At first glance, the fact that the tangential magnetic field is discontinuous whereas the rotational transform is smooth may seem somewhat counter-intuitive. The key subtlety here that makes this possible is that B φ (0 ± , φ) has to be zero somewhere, so that B −1 φ diverges, and ι can stay well-behaved at x = 0.
The recent claim by Loizu and Helender (LH)
7 , that RDR's solution contains a discontinuity in the rotational transform, originates from a misinterpretation of RDR's slab approximation of the resonant layer (see Appx. A). By considering a genuine slab system here, we see that the issue resides not in RDR's approximations, but LH's calculation of the rotational transform, seemingly from B φ rather than B −1 φ −1 [Eqs. (10) to (11) therein]. As shown above, the (properly calculated) rotational transform in RDR's inner layer solution consistently stays invariant and continuous, even though the magnetic field is discontinuous.
D. Matching
Now, let us match RDR's general inner layer solution, derived in Sec. III B, to the outer region solution to the ideal HKT problem given in Sec. III A. First, we examine the asymptote of the inner layer solution (13) as |x| → ∞, which reads
(26) Here we use the facts that f (x) = F (j 0 x 2 /2) is an even function, and f (x) → x 2 as |x| → ∞, which is implied from Eq. (17) .
The matching conditions are obtained by comparing Eq. (26) to the asymptote of the outer region solution (8) . Specifically, matching the constant term gives h(φ) = 0, as well as
RDR then used Eq. (17) to eliminate x, and obtained a fundamental integral equation for g(φ),
To actually solve Eq. (28) is, quoting RDR, "an almost impossible task". RDR constructed a functional that is extremized by Eq. (28), which in turn can be solved variationally. LH 7 implemented this procedure numerically and obtained a solution of g(φ). In principle, one could proceed using their numerical solution.
Meanwhile, RDR also found that a rough form for the solution would be g ∼ cos 8 (φ/2). Moreover, LH showed that their numerical solution of g(φ) can be well approximated by
In order to keep our derivation analytically tractable, we choose to proceed using this approximate form of g(φ).
Readers interested in the details on how to solve for g(φ) are referred to Refs. 5 and 7. In addition, BP 6 also offered an interesting discussion on the non-analyticity of g(φ). Now, let us consider the 1/x term. Obviously, g(φ)/2 and D cos φ cannot be matched exactly here. Following RDR, we expand g(φ) = Γ m cos(mφ), and only match the m = 1 component,
Here the approximate form of g(φ) (29) is used. Substituting Eq. (30) into Eq. (7), we have an equation that determines the coefficient C,
This equation has two roots. We keep only one of them,
as it correctly approaches the C = −δa/ sinh(a/s) limit when δ a. It is worthwhile to address the subtle difference between our matching procedure and RDR's for the internal m = 1 kink problem. For the ideal HKT problem, the outer region solution is driven by external forcing with known amplitude δ. The 1/x term is of second order in
2 )], and may seem negligible when δ is small. However, as we will show in Sec. IV, this second-order correction becomes visible when δ is relatively large.
In contrast, in the internal m = 1 kink problem, the outer region solution is driven by an instability with its amplitude to be determined. It is the ratio between the constant term and the 1/x term that is known. Roughly speaking, one may interpret it as if C/D is given instead of Eq. (7), and then C and D can be determined using Eq. (30). In this case, matching the 1/x term is critical in determining the amplitude of the displacement, and its contribution cannot be neglected.
Finally, let us summarize the boundary-layer solution we have derived: the outer region solution is Eq. (6), with the coefficients given by Eqs. (30) and (32); the inner layer solution is Eq. (13), with g(φ) given by Eq. (29), f (x) subsequently determined (numerically) by Eq. (17), and h(φ) = 0. In Sec. IV, we compare this boundarylayer solution with the fully nonlinear solution to the ideal HKT problem obtained using a flux-preserving GS solver. As will be shown, the agreement between the solutions is quite impressive, even though we are using the approximate form of g(φ) (29).
IV. COMPARISON WITH NUMERICAL SOLUTION
The ideal HKT problem has previously been studied numerically 9 , using two different methods: one is a fully Lagrangian, moving-mesh variational integrator for ideal 
MHD
13 ; the other is a flux-preserving GS solver, where the equilibrium guide field is determined self-consistently to preserve its flux at each flux surface 14 , unlike conventional ones where it is prescribed as a flux function. Both methods preserve the magnetic flux exactly, otherwise they would not be capable of studying the ideal HKT problem. The numerical solutions from the two methods agree, and confirm that the solution to the ideal HKT problem contains a current singularity 9 . The GS solver shows better convergence at the resonant surface, since it employs the same mixed Lagrangian-Eulerian labeling as in this paper. Therefore, we use the GS solution as the benchmark for the boundary-layer solution. The fully Lagrangian variational integrator proves useful where the GS solver does not apply, such as problems with more complex magnetic topology 15 or in 3D 16 . For convenience, when solving the ideal HKT problem numerically, we do not enforce incompressibility. Instead, we initialize with a strong guide field B 0ζ = B 2 0 − j 2 0 x 2 , such that the unperturbed equilibrium is force-free. This minor alteration in setup, due to Zweibel and Li 12 , does not affect the physics of the ideal HKT problem, since the plasma is still close to incompressible, especially near the resonant surface. After all, incompressibility itself is an approximation of the strong-guide-field limit.
The parameters that we use to obtain the numerical solution are a = 0.5, s = π −1 , δ = 0.1, j 0 = 1, and B 0 = 10. Given the parity of the ideal HKT problem, we only need to consider a half of the domain, x ∈ [0 + , a], with boundary condition ξ(0, φ) = 0. The solution in the other half, x ∈ [−a, 0 − ], is automatically implied. In Fig. 1 , we show the rotational transform of the numerical solution calculated using Eq. (20) , which still applies here since B ζ is constant on the flux surfaces in a GS equilibrium. The numerical solution agrees with the rotational transform of the initial state (23), confirming its supposed preservation of the magnetic flux. Fig. 1 also serves as a sanity check for the conclusions in Sec. III C, including the validity of Eq. (20) and that the rotational transform of the solution to the ideal HKT problem stays continuous, despite the discontinuous magnetic field. Now, let us compare the boundary-layer solution with the numerical solution. In Fig. 2 , we show the tangential magnetic field at the resonant surface, B φ (0 + , φ), of both the inner layer solution (14) and the numerical solution. Fig. 2 is also an illustration of the structure of the current singularity, since the delta-function current on the resonant surface I δ (φ) = 2B φ (0 + , φ). Here we refer to the boundary-layer solution obtained in Sec. III D, with C and D given by Eqs. (30) and (32), as second-order, since it accounts for the second-order correction from matching the 1/x term. In addition, we also show the first-order solution without matching the 1/x term, i.e., with C = −δa/ sinh(a/s) and D = 0. The second-order solution agrees with the numerical solution significantly better than the first-order solution, because the perturbation we use (δ = 0.1) is relatively large. In this sense, Fig. 2 clearly demonstrates the existence and importance of the second-order correction.
In Fig. 3 , we compare the radial displacement ξ of the boundary-layer solutions with the numerical solution, at φ = π, where the plasma is stretched the most, and at φ = 0, where the plasma is compressed the most. Again, the second-order solutions show better agreement with the numerical solution than first-order. In particular, the second-order correction from the 1/x term in the outer region solution brings it closer toward matching with the inner layer and the numerical solutions.
One might notice that in Fig. 3 , the agreement between the boundary-layer solutions and the numerical solution is slightly worse at φ = π than at φ = 0. The reason could be that we are using an approximate form of g(φ) (29), which may not be as accurate at φ = π. It is possible that the agreement can be even better, had we used a more accurate form of g(φ), such as LH's numerical solution to Eq. (28) 7 .
V. SUMMARY AND DISCUSSION
In this paper, we derive a boundary-layer solution to the ideal HKT problem, using the techniques that RDR developed originally for the internal m = 1 kink problem. The subtle difference in the matching procedure between the two problems, due to the different natures of the RMPs, is addressed. In addition, we show that the rotational transform in RDR's inner layer solution consistently stays invariant and continuous, contrary to the recent claim that it contains a discontinuity.
Then, we compare our boundary-layer solution with the numerical solution obtained from a flux-preserving GS solver. The solutions agree especially well when the second-order correction from matching the 1/x term is included, and definitively confirm the existence of ideal MHD equilibria with DC current singularities and continuous rotational transform. On one hand, our work is a direct quantitative validation of RDR's boundary-layer approach, the inner layer solution in particular. On the other hand, it demonstrates the universality of RDR's approach regardless of the nature of the RMP, be it an instability as in the internal m = 1 kink problem, or from external forcing as in the ideal HKT problem here.
So far, we have intentionally restricted our discussions entirely within the slab geometry. Pedagogically, we are trying to illustrate the fundamental features of RDR's boundary-layer approach in a more comprehensible way. Still, this is a reduced prototype problem, and one may reasonably wonder whether our conclusions stand in more realistic geometries.
In the internal m = 1 kink problem, RDR reduced the resonant layer to a slab model, where the equilibrium is solved only to O( 0 ) ( ≡ s 2 /R 2 ). This is actually sufficient, and consistent with the ordering of their solution: with amplitude ξ ∼ O( ), force balance is needed only to O( 0 ) for the solution to be O( ) accurate. The point is, we believe RDR's kinked equilibrium solution, which contains a DC current singularity and continuous rotational transform, is valid under the approximations invoked. We expect that applying RDR's approach to RMPs of other nature in non-slab geometries should lead to similar conclusions, provided consistent ordering.
Of course, further numerical validation is warranted in non-slab geometries, possibly using the fully Lagrangian variational integrator for ideal MHD 13 . The GS solver is no longer applicable here, while Eulerian methods require ad hoc treatments to avoid artificial reconnection, such as the artificial fields that effectively remove the resonance in Ref. 10 . Another possibility is to enable the SteppedPressure Equilibrium Code (SPEC) 17 , which can handle 3D MHD equilibria with current singularities 18, 19 , to produce those with continuous rotational transform.
Finally, it would be interesting to consider generalizing RDR's approach to 3D line-tied geometry, where Parker's conjecture of current singularity formation 20 has been controversial for decades. Notably, a recent numerical study on the ideal HKT problem in 3D line-tied geometry demonstrates the existence of thin current layers when the system is long, but is inconclusive on whether the solution becomes singular at a finite length 16 . The big analytical challenge here is, due to the lack of resonance in the absence of closed field lines, the system cannot be straightforwardly reduced to 2D as in the case of RMPs.
