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Abstract
Of increasing interest in the field of protein modelling and simulation is the effects
of crowding. In a living cell, large molecules can take up 30% of the cell plasma
volume, and affects the folding and dynamics of proteins. Computer simulations have
so far focused mainly on simple spherical crowders, but recent simulations with protein
crowders have shown effects beyond what can be replicated using spherical crowders.
However, this is a computational challenge as crowder proteins are much bigger than
the protein under actual interest (target), and so simulation time will be dominated
by updates of the crowders rather than the target.
In this thesis, based of an existing all-atom protein model with an empirical force
field, we will construct a hybrid model where a target protein, Tryptophan-Cage, re-
main represented in fully atomistic detail, but a crowder protein, BPTI, will have a
simplified representation. The side-chain groups that interact strongly with the tar-
get will keep their atomistic representation, keeping the existing parameterization of
intermolecular interactions, but the rest of the atoms will be removed. The volume
exclusion effect of the removed atoms will be restored by introducing a smooth re-
pulsion potential defined as a spline function. Using relative entropy minimization,
the parameters will be optimized to make the resulting coarse-grained model as sim-
ilar as possible to the original, fully atomistic model. We manage to replicate the
main features of the energy landscape of the BPTI crowder, at least when interacting
with Tryptophan-Cage, but further validation the correctness of the resulting model
is needed. It is not clear yet that this coarse-graining approach can yield enough
speedup, to motivate the usage of the new model. We would expect the speedup to
be larger for bigger crowder molecules.
Keywords: Proteins, atomistic model, multi-scale modelling, Monte Carlo simula-
tion, relative entropy
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Chapter 1
Background
1.1 Proteins
One of the big research frontiers in molecular biology is folding and dynamics of pro-
teins. In biosynthesis, in every cell of a living organism, chains of amino acids, called
polypeptides, are constructed. The gene coding for a specific polypeptide only con-
tains information about the sequence of amino acids, and not the three dimensional
structure the proteins should have in order to function. After synthesis, proteins typ-
ically quickly fold in to this native structure rather than remaining in a linear state or
random coil fluctuation for a long time. The target structure, as well as the rapid fold-
ing, is thought to large degree to be determined by internal forces between the amino
acids, but various environmental factors, such as temperature, pH, concentration of
salts and other molecules in the solvent, has an influence on this process.
This also includes interaction between proteins. In this thesis, we are interested
in the effects of crowding, as caused by a high volume concentration of surrounding
proteins [1, 2]. In a living cell, large molecules may take up 30% of the volume of the
cell plasma [3]. These will affect a protein in the process of folding both as a pure
excluded volume effect, but also by interaction e.g. with charged side chains on the
crowder.
The folding and further dynamics of proteins have been studied using computer
simulations under various approaches. An important characterisation of a model is its
level of detail. What are the individual components that the model contains: atoms,
chemical groups, amino acids, or higher-level structure such as α-helices and β-sheets?
While a more fine-grained model can be seen as more precise and easier to motivate,
it also requires significantly more computing power to simulate than a higher-level,
more coarse-grained description, when modelling the same system, and it does not
necessary give more accurate end results.
1.2 Simulations of crowding
Simulations of crowing effects have so far focused mainly on simple spherical crow-
ders [1] with purely steric interactions. Simulation with protein crowders have also
been performed [4, 5], but remain a computational challenge. To tackle this challenge,
multi-scale approaches might be useful [5], based on hybrid models where different
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parts of the system are modelled on different scales. In this thesis a mixed model is
built, where a target protein is modelled using a fully atomistic model, while crowder
proteins use a coarse-grained model, optimized from an existing atomistic description.
Tryptophan-Cage (henceforth Trp-Cage) is a single chain, artificially synthesized
protein designed to be a short chain and yet have a compact folded structure like a
natural protein [6]. It consists of only 20 amino-acid residues, which is an order of
magnitude smaller than typical natural proteins. It can fold to a stable structure in
water solution, and displays high sensitivity to environmental conditions. Trp-Cage
and similar, constructed mini-proteins are often used as model cases for experiments
and simulations. Trp-Cage will be used as target protein when studying the effects of
crowding. A schematic picture of the native folded state is shown in figure 1.1 to the
bottom left, and an all-atom picture to the bottom right. Used as a crowding agent
is BPTI (bovine pancreatic trypsin inhibitor), a 58 amino-acid protein. BPTI is still
not a very big protein but is very stable in its folded state, in part due to the presence
of three disulphide bonds [7]. The native state is shown in figure 1.1 in the top row.
A test protein like Trp-Cage will interact much more with atoms that are exposed
on the surface of a crowder protein, than with atoms that are hidden deep within the
crowder structure. Based on an existing atomistic model, we would like to create a
coarse-grained model where the detailed atomistic representation of the inner structure
is removed, but the representation of the atoms on the surface is kept. This reduces
the number of degrees of freedom, while retaining the existing energy representation
of intermolecular interactions.
1.3 Objectives
The goal of this thesis is to construct a coarse-grained crowder representation, initially
for Trp-Cage affected by BPTI crowders, based on the considerations above. This
model will contain parameters that will be chosen in a systematic fashion to make the
coarse grained model as similar as possible in behavior to the existing model. We will
try to use relative entropy minimization to rigorously bring the parameterized model
as close as possible to the reference model. The coarse-grained model should both
have its physical correctness verified, preferably also with measurements separate from
those used to optimize the model parameters. We will also check whether simulations
using the final coarse-grained model actually is significantly faster than the reference
model. In this thesis we will focus on verifying the correctness of the model (as there
is no point performance optimizing an incorrect model), but interesting speedups
should at least appear realistic with further tuning of the model and implementation.
Preferably, the coarse-grained BPTI model should not depend strongly on the target
molecule used, Trp-Cage, when comparing and optimizing the models, so that the
final crowder model could be useful also with other target proteins.
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Figure 1.1 – The native folded states of BPTI (top, PDB ID 4PTI) and Trp-Cage
(bottom, PDB ID 1L2Y), shown as schematic ”cartoon” pictures to the left, where
secondary structure like α-helices and β-sheets are illustrated, and as all-atom pictures
to the right.
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Chapter 2
Methods
2.1 Workflow
When this thesis work started, the Biological Physics group was already running
crowding simulations with atomistic models of Trp-Cage and BPTI. The work that
was performed in this thesis consisted of the following steps:
• Studying how this simulation was implemented in the Profasi simulation pro-
gram [8]. Some improvements and refactoring of the code was done, to enable
a more flexible representation of the crowders and facilitate the later coarse-
graining work, in collaboration with the main developer of Profasi, Sandipan
Mohanty.
• Measuring the interaction between target and crowder in the simulation model,
specifically how important each residue in the crowder was, and from this con-
struct a pruned system where the backbone and the less important residues were
removed.
• Design of the parameterized coarse-grained energy correction term, replicating
the excluded volume effects of the removed atoms, and implementation of it in
Profasi.
• Running simulations with this term in measurement mode, both with the orig-
inal ”reference” system and the pruned system, where the data needed for opti-
mizing the energy parameters were collected.
• Writing a program for processing the simulation result of the two systems, and
optimizing the energy parameters, to bring the coarse-grained system as close
as possible to the reference system, and analyzing properties of the resulting
ensemble, using reweighting techniques, so that the physical correctness of the
optimized model can be evaluated.
• Implementing time-efficient energy update calculation for doing simulations with
the optimized model, and evaluating the performance compared to the original
model.
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All molecular pictures are rendered with PyMol [9] and all additional graphics
with TikZ [10] and Pgfplots. [11]. Data processing and analysis was done using the
Julia language and environment [12].
2.2 Monte Carlo simulation of proteins
Computer simulation of proteins is a broad and active field with many approaches.
In a mechanical model, a system consisting of one or several proteins, is described by
coordinates x that completely determines the state of the system (the position of all
atoms, in the case for a full atomistic model), and the model defines a potential energy
as a function of the coordinates E = E(x). The simulation techniques for mechanical
models can be divided into two broad categories. In a kinetic or molecular dynamics
simulation the system is evolved forward in time by solving the equations of motion
numerically. The result will be a number of samples x0, x1, ... at discrete time points
t0, t1, ... describing the time evolution of the system. In a Monte Carlo simulation new
states are instead generated stochastically, where the resulting empirical ensemble
x0, x1 should be representative for the statistical ensemble of interest.
In statistical physics, predictions are made about average or typical behavior of
a mechanical system with many internal degrees of freedom, where we can’t know
the exact specific state, but have some knowledge of macroscopical properties of the
system. A statistical ensemble in this context means a probability distribution over
the microstates, given known macroscopic properties such as temperature or pressure.
The most frequently used might be the canonical ensemble (or Boltzmann distribution)
which describes the equilibrium properties of a system that might exchange energy
with its environment, but has a fixed volume and a fixed number of particles. The
probability (density) for state x is given by
P (x) =
1
Z
e−βE where β = 1/kT
where T is the (absolute) temperature, k is the Boltzmann constant, and Z, the par-
tition function, is the sum or integral over all numerators so that the total probability
normalizes to one
Z =
∫
x
e−βE(x)dx
Typical, interesting properties are expressed as ensemble averages (expectation values)
of functions f of the microstates, defined as the integral
〈f〉 ≡
∫
x
1
Z
e−βEf(x)dx
However, integrating directly over the full many-dimensional coordinate space is typ-
ically very difficult and also wasteful, as large parts of the space will represent im-
possible and highly unlikely states with vanishing contributions to Z (and so to the
ensemble averages). In a Monte Carlo simulation samples x0, x1, ... are instead drawn
from the ensemble so that exact ensemble averages are replaced by average values
over the samples:
〈f〉 ≈
∑
i
1
n
f(xi)
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For a large model with many degrees of freedom, directly drawing independent samples
from the ensemble is typically not feasible. Instead using Markov chain Monte Carlo,
a new sample xn+1 is generated by a movement ∆x from the previous state xn. The
Metropolis-Hastings method is such an algorithm. It consists of two steps. First,
there needs to be a suggestion distribution that is easy to sample from, for each
present state x it should sample a suggested moved state x′. Often, one ensures that
P (x′|x) = P (x|x′) i.e. the probability (density) for suggesting x when in state x′
should be the same as for suggesting x′ when in x. In the second step, one calculates
the acceptance ratio, given by
α ≡ P (x′)/P (x) = Ze
−βE(x′)
Ze−βE(x)
= e−β(E(x
′)−E(x))
where we have assumed P (x′|x) = P (x′|x) and inserted the canonical ensemble proba-
bility. As only relative probabilities are used, there is no need to calculate the partition
function. And now the rule is, if α ≥ 1 we accept the move unconditionally, but oth-
erwise we accept with probability α (i.e. we draw a uniformly random value between
0 and 1, and accept if it is smaller than α). If the move is rejected, we still regard
the Markov chain as being advanced to the next step, i.e. we set xn+1 = xn. Typi-
cally, each suggestion consists of randomly choosing one degree of freedom (henceforth
DOF) and then sampling a small movement −δmax < δ < δmax uniformly where the
scale δmax is chosen appropriately for each DOF. A too small scale will give a high
acceptance rate, as the energy changes will be smaller, but more steps will be needed
to make significant moves. Conversely, a too big scale will allow greater movement
in a single step, but as the acceptance will be lower many steps will be required to
make any movement at all. As a rule of thumb, an acceptance rate in the range of
30 − 50% will give good performance, but this depends on the system simulated. In
each step, only an energy difference ∆E = E(x′)−E(x) needs to be calculated, which
can be much cheaper than a full energy evaluation when only a single or a few DOFs
are updated.
Typically the used simulation time unit is an MC (Monte Carlo) sweep consisting of
as many steps as the system has DOFs. This is reasonable when comparing simulations
of similar systems but with different system sizes, as every DOF will be handled once
per sweep on average no matter the size. The number of sweeps required is not known
in advance. Therefore, one has to check the statistical robustness of the resulting
data, for instance by estimating the correlation length of key observables like the
total energy. For an observable f , the autocorrelation is defined over the distribution
of all trajectories {f(Xn)}Nn=0 as
R(τ) =
〈(f(Xt+τ )− 〈f〉)(f(Xt)− 〈f〉)〉
σ2f
Given a specific trajectory of samples {f(xn)}Nn=0 for some observable f , we can
estimate this as
R(τ) ≈
∑N−τ
n=0 (f(xn+τ )− 〈f〉)(f(Xn)− 〈f〉)
(N − τ)σ2f
where 〈f〉 and σf in this case are estimates, and the autocorrelation estimates should
be good as long as τ  N . The (estimated) autocorrelation is expected to decay
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Figure 2.1 – Schematic molecular structure of a protein backbone. Three amino acid
residues are shown in different colors, while the peptide bonds remain black.
from one at τ = 0 down to zero at some τ called the correlation length, and then just
fluctuate around zero (due to estimation errors) after this point. This would be the
sweeps τ required for xn+τ to be uncorrelated with xn (i.e. the number of sweeps until
the chain ”forgets” a state xn.)
2.3 PROFASI: an existing atomistic model
This thesis work builds upon an existing atomistic model of proteins [13] as imple-
mented in the simulation package Profasi [8] written in C++11. This package offers
a range of thermodynamic simulation techniques, however, in this thesis we will focus
on Monte Carlo simulation of a single canonical ensemble, using Metropolis-Hastings
sampling. This subsection will describe the existing model and implementation (as
before this thesis work started). We will summarize the aspects most relevant for the
coarse-graining work, for a longer description and analysis, see [13, 14].
The simulated system consists of a number of protein chains, each of which is a
sequence of amino acid residues (plus optional non-amino acid end-groups). Profasi
includes atomistic descriptions of the 20 common amino acids, and will compose an
atomistic model of the entire chain. In this model, all bonds are of fixed length and
angle, the DOFs are rigid body motions and torsional rotations, as other internal
DOFs such as bond vibrations, take much more energy to excite. As Profasi has
no notion of multi-domain proteins (proteins built from multiple chains), we will use
the terms ”protein” and ”chain” interchangeably. Similarly, as free amino acids aren’t
studied, the terms ”amino acid” and ”residue” is used synonymously.
The part of the amino acids that are similar in all kinds and through peptide
bonds form the chain, is called the backbone, while the specific part for each kind is
called the side chain, see figure 2.1. The side chain (shown as R in the figure) varies
in size from a single hydrogen atom in glycine to a complex structure of multiple
aromatic rings in the case of tryptophan. The carbon atom directly connecting to the
side chain is called Cα and if present, the first carbon in the side chain is Cβ. The
three backbone torsional angles per amino acid are called the Ramachandran angles
φ, ψ and ω. The angles are defined as the angles between planes formed between the
torsional bond and each of two of the neighboring bonds. Typically the ω angle is
fixed at 180◦ so that the O and the H (at the N) of connected residues are as far as
possible. The side chains have zero or more DOFs in the model, the most complex
being lysine and arginine with 4 torsions each. The chains are located in a cubic box
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with periodic boundary conditions. The box should be chosen large enough so that a
chain wouldn’t interact with a cyclical copy of itself, which would be a non-physical
effect.
2.3.1 Energy functions
Profasi supports a flexible force field model where a number of different kinds of
energy terms might be used, and new ones could be implemented as separate modules.
The ”standard” force field, as described in [13], consists of the following major terms:
the excluded volume Eex, the local peptide potential Eloc, the hydrogen bond terms
Ehb as well as side-chain specific terms Esc. As calculating the total energy for the
entire system is expensive, a full reevaluation is only done once per sweep. In a Monte
Marlo move, only the change of energy ∆E is calculated, and if accepted the total
energy is updated by incrementing with the calculated ∆E. At the end of a sweep,
the total energy is reevaluated, to detect any error in the accumulated total energy,
for instance, due to rounding.
Most important to the coarse graining work is the excluded volume term, and this
term and its implementation are thus described in detail. The excluded volume term
is a pair potential for all atoms that is strongly repulsive for small distances and thus
forbids atoms from occupying the same volume. Each pair of atoms has a contribution
defined to be
Eex(i, j) =
kex
(
λij(σi+σj)
rij
)12
rij < λijrC
0 otherwise
where kex is a strength constant, σi is the radius of atom i (defined in the model
for every atom kind, and varies from σ = 1.00 Å for hydrogen to σ = 1.77 Å for
sulphur), rij is the center to center distance between atoms i and j, and rC is a cutoff
radius at 4.3 Å1. For pairs farther apart, the contribution will be negligible and is not
calculated, to avoid O (n2) performance cost in the total number of atoms n for every
single energy calculation. The λij factor will be 1 for pairs that are connected by three
covalent bonds (i.e. as close as possible to the torsional bond without being a fixed
distance pair), and 0.75 for all other pairs, to compensate for the restricted flexibility
caused by fixed bond lengths and angle. Pairs of atoms that are known to have fixed
distance during the course of the simulation will have a constant contribution, and
won’t affect the dynamics of the system, and are thus excluded from the calculations
for efficiency. Pairs of atoms that are separated by three covalent bonds and on
different sides of a rotatable bond, thus using the factor λ = 1, are, for the purpose
of calculation and presentation, collected in a separate LocExVol term in the force
field, and ExVol handles the rest (with λ = 0.75). The excluded volume terms are
the largest contributors to simulation time in Profasi (for typical simulations), as it
affects all atoms, and so its implementation is also the most optimized one.
A cell structure is implemented to speed up this calculation. The system box is
divided into equal-size cubic cells in a grid structure. Profasi keeps track which cell
each atom is located in and updates this information when an atom is moved. The
side length is ensured to be at least as long as the cutoff distance (and not much
1We will always use the length unit 1 Ångström = 10−10 m
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longer). When evaluating the ExVol contributions for an atom, only the cell of the
atom and the 26 neighboring cells need to be searched for atoms that will give a non-
zero pair contribution. When calculating the ∆E in a suggested move, ”dirty” cells
that contain moved atoms are marked. In parallel with this thesis work, the main
developer of Profasi, Sandipan Mohanty worked on generalizing this structure so
that more energy terms can use the cells. This would enable speedups through being
more cache-friendly by evaluating all energy terms for a specific cell at once (instead
of looping through all atoms in every term). The new structure also allows calculation
of contributions from different cells in parallel on a multi-core system.
Solvent molecules (water and ions) are not explicitly represented in the model.
Solvent effects are instead modelled via the energy function, which is designed for
proteins in a aqueous solution. This strongly affects the strength and form of the
interactions. The side-chain potential Esc for instance consists of two terms with
similar structure: an effective hydrophobic attraction Ehp between non-polar side
chains that wouldn’t need to be present if explicit water molecules were included, and
Coulomb interaction between charged side chains, Ech, where the strength and range
of the interaction is adjusted to account for the shielding effect of water molecules
and ions.
The Eloc term describes interactions between atoms separated by a few covalent
bonds. It consists of two sub-terms affecting backbone angles, implemented as Bias
in Profasi, and a third term affecting side-chain angles by explicit angle potentials,
implemented as TorsionTerm.
For a detailed description of the Esc and Eloc terms and the hydrogen bond term
Ehb, see [13].
2.3.2 Observables
Profasi implements a number of observables, which are properties of the system
that are sampled periodically during the simulation. Typically, these are not sampled
every MC sweep, as the system will not change significantly in a single sweep, and
such frequent sampling would just generate a large amount of strongly correlated data.
Typically they are sampled once every 100-1000th sweep. Examples of observables
are the various energy terms, and properties such as
• Rg, the (atomic) radius of gyration, calculated for the entire system or for a
specific chain. The atomic radius of gyration is defined as
R2g =
1
N
N∑
k=1
(rk − rmean)2 where rmean = 1
N
N∑
k=1
rk
• AtomDistance which simply tracks the distance between two arbitrary selected
atoms in the system.
• ProteinRMSD which measures the root mean square deviation from a specified
reference structure for a chain (typically an expected native folded state).
• HelixContent and BetaStandContent are measures of presence of alpha helix
and beta sheet secondary structures, respectively, for a specified chain. This is
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calculated by counting the number of residues where the Ramachandran angles
φ, ψ are within certain limits.
2.3.3 Molecular entities
Apart from protein chains, Profasi also supports adding other molecules to the
simulation in a simpler representation called MolecularEntity. Such models are
specified by groups of atoms moving rigidly, which are called links, where adjoining
links have a torsional DOF between them. The purpose is to be able to add other
kinds of molecules to the box that would interact with the protein chains. Molecular
entities currently support a much more limited set of energy terms and observables
though, but the plan is that these will be able to implement the entire protein model,
so that there only will be one flexible data structure representing both protein and
non-protein molecules. As a step in this direction, in this thesis we will use molecular
entities to represent crowders.
2.4 Model system
The model system consists of a single Trp-Cage molecule, and eight BPTI molecules
acting as crowding agents. The backbone angles of BPTI are fixed to values corre-
sponding to the native folded state, as determined by crystal measurements (PBD ID
4PTI). BPTI is an unusually stable protein (much more stable than Trp-Cage), so
this is still a good model. In this thesis, all simulations will be run at 315 K (42 ◦C),
the melting temperature of Trp-Cage [6]. Figure 2.2 shows the starting position used,
and figure 2.3 shows a random snapshot from a long-running simulation. Each BPTI
consists of 898 atoms and the Trp-Cage of 304, so the whole system contains 7488
atoms.
To measure the response of Trp-Cage to crowding (when using the different crowder
representations) we will look at a few observables. As the native Trp-Cage structure
has an α-helix segment, we use the HelixContent observable. The radius of gyration
gives an indication how compactly the Trp-Cage is folded. Also measured is the end-
to-end distance, taken as the Cα-Cα distance between the first and the last residue,
which has previously been shown to be highly sensitive to BPTI crowding [15].
2.5 Creating a simplified crowder representation
The simplest possible crowder representation might be as hard-spheres. The interac-
tion energy for such a sphere becomes infinite if any of the target atoms overlap with
the sphere volume, but is zero otherwise. Simulations show, however, that replacing
BPTI with hard spheres (either with the volume set to the BPTI volume or the di-
ameter set to the maximum diameter of the BPTI reference structure) is not enough
to replicate the effects on Trp-Cage observed with BPTI crowders [15]. On the other
hand, it is computationally expensive and most likely unnecessary to describe the
crowder protein in full atomistic detail, especially if the protein, like BPTI, is highly
stable. The crowder proteins are typically much bigger than the target protein whose
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Figure 2.2 – Starting configuration of the model system. Trp-Cage in red and the eight
BPTI in green.
Figure 2.3 – A typical state of the system. Trp-Cage is red and the BPTI is green.
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dynamics we really want to study, so much of the simulation time is spent on updating
the atomic description of the crowder, rather than the target. For a stable crowder we
would like to simplify the description by using a fixed-backbone approximation and
a coarse-grained representation. The coarse graining can be done in many different
ways. The approach considered in this thesis is based on the following considerations.
We want to keep the present atomic representation of the side chains that are inter-
acting with the target molecule. In this way we can keep the existing empirical force
terms describing e.g. hydrophobic and charged interactions, and we won’t need to
reparameterize these.
The crowding proteins are assumed to be in their native, folded state, and therefore
won’t exhibit significant backbone movement. Therefore, in this thesis we will only
consider models where the backbone is completely fixed. The model that consists of
keeping all atoms (and all non-constant energy terms) in the crowder and freezing the
backbone torsion angles will be considered the reference system, to which all coarse
grained models will be compared.
As the excluded volume interaction is short-ranged, we try to remove the atomistic
description of side chains that atoms of the target protein are unlikely to be close to.
The target protein is also assumed to interact more with side-chains than the backbone
atoms, which typically are less exposed, and is thus also removed. However, for the
side chains that are kept, the adjoining Cα and N atoms are kept, as these are needed
to define the first side-chain torsional DOF. We should make sure to preserve side
chains with important cross-chain interaction terms. All charged side chains, such as
arginine and lysine, are kept. Most of the hydrophobic side chains will also be kept,
except a few that are hidden deeply inside the structure.
We will refer to the systems where atoms and some side-chain DOFs are removed,
but before any corrective term is added, as the pruned system. This new crowder
model consists of fewer atoms and has less computational cost, but there will un-
avoidably be ”holes” in the structure: regions in the configuration space that are
forbidden in the reference model due to volume exclusion, but now are allowed in the
pruned system. We will try to counter this by adding an auxiliary repulsive force field
term that restricts the space available to target atoms. In order to actually improve
efficiency, this term must be zero for an atom that is not close to the crowder, oth-
erwise there would be a O (Nm) cost, where N is the number of target atoms and
m the number of crowders. We will refer to the resulting, corrected system, as the
coarse-grained system.
2.5.1 Representation of coarse-grained crowders
To implement coarse-grained crowder molecules in Profasi, rather than implement-
ing a new ad-hoc data structure, we use the above-mentioned MolecularEntity struc-
ture. This required implementing support for a few more energy terms for molecular
entities, namely the hydrophobic Ehp and Coulomb Ech side-chain interaction terms
and the local side-chain torsional angle term Ett. This work is likely useful anyway,
as the long-term plan for Profasi is to use molecular entities also to represent pro-
tein chains. Two new modules in Profasi were then implemented. The first is a
translator, which given a crowder protein chain, a starting configuration, and a list of
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side chains to keep, generates two MolecularEntity structures, the full-atom refer-
ence structure, but with all backbone atoms in the same rigid group, and the coarse
grained structure with atoms removed as stated above. The all-atom entity should
behave identically to the protein chain representation of the crowder with the back-
bone angles fixed, except for a constant energy shift representing terms held fixed and
not calculated anymore. However, a bug in the conversion code caused four addi-
tional DOFs to be introduced in the reference system (in the side-chains of glutamine
and aspargine). We discovered this quite late in the process, but we judged it not
to change the dynamics nor the runtime performance significantly. The second new
module implements the new coarse-grained energy term, as described in section 2.7
below.
2.5.2 Selection of side chains
The selection of side chains to remove is done as a pre-processing step, before the
fitting of the new coarse-grained force field. In this thesis, where we focused on
a single crowder protein, BPTI, we did this manually, but informed by measured
heuristics.
We study the contacts formed by residues in the target protein and the crowder.
Two residues are said to be in contact when their Cα-atoms are within a distance of
6 Å. For each pair of a Trp-Cage residue and a BPTI residue, the frequency with
which a contact is formed between the Trp-Cage residue and any copy of the BPTI
residue was measured. More information about this analysis, done by Anna Bille, can
be found in [15].
In addition, we measure how much each residue of BPTI contributed to the ExVol
interaction between the target and the crowders. More specifically, the root-mean-
square of the ExVol contributions to the energy difference ∆E of each suggested Monte
Carlo move is collected for each residue. Now, this is not a proper statistic on the
canonical ensemble itself, as it also depends on the Monte Carlo suggested moves.
As long as the suggestion is not heavily biased among the different residues, this
will still work as heuristic reflecting the exclusion effect of each residue. It provides
a measure of how important each residue is for rejecting configurations due to the
excluded volume effect.
We also do a manual assessment by just looking at a 3D picture of the BPTI
reference structure, and classifying the side chains as being on the outside or inside of
the structure (before looking at the measures above), and a few unclear cases. Here
we also look at the energy terms active for each side chain; a side chain with a charged
group would be obviously important for the interaction with the target and must be
kept. After this we will compare the three results and decided manually which side
chains to remove.
2.6 Model fitting using relative entropy
We now have two systems, the reference system, with all-atom BPTI representa-
tion (but with fixed backbone structure) as well as the pruned system. We want to
construct a coarse-grained system, which consists of the pruned system plus some
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corrective energy term, to make it as ”similar” to the reference system as possible.
We need to rigorously compare how close the coarse grained model is to the reference
system, so that a parameterized energy term could be optimized for best fit.
We recall that the systems are described as probability distributions, more specif-
ically canonical ensembles:
P (x) ∼ e−βEREF(x) and P 0CG(x′) ∼ e−βE
0
CG(x
′)
Here EREF(x) is the total energy in the reference system and E0CG(x) is the total
energy of the pruned system (before any correction energy term is introduced). We
want to use a corrected energy ECG = E0CG +ECGT where ECGT is optimized to make
the resulting ensemble as close to the reference ensemble as possible. We will use the
approach of minimizing relative entropy, which we will explain by first looking at the
simpler principle of maximum entropy.
The principle of maximum entropy is a general principle for assigning probabilities
to states or outcomes of a system where incomplete information is available. The
(information theoretic) entropy is a measure of a statistical distribution defined as
H(X) = −
∑
i
P (xi) logP (xi) or H(X) = −
∫
P (x) logP (x)dx
in the cases of a variable X with a discrete or continuous distribution, respectively.
(we will consider the case of continuous distributions here, but all formulas apply to
the discrete case by replacing integrals by sums) In information theory the entropy
is interpreted as the expected amount of information one gains (the amount of ”sur-
prise”) when observing an outcome of X [16]. According to the principle of maximum
entropy, one should pick the probability that maximizes entropy, under constraints
corresponding to the measured information available. [17] Otherwise, the distribution
would indicate a preference for certain outcomes over others, without support in the
measured data.
When no information is available, the principle says that one should regard the
states as equally probable. Consider now that we have knowledge (from measurements
or otherwise) of some average property f of the system.
〈f〉 ≡
∫
P (x)f(x)dx = f0
Maximizing the entropy under such a constraint gives a distribution of the form [17]
P (x) = Z−1e−λf(x)
where the Lagrange multiplier λ depends on f0, and Z =
∫
exp (−λf) dx is the nec-
essary normalization constant.
In a typical case, one already has a model of a system that one wants to improve
in the light of new data. In this case, the related information theoretical concept of
relative entropy, also called Kullback-Leibler divergence [18], is more useful. It is a
measure of the difference between two distributions P,Q over the same set of states,
given by
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Irel(P |Q) =
∫
P (x) log
P (x)
Q(x)
dx
Note that it is not symmetric (so it does not define a metric function). Intuitively,
it measures how much more ”informative” P is over Q. Alternatively if Q describes
our current model of a system, but it turns out that the expected values of some
measurement 〈f〉Q, is significantly different than the experimental average f0, we could
construct a refined model described by the P that minimizes the relative entropy while
consistent with the experimental data so that 〈f〉P = f0. This gives a distribution of
the form
P (x) = Z−1Q(x)e−λf(x) (2.1)
This can be regarded as a generalisation of the maximum entropy approach [19].
If we instead keep P fixed, regarding P as a known ”true” distribution, but some
distribution Q is used as an approximation in a calculation, the relative entropy
measures how much information about the state that is lost, and we should choose
Q to minimize this loss. Just as experimental data can be used to calibrate a new
computational model, analogously we can also compare with data from an existing
model. In this thesis we are constructing a coarse-grained model to be as close as
possible to an existing fine-grained reference model (that we in the scope of the thesis
work regard as ”the truth”). Coarse graining means that the new model will have fewer
microstates than the existing model, while the relative entropy expression assumes two
distributions over the same states. However, as long as we have a function M from
fine- to coarse-grained states (obviously not a surjective one), we can still use the
relative entropy which then takes the expression [20]
Irel =
∫
P (x) log
P (x)
Q(M(x))
dx+ Imap (2.2)
Here Imap is a measure of how much information is lost just by applying the
mapping function M to the fine-grained ensemble. In our case, as coarse-graining
amounts to a simple removal of unwanted DOFs, we have a simple mapping M from
reference system states xREF to CG (coarse-grained) states M(xREF) = xCG, where
xREF = (xCG;xEL) and xEL are the thrown away DOFs (more precisely the internal
torsion angles of the eliminated side chains). The Imap term is completely independent
of the model probabilities Q(x). When evaluating coarse-grained force field parame-
ters, it is therefore enough to consider the first term. However, if the mapping term
is included, Irel will be a non-negative number that goes to zero only if the CG sys-
tem preserves all information in the reference system. This is only possible if the
conditional distribution of all fine-grain states (given a coarse-grain state) is flat, i.e.
P (xEL|xCG) = 1/ω, where ω is the volume of the xEL parameter space. This is not
feasible for a realistic simple mapping function. When the mapping is fixed, the best
we possibly could do, by varying the CG energy field, is to get as close as possible to
the marginalisation over the thrown away coordinates,
Q(xCG)→ P (xCG) ≡
∫
P (xCG, xEL)dxEL
Now inserting the canonical ensemble expressions
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P (x) = Z−1REFe
−βEREF(x) and Q(x) = Z−1CG(λ)e
−βECG(x,λ)
where λ are parameters of the coarse-grained energy field, into (2.2) we get
Irel = Z
−1
REF
∫
e−βEREF(x)β(ECG(x, λ)− EREF(x))dx+ (logZCG(λ)− logZREF)
= β 〈ECG − EREF〉REF + (logZCG(λ)− logZREF)
2.6.1 Procedure for relative entropy minimization
We will use the procedure for minimizing the relative entropy between canonical
ensembles described by Carmichael and Shell [21], and summarized below. At an
extreme value we expect the derivatives w.r.t. the parameters λ to be zero. We can
calculate these as
∂I
∂λi
=
〈
∂ECG
∂λi
〉
REF
− ∂Z(λ)
∂λi
=
〈
∂ECG
∂λi
〉
REF
−
〈
∂ECG
∂λi
〉
CG
(2.3)
so the optimality condition ∂I
∂λ
= 0 is equivalent to〈
∂ECG
∂λi
〉
REF
=
〈
∂ECG
∂λi
〉
CG
(2.4)
It might be hard to solve for λ analytically, but numerical optimization could be
done using the Newton-Raphson scheme. The 2nd derivatives of Irel can be expressed
as the Hessian matrix H:
Hij =
∂2I
∂λiλj
= β
(〈
∂2ECG
∂λi∂λj
〉
REF
−
〈
∂2ECG
∂λi∂λj
〉
CG
)
+
β2
(〈
∂ECG
∂λi
∂ECG
∂λj
〉
CG
−
〈
∂ECG
∂λi
〉
CG
〈
∂ECG
∂λj
〉
CG
)
(2.5)
Now, approximations λn can be calculated iteratively as
λn+1 = λn −H−1 ∂I
∂λ
(2.6)
where ∂I
∂λ
is the gradient vector. We will assume ECG is linear in the parameters λ,
and thus can take the expression
ECG(λ) = E
0
CG +
∑
i
λiqi (2.7)
Under this assumption ∂ECG
∂λi
= qi and equations (2.3) and (2.5) reduce to
∂I
∂λi
= β(〈qi〉REF − 〈qi〉CG)
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∂2I
∂λiλj
= β2(〈qiqj〉CG − 〈qi〉CG 〈qj〉CG) = β2Cov〈qi, qj〉CG
In the linear case, it also holds that the relative entropy cannot have more than
one local minimum [21], the global minimum, so there is no risk that the optimization
gets stuck in an incorrect minimum. Therefore we can simply use the starting guess
λ0 = 0.
Now let Q1(xCG) be the ensemble probabilities with λ1 fulfilling optimality (2.4),
Q1(xCG) = Z(λ
1)e−β(E
0
CG(x)+
∑
i λ
1
i qi(x)) ∝ Q0(xCG)e−
∑
i λ
1
i qi(x))
which is on the form (2.1). Thus it also holds that Q1 is the ensemble out of any
ensemble, that minimizes Irel(Q1|Q0) while satisfying (2.4). We might interpret Q1(x)
as being the ensemble that is both most similar to P with respect to the averages 〈qi〉
and most similar to Q0 otherwise. This means, that the ensemble Q1 will be a good
approximation to P given that the qi measurements capture the interesting properties
that are lost in the coarse graining P → Q0.
Optimizing λ requires averaging over both the reference and CG distributions. As
the reference distribution does not depend on λ it is enough to do one simulation
of the reference distribution, and saving CG samples, that can be used to calculate
〈ECG(λ)〉REF as a function of λ. If ECG is linear in λ the ensemble average in the
reference distribution will of course also be linear in these, and it will be enough to
save the averages 〈qi〉REF. From the pruned system we need to save 〈qiqj〉 as well, to
calculate the covariances.
2.7 The coarse-grained energy correction term
As noted above, the pruning of atoms should keep all side chains with strong inter-
actions with the target, as measured in the reference system, but it makes regions
accessible where target protein atoms couldn’t possibly be. Therefore a good choice
for the energy correction term ECGT would be a smooth repulsion potential affecting
all target atoms close to a specific crowder. To achieve this, we make an ansatz of the
form
ECGT =
∑
k
∑
j
f(T−1k ~rj) (2.8)
where k ranges over the crowder molecules and j over all target protein atoms, and
T−1k means that we project back the global atom coordinate ~rj into the coordinate
frame moving along with crowder k. To be able to improve efficiency, the function
f should only have support in a close neighborhood of the crowder. In this way, the
cell structure used for excluded volume and intermolecular terms in Profasi could
be used to limit the necessary calculation. f must also be flexibly parameterized,
to be able to exclude the desired volume. Furthermore, f should be linear in the
parameters, which makes the optimization simpler, as noted in section (2.6.1).
Splines are generic parameterizable functions with specified smoothness conditions.
Given a set of control points, a spline function can be written as a sum of basis spline
functions, or B-splines. To define a spline function f(x) on x0 < x < x1 control points
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Figure 2.4 – Cardinal B-Splines of order 1, 2, and 3 (left to right), on a grid with fixed
spacing ∆t = 1 and t0 = 0.
x0 = t0 < t1 < ... < tn = x1 should be specified. The simplest is to use points with
fixed spacing, which gives cardinal B-splines. B-splines are defined recursively as [22]
Bi,1 =
{
1 ti ≤ x < ti+1
0 otherwise
Bi,k =
x− ti
ti+k−1 − tiBi,k−1(x) +
ti+k − x
ti+k − ti+1Bi+1,k−1(x) (2.9)
which in the case of cardinal B-splines (fixed spacing ∆t) reduces to
Bi,k =
(x− ti)Bi,k−1(x) + (ti+k − x)Bi+1,k−1(x)
(k − 1)∆t
Basis functions of order 1, 2 and 3 are shown in figure 2.4. B-splines of order k will
be continuously differentiable k − 2 times. In what follows, we will restrict ourselves
to splines of order 3, known as cubic splines, and suppress the order index k. This
choice ensures we get continuous derivatives of the energy, that is continuous forces.
A (one dimensional) spline function can then be written as a sum of B-splines for a
specific order k
f(x) =
{∑n
i λiBi(x) t0 < x < tn
0 otherwise
Given λ this function can be evaluated efficiently, as maximally k B-splines will have
support at a specific point x. The equations (2.9) directly give an algorithm to
compute these spline values efficiently. By taking the tensor product of three such
basis sets (which can have different n and spacing v) we get a parametrization of R3
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ranged spline functions
f(x, y, z) =
nx∑
ix
ny∑
iy
nk∑
ik
λixiyizBix(x)Biy(y)Biz(z) (2.10)
For simplicity we use the same spacing ∆t in every dimension. The function f
will have support in some rectangular box, which moves rigidly with the crowder
molecule. We need to size and align the box so that it covers the entire volume where
the crowder is located, or at least all the removed atoms plus one ExVol cutoff radius
rc = 3.2 Å in every direction. The exact orientation of the box doesn’t matter very
much, so a simple algorithm is used, that tries many orientations and picks the one
where the removed atoms in the crowder could be covered with least volume. As the
shape of the crowder molecule is not close to rectangular there will still be regions
in the box that are far a way from the crowder. Therefore we define a mask over
which λ(ix, iy, iz) will be allowed to be nonzero. For each atom that is removed, we
mark the closest mesh points, so that the ExVol cutoff region can have support by
the optimized function. Any nonzero coefficients found by the optimization process
far from this region would probably only be fitting to noise, anyway.
This f function gives an energy potential felt by every target atom, dependent on
the center position of every atom. But the original ExVol also depended on the radius
of the atom. To account somewhat for this, we multiply the contribution with the
atomic radius σ (as defined for ExVol, see section 2.3.1) to some power. One could
certainly analyze more properly what the optimal power would be, but for now we
assume that the correction energy is proportional to the area, σ2.
When inserting (2.10) into the sum (2.8) we get an expression for the energy
correction term of a system state that also is linear in the parameters, i.e. it can be
written in form (2.7),
ECG(λ) = E
0
CG + ECGT(λ) = E
0
CG +
∑
i
λiqi
In the reference simulation, there is no active ECGT term, but we want to save the
〈qi〉 measurements. We note that a similar procedure can be used to both calculate
the ECGT contribution when λi is known, and also qi, which measure how sensitive
the system is to changes to a parameter λi and could be expressed as
qixiyiz =
∑
k
∑
j
σ2jBix(x
′)Biy(y
′)Biz(z
′) where (x′, y′, z′) = T−1k ~rj
where k ranges over all crowders and j over all target atoms. The qi can be interpreted
roughly as a measure how much target atoms are found in the neighborhood of cell
i = (ix, iy, iz), or more precisely how much their presence are ”felt” by the B-spline
whose maximum is in the center of the cell. For this reason we call qi the occupancy
of the cell. Increasing λi will add a repulsion energy to the atoms that are in this
neighborhood, and we will do this to penalize states in the coarse-grained system
where target atoms are in neighborhoods where the average occupancy is higher than
the reference system. As the B-splines overlap significantly, neighboring qi values are
expected to be highly correlated, and increasing λi will decrease the occupancy of the
neighboring cells as well.
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2.7.1 Implementation
The energy correction term is implemented in Profasi under the name CGTerm. We
reuse the cell structure originally used by ExVol for efficient calculations of the q oc-
cupancies needed for optimization as well as the resulting energy value. Most critical
for performance is the ∆E calculation that will run for every proposed update. As-
suming any update only moves one molecule or a part of one molecule (which is true
for the Profasi move set), we can divide this into two cases. In the first case target
atoms have been moved. In this case we need to calculate the CGTerm contribution
for these atoms, both in the original and the updated position. For every dirty cell
we first count the number of moved target atoms. If this is zero the entire cell can
be skipped. Then, for every crowder molecule, we check if the cell is close enough
so that any atom can be affected by the potential, and then calculate the change of
energy for that molecule. In the case where a crowder has moved, we instead need to
mark all cells that could contain affected target molecules. A simple optimization we
do is to keep track of the energy contribution of every crowder, so in this case only
the contribution of the new crowder position need to be recalculated. For the new
position, we currently mark every cell in the smallest bounding box oriented in the
axes of the system box (as shown in figure 2.3), which in the worst case is four times
bigger than the box where the spline could be non-zero. As only 2% of the move trials
are rigid body motions this shouldn’t affect the total running time catastrophically,
but in the future we would like to do something better, like marking all cells in an
ellipsoid closing over the removed atoms.
2.7.2 Optimization of mesh parameters
Now the process for optimizing mesh parameters and evaluating accuracy is as follows.
First a reference simulation is run and the 〈qi〉 are collected. Then, a simulation is
run with the pruned crowders, but still without any ECGT contributing to the Energy.
Here 〈qi〉 are collected and also the 〈qiqj〉 needed to calculate covariances Cov〈qi, qj〉.
Also samples {qi}nk are collected, which will be used for reweighting. We also collect
samples of observables for the system in synchrony, so they also can be reweighted.
We found that just applying the generic Newton-Raphson scheme (2.6) with the
covariances has numerical stability and performance issues. The difficult part is solv-
ing the system
H∆λ = ∆q where Hij = −βCov〈qi, qj〉 and ∆qi = 〈qi〉REF − 〈qi〉CG
With N = 5300 mesh parameters, H is a 5300 × 5300 matrix, which makes solving
the system expensive. Also the covariances Cov〈qi, qj〉 between two distant mesh point
is very small and likely has bad Monte Carlo estimates. We use a reduced covariance
matrix C ′ where covariances for pairs over a cutoff distance are set to zero. We use
a cutoff of three cell distances. This is enough to account for the correlations that
simply follows from the parameterization (due to the overlap of the B-splines), but
not for long-range correlations (from the actual behavior of the system). This gives a
sparse matrix with ≈ 300000 nonzero elements, roughly a factor of 100 less than the
elements of the dense system.
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Still there is numerical stability issues. Certain regions of the mesh are excluded
by side-chain atoms still present in the coarse-grained models. In these regions ∆q
will already be very small, but then H will be very small as well. As ∆qi goes to zero
(say as getting closer to an atom present in both of the systems) the diagonal element
Hii = −βVar〈qi〉 goes to zero as the square of ∆qi, and the suggested correction ∆λi
blows up. To counter this, we use Tikhonov regularization [23], and solved
min
∆λ
Λ = (H∆λ−∆q)2 + ω(∆λ)2
By setting dΛ
dλ
= 0 we get the equation system
(HTH + ωI)∆λ = HT∆q
Now as HTH is at least positive semi-definite, so the new system S = (HTH+ωI) will
be positive definite with eigenvalues ≥ ω. Now using this gives a modified iteration
(compare equation 2.6)
λn+1 = λn − χ(HTH + ωI)−1HT∆qn
where we also added a step size parameter χ which ideally is one, but might need to
be reduced to ensure stability of the iteration. We can roughly interpret this as not
taking locally the biggest possible correction, but rather taking the best correction
relative to the magnitude of the parameter change ∆λ. Note that the regularization
only applies to the Newton-Raphson steps, and no regularization was applied to the
overall optimization problem.
In every iteration step, we need to recalculate 〈q〉CG which depends on λ to deter-
mine the remaining residue ∆q = 〈q〉REF − 〈q〉CG. The CG ensemble depends on the
λ weights, but it would be wasteful to run an entire CG simulation in each Newton-
Raphson step. Instead the effect of a (not too large) shift in λ can be determined
by reweighting techniques [21, 24]. Thus, we can estimate the averages of q as well
as other interesting observables in the parameterized model without actually running
this simulation (of course, the entire procedure is still slower than running the final
coarse-grained simulation with the parameterized model).
Let {xn}Nn=0 be samples drawn from the uncorrected coarse-grain ensemble. Now
averages from the reweighted ensemble on any state observable f can be calculated
as
〈f〉CG(λ) ≈
1
Z∗
∑
n
Pnew(x
n)
Pold(xn)
f(xn) =
1
Z∗
∑
n
e−λq
n
fn where Z∗ =
∑
n
e−λq
n
Of course, reweighting decreases the statistical robustness by practically excluding a
part of the samples, and giving higher weights to other samples. The optimization
procedure optimizes the parameters λ to correct the ensemble averages of the empir-
ical coarse-grained ensemble that the data is extracted from. We want to validate
that the fitted model is physically relevant and not just (over)fitting to the specific
data. Therefore we perform the reweighting on data collected from one simulation
run {qn}1n=0,N and evaluate the error reduction by applying the calculated weights to
an independent run {qn}2n=0,N .
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Ideally, the applied coarse-grained energy field on the crowder molecule will try to
approximate the exclusion effects of the atoms only present in the reference crowder
model, and depends not significantly on the exact structure of the target molecule,
only on the kind of interaction. Ideally, we would prefer the BPTI model not to
depend of the target molecule used for parameterization, but rather be reusable for
multiple target proteins. Therefore we also tried to do the optimization using a much
simpler model.
Here, we consider a system with a single fixed crowder molecule and a single
”target” atom. The latter is free to move around, but constrained by the ExVol energy
field from the crowder. If we keep the internal DOFs of the crowder fixed (assuming
that they don’t affect the excluded area so much), we can simulate canonical ensembles
simply by rejection sampling. We randomly generate coordinates for the target atoms,
and measure the ExVol contribution (both in the reference model and in the coarse
grained system), as well as the contribution to the densities q. Then the canonical
ensemble can be generated by reweighting according to the energy difference that
the target-crowder ExVol interaction incurs. ”Impossible” states where the target
atom overlaps with a crowder atom will have very high energy, and thus a vanishing
Boltzmann factor exp (−β∆E), and the state is effectively rejected. To allow the
internal DOFs of the crowder to move we can use a hybrid scheme. We have an outer
interaction where in every cycle a single Metropolis step is performed for a torsional
angle, without any target atom affecting the system. For each outer iteration we
sample a number of target atom positions. As the energy difference is still the same
(the crowder-target pair interaction) the same reweighting can still be used.
2.8 Simulation lengths
For the reference and the pruned system, we perform 16 parallel runs each with 900000
and 1200000 Monte Carlo sweeps, respectively. The first 10% of the trajectory is
thrown away as burn-in time. Each run takes 5 days2. For the pruned system the
entire simulation batch is repeated twice, as will be explained in section 2.9. Once per
200 sweeps the CGTerm field is printed to file, giving 90000 q samples (for reweighting)
per batch. While there is no need to save individual q samples for the reference
system, the observables are printed with the same frequency (once per 200 sweeps),
so correlation lengths can be estimated in the same way.3
In the case with a single atom target, 1000000 samples are generated, as such a
sample is much cheaper than the complex system, but also less informative, and not
all samples will contribute to the partition function.
2The runs used a specified job length 5 × 24 hours, which explains the difference in number of
sweeps. As we will see in section 3.2 the reference simulation turned out to have shorter correlation
lengths, so the estimated number of independent blocks got roughly the same.
3While the thesis work progressed, in parallel support for multi-core computation within a single
temperature simulation was being implemented in Profasi. However to stay consistent with earlier
simulations and not rely on this, at the time still experimental change, we chose to continue using
parallel independent runs for speedup.
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2.9 Evaluation of accuracy and performance
We estimate the sample standard deviation of ensemble averages, by dividing the
chains into blocks whose averages are assumed independent. We determine the block
lengths by looking at the correlation length of a few key observables, like the total
energy E, the radius of gyration of Trp-Cage and the end-to-end distance (as defined
in 2.4). As the single-atom simulations are much faster, with simulation times in
minutes and not days (the limiting factor is instead the reweighting, as more samples
must be processed to get good reweighted estimates), we determine the accuracy
by repeating the entire simulation 20 times, and calculating the standard deviation
estimates directly.
To analyse the difference between the reference and coarse-grained crowder repre-
sentation, we compare the respective q-meshes. The average difference
∆q =
1
N
∑
j
(
〈
qj
〉
CG
− 〈qj〉
REF
)
measures the overall bias (to what extent target atoms are close to the crowder). The
total deviation from the reference q-mesh is quantified using the root-mean-square
error
eRMS =
√
1
N
∑
j
(〈qj〉CG − 〈qj〉REF)2
which only goes to zero if the meshes converge exactly, and so the relative entropy
has been minimized for this choice of parameterization. Using eRMS is simpler than
using Irel directly, as estimating the latter requires integrating over the reference en-
semble, and we don’t know beforehand what is the lowest Irel this parameterization
can accomplish. On the other hand if enough data is collected and the optimization
iteration is run long enough the eRMS can be brought arbitrarily close to zero. As a
reference for the error reduction, we will also optimize a flat λ mesh to reduce the
RMS error as much as possible. This means a target atom gets a constant energy
contribution whenever it is in the box around the crowder (except for a linear gradient
in the outermost cell layer, due to the continuity requirement). This enables us to see
how much of the error correction is due to just correcting the overall bias of the mesh
values, rather than the detailed excluded volume effect.
The reweighted mesh could in principle be brought arbitrarily close to the mea-
sured reference mesh by letting the optimization process run long enough, and letting
the parameters grow unrestrictedly. However this would probably just be overfitting
to the samples of one simulation run, and not improve the coarse-grained model in
general. Therefore the pruned system simulation is repeated twice. The first one
is used to calculate the 〈q〉CG and 〈qiqj〉CG as used in section 2.6.1. After the opti-
mization is done, the second will also be reweighted, and this reweighted ensemble
will be compared to the reference. As halting criterion for the optimization proce-
dure, the optimization iteration is stopped when we see no further improvement to
the reweighted second system. So far, we are checking the accuracy and robustness
of the parameter optimization procedure itself. In the big picture, what is interesting
is not the 〈q〉 occupancies per se but the overall behavior of the system. We look at
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a few key observables, as detailed in section 2.4, as a simple independent measure of
the system behavior. We calculate observable averages on the corrected system by
reweighting the second system. We check first for which of these observables there is
any significant difference between the reference system and the pruned system, and
for those observables there is, we check if the correction brings these closer to the
reference system.
To evaluate the performance, we will run otherwise identical simulations of the
Trp-Cage-BPTI system using three different BPTI crowder representations. First,
the original representation, where crowders are represented using the Protein data
structure with backbone DOFs still represented, but frozen. Then the ”reference”
system, physically identical to the original, but with the new MolecularEntity data
structure for representing BPTI and its movable side chains. Finally the coarse-
grained system is run using λ parameters from the best reweighted system. In these
performance tests, no CGTerm mesh data is collected, the CGTerm is turned off in the
reference system, and is used as a energy term in the coarse grained system (and
not as a mesh of observables). To determine the performance impact of the CGTerm
implementation, we will also analyze the performance of the coarse-grained simulation
with the Oprofile profiler [25] (in a separate run, so that the profiling process itself
doesn’t skew the measured time), to estimate the part of the simulation time that is
spent calculating this term. For simplicity, we only measured single-core performance
here.
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Chapter 3
Results
3.1 Pruning of the BPTI molecule
The first step in constructing our new coarse-grained crowder representation was to
identify which residues to keep and which to remove. As mentioned in section 2.5.2 we
measured the contact frequencies between all pairs of a Trp-Cage residue and a BPTI
residue in the reference system, as shown in figure 3.1 in the top panel, as well as the
∆E contribution strengths, shown in the bottom panel. The data shows that several
BPTI residues, especially in the 35-58 region, only barely interact intermolecularly.
Guided by these results, we decided to remove a total of 23 residues, and so 35 out of
the 58 original residues remain. To the bottom, the sequence is shown with the kept
side chains marked with an X. In the pruned BPTI model there remain 474 out of
898 atoms, almost a reduction in half, and so 4096 out of 7488 in the entire system.
There is now 105 torsional DOFs out of the 139 original side-chain torsions (or 247
torsions in total, including the backbone). This leaves 969 out of 1241 DOFs in total
in the system.
In figure 3.2 the crowder molecule is shown, with the removed atoms in black
and kept side-chain atoms in white. Note that in the upper right in the lower image
there is a side chain clearly sticking out from the interior. This is residue number
58, an alanine residue. At first look this seems wrong, but it turned out this side
chain is effectively shielded, likely by the two surrounding arginines (the close white
blobs shown to the top and to the right in the lower image), which are both positively
charged and hydrophobic. In both the contact map and the ∆E contribution graph
this residue (the last one) is completely inactive. We also see a side chain sticking out
of the box. As this side chain is kept in the pruned system, and it needs no correction,
this shouldn’t be any problem.
3.2 Monte Carlo accuracy
In figure 3.3 the autocorrelation of some key observables in the Monte Carlo chain are
plotted, both for the reference system and the coarse grained system.
We see in the reference system that correlations go to zero slightly before τ = 30000
sweeps and just randomly fluctuate around zero after this point. Dividing the Monte
Carlo trajectories into blocks of this length gave 564 blocks that was used to estimate
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Figure 3.2 – BPTI molecule, shown from two different angles, with kept side-chain
atoms in white, and removed backbone and side-chain atoms in black.The lines indicate
the box used for defining the CGTerm energy field.
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Figure 3.3 – Auto-correlation (unbiased estimate) of the total energy E, the radius of
gyration of Trp-Cage and the end-to-end distance (as defined in 2.4). Shown both for
the reference system (left) and the coarse grained system (right, in units of Monte Carlo
sweeps).
sample standard deviations of ensemble averages. For the coarse-grained system it
was not as clear, but we found a block length of τ = 40000 to be reasonable, which
gives 489 blocks.
3.3 Measuring the CGTerm cell occupancies
The occupancy mesh 〈q〉 for the reference system and the (uncorrected) coarse-grained
system are shown, in figure 3.5 for the Trp-Cage simulation and in figure 3.6 for the
single atom system. The box has 15× 19× 13 cells giving meshes with 17× 21× 15
parameter values (though the outermost layers are not shown in the figures, as these
have support in only one layer of cells and would have much lower values without any
physical significance). As mentioned in section 2.7 these could be seen as a smoothened
density of target atoms in different volume parts of the crowder. As the mesh is three-
dimensional, we can’t show all of it in one single plot, but instead three representative
slices are shown as rows, which are placed on the crowder molecule in figure 3.4. The
columns are as follows: reference system, pruned system, and the difference, where
high values indicate that the occupancy is higher in the pruned system.
In the Trp-Cage system (figure 3.5) we see that the resulting meshes are quite
smooth. The center of the crowder is excluded in both the reference and the pruned
system. The excluded area was larger in the reference system, giving the difference a
ring-formed appearance in the 2D-slices. We also see some areas where the occupancy
is higher than the background, in the top of the z = 19 Å slice equally strong in both
reference and pruned system. But we also see an area of higher occupancy mainly
in the z = 7 Å slice, in this case only in the pruned system, also outside the region
directly affected by the pruned atoms. The highly populated regions was most likely
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z = 19 Å
z = 13 Å
z = 7 Å
x
y
Figure 3.4 – BPTI molecule, shown with the slices where the occupancy and coefficient
meshes are plotted. The drawn x and y axes correspond to the ones in figure 3.5 and so
on.
due to attractive interactions with the target.
For the single atom target system (figure 3.6), the plotted mesh resembled the
distribution of pruned atoms in more detail. In the difference plot we see large areas
accessible in the pruned system that are excluded in the reference system. We also
see here smaller regions that actually have lower density in the pruned system, most
clearly to the upper right in the z = 7 Å and z = 19 Å slices, but note that this
difference is much smaller. These were areas that are visited in both reference and
pruned systems, and only slightly more so in the pruned system.
In the following table, the mean densities q =
∑
j 〈qj〉 /N and RMS norm√
q2 =
√∑
j
〈qj〉2 /N
of the densities are shown, as well as mean and RMS norm of the difference qCG−qREF.
Deviations when shown are estimated sample standard deviations.
target reference pruned difference
Trp-Cage mean 0.1609± 0.0032 0.2958± 0.0064 0.1349± 0.0072RMS 0.2007 0.3637 0.2186
one atom mean (3.705± 0.0016)10
−5 (4.214± 0.0011)10−5 (0.508± 0.002)10−5
RMS 5.579 · 10−5 4.954 · 10−5 1.370 · 10−5
We see that the mean differences is significantly larger than the sample standard
deviations. As expected, the occupancies were higher in the pruned system than in
the reference system. Another effect we see is that the occupancies were much higher
in the Trp-Cage system than in the one atom system, by factors of 3000-7000.
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3.4 Fitting of force field parameters
Following the procedure in 2.7.2 the energy parameters λ were fit in two ways, based
on simulations with either Trp-Cage or a single atom as target. Both parameter
sets were then applied to the second ”control” copy of the simulation with Trp-Cage
as target. In the Trp-Cage, the optimization was run with regularisation parameter
ω = 50 and step size χ = 1, and was run in 5 steps (after which no improvement
to the control copy was found). For the single-atom system, when using step size
χ = 1 the iteration was not stable, with alternating higher and lower error in every
other step. Therefore a shorter step size of χ = 0.4 was used which mitigated this
issue. In this case ω = 10−9 was used and the iteration was run in 4 steps. In figure
3.7 we show the results obtained using λ-parameters optimized w.r.t. Trp-Cage. We
use the same three representative slices. The first column shows (the slices of) the
optimized λ parameters. Next, the q-mesh from the second pruned simulation, before
and after reweighting, are shown. Finally the last column shows the difference in q
after reweighting (third column) to the reference system. Note that the color scale
for the remaining difference is different from that in figure 3.5, as it is an order of
magnitude smaller. From looking at the meshes, it seems that the region of higher
occupancy (than background) to the bottom of the z = 13 Å slice was fully corrected.
The largest remaining errors are to the top of the z = 19 Å slice, but note, that these
errors did not become larger, as the color scale is different.
In figure 3.8 we show the result of using parameters optimized from the single
atom system, but still reweighting the Trp-Cage system. Unfortunately, just using
the parameters fit for the single-atom system didn’t give any meaningful results, as
the force field became much stronger. Instead we used the single-atom parameters
multiplied with 0.025 which gave field strength in the same order of magnitude and
roughly the best possible error reduction. Just by comparing the reweighted mesh
(middle column in 3.8) to the reference (leftmost in figure 3.5), they still look quite
different. One can still see some of the higher occupancy region to the bottom, as is
clear in the difference column.
Slices of the resulting spline functions (f(x, y, z) defined in section 2.7) from both
parameter meshes are shown in figure 3.9. Note that these do not strictly correspond
to the parameter mesh slices shown in figures 3.7 and 3.8, as the spline function
depends on the neighboring z-slices of the parameter mesh as well.
In the table below, the means and RMS values for the reweighted pruned system
and the remaining system are shown.
target pruned(2) reweighted difference lambda
Trp-Cage mean 0.3033 0.1543 −0.0066 0.00040RMS 0.3726 0.1878 0.0236 0.00136
one atom (·10−5) mean 4.215 3.759 0.0541 0.01944RMS 4.957 4.576 0.3091 0.05801
one atom → Trp-Cage mean 0.3033 0.1414 −0.019 0.00049RMS 0.3726 0.1816 0.0825 0.00145
flat λ → Trp-Cage mean 0.3033 0.1601 −0.00008 0.00035RMS 0.3726 0.1906 0.0899 0.00035
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Figure 3.9 – The CGTerm potential function affecting every target atom, when optimized
for the Trp-Cage target (top row) and for the single atom system (bottom row). The
scale shows the CGTerm potential energy in PROFASI energy units for an atom with
model radius σ = 1 Å, i.e. hydrogen.
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Compare the reference-reweighted differences to the original reference-pruned differ-
ence with mean 0.135 and RMS 0.2186. Using the Trp-Cage fit parameters, we get
roughly a factor 10 reduction in RMS error. When using the one-atom system λ to
reweight the Trp-Cage system, rescaled for best reduction, the error reduction is not
much better than the flat λ control.
3.5 Target observables
In the table below we show the ensemble average values of the observables as explained
in section 2.4: the helix content of Trp-Cage, the radius of gyration of Trp-Cage and
the end-to-end distance of the same. We show these for the reference system and the
pruned system, as well as the difference and the total sample standard deviation for
the difference. Finally we show the averages in the reweighted systems.
system Helix content RTrpg r
Trp
EE
Reference 0.305 8.276 17.47
Pruned(2) 0.296 8.348 18.10
difference −0.008 0.07 0.63
σdiff 0.005 0.03 0.11
Reweighted(Trp) 0.297 8.320 17.55
Reweighted(atom) 0.296 8.330 17.62
Reweighted(flat) 0.295 8.352 17.80
In the rEE (end-to-end distance) case, the difference in averages was strongly statis-
tically significant. In this case the reweighted average, using the force field optimized
for the Trp-Cage system, got substantially closer to the reference system, with a re-
maining error 0.08 (less than σdiff) out of the original difference 0.63. For the cases
of radius of gyration and helix content, the difference was not strongly statistically
significant. As the reweighted averages use a smaller part of the sample set, their
sample deviations could be even larger, and we can’t draw any conclusions on the
changes we see.
3.6 Performance
Finally we checked the computational efficiency of the coarse-gained model. We per-
formed simulations with 200000 sweeps, using the original all-atom BPTI represen-
tation, the reference system (physically identical to the original, but with the new
MolecularEntity representation)1 and finally the coarse-grained system with param-
eters acquired from reweighing the full Trp-Cage (giving a CGTerm force field as shown
in figure 3.9 to the top). In these cases no CGTerm mesh data was collected, the CGTerm
was turned off in the reference system, and was used as a potential in the CG system.
In the table below, we show the time required for each of these simulations.
1As mentioned in section 2.5.1 there was a bug in the conversion, which caused 4 additional (incor-
rect) DOFs to be introduced. These should not have any significant effect on the large performance
difference we see between the original and reference models.
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original reference coarse-grained
time (minutes) 509.0 mins 236.5 mins 230.0 mins
speedup 1.0 2.16 2.21
We see that just the change of representation give a speedup of almost a factor of
two. However the coarse-graining does not give much further speedup, only a speedup
of 1.03 relative to the reference system. Profiling shows that roughly 12% of the
simulation time is spent in the CGTerm implementation. As noted in section 2.7.1,
the present implementation also causes a number of more cells to be evaluated in
the ExVol and two body terms for rigid body updates on a crowder molecule. From
looking at the performance profile this effect should not be significant, but the profiles
show, in all systems, that roughly half of the simulation time is spent in handling the
dirty cells for ∆E calculation. From the profile data is was not possible in a simple
way to quantify how much extra time that the unnecessarily marked cells for the rigid
crowder updates caused in this phase, but it could be significant.
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Chapter 4
Discussion
In the end, the construction of our coarse-grained model consisted of the following
steps.
1. All backbone atoms are removed. For every residue, its side chain is either
removed or kept intact. This way, the system can be simplified without having
to reparameterize the (charged and polar) intermolecular interactions expected
to be important.
2. To compensate for the removed atoms an auxiliary energy term ECGT is intro-
duced. To this end, a flexible and general spline-based ansatz was developed,
using a mesh of parameters co-moving with the crowder. The ansatz assumes
that removed crowder atoms mainly have a steric role (volume exclusion).
3. The new energy potential is parameterized by making detailed measurements of
target atom presence around the crowder in the reference system, and minimiz-
ing the relative entropy w.r.t the reference system.
In the first step we needed an assessment, of which BPTI residues had important
side-chain interactions with Trp-Cage and needed to be preserved in full detail. For
the scope of this thesis this was done manually by comparing different measurements
and look at the 3D structure. In a future development one would like the process to
be more automatic, where the input would be a configuration of a crowder molecule,
and the software at least could suggest a selection of side chains to remove. Still this
would involve a preliminary simulation to collect the necessary measurements.
In the third step, using reference simulations with the Trp-Cage, the RMS error of
the occupancy mesh was reduced by a factor of ten, compared to the pruned system.
This might not sound much, but it was enough to manage to restore the overall
structure of target atom occupancy around the crowder, also outside the volume where
the correction potential was allowed to be nonzero. In the end, the error reduction is
limited by the amount of data collected. The best way to reduce the error further,
would be to run new data collection simulations, using the parameters optimized so
far. Then the reweighting optimization iteration could be run again a number of steps,
until again no improvement is shown in the new control batch. To keep an eye on
overfitting we used a basic two-fold validation scheme with one training simulation
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batch and one control batch. This could of course be improved by using a multi-way
scheme i.e. by resampling from the sample batches.
Ideally, we would like the coarse-grained crowder representation to only depend on
the crowder, and not on the target protein used in the reference simulation. This was
the reason we also tried to fit the force field parameters by regarding a simpler target
molecule system, and the simplest possible would be just a single atom. Unfortunately,
the results obtained with this minimal target were unsatisfactory. A problem here
could be the resolution of the parameter mesh controlling the CGTerm force field. The
single atom target is able to explore the excluded volume landscape in finer detail.
The occupancy mesh for the Trp-Cage molecule looks relatively smooth: the patterns
seen are on a scale larger than the cell size (and thus the resolution of the mesh is
probably not the main limiting factor). By contrast, a single atom seems to resolve
details down to a single cell, and the final force field could be more accurate if the
mesh was more fine grained. However also the large-scale pattern of the optimized
potential field is very different. Most importantly the scale of the repulsion energy
was different to a factor of 40. This could not be directly explained by that one target
consisted of many more atoms than the other (and more crowder molecules) and thus
had a different scale on the occupancy (which was much larger, a factor 7000). This
is already handled by the fact that the auxiliary potential applies to every target
atom separately (or rather every target atom - crowder molecule pair), so thus the
overall ECGT term is expected to scale with the number of target atoms (and crowder
molecules). The effect is likely explained, to some extent, by the structure of the
target molecule, where the target atoms are not able to move independently, and also
are affected by the charged and polar side-chain interactions.
Still, we don’t really understand the big difference between the λ weights fit for
the two targets. So, future work would naturally be to try different target molecules.
One could run simulations with different small target proteins, perhaps too small to
have folding dynamics but still having the relevant kind of interactions, and see if the
optimized energy field is similar to the Trp-Cage optimized one. Worth trying could
also be using intermediately sized test targets smaller than a short protein chain but
bigger than a single atom, such as small carbohydrates or free side-chain groups.
The main effect expected and observed for both Trp-Cage and a single atom as
target, was the existence of regions, that are essentially forbidden in the reference
system but accessible in the pruned system. With the single target atom (figure
3.6) we also saw smaller regions that actually were more likely to be visited in the
reference system. This seems impossible at first, but a possible explanation is that in
the pruned system, the remaining side chains are free to move in larger volumes, and
thus the side-chain angle distributions might change. This might result in volumes
that get more occupied by side chains and so the target atom is less present here.
Further work could be to measure the distribution of the remaining side-chain angles
in both systems. If the deviation is judged to be too big, this could be corrected, by
letting the movable side-chain angles be affected by an additional energy correction,
perhaps similar to the existing TorsionTerm contribution.
More work needs to be done to verify the correctness of the final coarse-grained
system. We saw a clear correction of the end-to-end distance. For the other two
observables, the change was not so big, and it was not clear that the differences were
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statistically significant in the first place. From earlier simulations with Trp-Cage and
BPTI, it also appears that the end-to-end distance is the physically most interesting
observable when studying crowder effects with these molecules [15]. For the radius
of gyration and helix content, the effect of BPTI crowding was much smaller, when
comparing to free Trp-Cage (no crowders) and hard-sphere crowders. To quantify
the correctness of the new coarse-grained model compared to the original system in
more detail, it could be interesting to measure the pair-wise contacts frequencies of
the remaining residues in the coarse-grained system and all residues in Trp-Cage as
was done for the original system in figure 3.1 (top), and see if the pattern for the
remaining residues is preserved.
Also it is not obvious that the coarse-grained model is valid for the entire temper-
ature range the reference system is useful for. As the new energy term is replacing an
existing excluded volume energy term, we would expect the correction energy to scale
correctly with temperature. However, at higher temperatures there might be effects
that simply aren’t visible at 315 K where all our reference simulations were run. To
verify this, we could run the measurement simulations at different temperatures, and
see if the optimized potential is similar.
The speedup from just the change of representation was slightly more than a factor
of two. This was higher than expected, but doesn’t seem unreasonable. Even if there
was no change in the number of active degrees of freedom, the number of represented
torsional DOFs per BPTI molecule was reduced from 247 to 139. Even if the backbone
torsional angles were kept fixed they still incur a cost during energy calculations (as
many pairs of atoms are really rigid but not represented as such, and must have their
pairwise contribution calculated) and coordinate updates. This is most likely a linear
speedup, i.e. the speedup won’t get bigger with increased system size, as the ratio of
backbone DOFs to side-chain DOFs remain constant.
Unfortunately the coarse-grained system was then not much faster than this ref-
erence system. We didn’t have much time to speed up the CGTerm implementation,
but even if the 12 % simulation time was hypothetically completely eliminated, the
speedup would still not be more than 1.17, which hardly is enough to motivate an
extra modelling step than requires a big reparameterization, over an already well-
tested model. From the elimination of DOFs one would have expected a 1.28 speed
up if all DOFs would be equally expensive to update, but the rigid body updates are
naturally slower to perform, as many more atoms are moved than just, say, a side-
chain group. Part of the discrepancy could be caused by the unnecessary marking of
cells in the rigid updates of a crowder, which causes extra work in constructing the
dirty cells, but as this affects only 2% of the updates we wouldn’t expect the effect to
be extreme. During the time frame of this thesis work, we focused on building and
verifying the correctness of the model. If the model isn’t capable of giving physically
correct behavior, there is no point of performance tuning the implementation. There
is multiple changes to both the model and implementation that could be considered.
If one drops the requirement of continuous energy derivatives (forces), the spline order
could be reduced to 2 which would speed up the implementation. A tighter bounding
volume around the correction potential should be implemented, which would reduce
the number of extra cells that are marked for a rigid update.
For being a crowding agent, the 58-residue BPTI is still not very big. A typical
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single-domain protein in a living cell environment could be 200-300 residues long.
Essentially what we are trying to accomplish with the coarse graining process is to
preserve the surface structure of the crowder, keeping the outward facing side chains,
while removing the atoms that make up the interior. As the crowder gets bigger the
volume grows faster than the surface, and thus a larger fraction of the atoms and the
DOFs could be removed for a bigger crowder. Therefore we would expect the speedup
factor to be higher for bigger crowding agents.
4.1 Conclusions
Following the three steps above, we were able to construct a coarse-grained BPTI
crowder representation, that appears to be correct in the measurements we did on the
Trp-Cage target. It would be good to make more measurements to further verify the
correctness of the model, for instance residue pair-contact frequencies. However the
speedup we see is not yet satisfactory. More work needs to be done on the model and
implementation but it is not certain this will bring interesting speedups for BPTI. To
get a speedup big enough to motivate the use of a coarse-grained model (which requires
a substantial additional parameterization step), it is probably required to work with
bigger crowder proteins. We didn’t succeed creating a coarse-grained model that is
verified to be independent on the choice of affected target protein. This will require
more studies using intermediate size target molecules and other target proteins.
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