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Abstract 
This work analysed the feasibility of using a fast, customized Monte 
Carlo (MC) method to perform accurate computation of dose distributions 
during pre- and intraplanning of intraoperative electron radiation therapy 
(IOERT) procedures. The MC method that was implemented, which has 
been integrated into a specific innovative simulation and planning tool, is 
able to simulate the fate of thousands of particles per second, and it was 
the aim of this work to determine the level of interactivity that could be 
achieved. The planning workflow enabled calibration of the imaging and 
treatment equipment, as well as manipulation of the surgical frame and 
insertion of the protection shields around the organs at risk and other beam 
modifiers. In this way, the multidisciplinary team involved in IOERT has all 
the tools necessary to perform complex MC dosage simulations adapted to 
their equipment in an efficient and transparent way. To assess the accuracy 
and reliability of this MC technique, dose distributions for a monoenergetic 
source were compared with those obtained using a general-purpose software 
package used widely in medical physics applications. Once accuracy of the 
underlying simulator was confirmed, a clinical accelerator was modelled 
and experimental measurements in water were conducted. A comparison 
was made with the output from the simulator to identify the conditions 
under which accurate dose estimations could be obtained in less than 3 min, 
which is the threshold imposed to allow for interactive use of the tool in 
treatment planning. Finally, a clinically relevant scenario, namely early-
stage breast cancer treatment, was simulated with pre- and intraoperative 
volumes to verify that it was feasible to use the MC tool intraoperatively 
and to adjust dose delivery based on the simulation output, without 
compromising accuracy. The workflow provided a satisfactory model of the 
treatment head and the imaging system, enabling proper configuration of 
the treatment planning system and providing good accuracy in the dosage 
simulation. 
Keywords: intraoperative electron beam radiation therapy, intraoperative 
radiotherapy, Monte Carlo treatment planning 
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1. Introduction 
Intraoperative electron radiation therapy (IOERT) refers to the delivery during surgery of a 
high dose of radiation, in a single session, directly to the post-resected tumour bed or to an 
unresected tumour. The dose to be delivered is usually prescribed in combination with exter-
nal radiotherapy and/or chemotherapy, although it can occasionally be prescribed without any 
additional irradiation (Gunderson et al 2011). 
Radiotherapy planning in IOERT is a complex task that requires the consensus of a mul-
tidisciplinary team to manage a given case. In this context, new tools have been proposed 
(Pascau et al 2012) for the study of different treatment alternatives during preplanning before 
surgery. Moreover, the ultimate decisions about cone dimensions or protection positioning 
are made during the final procedure, depending on the surgical findings: e.g. tumour size, 
resection margins, etc (Lamanna et al 2012). These last-minute modifications might require 
re-evaluation of the dose during surgery for quality control prior to dose delivery, a process 
that we will refer to as intraplanning. 
In IOERT, Monte Carlo (MC) techniques have been mostly used to analyse the dosimetric 
characteristics of electron beams generated by the accelerator (laccarino et al 2011, Righi et al 
2013) and to measure the influence of protection on dose delivery in phantom studies (Russo 
et al 2012). Nevertheless, the actual irradiation conditions in the operating room (OR) may 
differ significantly from those considered during simulations or phantom tests. Therefore, 
there are compelling reasons to include aspects such as irregularities of the surface being 
treated or the accumulation of biological fluids in the estimation of dose homogeneity and 
distribution (Rosi and Viti 2004). The translation of previous research into clinical practice 
has been limited because of the complexity and time-consuming numerical computations typi-
cally associated with MC methods. 
To plan the intervention with the aid of a treatment planning system (TPS), the radio-
oncologist (RO), in co-operation with the surgeon, should allow the definition of plausible 
scenarios that could be found during the OR and simulate alternative treatments to define the 
best trade-off in each situation. Alternatively, the RO might be required to take into account 
the actual conditions in the OR and to recompute during surgery the dose distribution, before 
the dose is actually delivered. This is possible with the aid of an intraoperative CT and a track-
ing system (García-Vázquez et al 2013). In practice, to be useful in a clinical environment, the 
tool has to be accurate while allowing for a certain level of interactivity in performing both 
pre- and intraoperative dose computations, and this requirement imposes hard constraints on 
the computation time. 
Despite its potential value, treatment planning in the context of IOERT has not been pos-
sible until recently, with the development of a specific TPS (radiance, GMV S A, Tres Cantos, 
Spain). It is believed that the lack of such a tool has limited the spread and acceptance of 
IOERT (Palta et al 1995). The TPS front-end allows region contouring, definition of the surgi-
cal frame and the representation of isodoses with the corresponding dose-volume histograms, 
based on the scenario being considered for dose delivery (Pascau et al 2012). 
The ultimate goal of the framework around the TPS is to provide a flexible environment 
that enables accurate dose estimates within a period of a few minutes for any given CT vol-
ume of a patient, either pre- or intraoperatively, and for a given LINAC, either conventional 
or mobile. 
This work analyses the capability of the IOERT TPS back-end for fast predictions of dose 
distributions during the clinical routine using optimized MC techniques, including irregulari-
ties and protection systems in the irradiation field. These capabilities are illustrated with two 
early breast cancer case studies, one showing application of the tool with preoperative images 
and the other with intraoperative images. Dose distributions were simulated by considering a 
standard configuration for this treatment: 5 cm applicator and 6MeV electron beam nominal 
energy. 
2. Material and methods 
The simulation framework, whose workflow is shown in figure 1, provided the means to 
calibrate the imaging equipment, model the treatment unit, including the applicator, and 
simulate any situation that could be found in the OR, while hiding the complexity of the 
set-up to the end user. This allowed the users to concentrate on the decisions required for 
proper treatment: beam energy, applicator configuration and protection positioning. The 
phase space (PHSP) was generated using experimental measurements with phantoms, as 
described later. A CT phantom was imaged to calibrate the imaging equipment and thus 
enable the transformation of Hounsfield numbers into tissue properties. With the aid of the 
TPS, the user could insert objects not present in the original CT to account for the actual 
settings of the treatment plan. Using all of this information, the MC module computed the 
delivered dose. 
These calibration steps have been validated with the clinical set-up available at Clinica 
la Luz (Madrid, Spain), consisting of an Mx8000 IDT 16 CT Scanner (Koninklijke Philips 
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Figure 1. Technical workflow including configuration and user execution steps of the 
MC dose estimator included in the TPS system. 
Electronics N.V., Amsterdam, The Netherlands) and a Varian 21EX linear accelerator (Varian 
Medical Systems, Palo Alto, CA, USA). 
2.1. Treatment unit simulation 
The physical properties of the electron beam for each energy and applicator diameter are 
characterized in the form of a PHSP model defined at a plane normal to the geometrical axis 
of the applicator. The PHSP describes the properties of the beam as a combination of multiple 
annular electron sources with nominal energy E¡ and radius R¡, radiating along a line defined 
by the PHSP plane at the angles {0¡, q>d (Herranz 2013). A weight factor w¡ established the 
contribution of each elemental source to the beam. The model for the treatment unit, i.e. the 
computation of the individual weights w¡, was generated using a robust iterative maximum 
likelihood expectation maximization method (Herranz et al 2013), which provided a plausible 
set of weights for the existing experimental measurements. The iterative procedure consisted 
of two main steps: forward and backward projection. The forward projection provides, by the 
principle of linear superposition of doses, the dose Dmodel produced by the current PHSP as a 
weighted linear combination of the individual dose footprints dx generated by each elemental 
source. The measured dose Dexp was then compared with Dmodel, and correction factors were 
obtained for each voxel of the volume being considered. The correction factor for each bin is 
computed based on the ratio of measured to modelled dose. 
To efficiently generate particles out of the PHSP during simulation, elemental sources were 
sorted and stratified based on the value of their individual weight factors. The ti\ microsources 
with the highest weight factor values w¡ belong to the first cluster, and similarly for the other 
microsources. The number of microsources tij in the cluster Cj was selected so that it had a 
predefined a priori probability Pj. 
q = {wSj...wSj+nj}, V (;' < k): w¡ > wk 
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The actual source £ was selected in two steps. Firstly, a random uniform number was gen-
erated to select the cluster;, and then a random element k was taken from the subset Cj using 
the rejection function r(k). 
r{k) = W] > n,wke Cj 
maxiWfc} (2) 
r¡: : [7(0, 1) 
Particle variables (E, 6, q>) were generated randomly based on the nominal value of the 
randomly selected microsource k and the discretization binning (AE,A6,Aq>). Particle position 
(x, y) in the PHSP plane was sampled directly from a ring with nominal radius Rk using the 
following expressions: 
| : : t / ( 0 , l ) , s : : t / ( 0 , l ) 
r2 = Rk + —, h = Rk- — 
2 2
 (3) 
0 = 2n<; | x = p • cos (9) 
P = 4rvrl-{\-S>) + r1-r1-S,\ y = p • sin (<9) 
The PHSP was located above the exit plane of the applicator in a plane normal to its geo-
metrical axis. The applicator was inserted in the volume as a methacrylate hollow cylinder, 
as shown in figure 2, overriding any material information coming from the CT image. With 
this approach, the effect of the bevel on the dose became part of the simulation, reducing the 
number of PHSP models to a single plane per nominal energy level and applicator diameter. 
2.2. Imaging equipment calibration 
Each voxel of the simulation volume was automatically assigned a tissue type and a density 
using a stoichiometric method (Schneider et al 1996, Vanderstraeten et al 2007) that gener-
ated device-specific conversion tables with the aid of a calibration phantom. In our imple-
mentation, model fitting was achieved by a constrained nonlinear multivariable optimization 
that searched for the set of cross-section values (Xph, Á"coh, Á"KN) that minimized the maxi-
mum error between the model and the observed Hounsfleld values in the calibration phantom. 
Constraints were imposed to avoid the convergence of cross-section fitting constants into neg-
ative values observed in the original algorithm (Kock and Schreuder 1996). Non-constrained 
results may provide a good fit but have no physical meaning. 
A calibration phantom was acquired with an Mx8000 CT Scanner to validate the model-fit-
ting algorithm developed for the scanner calibration. For this scanner, the algorithm provided 
the fitting constants: ^ph/^KN = 1.001 x 10"8 and £C0h/^ KN = 1.212 x 10"5. These values 
provided the relationship between simulation tissues and Hounsfleld values for this particular 
machine. 
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Figure 2. Diagram for the simulation of bevelled applicators. 
2.3. Protection and bolus insertion 
ROs need to define the expected surgical frame on the TPS by removing the tissues that will 
be resected or displaced during surgery from the simulation volume, as well as including new 
elements not found in the CT volume but present during dose delivery. Beam modifiers, such 
as bolus, are placed at the end of the applicator or on the patient surface, and shielding is 
used to protect critical structures (Beddar et al 2006). Twelve different protection materials, 
including lead, brass, aluminium and polymethyl methacrylate, among others, are currently 
available to define protection shields. 
Protection systems and modifiers are 3D structures for which the user needs to specify 
dimension, orientation, shape and coordinates in the volume. During the planning procedure, 
these structures are inserted in the simulation volume, overriding the local tissue type and 
density given by the CT for each voxel and replacing it with the corresponding material type. 
2.4. MC dose estimation 
Dose to the medium was computed using a custom implementation of the dose planning 
method (DPM) (Sempau et al 2000), a 'mixed'class algorithm that runs in a fraction of 
the time of the original computer program. DPM uses an analogue simulation of pho-
ton interactions and a class II condensed history method (Kawrakow and Bielajew 1998) 
for electron simulation, treating large energy-transfer collisions in an analogue sense and 
using the continuous slowing-down approximation (CSDA) to model small energy-loss 
collisions. Cross-sections and mean free paths for each energy and material type were 
computed and tabulated offline. During simulation, these physical parameters were esti-
mated by interpolation. 
In our implementation, computational acceleration is achieved by optimizing the algorithm 
flow and efficiently using the hardware resources available in a modern multicore computer. 
The graphic processor unit, which can also be used to speed up the computation of dose (Jia et 
al 2011, Hissoiny and Ozell 2011), is devoted to image rendering in the TPS. 
2.4.1. Parallelization. Particle transport is inherently a parallel problem and, therefore, port-
ing the algorithm onto a multicore architecture was relatively straightforward. Execution is 
divided into threads, each simulating a subset of the total number of particles. To avoid any 
overhead due to synchronization, threads are loosely coupled. That is, just read-only data 
structures were shared, and there is a single common critical section to monitor conditions for 
stopping the simulation. 
2.4.2. Algorithm. With respect to electrons, our implementation incorporates a dual random 
hinge approach (Bielajew and Wilderman 2000), in which energy loss and multiple elastic 
scattering are fully decoupled. Additionally, the management of secondary particles below 
cut-off values is changed in the simulator engine to prevent their insertion into the simulation 
queue, thus reducing the workload. Random numbers are generated using a re-entrant com-
bination of linear generators (L'Ecuyer 1998), which are efficient to execute while being suf-
ficiently random to pass demanding statistical tests (L'Ecuyer and Hellekalek 1998, L'Ecuyer 
and Panneton 2005).With respect to photons, Compton scattering is the main mechanism for 
dose delivery at the energies under consideration. Photoelectric absorption is relevant at low 
energies and for high atomic numbers. Pair production becomes significant at the high end 
of the energy range and for materials with high atomic numbers. Photon transport is imple-
mented following the ¿-scattering method (Sempau et al 2000). In the standard approach, 
a sequence of Compton interactions ends with either a photoelectric interaction or a pair pro-
duction. In our implementation, both interactions were forced, i.e. a fraction of the photon 
energy was absorbed as a photoelectric interaction and another fraction produces an electron/ 
positron pair. The fraction that undergoes each process depended on the relative probability of 
each interaction at the given photon energy. 
2.4.3. Compiler. Iterative loops are reordered and unrolled to reduce the use of conditional 
branches, thus avoiding costly pipeline flushes. Pointers are de-aliased at function calls to 
provide the compiler with more freedom in code reordering and optimization. 
2.4.4. Hardware. Particles are generated and simulated in blocks to increase data and code 
locality, and to improve throughput. The memory layout of interpolation spline coefficients is 
arranged to have them stored in consecutive memory positions, so that they are fetched from 
external memory in a single access and stored in a single cache line, thus reducing the number 
of memory accesses and cache misses. 
The statistical uncertainty of the simulated dose is determined using the history-by-history 
method (Walters et al 2002), which provides the estimated uncertainty af for each voxel as: 
2 1 
Of = 
1
 N -1 
z> ir=yn 
N N (4) 
where N is the number of simulated histories and D¡ is the deposited dose per voxel. Periodically 
during the simulation, the maximum uncertainty is calculated for those voxels whose dose is 
higher than 50% of the maximum dose 0Dmax). Simulation execution ends when the maximum 
uncertainty is lower than a value specified by the user, which in our simulations was usually 
set to 2%. 
At the end of the simulation, the worst-case uncertainty <7max2 is calculated for those voxels 
where the dose was higher than 50% of £>max. Simulation efficiency e, is defined as 
e=
~^h> (5) 
where Tis the CPU time required to run the simulation, is reported after every simulation. 
2.5. Dose verification 
The accuracy of the underlying algorithm to reproduce dose distributions, obtained either by 
using other MC codes (Sempau et al 2000) or measured experimentally (Chetty et al 2007), 
has already been shown by other authors. However, the proposed implementation introduces 
multiple optimizations and modifications that had to be verified. 
The verification of dose distributions was performed in three steps. First, DOSRZnrc 
(Kawrakow and Rogers 2000), which is widely used by the medical physics community 
for the calculation of dose deposition, was used as a reference to assess the accuracy of the 
MC simulation. Second, experimental measurements in a water tank were compared with 
simulated dose profiles using a PHSP model of the accelerator obtained with our iterative 
method. Finally, monitor units (MU) required to deliver a given prescribed dose with dif-
ferent bevel angles and field sizes were computed following the standard protocol used in 
the clinic, and these values were compared with the dose profiles obtained using the MC 
method. 
Dose distributions for a monochromatic parallel source, with beam energy between 4 and 
20MeV, in water and slab phantoms were simulated to compare our MC simulation with 
DOSRZnrc. Two alternative slab phantoms, consisting of water, aluminium and lung, were 
used to stress the code with a high-energy beam and a sharp inhomogeneity (Rogers and 
Mohan 2000). 
PHSP models for the Varian 21EX system, with nominal energy in the 6-20 MeV range 
and an applicator diameter of 6 cm, were generated using the iterative method described in 
section 2.1. For each energy, a PHSP model was estimated using water measurements with a 
right-angled applicator. The 6 cm applicator was used as an example to show the capability 
of reproducing dose distributions at different energies and bevel angles. The computation of 
dose footprints di was carried out offline in a computer cluster, with a computational effort 
equivalent to 10 months of a single-core processor. Once the dose footprints were computed, 
the iterative algorithm found a set of weights fitting the estimated dose to the measured dose 
in water for this specific accelerator. A full iteration of the fitting algorithm was completed 
when the multiplicative factor had been computed for all bins, and all bins in the PHSP were 
updated using these factors. The entire fitting procedure typically required around 200 full 
iterations before convergence, which took a few minutes to fit each energy and cone diameter 
using a single-core processor. 
MC simulations were then used to obtain the number of MUs required to deliver a given 
prescribed dose with different bevel angles and energies, and these values were compared with 
those obtained through measurement and hand computation (Cygler et al 1997). 
Following the recommendations of the Spanish Medical Physics Society, absorbed dose to 
water protocols were used for calibration (IAEA2000). Relative measurements were taken in 
water and air with an MP3 radiation field analyser (PTW, Freiburg, Germany), equipped with 
ap-type electron diode detector (Scanditronix Medical AB, Uppsala, Sweden). Another diode 
detector was placed in the periphery of the radiation field during scanning to acquire reference 
conditions. The TANDEM electrometer (PTW) was used for all scanning measurements. The 
uncertainty of such a measurement protocol is less than 1% in dose and 0.5 mm in distance. 
P-type electron diodes were also used to measure cone output factors in water (Bjork et al 
2004), with an uncertainty lower than 0.5%. 
MUs were calibrated for each energy to provide 1 cGy at the maximum of the per-
centage depth dose (PDD) in water, per MU, with the standard 10 cm x 10 cm applica-
tor and a source-to-surface distance (SSD) of 100 cm. Output factors (OF) were computed 
(Almods 1999) at the maximum of the clinical axis with three different SSDs for each 
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Figure 3. PDD results for a broad mono-energetic electron beam with nominal energies 
in the range of 4-25 MeV, computed with the implemented MC code (solid-black) and 
DOSZRnrc (dashed-blue). 
bevel-diameter combination and intermediate distances were estimated by interpolation, 
taking a 10 cm x 10 cm applicator as a reference. To estimate MU with the MC method, a 
gain factor was computed for each PHSP so that the simulation output was in the same units 
as the water measurements. In this way, MUs were estimated for a 127 cm applicator using 
the OFs computed previously. 
3. Validation and results 
All calculations reported here were performed on a PC running Microsoft 64-bit Windows 7 
with an Intel 2.93 GHz i7 processor and 8 GB RAM. 
3.1. Dose simulation with monochromatic sources 
Dose-depth profiles in a water phantom (figure 3) and slab phantoms (figures 4 and 5) were 
simulated using a monoenergetic beam at different energies. Dose profiles in water of figure 3 
confirmed agreement between the reference (DOSRZnrc) and computed profiles, with a dif-
ference between curves lower than 1.5% of the maximum dose at max. 
The slab phantom used in figure 4 demonstrate the accuracy of the MC model to repro-
duce dose profiles in the energy range of interest for procedures with protection around the 
lung, with a relative error below 1.5%. Additionally, the slab phantom described in figure 5 
was used to stress the code with a high-energy beam and a sharp inhomogeneity (Rogers and 
Mohan 2000). The results show good agreement between the profiles, with a slight mismatch 
along the lung. In fact, this mismatch was smaller than that found using the original computer 
program (Sempau et al 2000), as shown in the upper-right corner of the figure 5. The differ-
ences were attributed to the use of a finer grid for the precomputed cross-sections, as well as 
to the algorithmic changes introduced. 
These results show that the MC method implemented accurately predicted dose pro-
files in the presence of sharp inhomogeneities, which is a common scenario in IOERT 
where high atomic number (Z) materials are used to shield organs at risk. In addition, the 
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Figure 6. Simulated (solid) and measured (diamonds) PDD curve for a 6 cm applicator 
at nominal head energies of 6, 9, 12, 16, and 20MeV. 
computations required a fraction of the time needed by the original computer program, as 
discussed in section 3.3. 
3.2. Treatment unit simulation results 
Figure 6 compares the experimental and simulated PDD curves for a 6 cm right-angled appli-
cator for nominal energies between 6-20 MeV, while figure 7 compares the experimental and 
simulated lateral profiles at 16 MeV for a 6 cm bevelled applicator, with bevel angles between 
15° and 45°. Figure 7 shows the ability to model the effect of the bevel and to predict the shape 
of the lateral dose profiles. The fact that measurements with bevelled applicators were not 
employed to fit the PHSP must be taken into account, and thus they are a good indicator of the 
validity of the PHSP + MC algorithm for this configuration. However, the ability to reproduce 
measurements depends greatly on the PHSP model, and, therefore, a complete validation of 
the iterative methods used to model the phase space is required; such a study falls beyond the 
scope of this work and has been addressed by (Herranz et al 2013). 
The gamma function (Low et al 1998) was used to compare the experimental profiles with 
the simulation output for all energies and bevel angles, with the result that the gamma function 
was smaller than that corresponding to a dose difference of 3% and to estimating distance to 
an agreement of 3 mm, which is well within the needs of IOERT 
As a further test of the suitability of the MC + PHSP for this case, MUs were measured 
and computed for dose distributions in a water phantom with an SSD of 127 cm and bevels 
of 0°, 15°, 30° and 45° to verify that the resulting values could be trusted. Table 1 sum-
marizes the required number of MUs estimated by the MC tool for each energy and bevel, 
and enabled comparison of this value with manually computed MUs using the measure-
ment data. 
The ratio between values calculated by the MC tool and the measurements confirmed their 
consistency, with a mean value of 1.004 and a standard deviation of 0.013 for the 6 cm applica-
tor. By averaging these values for all measured applicator diameters (3,4, 5, 6, 7, 8 and 9 cm), 
the mean value of the ratio was 0.999 and the standard deviation was 0.016, values that are 
comparable with those reported by other authors (Cygler et al 2004) for electron beams with 
a different MC-calculation engine. 
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Figure 7. Simulated (solid line) and measured (scattered points) lateral dose for a 
6 cm applicator at nominal head energy of 16MeV and bevels of 15° (blue-square), 30° 
(black-diamond) and 45° (red-star) at depths equal to 1 cm, 2.5 cm, 4 cm and 5.5 cm. 
3.3. Algorithm optimization and profiling 
The algorithm was profiled to identify and progressively optimize bottlenecks. Particular 
attention was paid to the generation of random numbers and the sampling of different prob-
ability density functions, portions of code used intensively in the MC. 
The actual load distribution depends on the object being modelled, as well as the energy 
and applicator size. With the aim of reducing the computation time in worst-case scenarios, 
only configurations with wide applicators and high energy were considered for code profiling. 
The distribution of workload in a water phantom with an 8 cm applicator at 20MeV, sum-
marized in table 2, is very similar to the distribution in the reference implementation of the 
algorithm (Sempau et al 2000). Simulation effort was divided into four main modules: particle 
generation, simulation management, particle transport and energy recording. The simulation 
of electron physics took most of the computational effort (71.7%). The simulation of electrons 
was split into the implementation of the CSDA and the simulation of discrete events, such as 
the generation of bremsstrahlung photons. In both cases, the computational effort was divided 
into the actual transport of particles within the volume (geometry) and statistical sampling of 
the different physical processes to compute displacement and rotation angles. 
The sampling of the PHSP was costly without stratification. Four layers were enough 
to reduce the effort of particle generation from 30% to 3.9% of the total simulation time. 
Moreover, random number generation, which was used at multiple points, accounting for 
Table 1. Comparison of MU Monte Carlo versus measurements for all nominal 
energies and bevels for an applicator diameter of 6 cm, for a prescribed dose of 
21 Gy at dmax along the beam central axis. 
Bevel 
0 
15 
30 
45 
6MeV 
MC MC/Meas 
4215 1.006 
4322 0.986 
4462 1.004 
4467 0.989 
9MeV 
MC MC/Meas 
3018 0.995 
3118 0.997 
3164 1.010 
3110 1.001 
12MeV 
MC MC/Meas 
2692 0.998 
2750 0.995 
2765 1.005 
2749 1.020 
16MeV 
MC MC/Meas 
2596 0.998 
2612 0.995 
2607 1.010 
2595 1.026 
20MeV 
MC MC/Meas 
2596 1.001 
2612 0.999 
2566 1.009 
2606 1.044 
Table 2. MC code profiling for an 8 cm applicator in a water phantom for a 
20MeV source, expressed as percentage of the total simulation time. 
Percentage 
MC simulation step of total time 
Particle Generation 
CSDA 
Particle Matter Interactions 
Energy Tallying 
MC Simulation Manager 
Other 
Electrons (71.7%) 
Photons (1.8%) 
Discrete 
Electrons 
Geometry 
Physics 
Sampling 
Geometry 
Physics 
Sampling 
3.9% 
19.1% 
33% 
3.4% 
16.2% 
1.8% 
18.3% 
2.1% 
2.2% 
12% of the computing time. This fact justifies the use of an efficient re-entrant combination 
of linear generators. 
To assess the impact of the different modifications introduced to the original implementation, 
the efficiency gain provided by the MC tool in every run was evaluated for a fixed number of par-
ticles after algorithmic improvements (CODE OPT), memory layout and compiler considerations 
(MEM OPT) and simulation parallelization into multiple threads (THREAD). These values were 
compared with the efficiency of original code. The results, summarized in figure 8, show that the 
efficiency doubled after algorithmic and memory optimizations, and an additional factor of four 
was achieved by execution on multicore architecture. Because the underlying physics were the 
same, the efficiency gains were due mostly to a reduction in the computation time. 
The motivation behind these optimizations was the intention to use the TPS and the 
MC to perform treatment preplanning and intraplanning. The intraoperative simulation 
helps to take into consideration the actual setting in the operating room and to validate 
hypotheses assumed during planning before the actual delivery. In clinical practice, where 
the patient is anaesthetized and undergoing surgery, the aim is that the MC computation 
should not delay the procedure, and it is necessary that the simulation be completed in 
less than 3 min. In dose simulations with a water phantom with l x l x l mm3 voxels, 
it was observed (figure 9) that such a restrictive time constraint was not met when wide 
applicators and high energies were used, even for a relatively lax uncertainty requirement 
of 4% of the dose at the maximum, which required the simulation of more than 30 million 
particles. 
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Figure 8. Efficiency gain for the original code running on 1 core (DPM), the optimized 
algorithm (CODE OPT) running on 1 core, the former algorithm with the new memory 
layout and compiler-oriented optimizations (MEM OPT) running on 1 core, and finally 
with execution divided into 6 threads (THREAD), running on 4 cores. Simulations are 
run in a 3 x 3 x 3 mm3 voxelized water phantom with a 20 MeV monochromatic source. 
In figure 9 it is observed that, if we restrict ourselves to the combinations used most fre-
quently in clinics (where energies above 12 MeV are rarely used) and consider a larger voxel 
size (8 mm3 instead of 1mm3), accurate dose distributions, with uncertainties lower than 2%, 
could be completed in less than 3 min in most scenarios. 
3.4. Dose simulations with the complete workfbw 
Two representative scenarios of treatment planning in breast cancer are presented to illustrate 
the utility and limitations of the workflow that was developed and implemented. In case 1, 
the preoperative image would typically be used to analyse possible treatment approaches. In 
case 2, the intraoperative CT image would be used to confirm whether the actual set-up in the 
operating room, including the applicator and position of the protection, meets the prescribed 
requirements before dose delivery. 
CT studies were acquired at Hospital Gregorio Marañón in Madrid on a Toshiba Aquilion 
LB scanner (Toshiba Medical Systems Corporation, Tochigi, Japan) with the following param-
eters: voltage 120KVp, current 40mA, slice thickness 3mm and pixel spacing 1.8 x 1.8mm2 
for case 1, and slice thickness 5 mm and pixel spacing l x l mm2 for case 2. The intraopera-
tive CT was obtained as part of a research protocol in which a specifically designed couch 
was used to transport the patient from the OR to the CT scanner under anaesthesia, with the 
applicator treatment position fixed using an articulated arm. This protocol was designed to 
evaluate the difficulties and contributions of intraoperative CT imaging in IOERT scenarios. 
The optimal clinical protocol definition is still under investigation. 
Case 1 emulates a preplanning workflow. In this scenario, the RO would use the preop-
erative image to segment the planning target volume (PTV), organs at risk and fluids on the 
tumour bed; select the treatment configuration (applicator position, diameter and bevel angle, 
as well as the nominal energy); and place the beam modifiers depending on several factors 
(size of the treatment target, anatomical structures, candidate areas to be protected). In this 
simulated scenario, shown in figure 10, the RO would prescribe 21 Gy to irradiate the PTV 
around the tumour bed delineated as a truncated cone shape, with a base of 40 mm and a 
height of 15 mm. The user, in this particular case an RO with IOERT experience following 
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Figure 9. (Upper-left) Simulation time required to estimate dose with an uncertainty 
lower than 4% for a 161 x 140 x 161 water phantom, with 1 x 1 x 1 mm3 per voxel and 
for applicator diameters in the range of 3 cm-9 cm. (Upper-right) Number of simulated 
primary particles in millions. (Lower-left) Simulation time required to estimate dose 
with an uncertainty lower than 2% for the same phantom with a 2 x 2 x 2 mm3 
voxelization and (lower-right) the required number of simulated primary particles. 
the standard clinical protocol that he follows in the OR, positioned a 5 cm diameter applicator 
and inserted an 8 cm diameter/5 mm thick cylindrical shield (3 mm aluminium/2 mm brass) at 
the location where he considered that the ribs and lung would be best protected. With these 
settings, the RO and the radiation physicist expected to protect the lungs and ribs completely, 
while the delineated target volume would receive at least 90% of the prescribed dose. Multiple 
simulations, with slight variations in the applicator, protection positions and angles, were run 
to identify the optimal applicator location in terms of PTV coverage. This case used a two-
layered disc configuration, which is frequently utilized in practice; the top disc with the lower 
Z slows down beam particles and absorbs backscattered particles (Catalano et al 2007), and 
the bottom disc with the higher Z stops the residual electrons. 
Dose was estimated by considering a 6 MeV electron beam generated by a Varian 21EX 
linear accelerator. To obtain a statistical dose uncertainty <7max2 below 2%, approximately 
Figure 10. TPS interface showing the MC simulation output for a treatment planning 
with a 6 MeV electron beam and a 5 cm applicator (case 1). The breast is protected with 
a composite shield that is positioned by a RO. The pixel size of the preoperative CT 
image is 1.8 x 1.8 x 3 mm3. Isodoses curves are represented for the 95% (red) and 90% 
(orange) of the maximum dose. 
11.2million particles, with an execution time of less than 35s, were simulated in each MC 
run. This execution time would allow for a certain degree of interactivity in the planning 
process. 
After several iterations, the RO determined that in the best-case scenario (figure 11, top 
left) the PTV was not completely enclosed by the 90%-isodose curve obtained with the 
5 cm applicator, and it was estimated that, at best, 88% of the tumour volume was inside 
the 90%-isodose curve. The same setting was simulated with a 6 cm applicator (figure 11, 
top right), and in this case the delineated PTV was completely enclosed by the 90%-isodose 
curve, allowing for a margin of safety in the OR for position of the applicator and/or protec-
tion misalignments with respect to the optimum location. These simulation results are in 
accordance with the new standard treatment proposed by the European Institute of Oncology 
where the recommended applicator size is now 6 cm, with an occasional use of 5 cm for very 
small lesions (Dall'Oglio 2013). 
In case 2, the applicator was placed in the TPS to reproduce the real applicator position, as 
displayed on the CT image (figure 12). The CT scan was obtained with the protection in place, 
although other clinical protocols for breast cancer treatment avoid the use of any protection 
(Fastner et al 2013). The reconstructed CT image showed severe artefacts due to the high 
density of the shielding materials. To simulate dose deposition, the applicator was positioned 
so that it overlapped the end of the applicator visible in the image, protection was placed on 
top of the protection with artefact visible on the image, and the tissue between the applicator 
and the protection was segmented as soft tissue. This workaround overcomes the limitations 
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Figure 11. (Top) Representation of the 90% isodose curve for a 5 cm (top-left) and a 
6 cm (top-right) applicator for case 1. An arrow is used to highlight poor coverage on the 
sides of the tumour bed. (Bottom) Representation of the corresponding DVH, where the 
vertical line represents 90% of the prescribed dose. Isodoses curves are represented for 
the 95% (red) and 90% (orange) of the maximum dose. 
caused by the artefacts by replacing pixel values with the expected materials. However, the 
correspondence between the simulated dose and the actual delivered dose is uncertain. The 
simulation required 6.2 million histories and took 18 s to meet a 2% level of uncertainty. This 
computation time is small enough to not interfere with the surgical procedure. 
4. Discussion and conclusions 
This work has analysed the conditions under which a custom implementation of an existing 
MC algorithm meets the requirements for interactive use in IOERT during planning and treat-
ment. The availability of an MC method capable of satisfying time and accuracy constraints in 
all scenarios would pave the way for systematic use of treatment planning in the IOERT clini-
cal routine. The computation of volumetric distributions is a clear step forward with respect to 
reporting the 90%-dose curve and the maximum dose, which is currently the standard protocol 
(Beddar et al 2006). 
As part of this work, the accuracy of the MC tool implemented to reproduce dose profiles in 
water and slab phantoms was assessed at different energies. These tests verified that the opti-
mized algorithm was at least as accurate as the original implementation, even in the presence 
of sharp inhomogeneities, while requiring a fraction of the computation time. 
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Figure 12. TPS interface showing the MC simulation output for an intraoperative 
treatment with a 6 MeV electron beam and a 5 cm applicator (case 2). The breast is 
protected with a composite shield by a RO and the applicator is kept in place by a 
holder. The pixel size of the intraoperative CT image is 1 x 1 x 5 mm3. 
To assess the level of interactivity that can be expected, execution times to meet a predefined 
uncertainty level were evaluated using a collection of PHSPs capable of reproducing experi-
mental measurements in a water phantom for nominal energies in the range of 6-20 MeV. 
From these simulations, it was concluded that all set-ups commonly used in the clinical rou-
tine could be solved in less than 2.5min if the voxel size was kept above 2 x 2 x 2mm3. 
The actual level of interactivity that can be achieved has been illustrated with two early 
breast cancer test cases for which treatment plans had been defined, considering a 6 MeV 
beam energy and including protection around the lung. It is in this scenario where the use 
of a fast MC tool becomes more relevant; analytical methods, such as pencil beam, show 
serious limitations when inhomogeneous phantoms are evaluated because of high-density 
inhomogeneities and the use of a relatively low-energy electron beam (Ding et al 2005). 
Computation time is also a critical issue, particularly when the RO needs to simulate multiple 
alternatives or to confirm dose distributions for a given set-up in the OR. In both test case sce-
narios, the dose was computed in less than 35 s for an uncertainty lower than 2% of the dose 
at the maximum. These results confirm the interactive usability of this MC technique, with-
out compromising accuracy in dose predictions, provided that the CT images used as input to 
the model are adequate for accurate dosimetry. Therefore, we may conclude that computation 
time or accuracy are no longer a bottleneck for the application of MC simulation in IOERT 
when used as an additional step for quality control and documentation of the procedure. 
From the clinical perspective, the validity and usefulness of TPS has been assessed in a 
comparative study conducted with the participation of three ROs (Calvo et al 2014). Fifteen 
cases based on the most representative locations of IOERT treatments were evaluated, with 
the conclusion that the TPS offers a new imaging expansion for IOERT, in the context of a 
multidisciplinary approach to optimize and define the treatment parameters. However, the 
actual use of the TPS in the clinic requires the consideration and discussion of other fac-
tors. With regard to the use of the TPS with preoperative CT images, which is the planning 
workflow for IOERT that was originally proposed (Pascau et al 2012), the matter of the level 
of accuracy that can be obtained using preoperative images to estimate the actual dose dis-
tribution is a topic that is still under investigation, beyond the preliminary results given by 
(Pascau etal 2011). 
Concerning the intraoperative use of the TPS, it is intuitive that this is the best approach to 
fully understand the patient's actual anatomy during treatment and should be considered if accu-
rate dose estimations are intended. To obtain updated patient imaging during the IOERT proce-
dure, portable devices should be considered in the protocol (Siewerdsen 2001). Nevertheless, 
several challenges, which are still being studied, must be taken into account to acquire and 
post-process such images. These include the effects of shielding disks on the image, the image 
quality and potential dosimetric limitations of portable CT devices or the methodology to trans-
fer segmented regions and volumes from the preoperative to intraoperative images, in order to 
avoid manual segmentation by the RO in the time-constrained intraplanning phase. In any case, 
the MC workflow proposed here could assist in evaluating the potential use of a portable CT 
scanner for dose estimations in IOERT. The benefits of intraoperative imaging in the clinical 
workflow should also be confirmed for different treatment locations. 
In IOERT, it is common to use a shielding disk to protect the organs at risk, but this intro-
duces important artefacts in the CT that may limit the use of intraplanning. Further study 
of the sensitivity of dose distributions to these artefacts is needed, as well as investigating 
alternative techniques to minimize or remove them. In fact, the use of this MC tool in the TPS 
could be a valuable tool to assess the benefits and effects of different protection materials. 
Finally, to minimize the delay in the procedure due to intraplanning computations, segmen-
tation contours from preoperative images could be transferred to the intraoperative study by 
means of non-rigid image registration techniques. 
The proposed MC-optimized tool and the workflow presented narrow the gap between 
external and internal radiotherapy, providing the RO with mechanisms to estimate the actual 
dose delivered to the patient in a complex clinical scenario, including the effects of protec-
tion systems and bolus. The integration of the MC tool in a user-friendly TPS will help in the 
standardization of IOERT and increase its applicability. Additionally, these techniques will 
enable improved handling of patients, an improved analysis of the treatment outcome, as well 
as a dose summation in those cases where IOERT is combined with external radiotherapy as 
a boost strategy. 
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