Abstract. We study codes meeting a generalized version of the Singleton bound for higher weights. We show that some of the higher weight enumerators of these codes are uniquely determined. We give the higher weight enumerators for MDS codes, the Simplex codes, the Hamming codes, the first order Reed-Muller codes and their dual codes. For the putative [72, 36, 16] code we find the i-th higher weight enumerators for i = 12 to 36. Additionally, we give a version of the generalized Singleton bound for non-linear codes.
Introduction
Maximum Distance Separable (MDS) codes are an important class of codes. They are significant since they are optimal codes for their length and dimension but also because of their relation to various combinatorial structures, see [11] for a complete description. In this paper, we study a generalization of MDS codes, namely those codes meeting a generalized Singleton bound for higher weights. We shall define higher weights and then describe some basic results of generalized MDS codes which we will generalize. We also give the higher weight enumerators for the Simplex codes, the Hamming codes, the first order Reed-Muller codes and their dual codes. We give a version of the generalized Singleton bound for non-linear codes. We use these results to find a significant number of the higher weight enumerators for the putative [72, 36, 16] Type II code. We find the i-th higher weight enumerators for i = 12 to 34 as well using the techniques of the paper. We also use the techniques of the paper to determine some previously unknown higher weight enumerators of the codes associated with the projective plane of order 5.
We begin with some basic definitions from coding theory. For any undefined terms from coding theory see [11] or [18] .
A code C of length n over F q is a subset of F n q , and if it is a vector space, then we say it is a linear code. We attach the standard inner product to the ambient space F 
Higher weights
We describe higher weights which are generalizations of Hamming weights. These were introduced by Wei in [19] . Throughout we use the notation in [17] . We define the r-minimum weight for a linear code C as
Then d 1 (C) is the minimum Hamming weight. The weight spectrum is generalized to the higher weight spectrum as follows:
Weight enumerators are generalized to the following: is 7, so their higher weight enumerators are not the same. MacWilliams identities exist for these weights (see [12] or [17] ). They are:
(1)
where the code has dimension k in F n q , and
for all r, with 0 ≤ r ≤ s. We shall drop the y from the notation when it is not necessary.
MDS codes
There are various proofs of the Singleton bound. It can be proven both combinatorially and algebraically. We describe the algebraic proof whose techniques we shall use in the paper. This proof comes from Proposition 5.4 in [18] . Namely, take a generator matrix G = (I A) for a code equivalent to C, where I is the k × k identity matrix. The minimum weight d is less than or equal to the weight of first row of G which is less than or equal to n − k + 1. This gives the well known bound which we state as a theorem.
This leads naturally to the following definition.
The combinatorial proof of the Singleton bound in Equation 2 holds for codes over any alphabet, namely d ≤ n − log q (|C|) + 1, where q is the size of the alphabet. The algebraic version has been generalized to a variety of rings, for example codes meeting the generalized algebraic Singleton bound for linear codes are called MDR codes, see [7] for a description of these codes over Z k . The most general version is given in [10] and is proven for codes over quasi-Frobenius rings.
A well known theorem relates MDS codes and their duals. It can be found in Theorem 2.4.3 in [11] and Theorem 9.2 in [18] for example.
Later we shall give a proof of this theorem which will follow from results about higher weights.
The following is given in Theorem 7.4.1 in [11] .
See page 330 of [13] for a complete description.
r-MDS codes
In this section we shall define codes meeting a generalized Singleton bound for higher weights. We shall describe some results that we will use throughout the paper. We begin with a result that will be used to give a generalized Singleton bound. The following result can be found in [19] . If C is a linear
This leads to the following result known as the generalized Singleton bound.
The proof can be found in Theorem 7.10.6 in [11] . As before this bound leads naturally to the following definition [17] , [19] .
an r-th maximum distance separable (r-MDS) code.
By this definition an MDS code is a 1-MDS code.
The following result is Theorem 7.10.7 in [11] and the proof follows from the proof of Equation 6 . Namely, if C is an MDS code over F q , then C is an r-MDS code for all 1 ≤ r ≤ k. Additionally, we have the following result which is Corollary 3.2 in [17] . It follows from the proof of Equation 6. Namely, if C is an r-MDS code over F q , then C is an r 1 -MDS code for all r ≤ r 1 ≤ k.
This leads to the following definition.
Definition 3. If C is not an (r − 1)-MDS code but it is an r-MDS code over
By this definition a non-trivial MDS code is a P 1 -MDS code.
Example 1. Let C be the [7, 4, 3] binary Hamming code. Then C ⊥ is the [7, 3, 4] binary Simplex code. We can easily calculate the following:
This gives that both C and C ⊥ are P 2 -MDS codes.
The following can be found in [19] . Namely, let C be an
r-MDS codes
We shall now investigate the properties of P r -MDS codes. Using Equation 7, we have the following (Note: Similar statements to Theorem 2.1 are in Corollary 4.1 in [17] ).
Proof. It follows from Theorem 2.1 noting
While non-trivial binary MDS codes do not exist, by the previous corollary it is easy to see that non-trivial binary r-MDS codes are easily found.
Using Theorem 2.1, we can reprove Theorem 1.2. Proof. The theorem follows from the fact that S q,r is a P r−1 -MDS code.
We shall give a generalization of the result in Equation 3 for P r -MDS codes. First we need the following notation and the following result. Recall the definition of the Gaussian binomial:
, which is the number of subspaces of dimension r in a k dimensional space over
The following result is Theorem 2 in [15] . (I) are complex formulas. In [15] , it is remarked that it will be possible to compute A r i (C) for
Now we give a generalization of the result in Equation 3 for P r -MDS codes. For a similar result see Theorem 8.1 in [9] .
is determined by the parameters n, k, and q. In fact, it is given by A i j (C) = 0 for 0 ≤ j < d i , and
Proof. By Theorem 2.1, r = k−d ⊥ +2. Now the theorem is an easy consequence of Equation 8.
The following corollary is a generalization of Equation 4.
Proof. It follows from Theorem 2.5. Then the weight spectrums are given by the following: The higher weight spectrums of the Simplex codes S q,r were stated in [12] . In the following we provide an alternate proof. 
From 
Using Theorem 2.7 and Theorem 2.8, we calculated the higher weight spectrums of S 2,j and H 2,j for j = 2, 3, 4, and S 3,j and H 3,j for j = 2, 3 and present them in Tables 1 to 12 which can be found in [2] .
In the following, we give the higher weight spectrums of the first order ReedMuller codes and their dual codes. We start with the following notation. For Proof. If i = 1 or i = r + 1, then the theorem is true. Assume that 2 ≤ i ≤ r. Let G 2 be the matrix
For r ≥ 3, define G r inductively by
Then G r is a generator matrix for the binary Simplex code S 2,r , (r ≥ 2) [11, p. 30 ]. Define G(1, r) to be the following (r + 1) × 2 r matrix:
Then G(1, r) is a generator matrix for R(1, r) [11, p. 36 ]. We can think of an i dimensional subspace for R(1, r) in three ways.
(1) The i dimensional subspace is generated by the rows of G(1, r) except the first row. Then every vector in the subspace is of the form (0, a), where a is a vector in an i dimensional subspace for S 2,r . Therefore the size of the support of the i dimensional subspace is 2 r − 2 r−i . (2) First we make an i − 1 dimensional subspace which is generated by the rows of G(1, r) except the first row. Then by adding the first row, we make an i dimensional subspace. Therefore, in this case, the weight spectrum is given by the following:
The i dimensional subspace is generated by the following vectors:
where a j is a codeword in S 2,r and δ j = 0, 1 for 1 ≤ j ≤ i (at least one δ j is 1) and 1 is the all 1 vector of length 2 r − 1. Without loss of generality, we may assume that the generating vectors can be changed to the following vectors. (0, a 1 ), (0, a 2 ), . . . , (0, a i−1 ), (1, a i + 1) .
Then the size of the support of the i dimensional subspace is
Note that a 1 , a 2 , . . . , a i−1 are linearly independent. If a i is a linear combination of a 1 , a 2 , . . . , a i−1 , then we can reduce this case to the above case. We can then assume that a 1 , a 2 , . . . , a i are linearly independent. Since
we have
From the above values, the size of the support of the i dimensional subspace is
From the above arguments, we complete the proof.
In the Reed-Muller codes, there are the following dual relations [11, Theorem 1.10.1]:
Since we already know W 0 ({0}; y) = 1 and W 1 (R(0, r); y) = y 2 r , using Theorem 2.9 and Theorem 2.8, we can easily calculate the higher weight spectrums of R(r − 2, r), R(r − 1, r) and R(r, r) (Note that R(r, r) is the entire space F 2 r 2 ). We give the computational results for R(1, r) and R(r − 2, r) for r = 2, 3, 4 in Tables 13 to 18 which can be found in [2] (Note that R(1, 3) is the [8, 4, 4] extended Hamming self-dual code).
Higher weight distributions of codes from projective planes
We can examine some of the higher weight enumerators which were not found for the projective plane of order 5 in [6] . Let Π be the projective plane of order n and let C p (Π) be the code from the projective plane of order n. The Hull of the plane Π is defined as Hull
⊥ and is a self-orthogonal code.
We know from [6] that Hull p (Π) is of codimension 1 in C p (Π) and
For more details, refer to [6] .
We shall calculate some of the higher weight distributions of the code and the Hull of the projective plane of order 5. 
where 2 ≤ i ≤ 16. We apply the MacWilliams relations to 
A non-linear version of the generalized Singleton bound
The Singleton bound applies to either linear or non-linear codes. For nonlinear codes it applies to the distance between vectors rather than the weight of vectors, where the distance between two vectors is the number of coordinates in which they differ. Specifically, if d is the minimum distance of a length n code C (linear or not) over an alphabet of size q with |C| = M , then
This immediately gives the usual form of the Singleton bound:
We shall generalize this to higher weights. We begin with a definition. Let C be a length n code over an alphabet of size q. Let D ⊆ C. Note that we are not assuming that either C or D is linear. Define
This definition is the same as the definition of the support of a non-linear code given in [17] ). That is, it is the number of coordinates where there are at least two vectors that differ there. If D is linear, then ||D|| is the size of the support of D since the zero vector is present. Therefore, this definition coincides with our previous definition for linear codes. Define
Again, if C and D are linear, then this coincides with the usual definition.
Lemma 3.1. Let C be a length n code over an alphabet of size q with |C| = M and 
Proof. We shall prove the result by induction. Let r = k. We know that for the Golay code d 2 is 12. Then we have
Proof. 
