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Abstract—In many advanced network analysis applications,
like social networks, e-commerce, and network security, hotspots
are generally considered as a group of vertices that are tightly
connected owing to the similar characteristics, such as common
habits and location proximity. In this paper, we investigate
the formation of hotspots from an alternative perspective that
considers the routes along the network paths as the auxiliary
information, and attempt to find the route hotspots in large
labeled networks. A route hotspot is a cohesive subgraph that
is covered by a set of routes, and these routes correspond
to the same sequential pattern consisting of vertices’ labels.
To the best of our knowledge, the problem of Finding Route
Hotspots in Large Labeled Networks has not been tackled in the
literature. However, it is challenging as counting the number of
hotspots in a network is #P-hard. Inspired by the observation
that the sizes of hotspots decrease with the increasing lengths
of patterns, we prove several anti-monotonicity properties of
hotspots, and then develop a scalable algorithm called FastRH
that can use these properties to effectively prune the patterns
that cannot form any hotspots. In addition, to avoid the duplicate
computation overhead, we judiciously design an effective index
structure called RH-Index for storing the hotspot and pattern
information collectively, which also enables incremental updating
and efficient query processing. Our experimental results on
real-world datasets clearly demonstrate the effectiveness and
scalability of our proposed methods.
Index Terms—Graphs, sequential pattern, community detec-
tion, indexing
I. INTRODUCTION
Finding communities from real-world networks has gained
significant interests, which enjoys various applications involv-
ing social networks, e-commerce, and network security. Con-
ventional community detection methods detect communities as
groups of vertices that are densely interconnected, which focus
on the graph structures of communities. More often than not,
besides the topology information, the valuable co-occurrence
information [1] and route information [2] may also help to
find meaningful communities.
The route on the graph, which is a sequence of consecutive
edges, is a natural descriptive model for many real-world net-
works. The route defined here is similar to that defined in [3],
which is also a sequence of edges and the consecutive edges
must share a vertex. Examples in network security are shown
in Figure 1, where each vertex corresponds to a tuple contain-
ing an IP address, a port and a specific vulnerability. And each
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Fig. 1. Two examples of network security, where each vertex corresponds
to a tuple containing an IP address, a port and a specific vulnerability. The
colored arrow lines on edges represent routes, where a route is a sequence
of consecutive edges, incidenting a chain of attacks. Fig. 1(a) shows that
hackers frequently first exploit the vulnerabilities Web Trojan and PHP
Code Execution, and then exploit the vulnerability SQL Injection. Fig. 1(b)
indicates that hackers frequently first exploit the vulnerability PHP Code
Execution on specific systems, then exploit the same kind of vulnerability
(i.e., PHP Code Execution) on some other systems, and further exploit the
vulnerability Sensitive Information Sniffing. These two examples show two
types of successful attacking paths in network security.
edge indicates that the two connected systems are incident in
the network. Hackers may find a sequence of exploits (i.e.,
a route) along the network path that can enable a successful
attack. For example, the routes marked by the colored arrow
lines indicate that some hackers frequently first exploit the
vulnerabilities Web Trojan and PHP Code Execution, and then
exploit the vulnerability SQL Injection (Fig. 1(a)), while some
other hackers frequently first exploit the vulnerability PHP
Code Execution on some specific systems, then exploit the
same kind of vulnerability (i.e., PHP Code Execution) on
other systems, and further exploit the vulnerability Sensitive
Information Sniffing (Fig. 1(b)). Another example lies in the
anti-money laundering analysis [4], where each vertex is a
user of a bank and an edge represents their money transfer
relationship. Here a route can denote a sequence of transfer
behaviours among a set of users. The routes may also exist
in the collaboration networks, such as DBLP [5], where each
vertex is an author and an edge represents their collaboration
relationship. In addition to collaboration relationships, we also
consider the authors’ citation relationships to build the citation
sequence that is used as the route. Specifically, for every two
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Fig. 2. An example network, where each vertex corresponds to a specific
label, including DB, WS, MS and PS respectively. The colored arrow lines
on edges represent routes, where a route T is a sequence of consecutive
edges. The dashed ellipse represents a route hotspot (i.e., the induced
subgraph H of {v4, v6, v7, v9}) that can be marked by the sequential pattern
〈PS,MS,DB〉, which is covered by qualified routes that form this hotspot.
consecutive collaborative authors A and B in the route, B
should have cited a paper published by A. Such routes can
indicate the trends of their research interests.
Informally, given a graph as well as routes on it, it is
interesting to discover dense components which are covered
by groups of routes that share the same patterns implying
common behaviours. In the examples of network security that
are shown in Figure 1, the detection of these components can
facilitate in both identifying the security vulnerable areas in
the networks and extracting the features of hacker behaviours,
and these features can be used for hacker identification.
In the example of the anti-money laundering analysis, the
frequent money transfer behaviours among a specific group
of users could be suspicious, and the detection of such users
may indicate money laundering. In the third example given
above, the detection can discover groups of closely cooperated
scholars who hold the same continuous research interests in
the collaboration networks. We call such dense components
route hotspots and aim to discover the route hotspots in an
efficient manner.
We can also understand the route hotspots detection problem
from the perspective of the patterns. It would also be interest-
ing to find the same patterns that are shared by a specific dense
component. Although a few previous studies have attempted
to mine frequent patterns from a large graph, a pattern that
is frequent in the whole graph is not necessarily frequent in
a dense component of the graph. Thus, the detection of route
hotspots can also help to find meaningful patterns regarding
to a specific component of the graph.
However, effectively finding route hotspots in large labeled
networks is a non-trivial problem. It is challenging on how to
define the route hotspot appropriately and how to develop an
efficient solution for route hotspot finding.
A. Challenge 1: Suitable Model
We first review some related models defined in the previous
work and then conclude the key attributes that are required to
be possessed by our model.
On one hand, various community models have been pro-
posed to describe dense subgraphs, such as k-core [6] and
k-truss [7]. But these dense subgraphs cannot be adopted to
model route hotspots as they mainly focus on the graph struc-
tures but ignore how routes perform. To better introduce the
model, we give a more specific example of network security
in Figure 2, where each vertex in the graph corresponds to
a system vulnerability and is labeled as its type, such as DB
(the database), WS (the website system), MS (the management
system) and PS (the portal system). The induced subgraph of
{v4, v7, v8, v9, v10} is a 4-truss. However, there are no routes
traversing the edges (v7, v8), (v8, v9) and (v8, v10) in this
subgraph. A coverage relationship that requires the subgraph
is covered by a group of routes may make more sense.
On the other hand, there also exist some concepts with
the goal of discovering a group of routes that move together,
such as convoy [8] and trajectory gathering pattern [9]. These
concepts can be distinguished based on how the “group” is
defined. However, using such group patterns to model route
hotspots is limited by the following two issues. First, although
these approaches are able to identify a group of objects moving
together, they only consider spatial proximity for clustering
a group of objects rather than more refined and meaning-
ful interconnection relationships between pair-wised objects.
Moreover, the group of objects they find may not be densely
interconnected and thus are not suitable for our problem
settings. For example, as shown in Figure 2, the subgraph
of {v1, v2, v3, v4, v5} is obtained by spatial clustering and is
covered by {T1, T2, T4}, but it is not a dense structure. Second,
the output of these approaches may be varied by using different
distance measures to obtain clustering results. In contrast, our
proposal working with k-truss to indicate dense groups is
independent of distance measures.
With the insights given above, we regard a route hotspot
as a cohesive subgraph covered by a set of routes containing
the same sequential pattern. An appropriate model of route
hotspot should possess the following key attributes.
1) (Cohesiveness) The value of the cohesiveness function
that measures the structure of route hotspot is high.
2) (Participation) The route hotspot should contain at least
min sup subroutes (a subroute is one of the consecutive
portions of the full route).
3) (Coverage) These subroutes contained by the route
hotspot can cover the route hotspot.
4) (Correlation) Each route contained in the route hotspot
should contain the same sequential pattern.
The cohesiveness condition is straightforward as hotspots
are supposed to be dense subgraphs. Here we use k-truss as
it has a stronger guarantee on cohesive structure than k-core.
Furthermore, computing k-truss subgraphs takes low computa-
tional cost, that is, polynomial time [7]. The participation and
coverage conditions are also straightforward as the hotspot is
defined on the graph and route set. The correlation condition
shows that, in the route hotspot, routes should contain the
same sequential pattern, which is a sequence of consecutive
labels, and thus we can mark the hotspot by this pattern. As
shown in Figure 2, let k = 3 and min sup = 3. The induced
subgraph H of {v4, v6, v7, v9} is a 4-truss, which contains
T5, T6, T7 and one portion of T8, where each route contain
the same sequential pattern 〈PS,MS〉 and these routes can
cover H . Therefore, H is a route hotspot for k = 3 and
pattern 〈PS,MS〉. We will give more formal definitions in
Section III.
B. Challenge 2: Efficient Detection Algorithm
It is natural to ask whether we can apply or extend the
existing algorithms for sequential pattern mining, commu-
nity detection, or group pattern discovery to discover route
hotspots? Unfortunately, the answer is no due to the following
challenges.
First, the conventional sequential pattern mining methods,
like PrefixSpan [10], can only find the patterns that exist in
the routes and describe how patterns are located on the graph.
They don’t consider dense graph structures.
Second, the routes may contain an exponential number of
patterns. Since the conventional community detection meth-
ods, such as BULK [11], can only detect route hotspots of
one pattern at a time, it is computationally intractable to use
those methods for each of the exponential number of patterns.
Third, the group pattern discovery methods, like CuTS [8],
are not designed to process network topology information and
thus the group of vertices they detect may not be densely
connected from the perspective of the graph structure such as
k-truss.
Last but not least, it is of practical importance to provide
a fast query service to answer user queries for interesting
route hotspots in real time. As the number of route hotspots
is usually huge in a large labeled network, enumerating and
indexing all of them efficiently is extremely challenging.
To tackle these challenges, we make the following contri-
butions in this work.
First, to the best of our knowledge, we are the first to detect
the route hotspots in the large labeled networks. We prove
that counting the number of route hotspots is #P-hard and
propose to solve the problem by exploring the graph structure
and sequential patterns simultaneously.
Second, to reduce the computational cost of the straight-
forward greedy algorithms, we first prove the pattern anti-
monotonicity and the hotspot anti-monotonicity properties on
route hotspots, and then develop an efficient algorithm called
FastRH via applying these properties. FastRH can also be
parallelized since the detection procedure for different patterns
is independent, and thus can be speeded up.
Third, to store the huge number of decomposed route
hotspots, we design a tree index structure called RH-Index,
which can efficiently index more than 8.2× 105 hotspots for
6.7 × 105 patterns by using 2.3 hours and 39.9 GB main
memory on a commodity PC with a large main memory as
shown in Section VII on CN dataset. We also develop an
efficient querying method that takes only 0.12 seconds on
average for each query pattern.
Fourth, we report an extensive experimental study on real-
world datasets. The results clearly show that our method is
accurate, efficient and scalable in finding and indexing route
hotspots.
The rest of the paper is organized as follows. We review
the related work in Section II and formulate the problem in
Section III. In Section IV and V, we present the greedy algo-
rithm and the improved solution. The route hotspot indexing
is introduced in Section VI. We report the evaluation results
in Section VII, and conclude the paper in Section VIII.
II. RELATED WORK
In this section, we review the related work, which can
be categorized into sequential pattern mining, k-truss based
community detection and group pattern discovery in spatial-
temporal data.
A. Sequential pattern mining
Sequential pattern mining, which is first introduced by
Agrawal and Srikant in [12], is a well-studied topic in data
mining. Given a set of sequences, the algorithms of sequential
pattern mining, like FreeSpan [13] and PrefixSpan [10], are
proposed to find all frequent subsequences.
To deal with the large scale of data, approximated methods
[14], [15] and distributed methods [16], [17] are proposed.
Riondato et al. [18] apply Vapnik-Chervonenkis (VC) dimen-
sion to provide tight bounds on the sample size, which is
linearly dependent on the VC-dimension of a range space
associated with the dataset to be mined. Progressive sampling
methods [15] start from small samples and then increment the
sampling sizes gradually until meeting the stopping conditions
or hitting the upper bound. Li et al. [16] parallelize the FP-
Growth on distributed machines in order to reduce memory
use and computational cost. Ge et al. [17] develop a memory-
efficient distributed dynamic programming approach to mine
probabilistic frequent sequential patterns. A comprehensive
review for this topic can be found in [19].
However, these approaches are not designed for graph data,
and thus cannot be adopted for our problem.
B. k-truss based community detection
As there are various definitions on communities, here we
mainly focus on the previous studies that are related to k-
truss. Recently, Zhang et al. [20] propose to find interesting
(k, r)-cores, where each vertex in a (k, r)-core connects to
at least k other vertices and the similarity between any two
vertices of the (k, r)-core is bounded by a similarity threshold
r. However, a connected k-core is not guaranteed to be 2-edge-
connected, while k-truss is more rigorous than k-core owing
to its triangle-based definition. Thus, k-truss based community
models are proposed.
Huang et al. [21] propose to search k-truss communities
in large-scale networks. To support the efficient search of
k-truss communities, they design a compact index, which
can be updated incrementally under a dynamic graph setting.
They also extend the k-truss community detection models
to probabilistic graphs [22] and attributed graphs [11]. In
particular, for probabilistic graphs, to meet the requirements
TABLE I
FREQUENTLY USED NOTATIONS.
Notation Description
G(V,E, la) The labeled undirected graph.
Π The union of labels in G.
D, Dp The route set and the subset of Dp, where each route contains p.
min sup The user defined positive integer parameter.
T , t The route and the subroute of T .
s The sequence.
p The sequential pattern.
Hp(k) The route hotspot with fixed p and k.
np The node of RH-Index for pattern p.
Lp, Tp, Ep The linked item, routes, and edges of np.
in real-world networks, they propose the notion of (k, γ)-
truss, where the probability of each edge contained in at least
(k−2) triangles is at least γ. For attributed graphs, motivated
by balancing the attribute homogeneity and coverage, they
propose the attributed truss community model and define the
(k, d)-truss. The proposed (k, d)-truss is a connected k-truss
containing all query nodes and each node of the (k, d)-truss
has a distance no larger than d from every query node. Such
models are proven to be effective in retrieving meaningful
communities in probabilistic graphs and attributed graphs.
In contrast to previous studies, our hotspot is uniquely iden-
tified by a pattern, which is not touched by the above methods.
Thus, these methods cannot be applied straightforwardly to
detect route hotspots.
C. Group pattern discovery in spatio-temporal data
Discovering groups of objects that travel together in spatio-
temporal data is called group pattern discovery [9] and has
enjoyed many applications, such as movement behaviour anal-
ysis [2]. Vieira et al. [23] propose to discover flocks, where
a flock is a group of objects that travel together within a
disc of some user-specified size for at least k consecutive
timestamps. To deal with the so-called lossy-flock problem,
the notion of convoy [8] is proposed, where the convoy is
defined to have multiple objects that are densely connected
with respect to a specific distance during k consecutive time
points. Subsequently, to describe the common behaviours in
dense groups, the trajectory gathering pattern [9] is proposed,
where a gathering is regarded as a dense and continuing group
of individuals. Zhang et al. [24] propose GMOVE, to model
human mobility from massive geo-tagged social media, by
grouping the users that share similar moving behaviors.
However, these methods only consider spatial proximity
for clustering a group of objects rather than more refined
and meaningful interconnection relationships between paired
objects. Thus there is no straightforward way to apply these
methods on route hotspots detection.
III. PROBLEM FORMULATION
In this section, we first define route hotspot, and then
introduce the route hotspot finding problem.
A. Graph and k-truss
We consider an undirected graph G = (V,E, la), where (1)
V is a finite set of vertices, (2) E = {(u, v) | u, v ∈ V } ⊆
T1 = (1, 〈(v1, v2), (v2, v5)〉)
T2 = (2, 〈(v1, v3), (v3, v5)〉)
T3 = (3, 〈(v1, v4), (v4, v7), (v7, v9)〉)
T4 = (4, 〈(v1, v4), (v4, v5)〉)
T5 = (5, 〈(v6, v4), (v4, v6)〉)
T6 = (6, 〈(v6, v7), (v7, v9)〉)
T7 = (7, 〈(v6, v7), (v7, v4), (v4, v9)〉)
T8 = (8, 〈(v6, v7), (v7, v10)〉)
Fig. 3. A route set D of Figure 2, where T1 is a route with tid = 1, and
〈PS,WS,DB〉 is a sequence induced by T1.
V ×V is a set of edges; (3) la is a labeling function that maps
each vertex v to the unique label Lv = la(v) in Π. Π denotes
the set of labels. We denote the set of neighbors of v as N(v),
i.e., N(v) = {u ∈ V |(v, u) ∈ E}. The degree of v is denoted
by d(v) = |N(v)|.
A triangle in G is a cycle of length 3. We denote a triangle
as 4uvw, where u, v, w ∈ V are the three vertices on the
cycle. The support of an edge e(u, v), denoted by sup(e,G),
is defined as |{4uvw : w ∈ V }|. We denote e ∈ 4, if e is an
edge of 4. A k-truss H(VH , EH) is a subgraph of G, such
that ∀e ∈ EH , sup(e,H) ≥ (k−2). H is said to be a maximal
k-truss, if there does not exist another k-truss that can contain
it.
B. Route on Graph
Let es = 〈e1, . . . , eh−1〉 be a sequence of edges, where
ei = e(vi, vi+1) ∈ E (1 ≤ i < h). A route is a tuple T =
(tid, es), where tid is a unique route-id. We say that e(vi, vi+1)
is contained by T , denoted by e(vi, vi+1) ∈ T . A route set D
is a set of routes, and |D| denotes the number of routes. The
length of the route is h− 1, the number of edges.
A subroute t of T , denoted by t ∈ T , is
one of the consecutive portions of T . For example,
〈(v1, v2), (v2, v3)〉 and 〈(v2, v3), (v3, v4)〉 are subroutes of
〈(v1, v2), (v2, v3), (v3, v4)〉.
Given a subgraph H = (VH , EH) of G, T is said to be route
containment with H , denoted by T ∈ H , if ∀e(u, v) ∈ T ,
such that e ∈ EH . For example, given the subgraph H of G
in Figure 2, where H is a vertex-induced subgraph induced
by {v4, v6, v7, v9}, T7 in Figure 3 is route containment with
H as each edge in T is an edge of H . Similarly, the subroute
〈(v6, v7), (v7, v4)〉 of T7 is also route containment with H .
D is said to be route set containment with H , if ∀T ∈ D,
such that T ∈ H , denoted by D b H . For example, given
H1 = (VH1 , EH1) induced from {v1, v2, v3, v5} in Figure 2
and {T1, T2} in Figure 3, H1 contains not only the individual
routes T1, T2, but also their route set {T1, T2}.
D is said to cover H , denoted by H   D, if each edge of
H exists in at least one route of D. Note that if D covers H ,
H must contain the route set D, but not vice versa. Continued
with the above example, H is covered by {T1, T2}, but neither
T1 nor T2 can cover H on its own.
C. Sequence and Pattern
We are interested in sequential patterns carried by routes in
D. Formally, a sequence s = 〈L1, . . . , Lh〉 is a sequence of
labels, which is induced by T , where Li = Lvi for 1 ≤ i ≤ h.
Li is called the i-th item of s. The length of s is len(s) = h.
A sequence p = 〈A1, . . . , Al〉 is called a subsequence of s
and s is called a supersequence of p, denoted as p v s, if there
exists a sequence of consecutive integers 1 ≤ B1 < B2 <
. . . < Bl ≤ h such that A1 = LB1 , A2 = LB2 , . . . , Al = LBl .
A route T is said to contain p, if s is induced by T and p v s,
which is denoted as p ≺ T for simplicity. p is said to be a
l-pattern, if len(p) = l.
The support of a sequence p in D is the number of routes
containing p, i.e., fD(p) = |{T |p ≺ T ∧ T ∈ D}|. Given a
positive integer min sup as the sequence support threhold,
a sequence p is called a sequential pattern in D if fD(p) ≥
min sup.
Now we give an example to explain the concepts, including
the graph, the route, the sequence and the pattern.
Example 1 (Concepts): Figure 2 and Figure 3 show a tiny
graph and a set of routes. The graph G has 10 vertices
{v1, . . . , v10}, 17 edges and Π = {PS,WS,MS,DB}. The
route set D = {T1, . . . , T8}. We can always find a sequence
supporting a route. For example, s1 = 〈PS,WS,DB〉 is
induced by T1. Given min sup = 3, there are 4 frequent
sequential patterns, whose lengths are greater than or equal
to 2. The patterns are 〈PS,MS〉, 〈PS,MS,DB〉, 〈PS,DB〉
and 〈MS,DB〉. Suppose that H2 is a subgraph induced by
{v4, v6, v7, v8, v9, v10}, and it’s obvious that H2 is a 3-truss
and is maximal.
D. Route Hotspot
With the commonly accepted desiderata of a good route
hotspot described in Section I, we now give a precise definition
of route hotspot.
Definition 1 (Route Hotspot): Given a graph G, a set of
routes D, a pattern p, two parameters k and min sup, Hp(k)
(denoted as H for short) is a route hotspot, if H satisfies the
following conditions:
1) H is a k-truss and is connected.
2) H contains at least min sup subroutes of routes in
D, where each subroute t contains the same pattern
p. Formally, ∃Dp = {t ∈ T |p ≺ t ∧ T ∈ D} and
fDp(p) ≥ min sup, such that Dp b H .
3) Dp can cover H and the length of each subroute t in
Dp should be as long as possible. Formally, H  Dp.
4) H is a maximal subgraph satisfying conditions (1), (2)
and (3). That is, @H ′ ⊆ G, such that H ⊂ H ′, and H ′
satisfies conditions (1), (2) and (3).
Note that we don’t consider the patterns whose lengths are
equal to 1 since it’s trivial and meaningless. An example of
route hotspot H for p = 〈PS,MS〉 and k = 3 is given
in Section I.1, with the corresponding G in Figure 2, D in
Figure 3 and min sup = 3 respectively.
Note that a vertex whose label doesn’t belong to the pattern
may also appear in a hotspot, in order to act as a “bridge”
between other vertices. Specifically, suppose p ≺ T , the
length of T may be longer than the length of p and thus
some vertices in T may be associated with labels that don’t
exist in p. For example, in Figure 3, T6 contains the pattern
〈PS,MS〉, but v9 ∈ T6 doesn’t correspond to the label PS
or MS. Nevertheless, v9 is still involved in the hotspot as
it may be indispensable in a practical network, e.g., it may
act as a starting point or an endpoint of an attack sequence
in the network security scenario. Moreover, longer routes are
expected to cover route hotspots more easily than those with
shorter lengths, and thus can help us find more hotspots.
E. The FRHLN problem
Now we are ready to define the problem of Finding Route
Hotspots in Large Labeled Networks (FRHLN) .
Definition 2 (FRHLN): Given a graph G, a route set D, a
user-specific parameter min sup, the problem of finding route
hotspots in large labeled networks is to enumerate all route
hotspots Hp(k) for each p and k, where k ≥ 2, len(p) ≥ 2
and each Hp(k) contains at least min sup subroutes.
We prove in Theorem 1 that counting the number of the
route hotspots is #P-hard.
Theorem 1 (Hardness): Given a graph G, a route set D and
a user input threshold min sup, the problem of counting the
number of route hotspots in G is #P-hard.
Sketch: We prove this theorem by a reduction from the
Sequential Pattern Mining (SPM) problem, which is known to
be #P-hard [25]. Given an instance of the SPM problem, where
the input is a sequence database S and a minimal support
min sup, we are asked how many patterns p in S satisfy
fS(p) ≥ min sup. Here, fS(p) is the number of unique
sequences in S that contain p. We denote the union of the
items (i.e., the labels of the vertices) in S as I, where the
items follow an arbitrary fixed total order. Using S, we can
construct a graph G and a route set D as follows.
We assume that each item in I represents a vertex (say vi)
in G and with a unique label (say Ii). Therefore, the number
of vertices and labels in G are both |I|. To construct G, we add
edges for every two vertices, and then every three vertices can
form a triangle. For each sequence s in S, we build a route T
with the following two steps. Step 1: since s is an ordered list
of items, let T travel the edges with the order of items in s.
For example, if s = 〈I4, I2, I3〉, T travels (v4, v2) and (v2, v3)
sequentially. Step 2: let T travel all the other edges which are
not visited in Step 1. Apparently, G is ensured to be covered
by T . Then we obtain a route for each s, and put all these
routes in D. This reduction step takes polynomial time.
For any pattern p ⊂ S, since fS(p) ≥ min sup, at least
min sup routes in D contain p. As G is a complete graph,
according to our route hotspot definition, there must exist a
route hotspot Hp(k) for a pattern p and a k, where k ranges
from 2 to |I| − 1. Therefore, the number of route hotspots
in G is |I| − 2 times the number of patterns in S, which is
exactly the answer to the SPM problem. Consequentially, as
SPM problem, the problem of counting the number of route
hotspots in G is also #P-hard.
The above theorem shows that finding a polynomial-time
exact algorithm for computing the number of route hotspots
in G is hard. Thus we need to look for pruning strategies to
tackle the efficiency issue.
Table I summarizes the frequently used notations for the
rest of the paper.
IV. THE GREEDY ROUTE HOTSPOT FINDING
In this section, we first define the trussness of the subgraph,
edge, and route, and then introduce the greedy route hotspot
detection method.
A. The Trussness of Subgraph, Edge and Route
The definitions of the trussness of subgraph, edge, and route
are listed as follows.
Definition 3 (Subgraph Trussness [21]): The trussness of a
subgraph H ⊆ G represents the minimum support of an edge
in H , denoted by τ(H). For the purpose of unifying the notion
of k-truss, we make τ(H) = min{sup(e,H)|e ∈ E(H)}+ 2.
Thus, the trussness of a k-truss is equal to k.
Definition 4 (Edge Trussness [21]): The trussness of an
edge e ∈ E(H) is defined as τH(e) = maxH′⊆H{τ(H ′)|e ∈
E(H ′)}.
Definition 5 (Route Trussness): The trussness of a route T ∈
H is the maximum trussness of the edge trussness, denoted
by τH(T ) = max{τH(e)|e ∈ T }.
Consider the graph G in Figure 2 as an example. The
trussness of G is τ(G) = 2. According to Definition 4,
the trussness of an edge e is equal to the maximum
value of the trussness for different subgraphs that contain
e. For example, the subgraph H = (VH , EH) contains
the edge e(v4, v9), where VH = {v4, v6, v7, v8, v9, v10}
and EH = {e(v4, v6), e(v4, v7), e(v4, v9), e(v6, v7), e(v6, v8),
e(v7, v8), e(v7, v9), e(v7, v10), e(v8, v10)}. The trussness of H
is 4, which is the largest value among that of subgraphs
containing e(v4, v9). Thus, the trussness of the edges e(v4, v9)
is 4. The trussness of the routes T1, T5 in Figure 3 are
τG(T1) = 2, τG(T5) = 4.
The above definitions can be leveraged to prune unqualified
edges and routes. We say that, an edge or a route is unqualified
if it cannot be used to form a route hotspot. We also say
that, a pair of pattern p and k is unqualified if Hp(k) = ∅.
For instance, for a route hotspot Hp(k), the support of each
edge in Hp(k) must be greater than or equal to k. Thus, if
τG(T ) < k, which indicates that the trussness of edges in T
is less than k, T is thus unqualified for a route hotspot and
can be pruned safely.
We then propose Algorithm 1 to detect hotspots for a pair
of inputs p and k. The general idea is that, we iteratively prune
unqualified edges and routes based on the trussness informa-
tion, and use the remaining edges to form the route hotspots.
Specifically, let Hp(Vp, Ep) denote a subgraph induced by
Dp. We first set up an empty queue Q to store unqualified
edges (Line 1). We compute the support for each edge and
put unqualified edges, whose supports are less than k−2, into
Q (Lines 2-3). For each e in Q, we decrement the supports of
Algorithm 1: Hotspot Detection For p And k
Input: Hp(Vp, Ep), Dp, min sup, p, k
Output: A set of hotspots Φp(k)
1: Q← ∅;
2: Compute sup(e,Hp) for each edge e ∈ Ep;
3: Push each e(u, v) into Q if sup(e,Hp) < (k − 2);
4: while Q 6= ∅ do
5: e(u, v) = Q.dequeue();
6: for Each w ∈ N(u) and (v, w) ∈ Ep do
7: sup((u,w), Hp)← sup((u,w), Hp)− 1;
8: sup((v, w), Hp)← sup((v, w), Hp)− 1;
9: end for
10: while ∃T ∈ Dp, such that e ∈ T do
11: Remove e from T ;
12: end while
13: while ∃T ∈ Dp, such that τHp (T ) < k ∨ p /∈ T do
14: Remove T from Dp;
15: end while
16: Remove e from Ep;
17: while ∃e′ ∈ Ep, such that e′ /∈ any T in Dp do
18: sup(e′, Hp) = 0;
19: end while
20: Push each e′ into Q if sup(e′, Hp) < (k − 2);
21: end while
22: if Ep 6= ∅ then
23: while ∃ a connected subgraph Hp(k) of Hp, such that Dp(k) b Hp(k)
and |Dp(k)| ≥ min sup do
24: Φp(k)← Φp(k) ∪Hp(k);
25: end while
26: end if
27: return Φp(k)
those related edges who can form triangles with e in Hp (Lines
6-9). Then e will be removed from the routes that contain
e (Lines 10-12). Upon the removal of e, some routes may
become unqualified and thus will be removed from Dp (Lines
13-15). After that, e is removed from Ep (Line 16). For each
e′ ∈ Ep, if it is not contained in any T , the support of e′
will be set as zero (Lines 17-19). We then find all the edges
that are unqualified again and put them into Q (Line 20). This
process iterates until Q becomes empty. The remaining edges
in Ep are used to form connected subgraphs. If the subgraph
contains at least min sup routes that contain p, it would be a
route hotspot and put into Φp(k) (Lines 22-26). Finally, Φp(k)
is returned (Line 27).
The correctness of Algorithm 1 is apparent since the al-
gorithm essentially detects hotspots by definition. The time
complexity of Algorithm 1 is determined by the enumera-
tion of all triangles for each edge in Hp(Vp, Ep). The time
complexity of this enumeration is O(∑(vi,vj)∈Ep(d(vi) +
d(vj))) = O(|Vp|d2pmax), where |Vp| is the volume of Vp and
dpmaxdenotes the maximum degree of the vertices in Vp.
B. The Greedy Route Hotspot Detection (GreedyRH)
Algorithm 1 can be used iteratively to find all route hotspots,
but it requires all feasible patterns and feasible values of k as
prior inputs. To obtain such inputs, we denote S = {s ≺
T |T ∈ D} as a set of sequences, and denote P as a set of
patterns mined from S with the support threshold min sup.
We also denote kmax − truss as the maximum truss in G,
indicating that @H ∈ G, such that ∀e ∈ EH , sup(e,H) ≥
(kmax − 1).
Observation 1: If there exists a route hotspot Hp(k), p must
belong to P .
Algorithm 2: Greedy Hotspot Detection (GreedyRH)
Input: Graph G, D, min sup, P , kmax
Output: A set of hotspots Φ
1: for Each p ∈ P do
2: for k = 2→ kmax do
3: Initialize Dp based on D and induce Hp(Vp, Ep) based on Dp;
4: Φp(k):= Call Algorithm 1 by using Hp, Dp, min sup, p, k as input;
5: Φ← Φ ∪ Φp(k);
6: end for
7: end for
8: return Φ
Observation 2: For each route hotspot Hp(k), k must be
less than or equal to kmax.
Observation 1 implies that P is a superset of qualified
patterns. Observation 2 implies that kmax is the upper bound
of the maximum value of k. Based on these observations, we
propose Algorithm 2, called GreedyRH, that runs iteratively
for each pattern p and each k (2 ≤ k ≤ kmax) and returns
all route hotspots. P can be obtained by applying a sequential
pattern mining method, like PrefixSpan [10]. And kmax can be
obtained by applying a truss decomposition method, like [7].
The time complexity of GreedyRH is related to the number
of patterns and kmax. We denote the maximal length of routes
as hmax. Thus, the number of patterns is at most |Π|hmax . For
each pattern, the Algorithm 1 will be performed for at most
(kmax−1) times. Therefore, the time complexity of GreedyRH
is O(|Π|hmax × (kmax − 1)× |V | × d2max), where |V | is the
volume of V and dmax denotes the maximum degree of the
vertices in V .
The greedy algorithm, i.e., GreedyRH, is correct due to the
following reasons. First, it calls Algorithm 1 iteratively to find
all route hotspots, where Algorithm 1 detects a specific route
hotspot for a pair of inputs p and k by definition. Second,
according to Observations 1 and 2, we can obtain all the
patterns and the maximum value of k. Thus, GreedyRH can
find all qualified route hotspots for all the patterns and all
possible values of k, ensuring the correctness of this method.
However, running GreedyRH is impractical. We then analyze
the unnecessary computational overhead.
1) Not every k-truss can form a hotspot: The upper
bound kmax for k may be too loose. When increasing k,
some edges may be removed from G and the remaining
part may not be covered by at least min sup routes.
Thus, checking every k becomes unnecessary.
2) Not every pattern is frequent in a k-truss: In a k-
truss of G, the number of routes containing the same p
may be less than min sup. Thus, checking unfrequent
patterns in k-trusses also becomes unnecessary.
To overcome these drawbacks, we develop an improved
algorithm and describe it precisely in the next section.
V. THE NOVEL ROUTE HOTSPOT FINDING
In this section, we first prove the anti-monotonicity and
independence properties that can be used to avoid unnecessary
checking. With these properties, we then propose a novel
efficient finding method.
A. Anti-Monotonicity And Independence Properties
Theorem 2 (Pattern Anti-monotonicity on Hotspots): For
patterns p1, p2, where |p1| ≥ 2 and p1 v p2, and a fixed
k, where k ≥ 2, the following two properties hold.
1) If there exists a hotspot Hp2(k) 6= ∅, there must exist a
hotspot Hp1(k) 6= ∅.
2) If Hp1(k) = ∅, Hp2(k) = ∅.
Proof: Suppose that Hp2(k) = (Vp2(k), Ep2(k)) is a
hotspot for p2. We build a subgraph Hp1 = (Vp1 , Ep1), where
Vp1 = Vp2(k) and Ep1 = Ep2(k). There must exist min sup
routes, denoted by D′, containing p2. Since p1 v p2, for
∀T ∈ D′, p1 ≺ T . Thus, D′ can also cover Hp1 . For p1
and k, Hp1 and D′ satisfy the conditions (1), (2) and (3) of
Definition 1, respectively. We just need to determine whether
there exists a subgraph Hp1(k) (Hp1 ⊂ Hp1(k)) satisfying
condition (4) of Definition 1. As p1 v p2, the size of Hp1
must be larger than or equal to the size of Hp2(k), i.e.,
Hp2(k) ⊆ Hp1 . Meanwhile, it is obvious that Hp1 ⊆ G. Thus,
we can always find a maximal Hp1 (say Hp1(k)) which is
exactly a route hotspot for p1 and k, where Hp1 ⊆ Hp1(k)
and Hp1(k) ⊆ G. The property 1 holds.
The second property is the contraposition of the first one,
and thus it holds as well.
Theorem 3 (Hotspot Anti-monotonicity with Patterns): For
a pattern p and a fixed k (k > 2), if there exists a hotspot
Hp(k), there must exist a hotspot Hp(k − 1).
Proof: Suppose that Hp(k) = (Vp(k), Ep(k)) is a hotspot
for p and k. We build a subgraph Hp = (Vp, Ep), where Vp =
Vp(k) and Ep = Ep(k). Hp is a k-truss, where sup(e,H) ≥
(k − 1) ≥ (k − 2). Thus, Hp is also a (k − 1)-truss. Since
Hp(k) is a route hotspot, there must exist min sup routes,
denoted by D′, containing p. D′ can also cover Hp. For p and
k − 1, Hp and D′ satisfy the conditions (1), (2) and (3) of
Definition 1, respectively. We just need to determine whether
Hp satisfies condition (4) of Definition 1, i.e., whether Hp is
a maximal subgraph for p and (k − 1). However, the size of
Hp is at least equal to the size of Hp(k). Similar to the proof
for Theorem 2, there must exist a Hp satisfying condition (4)
of Definition 1, which is exactly a hotspot Hp(k − 1) for p
and (k − 1).
The above two properties ensure that we can prune unquali-
fied patterns and values of k efficiently and safely. Theorem 2
indicates how to prune unqualified edges for a new pattern
based on existing patterns. For any pattern p1 and p2, if
p1 v p2 and p1 is unqualified, then p2 is also unqualified.
Theorem 3 indicates how to prune unqualified edges for the
same pattern with different values of k. For any p, if k is
unqualified, then (k + 1) is also unqualified.
We then give an example to show how the above two
theorems work. Continued with Example 1, we consider
min sup = 3. According to Theorem 2, 〈WS〉 cannot be
grown to 〈WS,DB〉, since there are only 2 routes containing
〈WS,DB〉, which doesn’t meet the condition of min sup.
Then, there are no route hotspots for 〈WS,DB〉 or other
patterns grown from 〈WS,DB〉. According to Theorem 3,
Algorithm 3: Fast Hotspot Scanner (FastRH)
Input: G, D, min sup
Output: The set of hotspots Φ
1: Initialize: P 2, Qp ← ∅;
2: Put all p2 ∈ P 2 into Qp;
3: while Qp 6= ∅ do
4: pi = Qp.dequeue(), k ← 2;
5: Initialize Dpi based on D and induce Hpi (Vpi , Epi ) based on Dpi ;
6: while Epi 6= ∅ ∧ |Dpi | ≥ min sup do
7: Φpi (k):= Call Algorithm 1 by using Hpi , Dpi , min sup, pi, k as
input;
8: Φ← Φ ∪ Φpi (k);
9: k ← k + 1;
10: end while
11: if Φpi (2) 6= ∅ then
12: Generate P i+1 based on pi;
13: Put all pi+1 ∈ P i+1 into Qp;
14: end if
15: end while
16: return Φ
given the pattern 〈PS,MS〉, as there are no route hotspots
for k = 4, there will be no route hotspots for k = 5 or even
larger values of k.
We also propose the independence property for route hotspot
detection.
Proposition 1 (Computation Independence): The detection
process for different patterns is independent.
Proposition 1 allows us to speed up the route hotspot
detection in a parallel manner. Next, based on Theorem 2
and 3 as well as Proposition 1, we will introduce the improved
hotspot finding algorithm compared with GreedyRH.
B. The Fast Route Hotspot Scanner (FastRH)
Algorithm 3 shows the procedure of the improved route
hotspot detection, i.e., FastRH, that can prune unnecessary
checking for unqualified patterns and values of k. Denote pi
as the length-i pattern. For initialization, we first calculate
the set of length-2 patterns P 2 (Line 1) and put them into
a pattern queue Qp (Line 2). For each pattern pi extracted
from Qp (Line 4), we initialize the route set Dpi for pi and
build a graph Hpi based on Dpi (Line 5). We iteratively
call Algorithm 1 to obtain the route set Φpi(k). According
to Theorem 3, instead of enumerating k from 2 to kmax in
Algorithm 2, here we increment k until all the edges have
been removed (Lines 6-10), which can reduce the number of
iterations. According to Theorem 2, instead of enumerating
patterns from P in Algorithm 2, here we generate P i+1 only
when the hotspots for pi exist, and put all candidate length-
(i+1) patterns into Qp; otherwise, we stop the pattern growth
from pi immediately (Lines 11-14). This process iterates until
Qp becomes empty. Finally, the exact set of route hotspots
Φ is returned. Please note that lines 3-15 can be parallelized
according to Proposition 1. That is, we use the multithreading
technique and process multiple patterns at a time in each
iteration.
Compared with GreedyRH, the scanner is improved in
efficiency due to two reasons. First, it can reduce unnecessary
checking for unqualified patterns since a large number of
patterns that cannot form route hotspots have been pruned
(Line 11-14). Theoretically, we can have up to |Π|hmax pat-
terns, where hmax is the maximum length of patterns. E.g.,
the datasets GW in Section VII has 107 patterns, but only
8.6× 105 patterns (in Table V) can form route hotspots. That
means FastRH prunes 91.4% patterns safely. Second, FastRH
saves unnecessary checking for unqualified values of k. For
instance, Table V demonstrates that the maximum k for GW is
6, less than kmax = 16 in Table II, indicating the unnecessary
computation with k ranging from 7 to 16. Please note that
FastRH and its parallelized version PFastRH can produce the
correct results of route hotspot finding, as they both adopt
Theorems 2 and 3 that can prune unqualified patterns and
values of k safely.
Although the computation cost can be saved significantly
with FastRH, when a user inputs a new min sup, the route
hotspot detection procedures have to be performed from
scratch, even if the same detection has been performed before.
To avoid the duplicate detection, it is essential to store the
detected hotspots to enable the quick answering for new user
queries. In the next section, we develop a novel framework to
index all the detected route hotspots.
VI. ROUTE HOTSPOT INDEXING
In this section, we propose an efficient indexing structure
for the route hotspots, which is named as the Route Hotspot
Index, or RH-Index for short.
The RH-Index follows the pattern growth property, which
is first introduced in FreeSpan [13]. However, the existing
pattern growth-based tree structures like FreeSpan can only
mine and index the sequential patterns whose information is
quite simple, but fall short in storing the rich information
associated with route hotspots. In particular, they are not able
to store the hotspot information and thus cannot be applied to
recover the route hotspots from the index for answering the
user queries. Moreover, their index construction processes only
consider the pattern anti-monotonicity, but ignore the hotspot
anti-monotonicity, which may result in low efficiency due to
the redundant computing for unqualified values of k.
To overcome these challenges, RH-Index is proposed by
introducing the hotspot information and qualified values of k
in the index structure. Compared to previous pattern growth-
based tree structures such as FreeSpan, the benefits are two-
fold. First, it can recover the indexed route hotspots with
the linked edges stored in the index. Moreover, the recovery
procedure can be quite efficient by using the stored trussness
information of edges. Specifically, the RH-Index can directly
use the edges, whose trussness is greater than or equal to
k, to recover the indexed route hotspots, avoiding extracting
unqualified edges whose trussness is smaller than k. Second,
following the pattern and hotspot anti-monotonicity properties,
the RH-Index can update incrementally when new routes are
inserted or the existing routes are deleted, minimizing the
overhead needed for index reconstruction.
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Fig. 4. An example of RH-Index. Note that, although the first layer nodes,
such as n2 and n4, cannot form any route hotspots, we still retain these nodes
to support index updating.
Algorithm 4: RH-Index Construction
Input: G, D, The set of route hotspots Φ
Output: A RH-Index T
1: Q← ∅, n0.L0 ← ∅, n0.E0 ← ∅ and n0.T0 ← ∅;
2: for Each item Li ∈ L do
3: Assign ni.Li ← Li, ni.Ei ← ∅ and calculate ni.Ti;
4: ni.pi ← Li;
5: n0.addChild(ni), Q.inqueue(ni);
6: end for
7: while Q 6= ∅ do
8: ni = Q.dequeue();
9: if ni.Ei 6= ∅ then
10: for Each item Lj ∈ L do
11: p← ni.pi ∪ Lj ;
12: Lj = Lj ;
13: Tj ← DHp(2), where Hp(2) ∈ Φp(2);
14: Ej ← {(e, k)|e ∈ EHp(k) ∧Hp(k) ∈ Φp(k)};
15: ni.addChild(nj);Q.inqueue(nj);
16: end for
17: end if
18: end while
19: return T
A. Route Hotspot Index Construction
We first define RH-Index. Denote L as the set of all items
in the patterns, and we map each item in L to Π by using
a function χ : L → Π. The i-th node of the RH-Index is
denoted by ni, consisting of the item Li, the list of routes Ti
and the list of edges Ei. The i-th pattern pi is the inverted
sequence traveling from ni to n0 along the tree structure.
Ti stores the routes which can cover all the hotspots for
pi. The edges of the found hotspots are stored in Ei. The
edges in Ei are the tuples, each of which consists of an
edge e and the edge weight w(e), where w(e) represents the
maximal trussness of the hotspot containing e. Given G, D in
Example 1 and min sup = 3, we can build the corresponding
RH-Index consisting of 8 nodes, as shown in Figure 4. For
node n0, L0 = ∅, T0 = ∅, E0 = ∅. For the 1-pattern p,
Tp = ∅, Ep = ∅, since we only consider the patterns whose
lengths are greater than 1. n6 corresponds to indexed hotspots
for p6 = 〈PS,MS〉. L6 = MS, T6 = {5, 6, 7, 8}, E6 =
{((v4, v6), 3), ((v4, v7), 3), ((v4, v9), 3), ((v6, v7), 3), ((v7, v9),
3)}.
We then introduce how to construct the RH-Index with the
given G, D and the returned route hotspots Φ. The index
is built in a top-down manner by using Algorithm 4. We
first initialize a queue Q and construct the root node of
Algorithm 5: Query Processing with RH-Index
Input: T, p, k
Output: The set of hotspots Φp(k)
1: Q← n0, q ← 0;
2: while Q 6= ∅ ∧ q < len(p) do
3: ni = Q.dequeue(); q ← q + 1;
4: if ∃nj ∈ ni.children, such that nj .Lj is equal to q-th item of p then
5: Q.inqueue(nj);
6: end if
7: end while
8: np = Q.dequeue();
9: Collect edges Ep(k) from np.Ep where ∀e, w(e) ≥ k;
10: Induce Φp(k) from Ep(k).
11: return Φp(k)
T, where L0 = ∅, T0 = ∅, E0 = ∅ (Line 1). Then, we
generate the first layer nodes of T, which represent length-
1 patterns, and put all nodes into Q (Lines 2-6). Here ni.Li
and ni.Ti refer to Li and Ti of node ni, respectively. The
rest of RH-Index nodes are built iteratively as the lengths of
patterns increase. For each node ni dequeued from Q, we
first obtain the pattern p represented by ni and then grow
p by appending Lj (Line 11). Then Lj , Tj and Ej of nj
will be built correspondingly (Lines 12-15). Finally, the RH-
Index T is successfully built and returned. Please note that the
construction of RH-Index don’t need to wait until FastRH has
detected all the route hotspots. Instead, they may interleave to
improve the efficiency. In particular, each time when the set
of route hotspots for a specific pattern p is found, a new tree
node np can thus be built on the tree.
When new routes are inserted or existing routes are deleted,
the RH-Index is required to be updated. Inserting new routes
may lead to (1) updating some existing nodes with the revised
trussness information and edges; or (2) inserting some new
nodes as some new patterns become qualified. Let Dnew
denote the set of inserted routes, and Algorithm 1 is called
to determine the nodes that represent the patterns contained
by Dnew and make the corresponding updating operations.
Note that the pattern and hotspot anti-monotonicity properties
introduced in Theorem 2 and Theorem 3 can be used to prune
unqualified patterns and values of k, avoiding unnecessary
updates. This updating process continues until pattern growth
ends. We omit the route deletion process as it is similar to the
insertion case.
B. Query Processing Using RH-Index
We can easily retrieve the hotspots with the given p and k,
since the nodes of RH-Index store the trussness information
as the weights of edges, which indicate the largest values of
k for each hotspot marked by p. Here we propose a query
processing method for RH-Index. The answer to query (p, k)
is the set corresponding to hotspots Φp(k).
The query processing algorithm is outlined in Algorithm 5.
The general idea is that it traverses the RH-Index in a breadth-
first order to locate the specific node representing the input
pattern, and collects the appropriate edges from this node to
form the subgraphs, i.e., the route hotspots for answering the
queries. Specifically, we first initialize a queue Q with the root
node n0 and a parameter q with 0 (Line 1), where q counts the
TABLE II
GRAPH STATISTICS. #VERTICES, #EDGES AND #ROUTES INDICATE THE
NUMBER OF VERTICES, THE NUMBER OF EDGES AND THE NUMBER OF
ROUTES RESPECTIVELY. kmax IS THE MAXIMUM VALUE OF k FOR THE
GRAPH. #AT IS THE AVERAGE LENGTH OF THE ROUTES.
#Vertices #Edges #Routes #AT kmax
GW 5.0× 104 1.3× 106 3.5× 105 6.31 16
WB 2.0× 105 4.9× 106 1.0× 106 7.90 31
CN 1.0× 106 3.9× 106 5.0× 106 5.03 58
YELP 1.4× 105 5.6× 106 4.9× 105 4.00 61
number of layers that we have traversed along the RH-Index
tree. The algorithm first visits a node ni of RH-Index (ni starts
from n0). In each step, it increments q and visits the children
of ni in the next layer to select the appropriate node (say nj)
that follows the label sequence of p (Lines 3-4), and put nj into
Q (Line 5). Then it continues to find the appropriate children
of nj . This process iterates until Q is empty or q reaches the
length of p (Line 2). If Q is not empty, np is dequeued from
Q, which represents the pattern p. It then selects the edges
from Ep whose edge weights are greater than or equal to k
(Line 9). Finally, the output is the connected subgraphs that
are built with the selected edges (Lines 10-11).
The following example illustrates the quick query answer-
ing. Given the RH-Index in Figure 4, suppose there is a query
(〈PS,MS〉, 3). It first visits the first layer nodes and obtain
the node n1, where n1.L1 = PS. Then it visits the children
of n1, and obtains the node n6, where n6.L6 = MS. From
n6.E6, it selects the edges whose weights are greater than
or equal to 3, and finally it recovers the route hotspots for
〈PS,MS〉 and k = 3 based on the selected edges.
In summary, RH-Index is simple to construct and efficient
to query. We will evaluate its effectiveness and scalability in
the experimental section.
VII. EXPERIMENTS
In this section, we evaluate the effectiveness and efficiency
of our proposed algorithms on real-world networks.
A. Experimental Setup
1) Evaluation Datasets: The following 4 real-world data
sets are used for evaluation.
• CN [26] is a collaboration network extracted from DBLP
[5]. We regard each author as a vertex and each col-
laboration paper between two authors as an undirected
edge. The label of a vertex represents the author’s main
research topic. In addition to collaborative relationships
that are used to construct the network, we also consider
the authors’ citation relationships to build the citation
sequence that is used as the route. Specifically, for every
two consecutive authors A and B in the sequence, B
should have cited at least one paper published by A. In
CN, the detection of the route hotspot is to identify a
group of closely collaborated authors that are covered by
a set of routes (i.e., citing sequences), indicating they
have common evolving research interests.
• GW [27] is a location-based dataset collected from
Gowalla where users share their locations by checking-
in. To construct GW, we first run k-means [28] to
cluster proximate locations as a common vertex, and then
connect two vertices if there exists a user moving between
them. The labels of vertices are generated randomly as
positive integers ranging from 1 to 100. A route repre-
sents the path of a user in chronological order. In GW,
the detection can discover groups of friends sharing the
same traveling routes, indicating they have the common
movement and mobility pattern.
• WB [29] is a microblogging network crawled from
Sina Weibo. We regard each user as a vertex and each
reciprocal following relationship between two users as
an undirected edge. The label of a vertex represents the
location of the user. A route represents a sequence of
users along the network path according to their following
time. For example, for three consecutive users A, B and
C in the sequence, B follows A first and then C follows B
subsequently. In WB, the detection can discover groups
of Sina Weibo users who are closely connected and
meanwhile have the same following behavior.
• YELP [30] is built by treating each business location as
a vertex associated with a unique label. If two businesses
are reviewed by at least one common user, there would
be an edge between the two vertices. The routes follow
the order of reviews according to their published time. In
YELP, the detection can identify clusters of businesses
as well as the common reviewing sequences carried by
these businesses.
The network statistics are shown in Table II.
2) Comparison Methods:
• CuTS [8] aims to find convoys which are groups of
objects traveling together for a certain period of time. As
it is not designed to process graph data, to compare with
our proposal, we make a minor modification, that is, we
use NG-DBSCAN [31] instead of DBSCAN [32] as the
clustering algorithm. Note that we consider the convoys
as the route hotspots when using CuTS.
• CuTSG extends CuTS in that it first finds convoys by
using CuTS, and then determines whether a convoy can
also cover a connected maximal k-truss with as many
vertices, edges and routes as possible.
• GreedyRH is the greedy algorithm described in Algo-
rithm 2.
• FastRH is our core algorithm described in Algorithm 3.
We apply both the properties of pattern anti-monotonicity
and hotspot anti-monotonicity on GreedyRH.
• PFastRH is the parallel version of FastRH, which is
implemented by using multithreading.
• GreedyRHP is an improved algorithm based on
GreedyRH, where we apply the property of pattern anti-
monotonicity on GreedyRH.
• GreedyRHH is the other improved algorithm based on
GreedyRH, where we apply the property of hotspot anti-
TABLE III
THE PS ON THE GW, WB, YELP AND CN.
GW/WB/YELP
min sup 10 20 30 40 50
PS (FastRH) 100% 100% 100% 100% 100%
PS (GreedyRHP) 100% 100% 100% 100% 100%
PS (GreedyRHH) 100% 100% 100% 100% 100%
PS (PFastRH) 100% 100% 100% 100% 100%
CN
min sup 100 200 300 400 500
PS (FastRH) 100% 100% 100% 100% 100%
PS (GreedyRHP) 100% 100% 100% 100% 100%
PS (GreedyRHH) 100% 100% 100% 100% 100%
PS (PFastRH) 100% 100% 100% 100% 100%
monotonicity on GreedyRH.
3) Evaluation Metrics:
• Precision Score (PS). C denotes the complete set of
hotspots obtained by GreedyRH and Cˆ denotes the set
of hotspots obtained by other methods, such as FastRH,
GreedyRHP, GreedyRHH and PFastRH. PS is computed
as PS = |C∩Cˆ||C| . This metric is used to verify our
proposal works correctly with the anti-monotonicity and
independence properties (i.e., Theorem 2, Theorem 3 and
Proposition 1). Please note that, as CuTS and CuTSG
don’t use these properties to prune unqualified route
hotspots or achieve parallel speedup, they are not evalu-
ated in terms of PS.
• Time Cost and Space Cost. “Time Cost” is the running
time for the detection or indexing process. “Space Cost”
is the main memory used for indexing.
• Number of Patterns (#NP) and Number of Hotspots
(#NH). “Number of Patterns” and “Number of Hotspots”
refer to the total number of patterns that are used to
support hotspots and the total number of hotspots that
are obtained with our methods respectively. We use
#CuNP, #CuGNP and #RHNP (resp. #CuNH, #CuGNH
and #RHNH) to represent the total number of patterns
(resp. number of hotspots) obtained with CuTS, CuTSG
and PFastRH.
4) Implementation Details: All algorithms are imple-
mented in Java and all of the experiments are conducted
on a commodity PC with Linux 16.04, Core-i7 6700K CPU
(4.00GHz) and 64 GB main memory. We use 8 threads for
running PFastRH. To evaluate the impacts of min sup, we set
min sup = 100, 200, 300, 400, 500 for CN, and min sup =
10, 20, 30, 40, 50 for GW, WB and YELP respectively.
B. Experimental results
1) Effectiveness Analysis: We evaluate the effectiveness of
these methods on WB, GW, CN and YELP, but omit the results
of GreedyRH as it is too slow on large datasets.
Table III shows the precision scores with varying min sup
for all compared methods. We can see that the PS values of
FastRH, GreedyRHP, GreedyRHH, and PFastRH on GW, WB,
CN, and YELP are always equal to 100%. It indicates that,
FastRH, GreedyRHP, GreedyRHH, and PFastRH won’t change
the number of hotspots, which validates the correctness of our
pattern and hotspot anti-monotonicity properties as well as the
independent properties.
2) Analysis on Patterns and Route Hotspots: We analyze
the total number of patterns and route hotspots obtained with
PFastRH, CuTS and CuTSG by varying min sup, and the
results are shown in Figure 5.
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Fig. 5. #NH and #NP on the GW, WB, YELP, and CN.
It can be observed that #NP and #NH decrease when
min sup increases. Generally, #NH would be greater than
or equal to #NP as one pattern may correspond to multiple
hotspots, but we can observe in Figure 5 that #NH is almost
equal to #NP when min sup is large. The reason is that larger
min sup may make some route hotspots become unqualified
as their numbers of routes are now less than min sup. Note
that, #CuNH is equal to #CuNP, as CuTS considers a pattern
(i.e., a convoy) as a hotspot.
Also, as shown in Figure 5, #CuNP and #CuNH are larger
than #CuGNP and #CuGNH, because the definition of k-
truss-based convoys defined in CuTSG is more rigorous than
that defined in CuTS. In the datasets WB and CN, #CuNP
and #CuGNP (resp. #CuNH and #CuGNH) are greater than
#RHNP (resp. #RHNH) when min sup is small. This is
because the definition of route hotspot defined in Definition 1
uses both pattern and graph information, which is able to
avoid a large amount of unqualified patterns. However, when
min sup increases, #CuNP and #CuGNP become smaller
than #RHNP, and #CuNH and #CuGNH are also smaller than
#RHNH. This is because CuTS and CuTSG only use route
information but ignore the sequential patterns in the routes. In
the datasets GW and YELP, #RHNH is greater than #CuNH
and #CuGNH with different min sup. We can also observe
that, for each dataset, the gap between #RHNH and #RHHP
is larger than that between #CuGNH and #CuGNP, as well
as that between #CuNH and #CuNP. The reason is that, our
method can find more densely interconnected subgraphs with
larger values of k.
3) Efficiency of Hotspot Finding: We evaluate the effi-
ciency of FastRH, GreedyRHP, GreedyRHH, PFastRH, CuTS
and CuTSG by varying min sup. The performances in terms
of time cost are shown in Figure 6, where the time cost is
the running time for a specific algorithm. Please note that as
GreedyRH is too slow, we omit its results.
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Fig. 6. The Time Cost on the GW, WB, YELP, and CN.
As shown in Figure 6, when min sup increases, the time
cost decreases due to the decrease of #NP and #NH shown in
Figure 5. We can observe that GreedyRHH is more efficient
than GreedyRHP. The reason is that GreedyRHH uses the
hotspot anti-monotonicity to prune unnecessary candidate val-
ues of k, and this pruning policy can prevent a significant num-
ber of checking operations. This is validated in Table VI that
the number of route hotspots drops sharply with the increase
of k. FastRH is faster than GreedyRHH and GreedyRHP, since
FastRH uses two pruning rules to speed up the hotspot finding
process. PFastRH is even faster than FastRH because PFastRH
is a parallel method. CuTS is the fastest one since it only uses
the route information. CuTSG is faster than GreedyRH and
its variations, as it doesn’t consider the patterns in routes and
thus avoids the sequential pattern mining process. Please note
that another reason why CuTS and CuTSG are faster than
PFastRH is that we only use 8 threads in our experiments
(according to our machine), which limits the speed-up ratio of
the parallelized algorithm.
As shown in Figure 7, with the increasing number of
vertices and routes for CN, the time cost increases almost
linearly. This is because a greater number of vertices and
routes bring in a greater number of patterns and route hotspots,
i.e., #NP and #NH, and thus it would take longer time. The
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Fig. 7. The #NP, #NH and Time Cost on sampled subgraphs of CN with
different values of min sup, where #Vertices=1.0× 105, 3.0× 105, 5.0×
105, 1.0 × 106 and #Routes=5.0 × 105, 1.5 × 106, 2.5 × 106, 5.0 × 106
respectively. The Time Cost is obtained by PFastRH.
TABLE IV
AN EXAMPLE OF NRH-INDEX.
ID Pattern k Edges
1 〈a, b〉 2 (v1, v2), (v1, v3), (v2, v3), (v2, v4), (v2, v5), (v3, v4), (v3, v5)
2 〈a, b〉 3 (v1, v2), (v1, v3), (v2, v3), (v2, v4), (v2, v5), (v3, v4), (v3, v5)
. . . . . . . . . . . .
near-linear increasing demonstrates that the distribution of
route hotspots in the network is near-uniform.
4) Indexing and Query Processing: We evaluate the scal-
ability and the efficiency of RH-Index. Since it’s trivial for
the situation when a hotspot owns just one route, we fix
min sup = 2. Please note that a larger min sup can result in
smaller RH-Index. For comparing with RH-Index, we propose
a naı¨ve method called NRH-Index, where each hotspot is stored
as a set of edges in the row of a big table. NRH-Index can also
support querying by patterns via traversing rows in that big
table. Table IV shows an example of NRH-Index with pattern
〈a, b〉 and k = 2, 3. Please note that the IDs in this example
are assigned randomly.
The indexing performance of RH-Index is shown in Table V,
where “#MNRH” and “#MRH” are the cost of the main
memory for NRH-Index and RH-Index respectively; “#TNRH”
TABLE V
INDEX STATISTICS (SIZE IN MEGABYTES AND TIME IN SECONDS)
GW WB YELP CN
#MNRH 47,924 44,035 27,102 39,918
#MRH 13,336 28,181 19,776 15,403
#TNRH 382 865 945 8,392
#TRH 294 691 934 8,166
#NP 8.6× 105 1.6× 105 1.8× 105 6.7× 105
#NH 2.1× 106 3.8× 106 5.4× 105 8.2× 105
#AVH 20.6 95.5 42.6 15.5
#AEH 25.0 131.2 51.3 17.6
#ARH 4.0 19.7 9.5 32.2
#ALH 6.31 2.82 4.00 3.39
max{k} 6 7 20 12
TABLE VI
#NH FOR DIFFERENT VALUES OF k ON ALL DATASETS
GW WB YELP CN
k = 2 1.7× 106 3.6× 105 5.2× 105 7.8× 105
k = 3 4.6× 105 1.6× 105 1.6× 104 3.1× 104
k = 4 1.6× 104 76 118 6, 163
k = 5 370 11 29 1, 707
k = 6 9 4 18 602
and “#TRH” denote the time cost to build NRH-Index and RH-
Index respectively, including both detection time and indexing
time; “#AVH”, “#AEH”, “#ARH”, “#ALH” are the average
number of vertices, edges, routes and the length of patterns
for each hotspot. As shown in Table V, over all the datasets,
the memory cost of NRH-Index (i.e., #MNRH) is much larger
than that of RH-Index (i.e., #MRH), and similarly, the time
cost of NRH-Index (i.e., #TNRH) is also greater than that of
RH-Index (i.e., #TRH). The main reason is that RH-Index uses
a tree-based structure to index the route hotspots, which can
save both space and time cost compared with the table-based
structure.
Table VI shows how k affects the performance on different
datasets. Since the evaluated RH-Index is obtained by fixing
min sup = 2, one can obtain the maximum number of
hotspots when k = 2, and this number decreases when k
increases. The maximum value of k is 12 for CN. It can also
be observed that the number of hotspots drops quickly when
k increases, which is beneficial for GreedyRHH.
We compare the average query time of RH-Index and NRH-
Index in Table VII. The query time includes the time to find
patterns and the time to recover hotspots. It is shown that
over all datasets, the time cost for querying RH-Index is much
lower than that for NRH-Index, indicating that RH-Index is
much more efficient even with far less memory requirement.
TABLE VII
QUERY TIME(IN MILLISECONDS)
DataSet GW WB YELP CN1 CN2 CN
With NRH-Index 0.098 9.468 0.424 1.789 3.786 4.715
With RH-Index 0.043 0.864 0.224 0.067 0.090 0.122
In addition, the query time generally increases with the size
of the networks.
C. Case Study
Two case studies from CN and YELP are given to explain
the effectiveness of our method.
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Fig. 8. Case Study for 〈DB, DM, SP〉 and k = 3 in CN, where the
dashed rectangles represent the research areas and the colored and dashed
lines represent routes in the hotspot. We omit the edges.
Figure 8 shows a route hotspot for pattern 〈DB, DM, SP〉
and k = 3, where DB, DM and SP stand for Database,
Data Mining and Sequential Pattern respectively. This hotspot
shows how the research highlights evolved in the 2000s.
During the time, the techniques for database were applied to
data mining, and then applied to sequential pattern mining, and
the detected scholars in theses domains had close cooperations.
Figure 9 shows interesting relationships among dance, event
planning, and buffets. Dance1 and Dance2 denote two different
vertices but have the same attribute dance, and so is for Hotel1
and Hotel2 affiliated with the same attribute Hotel. From the
observed sequential pattern 〈Dance, Event Planning, Buffets〉,
we can know that dance, event planning and buffets are tightly
coupled activities, and people who participate these activities
usually first dance, then followed by the planning on the
subsequent activities, and finally go on for dinner. Note that,
vertices whose attributes don’t exist in this pattern may also
appear in the hotspot (e.g., attributes Hotel and Night Life
don’t appear in the pattern but appear in the hotspot). The
reason is that our definition is relaxed in the attributes so that
triangles can be formed easily.
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Fig. 9. Case Study for 〈Dance, Event Planning, Buffets〉 and k = 3 in YELP,
where the colored lines represent routes in the hotspot. We omit the edges.
In contrast to the route hotspot for 〈Dance, Event Planning,
Buffets〉 and k = 3, as shown in Figure 9, we cannot find the
route hotspot for 〈Dance, Buffets, Event Planning〉 and k = 3.
The reason is that, people don’t exhibit such kind of behaviors
on YELP.
VIII. CONCLUSION
In this paper, we study the problem of finding route hotspots
in large labeled networks. We introduce the definition of the
route hotspot and propose a novel approach FastRH to find
them, based on pattern anti-monotonicity and hotspot anti-
monotonicity properties. To preserve the detected hotspots and
support fast user querying by patterns, we design a novel
index, called RH-Index. Extensive experiments performed on
large real-world networks demonstrate the effectiveness and
efficiency of the proposed methods.
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