We provide an elementary derivation of the Green's function for Poisson's equation with Neumann boundary data on balls of arbitrary dimension, which was recently found in [2] . The underlying idea consists of first computing the Green's function for the electroencephalography (EEG) equation (Poisson's equation with dipole right-hand side) and then deriving the Green's function for Poisson's equation from that.
Introduction
A classic approach to solve linear partial differential equations is by the use of Green's functions. In simple geometries, such as halfplanes and balls, and for simple partial differential equations these can often be stated explicitly. Surprisingly, for the Neumann-Poisson problem in balls of arbitrary dimension, the Green's function was only derived recently [2] (it had previously been known only in dimensions 1, 2, and 3). Unaware of this result, the author of this note studied Poisson's problem with a dipole right-hand side and Neumann boundary data (the so-called forward problem of electroencephalography) and constructed a Green's function for this problem by standard methods. The intimate connection to the Neumann-Poisson problem then provides a direct way to find its Green's function as well.
In principle, once a Green's function has been stated, it can be verified by straightforward calculation. However, how the Green's function was found may be of interest as well, be it as a source of inspiration for similar constructions or simply to give some insight into an otherwise magic formula. For the NeumannPoisson problem, one of the difficulties is that the boundary conditions have to be compatible with the right-hand side of Poisson's equation. The derivation given below circumvents this difficulty by first studying a dipole right-hand side, for which it suffices to apply the standard reflection method. In contrast, the derivation in [2] (which follows the three-dimensional construction from [1, p. 348]) uses infinite series expansions with harmonic polynomials of the fundamental solution for Poisson's equation, which are more complicated and less intuitive.
In summary, below we will find (distributional) solutions G P z and G EEG z (the sought Green's functions) to the Poisson-Neumann problem
and to the EEG problem
where B denotes the unit ball in R n and ω n its surface area, ν ∈ R n denotes the unit outward normal on ∂B, δ z is the Dirac distribution at z ∈ B, D ∈ R n is the direction of the dipole, and div represents the (distributional) divergence. The constant term − n ωn on the right-hand side of (1) represents the inverse unit ball volume and is necessary to ensure the solvability of the Neumann-Poisson problem. The corresponding Green's functions G P,R z and G EEG,D,R z on balls of radius R = 1 are then simply obtained as
as follows from straightforward scaling arguments.
Green's function for the EEG equation with radial dipoles
Let e be a unit vector in R n and c ∈ [0, 1). In this section we provide G EEG,D z for z = ce and D = e, that is, a dipole at z pointing radially outwards. To this end, recall the fundamental solution for the Laplace operator
which satisfies ∆Φ = δ 0 . By taking the gradient on both sides we obtain ∆Ψ = ∇δ 0 for the fundamental solution
does not yet fulfill the homogeneous Neumann boundary conditions (4). Those are enforced by the well-known reflection method. To this end let z * = z/|z| 2 be the inverse of z with respect to the sphere ∂B and define
then indeed for D = e and z = ce we have ∆G
on ∂B, where we exploited ν = x on x ∈ ∂B and the relation |x − z| = |z||x − z * | central to the reflection method. In summary,
Green's function for the Neumann-Poisson problem
Upon differentiating (1)- (2) with respect to z in direction −D ∈ R n , we obtain
where ∇ z shall denote the gradient with respect to z ∈ R n . Consequently we have G
, which is the relation from which in the next section we will obtain the Green's function for the EEG equation with arbitrary dipoles. Here, we just exploit the special case
which is obtained by choosing z = ce and D = e in the above for e ∈ R n a unit vector and c ∈ [0, 1). It shows that G P ce is an antiderivative of −G EEG,e ce , which we computed in the previous section. Hence, in order to find G P ce it is natural to introduce the auxiliary function
Here we exploited that an arbitrary function of s can be added to G EEG,e se without violating its Green's function property; the choice Furthermore, it is straightforward to calculate the radially symmetric solution
to (1)- (2) (indeed, under radial symmetry, (1)- (2) turn into a readily solvable ordinary differential boundary value problem). As a consequence, we have
This is the desired formula for the Green's function, thus we can summarize as follows.
Proposition 1 (Green's function for Neumann-Poisson problem on the unit ball). Equations (1)-(2) are solved up to an arbitrary additive function of z by
The integral within the formula can be analytically calculated using just elementary functions; for the sake of completeness and for reference we provide the corresponding (lengthy) formulas in the appendix. where in the second step we resolved the recursion and k!! = k(k − 2)(k − 4) · · · denotes the double factorial.
