This study proposes a new forcing scheme suitable for massively-parallel finite-difference simulations of steady isotropic turbulence. The proposed forcing scheme, named reduced-communication forcing (RCF), is based on the idea of the conventional large-scale forcing, but requires much less data communication, leading to a high parallel efficiency. It has been confirmed that the RCF works intrinsically in the same manner as the conventional large-scale forcing.
Introduction
Rapid developments in computational facilities enable us to investigate, for example, the intermittent nature of turbulence across a wide range of Reynolds numbers. However, there is still a need for numerical data at even higher Reynolds numbers. For example, there is currently a debate concerning the power-laws that govern the Reynolds dependence of the flatness factor of the longitudinal velocity gradient F=<(∂u/∂x) 4 >/<(∂u/∂x) 2 > 2 (< > represents the mean value over the domain.), which is a measure of intermittency. Tabeling and Willaime (2002) [1] suggest there may be a transition in the power-law at around Re λ~7 00, where Re λ is the Taylor microscale-based Reynolds number defined as Re λ =u'l λ /ν, where u' is the RMS of the velocity, l λ is the Taylor microscale and ν is the kinematic viscosity. Specifically, they suggest that the flatness factor increases up to Re λ =700, but then decreases before eventually increasing again. However, the wind-tunnel experiments by Gylfason et al (2004) [2] show no such transition. Direct numerical simulation (DNS) of turbulent flows has the potential to settle this argument because it is free from experimental ambiguities such as the effects of using Taylor's hypothesis, one dimensional surrogates and so on. Using a cubic grid with 4096 points along each dimension, Ishihara et al. (2007) [3] achieved Re λ =675 with k max l η~2 , where k max is a maximum effective wavenumber and l η is the Kolmogorov length. Unfortunately, the Reynolds number for this large-size computation Onishi, R.
was still not sufficient to settle the argument. Ideally, we would like to increase Re λ by a factor 2, which demands approximately (2 3/2 ) 4
=2
6 times. (The power of 4 comes from the sum of three spatial dimensions and one time dimension.) Massive parallel computing is a must for such a large computation.
Numerical simulations of isotropic turbulence are most often formulated in spectral space since the periodic boundary conditions are then easily implemented. The spectral models are, however, facing a technical problem in massively-parallel computing. Although parallel vrsions of the 3D FFT algorithm are available in several scientific libraries, heavy data communication makes it difficult for spectral models to achieve a high parallel efficiency in highly parallel distributed-memory calculations. (Generally, these use the Message Passing Interface (MPI) library.) For this reason, finite difference models (FDMs) have become an attractive alternative to spectral models.
Because of their inferior accuracy, FDMs have generally not been less favored than spectral models. For example, Herring et al. (1974) [4] reported that FDMs require twice the resolution of spectral models to achieve the same accuracy. This is partly because many FDM simulations use upstream schemes, which contain numerical diffusion. For example, the FDM of Rai and Moin (1991) [5] uses the fifth-order upstream scheme. Past FDMs also suffered from inappropriate fomulations of the finite-difference scheme, leading to non-conservation of mass, momentum and kinetic energy. Morinishi et al. (1998) [6] corrected this deficiency and formulated fully conservative high-order accurate finite-difference schemes. Kajishima et al. (1998) [7] then showed their FDM with fourth-order central difference FDM was as good as a spectral model in simulations of decaying turbulence. In the first part of this paper we will re-examine the reliability of FDMs in comparison with spectral models.
One particular computational problem arises when the finite-difference approach is applied to steady isotropic turbulence (which is preferable to decaying turbulence in terms of statical analysis). The most common method for forcing the flow is to apply a forcing to the Navier-Stokes equations for all modes in the wavenumber sphere |k|<k f , often refered to as large-scale forcing. Michioka and Komori (2004) [8] employed this approach in their 512 3 gridpoint FDM. In order to appy the forcing, they performed Fourier transformations on the complete velocity field in order to obtain the low-wavenumber components. however, this direct application of the large-scale forcing technique reduces the parallel efficiency in larger-size computations since it requres communication of the whole velocity field.
This study proposes a new forcing scheme suitable for massively-parallel FDMs. The proposed scheme is based on the idea of the conventional large-scale forcing scheme, but requires much less data communication. We call the scheme reduced-communication forcing (RCF). The RCF scheme performs volume-averaging on the velocity fields before Fourier transforming to extract large-scale motions. Small-scale information is removed by the volume-averaging, but this is not an issue when forcing large-scales. The size Efficient Large-Scale Forcing in Finite-Difference Simulations of the volume-averaged data is, of course, smaller than that of the full data, and this reduces the data communication required and leads to a high parallel efficiency. The main aims of this study are to compare the properties of the RCF scheme with those of the conventional large-scale forcing and linear forcing schemes ( [9] , [10] ), and to achieve high-performance computations using a fourth-order FDM with the RCF.
Finite-Difference Model for Incompressible Navier-Stokes Equation

Governing equations
We solve the three-dimensional continuity and Navier-Stokes equations for incompressible flows. In our finite difference model (FDM), spatial derivatives are calculated using fourth-order central differences. We employed the conservative scheme by [6] for the advection term, and the second-order Runge-Kutta scheme for time integration. The HSMAC scheme was used to solve the Poisson equation arising from the continuity equation. Velocities and pressure were modified interatively until the the resudiuals for the continuity equation became smaller than a threshold. The governing equations were discretized on a cubic domain of length 2πL 0 , and periodic boundary conditions were applied in all three directions. The flow cube was discretized uniformly into N 3 grid points.
Conventional large-scale forcing
The most common way to maintain a statistically steady state is to force the low wavenumber components. All Fourier modes with wavenumber components |k| between 0.5 and 1.5 (e.g., [11] ) or 0.5 and 2.5 (e.g., [12] ) are usually forced. This restriction of the forcing to large scales allows the development of a natural inertial range at smaller scales; a white-noise random forcing may influence the intrinsic chaotic behavior of the turbulent flows. At each timestep, the equations are first integrated without forcing, with the resulting Fourier modes denoted by u i *(k,t+∆t). Those Fourier modes with wavenumber |k| between n-0.5 and n+0.5 are then multiplied by a constant:
where E n (t+∆t) is the energy of the modes with wavenumbers between n-0.5 and n+0.5, calculated from u i *(k,t+∆t). u i (k,t+∆t) is the updated Fourier amplitude. When forcing the Fourier modes with |k| < 2.5, the modes n=1 and 2 are treated similarly.
The conventional large-scale forcing scheme is formulated in Fourier space and is therefore easily implemented in spectral models. For FDMs however, which are formulated in gridpoint space, large-scale forcing requires transformations to and from Fourier space. If full Fourier transformations are used, covering the full spectrum, this requires data-gathering from the whole computational domain. This is not an issue for single-processor calculations [8] , but may lead to inefficiencies when a large number of processors is used.
Onishi, R.
The efficiency of the scheme can be improved substantially, however, by restricting the transformation to those Fourier modes being forced. In this case, it is no longer necessary to gather the full velocity field from each process; all that is required is the projection of that field onto the modes being forced.
For example, if (20,20,20) processes are used for a 2,000 3 grid, and the forcing is for 0.5<|k|<2.5, the number of values to be communicated for each velocity component (u, v or w) is 20 3 × 19 × 2, where the factor of 2 comes from phase calculation and that of 19 comes from the number of modes; i.e., (1,0,0), (1,1,0), (1,1,1), (2,0,0), (2,1,0), (2,1,1) and their permutations. This data size is much less than the 2,000 3 values required for communicating the complete set of data. Note, however, that for this case the scheme to be introduced in section 2.3 requires the communication of only 20 3 values.
Reduced-communication forcing (RCF)
We propose a new forcing scheme suitable for massively-parallel FDMs. The proposed scheme is based on the idea of the conventional large-scaleforcing scheme, but requires much less data communication.
We call the scheme reduced-communication forcing (RCF).The basic idea is to volume-average the velocity fields onto a coarse gridbefore Fourier transforming to extract the large-scale motions. This reducesthe data size to be communicated to N c 
When forcing 0.5<|k|<2.5, the modes for which1.5<|k 2 |<2.5 are treated in a similar way in steps (iv), (v)and (vi). E 1 is smaller than E 1 because Efficient Large-Scale Forcing in Finite-Difference Simulations the volume-average filtering is not an exact spectral filtering. Assuming E(k)=Ak -3/5 , E 1 = 0.88E 1 if N c =5.However, note that this reduction applies to both numerator and denominatorin the square-rooted term on the RHS of equation (2), so the effect cancels.
When forcing 0.5<|k|<1.5, the dimension N c 3 of x c is given by  N c =MAX(n x , n y , n z , 3) , where n x , n y and n z are thenumbers of processes in x-, y-and z-directions. When forcing0.5<|k|<2.5, N c 3 is given by (n x , n y , n z , 5). 
Results and Discussion
Steady isotropic turbulence
Steady isotropic turbulence was attained four combinations of forcing scheme and flow calculation model: (I) conventional large-scale forcing in the pseudo-spectral model (PSM) with two-thirds dealiasing [13] , hereafter referred to as PSM-LSF, (II) conventional large-scale forcing in the FDM; FDM-LSF, (III) reduced-communication forcing in the FDM; FDM-RCF, and (IV) linear forcing in the FDM; FDM-LF. The first three combinations are based on the same idea of forcing only large-scale motions. In this study, large-scale forcing inject energy in the large-scale motions with wavenumber |k| between 0.5 and 1.5. In FDM-LF, the forcing coefficient was set so as the mean energy dissipation rate <ε> to converge towards 0.2, which was about the values from the other three combinations. Figure 1 shows the time evolutions of Taylor-microscale based Reynolds number Re λ for the case N=128. The horizontal axes show the nondimensional time. It shows that all four simulations achieve statistically steady state after around t=15, which is about three times the eddy turnover time 3T e . The FDM-RCF, PSM-LSF and FDM-LSF simulations in which only the large-scale motions are forced show similar trends, while FDM-LF produces a Onishi, R.
somewhat different behaviour. One should note that for a given resolution FDM-LF reaches significantly smaller values of Re λ than the other simulations. This is a deficiency of the linear forcing scheme, consistent with the findings of [10] . The results have confirmed that the using the RCF scheme in conjuction with the FDM works intrinsically in the same manner as the conventional large-scale forcing scheme, succeeding in producing typical steady isotropic turbulence. This is achieved at a smaller computational cost (35% less floating-operations) than the conventional combination of LSF with the pectral model.
Parallel computing for higher Reynolds numbers
The flatness factor of the longitudinal velocity gradient F, which is a measure of intermittency, defined as
(3) Figure 2 shows the flatness factor F obtained from FDM-RCF using N=128, [3] ). Unfortunately, the calculated range of Re λ is not large enough to settle the debate on the power-law transition of the flatness factor at around Re λ =700. Larger size computations are currently under going. 
Conclusions
This study proposes a new simple forcing scheme suitable for massively-parallel finite-difference simulations of steady isotropic turbulence. The proposed forcing scheme, named reduced-communication forcing (RCF), is based on the idea of the conventional large-scale forcing scheme, butrequires much less data communication. The RCF performs volume-averaging on the velocity fields before applyingFourier transforms to extract the large-scale motions. Small-scale information is removed by volume-averaging the data, but thisis not an issue when forcing the large scales. The size of the volume-averaged data is of course smaller than that of thethe full set of data values, which reduces the data communications requiredfor parallel computing and leads to a high parallel efficiency.It is confirmed that a finite-difference model (FDM) adopting a conservative fourth-order scheme is as good as a conventional spectral model, and that the RCF scheme works intrinsically in the same manner as the conventional large-scale forcing scheme.We therefore conclude that the combination of this FDM with the RCF scheme(FDM-RCF) is a promising tool for massively-parallel simulations of steadyisotropic turbulence, which will contribute to a better understanding ofsmall-scale structures such as intermittency.
