Abstract. We are interested in numerically solving the viscous shallow water equations with a small Coriolis force on a large domain. Specifically, we develop and analyze Schwarz waveform relaxation algorithms: we split the domain of computation into two subdomains and with appropriate transmission conditions an iterative procedure leads to the global solution. We first analyze the Dirichlet-type transmission conditions-computing the convergence rate in Fourier-Laplace variables and proving it is less than 1 yields the convergence of the algorithm. The algorithm requires an overlap between subdomains, and the convergence is slow. We propose a better algorithm for which the overlap is unnecessary: the transmission conditions are now an approximation of the absorbing boundary conditions. We also prove convergence; if the domains overlap, the arguments are similar to the Dirichlet-type problem, if not, we use variational arguments. A numerical scheme is then proposed and numerical results are shown which highlight the efficiency of the new transmission conditions. The influence of the time window lengths is discussed. 1. Introduction. Once a partial differential equation is discretized, a linear system has to be solved. Since the dimensions of this system are related to the number of nodes of the mesh, if the domain is large and if the mesh is fine, one computer is not sufficient to store and solve the system. Domain decomposition methods propose decomposing the initial domain into several subdomains and then using one processor per subdomain to solve the equation. The global solution is obtained if processors exchange appropriate information on the common interfaces. The difficulty is to choose this information (called transmission conditions) such that the algorithm is well posed and converges rapidly.
Introduction.
Once a partial differential equation is discretized, a linear system has to be solved. Since the dimensions of this system are related to the number of nodes of the mesh, if the domain is large and if the mesh is fine, one computer is not sufficient to store and solve the system. Domain decomposition methods propose decomposing the initial domain into several subdomains and then using one processor per subdomain to solve the equation. The global solution is obtained if processors exchange appropriate information on the common interfaces. The difficulty is to choose this information (called transmission conditions) such that the algorithm is well posed and converges rapidly.
Most classical domain decomposition methods are applied to stationary problems. A typical approach for handling unstationary equations is to first discretize the time dimension then apply a domain decomposition algorithm to each stationary problem (for each time step). See [22] , for example, for a review of domain decomposition techniques. This type of discretization implies having a uniform time step across the different subdomains. However, in order to treat complex physical phenomena, it is useful to adapt the model, time step, etc. to each subregion. For this reason, recent papers propose Schwarz waveform relaxation (SWR) methods which apply the domain decomposition method directly to the time dependent equation. The spatial domain is decomposed into subdomains and time dependent problems are solved iteratively on each subdomain, exchanging information on a time space boundary. This method is derived from Picard iterations and was first analyzed in [16] for simulation of integrated circuits and then in [25] from the point of view of multigrid algorithms. This method was considered as a domain decomposition method in [10, 9, 11] , where overlapping SWR algorithms were analyzed for scalar parabolic problems. More recently, a nonoverlapping version of this method was analyzed for the scalar convection diffusion equation in one or two dimensions (see [7, 17, 6] ).
Ocean circulation is a typical example for which domain decomposition methods are useful. Oceanographic equations, however, are very complex and SWR methods still remain to be developed for systems of equations (for the treatment of systems without waveform relaxation, see [3] for the Euler equations or [21] for the hyperbolic shallow water equations). We propose a first step in this development by studying a very simple model for such phenomena: we are interested in writing domain decomposition algorithms for the linear viscous shallow water equations. These equations are obtained by averaging the Navier-Stokes equations when the depth of the water is much smaller than the other dimensions of the basin (see, for example, [20] ). Moreover, we consider the particular case of the system linearized around the velocity field U = 0. This model is the following:
The unknowns (u, v) denote the velocity field and h denotes the depth of the waterthey are all functions of x, y, and t. The physical quantities are c, the speed of internal gravity waves, (τ x , τ y ), the wind stress, ν > 0, the viscosity, and ρ 0 , the density of the fluid. The Coriolis force, f = 0, is supposed constant and small for simulations near the equator. In the remainder of the paper we will use the compact form LW = F for the shallow water operator, with W = (u, v, h) t and F = (τ x , τ y , 0)/ρ 0 . For convenience we will also introduce U = (u, v).
The aim of this paper is to write an efficient SWR algorithm for the Cauchy problem in Ω = R 2 . We decompose Ω into two subdomains Ω 1 = I 1 × R and Ω 2 = I 2 × R with I 1 = (−∞, L), I 2 = (0, +∞) (L ≥ 0 is the overlap), and we denote the interfaces by Γ L = {L} × R and Γ 0 = {0} × R. The SWR algorithm is written for k = 0, 1, . . . as
Two kinds of boundary operators B i will be discussed. We first consider a generalization of the classical Schwarz algorithm to the time dependent case. The corresponding operators will be denoted by CS. It is, however, well known that this algorithm is not very efficient-it needs an overlap and the convergence is slow. We then propose another strategy: we develop transmission conditions which coincide with the absorbing boundary conditions (see [4, 12] ); this leads to a convergence in two iterations of the algorithm. The corresponding operators are not differential; thus, in practice, we approximate them by differential operators of order 1. They will be named O1.
The outline of this paper is as follows. Since most of our arguments rely on the Fourier-Laplace transform, we start in section 2 by computing explicitly the solution in Fourier-Laplace variables. This gives us the number of boundary conditions needed at the interface. In section 3 we analyze an overlapping SWR algorithm, i.e., we use Dirichlet conditions as transmission conditions and prove its convergence. Then in section 4 we introduce a more appropriate algorithm which can be used even without overlap and we prove the convergence. For clarity, technical lemmas used within these first sections are proved in section 5. In section 6 we explain how to discretize the problem. The last section is devoted to the presentation of the numerical results.
2. The homogeneous Fourier-Laplace problem in the half spaces. We define the Fourier transform in y and the Laplace transform in t of a function φ bŷ
where η, ω ∈ R and σ > 0. Transforming the homogeneous system LW = 0, we obtain the second order ordinary differential system in the x-variable:
In subsection 2.1, we give the general solution to this problem; then, in subsection 2.2 we solve it on semi-infinite intervals in x.
General solution.
In what follows, + √ denotes the branch of the complex square root with a strictly positive real part. Throughout this paper the case of a small Coriolis parameter will be considered; more precisely, the quantityc = c 4 − 4ν 2 f 2 will be positive.
To express the solution in the Fourier-Laplace variables, we need the following quantities:
The following lemma gives asymptotic results for the ξ j . For clarity, it is proved in section 5.
Lemma 2.1. There exist G ± , two functions of σ, which tend to infinity at infinity and are such that for any (η, ω) ∈ R 2 and σ ∈ R + we have Re(ξ 
Substituting this result into the first two lines of the system leads to N j ψ j = 0, where ψ j = (A j , B j ) and
Thus, there existsσ such that for σ >σ we have |s(sν + c 2 )||ξ 1 + ξ 2 | 2 > c 4 η 2 /ν. As a consequence, the determinant of N 1 − N 2 cannot be zero, and it follows that ψ 2 cannot be in the kernel of N 1 − N 2 ; thus ψ 1 and ψ 2 are not colinear. To ensure that the functions are holomorphic and the matrices M 12 , M 34 are invertible, we now consider σ > σ 1 > max(σ 0 ,σ).
The following theorem proves that the solutions of the shallow water equations (1.1) in the half spaces are defined up to two constants. Therefore only two boundary conditions are necessary. In fact, it suffices to impose the conditions on U = (u, v) t since by using the third equation of (2.1),ĥ can be expressed in terms of U and its first derivative (see Corollary 2.5).
Theorem 2.4. There exists σ 1 > σ 0 such that the solutions of (2.1) that do not grow exponentially at infinity in x for J = I 1 or J = I 2 are, respectively,
Moreover, for any (η, s) of R× C σ1 , the vectors Φ 1 (η, s) and Φ 2 (η, s) are not colinear. The same holds for Φ 3 (η, s) and Φ 4 (η, s). Proof. Theorem 2.2 gives the solution of (2.1) for any J. But if J = I 1 (resp., J = I 2 ), since the real part of ξ 1 and ξ 2 are negative, the solution does not grow exponentially if and only if α 3 = α 4 = 0 (resp., α 1 = α 2 = 0). We now prove that Φ 1 and Φ 2 are not colinear. Suppose that they are; then the cross product between Φ 1 and Φ 2 is 0 but, in this case, A 1 B 2 − A 2 B 1 = 0, which is in contradiction with Lemma 2.3.
Corollary 2.5. There exists σ 1 > σ 0 such that the solutions of (2.1) for x ∈ I j , j = 1, 2 are given by
3. An overlapping SWR algorithm. We now solve the shallow water equations (1.1) using a domain decomposition algorithm. We start with the classical Schwarz algorithm extended to the unsteady case.
Definition of the algorithm.
In [24] Schwarz proposed an algorithm for solving stationary elliptic equations by exchanging Dirichlet conditions on the interface. In [10] this algorithm was generalized to time dependent problems (namely, for the heat equation in R d ); then in [17] this method was analyzed for the convection diffusion equation in R 2 . Similar to the classical Schwarz algorithm, it consists of exchanging Dirichlet conditions on the interface and it has been proved that an overlap between the two subdomains is necessary. Therefore we consider the case where L > 0. The overlapping SWR algorithm is defined by (1.2) with the boundary operators
3.2. Definition of the convergence factor. We now prove that the overlapping SWR converges. We use Fourier-Laplace arguments to define ρ, the convergence factor of the algorithm, and we prove that |ρ| is strictly less than 1.
We study the algorithm (1.2)-(CS) when F = 0 and W 0 = 0, i.e., we study the algorithm satisfied by the errors in Ω j defined by W 
The convergence of algorithm (1.2)-(CS) depends on the norm of the matrix
12 ; we thus define ρ dir , the convergence factor, by ρ dir (η, s) = T dir 2 , where T dir 2 denotes the largest modulus of the eigenvalues of T dir T dir .
3.3.
Convergence of the algorithm. The norm of a 2 × 2 matrix A is A 
Note that λ 1 and λ 2 are real numbers. However, if x 1 and x 2 are the two real solutions of x 2 − Sx + P = 0 with P > 0, then we have
We thus obtain
Before applying this formula to T dir 2 , we need a technical lemma (see the proof in section 5) that gives us properties for the ξ j . 
with P (η, σ, ω) as a real polynomial in η, σ, and ω. We introduce .3) tend to infinity. As a consequence, −Re(ξ 2 ) tends to infinity and Q(η, σ, ω)e 2Re(ξ2)L tends to 0. We obtain that for any 0 < C < 1 there exists η 0 > 0 and ω 0 > 0 such that for any |η| > η 0 and 
2 . In the following theorem, the space L 2 (0, T ; V ) consists of all measurable functions 
by the Parseval relation if U 1 is extended by 0 for negative time. However,
and, as a consequence, we have
withP (η, σ, ω) as the polynomial in η, σ, and ω from the proof of Theorem 3.2. Note that we have proved that the quantityP
| tends to 0 at infinity. We now use Theorem 3.2, which proved the existence of a constant
, then letting k tend to infinity proves convergence of the error in Ω 1 to zero in
We use similar arguments on the quantities:
and
This yields the convergence of
4. An optimized SWR algorithm. It is well known that the classical Schwarz method converges very slowly, and more interesting transmission conditions which are efficient even without overlap have been proposed for stationary problems (see, for example, [18, 19] ). This method uses the theory of absorbing boundary conditions; see, for example, [14] for the steady convection diffusion equation and [8] for the Helmholtz equation. More recently, this strategy has been generalized to time dependent equations (see, for example, the study of the convection diffusion equation in one or two dimensions, respectively, in [7] and [17] , or the heat equation in [5] ). In this section we propose extending this method to the shallow water system. The reader is referred to [13] for the theory of absorbing boundary conditions for incompletely parabolic problems, i.e., systems with two parabolic like equations and a hyperbolic one.
Definition of the algorithm.
In this section we consider the case L ≥ 0, i.e., we allow the domains to not overlap. If the domain is decomposed into two subdomains, the two physical quantities which are preserved across the interface for regular solutions are −ν∂U/∂ n + c 2 h n ( n denotes the normal vector) and U. We introduce the new transmission conditions (4.1)
with Λ 1 and Λ 2 as operators to be defined.
The following theorem states that we can choose Λ 1 and Λ 2 in an optimal way. To establish this result we need to introduce the matrices
The Fourier-Laplace variables are such that σ > σ 1 and (η, ω) ∈ R 2 (see section 2). Proof. We consider the algorithm with transmission conditions (4.1) with F = 0 and W 0 = 0, i.e., we consider the algorithm satisfied by the errors
We perform the Fourier-Laplace transform of the homogeneous equation in each Ω j × (0, T ), and the solution is given by (2.6). Writing the boundary conditions (4.1) in Fourier-Laplace variables and replacingĥ
However, for k ≥ 1 the solution and their derivatives are linked by the relations Lemma 2.3 states that the matrices M 12 and M 34 are invertible). We thus have the two equalities
ChoosingΛ 1 andΛ 2 as specified in the theorem, the right-hand sides of (4.3) vanish; i.e., the errors W The operators Λ j defined in the theorem lead to convergence in two iterations. However, their symbols are not polynomial in η and s so that they do not correspond to differential operators. They are nonlocal operators and we cannot use them directly in an algorithm. A strategy proposed in [13] for absorbing boundary conditions and in [19] in the context of domain decomposition methods is to approximate them by differential operators. This strategy relies on the approximation of the exact symbol by a polynomial in η and s. For η = 0, the Taylor expansion of the symbol of Λ j with respect to small ν is ⎛
In order to simplify this symbol, since we are in the physical case of a small Coriolis parameter, we perform a Taylor expansion with respect to small f and we obtain c + sν 2c 0
We thus decide to replace both Λ j in (4.1) by
with p that will be chosen in subsection 4.4.
We will now consider algorithm (1.2) with the first order operators (O1)
Convergence of the algorithm with overlap.
Similar to section 3, we now compute the convergence factor of algorithm (1.2)-(O1) when the overlap, L, is strictly positive. The boundary conditions satisfied by the errors are
Since the U k j are solutions of the homogeneous problem given by (2.6), with some complex vectors α k+1 and β k+1 , we have
From these two lines we deduce the relation between α k+1 and α
We can now define the convergence factor of the algorithm to be the norm of the matrix T opt ; i.e., ρ opt = max 
The proof is similar to the proof of Theorem 3.2.
Convergence of the algorithm without overlap.
We now consider the case without overlap, and we denote the interface by Γ. Since L = 0, we cannot adjust the parameter s as in Theorem 4.2, so that the convergence factor becomes small. Therefore we introduce variational arguments. Theorem 4.5 establishes the convergence of the algorithm when the exact operators Λ j are approximated by Λ gen app with the general form
with λ, α, and μ as three real numbers different from zero. The boundary conditions thus involve the two operators
whose components will be denoted by B 
Proof. We have
gen app U, so, decomposing Λ gen app into two parts, we find
and if we multiply U by V = (V 1 , V 2 ), we find
We now replace
Integrating the product U · V on Γ yields the aforementioned result.
In the remainder of the paper, (·, ·) Ω1 and · Ω1 will denote the scalar product and the norm in L 2 (Ω 1 ), respectively.
Lemma 4.4. If (U, h) is the solution of the homogeneous shallow water equation in Ω 1 with a zero initial condition, then we have
Proof. By Lemma 4.3, it remains to handle the term
2 ∂ x h − f v = 0 by ∂ t u and integrating the result on Ω 1 , we obtain after integration by parts (4.9)
The desired term has appeared, but also (h, ∂ t (∂ x u)) Ω1 and (v, ∂ t u) Ω1 . We treat the first term by a time integration and the use of the equation
for any 1 > 0 and 2 > 0. For the second term, the Cauchy-Schwarz inequality yields, for any 3 strictly positive,
We finally integrate in time the result (4.7) from Lemma 4.3, and we use (4.9) to obtain
With (4.10) and (4.11), we obtain a lower bound on the two last terms of (4.12). 
Proof. We consider the algorithm for the error, which means working on the homogeneous shallow water equations in Ω 1 ×(0, T ). The step k +1 of the algorithm is
We multiply the first equation of this system by U Integrating on Ω 1 yields (the initial condition is zero)
Adding these two lines and integrating over time gives (4.13)
We now use the result of Lemma 4.4 for the boundary term and reorganize. The variational estimate (4.13) becomes (4.14) 
, and the last line of (4.14) can be written in terms of U 
then the inequality (4.14) is E k+1 1
Adding this inequality to the corresponding one in Ω 2 gives
Summing this relation for k ∈ {1, . . . , K + 1} and simplifying terms, we obtain
We introduce
, and G K+1 are positive, we have, with C a positive constant,
Using Gronwall's lemma we get φ(t) ≤C(T )(F 0 (T ) + G 0 (T )) and, as a consequence, the right-hand side of (4.15) is bounded by a constant which is independent of K. Letting K tend to infinity on the left-hand side we get that 
Proof. If λ = c and α = ν/2c, then the condition αc 2 < λν from Theorem 4.5 is satisfied.
Choice of the parameter p.
The positive constant p approximates the operator whose symbol is
It is chosen such that it optimizes the convergence factor given by (4.5) over the discrete frequencies on a given mesh. This strategy has been applied, for example, in [14] and [17] for the stationary and unsteady convection diffusion equation in two dimensions. We solve numerically the optimization problem
Δt }, where Δy and Δt are the space and time steps, respectively, and L y is a characteristic length in the y direction.
Technical lemmas.
This section is devoted to proving Lemmas 2.1 and 3.1, which both involve the eigenvalues ξ 1 and ξ 2 defined in (2.2). In accordance with Theorem 2.2, we consider the interval (σ 0 , +∞) for σ with σ 0 > 4νf 2 c 2 /c; thus ξ 1 and ξ 2 are holomorphic. We need to introduce the auxiliary variables R and I, which denote the real and imaginary parts of + Δ(s) = + s 2c − 4sνf 2 c 2 :
sign(ω),
4 is a strictly positive quantity.
Properties of R and I. We begin with two lemmas that give bounds for R and I.
Lemma 5.
For any σ > σ 0 , ω → R(σ, ω) is bounded on R:
i.e., ∂ ω R 2 vanishes for ω = 0, and looking for the other roots of ∂ ω R 2 leads to solvingc (−cω 2 + G 1 ) 2 + 4ω 2 G 2 =c 2 ω 2 + 2G 2 −cG 1 . Squaring this relation yields, after simplification, 4G 2 (G 2 −cG 1 ) = 0. But G 2 −cG 1 is different from 0 (see Remark 1) and for σ = 2νf 2 c 2 /c, G 2 is also different from 0. In conclusion, ∂ ω R 2 vanishes only for ω = 0. On the other hand ∂ ω R 2 has the same sign as its numerator. As previously, we square the numerator and since 2G 2 −cG 1 
is positive too, i.e., for any value of ω (see Remark 1). To conclude, ∂ ω R 2 has the same sign as ω, and considering the variations of R 2 and its limit to infinity leads to the conclusion that
Proof. Note first that a Taylor expansion of I 2 /ω 2 for ω close to 0 proves that this function has the finite limit G 2 /G 1 around 0. We have
and, as a consequence,
Using Remark 1, which yields the negativity of −2G 2 +cG 1 , we find after simplification that the sign of the numerator is the sign of −4G 2 (G 2 −cG 1 )ω 4 , which is negative. As a consequence I 2 /ω 2 is increasing on (−∞, 0) and decreasing on (0, +∞) withc as the limit when |ω| tends to infinity and G 2 /G 1 as the limit when ω tends to 0. We then have √c 
We first prove that f 1 tends uniformly to infinity when σ tends to infinity and that f 2 and f 3 are bounded.
We first study f 1 . We have
2 ) 2 ; thus, for a given σ, f 1 is increasing for ω ∈ (−∞, 0) and decreasing for ω ∈ (0, +∞). If |ω| tends to +∞, f 1 tends to (2σν − c 2 )/2ν 2 and
2 )] for any ω ∈ R. We obtain that f 1 (σ, ·) converges uniformly to +∞ when σ tends to infinity.
We now study f 2 (σ, ω) = (σν + c 2 )R/((σν + c 2 ) 2 + ν 2 ω 2 ). Using Lemma 5.1, we find
As a result f 2 is uniformly bounded in ω when σ tends to infinity. Finally, we study
, which we rewrite as
2 , which has the same sign as ω. Considering its limit at infinity, we find that the positive
is less than 1/λ(σ) for any ω of R. As a consequence, using Lemma 5.2 and the definition of λ(σ), we have
We have thus proved that f 3 is uniformly bounded in ω when σ tends to infinity. As a consequence of the three previous results, we deduce that there exist G ± tending to infinity at infinity such that Re(ξ
. Consequently, the real parts of ξ 2 ± tend to infinity uniformly in ω and η when σ tends to infinity. Now, for σ big enough we have
from which we conclude that Re(ξ 1 ) converges uniformly to −∞ when σ tends to infinity.
Proof of Lemma 3.1.
The proof proceeds in two steps: first, comparing the real parts of ξ 2 + and ξ 2 − , and second, comparing the imaginary parts.
According to Lemmas 5.1 and 5.2 we obtain
this last inequality is true because it is equivalent to c 2 (c + 2ν 2 f 2 ) ≥ 0 which is also true. We conclude that (σν + c 2 )I/ω − νR is positive, and thus Im(ξ 
This last quantity tends to infinity when σ tends to infinity; as a consequence, there exists a
We deduce the aforementioned result.
6. Numerical scheme. In subsection 6.1 we give the scheme to discretize the shallow water equations in Ω, and then in subsection 6.2 we explain how to discretize the boundary conditions (O1). We also introduce the time discretization of [0, T ]: In the finite difference approach, the grid is staggered (see, for example, [1] ). The unknowns u, v, and h are computed over the cell M i,j , as given in Figure 6 .1. Figure 6 .2 gives the repartition of unknowns over the whole grid. We detail how the variables are staggered in the following:
Numerical scheme for the global problem. For the numerical results, the domain Ω is the rectangle
• The discrete unknowns corresponding to u are denoted by
• The discrete unknowns corresponding to v are denoted by 
• The discrete unknowns corresponding to h are denoted by
We obtain the scheme for the first equation of (1.1) 
In order to obtain the scheme for the v-equation, we integrate over the cell
, and we find
We obtain a scheme for the h-equation by integration of the equation over [
and we obtain
h n+1 i,j − h n−1 i,j 2Δt + u n i+1,j − u n i,j Δx + v n i,j+1 − v n i,j Δy = 0 for 0 ≤ i ≤ N x , 0 ≤ j ≤ N y , and 0 ≤ n ≤ N t − 1.
Numerical scheme for the domain decomposition algorithm.
We now focus on the domain decomposition algorithm (1. x ×N y cells of area Δx 2 ×Δy for meshing Ω 2 . Since the two boundary value problems are similar, we will describe the problem in Ω 1 only.
At each step of the algorithm, the following boundary value problem is solved:
is solution of the shallow water equations in Ω 2 and where Λ gen app is defined in (4.6). The interior scheme is given in section 6; it remains to discretize the boundary conditions. Two questions arise: for a given G, how do we discretize the boundary condition −ν∂
And how do we extract the quantity −ν∂
We give details only on the treatment of the first component of the boundary condition; the treatment of the second is similar. In subsection 6.2.1, we discretize the boundary condition
on the east frontier of Ω 1 . Then in subsection 6.2.2 we show how to extract the quantity −ν∂
Volume of integration Figure 6. 3). We obtain (6.2)
We now integrate the boundary conditions (6.1), which yields
This term is approximated by
Approximating the other terms of (6.2) in a similar way and multiplying the result by 2/(ΔxΔyΔt), we obtain 
Extraction of the boundary condition from Ω
Thus, the term (Δy Δt)
x +1,j is given as
7. Numerical results.
Monodomain solution.
We now give numerical results of the physical problem presented in [15] . We work on a rectangular basin with closed boundaries, which extends from 0 to 15000 km in the x (east-west) direction and from −1500 km to 1500 km in the y (north-south) direction. The ocean is forced by a purely zonal wind stress (τ y = 0), and we have τ
N/m 2 , D = 300 km, and x 0 = 3000 km. Thus the x component of the wind depends only on x and is nearly constant from 0 to 2500 km and close to zero from 3500 km (see Figure 7 .1). The value of the physical parameters are c = 3 m s −1 , ν = 500 m 2 s −1 , and f = βy with β = 2 · 10 −11 m −1 s −1 . The numerical scheme described in section 6 is used to discretize the equations. The space and time steps are Δx = 25 km, Δy = 15 km, and Δt = 30 min, and a Gauss-Seidel algorithm is used to solve the implicit scheme. thickness increases. This anomaly travels eastward with speed c = 3m/s (the speed of Kelvin waves present in the model without viscosity or external stress). After 60 days the wave reaches the eastern wall and the incoming wave is divided into four waves: two coastal Kelvin waves and two Rossby waves (see, for example, [20] for more details about these waves).
Resolution by SWR algorithms.
We now solve the problem described in the last section using SWR algorithms when the interface is at x b = 7500 km (the initial domain is split into two subdomains of the same area). The library MPI is used for the parallelization of the code. Since we consider a two subdomain partition of Ω, a biprocessor computer with 2.5 GHz, 4 GB RAM is used.
The simulation lasts 200 days; therefore 200 × 24 × 2 = 9600 time steps are needed. In order to avoid computing the subproblems on too long of a time interval, we decompose the interval (0, T ) into P time windows, each of length 
We consider that the algorithm has converged on the time interval (T i , T i+1 ) when the jump of the transmission conditions is less than = 10 −15 . Throughout this section, we will compare the efficiency of both transmission conditions (CS) and (O1). We observe that the smaller the length of the time window is, the faster the convergence becomes. In the next section we will compare the CPU time and the number of iterations needed to solve the complete problem on (0, T ). 2)-(O1) . Moreover, contrary to the classical SWR algorithm, the algorithm (1.2)-(O1) can be used without overlap. However, if possible, it is better to use one grid point of overlap rather than none; the cost is low and the benefit is huge. Figure 7 .5 shows the number of Schwarz iterations needed by both algorithms to converge versus P , the number of time windows. We observe a linear dependence of the number of iterations with respect to P . If the time window is large, then on the first iteration we solve over a long time without knowledge of the other subdomain. Thus, we need a lot of iterations, while using a large number of smaller windows is better in terms of the number of iterations. But the relevant question is, What is the the overall computation time of the algorithm? The response is given in Figure 7 .6. We have measured the CPU time needed to solve the global problem (times are averaged). It seems that for each size of overlap, there is an optimal time window length for which the algorithm is the most rapid. Our explanation for an optimal length is the following. For a small time window length, the global cost of communications between the two processors is too important compared to the small cost of one iteration. If the time window is large, too much time is needed to compute one iteration.
Influence of the time window length.

What happens if we do not wait for convergence? .
For more realistic simulations (for example, in oceanographic circulation computations), we cannot wait for the convergence of the Schwarz algorithm because of the cost of each model run. Only a few iterations can be afforded. We now observe the result obtained after only two Schwarz iterations in each time window. On the time window (T i , T i+1 ), we do not wait for the convergence and, after two iterations, we solve the problem on (T i+1 , T i+2 ), and so on. Figure 7 .7 shows this solution when L T = 10 days with one point of overlap (L = 1) for both algorithms (1.2)-(CS) and (1.2)-(O1). We can see that the Dirichlet conditions act like a wall and waves reflect in it; whereas, with algorithm (1.2)-(O1), the solution is admittedly perturbed at the interface, but it is close to the monodomain solution. Figure 7 .8 shows the same experiment but with an overlap of L = 10. We show only the results with Dirichlet conditions: some information now reaches the second subdomain but it is not sufficient for the solution to be close to the monodomain solution. With algorithm (1.2)-(O1), the solution is very similar to the monodomain solution. More generally, whatever the overlap, the solution obtained with algorithm (1.2)-(O1) is very close to the monodomain solution.
We now consider the behavior of the algorithms with respect to L T , the length of the time window. When the time window length is L T = 10 hours and the overlap L = 1 (as can be seen in Figure 7 .9), part of the information reaches the second subdomain but another part reflects in it. A few days later, several kinds of waves meet: the waves that reflect in the boundary coming from Ω 1 or Ω 2 and the waves that succeed in going through the interface coming from Ω 1 or Ω 2 . The result is that the solution blows up. When the overlap is L = 10, the solution is similar to the solution of algorithm (1.2)-(O1): it is very close to the monodomain solution.
For L T ≤ 4 hours, the solution obtained with Dirichlet conditions is reasonable. The conclusion reached from these experiments is that with algorithm (1.2)-(O1), a few iterations in each time window are sufficient to obtain a reasonable solution no matter the time window length or the overlap. Algorithm (1.2)-(CS) needs a small time window length or a large overlap. 
7.3.
Experiments with more than two subdomains. Up to this point, the method has been presented for a decomposition with two subdomains, but it can also be used for a decomposition with N p subdomains. Figure 7 .10 shows the CPU time needed for algorithms (1.2)-(CS) and (1.2)-(O1) to converge versus P . Here N p is 10. Obviously, with 10 processors, the solution is obtained more rapidly than with only two. Note that we have also computed the ratio of the CPU time needed for N p processors over the CPU time needed for two processors: it is 0.39, 0.19, and 0.1 for, respectively, N p = 5, 10, and 20.
Conclusions and outlooks.
The purpose of this paper was to develop an efficient SWR algorithm for the linear viscous shallow water equations. We have shown that at the expense of algebraic manipulations we obtain similar results as for scalar equations. It remains to study more precisely the convergence factor and to give an asymptotic development of the optimized parameter (see [2] for the case of the advection diffusion equation).
Numerical results show that, with only two iterations in each time window, the new algorithm leads to a good global solution no matter the time window length or the overlap. These very good numerical results are encouraging to go on, moving towards more physical systems. It would be interesting to develop algorithms for the nonlinear shallow water equations. The first step would be to work on the linearized system around any velocity field U 0 = 0. This would yield five generalized eigenvalues ξ j , solutions of a fifth order equation. The ξ j would be approximated and the corresponding transmission conditions would be generalized to the nonlinear problem.
