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AN ALGEBRAIC APPROACH TO ELECTRON INTERACTIONS IN
QUANTUM HALL SYSTEMS
S. B. MULAY, J. J. QUINN, AND M. A. SHATTUCK
Abstract
Let m denote the number of quasielectrons (QEs) in a quantum Hall system containing N par-
ticles altogether. We show in several general cases that for systems containing m QEs in a single
angular momentum shell above N −m Fermions in an incompressible quantum liquid (IQL) state
having filling factor ν = 1/3 that there always exists a configuration whose symmetric correlation
function G is nonzero. This extends recent comparable results concerning the IQL state. As a
consequence, one can obtain (explicitly) a configuration having a nonzero G for all N ≤ 8 particle
systems containing any number of QEs. To establish our result, we construct a family of multi-
graphs on N vertices satisfying certain restraints on the degrees of the vertices and possessing the
property that whenever one computes the linear symmetrization of the graph monomial of any
member of the family, the result is always nonzero. The nonzero linear symmetrization that is
obtained in each case is in fact an example of what is called a relative semi-invariant of a (generic)
binary form of degree N . Thus, in addition to providing new correlation functions for systems of
interacting Fermions containing QEs, our construction could be of interest from both the invariant
and graph theoretic standpoints.
I. Introduction
A trial wave function Ψ(z1, . . . , zN ) of an N electron system can always be expressed as the
product of an antisymmetric Fermion factor F =
∏
1≤i<j≤N (zi− zj), and a symmetric correlation
factor G = G(z1, . . . , zN ) that takes into account Coulomb interactions. In this paper, we will
address certain mathematical aspects of the latter. Let zij = zi − zj , where zi is the complex
coordinate of the ith electron, though here we will regard each zi as an indeterminate. We refer
to zij as a correlation factor (cf), even when it arises from the Pauli principle. One may take
G = 1 for systems of non-interacting Fermions. It will be convenient to represent the Coulomb
interactions diagrammatically as a multi-graph on N vertices where the edges denote cf factors.
For example, in the incompressible quantum liquid (IQL) state at filling factor ν = 1/3 (see [12]),
two cf lines connect each pair of Fermions. For each labeling of the vertices of the corresponding
multi-graph, one takes the product of all the cf factors, and then computes the sum of the products
corresponding to all possible labelings to obtain the correlation G. Another example involves the
Moore-Read state [13] of the half filled first excited Landau level (LL1) with ν = 2 + 1/2, where
N is even and the N electrons for LL1 are partitioned into two subsets A and B, each of size
m = N/2, with two cfs joining each pair of electrons in A and also each pair in B, as noted in
[15]. To compute the correlation G in this case, one takes the product of all cf factors in the
diagram corresponding to a given partition (A,B), and then sums these products over all possible
partitions to obtain G. In general, in order for a given configuration to exist, it is necessary that
the symmetric correlation function G work out to be nonzero. Otherwise, the configuration is
said to be non-existent. In both of the Laughlin and Moore-Read cases described above, it can be
shown that G is nonzero and hence the associated configurations are always existent.
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Jain [9, 10] introduced a more general composite Fermion (CF) picture that correctly predicts
the IQL states at filling factors ν = n2pn±1 , where n and p are positive integers, which correspond to
integrally filled CF Landau levels. The Jain-Laughlin sequence of mean field CF states is the most
robust set of fractional quantum Hall states observed experimentally. Making use of Haldane’s
spherical geometry [7, 8], Chen and Quinn [3] introduced an “effective CF angular momentum”
l∗0 = l−p(N −1) associated with the lowest CF Landau level (CFLL0). For N = 2l∗0 +1, this level
is exactly filled and a Jain IQL state results. If N > 2l∗0 + 1, then N − (2l∗0 + 1) particles must be
placed in the next angular momentum shell with lQE = l
∗
1 = l
∗
0 + 1; these are CF quasielectrons
(QEs). If N < 2l∗0 + 1, there will be 2l
∗
0 + 1−N CF quasiholes (QHs) in CFLL0, with lQH = l∗0.
For any given value of l, the single electron angular momentum, one can obtain the number of QEs
in the partially filled shell (or the number of QHs in the partially unfilled shell). The lowest band
of angular momentum states will contain the minimum number of CF quasiparticle excitations
consistent with the values of 2l and N . The value of (2l, N) defines the function space of the N
electron system.
The correlation factor G must then satisfy a number of conditions. For example, the highest
power of zi in any term of G cannot exceed 2l+ 1−N . In addition, the value of the total angular
momentum of the correlated state must satisfy the equation L = (N/2) (2l + 1−N)− κG, where
κG is the degree of the homogeneous polynomial G. Knowing the value of L for IQL states and
for states containing a few quasielectrons (or a few quasiholes) from Jain’s mean field CF picture
allows one to determine κG.
Laughlin [12] realized that if the interacting electrons could avoid the most strongly repul-
sive pair states, an incompressible quantum liquid state could result. He suggested a trial wave
function for a filling factor ν equal to the reciprocal of an odd positive integer m, in which the
correlation function, denoted by GL, was given by
∏
1≤i<j≤N (zi − zj)m−1. One can represent
the configuration for GL diagrammatically by distributing N dots along the circumference of a
circle, denoting N electrons, and drawing m−12 double lines between every pair of electrons, each
denoting two cfs. Note that GL is nonzero, being an integral power of the discriminant of the zi,
whence the configuration is existent. In a previous paper [14, Theorem 1], it was shown, more
generally, that in fact there exist configurations of N Fermions in the IQL state having a nonzero
correlation function G for all filling factors of the form n2pn±1 <
1/2 where N is assumed to be a
multiple of n (the n = 1 case corresponding to Laughlin).
Here, we wish to extend these results to systems containing quasielectrons. More specifically,
we identify existent configurations for a system containing m QEs in a single momentum shell
above N −m Fermions in an IQL state having filling factor ν = 1/3. Combining general results
with some specific computations covers all cases where N ≤ 8. To obtain the configurations, we
construct a family of undirected, loopless multi-graphs on N vertices whose (reciprocal) graph
monomials when symmetrized are nonzero (see Theorem 3 below and Corollary). Particularizing
our results to quantum Hall systems of N Fermions containing m QEs as described yields the
following.
Theorem 1: Let N ≥ 3 be a positive integer and m be an integer belonging to {1, 2, N/2, (N +
1)/2, N/2+1}. For systems containing m QEs in a single momentum shell above N −m Fermions
in an IQL state having filling factor ν = 1/3, it is always possible to find a configuration having
nonzero symmetric correlation function G. In particular, for a system containing N ≤ 8 Fermions
in all and any number of QEs, one can always find such a configuration.
Note that the inherent difficulty of generalizing Theorem 1 to any number of QEs lies in the
explicit computation of all possible values of the total angular momentum L; for unlike in the
IQL case, L can assume several positive values. Moreover, even having determined the set of all
possible values of L, a major hurdle still lies in finding existent configurations of the required type
for each L.
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The organization of this paper is as follows. In section II, we discuss the algebra of correlation
functions and formulate the problem in terms of multi-graphs, recalling some standard terminol-
ogy. We present in section III our main results featuring the construction of certain kinds of
(semi-) invariants. In the final section, we discuss applications of our results to quantum systems
containing QEs as described above and show how Theorem 1 follows as a consequence.
II. Preliminaries
Recall that a correlation diagram for N Fermions graphically exhibits the potencies of their
mutual interactions and so, in purely mathematical terms, it is a (undirected, loopless) multi-
graph on N vertices. The prefix multi- is indicative of the fact that some of the vertex-pairs may
be connected by more than one edge. Here, we will regard correlation diagram and multi-graph
as equivalent terms. Given a multi-graph on N vertices, a choice of a labeling of its vertices by
the numbers 1, 2, . . . , N gives rise to a product of terms (zi − zj)pij , where zi is an indeterminate
for 1 ≤ i ≤ N and the nonnegative integer pij for 1 ≤ i < j ≤ N is the number of edges
between the vertices labeled i and j in the multi-graph. In the classical theory of invariants, a
product of this type is known as a graph-monomial (see, e.g., [1]). Note that since our N Fermions
are indistinguishable, we must consider each of the possible choices of vertex-labelings, for the
correlation diagram under consideration, on an equal footing. Commonly, two multi-graphs on N
vertices are called isomorphic if one is obtained from the other by a relabeling of its vertices (see
Figure 1 below for an example of isomorphic multi-graphs).
Figure 1. Isomorphic multi-graphs on 6 vertices.
The isomorphism class of a correlation diagram may be regarded as a configuration of inter-
acting Fermions; nonisomorphic correlation diagrams correspond to distinct configurations. The
correlation function of a configuration of N interacting Fermions is defined to be the sum (if
preferred, it can also be defined as the average) of the graph-monomials associated to that con-
figuration. In other words, if we pick one correlation diagram for the configuration and call its
associated graph-monomial f(z1, . . . , zN ), then the correlation function of the configuration is the
symmetrization of f , i.e.,
∑
f(zσ(1), . . . , zσ(N)), where the sum ranges over all permutations σ
of {1, 2, . . . , N}. Clearly, such a correlation function is a homogeneous polynomial symmetric in
z1, . . . , zN . We deem the configuration as existent when this correlation function is not identically
zero, and as nonexistent otherwise. If correlation functions of two configurations are the same up
to a nonzero numerical (rational) factor, then the configurations are regarded as equivalent.
It is worth noting that on account of the symmetries inherent to a given multi-graph, it can
very well be the case that certain distinct labelings of vertices yield the same graph-monomial.
From a computational point of view, the correlation function of a configuration is easier to deal
with when its corresponding set of graph-monomials is small and hence multi-graphs with many
intrinsic symmetries are perhaps more desirable. In the extremal example of a multi-graph where
the number of edges between any two vertices is the same integer e (i.e., pij = e for 1 ≤ i < j ≤ N),
there are at most two distinct graph-monomials for the configuration (differing only by a factor of
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±1). Recall that such is precisely the case if one were to consider the Laughlin configuration for
the IQL state with filling factor ν = 1/(2p+1) (forcing pij = e = 2p). In general, a simple exercise
shows that the graph-monomial of a multi-graph on N vertices is a symmetric polynomial in the
variables z1, . . . , zN if and only if there is an integer p such that pij = 2p for all 1 ≤ i < j ≤ N .
For a system of N interacting Fermions, their individual angular momenta, together with the
filling factor ν, dictate an upper bound d on the degree of a vertex (i.e., the number of edges
emanating from a vertex) in the corresponding correlation diagram, whereas the total angular
momentum L of the system demands that the corresponding correlation function be a homogeneous
polynomial of (total) degree (Nd/2) − L. Usually, there are several possible configurations that
meet these dictated requirements; their number increases rather sharply with increasing values
of N . To determine which of these configurations actually exist, it is essential to ascertain the
nonzero-ness of their corresponding correlation functions. This is a nontrivial task when the
associated correlation diagram has vertex-pairs connected by an odd number of edges. Even more
challenging is the problem of determining, in some concrete manner, the set of equivalence classes
of these configurations.
In general, if L = 0, then it turns out that each vertex in a related correlation diagram must have
the same maximum allowed degree d. A (undirected, loopless) multi-graph each of whose vertices
has the same degree d is said to be d-regular. The problem of counting distinct configurations of
N Fermions with L = 0 and a given filling factor ν translates to counting isomorphism classes of
d-regular loopless multi-graphs on N vertices. We point out that this counting problem appears
to be largely open and is a subject of ongoing research (see [6]). When L > 0, then some of the
vertices will fail to have the maximum allowed degree and the problem translates into determining
classes of loopless multi-graphs on N vertices in which there is a common upper bound on the
degree of each vertex. Here, we will be interested in determining the nonzero-ness of the associated
correlation functions in some particular cases when L > 0. For comparable results when L = 0,
see [14].
l l∗0 nQE lQE kM L
4.5 1.5 0 2.5 6 0
4 1 1 2 5 2
3.5 0.5 2 1.5 4 0⊕2
3 0 3 1 3 0
Table 1. Values of l for an N = 4 electron system and the values of l∗0 , nQE, lQE, kM ,
and L which result.
Let us now consider the situation with N = 4 electron systems having ν = 1/3 filled IQL
states and its excited states containing one, two, and three QEs. These correspond to 2l values
of 9, 8, 7, and 6, respectively, where l denotes the single electron angular momentum. In Table 1
above, we summarize the results of Jain’s mean field CF picture [9, 10] applied to the various low
energy states. The table gives the values of l and the resulting values of l∗0 = l− (N − 1), the CF
angular momentum; nQE = N − (2l∗0 + 1), the number of QEs; lQE, the QE angular momentum;
kM = 2l − (N − 1), the maximum number of correlation factor (cf) lines that can emanate from
an electron in the correlation diagram; and the allowed values of the total angular momentum L
which result. Concerning the question of existence of configurations, one would need to construct
in each of four cases a loopless graph whose graph monomial is nonzero when symmetrized in
which the degree of every vertex is bounded above by kM , with half the sum of all the degrees
given by (N/2)(2l+ 1−N)−L. Note that L is in general not uniquely determined by the number
of QEs, as witnessed here.
Consider an IQL state with N particles where ν = 12p+1 and an excited state containing m =
N − 2l∗0 − 1 QEs where l∗0 = l− p(N − 1), which implies m = (2p+ 1)(N − 1)− 2l. In particular,
for p = 1 (i.e., ν = 1/3), we have kM = 2l−N + 1 = 2(N − 1)−m. In Figures 2 and 3 below, we
illustrate two correlation diagrams corresponding to existent Fermion systems containing m QEs
in an excited state above N −m Fermions in an IQL state with N = 8 and ν = 1/3 for m = 4
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Figure 2. (N,QE, ν, L) = (8, 4, 1/3, 2). Figure 3. (N,QE, ν, L) = (8, 3, 1/3, 2).
and m = 3, respectively, and L = 2. Note that the total number of cf lines in each diagram equals
the total degree κG =
N(2N−2−m)
2 − L, which works out to 38 and 42, respectively, as seen in the
figures.
It is well-known that the symmetrized graph-monomial of an undirected loopless multi-graph is
also called a relative semi-invariant of a (generic) binary form of degree N . If the multi-graph is
d-regular, then the associated symmetrized graph-monomial is a relative invariant of the degree N
binary form. Ever since Cayley founded the theory of invariants, explicit construction of (semi-)
invariants has been of extensive interest. Though our motivation for the explicit constructions
of invariants formulated in the next section lies in building correlation functions for systems of
interacting Fermions, these results have more to offer from a purely invariant theoretic viewpoint.
For a deeper, more comprehensive treatment of the theory of invariants of binary forms, we refer
the interested reader to either the classic [5] or the more contemporary exposition [11].
Although multi-graphs can be visually pleasing, it is undoubtedly simpler to deal with their
adjacency matrices in attempting to prove precise results. Thus the reader will find our definitions
and theorems formulated in the language of matrices.
We conclude this section by recalling some notation and terminology. We denote the sets of
ordinary integers, nonnegative integers and rational numbers by Z, N and Q, respectively. For a
function f defined on a set S, by f(S), we mean the set {f(a) | a ∈ S}. We use the notation |S| to
denote the cardinality of S. Here, we are mainly interested in polynomials and rational functions
having coefficients in an integral domain of characteristic zero, in particular, in a field containing
Q. Since the notions of degree and order of a rational function play important roles in our proofs
that follow, we remind the reader now of their definitions and basic properties. Consider a rational
function f in a set of indeterminates z such that f = P/Q for some nonzero polynomials P and Q
in z having coefficients in an integral domain k. Then the degree of f is defined to be the difference
between the (usual) degrees of P and Q. By convention, 0 has degree −∞. Let g be also a rational
function in z with coefficients in k. Recall that the degree of fg is the sum of the degrees of f
and g whereas the degree of f + g is bounded above by the maximum of the degrees of f and g.
Moreover, the degree of f + g is the maximum of the degrees of f and g whenever f and g have
unequal degrees. Now suppose k is a unique factorization domain and J is a nonzero principal
prime ideal of the polynomial ring k[z]. Then the J-order of a nonzero polynomial h ∈ k[z] is
defined to be the largest nonnegative integer m such that h is in Jm. Subsequently, the J-order of
f is defined to be the difference between the J-orders of P and Q. By convention, the J-order of
0 is ∞. If u ∈ k[z] is a generator of J , then the term u-order is regarded to be synonymous with
the term J-order. Recall that the J-order of fg is the sum of their respective J-orders whereas
the J-order of f + g is bounded below by the minimum of the J-orders of f and g. Moreover, the
J-order of f + g equals the minimum of the J-orders of f and g whenever f and g have unequal
J-orders. For various other notions from basic abstract algebra that are tacitly used below, the
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reader is referred to [16].
III. Construction of invariants
Definitions: Let N ≥ 2 be an integer and k be a field containing Q. Let z1, . . . , zN be indeter-
minates and z stand for (z1, . . . , zN ).
(1) By SN , we denote the group of all permutations of {1, . . . , N}. For any ring k, let
SymmN : k[z1, . . . , zN ]→ k[z1, . . . , zN ]
be the Symmetrization operator given by
SymmN (f(z1, . . . , zN )) :=
∑
σ∈SN
f(zσ(1), . . . , zσ(N)).
f is symmetric provided f(zσ(1), . . . , zσ(N)) = f(z1, . . . , zN ) for all σ ∈ SN .
(2) Given an N ×N matrix A := [aij ] with integer entries, let ri denote the sum of the entries
in the i-th row of A for 1 ≤ i ≤ N and define
ρ(A) := (r1, . . . , rN ) .
(3) Given an N ×N matrix A := [aij ], where each aij is a nonnegative integer, letting z stand
for the vector (z1, . . . , zN ), define
δ(z, A) :=
∏
1≤i<j≤N
(zi − zj)aij .
(4) Let E(N) denote the set of all N×N symmetric matrices A := [aij ] such that each aij is a
nonnegative integer and aii = 0 for 1 ≤ i ≤ N . For V := (d1, . . . , dN ) ∈ ZN , let E(N,≤ V )
be the subset of E(N) consisting of all A ∈ E(N) such that letting ρ(A) := (r1, . . . , rN ),
we have ri ≤ di for all 1 ≤ i ≤ N . Let E(N,V ) be the subset consisting of A ∈ E(N,≤ V )
such that ρ(A) = V . If V = (d, d, . . . , d), then the sets E(N,≤ V ) and E(N,V ) will be
denoted respectively by E(N,≤ d) and E(N, d).
(5) For a positive integers m, n, define D(m,n) to be the m× n matrix [cij ], where
cij :=
{
0 if i = j,
1 if i 6= j.
By Dn, we mean the n× n matrix D(n,n).
(6) The discriminant ∆(z) ∈ Q[z1, . . . , zN ] is defined to be δ(z, 2DN ), i.e.,
∆(z) :=
∏
1≤i<j≤N
(zi − zj)2.
(7) Let m be a positive integer and let σ ∈ Sm denote the m-cycle (12 · · ·m). Given an
ordered m-tuple
a := (a(1), . . . , a(m)),
let cirmat(a) denote the m×m circulant matrix [cij ] determined by a, i.e., for 1 ≤ i, j ≤ m,
let
cij := a(σ
1−i(j)).
(8) Let m, n be positive integers such that mn = N . Let a, c be indeterminates. Let
u := (u(1), . . . , u(m)) be defined by
u(i) :=
{
2c if 1 ≤ i ≤ m−12 ,
0 otherwise.
Let M0(m,n, a, c) be the N ×N symmetric matrix defined as an n×n block-matrix [Mij ],
where, for 1 ≤ i, j ≤ n,
Mij :=
 2aDm if i = j,cirmat(u) if i < j,
cirmat(u)T if i > j.
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Examples:
M0(3, 2, a, c) =

0 2a 2a 2c 0 0
2a 0 2a 0 2c 0
2a 2a 0 0 0 2c
2c 0 0 0 2a 2a
0 2c 0 2a 0 2a
0 0 2c 2a 2a 0

and
M0(5, 2, a, c) =
[
2aD5 U
UT 2aD5
]
,
where
U :=

2c 2c 0 0 0
0 2c 2c 0 0
0 0 2c 2c 0
0 0 0 2c 2c
2c 0 0 0 2c
 .
We shall need the following preliminary result from [14] whose proof we include for completeness.
Theorem 2: Let m, n, N be integers such that 2 ≤ m ≤ n ≤ N . Let k be a field containing Q
and let z1, . . . , zN be indeterminates.
(i): Let n be a positive integer and for 1 ≤ i ≤ n, let gi ∈ Q(z1, . . . , zN ) be such that g1 6= 0.
Then g21 + g
2
2 + · · ·+ g2n 6= 0. In particular, given a 0 6= g ∈ Q(z1, . . . , zN ) and a nonempty
subset S ⊆ SN , we have ∑
σ∈S
g(zσ(1), . . . , zσ(N))
2 6= 0.
(ii): Let m,n, a, c be positive integers such that 3 ≤ m ≤ nm = N and m is odd. Then,
letting M0 := M0(m,n, a, c), we have
M0 ∈ E(N, (2a+ cn− c)(m− 1))
and
SymmN (δ(z,M0)) 6= 0.
Proof: To prove (i), let h := g21 + g
2
2 + · · · + g2n. For 1 ≤ i ≤ n, let pi, qi ∈ Q[z1, . . . , zN ] be
polynomials such that giqi = pi and qi 6= 0. Note that g1 6= 0 implies p1 6= 0. Now since f :=
p1q1q2 · · · qn is a nonzero polynomial, there exists (a1, . . . , aN ) ∈ QN such that f(a1, . . . , aN ) 6= 0.
Fix such (a1, . . . , aN ) and let ci := gi(a1, . . . , aN ) for 1 ≤ i ≤ n. Then each ci is a rational number
and c1 6= 0. Since c21 > 0 and (c22 + · · ·+ c2n) ≥ 0, we have h(a1, . . . , aN ) > 0. In particular, h 6= 0.
This proves (i).
To prove (ii), let Mij denote the ij-th m × m block of M0 (as in the definition of M0). If
1 ≤ i < j ≤ n, then Mij being a circulant matrix and m being odd, each row-sum as well as
each column-sum of Mij is exactly c(m − 1). Now it is easily verified that M0 is a member of
E(N, (2a + cn − c)(m − 1)). Since each entry of M0 is a nonnegative even integer, there exists a
nonzero polynomial g ∈ k[z1, . . . , zN ] such that
SymmN (δ(z,M0)) =
∑
σ∈SN
σ(g(z1, . . . , zN ))
2.
Therefore, (ii) follows from (i). 
Definitions: Let m, n be positive integers and let A := [a(i, j)] be an m × n matrix with
nonnegative integer entries. Let T1, . . . , Tm be indeterminates and let T stand for (T1, . . . , Tm).
(1) By max(A), we mean max{a(i, j) | 1 ≤ i ≤ m, 1 ≤ j ≤ n}.
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(2) For 1 ≤ r ≤ m, define
co(r,A) := {j | 1 ≤ j ≤ n and a(r, j) = max(A)}
and let |co(r,A)| denote the cardinality of co(r,A). Let
co(A) :=
m⋃
r=1
co(r,A).
(3) For 1 ≤ r ≤ m, define
sp(r,A) := {j | 1 ≤ j ≤ n and a(r, j) 6= 0}
and let |sp(r,A)| denote the cardinality of sp(r,A). Let
sp(A) :=
m⋃
r=1
sp(r,A).
(4) For 1 ≤ r ≤ m, define
b(r,A) :=
∑
j∈sp(r,A)\co(A)
a(r, j).
(5) For 1 ≤ r < s ≤ m, define
ν(r, s, A) :=
∑
j∈co(s,A)
a(r, j) +
∑
j∈co(r,A)
a(s, j).
(6) Define
pol(A, T ) :=
m∏
r=1
T b(r,A)r
∏
1≤r<s≤m
(Tr − Ts)ν(r,s,A).
(7) As usual, let Sm denote the permutation group of {1, . . . ,m}. Given a polynomial
f(T1, . . . , Tm) ∈ Q[T1, . . . , Tm] and a permutation θ ∈ Sm, by θ(f(T )), we mean the
polynomial f(Tθ(1), . . . , Tθ(m)). Define
grp(A) := {θ ∈ Sm | |co(r,A)| = |co(θ(r), A)| for 1 ≤ r ≤ m}
and set
rat(A, T ) := {θ(pol(A, T ))−1 | θ ∈ grp(A)}.
(8) For an r × s matrix A := [aij ], define the norm of A to be
‖A‖ :=
s∑
j=1
r∑
i=1
aij .
(9) We say A is admissible provided the following three requirements are satisfied.
(1): co(r,A) 6= ∅ for 1 ≤ r ≤ m and
co(r,A) ∩ co(s,A) = ∅ for 1 ≤ r < s ≤ m.
(2): rat(A, T ) is Q-linearly independent.
(3): If M is a p× q submatrix of A with p, q ≥ 2 and p+ q − 1 = |co(r,A)| for some r,
then ‖M‖ < (p+ q − 1)max(A).
(10) Given a subset B of {1, 2, . . . , N}, let
pi(B) := {(i, j) ∈ B ×B | i < j}.
The set pi(B) is tacitly identified with the set of all 2-element subsets of the set B, i.e.,
pi(B) = {{i, j} | i, j ∈ B and i 6= j}.
By pi[N ], we mean the set pi({1, . . . , N}).
(11) Given a subset C ⊆ pi[N ] and a function ε : C → N, the image of (i, j) ∈ C via ε is denoted
by ε(i, j). A nonnegative integer w is identified with the constant function C → N that
maps each member of C to w.
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Remarks:
(1) Let A be an m×n matrix with nonnegative integer entries. If m = 1, then A is admissible.
If m ≥ n + 1, then A is not admissible. Even when m = n, admissibility of A need not
guarantee admissibility of AT .
(2) Let A be an m×n matrix with nonnegative integer entries satisfying requirements (1) and
(2) in the definition of admissibility. If |co(r,A)| ≤ 2 for 1 ≤ r ≤ m, then A is admissible.
(3) Let A be an m × n matrix with nonnegative integer entries satisfying requirements (1)
and (3) in the definition of admissibility. If |co(r,A)| 6= |co(s,A)| for 1 ≤ r < s ≤ m, then
A is easily verified to be admissible.
Examples:
(1) Let
A :=
 0 2 1 0 22 1 0 2 1
1 0 2 1 0
 .
Then, co(1, A) = {2, 5}, co(2, A) = {1, 4} and co(3, A) = {3}. Hence grp(A) = {id, τ},
where id is the identity permutation and τ denotes the transposition (1, 2). Also, we have
pol(A, T ) = (T1 − T2)2(T1 − T3)(T2 − T3)2.
It is straightforward to verify that rat(A, T ) is the set{
1
(T1 − T2)2(T1 − T3)(T2 − T3)2 ,
1
(T2 − T1)2(T2 − T3)(T1 − T3)2
}
,
which is Q-linearly independent. So, A is admissible.
(2) We leave it to the reader to verify that if
A :=
 2 1 10 2 1
0 0 2
 ,
then grp(A) = S3, pol(A, T ) = (T1 − T2)(T1 − T3)(T2 − T3), and
rat(A, T ) =
{
1
pol(A, T )
,
−1
pol(A, T )
}
is Q-linearly dependent. So, A is not admissible.
Theorem 3: Let m, N be integers such that 1 ≤ m ≤ N −2. As before, k is a field containing Q,
z1, . . . , zN are indeterminates and z stands for (z1, . . . , zN ). Let A := [a(i, j)] be an m× (N −m)
matrix with nonnegative integer entries a(i, j). Assume that max(A) = 2a for some positive
integer a and A is admissible. Let E ∈ E(N) be the matrix given in block-form by
E :=
[
0 A
AT 0
]
.
Then, we have
SymmN
(
1
δ(z, E)
)
6= 0.
Proof: Let µ(z) := δ(z, E) and denote the (i, j)-th entry of E by ε(i, j). Then
µ(z) :=
∏
(i,j)∈pi[N ]
(zi − zj)ε(i,j).
Let J := J1 ∪ · · · ∪ Jm and B := B1 ∪ · · · ∪Bm, where
Jr := {r} ∪ {m+ j | j ∈ sp(r,A)} and Br := {r} ∪ {m+ j | j ∈ co(r,A)}
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for 1 ≤ r ≤ m. Then Br ∩Bs = ∅ for 1 ≤ r < s ≤ m. Define
G := {σ ∈ SN | σ(J) = J}
and let H ⊆ G be the set of all σ ∈ G such that for each Br, there is an s (depending on r and σ
but necessarily unique) with σ(Br) ⊆ Bs. Note that H contains at least the identity permutation.
Moreover, it is straightforward to verify that a σ ∈ H determines a unique permutation θ of
{1, . . . ,m} such that σ(Bi) = Bθ(i) for 1 ≤ i ≤ m and then clearly we have θ ∈ grp(A). The
permutation θ is said to be induced by σ.
Next, let t, y, T1, . . . , Tm and x1, . . . , xN be indeterminates. Let x stand for (x1, . . . , xN ) and
T for (T1, . . . , Tm). Let
α : k[z]→ k[t, y, T, x, z]
denote the k-homomorphism of rings defined by
α(zi) :=
 txi + Tr if i ∈ Br with 1 ≤ r ≤ m,yxi if i ∈ J \B,
zi otherwise,
for 1 ≤ i ≤ N . Since B1, . . . , Bm are pairwise disjoint, α is well-defined. Also, α is easily seen to
be injective and hence naturally extends to an injective field homomorphism k(z)→ k(t, y, T, x, z),
which we will also denote by α.
For σ ∈ G, 1 ≤ i ≤ m and j ∈ J \ {1, . . . ,m}, we have
α(zσ(i) − zσ(j)) =

t(xσ(i) − xσ(j)) + Tr − Ts if σ(i) ∈ Br, σ(j) ∈ Bs,
txσ(i) + Tr − yxσ(j) if σ(i) ∈ Br, σ(j) ∈ J \B,
yxσ(i) − txσ(j) − Tr if σ(i) ∈ J \B, σ(j) ∈ Br,
yxσ(i) − yxσ(j) if σ(i) ∈ J \B, σ(j) ∈ J \B.
If σ ∈ G, then the total z-degree of α(σ(µ(z))) is 0. Given σ ∈ SN \G, let s ∈ J be such that σ(s)
is not in J . If 1 ≤ s ≤ m, then for any j ∈ sp(s,A), the z-degree of α(zσ(s)−zσ(m+j)) is 1. On the
other hand, if m < s, then for an r ∈ {1, . . . ,m} such that s ∈ Jr, the z-degree of α(zσ(r) − zσ(s))
is 1. It follows that the z-degree of α(σ(µ(z))) is ≥ 1 if and only if σ ∈ SN \G.
For 1 ≤ r ≤ m, define
λ(r) :=
∏
j∈co(r,A)
(zr − zm+j) and ψ(r) :=
∏
j∈Jr\B
(zr − zj)a(r,j).
For 1 ≤ r < s ≤ m, define
φ(r, s) :=
∏
j∈co(s,A)
(zr − zm+j)a(r,j)
∏
j∈co(r,A)
(zs − zm+j)a(s,j).
Clearly, we have µ(z) ∈ Q[z] and
µ(z) =
(
m∏
r=1
λ(r)2aψ(r)
) ∏
1≤r<s≤m
φ(r, s).
Define g ∈ Q[x] by setting
g(x1, . . . , xN ) :=
m∏
r=1
∏
j∈co(r,A)
(xr − xm+j)
and for σ ∈ SN , let σ(g(x)) denote the polynomial g(xσ(1), . . . , xσ(N)). For σ ∈ G, letQσ(t, y, T, x) :=
α(σ(µ(z))) and
Pσ(t, y, T, x) :=
m∏
r=1
α(σ(ψ(r)))
∏
1≤r<s≤m
α(σ(φ(r, s))).
Then, we have
Qσ(t, y, T, x) = Pσ(t, y, T, x)
m∏
r=1
α(σ(λ(r)))2a.
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Let id denote the identity permutation and b the cardinality of co(A). Observe that
Qid(t, y, T, x) = t
2ab g(x)2a Pid(t, y, T, x)
and Pid(0, 0, T, x) = c · pol(A, T ), where c ∈ {−1, 1}. Moreover, if σ ∈ H and θ ∈ grp(A) denotes
the permutation induced by σ, then
Qσ(t, y, T, x) = t
2ab σ(g(x))2a Pσ(t, y, T, x)
and Pσ(0, 0, T, x) := c · θ(pol(A, T )). Here, it is important to notice that c is a nonzero integer
that does not depend on the choice of σ. Now letting
α(h) :=
∑
σ∈H
1
α(σ(µ(z)))
=
∑
σ∈H
1
Qσ(t, y, T, x)
,
we can substitute t = y = 0 in the resulting expression of t2abα(h) to get
(∗) c ·
∑
f∈ rat(A,T )
(∑
∗
1
σ(g(x))2a
)
f,
where the inner sum (in ∗) is over all σ ∈ H such that their induced θ in grp(A) satisfies
θ(pol(A, T )) = 1/f . By (i) of Theorem 2, this inner sum is nonzero provided it is nonempty.
In particular, the inner sum is nonzero when f = 1/pol(A, T ). Since A is admissible, rat(A, T ) is
a Q-linearly independent subset of Q(T ) and hence, as a subset of Q(T, x), rat(A, T ) is linearly
independent over the field Q(x). Thus, the above sum (∗) is nonzero. It follows that t2abα(h) has
t-order 0. Consequently, α(h) has t-order −2ab (a negative even integer).
Next, fix a σ ∈ G \H. Firstly, we have
σ(µ(z)) = ±
∏
(i,j)∈pi[N ]
(zi − zj)ε(σ−1(i), σ−1(j)).
Secondly, given (i, j) ∈ pi[N ], it is evident that α(zi − zj) has positive t-order if and only if (i, j)
is in pi(Br) for some r. Hence, the t-order of α(σ(µ(z))) equals
m∑
r=1
∑
(i,j)∈pi(Br)
ε(σ−1(i), σ−1(j)) =
m∑
r=1
∑
(i,j)∈pi(σ−1(Br))
ε(i, j).
For 1 ≤ r ≤ m, define
Rr(σ) := {1, . . . ,m} ∩ σ−1(Br) and Kr(σ) := σ−1(Br) \ {1, . . . ,m}.
Clearly, the sets Rr(σ), Kr(σ) partition σ
−1(Br); in particular, the sum of their cardinalities
equals 1 + |co(r,A)|. Given (i, j) ∈ pi[N ], we have
ε(i, j) =
{
a(i, j −m) if 1 ≤ i ≤ m and m+ 1 ≤ j ≤ N ,
0 otherwise.
Hence, for 1 ≤ r ≤ m, letting Mr(σ) denote the submatrix of A determined by row-set Rr(σ) and
column-set Kr(σ), we have∑
(i,j)∈pi(σ−1(Br))
ε(i, j) =
∑
(i,j)∈Rr(σ)×Kr(σ)
a(i, j −m) = ‖Mr(σ)‖.
If an Mr(σ) is empty, then ‖Mr(σ)‖ = 0. If an Mr(σ) has only one row, then clearly ‖Mr(σ)‖ ≤
2a|co(r,A)|. If an Mr(σ) has a single column and at least two rows, then the admissibility-
condition (1) implies ‖Mr(σ)‖ < 2a|co(r,A)|. If an Mr(σ) has two or more rows as well as two or
more columns, then the admissibility-condition (3) guarantees that ‖Mr(σ)‖ < 2a|co(r,A)|. These
observations allow us to infer that
(∗∗)
m∑
r=1
‖Mr(σ)‖ ≤ 2ab
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and, in view of the admissibility-condition (1) satisfied by A, that equality holds only when for
1 ≤ r ≤ m, Mr(σ) is a row-matrix with each entry equal to 2a, i.e., only when there is a
permutation θ of {1, . . . ,m} such that for 1 ≤ r ≤ m,
Rr(σ) = {θ(r)} and σ−1(Br) ⊆ Bθ(r).
Since σ is not in H, its inverse is not in H and hence (∗∗) must be a strict inequality. We have
thus proved that for each σ ∈ G \H, the polynomial α(σ(µ(z))) has t-order strictly less than 2ab.
Now, define
γ :=
∑
σ∈G
1
σ(µ(z))
,
and note that
α(γ) = α(h) +
∑
σ∈G\H
1
α(σ(µ(z)))
.
Since for each σ ∈ G\H, the t-order of α(σ(µ(z))) is strictly less than 2ab, the t-order of α(γ) is the
negative integer −2ab. Thus, α(γ) is a nonzero element of the field k(t, y, T, x). If J = {1, . . . , N},
then G = SN and since γ 6= 0, we have established the desired result. Henceforth, assume that
J 6= {1, . . . , N}. Apply α to both sides of the equation
SymmN
(
1
µ(z)
)
= γ +
∑
σ∈SN\G
1
σ(µ(z))
.
Let d(σ) for σ ∈ SN \G denote the total z-degree of α(σ(µ(z))). As observed earlier, d(σ) ≥ 1 for
σ ∈ SN \G. Let d be the sum of d(σ) as σ ranges over SN \G. Define
η :=
∏
σ∈SN\G
α(σ(µ(z))).
Since α(γ) is in k(t, y, T, x), the product α(γ)η has total z-degree exactly d. On the other hand,∑
σ∈SN\G
η
α(σ(µ(z)))
is a polynomial whose total z-degree is at most d− 1. Consequently,
SymmN
(
1
µ(z)
)
6= 0.
Our assertion is thus fully established. 
Corollary: Let m, N be as in the above theorem and let A := [a(i, j)] be an m× (N −m) matrix
with nonnegative integer entries a(i, j).
(1) Assume that the following holds.
(i): There is a positive integer a such that max(A) = 2a and co(r,A) 6= ∅ for 1 ≤ r ≤ m.
(ii): For 1 ≤ j ≤ N −m, we have
m∑
i=1
a(i, j) ≤ 2a,
i.e., each column-sum of A is at most 2a.
Then, letting E ∈ E(N) be defined as in the above theorem, we have
SymmN (δ(z,−E)) 6= 0.
(2) Assume that the following holds.
(i): There is a positive integer a such that max(A) = 2a.
(ii): |co(r,A)| = 1 for 1 ≤ r ≤ m and
co(r,A) ∩ co(s,A) = ∅ for 1 ≤ r < s ≤ m.
(iii): There is a nonnegative integer b < 2a such that for 1 ≤ i, r ≤ m with i 6= r and
j ∈ co(r,A), we have a(i, j) = b.
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Then, letting E ∈ E(N) be defined as in the above theorem, we have
SymmN (δ(z,−E)) 6= 0.
(3) Let a, b, c, r, s be positive integers such that b < 2a ≤ 2c and r ≤ s ≤ N − 1. Suppose
A := [u1, . . . , uN−1] is the 1 ×N − 1 matrix such that ui := 2a for 1 ≤ i ≤ r, ui := b for
r+ 1 ≤ i ≤ s, and ui = 0 for s+ 1 ≤ i ≤ N − 1. Let E ∈ E(N) be defined as in the above
theorem. Then, letting E(r,s)(N ; a, b, c) := 2cDN − E, we have
SymmN (δ(z, E(r,s)(N ; a, b, c))) 6= 0.
(4) Assume that the following holds.
(i): N = 2m and m ≥ 2.
(ii): a(i, j) = a(j, i) for 1 ≤ i < j ≤ m.
(iii): There are positive integers a, a1, . . . , am such that
a(i, i) = 2ai ≥ 2a > a(i, j) for 1 ≤ i < j ≤ m.
Then, letting E ∈ E(N) be defined as in the above theorem, we have
SymmN (δ(z,−E)) 6= 0.
Proof: To prove the first two assertions, it suffices to show that under their respective hypotheses,
A is admissible.
Suppose A satisfies the requirements of 1. Now hypothesis (ii) of 1 ensures that if j ∈ co(A),
then there is only one nonzero entry in the j-th column of A and that nonzero entry is 2a. Thus,
we have ν(r, s, A) = 0 for 1 ≤ r < s ≤ m. It follows that
rat(A, T ) =
{
T
−b(1,A)
θ(1) · · · · · ·T−b(m,A)θ(m) | θ ∈ grp(A)
}
and hence rat(A, T ) is a Q-linearly independent subset of Q(T ). Next, let M be a p× q submatrix
of A, where p ≥ 2. Since hypothesis (iii) of 1 ensures that ‖M‖ ≤ 2aq and 2aq < 2a(q + 1) ≤
2a(p+ q − 1), our matrix A is indeed admissible.
Secondly, assume that A satisfies the requirements of 2. Then hypothesis (iii) of 2 ensures that
ν(r, s, A) = 2b for 1 ≤ r < s ≤ m. Consequently,
rat(A, T ) =
{
∆(T )−b · T−b(1,A)θ(1) · · · · · ·T−b(m,A)θ(m) | θ ∈ grp(A)
}
.
It is straightforward to verify that rat(A, T ) is a Q-linearly independent subset of Q(T ) and A is
admissible.
Assertion 3 follows from the fact that δ(z, 2cDn) = ∆(z)
c is symmetric and
SymmN (δ(z, 2cDn − E) = ∆(z)c · SymmN (δ(z,−E)),
with SymmN (δ(z,−E)) nonzero by assertion 1.
The remainder of the proof establishes assertion 4. Letting µ(z) := δ(z, E), in view of our
hypothesis (ii), we have
µ(z) :=
∏
1≤i≤m
(zi − zm+i)2ai
∏
1≤i<j≤m
[(zi − zm+j)(zj − zm+i)]a(i,j).
Let J := {(i, j) | 1 ≤ i ≤ m < j ≤ N}. For σ ∈ SN , define Bσ to be the set of (i, j) ∈ pi[N ] such
that σ(i, j) = (r,m+ r) for some 1 ≤ r ≤ m. Let B := Bι = {(r,m+ r) | 1 ≤ r ≤ m} and
G := {σ ∈ SN | Bσ = B}.
Note that B ⊂ J and the identity permutation belongs to G.
Let x and T be as before and let
α : k[z]→ k[t, T, x]
denote the k-homomorphism of rings defined by
α(zi) :=
{
txi + Ti if 1 ≤ i ≤ m,
txi + Ti−m if m+ 1 ≤ i ≤ N .
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Then α is easily seen to be injective and hence it naturally extends to an injective field homomor-
phism k(z)→ k(t, T, x), which (by a slight abuse of notation) is also denoted by α.
For 1 ≤ i, j ≤ m, let q1, q2 ∈ k[z] be the polynomials
q1(i, j) := (zi − zm+j)(zj − zm+i), q2(i, j) := (zi − zj)(zm+j − zm+i).
Note that q1(i, j) = q1(j, i), q2(i, j) = q2(j, i), and q2(i, i) = 0. Evidently,
µ(z) =
∏
1≤i≤m
q1(i, i)
ai
∏
1≤i<j≤m
q1(i, j)
a(i,j).
Fix σ ∈ G and (i, j) ∈ pi[m]. Clearly, σ(p,m+p) ∈ B for all (p,m+p) ∈ B and hence {σ(i), σ(m+
i)} = {r,m+ r} for some 1 ≤ r ≤ m. Likewise, {σ(j), σ(m+ j)} = {s,m+ s} for some 1 ≤ s ≤ m.
Since i 6= j, we have {r,m+ r}∩ {s,m+ s} = ∅. Clearly, α(σ(q1(i, i))) = t2(xi− xm+i)2. Observe
that σ(q1(i, j)) ∈ {q1(r, s), q2(r, s)} and hence if i 6= j, then
α(σ(qp(i, j))) = (Tr − Ts)2 mod t for 1 ≤ p ≤ 2.
Let d := 2(a1+ · · ·+am). Consider σ ∈ SN \G. Then |Bσ∩B| ≤ m−1 and |Bσ∩J | ≤ m. From
our hypothesis (iii), it follows that the t-order of α(σ(µ(z))) is strictly less than d. On the other
hand, if we consider a σ ∈ G, then there are polynomials Pσ(x) ∈ k[x] and Qσ(t, x, T ) ∈ k[t, x, T ]
such that
α(σ(µ(z))) = tdPσ(x)
2Qσ(t, x, T ).
Moreover, from what was observed above, there is a hσ(T ) ∈ k[T ] such that Qσ(0, x, T ) = hσ(T )2.
Let
v(t, x, T ) :=
∑
σ∈SN\G
1
α(σ(µ(z)))
and w(t, x, T ) :=
∑
σ∈G
td
α(σ(µ(z)))
.
Then α(SymmN (δ(z,−E))) = v(t, x, T ) + t−dw(t, x, T ). First, note that the t-order of v(t, x, T )
is strictly greater than −d. Secondly, since
w(0, x, T ) =
∑
σ∈G
(
1
Pσ(x)hσ(T )
)2
,
assertion (i) of Theorem 2 assures that w(0, x, T ) 6= 0 and hence w(t, x, T ) 6= 0. Consequently, the
t-order of v(t, x, T ) + t−dw(t, x, T ) is exactly −d. Nonzero-ness of SymmN (δ(z,−E)) now readily
follows. 
Example: We present an example which shows that although assertion 4 of the above Corollary
is similar in spirit to Theorem 3, it does offer something essentially different. Consider the 6× 6
symmetric matrix A := [a(i, j)], where a(i, i) = 2 for 1 ≤ i ≤ 6, a(1, 2) = a(2, 1) = a(3, 4) =
a(4, 3) = 0, and each of the remaining a(i, j) is 1. Then A satisfies the admissibility requirements
(1) and (3), but a MAPLE computation shows that rat(A, T ) is Q-linearly dependent and thus A
is not admissible. Nevertheless, A does satisfy the hypotheses of assertion 4 of the above Corollary.
IV. Applications to configurations of Fermions containing quasielectrons
We now apply the theorems proved so far to construct the correlation function G(z1, . . . , zN )
for a system of N interacting Fermions in several cases. Recall that the trial wave function for
such a system is given by the product F (z1, . . . , zN )G(z1, . . . , zN ), where
F (z1, . . . , zN ) :=
∏
1≤i<j≤N
(zi − zj)
is alternating and G(z1, . . . , zN ) is symmetric in z1, . . . , zN .
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Let N ≥ 3 be an integer and let m be a positive integer not exceeding 1 + (N/2). Consider a
configuration containing m QEs above the ν = 1/3 IQL state for the rest of the electrons. Given
a positive integer d, let
G(N, d,X) :=
∏d
i=1(1−XN+i)∏d
i=2(1−Xi)
.
Note that G(N, d,X) is a polynomial in X of degree Nd+ 1. Let q(N,m,X) and r(N,m,X) be
the unique polynomials in
√
X such that
G(N − 2m+ 2,m,X) = q(N,m,X)X1+ 12m(N−2m+2) + r(N,m,X)
and the X-degree of r(N,m,X) is strictly less than 1+(m/2)(N−2m+2). Let Λ(N,m) denote the
support of q(N,m,X), i.e., the set of half-integers ε for which the coefficient of Xε in q(N,m,X)
is nonzero. Then, from [2] (or [4]), it follows that Λ(N,m) is the set of the possible values of L.
Given an L in Λ(N,m), the correlation function G(z1, . . . , zN ) that we seek to construct is a
nonzero homogeneous polynomial of total degree
κG :=
N(2(N − 1)−m)
2
− L
such that its zi-degree is at most 2(N − 1)−m for 1 ≤ i ≤ N . If there are two or more possible
values of L, we prefer to denote the corresponding G by GL. In order for 0 to belong to Λ(N,m),
it is necessary that Nm be even. When L = 0, the corresponding polynomial G0 is necessarily
a binary invariant of type (N, 2(N − 1) − m). In contrast, if L > 0, then GL is not a binary
invariant; nevertheless, since our GL is obtained by symmetrizing δ(z, E) for an E ∈ E(N), it
is indeed a semi-invariant, i.e., a homogeneous, symmetric, translation invariant polynomial. In
our constructions below, where various G are realized as SymmN (δ(z, E)), we strive to find an
E ∈ E(N, ≤ 2(N − 1)−m) having 2DN−m as a diagonal-block and simultaneously making sure
that max(E) is as small as possible.
We will make use of the following further notation. Given E := [ε(i, j)] ∈ E(N) and an integer
b, define frq(b, E) (frequency of b in E) to be the cardinality of the set
{(i, j) | 1 ≤ i < j ≤ N with ε(i, j) = b}.
Given nonnegative integers d and λ and positive integers r and s, let M(r, s, d, λ) be the set of all
r × s matrices A := [aij ] having nonnegative integer entries such that ‖A‖ = λ,
s∑
j=1
aij ≤ d for 1 ≤ i ≤ r and
r∑
i=1
aij ≤ d for 1 ≤ j ≤ s.
We now consider systems of interacting electrons with various numbers of quasielectrons.
(1) Suppose first that we have a single QE, i.e., m = 1. Then
G(N − 2m+ 2,m,X) = G(N, 1, X) = (1−XN+1).
Consequently, the only possible value of L in this case is N/2. Let G := SymmN (δ(z, E)),
where E := E(1,N−1)(N ; 1, 1, 1) (see Corollary of Theorem 3). Now the third assertion of
the Corollary of Theorem 3 ensures that G(z1, . . . , zN ) is a nonzero polynomial which is
homogeneous of total degree
κG :=
N(2N − 3)
2
− N
2
= N(N − 2),
and its zi-degree is at most 2N − 3 for 1 ≤ i ≤ N . We have
suppt(E) = {0, 1, 2},
frq(b, E) =

1 if b = 0,
N − 2 if b = 1,
(N−1)(N−2)
2 if b = 2.
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(2) Consider now the case of two QEs, i.e., m = 2. Then
G(N − 2m+ 2,m,X) = G(N − 2, 2, X) = (1−X
N−1)(1−XN )
(1−X2) .
It is straightforward to verify that
Λ(N,m) =
{
p(N) + 2r | 0 ≤ r ≤ 1
2
(N − 2− p(N))
}
,
where
p(N) :=
{
0 if N is even,
1 if N is odd.
For 1 ≤ i ≤ N − 2, define Ri := [2, 0] if i is odd and Ri := [0, 2] if i is even. Let A be
the (N − 2) × 2 matrix having Ri as its i-th row. For 1 ≤ r ≤ (1/2)(N − 2 − p(N)), let
Er ∈ E(N) be the matrix defined in block-form by
Er :=
[
arD2 A
T
A 2DN−2
]
, where ar := N − 2− p(N)− 2r.
Assertion (i) of Theorem 2 ensures that for each L = p(N) + 2r, GL := SymmN (δ(z, Er))
is a nonzero polynomial which is homogeneous of total degree
κGL :=
N(2N − 4)
2
− L = N(N − 2)− p(N)− 2r,
and its zi-degree is at most 2N − 4 for 1 ≤ i ≤ N . We have
suppt(Er) = {0, 2, N − 2− p(N)− 2r},
frq(b, Er) =

N − 2 if b = 0,
(N−1)(N−2)
2 if b = 2,
1 if b = N − 2− p(N)− 2r.
Of course, if N−2−p(N)−2r = 0, then frq(0, Er) = N−1 and if N−2−p(N)−2r = 2,
then frq(2, Er) = 1 + (1/2)(N − 1)(N − 2).
(3) Consider the case where N ≥ 4 is even and m = N/2. Then
G(N − 2m+ 2,m,X) = G(2,m,X) = (1−X
m+1)(1−Xm+2)
(1−X2) .
It is straightforward to verify that
Λ(N,m) =
{
m− 2r | 0 ≤ r ≤ m
2
}
.
For 0 ≤ r ≤ m/2, let Ar be the m×m symmetric matrix [aij ], where
aij :=
 2 if i = j,0 if {i, j} = {2s− 1, 2s} for some 0 ≤ s ≤ r,
1 otherwise.
Now define Er ∈ E(N) by setting
Er := 2DN −
[
0 Ar
Ar 0
]
and for each L := m − 2r, let GL := SymmN (δ(z, Er)). Then the polynomial GL is
homogeneous of total degree
κGL :=
N(3N − 4)
4
− L = m(3m− 2)−m+ 2r,
and its zi-degree is at most 2(N − 1) −m = 3m − 2 for 1 ≤ i ≤ N . As a consequence of
assertion 4 of the Corollary of Theorem 3, we have GL 6= 0. Observe that
suppt(Er) = {0, 1, 2},
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frq(b, Er) =

N
2 if b = 0,
N2−2N−8r
4 if b = 1,
N2−2N+8r
4 if b = 2.
Consider the special case where m is an even integer. One can show that
M(m,m,m/2, r +m(m− 1)/2) 6= ∅ for 0 ≤ r ≤ m/2.
So, for 0 ≤ r ≤ m/2, pick a Cr ∈M(m,m,m/2, r +m(m− 1)/2) and define
Er :=
[
2Dm 2Cr
2CTr 2Dm
]
.
Assertion (i) of Theorem 2 then ensures that for L = m − 2r, the polynomial GL :=
SymmN (δ(z, Er)) is a nonzero homogeneous polynomial of total degree m(3m−2)−m+2r
and its zi-degree is at most 2(N−1)−m = 3m−2 for 1 ≤ i ≤ N . Also, suppt(Er) = {0, 2}.
More concretely, let
Cm/2 := cirmat((a1, . . . , am)),
where ai = 1 for 1 ≤ i ≤ m/2 and ai = 0 otherwise. For 0 ≤ r ≤ m/2, let Cr be
obtained from Cm/2 by replacing any (randomly picked) m/2− r entries 1 in Cm/2 by 0.
To illustrate, we exhibit a list of possible 2Cr when N = 8 and m = 4.
2C2 :=

2 2 0 0
0 2 2 0
0 0 2 2
2 0 0 2
 , 2C1 :=

2 2 0 0
0 2 2 0
0 0 2 2
0 0 0 2
 ,
2C0 :=

0 2 0 0
2 0 2 0
0 2 0 2
0 0 2 0
 .
(4) Consider the case where N ≥ 5 is odd and m = (N + 1)/2. Then
G(N − 2m+ 2,m,X) = G(1,m,X) = (1−Xm+1).
Letting N := 2n+ 1, we have m = n+ 1 and
Λ(N,m) =
{
N + 1
4
}
=
{
n+ 1
2
}
.
Let A be the n× (n+ 1) matrix [aij ] such that for 1 ≤ i ≤ n and 1 ≤ j ≤ n+ 1,
aij :=
{
1 if i 6= j and (i, j) 6= (n, n+ 1),
2 otherwise.
Let E ∈ E(N) be the matrix defined in block-form by
E := 2DN −
[
0 A
AT 0
]
.
Recalling the definitions preceding Theorem 3, it is easily verified in this case that
grp(A) = {θ ∈ Sn | θ(n) = n}
and rat(A, T ) = {pol(A, T )−1}, where
pol(A, T ) =
n−1∏
r=1
(Tr − Tn)
∏
1≤r<s≤n
(Tr − Ts)2.
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As a consequence, A is seen to be an admissible matrix. Now Theorem 3 allows us to
conclude that G := SymmN (δ(z, E)) is a nonzero polynomial which is homogeneous of
total degree
κG :=
N(3N − 5)
4
− (N + 1)
4
= N(N − 1)− (N + 1)
2
4
,
and its zi-degree is at most 2(N − 1)−m = 3n− 1 for 1 ≤ i ≤ N . We have
suppt(E) = {0, 1, 2},
frq(b, E) =

N+1
2 if b = 0,
(N−3)(N+1)
4 if b = 1,
(N−1)2
4 if b = 2.
(5) Consider the case where N is even and m = 1 + (N/2). Since Λ(N, 1 + (N/2)) = {0}, we
must have L = 0. Let P (N) denote the N × N symmetric matrix whose entries [p(i, j)]
are defined as follows: assuming (i, j) = (l1(N/2) + r1, l2(N/2) + r2), where l1, l2 ∈ {0, 1}
and 1 ≤ r1, r2 ≤ N/2,
p(i, j) :=
 2 if l1 = l2 and r1 6= r2,0 if r1 = r2,
1 otherwise.
Let G := SymmN (δ(z, E)), where E := P (N). Then G is nonzero by the Corollary to
[14, Theorem 3]. For even m, we also have the option of letting G := SymmN (δ(z, E0)),
where E0 := M0(N/2, 2, 1, 1), which is nonzero by assertion (ii) of Theorem 2. If N = 4,
then since the space of binary invariants of type (4, 3) has dimension 1, our G is essentially
(i.e., up to numerical multiples) the only nonzero binary invariant of type (4, 3).
(6) For arbitrary values of N and m, it is not possible to obtain an explicit listing of the set
Λ(N,m). Therefore, we shall remain content to consider all possible values of m only when
N ≤ 8. In view of the cases dealt with above, it only remains to deal with (N,m) = (7, 3)
and (N,m) = (8, 3). Recall that Dr,s denotes the r×s matrix whose ij-th entry is (1−δij),
where δij is the Kronecker delta, and Dr = Dr,r.
(N = 7, m = 3):: In this case 2(N − 1)−m = 9 and
Λ(7, 3) =
{
3
2
,
5
2
,
9
2
}
.
For L ∈ Λ(7, 3), let GL := SymmN (δ(z,AL)), where AL ∈ E(7) is defined as follows:
A3/2 := 2D7 −
[
0 C
CT 0
]
, where C :=
 2 0 1 11 1 0 2
0 2 2 0
 ,
A5/2 := 2D7 −
[
0 C
CT 0
]
, where C :=
 2 1 1 11 1 0 2
0 2 2 0
 ,
A9/2 := 2D7 −
[
0 C
CT 0
]
, where C :=
 2 1 1 11 1 1 2
0 2 2 1
 .
Then, Theorem 3 ensures that G3/2, G5/2 and G9/2 are nonzero homogeneous poly-
nomials of total degrees 30, 29 and 27, respectively. Moreover, the zi-degree of each
GL is at most 9 for 1 ≤ i ≤ 7.
(N = 8, m = 3):: Now 2(N − 1)−m = 11 and
Λ(8, 3) = {0, 2, 3, 4, 6}.
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For L ∈ Λ(8, 3), let GL := SymmN (δ(z,AL)), where AL ∈ E(8) is defined as follows:
A0 :=
[
3D3 C
CT 2D5
]
, where C :=
 2 0 1 2 01 2 0 1 1
0 1 2 0 2
 ,
A2 :=
[
3D3 C
CT 2D5
]
, where C :=
 2 0 1 2 01 2 0 0 0
0 1 2 0 2
 ,
A3 := 2D8 −
[
0 C
CT 0
]
, where C :=
 0 2 1 0 22 1 0 2 1
1 0 2 1 0
 ,
A4 := 2D8 −
[
0 C
CT 0
]
, where C :=
 2 2 1 0 10 1 2 1 1
1 0 1 2 1
 ,
A6 :=
[
2D3 D3,5
D5,3 2D5
]
or M(0 < 3 < 8, 1, 1).
A SAGE computation (thanks to Luis Finotti) shows that G0, G2 are nonzero; in
fact, their evaluations at zi = i − 1 for 1 ≤ i ≤ 8 are nonzero integers. Next, Theo-
rem 3 ensures that G3 and G4 are nonzero. Lastly, assertion (ii) of [14, Theorem 3]
ensures that G6 6= 0. Here, for each L, GL is homogeneous of total degree 44−L and
its zi-degree does not exceed 11 for 1 ≤ i ≤ 8.
Combining the results of items (1) through (5) above, along with the calculations in (6), yields
Theorem 1 in the introduction. 
Remarks and Questions:
(1) Let Er be as in the first part of the case m = N/2 considered above. If N ≥ 12 and r ≥ 2,
then we do not know whether SymmN (δ(z, Er)) is nonzero. For example, when N = 12
(m = 6) and r = 2, the corresponding A2 is not admissible and hence Theorem 3 cannot
be applied. So, the open questions: for what values of 2 ≤ r ≤ m/2 is (1) Ar admissible
and (2) SymmN (δ(z, Er)) nonzero?
(2) For the choice of A0, A2 in the above (N,m) = (8, 3) case, none of our theorems seem to
ensure that the corresponding G0, G2 are nonzero and hence we are forced to be content
with merely a computational verification. Furthermore, it is seen that for any choice of
A0, A2, at least one of the entries has to be ≥ 3.
(3) In the case of (N,m) = (8, 3), disregarding the requirement of 2D5 as a diagonal block
leads to further choices for G2, G4 and G6:
A2 := 2D8 −
[
0 C
C 0
]
, where C :=

2 1 0 0
1 2 1 0
0 1 2 1
0 0 1 2
 .
Then Theorem 3 ensures that G2 is nonzero.
A4 :=
[
B C
CT 2D5
]
, where B :=
 0 2 42 0 4
4 4 0
 and
C :=
 2 0 0 2 00 2 0 0 2
0 0 2 0 0
 .
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Then assertion (i) of Theorem 2 ensures that G4 is nonzero.
A6 :=
[
0 C
CT 0
]
, where C :=

2 2 2 4
2 2 2 4
2 2 2 2
4 4 2 0
 .
Then assertion (i) of Theorem 2 ensures that G6 is nonzero.
(4) Given integers N , m with N ≥ 3, 3 ≤ m ≤ 1+(N/2) and given a half-integer L ∈ Λ(N,m),
what restrictions on (N,m,L) are necessary and sufficient for there to exist an A ∈ E(N,≤
2(N − 1) −m) such that A has 2DN−m as a diagonal block, with ‖A‖ = Nd − 2L and
SymmN (δ(z,A)) nonzero?
References
[1] P. Alexandersson and B. Shapiro. Discriminants, symmetrized graph monomials, and sums of squares. Exper-
iment. Math., 21:353–361, 2012.
[2] A. T. Benjamin, Jennifer J. Quinn, John J. Quinn, and A. Wo´js. Composite Fermions and integer partitions.
J. Combin. Theory Ser. A, 95:390–397, 2001.
[3] X. M. Chen and J. J. Quinn. Angular momenta of composite Fermion excitations and the band structure of
fractional quantum Hall systems. Solid State Commun., 92(11):865–868, 1994.
[4] R. F. Curl and J. E. Kilpatrick. Atomic term symbols by group theory. Amer. J. Phys., 28:357–365, 1960.
[5] J. H. Grace and A. Young. The Algebra of Invariants. Chelsea Publishing Company, New York, 1964. (1903),
reprint.
[6] C. Greenhill and B. D. McKay. Asymptotic enumeration of sparse multigraphs with given degrees. SIAM J.
Discrete Math., 27:2064–2089, 2013.
[7] F. D. M. Haldane. Fractional quantization of the Hall effect: A hierarchy of incompressible quantum fluid
states. Phys. Rev. Lett., 51:605–608, Aug 1983.
[8] F. D. M. Haldane and E. H. Rezayi. Finite-size studies of the incompressible state of the fractionally quantized
Hall effect and its excitations. Phys. Rev. Lett., 54:237–240, Jan 1985.
[9] J. K. Jain. Composite-Fermion approach for the fractional quantum Hall effect. Phys. Rev. Lett., 63:199–202,
Jul 1989.
[10] J. K. Jain. Theory of the fractional quantum Hall effect. Phys. Rev. B, 41:7653–7665, Apr 1990.
[11] J. P. S. Kung and G.-C. Rota. The invariant theory of binary forms. Bull. Amer. Math. Soc., 10:27–85, Jan
1984.
[12] R. B. Laughlin. Anomalous quantum Hall effect: An incompressible quantum fluid with fractionally charged
excitations. Phys. Rev. Lett., 50:1395–1398, May 1983.
[13] G. Moore and N. Read. Nonabelions in the fractional quantum Hall effect. Nucl. Phys. B, 360:362–396, 1991.
[14] S. B. Mulay, J. J. Quinn, and M. A. Shattuck. An algebraic approach to FQHE variational wave functions.
pre-print, 2018.
[15] J. J. Quinn. Constructing trial wave functions for a many electron system confined to a quantum well in a
strong magnetic field. Waves Random Complex Media, 24(3):279–285, 2014.
[16] O. Zariski and P. Samuel. Commutative Algebra, volume I and II. Springer, New York, 1976.
Department of Mathematics, University of Tennessee, Knoxville, TN 37996, USA
Department of Physics, University of Tennessee, Knoxville, TN 37996, USA
Department of Mathematics, University of Tennessee, Knoxville, TN 37996, USA
