We show that most algorithms from the literature on listing the triangles of a graph have a common abstraction. Our unifying framework highlights that these seemingly different algorithms are in fact instantiations of a single generic procedure, and even suggests some additional variants. More importantly, it yields parsimonious implementations that are in general more efficient than those described in the original works. In addition, we show that the running time of nearly every triangle listing variant is in O(a(G)m), where a(G) is the arboricity of the graph and m the number of edges. So far this bound has been proven only for Chiba and Nishizeki's (SIAM J. Computing, 1985) triangle listing algorithm. Finally, algorithmic experimentation reveals that an improved implementation of this algorithm outperforms all subsequently proposed algorithms.
Introduction
Interest in analyzing the triangles of a graph has increased considerably because of several important concepts in network science, the most prominent examples being the clustering coefficient [24] and the triad census [11] . The latter is an essential ingredient in statistical network modeling [19, 23] , where it needs to be determined repeatedly. We focus on algorithms for listing all triangles; although there are fast matrix methods for counting triangles [1], using such methods for the triad census does not appear to be beneficial [17] .
One of the first efficient algorithms for listing all triangles of a graph G was proposed by Chiba and Nishizeki [6] and runs in O(a(G)m) time, where m is the number of edges and a(G) the arboricity of the graph. Several other algorithms have been proposed (e.g., [13, 14, 20, 21] ) and proclaimed to be more efficient. However, these claims have never been substantiated convincingly.
The theoretical contribution of this paper is the de- * We gratefully acknowledge finacial support from Deutsche Forschungsgemeinschaft under grant Br 2158/6-1 † Department of Computer & Information Science, University of Konstanz scription of a unifying framework for triangle listing algorithms. This makes it easy to spot the differences between various instances, despite their largely differing original presentation. As a byproduct, the framework yields even more variant algorithms, and provides simple proofs that almost all of the known algorithms actually have a worst-case running time bound of O(a(G)m). The practical contribution is an experimental analysis showing that our variant implementation of Chiba and Nishizeki's algorithm is by far the fastest in-memory algorithm to list all triangles of a graph.
Triangle Listing Framework
We consider finite simple undirected graphs G = (V, E) and denote the number of vertices by n = n(G) = |V | and the number of edges by m = m(G) = |E|. The neighborhood of a vertex v ∈ V is the set N (v) = {w : {v, w} ∈ E} of all adjacent vertices, its cardinality deg(v) = |N (v)| is called the degree of v, and ∆(G) = max v∈V {deg(v)} denotes the maximum degree of G.
For finite simple directed graphs G = (V, E) we denote the outgoing neighborhood of a vertex v ∈ V by N + (v) = {w : (v, w) ∈ E}, the outdegree of vertex v by deg
A triad is an induced subgraph on three vertices, and a triangle is a triad, where each pair of vertices is connected.
Algorithm of Chiba and Nishizeki
In 1985, Chiba and Nishizeki proposed an algorithm to list all triangles of a graph by intersecting the neighborhoods of adjacent vertices. We will refer to this algorithm as K3. For efficiency, the intersections are performed in a certain order which ensures that for each intersection only the neighborhood of the vertex with smaller degree needs to be scanned. This is made precise in Alg. 2.1 and is motivated by the following theorem. G +-G -u;
where a(G) is the arboricity of G, i.e. , the minimum number of forests needed to cover E.
Since arboricity is related to edge density via a(G) = max:H~G { n{Jf~1 } [18] , it is rather small in sparse graphs which in turn are typical for empirical network analysis [9] .
After intersecting their neighborhood with those of their neighbors, vertices are deleted from the graph in the last line of the algorithm to avoid intersecting the same pairs of neighborhoods again by scanning the larger neighborhood. Chiba and Nishizeki propose to represent the graph with doubly-linked adjacency lists and mutual references between the two stubs of an edge to ensure constant time deletion of edges. Since the number of triangles in a graph is bounded by a( G)m, K3 is worst-case optimal.
While C hiba and Nishzeki were most likely interested only in proving that the asymptotic running time of Alg. 2.1 is in O(a(G)m), it seems that the rather involved data structures have hampered adoption of the algorithm [20] . We show below that substantial improvements are possible and that double linkage and vertex deletion can be avoided altogether.
2.2 Othe r A lgorithms Subsequently proposed algorithms for triangle listing can be assigned to one of two categories. The first category consists of those that intersect, like K3, the neighborhoods of adjacent vertices. Algorithms in the other category turn this view around: for each pair of incident edges, the other two vertices are tested for adjacency. Figure 1 : In a transitive triad, each vertex and edge has a unambiguous role. Vertices come first , second, or t hird, and edges serve either as the long edge, or as the first or second short edge N e ig hborhood intersection. Algorithms in t his category include edge-iterator [20] , forward [21] , and compact-forward [14] . T hey iterate over all edges and intersect the neighborhoods of the two a.dja.cent vertices using a procedure called sorted-merge-join [5] . While t his requires 0( deg( u) + deg( v)) per edge { u, v} , and thus more time than K3, it does not require additional space for vertex marks. The two variants edge-iteratorhashed and forward-hashed [20] utilize O(m) extra space to represent neighborhoods in hash sets and thus carry out the intersection in O(rnin{deg(u), deg(v)}) t ime. A combination of K3 and edge-iterator has been termed new-listing [14] .
Adjacency t esting. The complementary approach is to iterate over all vertices and, for each pair of incident edges, test whether the two neighbors are also adj acent to each other. Algorithms of this kind have been termed node-iterator and node-iterator-core in [20] . Both use hash sets to test pairs of vertices for adja.cency in constant time, and thus also require O(m) extra space. Since adjacency lists are ordered in these algorithms, binary search can be used to trade space for running t ime. A related technique called t reelister [13] determines a spanning forest, tests whether non-tree edges complete a triangle with two incident tree edges, removes the forest , and iterates.
Asymptotic running times of these algorithms have not been analyzed in detail. We give Straightforward bounds derived from their description in T ab. 1. T hese bounds depend on the enumeration order of vertices and edges. By choosing a suitable such order we can make them match the bound of K3; see Tab. 2 below. 
node-iterator-core
tree-lister Table 1 : Algorithms and running times by operation count denote the resulting DAG. Then, each triangle of G yields a transitive triad in G[π] relative to which vertices and edges assume unique roles. Shorthand names for these roles are assigned as shown in Fig. 1 . We refer to an algorithm by the basic element from which triangles are supposed to be constructed (edge or vertex with a given role) with the amount of extra space used by the algorithm (constant or linear in n or m).
To list each triangle exactly once, intersection-based algorithms may iterate over all edges and intersect incoming or outgoing neighborhoods of its vertices based on the role (L, S1, S2) that the edge is assumed to play in the triad. The resulting algorithms are listed and put in relation to previous algorithms in Tab. 1. In variant L'+n, for example, an edge (u, v) is considered to be the transitive (long) edge, i.e. (t 1 , t 3 ), and utilized to identify triads {t 1 , t 2 , t 3 } by fixing N + (u) and scanning
Indeed, variant S1+n also fixes N + (u), but (u, v) is considered to be edge S1 so that N + (v) is processed instead. With an appropriate ordering, the combination of these two variants corresponds to K3, although each variant is sufficient by itself to list all triangles.
Adjacency-testing algorithms, on the other hand, iterate over all vertices and examine incident pairs of edges based on the role (t 1 , t 2 , t 3 ) that the vertex is assumed to play in the triad.
Orderings
As summarized in Tab. 1, the running time of each variant algorithm hinges on the vertex ordering π. The ordering employed in K3 is determined by non-increasing vertex degrees in the input graph. For ease of exposition, we consider the reverse of this order and refer to it as degree ordering.
The rationale of this ordering was to reduce the number of neighbors tested for membership in the intersection. Since the degree in the input graph is only an upper bound on the remaining degree after several vertices have been processed and deleted, a potential improvement is to dynamically select the next vertex based on the remaining degree.
Orderings determined by iteratively removing vertices of minimum induced degree in the remaining subgraph are called smallest-first ordering [4, 16] . The maximum value encountered when eliminating all vertices is known as the degeneracy [15] , width [10] , or core number [22] , core(G), of a graph. Since this number equals arboricity up to a constant factor [25] , we obtain easy bounds on the running time of all instantiations of the above framework (see Tab. 2). Note that there exists no vertex ordering π with ∆ + (G[π]) strictly less than core(G) [8] .
Running Times
From the explanations given in Sect. 2.3, the running times presented in Tab. 1 can be derived as follows. The algorithms based on adjacency testing strategy generate all pairs of outgoing, incoming, or mixed neighbors of a given vertex v. Consequently, the operation count of both T1 variants is in O( v∈V
), where each operation consists of an adjacency test. Given that adjacency testing can be done in constant time using hash sets, this is also the total running time. If the extra space is to be avoided, however, binary search can be used instead at an additional cost of O(log ∆ +/− (G)) time per operation. Running times of the T2 and T3 variants can be derived analogously.
For the algorithms based on the intersection strategy, we only give the idea of the proof for the example of L+n. Recall that this variant marks all w ∈ N − (v), where v is the currently processed vertex, and computes intersections with the outgoing neighborhood of each w. From the construction of
Since the adjacency lists are ordered, these entries can be omitted from N + (w). Therefore, between two consecutive intersections with N + (w), the number of relevant entries differs exactly by one, resulting in the presented running time. Keeping in mind that some entries can be omitted, the running times of the other variants are obtained.
The transition from Tab. 1 to Tab. 2 for smallestfirst ordering is obtained by replacing deg +/− (v) with ∆ +/− (G) and using the inequality v∈V
for smallest-first ordering the presented running times directly derive. For the algorithms running in O(a(G)m) on an ordering other than smallest-first ordering this bound is the result of an armortized running time analysis based on Thm. 2.1. Recall that the time to intersect two hash sets H 1 and H 2 is in O(min{|H 1 |, |H 2 |}).
Experimental Study
We have seen that asymptotic analysis does not discriminate between the different instantiations of our algorithmic framework. Algorithmic experimentation is thus needed to shed more light on practical and relative performance. All comparable algorithms from above were implemented and tested on both collected and generated data. Instead of reporting repetitive details, we focus on the main findings and the evidence supporting them.
Setup
All framework instantiations and original versions of all previous algorithms listed in Tab. 1 except tree-lister have been implemented by the same person in C++ using the Standard Template Library and the g++ version 4.6.3 compiler set to the highest optimization level.
For the algorithms using O(m) additional space, we used the hash set implementation provided in the C++ Technical Report 1 library extension. We implemented counting sort to sort vertices by degree in O(n) time, and used the std::sort routine to sort adjacency lists. For smallest-first ordering and related orderings, we used a slight variant of the linear-time algorithm of [4] .
The code was executed on a 64-bit machine with a quad-core 3.40 GHz Intel Core i7-2600K CPU and 16 GB RAM, running Ubuntu 12.04.1 LTS, in a single thread on a single CPU. Elapsed CPU time is measured using the gettimeofday command with a precision of 10 −6 seconds. Generated Data. The experimental region is defined by two graph generators with two parameter selection schemes. The generators can be controlled for the expected number of triangles they contain and differ strongly in the degree sequences produced. [24] : Given parameters n, 0 < r n, and 0 ≤ p ≤ 1, we first create a 2r-regular graph ({1, . . . , n}, {{v, w} : |v − w| ≤ r}) and then add random noise by flipping each dyad independently with probability p. This process yields graphs in which the expected degree and number of triangles can be controlled via r and the degrees are concentrated around 2r.
Preferential attachment with triadic closure [12] :
Given parameters n, 0 < r n, 0 ≤ p ≤ 1, we create an n-vertex graph one vertex at a time. Each new vertex v is made adjacent with r existing vertices, each of which selected either preferentially according to its degree or randomly from u∈N (v) N (u). The second case is applied with probability p. While the number of triangles is controlled via p, the degree sequence follows a power law.
For both classes sampling is performed using adaptations of the algorithms in [2] . After sampling, vertices and adjacency lists are permuted randomly via FisherYates shuffle to prevent potential systematic biases.
We generated graphs from both models using two families of parameters that are motivated by the empirical data described below (see also Fig. 2 ). In the first family, the number of vertices is fixed to n = 250, 000 and r is varied to obtain graphs with an average degree of 6, 12, . . . , 66. In the second family, the number of vertices and the average degree grow simultaneously from n = 500, 000 and deg(G) = 6 to n = 5, 000, 000 and deg(G) = 36 in proportional increments of 900, 000 vertices and 6 degrees. Further variance is introducedby choosing p such that the ratio of the number of edges in the regular graph and the expected number of flips is 0.5, 1, and 2, and the percentage of attachments that yield a triangle edge is 25%, 50%, and 75%. For each of the 17 parameter combinations we sampled 4 graphs; reported running times are averages over five repetitions for each generated graph. Collected Data. We used data downloaded from the Stanford Large Network Dataset Collection 1 which includes mostly bibliometric, email, and online social networks. The networks described in Tab. 3 are not representative of anything, but provide realistic examples of large network for which clustering coefficients or triad census may be of interest.
Findings
We present the most interesting conclusions from our experiments together with tailored summaries. Note that in the remainder L denotes L+n.
The first finding relates K3, the implementation proposed by Chiba and Nishizeki [6] , to subsequently proposed algorithms. It thus shows that an approximately 5-fold improvement has indeed been achieved. In fact, algorithms forward [21] and compact-forward [14] are fastest on every instance which is consistent with [14, 20] . We note, however, that K3 is not dominated this clearly by the other algorithms.
As it turns out, the reasons for the relative inefficiency of K3 are not in the design of the algorithm, but in the proposed implementation with doubly-linked lists and vertex and edge deletions. shows that running times are reduced substantially by our streamlined implementation of the K3 approach. In fact, L with smallest-first ordering consistently outperforms all previous algorithms and nearly always all other instantiations of our framework, and is roughly 7× faster than the original, cf. Fig.3(a) . On com-Orkut we observe a speedup of about 28×. Overall, the theoretical argument that the smallestfi rst ordering is the superior ordering because of its lower outcome for L v EV (deg;(u)) and therefore for algorithm L, cf. Tab. 1, is confirmed 3 . Yet the advantage is insufficient to compensate for the additional efforts during vertex ordering. In Fig. 4(a) it can also be seen that while the smallest-first ordering is strongly beneficial for regular graphs, such as small worlds, the gain rapidly drops with increasing random noise and is rather negligible for a skewed degree distribution. As a result, L with degree ordering essentially outperforms all other algorithms and instantiations of our framework, as illustrated in Fig. 4(b) . All experiments were repeated on collected data, but did not provide any a.dditional insight. As can be seen in Tab. 3, concrete running times are negligible except for the largest and densest networks.
Conclusion
We have presented a generic framework for t riangle listing algorithms which makes the strategies of known algorithms comparable and introduces several other possible variants. From this framework, running time ~ experiments expose that removing the vertex with the highest degree in the remain ing subgraph yields always the best results for I:vEV deg+(v) deg-(v) and thus is beneficial for variants 51, 52, and T2 in many cases 7 bounds for previous algorithms are Straightforward to obtain, and several superfluous steps can be avoided in implementations.
The most important findings are that, given an appropriate ordering, nearly all algorithms have a worstcase running time bound of O(a(G)m), and that our improved implementation of one of the oldest algorithms for triangle listing, K3 [6] , is actually the fastest.
In our experiments, we also observed that the number of elementary operations is not always indicative of the actual running time, mostly due to cache misses when switching between a.djacency lists of different vertices. Future work on the most practical variant will have to study the consequences of these effects in more detaiL
We finally note that any of these triangle listing algorithms, when combined with the Tricode routine in [3] and the system of linear equations from Eppstein et aL [7] , 4 can be used to compute the triad census. As the running time of the resulting algorithms is dominated by the time to list all triangles, the full tria.d census can also be determined in O(a(G)m) time. This is an improvement on the O(t..(G)m) running time of what appears to be the most common approach to date [3] . ~e that the equations for nG and n1 contain typos
