Following Elliott (1999) and Perron and Rodríguez (2003), we develop unit root tests in the context of structural change models using GLS detrended data (Elliott, Rothenberg and Stock, 1996) when the initial observation is drawn from its unconditional distribution. We derive the limiting distributions of the M-tests (Stock, 1999; Perron, and Ng, 1996), the ADF statistic and a feasible optimal point test from which we derive the power envelope. Asymptotic power functions are calculated and compared with the case where the initial condition is not random. Finite sample size and power simulations under various forms of error processes are performed using different lag selection methods and two different methods to select the break point. Empirical applications are also provided.
Introduction
Since the seminal work of Nelson and Plosser (1982) , abundant research has contributed to the discussion between stationarity in levels against stationarity in first differences of the data. Perron (1989) suggested that allowing for a (known) break point in the trend function of the time series, strong rejection of the null hypothesis of a unit root is possible. Zivot and Andrews (1992) , Christiano (1992) , Banerjee, Lunsdaine and Stock (1992) , and Perron (1997) contributed to the debate deriving limiting distribution of the statistics when the break point is considered unknown.
In the literature of efficient unit root tests without structural change, Elliott, Rothenberg and Stock (1996) -hereafter ERS (1996) -have proposed the use of GLS detrended data which allows to improve the power of the statistics. Ng and Perron (2001) have applied this approach to the so-called M statistics (Stock, 1999) . On the other hand, in the literature of unit roots with structural change, Perron and Rodríguez (2003) have extended the M-statistics, the ADF statistic (Dickey and Fuller, 1979; Said and Dickey, 1984) , and the feasible point optimal test (ERS, 1996) to the case of an unknown structural break. They use two time series of the Nelson-Plosser data, real wages and stock prices, and find a rejection for most of the test statistics analyzed.
However, only a few papers have explored the impact of the initial condition on unit root testing in large samples. Elliott (1999) , in a model where no structural change is allowed, found a loss of power when the initial observation is drawn from its unconditional distribution under the alternative hypothesis. He derived the point optimal test under the new initial condition and showed that power envelope shifted down from the one corresponding to the fixed initial value. On the other hand, Müller and Elliott (2003) treated a variety of initial conditions under the alternative hypothesis as nuisance parameters and derived a family of point optimal tests over a weighting function of different initial conditions. They also related unit root test statistics that do not have optimality properties to this family of optimal tests, in order to understand what implicit assumptions these statistics make on the initial condition. They found that many of the test statistics used in the literature can be closely related to the optimal test families but with very different weights for the initial condition.
This paper follows the research lines of Elliott (1999) and Perron and Rodríguez (2003) . Under the alternative hypothesis of stationarity with a broken trend, we consider an unknown break point and assume that the initial value is drawn from its unconditional distribution. We evaluate the performance of unit root statistics in both large and small samples. By doing so, we achieve a deeper understanding on the impact of the initial condition in unit root testing in the context of structural change models.
The rest of this paper is organized as follows. Section 2 and 3 derives the limiting distributions of the different statistics using GLS-detrended data. They are the M-tests (M GLS ), the augmented Dickey-Fuller statistic (ADF GLS ), and the feasible point optimal statistic (P GLS T ξ ) statistics under the new initial condition assumption. Section 4 calculates the asymptotic critical values, the power envelope and the asymptotic power functions. Section 5 presents the finite sample evaluations in terms of size and power performance of different statistics. Section 6 gives an empirical application and the last section concludes. All the proofs are presented in the Appendix.
The Models and Asymptotic Theory 2.1 The models
For the purpose of comparison, this paper considers the same models and statistics as in Perron and Rodríguez (2003) but with a different assumption concerning the initial condition to be established below. Hence, the data generating process is,
u t = αu t−1 + v t (2)
where d t = ϕ z t , and z t includes the deterministic components. Model I contains a break in slope, therefore the deterministic components are z t = {1, t, 1(t > T B )(t−T B )} where 1 (·) is the indicator function, T B is the break point, and the set of estimated coefficients is denoted as ψ = (μ 1 ,β 1 ,β 2 ).
Model II contains a break in both intercept and slope, where the deterministic components are given by z t = {1, 1(t > T B ), t, 1(t > T B )(t − T B )} and the set of estimated coefficients is therefore denoted as ψ = (μ 1 ,μ 2 ,β 1 ,β 2 ). Equation (3) represents the local to unity framework examined in Phillips (1987) and Chan and Wei (1987) , where the parameter c measures the deviation from unity. When c = 0, we are under the null hypothesis, while when c < 0, we are under the alternative hypothesis. Instead of assuming u 0 = 0 as the initial condition (ERS, 1996, and Perron and Rodríguez, 2003) , we assume that the initial observation under the alternative hypothesis is drawn from its unconditional distribution. This would result in an unconditional variance of σ 2 /(1 − α 2 ) for α < 1 where σ 2 is the variance of v t . This alternative assumption made on the initial condition involves the unknown parameter of interest α. It does not disappear asymptotically so the likelihood ratio statistic would differ from the optimal test derived in ERS (1996) and Perron and Rodríguez (2003) and affect the asymptotic power. Therefore, we use the following condition adopted from Elliott (1999):
Assumption A (Initial condition assumption). We assume that u 0 is zero when α = 1, so u 1 = v 1 , while u 1 has mean zero and variance σ 2 /(1 − α 2 ) when α < 1.
Under this assumption, the initial observation does not disappear at the convergence rate of T 1/2 under the alternative hypothesis and will have an effect on the limiting distribution 3 .
Assumption B (see Elliott, 1999, and Davidson, 1994 for a general treatment). The innovations
b) the functional central limiting theorem can be applied to the partial sums
, where ⇒ signifies weak convergence, W (r) is a standard Wiener process on the interval [0, 1],
T ) is the non-normalized spectral density at frequency zero 4 . σ 2 is a finite positive number such that σ 2 = ∞ j=−∞ γ v (j) 5 . For the GLS detrending approach, we use the same notation as in Perron and Rodríguez (2003) . That is, we first transform the data using yᾱ t = [ 1 −ᾱ 2 1/2 y 1 , (1 −ᾱL)y t ], zᾱ t = [ 1 −ᾱ 2 1/2 z 1, (1 −ᾱL)z t ], and uᾱ t = [ 1 −ᾱ 2 1/2 u 1, (1 −ᾱL)u t ], for t = 2, 3, ...., T andᾱ = 1 +cT −1 . Notice that the treatment of the first observation changes compared to the case analyzed by ERS (1996) and Perron and Rodríguez (2003) .
Then the set of coefficients related to the deterministic component is 3 See Lemma A.1 in the Appendix. 4 According to Elliott (1999) , the process v t is a potentially serially correlated stationary process. Under these assumptions with v t Gaussian and further that the initial value u0 = 0 under the null and alternative hypothesis, ERS (1996) show that no uniformly most powerful test against the relevant stationary alternative exists and derive the asymptotic power function for the most powerful test against a sequence of local alternatives of α to 1. Perron and Rodríguez (2003) proceeded with the same way. We will refer to this as the fixed initial condition case.
5 A number of consistent estimators of σ 2 are available. See Stock (1994) for a discussion and review. estimated by the following OLS regression:
The limiting distribution of Λ −1 ( ψ − ψ) with Λ = diag(T 1/2 , T −1/2 , T −1/2 ) is stated in Lemma A.3 in the Appendix. At last, the resulting time series after eliminating the deterministic component is defined bỹ
The Statistics and their Limiting Distributions
In this section two types of statistics are analyzed. One is the widely used ADF statistic (Dickey and Fuller, 1979; Said and Dickey, 1984) which tests whether α 0 = 0 in the following augmented regression:
where the lagged first differences are used to account for the serial correlation in the time series. The other statistics are the so-called M-tests proposed by Stock (1999) , and further analyzed by Ng and Perron (1996) . This class of tests include a modified version of Phillips-Perron's (1988) Z α test; Sargan and Bhargava's (1983) and Bhargava's (1986) ; and the modified Phillips-Perron's (1988) Z tα tests. Using the above definedỹ t series, the M-tests can be written as:
Perron and Ng (1996) showed that the main advantage of the M-tests is that they have less size distortions when the error term contains negative moving average dynamics and in other cases they still have acceptable size distortions. In Equations (7)- (9), an estimator of the spectral density at frequency zero (s 2 ) is required. We use the following consistent autoregressive estimate s 2 proposed by Perron and Ng (1998):
where
, {ê tk } andβ j are obtained from the augmented regression (6).
Assuming a known break date at T B and δ = T B /T , the following theorem states the limiting distribution of the unit root statistics when the initial condition is defined as in condition A, and {v t } satisfies the condition B.
Theorem 1 Suppose {y t } is generated by (1) to (3), the initial value is given by the Condition A, {v t } satisfies the Condition B, GLS-detrending is applied usingᾱ = 1 +cT −1 , δ = T B /T is the break point, s 2 is a consistent estimate of the spectral density at the frequency zero σ 2 ,then the M GLS and ADF GLS statistics for Model I and II have the following limiting distributions:
2 (1−δ) 3 , and ξ ∼ N (0, 1 −2c ) under the alternative hypothesis, with W c (r) the Ornstein-Uhlenbeck process and the solution to the stochastic differential equation dW c (r) = cW c (r)dr+dW (r) with W c (0) = 0.
3 The Feasible Point Optimal Test and its Asymptotic Distribution ERS (1996) showed that no uniformly optimal tests exist for unit root testing. Based on Dufour and King (1981) , they developed a feasible point optimal test, which has a power function tangent to the power envelope at one point of the alternative hypothesis. The statistic is defined as
are the squared sum of residuals under the alternative and the null hypothesis respectively. Perron and Rodríguez (2003) extended the P GLS T test to the case of an unknown structural break. We derive the limiting distribution of this statistic (denoted here by P GLS T ξ ) considering the effect of the new initial condition. The results are summarized in the following theorem.
Theorem 2 Suppose {y t } is generated by (1) to (3), the initial value is given by the Condition A, {v t } satisfies the Condition B, GLS-detrending is applied usingᾱ = 1 +cT −1 , δ = T B /T is the break point, s 2 is a consistent estimate of the spectral density at the frequency zero σ 2 , then the P GLS T ξ test for Model I and II has the following limiting distribution
whereM ( Two data-dependent methods to estimate the break point endogenously are used in order to circumvent the data mining problem caused by preexamination of the data. One is the so-called infimum method proposed by Zivot and Andrews (1992) . The other is the supremum method suggested by Perron (1997) . Zivot and Andrews (1992) proposed selecting the break point that gives the strongest rejection against the null hypothesis of α = 1. Then, the break point δ * can be selected using
where J represents the asymptotic distributions of the M GLS , and the ADF GLS statistics derived in Theorem 1. The selection of δ * for P GLS T ξ is slightly different. According to Perron and Rodríguez (2003) , the feasible point optimal statistic is defined by
where a truncation is needed for critical values to be bounded and = 0.15 is used throughout the paper, see Perron and Rodríguez (2003) . These authors recognize that when the break point is unknown "things are different. The principle is, however, still the same" (page 8, Perron and Rodríguez, 2003) . Their argument, which was not clearly explained, is concerned to the fact that the infimum of the GLS squared sum of residuals are constructed in the same way as ERS (1996) suggested. Notice that this criterium may be considered as not optimal if we consider that there does not exist a break point under the null hypothesis. The reason is clear because we have an unidentified parameter under the null hypothesis; see Andrews (1993) . In this case we should take the Sup, Mean or Exp (see Andrews and Ploberger, 1994) of the likelihood ratio statistic for a specific break point. However, if we consider the existence of a break point under the null hypothesis, the procedure used by Perron and Rodríguez (2003) appears to be optimal because it is invariant with respect to all nuisance parameters of the model, including the break point. In other words, the minimization of the GLS square sum of residuals is performed taking into account of all corresponding parameters of the model 6 .
Applying (12) to Theorem 2, we get
In the supremum method, Perron (1997) recommends to choose the δ * related to the largest absolute value of the t−statistic associated with the parameter of break on slope. After selecting δ * , we calculate the M GLS (δ * ) , and ADF GLS (δ * ) statistics. There is no feasible optimal point test available using this method to select the break point.
Asymptotic Critical Values, Power Envelope, and Asymptotic Power Functions
Under the null hypothesis c = 0, we use T = 1000, and 10,000 replications to simulate asymptotic critical values forc = −1 to -70 (ᾱ = 0.999 to 0.930), then we let c =c to calculate maximal power at each c and obtain the power envelope. As suggested by ERS (1996), we choose the value of c that gives 50% power as the one used for GLS-detrending and we select c = −24. Intuitively, lowerc in this paper (compared toc = −22.5 in Perron and Rodríguez, 2003) tells us that it may take longer to reach the same percentage of power. In other words, the power envelope shifts down from the previous one in Perron and Rodríguez (2003), and the loss of power is caused by the relaxation of assumption for the initial observation. We graph power envelopes for both cases in Figure 1 . Next, we use the critical values whenc = −24, T = 1000 and 10,000 replications to calculate the asymptotic power for each statistics and the results are graphed in Figures 1 and 2 . We can see that the power curve for each test lies under the power envelope, but not far from it. Using the infimum method to choose break point sometimes gives a slightly higher power than supremum method, although it does not necessarily give a consistent estimate of the true break point (see Vogelsang and Perron, 1998) . The results from Perron and Rodríguez (2003) are also graphed in the same figure as a comparison. We can see that the power of each test has dropped due to the change in the assumption of the initial condition.
Finite Sample Results
We simulate finite sample critical values and evaluate the performance in terms of size and power of the test statistics. In the following, we use five data dependent methods to choose k.
The Selection of k
We first use Akaike and Bayesian Information Criteria (AIC and BIC hereafter). They take the form of
where T * = T − k max , and k max should be large enough to account for the potential presence of serial correlation. We use k max = int[12 × (T/100) 1/4 ] as recommended by Ng and Perron (2001) . The shortcoming of these information criteria is that when there are strong negative MA components in the error term, they tend to select a smaller k than that is necessary for unit root tests to have good size.
To account for the size distortions mentioned above, Ng and Perron (2001) have proposed modified versions of the AIC and the BIC (MAIC and MBIC) by using a penalty factorτ T (k) to correct underfitting. The MAIC and MBIC are defined respectively, as
T t=k max +1 y 2 t−1 , α 0 is estimated using the augmented autoregression (6) and
tk . Ng and Perron (2001) showed that when a strong negative MA error exists,τ T (k) increases as k decreases. Therefore,τ T (k) can be used as a penalty factor for small k.
The last method is the so-called sequential t−test or recursive method proposed by Campbell and Perron (1991) . To apply this method, we start from augmented regression (6) with k max = int[(4 × (T/100) 1/4 ]. If the t-statistic associated with the k max th lag is significant (p−value less than 0.1), then k = k max is chosen. Otherwise we re-estimate the regression with k max −1 lags, and so on, until we find the lag that has a significant t-statistic. Note that if k = 0 and no rejection is found, we select k = 0. This method has less size distortion than AIC and BIC when there is a strong negative MA error, but tends to overparameterize in the other cases.
Size and Power in Finite Samples
The performance of AIC is very poor and hence, not included. Furthermore, in order to save space, the results for the MBIC are also not included 7 . The critical values for model I and II, using k selected by the methods BIC, MAIC and t-sig and 1000 replications, are tabulated in Table 1 to 4. Table  1 and 2 give the critical values using the infimum method to choose break point, whereas Table 3 and 4 calculate the critical values using the supremum method.
Based on these critical values, we calculate finite sample size and power when T = 100, 200. The term v t follows AR(1) and MA(1) processes, i.e., v t = ρv t−1 +e t and v t = e t +θe t−1 , respectively, and where e t ∼ i.i.d. N (0, 1). The results are presented in Tables 5 to 8 . We summarize the following two points from these results. First, when comparing different methods of selecting k, the MAIC has much acceptable size distortions than the BIC when there are strong negative moving average errors. For example, when θ = −0.8, T = 200 in Table 6 , the size distortions for MAIC are 0.140, 0.137, 0.140, 0.167 and 0.103, respectively. Using BIC, they are 0.874, 0.873, 0.871, 0.911, and 0.849, respectively. Second, when comparing different statistics, all tests except the ADF GLS statistic have low power when there is strong negative autoregressive errors. For example, when ρ = −0.8, T = 200 in Table 6 and 8, the power for M GLS and P GLS T ξ tests are 2% at the most. Overall, the results are very similar to those reported by Perron and Rodríguez (2003) . However, unlike them, we found that power decreases for T = 200 when the errors are i.i.d. and the MAIC is used to select the lag length. Given the fact that the term T t=kmax+1 y 2 t−1 enters in the formula ofτ T (k), the loss of power is due to the role of the initial condition on the MAIC and consequently, in the selection of the lag length. Notice that in the case where the errors are i.i.d., a k = 0 is sufficient. However, the initial condition increasesτ T (k) which is a penalty factor. Given this fact, a higher k is selected, and power decreases consequently 8 .
Empirical Applications
In a similar way as Perron and Rodríguez (2003), two time series from the Nelson-Plosser data set are examined. They are real wages and common stock prices . A common characteristic that appears by observing the data is that they both exhibit a change in level and slope (see Figures 3 and 4) . Therefore, the model II is used to test whether the null hypothesis of a unit root is rejected or not. The test results using information criteria to select lag k are tabulated in Tables 9a,b. We find that the break points selected are the same as those in Perron and Rodríguez (2003) and they are associated with major events. The fitted real wages series with a break in 1938 is graphed in Figure 3 , and the stock prices series with a break in 1931 is graphed in Figure 4 .
When using information criteria BIC and MAIC, most test statistics can reject the null hypothesis of a unit root at least at 5% of significance level. But comparing the results from those of Perron and Rodríguez (2003), there exist less evidences against the unit root null hypothesis. For example, the null hypothesis of a unit root for real wages is rejected at 1% of significance level in Perron and Rodríguez (2003) but at 2.5% of significance level in our case when using the supremum method and the MAIC for the MZ t statistic. When using infimum method and ADF statistic, the null hypothesis of a unit root for the real wages is rejected at 5% for BIC and 2.5% for MAIC in Perron and Rodríguez (2003) . In the present study, the null hypothesis is rejected at 10.0% when BIC is used and is rejected at 5.0% of significance level when MAIC is used. These evidences indicate that the power of these unit root tests may have decreased due to the new assumption on the initial condition.
The results for sequential t-statistic method are summarized in Tables 10a,b. When using infimum method, the null hypothesis of a unit root is rejected in all cases at least at 10.0%. When using the supremum method, the null hypothesis is not rejected for the time series of real wages.
In conclusion, the empirical evidence suggests rejection of the null hypothesis of a unit root but this evidence is weak in comparison to the results found in Perron and Rodríguez (2003) .
Concluding Remarks
Changing the initial condition in the DGP has different impact under the null and alternative hypothesis in unit root testing (Elliott, 1999; Müller and Elliott, 2003) . Under the null, the initial value change is equivalent to a mean shift. Therefore invariance method can be applied for various initial conditions and the tests are not changed. But this is not true under the alternative hypothesis, where invariant tests will have a different distribution as the initial condition changes, and hence, impacts on power performance are expected.
This paper examines M GLS , ADF GLS , P GLS T ξ tests in the context of structural change when the initial observation is drawn from its unconditional distribution, in comparison with zero or fixed initial values as dealt with in Perron and Rodríguez (2003) . As a result, we find asymptotic power loss. Consequently, one should be cautious when using unit root tests for the time series believed to start from an unconditional distribution. The finite sample size and power performance are also studied when the term v t follows AR(1) and MA(1) processes, i.e., v t = ρv t−1 + e t and v t = e t + θe t−1 , respectively, and where e t ∼ i.i.d. N (0, 1). The performances are quite different when different procedures are used to select the order of autoregressions, but they are consistent with what standard literature predicts. Lemma A.1. If u t is given by equation (2), v t satisfies Assumption B, T (α−1) = c < 0, and the initial condition is drawn according to Assumption A, then
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where W c (r) = c r 0 e c(r−λ) W (λ)dλ+W (r) is an Ornstein Uhlenbeck process, W (r) is a standard Brownian motion, ξ ∼ N [0, (−2c) −1 ] and is independent of W c (r), [.] indicates the greatest lesser integer function, and σ is the spectral density of v t at the frequency zero (scaled by 2π). Further, as c < 0 tends to zero, this is continuous in c and converges to σW (r).
Proof of Lemma A.1. The proof appears in Elliott (1999), and therefore, it is omitted. Lemma A.2. Suppose y t is generated by (1) to (3), the deterministic components given by Model I, the initial condition is defined by Assumption 1, and δ = T B /T is the break point, then we have,
where the definitions of b 4 , b 5 , b 6 are given in the following proof.
Proof of Lemma A.2. In matrix notation, we have: 
Therefore we only need to calculate the limiting distribution of the term D 13 which is given by:
Next, we calculate the limiting distribution of Λzᾱuᾱ . We have
The first element of the above 3 × 1 vector may be expressed as:
By the same token, the second element may be written as
Finally, the third element is given by:
Therefore, using D ij , for i, j = 1, 2, 3 and (1), (2), and (3), we have:
which completes the proof.
Lemma A.3. Suppose {y t } is generated by (1) to (3), the set of deterministic components is given by that of Model II, the initial condition is defined in Condition A, δ is the break point. Letψ (δ) be the estimates of the coefficients of (4), then the results of Lemma A.3 still hold with the addition that
Proof of Lemma A.3. We have
where Λ = diag T 1/2 , 1, T −1/2 , T −1/2 , and
As before, we first calculate the limiting distribution of D = zᾱzᾱ Λ, then that of Λzᾱuᾱ . From the proof of Lemma A.3, we know that D 11 ⇒c 2 − 2c, 
For the limiting distribution of Λzᾱuᾱ , the first, third and fourth elements are already calculated in the proof for Lemma A.3. We only need to calculate the second element which is:
Therefore, we have
According to matrix algebra, the second element of the resulting matrix is equal to:
Proof of Theorem 1. We only show the proof of MZ GLS α for Model I in detail. The proof for Model II and other statistics follows analogously. First, we calculate the limiting distribution of T −1ỹ2 T as follows:
It is worth to note that the limiting distributions of some terms have been found already in Perron and Rodríguez (2003) . The other terms are calculated as follow:
Therefore,
where V
(1)
Next we calculate the limiting distribution of T −2 T t=1ỹ 2 t−1 . Using the above results and by the Continuous Mapping Theorem (CMT), we have
Then by substituting (4), (5) into (7) and by using the fact that s 2 is a consistent estimate of σ 2 , the proof is complete.
Proof of Theorem 2. Here we only give the proof for Model I. Defininḡ
Simple algebra shows that
Notice that all elements ofM T (c,c, δ) = uᾱzᾱ Λ Λzᾱzᾱ Λ −1 (Λzᾱuᾱ )
have already been calculated. Therefore,
The calculation ofM T (0, 0, δ) follows the arguments of Perron and Rodríguez (2003) since the initial value is not changed under the null. Using infimum method to estimate the break point, the limiting distribution of the feasible point optimal statistic is given by
and this completes the proof. 
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