Accounting for uncertainty in three-dimensional (3D) shapes is important in a large number of scientific and engineering areas including: biometrics, biomedical imaging, and multimodality image registration. It is well known that 3D star-shaped objects can be represented by Fourier descriptors such as spherical harmonics and double Fourier series. However, the statistics of these spectral shape models have not been widely explored. This article presents a spectral theory and its applications in 3D shape modeling. Spherical harmonic (SH) expansions over the unit sphere not only provide a low dimensional polarimetric parameterization of stochastic shape. but also correspond to Karhunen-Loeve (K-L) expansion of any isotropic random field on the unit sphere. Spherical harmonic expansions permit estimation and detection tasks. such as optimal shape filtering. object registration. and shape classification, which can be performed directly in the spectral domain with low computational complexity.
INTRODUCTION
Techniques of three dimensional shape modeling have been widely studied over the past two decades [I] . In many computer vision related areas. such as pattern recognition, deformation and motion analysis. image registration and image retrieval. shape modeling techniques have been integrated with other techniques to achieve different goals. In this paper. '"shape modeling" refers to surface boundary representations of 3D polar objects. Deterministic surface descriptions. such as polygons. B-splines and Fourier descriptors. have been well established [I]. Among these descriptions. the parametric representations which are object-centered and use a linear combination of basis functions. are of special interest to us. These mappings from spatial object space to parameter space provide a compact representation of the object and are useful for shape storage. noise filtering, and pattern recognition. Although deterministic models are successfully employed in many applicatiom,, they are incapable of reflecting the variations within a'ciass of shapes. In medical imaging, for instance. anatomical shape can change significantly during a treatment. It is highly desirable to have reliable statistical shape models which can characterize typical ranges of shape variation and capture meaningful statistical information. Such information can be used to develop optimal algorithms For noise removal, object registration and segmentation, and establish tight bounds on achievable performance.
Many researchers have explored the area of statistical shape modeling 12. 3. 41. The common procedure of these approaches This work was partly suppaned by the National Cancer Institute.
United Stater Department of Health and Human Services under Grant RO1 CA87955 is as follows. First, extract shape features or shape parameters from training data sets. These features may include labeled "landmark" points 121; coefficients of Fourier series model [3l: and distance map [41. Next, compute the mean and variance of the shape or shape parameters from the features extracted in the first step. Usually principle component analysis (PCA) is used to compute variance and characterize typical variations of the shape. Finally, the statistical properties of the shape are incorporated into a image processing algorithm to accomplish registration and segmentation. Our approach is related to Staib's deformable model I31 since we also use Fourier series as basis functions to model 3D shapes. We propose an isotropic random field model for 3D polar shape objects using spherical harmonics as the eigen-functions of Karhunen-Loeve expansion. The novelty of our approach lies in treating the coarse segmentation result as a random field over the unit sphere and using the spectral theory of random fields over the sphere to obtain statistically uncorrelated shape parameters. We apply the developed statistical shape model to two problems in computer vision. The first one is optimal shape filtering: given noisy samples of surface boundary points. e.g. coarsely segmented from an object. find an optimal estimate of the true surface boundary. The second problem is the 3D object registration problem. Based on Burel's method [51 and a statistical noise model. we propose a maximum likelihood estimator which can simultaneously estimate the spherical harmonic coefficients and register 3D objects at different orientations.
STATISTICAL POLAR SHAPE MODELING

Fourier Descriptors
The surface of a polar shaped object can be represented by its radial coordinate T with respect to a selected origin inside the object. 
Random Field on Unit Sphert
In the computer vision community, 2 0 rectangular random field models have been applied to texture synthesis, texture classification, and image segmentation. In shape modeling. it is reasonable to assume that radial functions of coarsely segmented objects are samples of random fields over the unit sphere 5'. However, to the best of our knowledge. no random field model has been reported for 3D shape madeling. We guess it is partly because of the difficulty to characterize an arbitrary random field over S2. which is defined as follows.
Definition 1 A second order random field over S2 C IR3 is a function Z : S2 + Lz(R, 3, P), whereR i s a samplespace with generic element U , 3 is a aalgebra of subsets of R. and P is a probability measuE on 3.
To reduce the complexity of the correlation function of Z(6',4), we consider characterizing the shape of polar objects by an isotropic random field over 5''. 
Isotropic Random Field on
The value cosy is called the angular distance between the two directions (6'1,q41) and ( 0 2 , + 2 ) . E{X(6'1,41)X'(Ba,q4z)) 2 R ( 7 ) = $(cosy) 
I .
E[Z(t)] = constant = z(x)dR,(5)
PmoL
Let y be a random rotation operator in SO(3) which has uniform distribution over SO(3). The observed radial function F can be expressed as F ( x ) = gf(x). Since g is uniformly distributed in SO(3). the probability that any surface point falls in any sector 
l $ ( t ) f i ( t ) dt is thecoefficientin the Lrgendreseries of lhe correlation function, and $(cosy) = R(7) is fhe correlation function ofX(O,q4j.
Based on this spectral theorem. the coefficients in the SH expansion of an isotropic Gaussian random fieid will be independent random variables for different 1 and m. This important property will be used in two applications in the next section.
APPLICATIONS OF STATISTICAL SHAPE MODELING
expand an irreducible representation space of the rotation y [SI.
Let the radial function of a 3D object have a representation:
Optimal Shape filtering on S2
Relations 7 and 8 imply that spherical harmonics are eigenfunctions in the Karhunen-Loeve expansion of an isotropic random field over the unit sphere S2 [El. It is well known that Wiener filtering can be implemented in the original or K-L domains. Based on the spectral theory of random fields and the spherical geometry of polar objects. one can also in principle use this theory to decompose the radial function and estimate uncorrelated noisy shape parameters. The detailed procedure is described in the text following.
Let F ( x ) : S2 -+ (0, +CO) represent the radial function of a polar object acquired through some segmentation process. It is a2sumed that F = E [ F ] and that the zero mean random field F -F can be decomposed as:
where S is an isotropic zero mean random field and W represents an independent white Gaussian noise field. The correlation function of S can be represented by Rs(z,y) = R s ( L ( x , v)).
Strictly speakicg. for consistency S and W must be such that S + W 2 -F w.p.1. We will sidestep this issue by assuming that the standard deviations of S and W are much smaller than P . Let & be the variance of the white Gaussian noise term in 9. The optimal estimator of the shape parameter a;" is the conditional mean E[a;"lF;"] which can be written as:
The optimal estimator of S is a linear combination of spherical harmonics weighted by a;":
for some positive K. Applying the 3D rotation operator g to the object gives a new radial function R(9,S) = y R ( 8 , 4 ) , which can be written as
1-0 -=-I
The spherical harmonic coefficients 2;" in (14) and e;" in (13) have the following relationship: 
$(t)PI(t)dt.
where $(t) and i ( t ) are the correlation functions of the respective isotropic noise fieids and Pl(t) is a Legendre polynomial. Therefore, the likelihood functions for c;" and E;" are:
Under the assumption that the segmentation noise is an isotropic L-." = (5" -Ch=-lDf.n(a,P,r)ai')z c ,
. . p(-20:
Joint Shape and Orientation Estimation of 3D Objects
Finding the rotation of a 3D object is a common problem. Considering the registration of 3D objects in different orientations. Note that the maximum likelihood estimate is equivalent to a weighted least squares fitting problem. which is a nonlinear optimization here. As is the case with many such implicitly defined estimators. the minimum can not be found analytically and iterative minimization of the objective should he employcd.
EXPERIMENT RESULTS
Wiener Filter Shape Denoising
In this experiment. we simulated radial functions of 3D objects.
which are sampled from an isotropic random field over S2 with additive while Gaussian noise. To evaluate the performance of the proposed Wiener filtering shape denoising, we compare it with the performance of average filtering. which was implemented through a convoiution of the noisy shape with an average filter. Fig. 2 plots the results of Wicner filtering and average filtering of the same random field. Fig. 2(a) shows the bias of Wiener filtering and average filtering results. The rough surface represents the bias of the average filtering resull, while the darker surface which is relatively flat represents the bias of the Wiener filtering result. In 
Joint 3D Registration and Shape Estimation
In the second experiment. the proposed maximum likelihood method is implemented to jointly estimate the 3D rotation and spherical harmonic coefficients ofthe noise contaminated objects. The bias of the maximum likelihood rotation angle estimator p is plotted versus the standard deviation of the Gaussian noise in Fig.3(a) .
From the observation. we can see that fl is virtually unbiased. In Fig.J(b) . the variance o f p is compared to :he derived Cramer-Rao lower bound. 11 can be seen that the standard deviation ofthe estimation error is less than the standard deviation of the noise process. Therefore, the joint estimation has improved the estimation performance for the rotation angle. Since the boundary information in the two sets of images is correlated, this is an expected result. The performance of the rotation angle estimator is also close to the lower bound, which shows that the proposed estimator is nearly an efficient estimator.
CONCLUSIONS
We proposed an isotropic random field model for random 3D shapes. This model characterizes the shape information by a correlation function of the random field, which admits a K-L expansion in [ e m s of spherical harmonics. We applied smh a statistical model to the problems of optimal shape filtering and object registration.
The results show that Wiener filtering over S2 has a much lower variance than average filtering. We developed a maximum likelihood method to jointly estimate 3D rotation angles and SH shape parameters. Since the 3D objects are registered in the frequency domain via low order SH coefficients, the registration automatically filters out high frequency noise and has low computational complexity.
