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SUTURED ECH IS A NATURAL INVARIANT
C¸AG˘ATAY KUTLUHAN AND STEVEN SIVEK, WITH AN APPENDIX BY C. H. TAUBES
Abstract. We show that sutured embedded contact homology is a natural invariant of
sutured contact 3-manifolds which can potentially detect some of the topology of the space
of contact structures on a 3-manifold with boundary. The appendix, by C. H. Taubes, proves
a compactness result for the completion of a sutured contact 3-manifold in the context of
Seiberg–Witten Floer homology, which enables us to complete the proof of naturality.
1. Introduction
Embedded contact homology, defined by Hutchings, is an invariant of closed 3-manifolds
Y equipped with nondegenerate contact forms λ. Given a homology class Γ ∈ H1(Y ) and a
generic symplectization-admissible almost complex structure J on R × Y , one considers the
free Abelian group ECC (Y, λ,Γ, J) generated by admissible orbit sets Θ = {(Θi,mi)} with
the following properties:
• {Θi} is a finite collection of distinct embedded Reeb orbits in (Y, λ), and the mi are positive
integers;
• mi = 1 if Θi is a hyperbolic Reeb orbit;
• [Θ] :=∑imi[Θi] is equal to Γ.
This group admits a differential ∂ defined by its action on the set of generators via a suitable
count of J-holomorphic curves in R× Y with ECH index, denoted I, equal to 1. To be more
explicit, given two generators Θ = {(Θi,mi)} and Θ′ = {(Θ′i,m′i)}, the coefficient 〈∂Θ,Θ′〉 is a
signed count, modulo R-translation, of I = 1 J-holomorphic curves asymptotic to R×Θi with
multiplicity mi at +∞ and to R×Θ′i with multiplicity m′i at −∞. The resulting homology is
denoted ECH (Y, λ,Γ, J), while the direct sum over all Γ is denoted ECH (Y, λ, J). Embedded
contact homology is equipped with a natural Z[U ]-module structure, and there exists a contact
class c(λ) = [∅] ∈ ECH (Y, λ, 0, J) corresponding to the empty set of Reeb orbits. For more
information, see the detailed expositions by Hutchings [11, 12].
It was conjectured that ECH (Y, λ, J) should in fact be a topological invariant of Y ,
independent of J and of the contact form λ, but direct proofs of this have been elusive. The
independence was finally established by Taubes, who showed the following in a long series of
papers [28, 29, 30, 31, 32]:
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Theorem 1.1 (Taubes). There is a canonical isomorphism of relatively graded Z[U ]-modules
ECH ∗(Y, λ,Γ, J) ∼= ĤM
−∗
(Y, sξ + PD(Γ)),
where ĤM
∗
denotes a particular version of Seiberg–Witten Floer cohomology [19] and sξ is the
canonical Spinc structure associated to ξ = ker(λ). This isomorphism sends the ECH contact
class c(λ) to the contact invariant [18] in Seiberg–Witten Floer cohomology.
More recently, following an extension of Heegaard Floer homology to balanced sutured
manifolds by Juha´sz [15] and subsequent analogues in Seiberg–Witten and instanton Floer
homologies by Kronheimer and Mrowka [20], Colin, Ghiggini, Honda, and Hutchings [4] defined
a generalization of embedded contact homology to sutured contact manifolds. To any sutured
contact 3-manifold (M,Γ) with contact form α and generic almost complex structure J tailored
to (M,α), they define the sutured embedded contact homology group
ECH (M,Γ, α, J),
with a direct sum decomposition
ECH (M,Γ, α, J) =
⊕
h∈H1(M)
ECH (M,Γ, α, J, h),
just as in the case of closed manifolds, and conjecture [4, Conjecture 1.2] that this is a
topological invariant of (M,Γ).
In this paper we prove that sutured ECH does not depend on the contact form α or the
almost complex structure J .
Theorem 1.2. Let (M,Γ) be a sutured manifold, and let α0, α1 be adapted, nondegenerate
contact forms on (M,Γ) such that ker(α0) and ker(α1) are isotopic rel a neighborhood of Γ.
For any two generic almost complex structures J0 and J1 tailored to (M,α0) and (M,α1),
respectively, there is an isomorphism
ECH (M,Γ, α0, J0) ∼= ECH (M,Γ, α1, J1)
which respects direct sum decompositions over H1(M) and sends the contact class c(α0) to the
contact class c(α1).
We hope to address the question of topological invariance in future work.
Theorem 1.2 was proved simultaneously by Colin, Ghiggini, and Honda [3, Theorem 10.2.2],
using a construction which is virtually identical to ours. Our strategy of proof is to embed
sutured contact manifolds (M,Γ, α) inside certain families (Yn, αn) of closed contact manifolds
whose construction is reminiscent of an open book decomposition. The contact forms αn are
such that given a constant L > 0, the ECH generators with symplectic action less than L
associated to (M,Γ, α, J) for a generic tailored almost complex structure J and to (Yn, αn, Jn)
for an appropriate extension Jn of J coincide canonically when n is sufficiently large, as well
as the moduli spaces of pseudo-holomorphic curves which define the respective differentials.
Hutchings and Taubes [14] constructed canonical isomorphisms between filtered ECH groups
for the closed contact manifolds (Yn, αn) with different choices of Jn, and we can transfer these
back to the filtered ECH groups for (M,Γ, α). We then turn isotopies of contact forms on
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(M,Γ) into exact symplectic cobordisms between the Yn and use the cobordism maps defined
in [14] for filtered ECH to relate the ECH groups for pairs of isotopic contact forms.
By construction, the isomorphism of Theorem 1.2 potentially depends on a choice of what
we call embedding data (see Definition 3.3) for (M,Γ, α), appearing in both our work and
in that of Colin–Ghiggini–Honda [3]. However, one might expect that the embedding data
(essentially the triple (Yn, αn, Jn)) should play a fairly minor role, since the filtered ECH group
which coincides with the appropriate filtered ECH group for (M,Γ, α, J) is concentrated near
the submanifold M ⊂ Yn. (See Section 2.1 for the precise definition of filtered ECH.) We
can make this precise using the correspondence results proved in the appendix to this paper
concerning Seiberg–Witten theory for completions of (M,Γ, α, J), allowing us to prove an
analogue of [14, Theorem 1.3] for sutured ECH.
Theorem 1.3. Let (M,Γ, α) be a sutured contact manifold.
(1) If α is an L-nondegenerate contact form, then there is a canonically defined group
ECH L(M,Γ, α) which is isomorphic to ECH L(M,Γ, α, J) for any J .
(2) If L < L′ and α is L′-nondegenerate, then there is a canonical map
iL,L
′
: ECH L(M,Γ, α)→ ECH L′(M,Γ, α)
induced by the maps iL,L
′
J of (2.1) and satisfying i
L,L′′ = iL
′,L′′ ◦ iL,L′ for L < L′ < L′′.
(3) The direct limit ECH (M,Γ, α) of the system ({ECH L(M,Γ, α)}L, {iL,L′}L,L′) is
canonically isomorphic to ECH (M,Γ, α, J) for any J .
The same results also produce a stronger version of Theorem 1.2:
Theorem 1.4. Fix a contact form α which is adapted to the sutured manifold (M,Γ), and
let Ξ(M,Γ, α) denote the space of cooriented contact structures on (M,Γ) which agree with
ker(α) on a neighborhood of ∂M . Then sutured ECH canonically defines a local system on
Ξ(M,Γ, α), i.e. a functor
ECH : Π1(Ξ(M,Γ, α))→ AbGroup,
from the fundamental groupoid of Ξ(M,Γ, α) to the category of Abelian groups. It canonically
assigns a group ECH (M,Γ, ξ, α|∂M ) to any ξ ∈ Ξ(M,Γ, α), depending only on ξ and on the
restriction of α to ∂M , and an isomorphism
Fξs : ECH (M,Γ, ξ0, α|∂M ) ∼−→ ECH (M,Γ, ξ1, α|∂M )
to any homotopy class of paths ξs ⊂ Ξ(M,Γ, α). These groups and isomorphisms decompose
naturally with respect to H1(M), and there is a contact class c(ξ) ∈ ECH (M,Γ, ξ, α|∂M )
satisfying Fξs(c(ξ0)) = c(ξ1) for all paths ξs.
Remark 1.5. All of the theorems stated above are true with integer coefficients. In Theorems
1.2 and 1.4 this requires some care, because we use the ECH cobordism maps defined by
Hutchings and Taubes [14, Theorem 1.9] (most notably throughout Section 4), and these are
only proved to work over Z/2Z. The issue is that one must choose a homology orientation
to avoid a sign ambiguity in the corresponding Seiberg–Witten Floer cobordism map. In
our case, we work with topologically product cobordisms, and these have canonical homology
orientations, so the cobordism maps on ECH exist and have the desired properties over Z.
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We do not know whether the local system of Theorem 1.4 has nontrivial monodromy: in
other words, whether there exists a closed loop ξs : (S
1, ∗) → Ξ(M,Γ, α) for some (M,Γ, α)
which induces a nontrivial automorphism of ECH (M,Γ, ξ∗, α|∂M ). This could potentially be
used to detect interesting topology in the space of contact structures on (M,Γ). In general
little is known about such spaces, though some cases are understood due to work of Eliashberg
[6, 7], Ding–Geiges [5], and Geiges–Klukas [8], among others.
The fact that the isomorphisms of Theorem 1.4 may depend on the paths ξs rather than
just their endpoints is not terribly surprising, however, because similar phenomena occur in
other sutured homology theories. In these other homology theories, one associates a natural
invariant to a sutured manifold and a canonical isomorphism to any diffeomorphism of sutured
manifolds; this naturality was proved for sutured Floer homology by Juha´sz and Thurston [16]
and for sutured monopole homology by Baldwin and the second author [1], and there is no
guarantee in either case that a sequence of diffeomorphisms whose composition is the identity
map on (M,Γ) will produce the identity on the sutured homology. For example, there is a
natural identification SFH(Y (p)) = ĤF (Y, p), where p is a point in the closed 3-manifold Y
and Y (p) is the complement of a ball around p with a single suture. Moving p along a closed
loop in Y produces an automorphism of ĤF and thus an action of π1(Y, p) on ĤF (Y, p) which
is expected to be nontrivial, and similarly for H˜M(Y, p) := SHM(Y (p)). In contrast, the
other variants }HM , ĤM , and HM of Seiberg–Witten Floer homology do not use a basepoint
or have a nontrivial π1-action [19], hence neither does ECH for closed manifolds, and the same
is expected for HF+, HF−, and HF∞ [16].
1.1. Organization. The organization of this paper is as follows. Section 2 reviews the
definition of sutured ECH and gathers some topological constructions involving contact
manifolds which will be used in upcoming parts of this paper. In Section 3 we show that
both ECH (M,Γ, α, J) and the filtered groups ECH L(M,Γ, α, J) are canonically independent
of the almost complex structure J , up to a choice of embedding data. In Section 4, we use
ECH cobordism maps to show that ECH (M,Γ, α) is also independent of α up to isotopy, and
we prove a weaker version of Theorem 1.4, showing that the claimed local system exists but
may also depend on embedding data. In Section 5 we use this to prove some properties of the
contact class in sutured ECH, and in Section 6 we show that isomorphisms corresponding to
attaching contact 1-handles can be made natural for certain compatible choices of embedding
data. In Section 7 we prove that all of the above constructions are independent of the
embedding data and hence canonical, completing the proof of Theorems 1.3 and 1.4. This relies
on the technical results in Appendix A, which relates the Seiberg-Witten Floer homology of
certain closed manifolds (the embedding data) to that of an open manifold built by completing
the sutured contact manifold (M,Γ, α).
1.2. Acknowledgements. The first two authors thank Russell Avdek, Michael Hutchings,
and Chris Wendl for helpful conversations. We are also greatly indebted to the third author
for providing the crucial correspondence results that make up the appendix, leading to a proof
of naturality.
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2. Sutured ECH and some related constructions
2.1. Sutured ECH. In this section we will recall the definition of sutured contact manifolds
and of sutured ECH from [4].
Definition 2.1 ([4, Definition 2.8]). A sutured contact manifold is a triple (M,Γ, α), where
M is an oriented 3-manifold with corners, Γ ⊂ ∂M is a closed, embedded, oriented multicurve,
and α is a contact form. We require the following to hold:
• There is a neighborhood
U(Γ) = [−1, 0]τ × [−1, 1]t × Γ
of Γ = {(0, 0)} × Γ such that U(Γ) ∩ ∂M is the closure of ∂U(Γ)r {−1} × [−1, 1] × Γ.
• The corners of M are {(0,±1)} × Γ.
• The closure of ∂M r {0} × [−1, 1]× Γ is a disjoint union of oriented surfaces
R+(Γ) ⊔R−(Γ),
where R±(Γ) has oriented boundary {(0,±1)} × Γ. (In particular, R−(Γ) has orientation
opposite to the boundary orientation of ∂M .)
• The contact form α restricts to Liouville forms β± on R±(Γ).
• On U(Γ) we have α = Cdt+ eτβ0 for some constant C > 0 and volume form β0 on Γ.
We will often refer to the neighborhood U(Γ) using the above coordinates τ and t; in these
coordinates the Reeb vector field on U(Γ) is 1C ∂t.
We remark that the sutured manifold (M,Γ) underlying a sutured contact manifold is always
balanced, meaning that χ(R+(Γ)) = χ(R−(Γ)). Indeed, up to rounding corners the boundary
∂M is a convex surface (in the sense of Giroux [9]) with respect to ξ = ker(α), having positive
region R+(Γ) and negative region R−(Γ), and so 〈e(ξ), ∂M〉 = χ(R+(Γ)) − χ(R−(Γ)). The
left side is zero since [∂M ] = 0 in H2(M), from which the claim follows.
Note that the last condition in Definition 2.1 implies that the Liouville forms on R±(Γ) ∩
U(Γ) = [−1, 0]τ × {±1}t × Γ are identical, namely they are equal to eτβ0 and have Liouville
vector field ∂τ . Thus we can extend (R±(Γ), β±) to complete Liouville manifolds (R̂±(Γ), β̂±)
by gluing on ends of the form ([0,∞)τ × {±1}t × Γ, eτβ0). Moreover, the Reeb vector field
Rα is everywhere transverse to R±(Γ), otherwise dβ±(Rα, ·) = dα(Rα, ·) = 0 would imply
that Rα = 0 at some point by the nondegeneracy of dβ±, which is a contradiction. Thus
we can extend the coordinate t on U(Γ) to collar neighborhoods (1 − ǫ, 1]t × R+(Γ) and
[−1,−1+ ǫ)t×R−(Γ) of R±(Γ) by declaring ∂t = C ·Rα, and hence write α = Cdt+β± there.
Definition 2.2 ([4, Section 2.4]). Let (M,Γ, α) be a sutured contact manifold. We define the
vertical completion (Mv, αv) of (M,α) to be the manifold
Mv =
(
(−∞,−1]×R−(Γ)
) ∪R−(Γ) M ∪R+(Γ) ([1,∞)×R+(Γ)),
with contact form αv equal to α on M and extended as Cdt + β± to the other pieces. This
manifold has boundary {0} × R× Γ, with contact form Cdt+ eτβ0 on a collar neighborhood
[−1, 0]τ × [−1, 1]t × Γ.
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The completion (M∗, α∗) of (M,Γ, α) is then the open manifold
M∗ =Mv ∪{0}×R×Γ [0,∞)× R× Γ,
with α∗|Mv = αv and α∗ = Cdt+ eτβ0 on the rest of M∗.
We remark that the t coordinate is well-defined on all of M∗ r int(M) and on a collar
neighborhood of ∂M , with the Reeb vector field equal to 1C ∂t throughout these regions, hence
all closed Reeb orbits of α∗ lie entirely inM . There is also a well-defined region [−1,∞)τ×R×Γ
with associated τ coordinate, where we have α = Cdt+ eτβ0.
Given a contact manifold (Y, α) with ker(α) = ξ oriented by dα, we say an almost complex
structure J on the symplectization Rs × Y is α-adapted if it is s-invariant, preserves ξ, and
satisfies J(∂s) = Rα and dα(v, Jv) > 0 for all nonzero v ∈ ξ.
Definition 2.3 ([4, Section 3.1]). An almost complex structure J on R ×M∗ is tailored to
the completion (M∗, α∗) if it is α∗-adapted and ∂t-invariant on a neighborhood of Rs× (M∗r
int(M)), and if moreover its projection J0 to the completed Liouville manifolds (R̂±(Γ), β̂±)
is β̂±-adapted, meaning that
• On R±(Γ), we have dβ±(v, J0v) > 0 for all nonzero tangent vectors v;
• On the ends [0,∞)τ ×{±1} × Γ, J0 is τ -invariant and sends ∂τ to the unique tangent
vector Rβ0 to {(τ,±1)} × Γ satisfying β0(Rβ0) = 1.
Definition 2.4 ([4, Section 6.3]). Let (M,Γ, α) be a sutured contact manifold with a
non-degenerate contact form α and completion (M∗, α∗) and generic (in the sense of [13])
tailored almost complex structure J on R×M∗. Then we define the chain complex
ECC (M,Γ, α, J)
to be generated over Z by orbit sets of (M∗, α∗), with differential ∂ such that the coefficient
〈∂Θ+,Θ−〉 is a signed count of elements in the moduli space
MI=1(R×M∗, J ; Θ+,Θ−)
of ECH index 1 J-holomorphic curves from Θ+ to Θ−. The resulting sutured embedded contact
homology group is denoted ECH (M,Γ, α, J).
The definition of sutured ECH is identical to the definition of ECH for closed manifolds, as
is the proof that ∂2 = 0 modulo some extra analysis (see [4, Section 6.1]). It is helpful to note
that given two orbit sets Θ+ and Θ−, which we will sometimes call ECH generators, no curve
u ∈ MI=1(R ×M∗, J ; Θ+,Θ−) can enter the region of R ×M∗ where τ > 0 by [4, Lemma
5.5], and that for fixed Θ+ and Θ−, the t-coordinates on any curve in this moduli space are
uniformly bounded by [4, Proposition 5.20].
We will also make extensive use of the symplectic action filtration on ECH, whose definition
and important properties are borrowed verbatim from the analogue for closed contact
manifolds.
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Definition 2.5 ([14, Section 1.2]). Let (M,Γ, α) be a sutured contact manifold. The
symplectic action of an ECH generator Θ = {(Θi,mi)} is defined as
Aα(Θ) :=
∑
i
mi
∫
Θi
α.
Let (M,Γ, α) have no Reeb orbits of action equal to L, and all Reeb orbits of action less than
L be nondegenerate. Fix a tailored almost complex structure J on R ×M∗ for which the
genericity condition from [13] holds only for those orbit sets with action less than L. Such
almost complex structures are called ECHL-generic. Then define the filtered ECH subcomplex
ECCL(M,Γ, α, J) ⊂ ECC (M,Γ, α, J)
to be generated by all admissible orbit sets of action strictly less than L. Its homology is
denoted ECH L(M,Γ, α, J).
The fact that ECCL is a subcomplex follows from the fact that if there is a J-holomorphic
curve other than a product cylinder from Θ+ to Θ−, then Aα(Θ+) ≥ Aα(Θ−) by Stokes’s
theorem, hence ∂ lowers the symplectic action.
Given any L < L′, there are also natural maps
iL,L
′
J : ECH
L(M,Γ, α, J) → ECH L′(M,Γ, α, J) (2.1)
induced by the inclusion ECCL →֒ ECCL′ , whose direct limit as L → ∞ is the unfiltered
homology group ECH (M,Γ, α, J). Hutchings and Taubes [14, Theorem 1.3] showed in the
closed case that for any J and J ′ there are canonical isomorphisms
ECH L(Y, λ, J)
∼−→ ECH L(Y, λ, J ′)
which compose naturally and commute with the various iL,L
′
J and i
L,L′
J ′ . Thus for closed
contact 3-manifolds, filtered ECH defines a canonical group ECH L(Y, λ) for any L, together
with canonical maps iL,L
′
: ECH L(Y, λ) → ECH L′(Y, λ); these are independent of J but
depend on λ since it is what we use to define the action functional Aλ. In Section 3 we will
prove similar results for filtered sutured ECH.
2.2. Contact 1-handles. In this section we will discuss how to attach contact 1-handles
to a sutured contact manifold. A contact 1-handle is a 3-manifold with corners of the form
H × [−1, 1] where H is topologically a disk, equipped with a contact form that is invariant
under translations along the [−1, 1] factor, and it is attached to M along neighborhoods of a
pair of points in Γ suitably to form a new sutured contact manifold.
Theorem 2.6. Let (M,Γ, α) be a sutured contact manifold, and choose distinct points p, q ∈ Γ.
Then it is possible to attach a contact 1-handle H × [−1, 1]t to M along p and q to produce a
new sutured contact manifold (M ′,Γ′, α′) such that
(1) M is a submanifold of M ′, and α′|M = α.
(2) The contact form α′ has the form Cdt+ β˜ on H × [−1, 1], where β˜ is a 2-form on H.
In particular, the Reeb vector field is 1C ∂t on H × [−1, 1], and so the Reeb orbits of (M ′, α′)
are canonically identified with those of (M,α).
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Proof. We start by choosing a coordinate θ on each component of Γ so that p and q have disjoint
embedded neighborhoods of the form Np, Nq ≃ [−1, 1]θ ⊂ Γ, with p and q at coordinate 0 in
their respective neighborhoods and such that β0|Np∪Nq = Kdθ for some constant K. Thus
along [−1, 0]τ × [−1, 1]t ×Np and [−1, 0]τ × [−1, 1]t ×Nq we can write
α = Cdt+Keτdθ.
Since the points p, q have neighborhoods contained entirely within U(Γ), where the contact
structure is t-invariant, and since (R+(Γ),Ke
τdθ) is a Liouville domain, it will suffice to
describe how to attach a Weinstein 1-handle H [35] to R+(Γ) along the points p+ = (0, 1, p)
and q+ = (0, 1, q) so that the resulting domain (R+(Γ) ∪H, β˜) satisfies
β˜|R+(Γ) = α|R+(Γ) = Keτdθ.
Then the restriction of the new contact form α′ to the 3-dimensional 1-handle H × [−1, 1]t
will read Cdt+ β˜, as promised.
We now describe a model of our 1-handle. Fix a constant L >
√
K2 + 2, let A = L
2
2 − 1,
and consider the compact region Ω ⊂ R2 defined by
x2
2
− y2 ≤ A and −1 ≤ y ≤ 1
with area form ω = dx∧ dy. This region has “vertical” boundary components defined by arcs
of the hyperbola x
2
2 − y2 = A between y = −1 and y = 1, and its “horizontal” boundary
components are the line segments satisfying y = ±1 and −L ≤ x ≤ L. The area form
has a primitive β = −2ydx − xdy, for which the vector field Y = −x∂x + 2y∂y satisfies
ιY dβ = ιY ω = β. In fact, this vector field is normal to the vertical part of ∂Ω, where it points
into Ω, and it is transverse to the horizontal part of ∂Ω pointing outward. See Figure 1.
a
x
y
Figure 1. A model 1-handle Ω, bounded by x
2
2 − y2 ≤ A and −1 ≤ y ≤ 1.
Next, we wish to glue the neighborhood {0}τ × {1}t × [−1, 1]θ ⊂ ∂R+(Γ) of p+ to the
leftmost vertical arc a of ∂Ω. We will use the diffeomorphism f : [−1, 1]→ a defined by
f(θ) = (−
√
2(θ2 +A), θ),
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which satisfies
f∗(β|a) = f∗(−2ydx− xdy) = 6θ
2 + 2A√
2(θ2 +A)
dθ.
Letting g(θ) = 6θ
2+2A√
2(θ2+A)
, we see that g(θ) ≥√2(θ2 +A) > K for all θ as long as A > K22 , or
equivalently L >
√
K2 + 2.
In the symplectization ([0,∞)τ × {1}t × [−1, 1]θ ,Keτdτ ∧ dθ), the graph Γ of ln(g(θ)/K)
is a contact-type hypersurface with contact form equal to f∗(β|a). Thus it has a small collar
neighborhood defined by ∣∣∣∣τ − ln(g(θ)K
)∣∣∣∣ < ǫ
which is canonically identified with the symplectization ((−ǫ, ǫ)τ ×a, d(eτ ·β|a)). On the other
hand, the region of the plane defined by the time < ǫ flow of Y from a is also symplectomorphic
to ([0, ǫ)τ × a, d(eτ ·β|a)), identifying Y with ∂τ since Y is a symplectic vector field transverse
to a, and so we can glue the region S of [0,∞)τ × {1}t × [−1, 1]θ defined by
0 ≤ τ ≤ ln
(
g(θ)
K
)
to Ω along their boundaries, identifying Γ with a and ∂τ with Y . This produces the glued-up
symplectic manifold and 1-form
(R+(Γ) ∪τ=0 S ∪τ=ln(g/K) Ω, β˜)
as seen in Figure 2. By construction, the 1-form β˜ agrees with Keτdθ and β on R+(Γ) and
Ω, respectively.
R+(Γ)
S
Ωθ
−1
1
τ−1 0
Figure 2. The surfaces R+(Γ) and Ω are glued together by inserting a piece
S of the symplectization [0,∞)τ × [−1, 1]θ .
If we repeat the same procedure to attach a neighborhood of q+ to the rightmost vertical
arc of ∂Ω, the result is an ordered pair (R′, β˜), where R′ is topologically the union of R+(Γ)
and a 1-handle, and β˜ is a primitive of the area form constructed on R′. The vector field
Y˜ satisfying ιY˜ dβ˜ = β˜ is equal to ∂τ on ∂R
′ ∩ ∂R+(Γ), points outward along int(∂R′ ∩ ∂Ω),
and is tangent to ∂R′ along ∂R′ ∩ ∂S. In order to produce a Liouville domain, however, we
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need ∂R′ to be smooth and Y˜ to point out along ∂R′, so we achieve this by carving out the
actual 1-handle from R′. Specifically, we take R′ ∩Ω to consist of the region |y| ≤ 12 . We then
extend this boundary curve y = 12 smoothly along the S regions as the graph of a monotonic
function of τ so that it is always transverse to Y˜ = ∂τ and extends smoothly to the segment
{0}τ ×{1}t× [1, 1+ ǫ]θ of ∂R+(Γ). We reflect this curve across the lines y = 0 on Ω and θ = 0
on S to get an analogous curve containing the line y = −12 , and then we declare these two
curves to be the boundary of the 1-handle H; see Figure 3.
R+(Γ) R+(Γ)H
Figure 3. The Weinstein 1-handle H glued to R+(Γ).
Finally, now that we have glued a Weinstein 1-handle to R+(Γ) to get a new Liouville
domain (R+(Γ
′), β˜) with Liouville vector field Y˜ , we need to check that we can find a collar
neighborhood [−1, 0]τ × ∂R+(Γ′) of the boundary on which ∂τ = Y˜ . This is automatically
satisfied at all points except possibly those which belonged to the model Ω, since Y˜ was equal
to the original vector field ∂τ everyhere else. On Ω, however, we have Y˜ = −x∂x + 2y∂y, and
so the time-t flow of −Y˜ from a point (x,±12 ) is (xet,±12e−2t). It is easy to check that these
flows are all disjoint for 0 ≤ t ≤ 1, as desired. Note that this collar neighborhood is contained
entirely within the union of H and [−1, 0]τ × ∂R+(Γ).
We can now define the tuple (M ′,Γ′, α′). We let M ′ be constructed by attaching the handle
H × [−1, 1]t = R+(Γ′)rR+(Γ)× [−1, 1]t
to M in the obvious way; its contact form α′ is taken to be α on M , hence Cdt + eτβ0 on
U(Γ), and so it extends over H × [−1, 1] as Cdt + β˜. This is shown in Figure 4, with the
new sutures Γ′ in red. We define U(Γ′) = [−1, 0]τ × [−1, 1]t × Γ′ by identifying τ = 0 with
the closure of ∂M ′ r (R+(Γ′) ∪ R−(Γ′)), and then extending this to the rest of −1 ≤ τ ≤ 0
by the flow of Y˜ . (Although Y˜ was only defined on R+(Γ
′), the neighborhood U(Γ′) is still
well-defined because U(Γ′) is contained within U(Γ)∪ (H × [−1, 1]), which is by construction
identified as a region of R+(Γ
′) times [−1, 1]t.) It is straightforward to check that (M ′,Γ′, α′)
satisfies the hypotheses of Theorem 2.6, so the proof is complete. 
2.3. Liouville forms on the boundary. Suppose that (M,Γ, α) is a sutured contact
manifold whose horizontal boundary regions R+(Γ) and R−(Γ) are diffeomorphic rel boundary.
We may wish to glue R+(Γ) to R−(Γ) in a way which preserves not only the contact structure
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H × {1}
H × {−1}
∂
M
∂
M
t
1
−1
τ
−1 0
p qθ
−1
1
τ0 −1
Γ′
Figure 4. The new sutured manifold (M ′,Γ′). The dotted lines on the interior
show the boundary and sutures of the original (M,Γ).
but also the contact form, and so it would be useful to know that the Liouville forms
β± = α|R±(Γ) are equal under some diffeomorphism. We will show in this subsection that
this can be done without changing the ECH chain complex or even the symplectic action
functional.
First, we note that α has the form Cdt+β± in collar neighborhoods of the surfaces R±(Γ),
and likewise Cdt+ β on the neighborhood U(Γ) of Γ, and it may be convenient to replace C
with a larger constant. We now explain how to do this.
By definition, there exists a parametrization ψ : (−1, 0]τ × [−1, 1]t × Γ → U(Γ), and
neighborhoods of R+(Γ) and R−(Γ) respectively diffeomorphic to (1 − ǫ+, 1] × R+(Γ) and
[−1,−1+ ǫ−)×R−(Γ) for some ǫ−, ǫ+ ≪ 1. The contact form α restricts to U(Γ) and each of
the latter neighborhoods respectively as Cdt+ β, Cdt+ β+, and Cdt+ β− for some C. Now,
let t0 > 0 and define
Mt0 =M ∪{1}×R+(Γ) [1, 1 + 2t0]t ×R+(Γ).
The latter is a sutured contact manifold with sutures Γt0 = {t0} × Γ in a neighborhood
U(Γt0) = U(Γ)
⋃
(−1,0]τ×{1}×Γ
(−1, 0]τ × [1, 1 + 2t0]t × Γ,
and adapted contact form αt0 extending α over [1, 1 + t0]t × R+(Γ) as Cdt + β+. In these
coordinates we have R+(Γt0) = {1+2t0}×R+(Γ) and R−(Γt0) = R−(Γ). We may parametrize
U(Γt0) via
Ψ : (−1, 0]τ × [−1, 1]t′ × Γ→ U(Γt0)
such that Ψ(τ, t′, θ) = (τ, (1+ t0)t′+ t0, θ). With respect to this parametrization, we compute
αt0 |U(Γt0 ) = C(1 + t0)dt
′ + β,
and there exist collar neighborhoods of R+(Γt0) and R−(Γt0) respectively diffeomorphic to
(1 − ǫ++2t01+t0 , 1] × R+(Γt0) and [−1,−1 +
ǫ−
1+t0
) × R−(Γt0) in this parametrization. Note that
ǫ+ <
ǫ++2t0
1+t0
for any t0 > 0. On these neighborhoods, αt0 reads C(1 + t0)dt
′ + β+ and
C(1 + t0)dt
′ + β−, respectively.
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Now consider the completions (M∗, α∗) and (M∗t0 , α
∗
t0) of the sutured contact 3-manifolds
(M,Γ, α) and (Mt0 ,Γt0 , αt0), respectively, as in [4, Section 2.4]. The completions (M
∗, α∗)
and (M∗t0 , α
∗
t0) are identical. Therefore, an almost complex structure J tailored to (M
∗, α∗) is
also tailored to (M∗t0 , α
∗
t0) and vice versa, and so we have proved the following.
Lemma 2.7. There exists a canonical isomorphism ECH (M,Γ, α, J) ∼=
ECH (Mt0 ,Γt0 , αt0 , J). Moreover, since any closed Reeb orbits in (Mt0 , αt0) actually lie
in (M,α = αt0 |M ), the action functionals Aα and Aαt0 are identical, and so this canonical
isomorphism preserves the action filtration on each homology group.
Remark 2.8. Note that the above construction and lemma would hold if we replaced R+(Γ)
with R−(Γ). Also, this construction does not require that R+(Γ) be diffeomorphic to R−(Γ),
but rather works for any sutured contact manifold.
Thus we can replace the constant C appearing in α with any C ′ > C by taking t0 =
C′−C
C . With the above understood, we now turn to the question of whether we can find a
diffeomorphism between the two Liouville manifolds (R+(Γ), β+) and (R−(Γ), β−).
Lemma 2.9. Let (M,Γ, α) be a sutured contact manifold with completion (M∗, α∗) and
tailored almost complex structure J on R ×M∗, and suppose that there is a diffeomorphism
ψ : R+(Γ)→ R−(Γ) which fixes U(Γ) = [−1, 0]τ × [−1, 1]t × Γ in the sense that
ψ(τ, 1, x) = (τ,−1, x).
Then there is a sutured contact manifold (M ′,Γ′, α′) and tailored almost complex structure J ′
on R× (M ′)∗ such that:
(1) There exists a diffeomorphism (M,Γ, U(Γ))
∼−→ (M ′,Γ′, U(Γ′)) such that α and α′ agree
away from collar neighborhoods of ∂M and ∂M ′. In particular, the closed Reeb orbits of
(M,Γ) are the same with respect to either contact form, and the action functionals Aα
and Aα′ are equal.
(2) There is a diffeomorphism f : R+(Γ
′) → R−(Γ′) such that f∗(β′−) = β′+, and f is
isotopic to ψ under the identifications R+(Γ
′) ∼= R+(Γ) and R−(Γ′) ∼= R−(Γ) (which
are well-defined up to isotopy).
(3) There is a canonical isomorphism ECC (M,Γ, α, J) ∼= ECC (M ′,Γ′, α′, J ′), defined by
sending an orbit set Θ ∈ ECC (M,Γ, α, J) to itself.
Proof. We start by identifying small neighborhoods of R+(Γ) and R−(Γ) with [1−ǫ, 1]×R+(Γ)
and [−1,−1 + ǫ]×R−(Γ), respectively. On these neighborhoods, α has the form
α = Cdt+ β±
where β± is a Liouville form on R±(Γ) which restricts to eτβ0 on R±(Γ)∩U(Γ). We then glue
the contact manifolds
([1,∞) ×R+(Γ), Cdt+ β+) and ((−∞,−1]×R−(Γ), Cdt+ β−)
to M along R+(Γ) and R−(Γ) respectively to form the vertical completion (Mv , αv) as in
Definition 2.2.
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Given the diffeomorphism ψ : R+(Γ) → R−(Γ), we know that ψ∗β− and β+ are identical
along R+(Γ) ∩U(Γ). We will construct an isotopy φλ : R+(Γ) →֒ (1− ǫ2 , 1 + ǫ2)×R+(Γ) such
that
• φ0 is the embedding x 7→ (1, x).
• Each φλ(R+(Γ)) is transverse to the Reeb vector field 1C ∂t.• For all x ∈ R+(Γ) ∩ U(Γ) and all λ ∈ [0, 1], we have φλ(x) = (1, x).
• ψ∗β− = φ∗1αv.
Take the contact 1-forms αv = Cdt+ β+ and α
′
v = Cdt+ ψ
∗β− on (1− ǫ2 , 1 + ǫ2)×R+(Γ).
For any λ ∈ [0, 1] the 1-form αλ = λαv + (1 − λ)α′v = Cdt+ [λβ+ + (1 − λ)ψ∗β−] is contact
on (1 − ǫ2 , 1 + ǫ2) × R+(Γ) since each βλ = λβ+ + (1 − λ)ψ∗β− is a Liouville form on R+(Γ).
Now we will apply the Moser trick to the family of contact 1-forms αλ to construct a vector
field vλ = h∂t + uλ such that
Lvλαλ +
dαλ
dλ
= 0.
If φ˜λ is the flow of vλ, then it will follow from the identity
d
dλ
(
φ˜∗λ(αλ)
)
= φ˜∗λ(Lvλαλ + α˙λ)
that φ˜∗λ(αλ) is constant, and hence φ˜
∗
1(αv) = φ˜
∗
1(α1) is equal to φ˜
∗
0(α0) = α
′
v. Note that
Lvλαλ = ιvλdαλ + dιvλαλ
= ιuλdβλ + d(Ch+ ιuλβλ)
dαλ
dλ
= β+ − ψ∗β−.
Hence, solving the equation
ιuλdβλ = ψ
∗β− − β+
for the vector field uλ, we obtain the desired vector field as vλ = − ιuλβλC ∂t + uλ, which is
t-independent. In light of Lemma 2.7, assume that C is sufficiently large so that this vector
field induces an isotopy
φ˜λ :
(
1− ǫ
4
, 1 +
ǫ
4
)
×R+(Γ) →֒
(
1− ǫ
2
, 1 +
ǫ
2
)
×R+(Γ)
satisfying φ˜∗1αv = α′v. Note also that since αv = α′v on (1 − ǫ4 , 1 + ǫ4) × (R+(Γ) ∩ U(Γ)), the
isotopy is the identity over this region. Then φλ := φ˜λ|{1}×R+(Γ) satisfies the properties listed
above.
By the isotopy extension theorem, we can extend φλ to an isotopy of all of Mv which is
supported on (1−ǫ, 1+ǫ)×R+(Γ) and fixes U(Γ) pointwise. Now letM ′ denote the submanifold
φ1(M) of Mv. This is a sutured contact manifold with sutures Γ
′ = Γ, R−(Γ′) = R−(Γ) and
R+(Γ
′) = φ1(R+(Γ)), and contact form α′ = αv|M ′ . On M r ((1 − ǫ, 1] × R+(Γ)) we have
φ∗1(αv) = α, thus
φ1|M : (M,Γ, U(Γ))→ (M ′,Γ′, U(Γ′))
is a diffeomorphism satisfying condition (1). Regarding φ1|R+(Γ) as a diffeomorphism from
R+(Γ) to R+(Γ
′), the diffeomorphism
f = ψ ◦ (φ1|R+(Γ))−1 : R+(Γ′)→ R−(Γ)
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satisfies f∗β− = αv|R+(Γ′) =: β′+, and it is isotopic to ψ by construction. This proves condition
(2).
Finally, if we complete (M ′,Γ′, α′) vertically then it is clear that the resulting manifold
is canonically (Mv, αv). Thus when we extend horizontally as well, the resulting completed
manifold (M ′∗, α′∗) is identical to the completion (M∗, α∗) of (M,Γ, α). Since R+(Γ′) is a
smooth perturbation of R+(Γ) in Mv, it is easy to check that J
′ = J is tailored to (M∗, α∗)
if we take ǫ, and hence the perturbation, sufficiently small. We conclude that
ECH (M,Γ, α, J) = ECH (M∗, α∗, J) = ECH ((M ′)∗, (α′)∗, J ′) = ECH (M ′,Γ′, α′, J ′),
as desired. 
2.4. Closed manifolds and continuation maps. We wish to imitate the neck-stretching
arguments of [4] to show that sutured ECH does not depend on a choice of almost complex
structure or contact form, and that gluing contact 1-handles to (M,Γ, α) preserves ECH up
to isomorphism. In order to do so, we will need to use filtered ECH and define suitable
continuation maps (cf. [14]), and the latter will require us to work with closed contact
manifolds.
Lemma 2.10. Let (M ′,Γ′, α′) be a sutured contact manifold with connected suture Γ′ such
that α′ = Cdt+ β′± on neighborhoods of R±(Γ′). Suppose that there is a diffeomorphism
f : R+(Γ
′)→ R−(Γ′)
sending [−1, 0]τ ×{1}t×Γ′ ⊂ R+(Γ′)∩U(Γ′) to [−1, 0]τ ×{−1}t×Γ′ ⊂ R−(Γ′)∩U(Γ′) by the
map (τ, 1, x) 7→ (τ,−1, x), and that f∗(β′−) = β′+. Then for each N > 0 and n > N2C , there is
a contact manifold (M ′n, α′n) and an embedding
(M ′, α′) →֒ (M ′n, α′n)
such that α′n|M ′ = α′ and
(1) ∂M ′n is a pre-Lagrangian torus foliated by Reeb orbits of action at least N ;
(2) M ′ ∩ ∂M ′n = {0} × [−1, 1] × Γ′ ⊂ U(Γ′);
(3) if γ ⊂M ′n is a closed Reeb orbit of action less than N for α′n, then γ ⊂M ′.
Proof. Let M ′n be the 3-manifold(
M ′ ∪ ([−n, n]t ×R+(Γ′))
)
/∼,
in which we glue R+(Γ
′) ⊂ M ′ to {−n} × R+(Γ′) by the identity map and {n} × R+(Γ′) to
R−(Γ′) ⊂M ′ by f . This admits a contact form α′n which restricts toM ′ and to [−n, n]×R+(Γ′)
as α′ and Cdt + β′+, respectively. The Reeb vector field on [−n, n] × R+(Γ′) is 1C ∂t, so any
closed Reeb orbit γ of (M ′n, α′n) which passes through some point (t0, x) of [−n, n] × R+(Γ′)
must contain all of [−n, n]× {x}, and in particular∫
γ
α′n ≥
∫
[−n,n]×{x}
Cdt+ β′+ = 2Cn.
If we take n > N2C then it follows that Aα′n(γ) > N .
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The boundary of the contact manifold (M ′n, α′n) is now a pre-Lagrangian torus diffeomorphic
to {0}τ ×S1t ×Γ′, where S1t is formed by identifying the endpoints of the [−1, 1]-factor of U(Γ′)
with the endpoints of the [−n, n]-factor of [−n, n] × R+(Γ′). The contact form α′n is equal
to Cdt + eτβ0 on the collar neighborhood [−1, 0]τ × S1t × Γ′ of ∂M ′n, where β0 is a volume
form on Γ′. The boundary of M ′n is foliated by closed orbits of the Reeb vector field
1
C ∂t with
action at least N , and any Reeb orbit of action at most N lies on the interior of M ′ ⊂M ′n, so
(M ′n, α′n) satisfies all of the desired conditions. 
Proposition 2.11. Let (M ′′, α′′) be a contact manifold whose boundary is a pre-Lagrangian
torus with collar neighborhood diffeomorphic to
([−1, 0]τ × S1t × Γ, Cdt+ eτβ0),
where β0 is a volume form on Γ ∼= S1, and ∂M ′′ is identified with the {τ = 0} locus. If each
Reeb orbit on the boundary has action greater than 2N , then there is a closed contact manifold
(Y, λ) and an embedding
(M ′′, α′′) →֒ (Y, λ)
such that λ|M ′′ = α′′ and every closed Reeb orbit γ ⊂ (Y, λ) with Aλ(γ) < N lies in M ′′.
Proof. We will form (Y, λ) by gluing a solid torus to ∂M ′′ with an appropriate contact form,
following Thurston–Winkelnkemper [33]. Suppose for convenience that we have picked a
coordinate θ on Γ so that β0 = Kdθ for some constant K > 0, and so α
′′ = Cdt+Keτdθ on a
neighborhood of ∂M ′. Let lt > 2NC denote the length of S
1
t with respect to the t coordinate,
so that for example if (M ′′, α′′) was constructed in the proof of Lemma 2.10 as (M ′n, α′n) then
we would have lt = 2n + 2, and likewise let lθ denote the length of Γ in the θ coordinate.
Consider the solid torus T = D2(r,t) × S1θ , where D2 has radius ρ = lt2π , t is an angular
coordinate measuring arclength along ∂D2, and S1θ is identified with Γ. We will glue ∂T to
∂M ′′ by the map
(r = ρ, t, θ) 7→ (τ = 0, t, θ),
identifying the coordinate r on T with ρ− τ on ∂M ′′. We thus wish to find a contact form
λT = f(r)dθ + g(r)dt
on T, satisfying the contact condition fg
′−gf ′
r > 0, such that
(f, g) =
{
(Keρ−r, C) for r ≥ 3ρ4
(A, r2) for r ≤ 2ρ3
for some constant A > Nlθ which also satisfies A > Ke
ρ. The Reeb vector field on T will be
RλT =
g′∂θ − f ′∂t
fg′ − gf ′ .
Thus on the region where (f, g) = (A, r2), near r = 0, we will have RλT =
1
A∂θ and so the
Reeb orbits will have the form γr0,t0 = (r0, t0) × S1θ , with AλT(γr0,t0) = Alθ > N . Similarly,
on the region where (f, g) = ((Keρ)e−r, C), near r = ρ, we will have RλT =
1
C ∂t, so the Reeb
orbits will have the form γr0,θ0 = {r = r0} × {θ0} and action 2πr0 · C. By assumption we
know that 2πρ · C > 2N , or equivalently that πρ · C > N .
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We now define (f(r), g(r)) as a smooth path satisfying fg
′−gf ′
r > 0 and the above boundary
conditions near r = 0 and r = ρ, and such that
• f ′(r) ≤ 0 and g′(r) ≥ 0 for all r, and f ′(r) < 0 whenever r < A.
• f ′(r) and g′(r) are never simultaneously 0.
• f(r) = A for all r ≤ 2ρ3 , and 3C4 < g(2ρ3 ) < C.
See Figure 5 for a graph of (f, g). Each torus r = r0 is foliated by Reeb orbits, and these are
C
AK
r = 0
r = 2ρ
3
r = ρ
f
g
Figure 5. A graph of the functions (f(r), g(r)) used to construct λ, 0 ≤ r ≤ ρ.
closed when −f
′
g′ =
2πr0m
lθn
for some relatively prime, nonnegative integers m and n. In this
case each embedded Reeb orbit γ has action
AλT(γ) =
∫
γ
f(r0)dθ + g(r0)dt = f(r0) · lθn+ g(r0) · 2πr0m.
If m ≥ 1 then −f ′(r0) > 0, so r0 > 2ρ3 and g(r0) ≥ g(2ρ3 ) > 3C4 and thus
AλT(γ) ≥ g(r0) · 2πr0 >
3C
4
· 2π
(
2ρ
3
)
= πρ · C > N.
Otherwise m = 0, hence f ′(r0) = 0 and n = 1 and so AλT(γ) ≥ f(r0) · lθ = Alθ > N . We
conclude that all closed Reeb orbits of (T, λT) have action greater than N , and so
(Y, λ) = (M ′′, α′′) ∪ (T, λT)
is the desired closed contact manifold. 
Remark 2.12. Although it will not be needed, we can strengthen Proposition 2.11 by only
requiring that the Reeb orbits along ∂M ′′ have action at least (1 + ǫ)N for any fixed ǫ > 0.
The use of 2N comes from the construction of the pair (f(r), g(r)), where we chose f(r) = A
for all r ≤ 23ρ and g
(
2
3ρ
)
> 34C, but if we replace the fractions
2
3 and
3
4 with (1 + ǫ)
−1/2 then
the case m ≥ 1 in the proof would become AλT(γ) > 2πρC1+ǫ , and 2πρC is exactly the action of
those boundary orbits.
Suppose we have a sutured contact manifold (M ′,Γ′, α′) with connected suture, and we
choose a constant L > 0. Then we can use Lemma 2.10 to embed (M ′, α′) inside some
(M ′′, α′′) = (M ′n, α′n) such that ∂M ′′ is pre-Lagrangian and any Reeb orbit of (M ′′, α′′) with
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action at most 2L is contained in M ′. By Proposition 2.11, since the Reeb orbits on ∂M ′′
have action greater than 2L, we can then glue on a solid torus to get a closed contact manifold
(Y, λ) such that
• There is an embedding M ′ →֒ Y such that λ|M ′ = α′;
• Every Reeb orbit of (Y, λ) of action at most L lies inside M ′.
We will make repeated use of this construction in Sections 3 and 4.
3. Independence of the almost complex structure
Let (M,Γ, α) be a sutured contact manifold. In this section we will prove that the embedded
contact homology of (M,Γ, α) does not depend on a choice of almost complex structure. More
precisely, given generic tailored almost complex structures J and J ′ on R×M∗, where M∗ is
the completion of M , we will construct isomorphisms on filtered ECH ,
ΦLJ,J ′ : ECH
L(M,Γ, α, J)
∼−→ ECH L(M,Γ, α, J ′),
which commute with the natural inclusion-induced maps iL,L
′
: ECH L → ECH L′ on either
side and thus induce an isomorphism in the direct limit,
ΦJ,J ′ : ECH (M,Γ, α, J)
∼−→ ECH (M,Γ, α, J ′).
We will assume throughout that there are no ECH generators of action exactly equal to L
or L′ whenever these variables appear. We also remark that we can treat J and J ′ as being
defined only on R ×Mv where Mv is the vertical completion of Definition 2.2, since by [4,
Lemma 5.5] no holomorphic curve appearing in the construction of ECH will enter the rest
of R×M∗.
We begin by forming a new sutured contact manifold (M ′,Γ′, α′) from (M,Γ, α) by choosing
pairs of points (pi, qi) ∈ Γ and attaching a contact 1-handle Hi along each pair as in Theorem
2.6. We insist on adding these Hi in such a way that Γ
′ is connected, and hence R+(Γ′) is
connected and diffeomorphic to R−(Γ′). For example, if Γ has components Γ0, . . . ,Γk for some
k ≥ 0, then we can pick distinct points pi ∈ Γ0 and qi ∈ Γi and attach Hi to the pair (pi, qi) for
each i = 1, . . . , k. (If Γ is connected then we do not need to attach any handles at all.) Note
that this procedure preserves both the collection of closed orbits and the action functional.
By Lemma 2.9, we can arrange without changing the completion ((M ′)∗, (α′)∗) that there is
a diffeomorphism f : R+(Γ
′) → R−(Γ′) such that f∗(β′−) = β′+, where β′± are the Liouville
forms on R±(Γ′). Let H denote the collection of 1-handles used to construct M ′ from M and
JH denote any extension of J to R× (M ′)∗.
Lemma 3.1. Let Θ+ and Θ− be generators of ECC (M,Γ, α, J). Then
MI=1(R×M∗, J ; Θ+,Θ−) =MI=1(R × (M ′)∗, JH; Θ+,Θ−).
Proof. Any curve C ∈ MI=1(R ×M∗, J ; Θ+,Θ−) corresponds to a unique JH-holomorphic
curve in R × (M ′)∗ in an obvious way, since as mentioned above we know from [4, Lemma
5.5] that no point of C projects into the region {τ ≥ 0} of M∗. Conversely, any curve in
MI=1(R × (M ′)∗, JH; Θ+,Θ−) whose projection to (M ′)∗ avoids the handles Hi corresponds
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to a unique J- holomorphic curve in R×M∗, so our goal is to show that these curves do not
enter the handles.
Let C ∈ MI=1(R×(M ′)∗, JH; Θ+,Θ−) be a curve whose projection enters one of the handles
Hi = H × [−1, 1]t, where the contact form is α′ = Cdt+ β for some 2-form β on H. If we let
(τ, t, θ) denote the coordinates on Hi∩U(Γ′) induced from U(Γ′) = [−1, 0]τ×[−1, 1]t×Γ′, then
we can identify a surface H∗ by attaching a cylindrical end of the form [0,∞)τ × (Γ′ ∩ ∂H)
to H along {τ = 0}; the associated region H∗ ×Rt ⊂ (M ′)∗ is fibered by Reeb trajectories of
the form {x} ×Rt. Fix a point p0 = (x0, t0) ∈ H × [−1, 1] which lies in the projection of C to
(M ′)∗, and let γ0 = {x0} × R be the Reeb trajectory through that point. Then we can take
any point x1 ∈ H∗rH with positive τ -coordinate, on the Reeb trajectory γ1 = {x1}×R, and
let P be a path from p0 to p1 inside H
∗. This determines a path P × {t0} ⊂ (M ′)∗ which is
disjoint from M .
Since the asymptotic Reeb orbits of C all lie on the interior ofM ⊂M ′, we can find constants
S, T > 0 such that the s– and t-coordinates of C on Rs × ((M ′)∗ rM) have absolute values
everywhere less than S and T respectively. Let A denote the 3-chain [−S, S]× [−T, T ]×P ⊂
Rs× (M ′)∗. Then ∂A is nullhomologous, so the intersection number C ·∂A is zero. However, C
does not intersect ∂A along ∂([−S, S]× [−T, T ])×P , so all of the points of intersection occur
along [−S, S]× [−T, T ]× ∂P ⊂ Rs × Rt × ∂P , and thus
0 = C · ∂A = C · (R× γ1)− C · (R× γ0).
Again we know that C · (R× γ1) = 0 by [4, Lemma 5.5], so it follows that C · (R × γ0) = 0 as
well. But C and R × γ0 are JH-holomorphic curves, so all of their points of intersection are
positive [21, 22], and since their intersection is nonempty we have a contradiction. 
Next, for each sufficiently large n > 0, we embed (M ′, α′) in a closed contact manifold
(Yn, αn). Following Lemma 2.10, let
M ′n =
(
M ′ ∪ ([−n, n]t ×R+(Γ′))) /∼, (3.1)
where we identify {−n}×R+(Γ′) with R+(Γ′) = {1}×R+(Γ′) ⊂M ′ by the identity map and
{n}×R+(Γ′) withR−(Γ′) = {−1}×R−(Γ′) by the above diffeomorphism f . We can then define
a contact form α′n onM ′n by α′n|M ′ = α′ and α′n|[−n,n]×R+(Γ′) = Cdt+β′+, where α′ = Cdt+β′+
on a neighborhood (1 − ǫ, 1] × R+(Γ′) of R+(Γ′) in M ′. The condition f∗(β′−) = β′+ ensures
that this is a well-defined contact form. Let J ′n be an almost complex structure on R ×M ′n
which agrees with JH on R×M ′ and is t-invariant on [−n,−ǫ′)×R+(Γ′) and on (ǫ′, n]×R+(Γ′)
for some fixed ǫ′ > 0.
The manifold (M ′n, α′n) admits a completion (M ′n,h, α
′
n,h) in the sense of [4, Section 8.1],
obtained by attaching a semi-infinite horizontal end to M ′n of the form [0,∞)τ × ∂M ′n. In
what follows, we will use (M ′n, J ′n) when we actually mean M ′n,h and some tailored extension
of J ′n over R×M ′n,h, but for the sake of discussing moduli spaces of holomorphic curves there
is no difference, since by [4, Lemma 5.5] such curves can never enter the horizontal end.
Lemma 3.2. Let Θ+ and Θ− be generators of ECC (M ′,Γ′, α′, JH). Then for sufficiently
large n > 0, depending only on α′, JH, and the orbit sets Θ±, we have
MI=1(R× (M ′)∗, JH; Θ+,Θ−) =MI=1(R×M ′n, J ′n; Θ+,Θ−).
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Proof. Our goal is to show that for sufficiently large n > 0 there are no ECH index-1
J ′n-holomorphic curves in R ×M ′n with positive ends at Θ+ and negative ends at Θ− that
has non-empty intersection with R × [−ǫ′, ǫ′] × R+(Γ′). We know from [4, Proposition 5.20]
that there are uniform upper bounds on the absolute value of the t-coordinates of any curve
inMI=1(R× (M ′)∗, JH; Θ+,Θ−), so it will then follow that there is a natural correspondence
between ECH index-1 curves in R× (M ′)∗ and in R×M ′n for n sufficiently large both in the
above sense and also compared to these uniform bounds.
Suppose to the contrary that there exists a strictly increasing sequence {ni}i∈N and Cni ∈
MI=1(R × M ′ni , J ′ni ; Θ+,Θ−) that has non-empty intersection with R × [−ǫ′, ǫ′] × R+(Γ′).
Without loss of generality, we may assume that either the projection of each Cni onto [−ni,−ǫ′)
is surjective or the projection of each Cni onto (ǫ
′, ni] is surjective. Since there is no essential
difference between the two cases, we will consider the former.
With the preceding understood, let C ′ni = Cni ∩ R × [−ni, ni] × R+(Γ′). Since the
d(α′)∗-energy of Cni is uniformly bounded, so is the d(α′)∗-energy of C ′ni . Then, by passing
to a subsequence if necessary, there exist sequences of numbers ai ∈ R and bi ∈ (−ni, ni), and
unbounded sequences of strictly increasing positive numbers si and ti such that
• [bi − ti, bi + ti] ⊂ (−ni,−ǫ′),
• C ′ni ∩ [ai − si, ai + si]× [bi − ti, bi + ti]×R+(Γ′) 6= ∅, and
∫
C′ni∩[ai−si,ai+si]×[bi−ti,bi+ti]×R+(Γ′)
d(α′)∗ → 0
as i → ∞. The fact that Cni surjects onto [−ni,−ǫ′) is what allows us to find suitable
ti →∞: given a value of t, we can find some interval of length 2t in which an arbitrarily small
but nonzero fraction of the d(α′)∗-energy of Cni is concentrated as long as ni is sufficiently
large. In particular, we can choose the si →∞ arbitrarily and the above properties will still
hold. Now translate each C ′ni ∩ [ai − si, ai + si]× [bi − ti, bi + ti]×R+(Γ′) so as to get curves
C ′′ni ⊂ [−si, si]× [−ti, ti]×R+(Γ′). Note that these curves are holomorphic with respect to a
single almost complex structure on R × R × R+(Γ′), since before the translation the C ′′ni all
lived in regions Rs × (−ni,−ǫ′)t × R+(Γ′) where the corresponding J ′ni is s- and t-invariant.
Since the curves C ′′ni have uniformly bounded Hofer energy by [2, Proposition 5.13], an
application of Gromov compactness for holomorphic currents by Taubes [24, Proposition
3.3] shows that {C ′′ni}i∈N admits a subsequence which converges weakly to a proper
pseudo-holomorphic curve C in Rs × Rt × R+(Γ′) on which d(α′)∗ vanishes. To be more
explicit, let {Kj}j∈N be an exhausting sequence of compact subsets of R×R×R+(Γ′). Then
for each j ∈ N, {C ′′ni ∩ Kj}i∈N has a subsequence that converges to a pseudo-holomorphic
curve in Kj , which in turn gives a subsequence that converges to a pseudo-holomorphic curve
in R×R×R+(Γ′) as j →∞. Since C has zero d(α′)∗-energy, it must be supported on Rs× γ
for some Reeb orbit γ; then we have C = R× γ by properness and the fact that holomorphic
maps are open. Moreover, γ cannot be closed since the Reeb vector field on Rt × R+(Γ′) is
given by 1C
∂
∂t . But then R× γ does not have finite Hofer energy, which is a contradiction. 
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We can now finish the construction of (Yn, αn) using Proposition 2.11 to glue a solid torus
to (M ′n, α′n) in such a way that all closed Reeb orbits of action at most n lie in the interior
of (M ′, α′) for n sufficiently large. We will take Jn to be an almost complex structure on
R × Yn which agrees with J ′n on R ×M ′n: it is identical to JH on R ×M ′ and is t-invariant
on [−n,−ǫ) × R+(Γ′) and on (ǫ, n] × R+(Γ′) for some fixed ǫ > 0. This defines a tuple
(Yn, αn, Jn) with Yn closed, and from the construction it is clear that this tuple can be taken
to vary smoothly with n. Since (M,α) embeds in (Yn, αn), we can canonically identify Reeb
orbits in (M,α) with their images in (Yn, αn).
Definition 3.3. The collection of 1-handles H and diffeomorphism f : R+(Γ′) ∼−→ R−(Γ) used
to construct each (Yn, αn) from (M,Γ, α) will be referred to as embedding data for (M,Γ, α).
Lemma 3.4. Let Θ+ and Θ− be generators of ECC (M,Γ, α, J). Then for sufficiently large
n > 0, depending only on α′, embedding data, JH, and the orbit sets Θ±, we have
MI=1(R×M ′n, J ′n; Θ+,Θ−) =MI=1(R× Yn, Jn; Θ+,Θ−).
Proof. We will show that no pseudo-holomorphic curve in MI=1(R × Yn, Jn; Θ+,Θ−) has
non-empty projection onto the solid torus Vn = Yn rM ′n. In order to prove this, suppose to the
contrary that there exists a pseudo-holomorphic curve C ∈ MI=1(R × Yn, Jn; Θ+,Θ−) whose
projection onto the the solid torus Vn is non-empty. Then either C has non-empty intersection
with R × [−1, 0]τ × ∂M ′n, or C decomposes into connected components some of which lie in
R×M ′n and the others in R× Vn. In the latter case, a connected component of C must have
ends asymptotic to closed Reeb orbits in Vn. But neither Θ+ nor Θ− contains such closed
Reeb orbits. Therefore, suppose that C has non-empty intersection with R× [−1, 0]τ × ∂M ′n.
Since the restriction of the contact form α′n to [−1, 0]τ × ∂M ′n ∼= [−1, 0]τ × S1t × Γ′ reads
Cdt+eτβ′0, the Reeb vector field there is
1
C∂t and so it is foliated by closed Reeb orbits, which
are all null-homologous in Yn. Hence, C has non-empty intersection with R × γ for a closed
Reeb orbit γ in [−1, 0]τ×∂M ′n. Note that the simple Reeb orbits that appear in the collections
Θ+ and Θ− are disjoint and sufficiently far from any closed Reeb orbit in this region. Hence
the algebraic intersection number of C with R×γ for any closed Reeb orbit γ in [−1, 0]τ ×∂M ′n
is well-defined and positive since local intersection numbers for two pseudo-holomorphic curves
are positive [21, 22]. Furthermore, the algebraic intersection number of C with R× γ is equal
to the intersection of the homology classes [C] ∈ H2(Yn,Θ+,Θ−) and [γ] ∈ H1(Yn), which is
zero since the latter homology class is zero. This is a contradiction. 
Lemma 3.5. Let Θ+ and Θ− be generators of ECC (M,Γ, α, J). Then for sufficiently large
n > 0, depending only on α′, the embedding data, JH, and the orbit sets Θ±, we have
MI=1(R×M∗, J ; Θ+,Θ−) =MI=1(R× Yn, Jn; Θ+,Θ−).
Proof. This follows immediately from Lemmas 3.1, 3.2, and 3.4. 
Given a constant L > 0 and an ECHL-generic tailored almost complex structure J on
R×M∗, if we take n sufficiently large with respect to L as in Lemma 2.10, and depending on
JH in the sense of Lemma 3.2, we have now shown that there are canonical identifications
ECCL(M,Γ, α, J) ∼= ECCL(M ′,Γ′, α′, JH) ∼= ECCL(Yn, αn, Jn), (3.2)
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since we can canonically identify the finitely many generators of all three complexes and
the moduli spaces defining the differential on each complex are all identical. We define an
isomorphism
ΦL,Jn : ECH
L(M,Γ, α, J)
∼−→ ECH L(Yn, αn)
as the composition of the isomorphism Φ˜L,Jn : ECH
L(M,Γ, α, J)
∼−→ ECH L(Yn, αn, Jn)
corresponding to this identification with the canonical isomorphisms
ECH L(Yn, αn, Jn)→ ECH L(Yn, αn) (3.3)
between any member of the transitive system {ECH L(Yn, αn, Jn)}Jn and the group
ECH L(Yn, αn) canonically associated to the transitive system (see [14, Theorem 1.3]).
The following lemma will be useful in understanding how to relate the various maps ΦL,Jn .
Lemma 3.6. Fix L > 0 and let Y be a closed 3-manifold with a 1-parameter family of
pairs {(λt, Jt) | 0 ≤ t ≤ 1}, where each λt is an L-nondegenerate contact form and Jt is an
ECH L-generic, symplectization-admissible almost contact structure for λt. Suppose that
(1) The family {(λt, Jt)} is constant on some neighborhood of each closed Reeb orbit of (Y, λ0)
with λ0-action at most L.
(2) For each t, every closed Reeb orbit γ of (Y, λt) with Aλt(γ) ≤ L coincides with a Reeb
orbit of (Y, λ0) with Aλ0(γ) = Aλt(γ) from item (1).
Then the canonical isomorphism
ECH L(Y, λ0, J0)
∼−→ ECH L(Y, λ1, J1)
of [14, Theorem 1.3] is induced by the isomorphism of chain complexes which sends a generator
Θ ∈ ECCL(Y, λ0, J0) to its image Θ ∈ ECCL(Y, λ1, J1).
Proof. Let (λ10, J
1
0 ) be a preferred L-flat approximation to (λ
0
0, J
0
0 ) := (λ0, J0), as defined in [28,
Appendix B] and used in [14, Lemma 3.6], with preferred homotopy {(λs0, Js0 ) | 0 ≤ s ≤ 1}. We
can assume for any fixed ǫ > 0 that each (λs0, J
s
0 ) agrees with (λ0, J0) outside an ǫ-neighborhood
Nǫ of the Reeb orbits of (Y, λ0) of action at most L (this is stated as [14, Lemma 3.6c]), so we
will take ǫ small enough to ensure that the family (λt, Jt) is constant on a 2ǫ-neighborhood of
these same orbits.
Since the condition of being a preferred L-flat approximation depends only on
neighborhoods of these orbits, we can now define a preferred L-flat approximation for any
(λ0t , J
0
t ) := (λt, Jt) with t > 0 using the preferred homotopy
(λst , J
s
t ) =
{
(λs0, J
s
0 ) on Nǫ
(λ0t , J
0
t ) on Y rNǫ.
The desired isomorphism is now a composition of isomorphisms
ECH L(Y, λ0, J0)
∼−→ ECH L(Y, λ10, J10 ) ∼−→ ECH L(Y, λ11, J11 ) ∼−→ ECH L(Y, λ1, J1)
in which the first and third isomorphism are induced by chain maps Θ 7→ Θ by the discussion
following [14, Definition 3.2] using the homotopies {(λs0, Js0 ) | 0 ≤ s ≤ 1} and {(λs1, Js1 ) | 0 ≤
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s ≤ 1} respectively, and the second isomorphism is as well by [14, Lemma 3.4(d)] using the
homotopy {(λ1t , J1t ) | 0 ≤ t ≤ 1}. 
We can now show that the isomorphisms ΦL,Jn do not depend on how we chose our extension
JH of an ECHL-generic tailored almost complex structure J on R×M∗ to R× (M ′)∗.
Lemma 3.7. Suppose that we have fixed embedding data for which JH,0 and JH,1 are almost
complex structures on R × (M ′)∗ as constructed above, and n is large enough with respect
to both JH,0 and JH,1 to define the corresponding isomorphisms Φ
L,J
n,0 and Φ
L,J
n,1 . Then these
isomorphisms are equal for all sufficiently large n with respect to the embedding data, L, and
both JH,0 and JH,1.
Proof. Under the hypotheses of this lemma, each of the complexes ECCL(Yn, αn, Jn,0) and
ECCL(Yn, αn, Jn,1) is canonically identical to ECC
L(M,Γ, α, J). Thus for all large enough n
we have a diagram
ECH L(M,Γ, α, J)
∼ // ECH L(Yn, αn, Jn,0)
∼ // ECH L(Yn, αn)
ECH L(M,Γ, α, J)
∼ // ECH L(Yn, αn, Jn,1)
∼ // ECH L(Yn, αn)
in which the indicated isomorphisms are the canonical ones and the compositions of the maps
across each row are equal to ΦL,Jn,0 and Φ
L,J
n,1 , respectively. This diagram commutes, and hence
ΦL,Jn,0 = Φ
L,J
n,1 , if and only if the composition
ECH L(Yn, αn, Jn,0)
∼−→ ECH L(Yn, αn) ∼−→ ECH L(Yn, αn, Jn,1)
is induced by a chain map Θ 7→ Θ sending each collection of Reeb orbits to itself. Here, the
rightmost isomorphism is the inverse of the rightmost isomorphism in the bottom row of the
diagram above. Note that this composition is exactly the canonical isomorphism
ECH L(Yn, αn, Jn,0)
∼−→ ECH L(Yn, αn, Jn,1)
of [14, Theorem 1.3].
Let {Jn,s | 0 ≤ s ≤ 1} be any continuous, symplectization-admissible family which restricts
to R×M as J . Lemmas 3.1 and 3.2 ensure that each Jn,s is ECH L-generic for n sufficiently
large. More precisely, fix generators Θ+ and Θ− of ECCL(Yn, αn, Jn,s); then we claim that
for all sufficiently large n, the moduli space MI=1(R × Yn, Jn,s; Θ+,Θ−) is independent of s
and canonically identified withMI=1(R×M∗, J ; Θ+,Θ−). If not, then we can find a sequence
(ni, si) with 0 ≤ si ≤ 1 and ni → ∞, and Jni,si-holomorphic curves Ci which intersect the
neck R × [−ǫ′, ǫ′] × R+(Γ′) in R × Yni as in the proof of Lemma 3.2, and then applying the
same Gromov compactness argument as before to the sequence Ci yields a contradiction. For
n which is large enough in this sense, an application of Lemma 3.6 to the family
(λt, Jt) = (αn, Jn,s)
on Y = Yn now completes the proof. 
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Suppose that L′ > L, J is an ECHL
′
-generic tailored almost complex structure on R×M∗,
and that n is chosen to be large with respect to L′. Then we have a commutative diagram
ECH L(M,Γ, α, J)
∼
(3.2)
//
iL,L
′
J

ECH L(Yn, αn, Jn)
iL,L
′
Jn

∼
(3.3)
// ECH L(Yn, αn)
iL,L
′

ECH L
′
(M,Γ, α, J)
∼
(3.2)
// ECH L
′
(Yn, αn, Jn)
∼
(3.3)
// ECH L
′
(Yn, αn),
in which the leftmost square commutes by the above discussion, and the existence and
commutativity of the rightmost square are essentially the content of [14, Theorem 1.3(b)].
It follows that the maps ΦL,Jn and Φ
L′,J
n commute with the iL,L
′
for all such large n. We would
also like to show that these maps do not depend on n in the following sense.
Proposition 3.8. Having fixed L and embedding data, there exists N > 0 depending on L
and the embedding data such that for all n, n′ with N < n < n′, there are isomorphisms
ΨLn,n′ : ECH
L(Yn, αn)
∼−→ ECH L(Yn′ , αn′)
such that:
(1) ΨLn,n′′ = Ψ
L
n′,n′′ ◦ΨLn,n′ whenever n < n′ < n′′;
(2) The diagram
ECH L(M,Γ, α, J)
ΦL,Jn //
ΦL,J
n′
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
ECH L(Yn, αn)
ΨL
n,n′

ECH L(Yn′ , αn′)
commutes whenever n and n′ are large enough so that the maps ΦL,Jn and ΦL,Jn′ are defined
for J .
Proof. We will use the almost complex structures Jn and Jn′ constructed above on R×Yn and
R×Yn′ . Let ft : [−n, n] →֒ [−n′, n′] be a family of smooth, injective maps such that f0(x) = x
and ft(x) = x± t(n′ − n) near x = ±n, so that f1 has image [−n′, n′]. Then we can define a
continuous family of diffeomorphisms
ϕt : Yn → Y(1−t)n+tn′
by letting ϕt|M ′ = IdM ′ and ϕs|[−n,n]×R+(Γ′) = fs × IdR+(Γ′), and by extending this smoothly
over the solid torus Vn = Yn r (M ′ ∪ [−n, n]×R+(Γ′)) by a diffeomorphism Vn → V(1−t)n+tn′
which depends continuously on t and is the identity when t = 0. Note that ϕ0 : Yn → Yn is
the identity map.
We now apply Lemma 3.6 to the family of contact forms and almost complex structures
(λt, Jt) =
(
ϕ∗t (α(1−t)n+tn′ ), ϕ
∗
t (J(1−t)n+tn′ )
)
on Yn to see that the canonical isomorphism
ECH L(Yn, αn, Jn)
∼−→ ECH L(Yn, ϕ∗1(αn′), ϕ∗1(Jn′))
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is induced by a chain map of the form Θ 7→ Θ. Since ECH L(Yn, ϕ∗1(αn′), ϕ∗1(Jn′)) is canonically
identified with ECH L(Yn′ , αn′ , Jn′) in the same way, we now have an isomorphism
ψn,n′ : ECH
L(Yn, αn, Jn)
∼−→ ECH L(Yn′ , αn′ , Jn′)
which is defined at the chain level by Θ 7→ Θ. This map fits into a commutative triangle with
the isomorphisms ECH L(M,Γ, α, J)
∼−→ ECH L(Ys, αs, Js) for s = n and s = n′, hence the
isomorphism
ΨLn,n′ : ECH
L(Yn, αn)
∼−→ ECH L(Yn′ , αn′)
which ψn,n′ canonically induces must also commute with Φ
L,J
n and Φ
L,J
n′ , as desired. It is also
clear from the construction that ψn,n′′ = ψn′,n′′ ◦ψn,n′ , and hence ΨLn,n′′ = ΨLn′,n′′ ◦ΨLn,n′ follows
immediately. 
Given an ECHL-generic tailored almost complex structure J ′ on R ×M∗, we can likewise
construct isomorphisms
ΦL,J
′
n : ECH
L(M,Γ, α, J ′) ∼−→ ECH L(Yn, αn).
This gives us an isomorphism
ΦLJ,J ′,n =
(
ΦL,J
′
n
)−1 ◦ ΦL,Jn : ECH L(M,Γ, α, J) ∼−→ ECH L(M,Γ, α, J ′).
Lemma 3.9. Having fixed L and embedding data, the isomorphism ΦLJ,J ′,n does not depend
on the choice of n that is sufficiently large with respect to L, the embedding data, J and J ′.
Proof. We have shown in Proposition 3.8 that the diagram
ECH L(M,Γ, α, J)
ΦL,Jn //
ΦL,J
n′
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
ECH L(Yn, αn)
ΨL
n,n′

ECH L(M,Γ, α, J ′)
ΦL,J
′
noo
ΦL,J
′
n′
uu❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
ECH L(Yn′ , αn′)
commutes whenever n < n′ are large enough for these maps to be defined, and so we have
ΦLJ,J ′,n′ =
(
ΦL,J
′
n′
)−1 ◦ΦL,Jn′
=
(
Ψn,n′ ◦ ΦL,J ′n
)−1
◦ (Ψn,n′ ◦ ΦL,Jn )
=
(
ΦL,J
′
n
)−1 ◦ΦL,Jn
= ΦLJ,J ′,n. 
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Since iL,L
′ ◦ ΦL,Jn = ΦL
′,J
n ◦ iL,L′ , we thus have commutative diagrams
ECH L(M,Γ, α, J)
ΦL
J,J′
∼ //
iL,L
′
J

ECH L(M,Γ, α, J ′)
iL,L
′
J′

ECH L
′
(M,Γ, α, J)
ΦL
′
J,J′
∼ // ECH
L′(M,Γ, α, J ′)
where ΦLJ,J ′ = Φ
L
J,J ′,n for n large and likewise for Φ
L′
J,J ′ ; although both maps require a choice
of n, we may take n to be sufficiently large for both maps and according to Lemma 3.9 the
maps do not depend on our choice.
Theorem 3.10. Let J and J ′ be generic tailored almost complex structures on R×M∗, and
fix a choice of embedding data for (M,Γ, α) as in Definition 3.3. Then for all L > 0 there are
natural isomorphisms
ΦLJ,J ′ : ECH
L(M,Γ, α, J)
∼−→ ECH L(M,Γ, α, J ′),
depending only on L, J , and J ′, and satisfying
(1) iL,L
′
J ′ ◦ ΦLJ,J ′ = ΦL
′
J,J ′ ◦ iL,L
′
J for all L
′ > L.
(2) ΦLJ,J = Id, and Φ
L
J,J ′′ = Φ
L
J ′,J ′′ ◦ ΦLJ,J ′ for any J, J ′, J ′′.
The limit of these maps as L→∞ is a natural isomorphism
ΦJ,J ′ : ECH (M,Γ, α, J)
∼−→ ECH (M,Γ, α, J ′)
which also satisfies ΦJ,J ′′ = ΦJ ′,J ′′ ◦ΦJ,J ′.
Proof. We have already seen that the maps ΦLJ,J ′ = Φ
L
J,J ′,n for n large with respect to L satisfy
property (1), and property (2) can be easily checked by looking at the maps for a single choice
of n. The maps ΦLJ,J ′ specify an isomorphism from the directed system
({ECH L(M,Γ, α, J)}L, {iL,L
′
J }L,L′)
to the directed system
({ECH L(M,Γ, α, J ′)}L, {iL,L
′
J ′ }L,L′),
and hence induce an isomorphism ΦJ,J ′ on their direct limits, since the direct limit is an exact
functor. But since homology commutes with taking direct limits, and
ECC (M,Γ, α, J) = lim
L→∞
ECCL(M,Γ, α, J)
and likewise for J ′, the direct limits of each system are canonically isomorphic to the associated
unfiltered homology groups. Thus ΦJ,J ′ is the desired isomorphism
ECH (M,Γ, α, J)
∼−→ ECH (M,Γ, α, J ′). 
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In other words, a choice of embedding data uniquely determines transitive systems of groups
({ECH L(M,Γ, α, J)}J , {ΦLJ,J ′}J,J ′), and hence a canonical group
ECH L(M,Γ, α) ⊂
∏
J
ECH L(M,Γ, α, J) (3.4)
as the subgroup consisting of tuples (xJ)J such that Φ
L
J,J ′(xJ) = xJ ′ for all pairs J, J
′. For
fixed L > 0, and J , there exist canonical isomorphisms
PL,J : ECH L(M,Γ, α, J) → ECH L(M,Γ, α) (3.5)
depending only on the embedding data. The inclusion maps iL,L
′
J induce a well-defined map
iL,L
′
: ECH L(M,Γ, α) → ECH L′(M,Γ, α), and the direct limit as L → ∞ is a well-defined
group
ECH (M,Γ, α)
which is also determined by the transitive system ({ECH (M,Γ, α, J)}J , {ΦJ,J ′}J,J ′) as in
(3.4). Thus we can rephrase the last part of Theorem 3.10 as saying that there is a group
ECH (M,Γ, α) equipped with a canonical isomorphism
P J : ECH (M,Γ, α, J)
∼−→ ECH (M,Γ, α)
for every J .
Each group ECH L(M,Γ, α, J) contains a class [∅] corresponding to the empty set of Reeb
orbits, which is a cycle because there are no non-empty J-holomorphic curves with empty
positive end by Stokes’s Theorem since a J-holomorphic curve has positive dα-energy. We
claim that this induces a well-defined element of ECH L(M,Γ, α), and hence of ECH (M,Γ, α)
as well.
Proposition 3.11. The isomorphisms ΦLJ,J ′ : ECH
L(M,Γ, α, J)
∼−→ ECH L(M,Γ, α, J ′) carry
[∅] to [∅], and hence define a unique element [∅] ∈ ECH L(M,Γ, α) such that iL,L′([∅]) = [∅]
for all L′ > L.
Proof. We construct a closed manifold (Yn, αn), together with almost complex structures Jn
and J ′n on R× Yn corresponding to J and J ′, for sufficiently large n as above. Unraveling the
definition of ΦLJ,J ′ , we wish to show that the canonical isomorphism
ECH L(Yn, αn, Jn)
∼−→ ECH L(Yn, αn, J ′n) (3.6)
of [14, Theorem 1.3] carries [∅] to [∅]. This claim will follow from the fact that the ECH
cobordism maps induced by exact symplectic cobordisms do not depend on almost complex
structures.
Fix ǫ > 0 small enough to ensure that (M,Γ, α) has no ECH generators whose αn–action
lies in the interval [L, eǫL], and consider the product cobordism (X,λ) = ([−ǫ, 0]× Yn, esαn).
The fact that the cobordism maps ΦL(X,λ) of [14, Theorem 1.9] do not depend on an almost
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complex structure means that we have a commutative diagram
ECH L(Yn, αn, Jn)
ΦL(X,λ,J)
//

ECH L(Yn, e
−ǫαn, Jn)
ECH L(Yn, αn, J
′
n)
ΦL(X,λ,J ′)
// ECH L(Yn, e
−ǫαn, Jn)
where the leftmost vertical map is the isomorphism (3.6) and each ΦL(X,λ) is determined by
equipping (X,λ) with an appropriate cobordism-admissible almost complex structure J or J ′.
Now it follows from [14, Corollary 5.8] that the top map ΦL(X,λ, J) is a composition
ECH L(Yn, αn, Jn)
s−→ ECH e−ǫL(Yn, e−ǫαn, Jn)
ie
−ǫL,L
Jn−−−−−→ ECH L(Yn, e−ǫαn, Jn)
of scaling and inclusion-induced maps, and the latter is an isomorphism since by assumption
there are no ECH generators with (e−ǫαn)–action in the interval [e−ǫL,L], so ΦL(X,λ, J) is
an isomorphism and it carries [∅] to [∅].
The holomorphic curves axiom of [14, Theorem 1.9] says that ΦL(X,λ, J ′) is induced by a
chain map
Φˆ : ECCL(Yn, αn, J
′
n)→ ECCL(Yn, e−ǫαn, Jn)
such that for any ECH generator Θ 6= ∅, we have 〈Φˆ(∅),Θ〉 = 0 since there are no broken
J ′-holomorphic curves in the completion X from ∅ to Θ; and 〈Φˆ(∅), ∅〉 = 1 since the unique
broken J ′-holomorphic curve from ∅ to ∅ in X is a union of covers of product cylinders, which
is empty. In other words, Φˆ(∅) = ∅, and so we have ΦL(X,λ, J ′)([∅]) = [∅]; but now the
commutativity of the above diagram implies that (3.6) sends [∅] to [∅] as well. 
Proposition 3.11 tells us that there is a natural element
c(α) := [∅] ∈ ECH (M,Γ, α).
We will show that this contact class c(α) is an invariant of the underlying contact structure
in Theorem 4.15, just as Taubes [32] showed it to be for closed contact 3-manifolds.
Remark 3.12. The canonical isomorphisms ΦLJ,J ′ are “canonical” in the sense that they
do not depend on the choices of JH and n and they compose nicely, but in order to define
them we had to fix an initial choice of embedding data. In particular, the transitive systems
of groups we build out of the ΦLJ,J ′ are not necessarily canonical, since different embedding
data might yield a different set of “canonical” isomorphisms and hence a different transitive
system. However, the groups ECH L(M,Γ, α) and ECH (M,Γ, α) we build for any two choices
of embedding data are still isomorphic to each other, since each of them is isomorphic to any
individual ECH L(M,Γ, α, J) or ECH (M,Γ, α, J).
4. Independence of the contact form
4.1. An isomorphism for isotopic contact forms. In this section we will prove that
ECH (M,Γ, α) is independent of the contact form α up to isotopy. We will assume from the
beginning that we have fixed a choice of embedding data for (M,Γ, α) as in Definition 3.3.
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Warning. It should be understood that the ECH homology groups and homomorphisms
between them that appear in this section depend a priori on a choice of embedding data.
Suppose that (M,Γ) is a sutured contact manifold with respect to two different contact
forms α0 and α1, and that the contact forms agree on a neighborhood of ∂M : there is a
neighborhood of R±(Γ) on which the contact forms both satisfy αi = Cdt + β± for some
constant C and Liouville forms β± on R±(Γ), and a neighborhood U(Γ) of the sutures Γ
where αi = Cdt + e
τβ0 for a volume form β0 on Γ. Suppose furthermore that there is a
1-parameter family of contact forms αs interpolating between α0 and α1, and that this family
is constant on that neighborhood of ∂M .
Given n > 0, we can embed (M,α0) into a closed contact manifold (Yn, α
0
n) following the
procedure of Section 3. If we replace α0n|M = α0 with αs, then we get another contact form αsn
on Yn such that α
0
n = α
s
n except potentially on the interior ofM . Then the obvious embedding
i : M →֒ Yn satisfies i∗(αsn) = αs for all s, and for any fixed L we recall that by construction
any Reeb orbits in (Yn, α
s
n) of action less than L will lie inside (M,αs) whenever n is large
with respect to L. If αs depends smoothly on s then this construction can be made smooth
with respect to both s and n.
Lemma 4.1. Let αs be a family of contact forms on Y , 0 ≤ s ≤ 1. Then for R sufficiently
large there are exact symplectic cobordisms
([0, R] × Y, λ01) and ([R, 2R]× Y, λ10)
from (Y, α0) to (Y, e
Rα1) and from (Y, e
Rα1) to (Y, e
2Rα0) respectively
1, so that the composite
cobordism
([0, 2R] × Y, λ01 ∪ λ10)
is homotopic through exact symplectic cobordisms to the symplectization ([0, 2R] × Y, esα0).
Proof. Take R > 0 and let ψ : [0, R]→ [0, 1] be smooth, nondecreasing function with ψ(s) = 0
on a neighborhood of s = 0 and ψ(s) = 1 on a neighborhood of s = R, and consider the 1-form
λ01 = e
sαψ(s)
on [0, R]s × Y . We compute
dλ01 = e
s
[
ds ∧ (αψ(s) + ψ′(s)α˙ψ(s))+ dαψ(s)]
and so
dλ01 ∧ dλ01 = 2e2s
[
ds ∧ αψ(s) ∧ dαψ(s) + ψ′(s)ds ∧ α˙ψ(s) ∧ dαψ(s)
]
.
The first term in brackets is a volume form on [0, R]× Y , and by taking R large we can make
ψ′(s) small enough to ensure that the sum is a volume form. Hence for large R we can find
ψ such that ([0, R] × Y, λ01) is an exact symplectic cobordism from (Y, α0) to (Y, eRα1). We
can extend ψ to a function ψ : [0, 2R] → [0, 1] by symmetry, setting ψ(R + t) = ψ(R − t) for
0 ≤ t ≤ R, and then let λ10 = esαψ(s) on [R, 2R]×Y . If R is large enough then ([R, 2R]×Y, λ10)
will also be an exact symplectic cobordism from eRα1 to e
2Rα0.
1Our description is the opposite of the convention in [14], in which a 4-manifold X with ∂X = Y2 − Y1 is said
to be a cobordism from Y2 to Y1.
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If we have taken ψ′(s) to be very small, then every element of the family of 1-forms λt =
esαtψ(s) on [0, 2R] × Y will be a Liouville form as well, and so we have a homotopy from
λ0 = e
sα0 to λ1 = λ01 ∪ λ10. Thus ([0, 2R], λ01 ∪ λ01) is homotopic as an exact symplectic
cobordism to the symplectization ([0, 2R], esα0). 
We can use Lemma 4.1 to find R > 0 and exact symplectic cobordisms
Xn01 = ([0, R]× Yn, λ01n ) and Xn10 = ([R, 2R]× Yn, λ10n )
from (Yn, α
0
n) to (Yn, e
Rα1n) and from (Yn, e
Rα1n) to (Yn, e
2Rα0n) respectively, whose
composition is homotopic to the symplectization ([0, 2R] × Yn, esα0n). Since the families of
contact forms αsn are independent of s on Yn rM , the Liouville forms agree with e
sα0n on
[0, 2R] × Yn rM and so the choice of ψ(s) in the proof only matters on the interior of M .
This means that our choice of R depends only on the family (M,αs) and not on n, and so we
can fix a universal choice of R once and for all.
Now if α0, e
Rα1, and e
2Rα0 are e
2RL-nondegenerate, then according to [14, Theorem 1.9],
we have well-defined cobordism maps
Φe
2RL(Xn01) : ECH
e2RL(Yn, e
Rα1n)→ ECH e
2RL(Yn, α
0
n)
Φe
2RL(Xn10) : ECH
e2RL(Yn, e
2Rα0n)→ ECH e
2RL(Yn, e
Rα1n)
when n is sufficiently large so that each of the contact forms involved is e2RL-nondegenerate
(as the only Reeb orbits of action less than e2RL are contained in the interior of M). If n is
sufficiently large with respect to e2RL, then these ECH groups can be associated canonically
with certain sutured ECH groups for M , following the discussion in Section 3. Namely, given
appropriate almost complex structures J in on R×Yn corresponding to generic tailored almost
complex structures Ji on R×M∗, we have
ECH e
2RL(Yn, α
i
n)
∼= ECH e2RL(M,Γ, αi, Ji)
and, using the scaling isomorphisms of [14, Theorem 1.3],
ECH e
2RL(Yn, e
Rα1n)
∼=ECH eRL(Yn, α1n) ∼= ECH e
RL(M,Γ, α1, J1)
ECH e
2RL(Yn, e
2Rα0n)
∼=ECH L(Yn, α0n) ∼= ECH L(M,Γ, α0, J0).
Each of these isomorphisms carries a collection of Reeb orbits Θ ⊂ Yn, which lies in M if n
is large, to its image Θ ⊂ M . Composing them with the maps Φe2RL(Xn01) and Φe
2RL(Xn10)
gives us homomorphisms
ΨR,Ln,01 : ECH
eRL(M,Γ, α1, J1)→ ECH e2RL(M,Γ, α0, J0)
ΨR,Ln,10 : ECH
L(M,Γ, α0, J0)→ ECH eRL(M,Γ, α1, J1).
Lemma 4.2. For sufficiently large n with respect to e2RL, the composition
ΨR,Ln,01 ◦ΨR,Ln,10 : ECH L(M,Γ, α0, J0)→ ECH e
2RL(M,Γ, α0, J0)
is equal to the map iL,e
2RL induced by the inclusion of chain complexes.
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Proof. Using the canonical isomorphisms to various filtered ECH complexes for (Yn, α
i
n, J
i
n)
together with the composition and the scaling axioms of [14, Theorem 1.9] for ECH cobordism
maps, we can identify this composition with the cobordism map
Φe
2RL([0, 2R] × Yn, λ01n ∪ λ10n ) : ECH e
2RL(Yn, e
2Rα0n)→ ECH e
2RL(Yn, α
0
n).
Since λ01n ∪ λ10n is homotopic to the symplectization esα0n, the homotopy invariance axiom of
[14, Theorem 1.9] says that this map is equal to
Φe
2RL([0, 2R] × Yn, esα0n) : ECH e
2RL(Yn, e
2Rα0n)→ ECH e
2RL(Yn, α
0
n)
which by [14, Corollary 5.8] is equal to the composition
ECH e
2RL(Yn, e
2Rα0n)
s−→ ECH L(Yn, α0n) i
L,e2RL−−−−−→ ECH e2RL(Yn, α0n)
of scaling and inclusion-induced maps. Translating this back into a morphism from
ECH L(M,Γ, α0, J0) to ECH
e2RL(M,Γ, α0, J0) now completes the proof. 
One corollary of Lemma 4.2 is that the composition ΨR,Ln,01 ◦ ΨR,Ln,10 is independent of n for
all sufficiently large n. We claim that the individual morphisms are themselves independent
of n:
Proposition 4.3. Given n < n′, both of which are large with respect to e2RL, we have
ΨR,Ln,01 = Ψ
R,L
n′,01 : ECH
eRL(M,Γ, α1, J1)→ ECH e2RL(M,Γ, α0, J0)
and
ΨR,Ln,10 = Ψ
R,L
n′,10 : ECH
L(M,Γ, α0, J0)→ ECH eRL(M,Γ, α1, J1).
Proof. We focus on ΨR,Ln,01 = Ψ
R,L
n′,01, following the strategy of [14, Lemma 6.5]; the other
case is proved identically. Moreover, we can identify a smooth family of diffeomorphisms
Yn
∼−→ Ym for all m ≥ n by identifying the copies of M inside each Ym and identifying the
neck [−n, n]t × R+(Γ′) in Yn with the corresponding necks in each Ym via a smooth family
of diffeomorphisms [−n, n] ∼−→ [−m,m]; having done so, we will abuse notation and write αsm
to mean the pullback of αsm to Yn, and likewise for the corresponding Liouville forms λ
01
m .
Unraveling the definitions of the maps, we now wish to prove that the diagram
ECH e
2RL(Yn, e
Rα1n)
Φe
2RL(Xn01) //
Ψe
2RL
n,n′

ECH e
2RL(Yn, α
0
n)
Ψe
2RL
n,n′

ECH e
2RL(Yn, e
Rα1n′)
Φe
2RL(Xn
′
01 ) // ECH e
2RL(Yn, α
0
n′)
commutes, where the maps Ψe
2RL
n,n′ are the isomorphisms defined in Section 3 which identify a
collection of Reeb orbits Θ ⊂ Yn with its image in Yn′ . Using the compactness of [n, n′], it
suffices to prove this for all n′ in some open neighborhood of n.
Take ǫ > 0 small enough that the Liouville form λ01n is equal to e
sα0n on [0, ǫ] × Yn and
to esα1n on [R − ǫ,R] × Yn (in which case the analogous statement holds for λ01n′ ). Assume
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without loss of generality that n < n′. If n′ is sufficiently close to n, then we may fix a smooth,
nondecreasing function φ : [0, ǫ] → [n, n′] with φ(s) = n near s = 0 and φ(s) = n′ near s = ǫ
such that the 1-forms
λ0 = e
sα0φ(s) on [0, ǫ]× Yn
λ1 = e
sα1φ(R−s) on [R− ǫ,R]× Yn
are both Liouville forms. The induced cobordism map
Φe
2RL([0, ǫ] × Yn, λ0) : ECH e2RL(Yn, eǫα0n′)→ ECH e
2RL(Yn, α
0
n)
fits into a commutative diagram
ECH e
2RL(Yn, e
ǫα0n′)
Φe
2RL(λ0)
//
s

ECH e
2RL(Yn, α
0
n)
Ψe
2RL
n,n′

ECH e
2R−ǫL(Yn, α
0
n′)
ie
2R−ǫL,e2RL
// ECH e
2RL(Yn, α
0
n′)
by applying [14, Lemma 5.6] as in the proof of [14, Lemma 6.5]. We know that the composition
ie
2R−ǫL,e2RL ◦ s is equal to Φe2RL([0, ǫ] × Yn, esα0n′) by [14, Corollary 5.8], hence
Φe
2RL([0, ǫ] × Yn, esα0n′) = Ψe
2RL
n,n′ ◦ Φe
2RL([0, ǫ] × Yn, λ0). (4.1)
Applying the same arguments to the cobordism map
Φe
2RL([R − ǫ,R]× Yn, λ1) : ECH e2RL(Yn, eRα1n)→ ECH e
2RL(Yn, e
R−ǫα1n′),
we conclude that the diagram
ECH e
2RL(Yn, e
Rα1n′)
(Ψe
2RL
n,n′
)−1
//
s

ECH e
2RL(Yn, e
Rα1n)
Φe
2RL(λ1)

ECH e
2R−ǫL(Yn, e
R−ǫα1n′)
ie
2R−ǫL,e2RL
// ECH e
2RL(Yn, e
R−ǫα1n′)
commutes, and hence that
Φe
2RL([R− ǫ,R]× Yn, λ1) = Φe2RL([R − ǫ,R]× Yn, esα1n′) ◦Ψe
2RL
n,n′ . (4.2)
Now the composition axiom of [14, Theorem 1.9] says that the composition
ECH e
2RL(Yn, e
Rα1n)
Φe
2RL(λ1)
// ECH e
2RL(Yn, e
R−ǫα1n′)
Φe
2RL([ǫ,R−ǫ]×Yn,λn′10)// ECH e
2RL(Yn, e
ǫα0n′)
Φe
2RL(λ0)
// ECH e
2RL(Yn, α
0
n)
is equal to the cobordism map induced by the union λ0 ∪ (λn′01|[ǫ,R−ǫ]×Yn) ∪ λ1, which is
homotopic to λn01 by a homotopy stationary on [0, R]×M and on {0, R} × Yn. Hence by the
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homotopy axiom of [14, Theorem 1.9], the composition is in fact equal to the map Φe
2RL(Xn01).
Using equations (4.1) and (4.2), we have a commutative diagram
ECH e
2RL(Yn, e
Rα1n)
Φe
2RL(λ1)

Ψe
2RL
n,n′
// ECH e
2RL(Yn, e
Rα1n′)
Φe
2RL(esα1
n′
)

ECH e
2RL(Yn, e
R−ǫα1n′)
Φe
2RL(λn
′
01)

Id // ECH e
2RL(Yn, e
R−ǫα1n′)
Φe
2RL(λn
′
01)

ECH e
2RL(Yn, e
ǫα0n′)
Φe
2RL(λ0)

Id // ECH e
2RL(Yn, e
ǫα0n′)
Φe
2RL(esα0
n′
)

ECH e
2RL(Yn, α
0
n)
Ψe
2RL
n,n′
// ECH e
2RL(Yn, α
0
n′)
such that the compositions along the left and right columns are Φe
2RL(Xn01) and Φ
e2RL(Xn
′
01)
respectively; the latter claim follows from the fact that the composition of the three cobordisms
on the right is exactly the cobordism ([0, R]× Yn, λn′01). The outermost square is then exactly
the commutative diagram we wanted, so the proof is complete. 
Thus we can drop the n from the subscript and speak of well-defined maps ΨR,L10 and Ψ
R,L
01 .
In fact, it now follows that these maps do not depend on J0 and J1: given another generic
tailored almost complex structure J ′0 on R× (M)∗, and fixing L, we can choose n sufficiently
large for both J0 and J
′
0 so that the rows of the commutative diagram
ECH L(M,Γ, α0, J0)
ΦLn //
ΦL
J0,J
′
0

ECH L(Yn, α
0
n)
φ
// ECH e
RL(M,Γ, α1, J1)
ECH L(M,Γ, α0, J
′
0)
(Φ′)Ln // ECH L(Yn, α
0
n)
φ
// ECH e
RL(M,Γ, α1, J1),
in which φ denotes the composition
ECH L(Yn, α
0
n)
s◦Φe2RL(Xn10)◦s−−−−−−−−−−→ ECH eRL(Yn, α1n)
(Φe
RL
n )
−1
−−−−−−→ ECH eRL(M,Γ, α1, J1)
for some appropriate scaling maps s, define the maps ΨR,L10 for J0 and J
′
0 respectively. Note
that the commutativity of the leftmost square follows from the definition of ΦLJ0,J ′0
in Section 3.
By the same argument we can show that given J1 and J
′
1 for (M,Γ, α1), the corresponding
maps ΨR,L10 differ by post-composing with Φ
eRL
J1,J ′1
. In this sense the maps ΨR,L10 do not depend
on either J0 or J1, and so we have well-defined map
ΨR,L10 : ECH
L(M,Γ, α0)→ ECH eRL(M,Γ, α1)
independently of the almost complex structures involved, and likewise for ΨR,L01 .
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For any fixed L′ > L, we can take n to be large with respect to e2RL′, and then the
corresponding maps on filtered sutured ECH are induced by ECH cobordism maps, so the
inclusion axiom of [14, Theorem 1.9] gives us a commutative diagram
ECH L(M,Γ, α0)
ΨR,L10 //
iL,L
′

ECH e
RL(M,Γ, α1)
ΨR,L01 //
ie
RL,eRL′

ECH e
2RL(M,Γ, α0)
ie
2RL,e2RL′

ECH L
′
(M,Γ, α0)
ΨR,L
′
10 // ECH e
RL′(M,Γ, α1)
ΨR,L
′
01 // ECH e
2RL′(M,Γ, α0).
Taking the direct limit as L→∞, we get a pair of maps
ECH (M,Γ, α0)
F−→ ECH (M,Γ, α1) G−→ ECH (M,Γ, α0).
Proposition 4.4. The composition G ◦ F is an isomorphism.
Proof. Lemma 4.2 tells us that G◦F is a direct limit of morphisms corresponding to the rows
of the commutative diagram
ECH L(M,Γ, α0)
iL,e
2RL
//
iL,L
′

ECH e
2RL(M,Γ, α0)
ie
2RL,e2RL′

ECH L
′
(M,Γ, α0)
iL
′,e2RL′
// ECH e
2RL′(M,Γ, α0)
as L → ∞. Since the maps iL,e2RL are the same inclusion-induced maps as the ones used
to define the directed system ({ECH L(M,Γ, α0)}L, {iL,L′}L,L′), it follows immediately that
G ◦ F is in fact the identity map. 
Theorem 4.5. Let (M,Γ) be a sutured contact manifold with respect to two different
nondegenerate contact forms α0 and α1 which agree on a neighborhood of ∂M , and suppose
that α0 is isotopic to α1 through a family of contact forms which is constant on a neighborhood
of ∂M . Then there is an isomorphism
ECH (M,Γ, α0)
∼−→ ECH (M,Γ, α1)
which a priori depends on the choice of embedding data, and which carries c(α0) to c(α1).
Proof. The composition ECH (M,Γ, α0)
F−→ ECH (M,Γ, α1) G−→ ECH (M,Γ, α0), which was
constructed using the isotopy αs from α0 to αs, is an isomorphism by Proposition 4.4. On the
other hand, we could repeat its construction using the isotopy α1−s from α1 to α0 instead,
and it is straightforward to see that the corresponding isomorphism we would construct is
ECH (M,Γ, α1)
G−→ ECH (M,Γ, α0) F−→ ECH (M,Γ, α1).
Therefore F and G are inverses, and F is the desired isomorphism.
It remains to be shown that F (c(α0)) = c(α1), where we recall that each c(αi) is the
homology class of the empty set of Reeb orbits. We observe that each of the maps ΨR,L10 :
ECH L(M,Γ, α0) → ECH eRL(M,Γ, α1) carries [∅] to [∅], which is a consequence of the fact
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that each cobordism map Φe
2RL(Xn10) does by [14, Remark 1.11]. Since F is the direct limit
of these maps, it follows that F ([∅]) = [∅] as desired. 
We can now complete the proof of Theorem 1.2.
Corollary 4.6. Let (M,Γ) be a sutured contact manifold with respect to two different
contact forms α1 and α2 such that ξ1 = ker(α1) and ξ2 = ker(α2) are isotopic rel N(Γ) =
∂M r (R+(Γ) ∪R−(Γ)). Then ECH (M,Γ, α1) ∼= ECH (M,Γ, α2) by an isomorphism carrying
c(α1) to c(α2). In other words, sutured ECH depends up to isomorphism only on (M,Γ) and
the underlying contact structure up to isotopy rel N(Γ).
Proof. Suppose the given contact forms can be written αi = Cidt + β
i± near R±(Γ) and
αi = Cidt + e
τβi0 on U(Γ). Since both ECH and the contact structures ξi are unchanged
when we multiply either αi by some positive constant, we may assume that C1 = C2 = C for
some C > 0. Then the contact forms restrict to the region {τ = 0} ⊂ U(Γ) as Cdt+ βi0, and
since the contact structures are identical here we must have β10 = β
2
0 , hence α1|U(Γ) = α2|U(Γ).
Finally, by following the proof of Lemma 2.9 we may perturb (M,α2) in a neighborhood of
R±(Γ) without changing the completion (M∗, α∗2) in order to assume that β1± = β2±.
We have reduced the problem to the case where α1 and α2 agree near ∂M , and now we can
realize the isotopy from ξ1 to ξ2 by a family of contact forms αs which also agree with these at
the boundary. It follows from Theorem 4.5 that ECH (M,Γ, α1) ∼= ECH (M,Γ, α2) and that
this isomorphism identifies the contact classes. 
4.2. Isomorphisms and embedding data. Theorem 4.5 relies on a choice of embedding
data for (M,Γ, α) in several ways. First of all, as explained in Remark 3.12 we had to fix a
choice of embedding data in order to uniquely define the groups ECH (M,Γ, αi) independently
of a choice of generic tailored almost complex structure Ji; this data was used to construct
each of the closed manifolds Yn. Once we had this in hand, we used the same embedding data
to construct the cobordisms which define each of the maps ΨR,Ln,10, whose direct limit over L is
the isomorphism
F : ECH (M,Γ, α0)
∼−→ ECH (M,Γ, α1)
of Theorem 4.5. Our goal in this subsection is to see that while the parts of these constructions
which use Seiberg–Witten Floer homology are sensitive to the topology of Yn and hence to
the embedding data, the parts which make use of holomorphic curves are not.
Proposition 4.7. Let αs be a path of contact forms on (M,Γ) which is constant near ∂M .
Given a choice of embedding data for (M,Γ, αi) resulting in the closed manifold (Yn, α
i
n) for
i = 0, 1, and generic tailored almost complex structures Ji for αi on R×M∗, let (R×Yn, λ10n )
be the exact symplectic cobordism used to construct the map
ΨR,Ln,10 : ECH
L(M,Γ, α0, J0)→ ECH eRL(M,Γ, α1, J1)
of Section 4.1 for some strongly cobordism-admissible J on (R × Yn, λ10n ). Suppose moreover
that J is t-invariant on R × ([1, n − ǫ′]× R+(Γ)) and on R× ([−n+ ǫ′,−1]× R−(Γ)), where
we glue {±1} ×R±(Γ) to R±(Γ) ⊂M and ǫ′ is as in Section 3.
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Given any fixed Reeb orbit sets Θ+ ∈ ECC e2RL(M,e2Rα0) and Θ− ∈ ECC e2RL(M,eRα1),
there exists k depending on α0, α1, the embedding data, J , and the orbit sets Θ± such that
the following is true for all n which are sufficiently large in a sense depending on k and the
data that k depends on. Let Mk ⊂ Yn denote the submanifold
Mk =M ∪ ([1, k] ×R+(Γ)) ∪ ([−k,−1]×R−(Γ)).
Then any broken J-holomorphic curve from Θ+ to Θ− in R× Yn is contained in R×Mk.
Proof. We observe that any Reeb orbit of action at most e2RL on either end of the cobordism
[R, 2R] × Yn actually lies in the corresponding copy of M ⊂ Mn. Moreover, dλ10n restricts to
[R, 2R]×Mn rM as the symplectization of Mn rM , since α0 and α1 agree near ∂M . Thus
if we fix a pair of ECH generators Θ+ ∈ ECC e2RL(M,e2Rα0) and Θ− ∈ ECC e2RL(M,eRα1),
the arguments of Lemmas 3.1, 3.2, and 3.4 show that for large n, all broken J-holomorphic
curves from Θ+ to Θ− are confined to some fixed R×Mk in the completed cobordisms R×Yn.
To be more precise, the proofs of Lemmas 3.1 and 3.4 work exactly as before but we
must be careful in repeating the Gromov compactness argument of Lemma 3.2, which shows
that for large n no holomorphic curves from Θ+ to Θ− can project onto the region denoted
[−ǫ′, ǫ′]t × R+(Γ′). The potential problem is that we cannot guarantee that the curves C ′′ni
constructed in the proof are all holomorphic with respect to a single almost complex structure
on Rs × Rt ×R+(Γ′), since our J is only guaranteed to be Rs-invariant on the regions s < R
and s > 2R. If we can pass to a subsequence such that either ai →∞ or ai → −∞, then we
can modify our choices of si as needed to make sure that si < |ai| − 2R while still ensuring
that si → ∞; then the curves C ′′ni all come from a region of Rs × R× R+(Γ′) (either s > 2R
or s < R) where J is independent of s, and we can proceed as before.
In the remaining case, the numbers ai are all bounded, say |ai| < A, and by passing to a
subsequence we can assume that they converge to some value A0. Then we can replace the
intervals [ai−si, ai+si] with the larger [−A−si, A+si] (in other words, replace ai and si with
0 and si+A). Then the resulting curves C
′′
ni are still nonempty, with d(α
′)∗-energy converging
to zero, and since each [−A − si, A + si] is centered at s = 0 they are all holomorphic with
respect to the same almost complex structure on R × R × R+(Γ′); moreover, all but finitely
many of them intersect any given neighborhood of {(A0, 0)} × R+(Γ′). Now we can repeat
the rest of the proof of Lemma 3.2 and conclude that all of the holomorphic curves from Θ+
to Θ− are confined to R×Mk in the completed cobordism, as desired. 
Theorem 4.8. There is a natural splitting
ECH (M,Γ, α) =
⊕
h∈H1(M)
ECH (M,Γ, α;h)
such that c(α) ∈ ECH (M,Γ, α; 0), and each isomorphism F constructed as in Theorem 4.5
restricts to an isomorphism
Fαs;h : ECH (M,Γ, α0;h)
∼−→ ECH (M,Γ, α1;h)
for every h ∈ H1(M).
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Proof. For h ∈ H1(M) we define the subcomplex ECC (M,Γ, α, J ;h) ⊂ ECC (M,Γ, α, J) to be
generated by all Reeb orbit sets Θ = {(Θi,mi)} with total homology class h =
∑
imi[Θi]. We
recall that this is in fact a subcomplex because if 〈∂Θ+,Θ−〉 6= 0, then there is a J-holomorphic
curve from Θ+ to Θ− in R ×M∗ whose projection to M∗ shows that Θ+ is homologous to
Θ− in M∗, hence in M . This provides the desired splitting of ECH (M,Γ, α, J), and our goal
is to show that the splitting is compatible with the canonical isomorphisms ΦJ,J ′ of Theorem
3.10 and the isomorphisms F of Theorem 4.5.
We now recall that the maps ΨR,L10 are independent of the almost complex structures. If we
consider the path of contact structures αs = α for 0 ≤ s ≤ 1, R = 1, and ψ = Id[0,1], then this
means that the map
ΨR,L10 : ECH
L(M,Γ, α, J)→ ECH eRL(M,Γ, α, J ′) (4.3)
for an appropriate cobordism-admissible almost complex structure is equal to the composition
ECH L(M,Γ, α, J)
ΦL
J,J′−−−→ ECH L(M,Γ, α, J ′) Ψ
R,L
10−−−→ ECH eRL(M,Γ, α, J ′)
in which the latter cobordism has a product almost complex structure, and so the latter map
is equal to the inclusion-induced iL,e
RL
J ′ , again by [14, Corollary 5.8]. In particular, the limit of
the maps iL,e
RL
J ′ is the identity map on ECH (M,Γ, α, J
′), hence the limit of (4.3) as L→∞
is just the canonical isomorphism
ΦJ,J ′ : ECH (M,Γ, α, J) → ECH (M,Γ, α, J ′).
Now supposing that the matrix coefficient 〈ΦJ,J ′(Θ+),Θ−〉 is nonzero for some Reeb orbit
sets Θ+ and Θ−, the corresponding coefficient must be nonzero in one of the maps (4.3). The
Holomorphic Curves axiom of [14, Theorem 1.9] asserts the existence of a broken holomorphic
curve C from Θ+ to Θ− in the corresponding cobordism R × Yn, and following the proof of
Proposition 4.7 we see that if n is sufficiently large then C is confined to some R ×Mk. It
follows that [Θ+] = [Θ−] inH1(Mk), and sinceMk retracts ontoM this holds inH1(M) as well.
Thus ΦJ,J ′ restricts to a map ΦJ,J ′;h : ECH (M,Γ, α, J ;h) → ECH (M,Γ, α, J ′;h), with ΦJ,J ′ =⊕
hΦJ,J ′;h, and the resulting transitive systems of groups produce the ECH (M,Γ, α;h).
The splitting of the isomorphisms F associated to a path {αs} of contact forms follows by
an identical argument: if 〈F (Θ+),Θ−〉 6= 0, then there is a broken holomorphic curve from
Θ+ to Θ− in the associated cobordism R×Yn, hence in some R×Mk for n large enough, and
this suffices to show that [Θ+] = [Θ−] in H1(M). 
If the cobordism maps ΨR,L10 were constructed by some count of broken holomorphic curves,
then Proposition 4.7 could be used to show that these maps are independent of the original
choice of embedding data. Indeed, we can take the symplectic cobordisms R×Yn and R×Y ′n,
with appropriate almost complex structures J and J ′ as in the proposition such that J and
J ′ agree on R×Mn−ǫ′ , viewed canonically as a submanifold of both R×Yn and R×Y ′n. Then
for any fixed Θ+ and Θ−, and sufficiently large n, there is a canonical identification
M(R × Yn, J ; Θ+,Θ−) =M(R× Y ′n, J ′; Θ+,Θ−) (4.4)
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of the moduli spaces of holomorphic curves from Θ+ to Θ− in either cobordism, since in both
cases all of the curves involved lie in some appropriate R×Mk.
Unfortunately, the maps from [14, Theorem 1.9] which we used to construct the ΨR,L10 are
defined not by counting holomorphic curves, but by identifying ECH with Seiberg–Witten
Floer cohomology and using the corresponding Seiberg–Witten cobordism maps, so (4.4) will
not suffice to show that the two maps ΨR,L10 are the same. However, in light of (4.4) and
the canonical isomorphisms between ECH and Seiberg–Witten Floer homology, the following
conjecture would immediately imply that the maps ΦR,L10 are in fact independent of the
embedding data, and so is their direct limit F : ECH (M,Γ, α0)→ ECH (M,Γ, α1).
Conjecture 4.9. Fix L > 0. Let (Xi, λi) be exact symplectic cobordisms from (Y
i−, λi−) to
(Y i+, λ
i
+), with cobordism-admissible almost complex structures Ji, for i = 0, 1. Suppose we
have a 4-dimensional manifold W with corners and a 1-form λW , and disjoint embedded
3-manifolds with corners Z± ⊂ ∂W , satisfying the following:
• There are embeddings fi : W →֒ Xi for i = 0, 1 such that fi(Z±) ⊂ Y i± and λi|W = λW , so
in particular λi±|Z± = λW |Z±.
• All Reeb orbits of action less than L in (Y i±, λi±) lie in fi(Z±).
• All broken Ji-holomorphic curves between ECH generators of action less than L in the
completed cobordisms Xi have image in R× int(fi(W )).
Then there is a commutative diagram involving filtered Seiberg–Witten Floer cohomology:
ĤM
∗
L(Y
0
+;λ
0
+, J
0
+, r)
ĤM
∗
L(X0;λ0,J0,r) //
∼

ĤM
∗
L(Y
0−;λ0−, J0−, r)
∼

ĤM
∗
L(Y
1
+;λ
1
+, J
1
+, r)
ĤM
∗
L(X1;λ1,J1,r) // ĤM
∗
L(Y
1−;λ1−, J1−, r)
in which the horizontal maps are defined by the chain maps of [14, Equation (4.17)], and
the vertical isomorphisms are defined by the canonical identification of monopoles with ECH
generators of action at most L inside Z±.
Although this conjecture is open, Appendix A proves enough cases of it that we will be
able to remove the potential dependence on the embedding data. We will return to this in
Section 7.
4.3. A natural version of Theorem 4.5. The construction of the isomorphism F :
ECH (M,Γ, α0)
∼−→ ECH (M,Γ, α1) of Theorem 4.5 involved several choices beyond the
embedding data, and it is reasonable to ask whether F depends on any of them. In this
section we will show that many of these choices don’t matter and thus determine to what
extent we can speak of a well-defined group ECH (M,Γ, ξ), rather than just ECH (M,Γ, α).
We observe that in addition to embedding data, the isomorphism F potentially depends on
the constant R > 0, the isotopy {αs | 0 ≤ s ≤ 1} of contact forms, and the diffeomorphism
ψ : [0, R] → [0, 1] which we used to construct the Liouville form λ01 = esαψ(s) on [0, R] × Yn.
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Thus for now we will write F = FR,ψαs . We will once again fix a choice of embedding data from
the beginning.
Our first goal is to show that FR,ψαs does not depend on a sufficiently large choice of R.
Lemma 4.10. For any R′ > R, we have FR
′,ψ(Rs/R′)
αs = F
R,ψ
αs .
Proof. For convenience we will work with the analogous maps GR,ψαs instead and use the
assertion of Theorem 4.5 that these maps are the inverses of FR,ψαs . Form a 1-parameter
family of Liouville forms λt on [0, R
′]× Yn by the formula
λt =
e
sα
ψ
(
Rs
(1−t)R+tR′
), 0 ≤ s ≤ (1 − t)R + tR′
esα1, (1− t)R+ tR′ ≤ s ≤ R′.
The Liouville forms provide exact symplectic cobordisms and hence cobordism maps
Ψλ0 : ECH
eR
′
L(Yn, e
R′α1n)→ ECH e
R′L(Yn, e
Rα1n)→ ECH e
R′L(Yn, α
0
n)
Ψλ1 : ECH
eR
′
L(Yn, e
R′α1n)→ ECH e
R′L(Yn, α
0
n)
which are equal because λ0 and λ1 are homotopic. If n is big enough with respect to e
R′L to
provide isomorphisms (Φi)
eR
′
L
n : ECH
eR
′
L(M,Γ, αi, Ji)
∼−→ ECH eR
′
L(Yn, α
i
n) for some Ji, then
the Ψλi induce equal maps
ECH L(M,Γ, α1)
iL,e
R′−RL
// ECH e
R′−RL(M,Γ, α1) // ECH
eR(eR
′−RL)(M,Γ, α0),
in which the left arrow is an inclusion-induced map by [14, Corollary 5.8] since it corresponds
to the symplectization ([R,R′]× Yn, esα1), and
ECH L(M,Γ, α1)→ ECH eR
′
L(M,Γ, α0),
respectively. Since these maps are identical, so are their direct limits as L → ∞; the direct
limit of the first map is the composition
ECH (M,Γ, α1)
Id // ECH (M,Γ, α1)
GR,ψαs // ECH (M,Γ, α0),
while the direct limit of the second map is G
R′,ψ(Rs/R′)
αs . We conclude that G
R,ψ
αs = G
R′,ψ(Rs/R′)
αs ,
and thus FR,ψαs = F
R′,ψ(Rs/R′)
αs as well. 
Proposition 4.11. The isomorphisms FR,ψαs do not depend on R or on ψ : [0, R]
∼−→ [0, 1].
Proof. Given FR0,ψ0αs and F
R1,ψ1
αs , we may pick some R ≫ R0, R1 and rescale ψ0 and
ψ1 to ψ0(R0s/R) and ψ1(R1s/R) respectively. By Lemma 4.10, it suffices to show that
F
R,ψ0(R0s/R)
αs = F
R,ψ1(R1s/R)
αs , so without loss of generality we can assume that R0 and R1
are both equal to R. Furthermore, given any ǫ > 0 we can choose R sufficiently large so that
0 ≤ ψ′0(s), ψ′1(s) < ǫ for all s.
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Now consider the straight line homotopy ψt(s) = (1 − t)ψ0(s) + tψ1(s) from ψ0 to ψ1,
and let λt denote the 1-form e
sαψt(s) on [0, R] ×M . For all t, 0 ≤ t ≤ 1, the map ψt is a
diffeomorphism [0, R]
∼−→ [0, 1], and given ǫ as above we have 0 ≤ ψ′t(s) < ǫ as well. We extend
each ψt : [0, R]
∼−→ [0, 1] to a function ψt : [0.2R] → [0, 1] by reflection across s = R, as in
Lemma 4.1, and now we have |ψ′t(s)| < ǫ instead. Thus if ǫ is sufficiently small, for any t
the form dλt ∧ dλt will be arbitrarily close to the volume form 2e2sds ∧ dαψt(s) ∧ dαψt(s) on
[0, 2R] ×M and hence a volume form as well, so each λt will be a Liouville form.
For each n we now build the contact manifolds (Yn, α
i
n) by extending α0 and α1 over
Yn rM in the same way, and then we extend λt over [0, 2R]×Yn by using the symplectization
of α0n|YnrM . Then the homotopy λt extends to a homotopy of exact symplectic cobordisms
([R, 2R]× Yn, λ0) ≃ ([R, 2R]× Yn, λ1),
for each n, hence by [14, Theorem 1.9] the induced maps are equal. But we use the λ0
cobordisms to construct FR,ψ0αs and the λ1 cobordisms to construct F
R,ψ1
αs in the same way, so
we must have FR,ψ0αs = F
R,ψ1
αs as desired. 
Since the isomorphisms FR,ψαs are independent of R and ψ, we can drop them from the
notation and simply write Fαs .
Proposition 4.12. The isomorphisms Fαs : ECH (M,Γ, α0) → ECH (M,Γ, α1) only depend
on the homotopy class of the path αs rel boundary.
Proof. Suppose we have two such paths α0s and α
1
s which are related by a homotopy t 7→ αts.
Then just as in the proof of Proposition 4.11 for sufficiently large R we can find a ψ : [0, R]→
[0, 1], extended by symmetry to the domain [0, 2R], such that for all t, the 1-form esαtψ(s) is
the primitive of a symplectic form on [R, 2R] ×M which extends to a Liouville form λt on
each [R, 2R] × Yn. Since λt provides a homotopy between the Liouville forms λ0 and λ1, it
follows that Fα0s = Fα1s as before. 
Finally, we observe that if the path αs is constant then Fαs = IdECH (M,Γ,α0), since the maps
ΨR,L10 : ECH
L(M,Γ, α0)→ ECH eRL(M,Γ, α0)
whose direct limit as L → ∞ defines Fαs are the inclusion-induced maps iL,eRL. It is also
clear that given two paths α0s and α
1
s with α
1
0 = α
0
1, the map associated to the concatenation
of these paths is simply the composition Fα1s ◦ Fα0s .
Lemma 4.13. Let Λ(M,Γ, α) denote the space of contact forms which agree with α on some
neighborhood of ∂M and have the same kernel, viewed as a cooriented contact structure. Then
there are canonical isomorphisms
Fα0,α1 : ECH (M,Γ, α0)→ ECH (M,Γ, α1)
for any α0, α1 ∈ Λ(M,Γ, α). Moreover, these isomorphisms compose naturally and hence
canonically define a group
ECH (M,Γ, ξ, α|∂M ).
These isomorphisms and the resulting group depend only on a choice of embedding data.
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Proof. Any α0, α1 ∈ Λ(M,Γ, α) have the form fiα for some positive functions fi : M → R
which are equal to 1 on a neighborhood of ∂M , so Λ(M,Γ, α) is convex and hence contractible.
In particular, any two paths αs and α
′
s from α0 to α1 inside Λ(M,Γ, α) are homotopic, so
they define identical isomorphisms
Fαs = Fα′s : ECH (M,Γ, α0)
∼−→ ECH (M,Γ, α1)
by Proposition 4.12. We can thus use the straight line homotopy αs = (1 − s)α0 + sα1 to
define a canonical isomorphism which only depends on the endpoints, denoted Fα0,α1 .
Given a third α2 ∈ Λ(M,Γ, α), it follows immediately from that
Fα0,α2 = Fα1,α2 ◦ Fα0,α1 ,
and so we have a transitive system of isomorphisms({ECH (M,Γ, α0)}α∈Λ(M,Γ,α), {Fα0,α1}α0,α1∈Λ(M,Γ,α)) .
This canonically defines a group ECH (M,Γ, ξ, α|∂M ) up to the choice of embedding data, as
desired. 
We remark that the contact class defines an element c(ξ) ∈ ECH (M,Γ, ξ, α|∂M ), since the
isomorphisms Fα0,α1 send c(α0) to c(α1).
Lemma 4.14. Let Ξ(M,Γ, α|∂M ) be the space of all contact structures on (M,Γ) admitting
contact forms which agree with α on a neighborhood of ∂M . For any isotopy ξs of contact
structures in Ξ(M,Γ, α|∂M ), there is a canonical isomorphism
Fξs : ECH (M,Γ, ξ0, α|∂M ) ∼−→ ECH (M,Γ, ξ1, α|∂M )
depending only on the homotopy class of ξs and sending c(ξ0) to c(ξ1).
Proof. Suppose we have two different contact forms α0, α
′
0 for ξ0 and likewise α1, α
′
1 for ξ1
such that all four contact forms agree with α near ∂M . Let αs and α
′
s be families of contact
forms in Λ(M,Γ, α) from α0 to α1 and α
′
0 to α
′
1, respectively, such that ker(αs) = ker(α
′
s) for
all s. Then there are positive functions gs : M → R such that gs = 1 on a neighborhood of
∂M and α′s = gsαs. We wish to show that the diagram
ECH (M,Γ, α0)
Fαs //
Fα0,α′0

ECH (M,Γ, α1)
Fα1,α′1

ECH (M,Γ, α′0)
Fα′s // ECH (M,Γ, α′1)
commutes, where the vertical isomorphisms are the canonical ones from Lemma 4.13.
The composition of the top and right arrows is the isomorphism induced by a path from α0
to α′1 = g1α1; this path is defined by going from α0 to α1 via αs, and then from α1 to g1α1 via
a straight line homotopy. Likewise, the composition of the left and bottom arrows is induced
by a path from α0 to α
′
0 = g0α0 via a straight line homotopy, and then to α
′
1 via α
′
s = gsαs.
There is a natural fibration Λ(M,Γ, α)→ Ξ(M,Γ, α) whose fibers are the contractible spaces
of positive functions M → R which are 1 near ∂M , and these compositions of paths in
Λ(M,Γ, α) project to homotopic paths in the base, hence they are homotopic in Λ(M,Γ, α) as
SUTURED ECH IS A NATURAL INVARIANT 41
well. Proposition 4.12 says that they induce the same isomorphisms, so the diagram commutes
as desired. 
Putting all of these results together finishes the proof of Theorem 1.4, up to showing that
the construction is independent of the choice of embedding data:
Theorem 4.15. Given a sutured contact manifold (M,Γ, α), fix a choice of embedding data
and let Ξ(M,Γ, α) denote the space of all cooriented contact structures which agree with ker(α)
on a neighborhood of ∂M . Then the assignment of ECH (M,Γ, ξ, α|∂M ) to each ξ ∈ Ξ(M,Γ, α),
together with the map(
ξs : [0, 1]→ Ξ(M,Γ, α)
) 7→ (Fξs : ECH (M,Γ, ξ0, α|∂M ) ∼−→ ECH (M,Γ, ξ1, α|∂M )),
defines a local system on Ξ(M,Γ, α) which satisfies Fξs(c(ξ0)) = c(ξ1) for every path ξs.
Moreover, it is independent of all choices except possibly the embedding data.
Once we have proved in Section 7 that the maps ΨR,Ln,10 : ECH
L(M,Γ, α0, J0) →
ECH e
RL(M,Γ, α1, J1) of Section 4.1 do not depend on embedding data, it should be possible
to prove that the isomorphism of Corollary 4.6 will be natural. We will not prove this claim
here.
5. Some properties of the contact class
Now that we know that the contact class c(ξ) ∈ ECH (M,Γ, ξ, α|∂M ) is well-defined, and
that isotopies rel boundary of ξ induce isomorphisms on ECH which preserve c(ξ), we can
investigate some of the properties of c(ξ). Although the sutured ECH contact class had
not been explicitly written down before, the definitions and theorems in this section are
straightforward adaptations of results which are known for closed 3-manifolds and which
should not be surprising to experts. We remark that Theorem 4.5 will suffice for these
applications, and thus we can choose to omit α|∂M from the notation, because vanishing
and nonvanishing results will only require us to understand ECH up to isomorphism. We
begin by proving that c(ξ) detects tightness.
Theorem 5.1. Suppose that (M,Γ, ξ) is a sutured contact manifold for which ξ is overtwisted.
Then c(ξ) = 0.
Proof. Let ∆ ⊂ int(M) be an overtwisted disk and U an open neighborhood of ∆ which is
disjoint from an open neighborhood of ∂M . If we perform a full Lutz twist on a transverse
knot in U r∆, then the resulting contact structure ξ′ is homotopic to ξ as a 2-plane field by a
homotopy supported in a neighborhood of that knot in Ur∆, and in particular this homotopy
is constant on M r U and on a neighborhood of ∆. A theorem of Eliashberg [6, Theorem
3.1.1] now says that ξ and ξ′ are isotopic as contact structures by an isotopy supported in U .
The same argument works if we perform an n-fold Lutz twist, so for any given n we may
actually assume that ξ′ contains such a Lutz tube inside U . Since ξ and ξ′ are isotopic rel
M r U , we can find a family {αs} of contact forms constant on a neighborhood of ∂M such
that ξ = ker(α0), ξ
′ = ker(α1), and α1 equals a smooth perturbation of cos(r)dz + sin(nr)dθ
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on the Lutz tube S1z ×D2r,θ. Eliashberg [37, Appendix] shows that if n is large, then we can
replace α1 by a suitable Morse-Bott perturbation containing a nondegenerate Reeb orbit γ
such that ∂γ = ∅, and hence c(α1) = [∅] vanishes. The isomorphism
ECH (M,Γ, ξ, α|∂M ) ∼−→ ECH (M,Γ, ξ′, α|∂M )
of Theorem 4.15 constructed from {ξs = ker(αs)} sends c(ξ) to c(ξ′) = 0, and thus c(ξ) = 0
as well. 
In fact, overtwisted disks are just the simplest of a family of objects which force the contact
class to vanish, namely the planar torsion domains studied by Wendl [36], to which we refer
for full details.
Definition 5.2 ([36, Definition 2.13]). For any integer k ≥ 0, a planar k-torsion domain is
a contact manifold (M, ξ), possibly with boundary, supported by a blown-up summed open
book which is not a symmetric summed open book and containing an irreducible subdomain
MP ⊂M such that MP does not touch ∂M , M rMP is nonempty, and MP contains planar
pages with k + 1 boundary components.
We say that (M, ξ) has planar k-torsion if there is a contact embedding of a planar k-torsion
domain into (M, ξ).
Wendl showed that a closed contact 3-manifold has planar 0-torsion if and only if it is
overtwisted, and that if a closed contact manifold has Giroux torsion then it also has planar
1-torsion [36, Theorem 3]. He also showed that if a closed contact manifold (Y, ξ) contains
planar k-torsion for any k, then its ECH contact invariant c(ξ) vanishes [36, Theorem 2]; we
claim that this applies to the contact class in sutured ECH as well.
Theorem 5.3. Let (M,Γ, ξ) be a sutured contact manifold for which (M, ξ) has planar torsion.
Then c(ξ) = 0.
Proof. The proof is exactly as in [36, Section 4.2.2]: letM0 ⊂M be a planar k-torsion domain
with planar piece MP0 , choosing k as small as possible. Then there is a contact form α
′ with
ξ′ = ker(α′) isotopic to ξ, and a compatible almost complex structure J on R×M∗ provided
by [36, Theorem 7], for which (after a Morse–Bott perturbation) one can explicitly find an
ECH orbit set γ0 supported on M
P
0 such that ∂γ0 = ∅, hence c(α′) = 0. Since MP0 avoids
∂M , we can arrange ξ′ to agree with ξ near ∂M and apply Theorem 4.15 to conclude that
c(ξ) = 0. 
We can also prove some nonvanishing results for the contact class:
Theorem 5.4. Let Y be a closed 3-manifold with Stein fillable contact structure ξ. Then the
contact invariant c(ξ|Y (1)) ∈ ECH (Y (1), ξ|Y (1)) is nonzero.
Proof. Write (Y, ξ) as the boundary of a Stein domain (X,J) with strictly plurisubharmonic
exhaustion function φ : X → R. We can write Y = φ−1(c) for some regular value c of φ,
and if λ = −dφ ◦ J then we can take the contact form on Y to be α = λ|Y . Without loss of
generality we may assume that φ has isolated critical points and a unique global minimum at
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p, and fix b > φ(p) such that p is the only critical point in φ−1((−∞, b]), which is therefore a
4-ball. We will let W = φ−1([b, c]).
It now follows that (W,λ) is an exact symplectic cobordism from (S3, η) to (Y, α), where
η = λ|S3 and ξstd = ker(η) is the standard tight contact structure on S3. It has Liouville
vector field ∇φ with respect to the metric dλ(·, J ·). Thus we can find a point y ∈ Y such
that the flow line of −∇φ through y avoids all of the critical points of φ and hence reaches
S3 ⊂ ∂W in time c− b. Since this condition is open in Y , we can also find a sufficiently small
Darboux ball B ⊂ Y around y such that the −∇φ-flow through any point of B reaches S3 in
the same time. Thus we have an embedding
([b, c]t ×B, et−cα|B) →֒ (W,λ)
which identifies the Liouville vector fields ∂t and ∇φ, and satisfies {b, c} ×B ⊂ ∂W .
Since the boundary of (Y rB,α) is not the boundary of a sutured contact manifold but
is simply a convex surface, we must now modify Y rB near its boundary as in [4, Lemma
4.1] to get the sutured contact manifold Y (1). Applying an identical modification to each
{t} ×B for t ∈ [b, c], we turn W˜ =W r ([b, c] ×B) into a cobordism with corners from S3(1)
to Y (1). The boundary of W˜ consists of −S3(1)⊔Y (1) together with a horizontal component
[b, c]t × ∂Y (1), along which the Liouville vector field ∇φ is identified with ∂t.
Now suppose that c(α|Y (1)) is zero, and fix a generic almost complex structure JY tailored
to (Y (1), α|Y (1)). Then there is a relation∑
ci∂Θi = ∅
for some
∑
ciΘi ∈ ECC (Y (1), α|Y (1), JY ), and if L > 0 is greater than the symplectic action
of any of the Θi then the same relation holds in the filtered complex ECC
L(Y (1), α|Y (1), JY ).
If we choose embedding data for Y (1) as in Section 3, then for sufficiently large n we have a
tuple
(Yn, αn, Jn)
and an embedding (Y (1), α|Y (1)) →֒ (Yn, αn) for which there is a canonical identification
ECH L(Y (1), α|Y (1), JY ) ∼= ECH L(Yn, αn, Jn).
But then if we let Z = Yn r Y (1), then we can glue ([b, c]t × Z, et−cαn|Z) to W˜ along its
horizontal boundary to get an exact symplectic cobordism from some closed manifold to
(Yn, αn). The concave end corresponds to a manifold (Y
′
n, α
′
n) determined by making the same
choice of embedding data for S3(1) (recall that the definition of embedding data only involves
the contact form near the boundary of a sutured manifold), and so if n is also sufficiently large
for (Y ′n, α′n) and L then we can also canonically identify
ECH L(S3(1), η|S3(1), JS3) ∼= ECH L(Y ′n, α′n, J ′n)
in the same way.
The symplectic cobordism we have constructed induces a map
ECH L(Yn, αn, Jn)→ ECH L(Y ′n, α′n, J ′n)
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which sends [∅] to [∅] by Theorem 1.9 and Remark 1.11 of [14]. We know that the class [∅] in
the source is zero since it vanishes in ECH L(Y (1), α|Y (1), JY ), hence the target [∅] is zero as
well. But this means that [∅] = 0 in ECH L(S3(1), η|S3(1), JS3), and the relation which forces
it to vanish must persist in the unfiltered ECH (S3(1), η|S3(1), JS3) as well. We know that
c(ξstd|S3(1)) is nonzero by [4, Lemma 1.7], since S3(1) is a product sutured manifold, so this
is a contradiction and we conclude that c(ξ|Y (1)) 6= 0 as desired. 
The same ideas as in the proof of Theorem 5.4 can be used to construct morphisms on
sutured ECH corresponding to an appropriate notion of exact symplectic cobordisms (X,λ)
with corners, in which ∂X consists of a “vertical” part comprised of two connected sutured
contact manifolds transverse to the Liouville vector field Y as well as a “horizontal” part
tangent to Y and foliated by its flow lines. For example, the construction in the proof would
yield a map
ECH (Y (1), ξ|Y (1), α|∂Y (1))→ ECH (S3(1), ξstd|S3(1), η|∂S3(1))
sending c(ξ|Y (1)) to c(ξstd|S3(1)) up to sign (cf. Remark 1.5). We will not pursue this further,
though the details are straightforward.
6. Invariance under gluing 1-handles
We will now use the results of Section 3 to show that if we attach contact 1-handles
to a sutured contact manifold (M,Γ, α) to produce (M ′,Γ′, α′), that there is a canonical
isomorphism
ECH (M,Γ, α)
∼−→ ECH (M ′,Γ′, α′).
We have already seen from Lemma 3.1 that given a tailored almost complex structure J on
R×M∗, there is actually an isomorphism of chain complexes
ECC (M,Γ, α, J) ∼= ECC (M ′,Γ′, α′, JH)
for an appropriate JH . However, these isomorphisms are not automatically natural, meaning
compatible with the canonical isomorphisms ΦJ,J ′ of Theorem 3.10 which relate ECH for
different choices of J on the left and likewise for the ΦJH ,J ′H on the right. Thus we need
to work to show that we have a canonical isomorphism of the J-independent sutured ECH
groups.
To make this goal precise, suppose that (M,Γ, α) is a sutured contact manifold, and that
the dividing set Γ has standard neighborhood
U(Γ) = [−1, 0]τ × [−1, 1]t × Γ
on which α = Cdt+eτβ0 for some area form β0 on Γ. We will pick distinct points p, q ∈ Γ and
attach a contact 1-handle H × [−1, 1]t along the points p and q as in Theorem 2.6 to form a
new contact manifold (M ′,Γ′, α′). ThenM embeds intoM ′ in an obvious way, with α′|M = α,
and the closed Reeb orbits of (M ′, α′) all lie in M and are hence canonically identified with
the closed Reeb orbits of (M,α). Any choice of embedding data for (M ′,Γ′, α′) in which none
of the 1-handles are attached along H× [−1, 1]t also determines embedding data for (M,Γ, α):
we simply let the set of 1-handles attached to M be the set of 1-handles attached to M ′
together with H × [−1, 1]t, and then we use the same diffeomorphism R+ ∼−→ R− for both M ′
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and M . We will say that such simultaneous choices of embedding data for M and M ′ are
H-compatible. We will now prove:
Theorem 6.1. Let (M ′,Γ′, α′) be constructed from (M,Γ, α) by attaching a contact 1-handle
H × [−1, 1]t as described above, with a fixed choice of H-compatible embedding data for
(M,Γ, α) and (M ′,Γ′, α′), and take L > 0 such that no collection of Reeb orbits has action
exactly L. Then there is a canonical isomorphism FL : ECH L(M,Γ, α)
∼−→ ECH L(M ′,Γ′, α′)
such that the diagram
ECH L(M,Γ, α)
FL
∼ //
iL,L
′

ECH L(M ′,Γ′, α′)
iL,L
′

ECH L
′
(M,Γ, α)
FL
′
∼ // ECH
L′(M ′,Γ′, α′)
commutes whenever L < L′. Moreover, the induced isomorphism on the direct limits of each
column,
F : ECH (M,Γ, α)
∼−→ ECH (M ′,Γ′, α′),
carries the contact class c(α) to the contact class c(α′).
Remark 6.2. Although Theorem 6.1 is stated for (M ′,Γ′, α′) obtained by attaching a single
handle, we remark that this construction may be considered a special case of an interval-fibered
extension [4, Example 2.10] where the Liouville manifold W is [−ǫ, 0]×Γ0∪H for some ǫ≪ 1
with Γ0 ⊂ Γ being a collection of connected components of Γ along which the contact 1-handle
is attached. We state the theorem in this “special case” for convenience, but in fact the proof
of Theorem 6.1 will work equally well for arbitrary interval-fibered extensions with compatible
embedding data. The analogous statement for sutured contact homology is [4, Theorem 9.1].
The main difference between the methods used in the proof of Theorem 6.1 and in the proof of
[4, Theorem 9.1] is that continuation maps for varying almost complex structures in the context
of sutured ECH are currently available to us only after taking closures since continuation maps
in ECH are defined through cobordism maps in Seiberg–Witten Floer cohomology, whereas in
sutured contact homology the authors of [4] can use holomorphic curve techniques to define
continuation maps by hand.
Proof of Theorem 6.1. Fix generic tailored almost complex structures J and J ′ on R×M∗ and
R×(M ′)∗, whereM∗ and (M ′)∗ are the completions ofM andM ′. Let JH be another tailored
almost complex structure on R × (M ′)∗ which restricts to the vertical completion Mv ⊂ M∗
of M as J . Then Lemma 3.1 applies in this situation, so that given any two generators Θ+
and Θ− of ECC (M,Γ, α, J) we have
MI=1(R×M∗, J ; Θ+,Θ−) =MI=1(R× (M ′)∗, JH ; Θ+,Θ−).
Hence for any L > 0 such that there are no ECH generators of action exactly L, the complexes
ECCL(M,Γ, α, J) and ECCL(M ′,Γ′, α′, JH) are canonically equal, by the map which identifies
an orbit set Θ in M with its image in M ′.
Using this canonical identification, we can now define an isomorphism
FLJ,J ′,JH : ECH
L(M,Γ, α, J)
∼−→ ECH L(M ′,Γ′, α′, J ′)
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as the composition
ECH L(M,Γ, α, J)
∼−→ ECH L(M ′,Γ′, α′, JH)
ΦL
JH,J
′−−−−→ ECH L(M ′,Γ′, α′, J ′).
Given any two choices JH,0 and JH,1 for JH , it follows essentially from Lemma 3.7 that the
isomorphism
ΦLJH,0,JH,1 : ECH
L(M ′,Γ′, α′, JH,0)
∼−→ ECH L(M ′,Γ′, α′, JH,1)
is induced by the chain map which sends Θ 7→ Θ for each collection Θ of Reeb orbits, and so
the leftmost square of the diagram
ECH L(M,Γ, α, J)
∼ // ECH L(M ′,Γ′, α′, JH,0)
ΦL
JH,0,J
′
//
ΦLJH,0,JH,1

ECH L(M ′,Γ′, α′, J ′)
ECH L(M,Γ, α, J)
∼ // ECH L(M ′,Γ′, α′, JH,1)
ΦL
JH,1,J
′
// ECH L(M ′,Γ′, α′, J ′)
commutes, while the rightmost square commutes by Theorem 3.10. The compositions of the
maps along the top and bottom rows are FLJ,J ′,JH,0 and F
L
J,J ′,JH,1
, respectively, so we conclude
that they are equal. In particular, FLJ,J ′,JH is independent of the choice of JH , and so we can
simply write it as FLJ,J ′ .
Now we can pick any L′ > L and a choice of JH as above. Then the diagram
ECH L(M,Γ, α, J)
∼ //
iL,L
′
J

ECH L(M ′,Γ′, α′, JH)
ΦL
JH,J
′
//
iL,L
′
JH
ECH L(M ′,Γ′, α′, J ′)
iL,L
′
J′

ECH L
′
(M,Γ, α, J)
∼ // ECH L
′
(M ′,Γ′, α′, JH)
ΦL
′
JH,J
′
// ECH L
′
(M ′,Γ′, α′, J ′)
commutes, again by applying Theorem 3.10, and the maps along each row are FLJ,J ′ and F
L′
J,J ′
respectively, so we have iL,L
′
J ′ ◦ FLJ,J ′ = FL
′
J,J ′ ◦ iL,L
′
J .
Suppose that J ′′ is another generic tailored almost complex structure on R ×M∗, and fix
a corresponding J ′′H on R× (M ′)∗. Then the H-compatibility of the embedding data ensures
that the following diagram commutes for any L:
ECH L(M,Γ, α, J)
∼ //
ΦL
J,J′′

ECH L(M ′,Γ′, α′, JH)
∼ //
ΦL
JH,J
′′
H

ECH L(Yn, αn)
ECH L(M,Γ, α, J ′′) ∼ // ECH L(M ′,Γ′, α′, J ′′H)
∼ // ECH L(Yn, αn)
where (Yn, αn) is the closed manifold constructed from the embedding data for some large n
as in Section 3, and in each row the first arrow labeled “∼” is the canonical identification of
ECH generators while the second such arrow is the isomorphism of [14, Theorem 1.3] used in
Section 3. Indeed, the rightmost square commutes by the definition of ΦLJH ,J ′′H
, since (Yn, αn) is
built from embedding data for (M ′,Γ′, α′). Similarly, the outermost square commutes because
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the embedding data of (M,Γ, α) also leads to the use of (Yn, αn) to construct Φ
L
J,J ′′ from the
composition of “∼” isomorphisms along each row. (We ensure this by extending J from R×M
across the embedding handles in a way which agrees with JH on R×H.) Since every map in
the diagram is an isomorphism, it follows that the leftmost square commutes as well.
Using the commutativity of the left square, we now construct another commutative diagram
ECH L(M,Γ, α, J)
∼ //
ΦL
J,J′′

ECH L(M ′,Γ′, α′, JH)
ΦL
JH,J
′
//
ΦL
JH,J
′′
H

ECH L(M ′,Γ′, α′, J ′)
ECH L(M,Γ, α, J ′′) ∼ // ECH L(M ′,Γ′, α′, J ′′H)
ΦL
J′′
H
,J′
// ECH L(M ′,Γ′, α′, J ′)
whose right square commutes by Theorem 3.10. The compositions of the maps along each row
are FLJ,J ′ and F
L
J ′′,J ′ respectively, so we conclude that F
L
J ′′,J ′ ◦ ΦLJ,J ′′ = FLJ,J ′ .
Now suppose that J ′′′ is another generic tailored almost complex structure on R × (M ′)∗.
It is immediate from the definition and from Theorem 3.10 that FLJ,J ′′′ = Φ
L
J ′,J ′′′ ◦ FLJ,J ′ for
each L, since we have the identity ΦLJH ,J ′′′ = Φ
L
J ′,J ′′′ ◦ΦLJH ,J ′ for any JH . Combining this with
the above information, we see that for any J, J ′′ on R ×M∗ and J ′, J ′′′ on R × (M ′)∗, there
is a commutative diagram
ECH L(M,Γ, α, J)
FL
J,J′
//
ΦL
J,J′′

ECH L(M ′,Γ′, α′, J ′)
ΦL
J′,J′′′

ECH L(M,Γ, α, J ′′)
FL
J′′,J′′′
// ECH L(M ′,Γ′, α′, J ′′′)
and so there is a well-defined isomorphism FL : ECH L(M,Γ, α)
∼−→ ECH L(M ′,Γ′, α′).
Since each map of the form FLJ,J ′ or Φ
L
J,J ′ is intertwined with the various i
L,L′
J and i
L,L′
J ′
maps, it follows that FL
′ ◦ iL,L′ = iL,L′ ◦FL as well. Thus we have an isomorphism of directed
systems
F :
(
{ECH L(M,Γ, α)}L, {iL,L′}L,L′
) ∼−→ ({ECH L(M ′,Γ′, α′)}L, {iL,L′}L,L′)
and hence taking direct limits gives an isomorphism
F : ECH (M,Γ, α)
∼−→ ECH (M ′,Γ′, α′).
Moreover, each FLJ,J ′ sends the class [∅] to [∅], so we have F ([∅]) = [∅] as well and we conclude
that F (c(α)) = c(α′). 
It is straightforward to show that given an isotopy of contact forms supported on int(M),
the isomorphism of Theorem 6.1 also behaves naturally with respect to the isomorphism of
Theorem 4.15, and hence it defines a natural isomorphism
ECH (M,Γ, ξ, α|∂M ) ∼−→ ECH (M ′,Γ′, ξ′, α′|∂M ′)
carrying c(ξ) to c(ξ′) as expected.
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For any closed contact manifold (Y, ξ) and collection of n points in Y , we can define the
sutured contact manifold Y (n) by removing the interior of a Darboux ball centered at each of
the n points and then turning the resulting manifold into a sutured contact manifold (M,Γ, ξ)
as in [4, Proposition 4.6]. In what follows, use ξ to denote the restriction of ξ to Y (n) as well2.
Then we have the following immediate corollary, which was originally [4, Theorem 1.8(2)].
Corollary 6.3. Given any two contact manifolds (Y1, ξ1) and (Y2, ξ2) we have an isomorphism
ECH ((Y1#Y2)(1), ξ1#ξ2) ∼= ECH (Y1(1), ξ1)⊗ ECH (Y2(1), ξ2)
if either we take coefficients in a field or one of the groups ECH (Yi(1), ξi) is free Abelian.
This isomorphism identifies c(ξ1#ξ2) with c(ξ1)⊗ c(ξ2).
Proof. We can build (Y1#Y2)(1) by gluing a contact 1-handle to the disjoint union Y1(1)⊔Y2(1)
with one foot on the boundary of each component. The ECH chain complex of the disjoint
union is canonically identified as
ECC (Y1(1), α1, J1)⊗ ECC (Y2(1), α2, J2)
for any choice of contact form and almost complex structure on each Yi(1), with contact class
represented by ∅ ⊗ ∅, so the result follows from Theorem 6.1 and the Ku¨nneth theorem. 
It is clear that Y (n+1) can be obtained by taking Y (n)⊔S3(2), where S3 has the standard
tight contact structure, and attaching a contact 1-handle with one foot on the boundary of
each component. Thus in order to compute ECH (Y (n+ 1), ξ) from ECH (Y (n), ξ) it suffices
to determine the homology of S3(2).
Lemma 6.4. Suppose that S3 is equipped with its tight contact structure ξstd. Then there is
an isomorphism ECH (S3(2), ξstd) ∼= Z2 identifying the contact class with (1, 0).
Proof. We can realize S3(2) topologically by taking the disk D2r,θ × [−2, 2]t, where D2 has
radius 2, with contact form α = dt + β for some rotationally symmetric Liouville form β on
D2, and removing the region {r ≤ 1} × [−1, 1]t. Now there are two boundary components,
but the innermost one is “concave” in the sense of [4], so we must glue on a piece to make
it convex as in [4, Proposition 4.6]. We can modify that procedure slightly for convenience:
while they glue on a solid torus with corners of the form ([0, 1]τ × [−1, 1]t r int(D ∪Nǫ))×S1
(which in their notation is M ′′ rM ; see [4, Figure 2]) and then round corners, we can rotate
the given [0, 1]τ × [−1, 1]t r int(D ∪ Nǫ) about the τ = 1 portion of its boundary (call the
axis of rotation L), thus gluing in a thickened 2-sphere with corners instead. The result is a
sutured contact manifold (S3(2), α) with rotational symmetry about the pair of line segments
L˜ obtained by extending L to ∂S3(2) via the Reeb flow.
By construction, (S3(2), α) has a single closed hyperbolic Reeb orbit h, and the complement
of h is fibered by Reeb flowlines from R−(Γ) to R+(Γ), any of which is isotopic to one of the
2For the purposes of computing ECH, our notation should keep track of a contact form on the boundary as
well as the collection of n points, cf. Theorem 4.15, but up to isomorphism this does not matter.
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flowlines which foliate the neighborhood U(Γ) of Γ. Letting M∗ denote its completion and J
a tailored almost complex structure on R×M∗, it follows that
ECC (S3(2), α, J) = Z∅ ⊕ Zh.
The differential can only count ECH index 1 J-holomorphic curves from h to ∅, so suppose
we have such a curve C; its projection π(C) to M∗ is a 2-chain bounded by h. Since S3(2)r L˜
retracts onto h, and hence h is homologically nontrivial there, we observe that π(C) cannot
avoid the pair of Reeb flow lines γ1, γ2 through L˜ in M
∗, hence C · (R × (γ1 ∪ γ2)) > 0 by
intersection positivity. Now given any flow line γ0 through a point of U(Γ), we can take the
segments of γ0, γ1, γ2 with −t0 ≤ t ≤ t0 for some positive t0 and then connect the endpoints
of these segments by paths contained in the regions {t = ±t0} to get a closed cycle. For t0
sufficiently large we now repeat the arguments of Lemma 3.1 to show that C · (R × γ0) =
C · (R× (γ1 ∪ γ2)) > 0, which is again impossible.
In particular, we must have ∂h = 0, so the differential on ECC (S3(2), α, J) is zero and the
lemma follows. 
Corollary 6.5. For any closed contact manifold (Y, ξ) and n ≥ 1, there is an isomorphism
ECH (Y (n+ 1), ξ) ∼= ECH (Y (n), ξ)⊗Z Z2
sending c(ξ|Y (n+1)) to c(ξ|Y (n))⊗ (1, 0), and so ECH (Y (n+ 1), ξ) ∼= ECH (Y (1), ξ) ⊗Z Z2n .
7. Stabilization and a canonical version of sutured ECH
Let (M,Γ, α) be a sutured contact manifold and E be a choice of embedding data. The latter
consists of a set of contact 1-handles H attached to (M,Γ, α) to produce a new sutured contact
manifold (M ′,Γ′, α′) with connected suture Γ′, and a diffeomorphism f : R+(Γ′)
∼−→ R−(Γ′)
(see Definition 3.3). In this section, we prove that various isomorphisms and maps defined in
Sections 3 and 4 are independent of the choice of embedding data. To do this, we will use
Lemma A.2.11, Proposition A.7.2, and Proposition A.7.3. In what follows, we emphasize the
dependence of various groups, isomorphisms, and maps defined in Sections 3–6 on a choice of
embedding data via a subscript, as in ECH LE(M,Γ, α).
To apply Lemma A.2.11, Proposition A.7.2, and Proposition A.7.3, we need the upcoming
lemma. To set the stage, given a sutured contact manifold (M,Γ, α) with connected suture Γ
and contact form α restricting to U(Γ) ≃ (−1, 0]τ × [−1, 1]×Γ as Cdt+Keτdθ, let T ≥ 0 and
denote by MT the sutured contact manifold M ∪{0}×[−1,1]×Γ [0, T ]τ × [−1, 1]t×Γ with contact
form that restricts to M as α and to [0, T ]τ × [−1, 1]t ×Γ as Cdt+Keτdθ. A diffeomorphism
f : R+(Γ)→ R−(Γ) as in Lemma 2.10 can be extended to R+(Γ) ∪{0}×{1}×Γ [0, T ]× {1} × Γ
so as to restrict to [0, T ] × {1} × Γ as the identity map on the [0, T ] and Γ factors. Having
fixed T > 0, we can choose a set of handles to be used with both (M,Γ, α) and (MT ,Γ, αT ).
To be more explicit, we may choose A > (Ke
T )2
2 in the proof of Theorem 2.6, even though the
contact forms on these handles for M and MT would necessarily be different.
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Lemma 7.1. Let (M,Γ, α) be a sutured contact manifold with connected suture, and E be a
choice of embedding data. For any L > 0 and T ≥ 0, there exists a canonical isomorphism
I
L,T
E : ECH
L
E(M,Γ, α)→ ECH LE(MT ,Γ, αT ),
satisfying IL
′,T
E ◦ iL,L
′
= iL,L
′ ◦ IL,TE . Hence, in the direct limit as L → ∞, we have canonical
isomorphisms
ITE : ECHE(M,Γ, α)→ ECHE(MT ,Γ, αT ).
Moreover, given a path {αs}s∈[0,1] of contact forms agreeing with α on a neighborhood of ∂M ,
the canonical isomorphisms ITE commute with the maps Fαs of Section 4.
Proof. Let L > 0 be fixed, and n > 0 be sufficiently large with respect to L. Use E, as
in Proposition 2.11, to embed (M,α) and (MT , αT ) in closed contact manifolds (Yn, αn)
and (Yn
T , αn
T ), respectively. Note that in each embedding, we can use a solid torus Vn
with radius n+1π . With the preceding understood, fix a path of strictly increasing functions
hs : [−1, 0]→ [−1, sT ] such that
• For each s ∈ [0, 1], hs is a diffeomorphism with h0 = Id,
• For each s ∈ [0, 1], hs(τ) = τ for τ ∈ [−1,− 1κ) and hs(τ) = τ + sT for τ ∈ (− 12κ , 0], where
κ≫ 1.
Following the proof of Proposition 3.8, consider the smooth family of diffeomorphisms
ϕs : Yn → YnsT ,
which restrict to (Yn r [−1, 0]× S1t × Γ) ∪ Vn as identity and are defined by (hs, IdS1 , IdΓ) on
[−1, 0] × S1t × Γ. Note that (M∗, α∗) = ((MT )∗, (αT )∗), and hence a tailored almost complex
structure J on R×M∗ is also a tailored almost complex structure on R × (MT )∗. Pull back
via ϕs the contact form on Yn
sT and the almost complex structure for R × YnsT so as to
get a smooth 1-parameter family of contact forms on Yn and almost complex structures on
R× Yn. Applying Lemma 3.6 to this smooth family as in the proof of Proposition 3.8, we get
a canonical isomorphism
I
L,T
n;E : ECH
L(Yn, αn, Jn)→ ECH L(YnT , αnT , JnT ),
induced by the chain map sending an ECH generator Θ ∈ ECCL(Yn, αn, Jn) to its image
Θ ∈ ECCL(YnT , αnT , JnT ). As a result, we have a commutative diagram
ECH L(M,Γ, α, J)
Φ˜L,Jn;E
//
IL,T

ECH L(Yn, αn, Jn)
I
L,T
n;E

ECH L(MT ,Γ, αT , J)
(Φ˜T )L,Jn;E
// ECH L(Yn
T , αn
T , Jn
T ),
where the canonical isomorphism IL,T is induced by the chain map sending an ECH generator
Θ ∈ ECCL(M,Γ, α, J) to its image Θ ∈ ECCL(MT ,Γ, αT , J), while Φ˜L,Jn;E and (Φ˜T )L,Jn;E are the
isomorphisms defined in Section 3 for M and MT , respectively. Note that the isomorphism
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IL,T satisfies IL
′,T ◦ iL,L′ = iL,L′ ◦ IL,T . Meanwhile, for a pair of ECH L-generic tailored almost
complex structures J, J ′ on R×M∗, we have a commutative diagram
ECH L(Yn, αn, Jn) //
I
L,T
n;E

ECH L(Yn, αn, J
′
n)
I
L,T
n;E

ECH L(Yn
T , αn
T , Jn
T ) // ECH L(Yn
T , αn
T , J ′n
T ),
(7.1)
where the horizontal arrows are the canonical isomorphisms of [14, Theorem 1.3]. The
commutativity of the above diagram is due to [14, Lemma 3.4(a)]. To see this, note that
the admissible deformation, in the sense of [14, Definition 3.3], from (αn, Jn) to (αn, J
′
n) is
homotopic through admissible deformations defined via the smooth family {ϕs}s∈[0,1] to the
concatenation of the admissible deformations from (αn, Jn) to (αn
T , Jn
T ), from (αn
T , Jn
T ) to
(αn
T , J ′n
T ), and from (αn
T , J ′n
T ) to (an, J
′
n). Consequently, we have a commutative diagram
ECH L(M,Γ, α, J)
ΦL
J,J′;E
//
IL,T

ECH L(M,Γ, α, J ′)
IL,T

ECH L(MT ,Γ, αT , J)
(ΦT )L
J,J′;E
//// ECH L(MT ,Γ, αT , J ′),
hence a canonical isomorphism
I
L,T
E : ECH
L
E(M,Γ, α)→ ECH LE(MT ,Γ, αT ),
satisfying IL
′,T
E ◦ iL,L
′
= iL,L
′ ◦ IL,TE . Consequently, in the direct limit as L → ∞ we obtain
canonical isomorphisms
ITE : ECHE(M,Γ, α)→ ECHE(MT ,Γ, αT ).
Note that we also have IL,TE ◦ PL,JE = (P T )L,JE ◦ IL,T , where
PL,JE : ECH
L(M,Γ, α, J)
∼−→ ECH LE(M,Γ, α),
and
(P T )L,JE : ECH
L(MT ,Γ, αT , J)
∼−→ ECH LE(MT ,Γ, αT )
are the canonical isomorphisms (3.5) defined at the end of Section 3.
As for the last claim of the lemma, it follows analogously to Proposition 4.3 that the
canonical isomorphisms ITE commute with maps induced by paths of contact forms agreeing
with α on a neighborhood of ∂M . In this regard, note that we may choose κ≫ 1 so that the
path of contact forms remains constant where the diffeomorphisms ϕs are not the identity. 
Now we address the issue of independence of the choice of embedding data. We will do this
in two steps. First we consider what happens when we change just the gluing diffeomorphism
part of the embedding data.
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Proposition 7.2. Given L > 0, for any two choices E and E′ of embedding data which
have the same sets of handles but potentially different diffeomorphisms f and f ′, there is a
canonical isomorphism
ΨLE,E′ : ECH
L
E(M,Γ, α)
∼−→ ECH LE′(M,Γ, α)
for every α. It satisfies the following properties:
(1) Given a third E′′ with the same set of handles as E and E′, we have
ΨLE,E′′ = Ψ
L
E′,E′′ ◦ΨLE,E′.
In particular, ΨLE,E is the identity on ECH
L
E(M,Γ, α).
(2) For L < L′ we have ΨL′E,E′ ◦ iL,L
′
E = i
L,L′
E′ ◦ ΨLE,E′, and thus in the direct limit as L →∞,
we get a canonical isomorphism
ΨE,E′ : ECHE(M,Γ, α)
∼−→ ECHE′(M,Γ, α).
(3) Given any path {αs}s∈[0,1] of contact forms agreeing with α on a neighborhood of ∂M , the
diagram
ECHE(M,Γ, α0)
Fαs //
ΨE,E′

ECHE(M,Γ, α1)
ΨE,E′

ECHE′(M,Γ, α0)
Fαs // ECHE′(M,Γ, α1)
commutes.
Proof. Let E = (H, f) and E′ = (H, f ′) be two choices of embedding data with the same
handle set H, and fix L > 0 and n sufficiently large. Let (Yn, αn) and (Y ′n, α′n) be the
compact contact 3-manifolds constructed using the embedding data E and E′, respectively,
as in Section 3. Then for an ECHL-generic tailored almost complex structure J , we have
canonical isomorphisms
ΦL,Jn,E : ECH
L(M,Γ, α, J) → ECH L(Yn, αn)
ΦL,Jn,E′ : ECH
L(M,Γ, α, J) → ECH L(Y ′n, α′n)
and given another ECHL-generic tailored almost complex structure J ′ we have
ΦLJ,J ′;E = (Φ
L,J ′
n,E )
−1 ◦ ΦL,Jn,E : ECH L(M,Γ, α, J) → ECH L(M,Γ, α, J ′),
and likewise ΦLJ,J ′;E′, as defined in Section 3. We would like to show that for any pair of
ECHL-generic tailored almost complex structures J0 and J1, the maps ΦLJ0,J1;E and Φ
L
J0,J1;E′
are the same. It would then follow that there exists an isomorphism
ΨLE,E′ : ECH
L
E(M,Γ, α)
∼−→ ECH LE′(M,Γ, α),
as claimed.
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To see this, note that in light of Lemma 7.1, we can replace (M,Γ, α) with (MT ,Γ, αT ).
Then the maps ΦLJ0,J1;E and Φ
L
J0,J1;E′ are the same if and only if the maps
(ΦT )LJ0,J1;E : ECH
L(MT ,Γ, αT , J0)→ ECH L(MT ,Γ, αT , J1),
(ΦT )LJ0,J1;E′ : ECH
L(MT ,Γ, αT , J0)→ ECH L(MT ,Γ, αT , J1)
are the same. Now, assume without loss of generality3 that (αn
T , J0,Tn ) and (αn
T , J1,Tn )
obey the conditions in (4-1) of [28] for L on Yn
T , and similarly for ((αn
T )′, (J0,Tn )′) and
((αn
T )′, (J1,Tn )′) on (YnT )′, and set T = n+ 1. Then, the diagram
ECH L(MT ,Γ, αT , J i)
∼
(3.2)
// ECH L(Yn
T , αn
T , J i,Tn )
∼ψL,Jin;E,E′

ECH L(MT ,Γ, αT , J i)
∼
(3.2)
// ECH L((Yn
T )′, (αnT )′, (J
i,T
n )′),
commutes for both i = 0 and i = 1, where the vertical isomorphism ψL,J
i
n;E,E′ is induced by
a map identifying ECH generators in the source with their images in the target. We claim
that the latter is a chain map from ECCL(Yn
T , αn
T , J i,Tn ) to ECC
L((Yn
T )′, (αnT )′, (J
i,T
n )′) by
Lemma A.2.12 and Proposition A.7.3.
To elaborate on this claim, since the contact forms and almost complex structures obey the
conditions in (4-1) of [28], there are canonical isomorphisms between ECH L(Yn
T , αn
T , J i,Tn )
and ĤM
∗
L(Yn
T , αn
T , J i,Tn , r) as well as between ECH
L((Yn
T )′, (αnT )′, (J
i,T
n )′) and
ĤM
∗
L((Yn
T )′, (αnT )′, (J
i,T
n )′, r) for sufficiently large r, induced by canonical identifications
between Reeb orbit sets and moduli spaces of solutions to the 3-dimensional Seiberg-Witten
equations [28, Theorem 4.2]. These canonical identifications define chain maps between the
corresponding complexes ECCL and ĈM
∗
L, due to the canonical identifications between moduli
spaces of pseudo-holomorphic curves that define the differential on ECCL and moduli spaces
of solutions to the Seiberg–Witten equations that define the differential on ĈM
∗
L [28, Theorem
4.3]. Meanwhile, the first bullet of Lemma A.2.12 supplies 1–1 correspondences between the
sets of generators for the Seiberg–Witten Floer cochain complexes ĈM
∗
L(Yn
T , αn
T , J i,Tn , r)
and ĈM
∗
L((Yn
T )′, (αnT )′, (J
i,T
n )′, r) for both i = 0 and i = 1, and the first bullet point
of Proposition A.7.3 provides 1–1 correspondences between the moduli spaces of solutions
to the Seiberg–Witten equations that define the differentials for ĈM
∗
L(Yn
T , αn
T , J i,Tn , r) and
ĈM
∗
L((Yn
T )′, (αnT )′, (J
i,T
n )′, r).
From the above discussion and the fact that the maps (ΦT )LJ0,J1;E and (Φ
T )LJ0,J1;E′ are
defined in terms of the isomorphisms of (3.2), we see that (ΦT )LJ0,J1;E and (Φ
T )LJ0,J1;E′ are
3See [28, Proposition 2.4] for a justification of this claim. Note that we used a similar argument in the proof of
Lemma 3.6.
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the same if and only if the diagram
ECH L(Yn
T , αn
T , J0,Tn )
∼ //
∼ ψL,J0n;E,E′

ECH L(Yn
T , αn
T , J1,Tn )
∼ψL,J1n;E,E′

ECH L((Yn
T )′, (αnT )′, (J
0,T
n )′)
∼ // ECH L((YnT )′, (αnT )′, (J
1,T
n )′),
(7.2)
commutes, where the horizontal isomorphisms are again the canonical isomorphisms of [14,
Theorem 1.3]. The commutativity of the diagram in (7.2) follows from the second bullet point
of Proposition A.7.2 via Proposition A.7.4. To be more explicit, note that the manifold Yn
T is
a version of the manifold denoted in Appendix A by YT , whereas M
∗ is denoted there by Y∞.
In order to apply Proposition A.7.2, we need the path joining J0 and J1 to be independent
of s when restricted to a neighborhood of M∗ r int(M). To reduce to this case, we make use
of the following lemma:
Lemma 7.3. Let (M,Γ, α) be a sutured contact manifold with connected suture, L > 0 be
fixed, J0 and J1 be ECH L-generic tailored almost complex structures connected by a path of
tailored almost complex structures {Js}s∈[0,1] on R×M∗, and E be a choice of embedding data
that gives a closed contact manifold (Yn, αn) into which (M,α) embeds. Suppose that both
(α, J0) and (α, J1) obey the conditions in (4-1) of [28] for L on Yn for sufficiently large n > 0.
Then, there exists another path {J˜s}s∈[0,1] of tailored almost complex structures connecting
J˜0 := J0 to an ECH L-generic tailored almost complex structure J˜1, where
(1) J˜1 agrees with J1 on the complement in R×M of a neighborhood of R×∂M and J˜s agrees
with J0 on a neighborhood of R× (M∗ r int(M)).
(2) The following diagram commutes:
ECH L(Yn, αn, J
0
n)
∼ //
∼
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
ECH L(Yn, αn, J
1
n)
∼

ECH L(Yn, αn, J˜
1
n)
where all three isomorphisms are the canonical isomorphisms of [14, Theorem 1.3] and are
induced by chain maps sending an ECH generator Θ to Θ.
Proof. To begin, define two smooth functions σ :M∗ → [0, 1] and χ : M∗ → [0, 1] which have
support in a neighborhood of M∗ r int(M) and the complement in M of a neighborhood of
∂M , respectively, and are equal to 1 in a slight deformation retract of their support. The
restriction of these functions to a neighborhood of ∂M depend only on t and τ , respectively,
and admit graphs as seen in Figure 6.
Now define a homotopy of paths of tailored almost complex structures by
{Jsλ := J (1−χ(1−σ))(1−λ)s+χ(1−σ)s}λ∈[0,1].
The starting path of this homotopy is {Js0 = Js}s∈[0,1], and the ending path {J˜s := Js1}s∈[0,1]
consists of tailored almost complex structures Jχ(1−σ)s which restrict to J0 in a neighborhood
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σ
t
χ
τ
−1 ǫ− 1 1− ǫ 1 −1
1 1
Figure 6. The restriction of the functions σ, χ : M∗ → [0, 1] to a neighborhood
of ∂M .
of R×(M∗rint(M)) and to Js on the complement in R×M of a neighborhood of R×∂M . The
path of end points of this homotopy, namely {J1λ = J1−λ(1−χ(1−σ))}λ∈[0,1], connects J1 to J˜1
through generic tailored almost complex structures that restrict to J1 on the complement in
R×M of a neighborhood of R×∂M , and it restricts on a neighborhood of R× (M∗r int(M))
to the path {J1−λ}λ∈[0,1]. It follows from Lemmas 3.1 and 3.2 that each J1λ is ECH L-generic
for n > 0 sufficiently large. This gives us a commuting diagram of paths
J0
Js //
J˜s   ❇
❇
❇
❇
❇
❇
❇
❇
J1
J1λ

J˜1.
Note that since (αn, J
1
n) is assumed to obey the conditions in (4-1) of [28] for L for sufficiently
large n > 0, so does (αn, J˜
1
n). In fact, the path {J1λ}λ∈[0,1] of ECHL-generic tailored almost
complex structures yields a path of pairs {(αn, J1λ,n)}λ∈[0,1] obey the conditions in (4-1) of
[28] for L on Yn, and by [14, Lemma 3.4(d)], the isomorphism
ECH L(Yn, αn, J
1
n)
∼−→ ECH L(Yn, αn, J˜1n),
is induced by the chain map sending an ECH generator Θ to Θ.
Next, we define a homotopy between the concatenation of paths {Js}s∈[0,1] ∗{J1λ}λ∈[0,1] and
the path {J˜s}s∈[0,1] as follows:
Jsr =
{
J
2s
r+1 r 0 ≤ s ≤ r+12
J12s−1 r+12 ≤ s ≤ 1.
Note that Js0 is the path {Js}s∈[0,1] ∗ {J1λ}λ∈[0,1], while Js1 = J˜s. With this homotopy in
hand, [14, Lemma 3.4(a)] and [14, Lemma 3.4(b)] imply that we have a commutative diagram
ECH L(Yn, αn, J
0
n)
∼ //
∼
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
ECH L(Yn, αn, J
1
n)
∼

ECH L(Yn, αn, J˜
1
n)
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where the vertical arrow is the canonical map sending an ECH generator Θ to Θ. 
With Lemma 7.3 in hand, we may assume that the path joining J0 to J1 is constant when
restricted to R × (M∗ r int(M)). Hence, the second bullet of Proposition A.7.2 applies via
Proposition A.7.4 to give us the commutativity of the diagram in (7.2) for all sufficiently large
T > 0. We can employ this proposition due to the canonical isomorphism of Theorem 1.1
between embedded contact homology and Seiberg–Witten Floer cohomology of closed contact
3-manifolds induced by a canonical isomorphism between the respective chain complexes under
the assumption that the pair of a contact form and almost complex structure satisfies the
conditions depicted in (4-1) of [28]. Given L > 0, we can choose r > κ2πL and T > c∗
sufficiently large where κ2πL > 0 is a constant depending only on L and c∗ > 0 is a constant
possibly depending on r such that there is a canonical 1–1 correspondence between moduli
spaces of solutions to the equations (A.2.1) and (A.3.1) for embedding data Yn
T and (Yn
T )′.
Therefore, the isomorphism ΨLE,E′ exists and satisfies property (1). Since the isomorphism
ΨLE,E′ commutes with the inclusion induced maps i
L,L′ , the direct limit as L→∞ yields the
isomorphism ΨE,E′.
Property (3) follows by a similar argument. Given a path {αs} of contact forms on (M,Γ)
agreeing with α on a neighborhood of ∂M , we define Xn10 and (X
′)n10 to be the Liouville
cobordisms ([R, 2R] × YnT , λ10n ) and ([R, 2R] × (YnT )′, (λ′)10n ) constructed in Section 4.1 for
the respective sets of embedding data E and E′ from (MT ,Γ, αTs ), and we wish to show that
the diagram
ECH e
2RL(Yn
T , e2Rα0,Tn )
Φe
2RL(Xn10) //
∼

ECH e
2RL(Yn
T , eRα1,Tn )
∼

ECH e
2RL((Yn
T )′, e2R(α0,Tn )′)
Φe
2RL((X′)n10)// ECH e
2RL((Yn
T )′, eR(α1,Tn )′)
commutes. As above, assume without loss of generality that (α0,Tn , J
0,T
n ) and (α
1,T
n , J
1,T
n ) obey
the conditions in (4-1) of [28] for e2RL on Yn
T , and J0 is connected to J1 by a path of tailored
almost complex structures that is constant in a neighborhood of R × (M∗ r int(M)) via an
analog of Lemma 7.3 for a path {αs}s∈[0,1] of contact forms on (M,Γ) agreeing with α on
a neighborhood of ∂M . Note that this implies that ((α0,Tn )′, (J0,Tn )′) and ((α1,Tn )′, (J1,Tn )′)
obey the conditions in (4-1) of [28] for e2RL on (Yn
T )′. Then the vertical isomorphisms in
the above diagram identify ECH generators in the source with their images in the target by
Lemma A.2.11 and Proposition A.7.3, and the commutativity of the diagram follows from the
second bullet of Proposition A.7.2 via Proposition A.7.4. 
What Proposition 7.2 shows is that if we fix a collection H of handles so that M ′ =M ∪H
has connected suture, then for each L > 0 we have a transitive system of isomorphisms({ECH LE(M,Γ, α)}E , {ΨLE,E′}E,E′)
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where E and E′ range over all embedding data for (M,Γ, α) with precisely the setH of handles
and any diffeomorphism R+(Γ
′) ∼−→ R−(Γ′). This produces a canonical group
ECH LH(M,Γ, α),
and a canonical group ECHH(M,Γ, α) in the direct limit as L → ∞, associated to the
collection H of handles. Moreover, since the maps Fαs are intertwined with the isomorphisms
ΨE,E′, we have canonical isomorphisms
Fαs ,H : ECHH(M,Γ, α0)→ ECHH(M,Γ, α1)
depending only on the path αs and on H. Note also that PL,JE′ = ΨLE,E′ ◦ PL,JE , since PL,JE =
PL,J
′
E ◦ ΦLJ,J ′;E by definition and ΦLJ,J ′;E = ΦLJ,J ′;E′.
Hence, we have canonical isomorphisms
PL,JH : ECH
L(M,Γ, α, J)
∼−→ ECH LH(M,Γ, α).
Definition 7.4. Let (M,Γ, α) be a sutured contact manifold, and let H be a collection of
contact 1-handles attached to (M,Γ, α) along disjoint closed arcs of Γ, so that the resulting
(M ′,Γ′, α′) has connected suture Γ′. We will refer to H as handle data for (M,Γ, α).
Definition 7.5. Given two choices of handle data H,H′ for (M,Γ, α), we say that H < H′ if
the set H is a proper subset of the set H′. We write P(M,Γ,α) to denote the partially ordered
set of handle data associated to (M,Γ, α).
We remark that this partial order depends not only on where the handles attached but also
the handles themselves, up to a notion of equivalence. More precisely, a handle depends not
only on the arcs of Γ to which it is attached but also on its contact form; two handles H1,H2
which are attached along the same arcs of Γ may be said to be equivalent if there is some
diffeomorphism f : (H1, ∂M ∩ H1) → (H2, ∂M ∩ H2) which pulls back the contact form on
H2 to the one on H1. If H and H′ differ by replacing one handle with an inequivalent handle
attached to the same region, then H and H′ are not directly comparable.
Lemma 7.6. The poset P(M,Γ,α) is connected. In other words, given two choices H and H′
of handle data, there is a finite sequence
H = H0,H1,H2, . . . ,Hn = H′
such that either Hi < Hi+1 or Hi > Hi+1 for 0 ≤ i < n.
Proof. We first replace H with handle data H˜ in which every handle H of H has been replaced
by a “smaller” handle H˜, each end of which is attached to Γ along an arbitrarily small sub-arc
of the corresponding end of H. Figure 7 shows how this can be done in a small neighborhood
of H by a series of stabilizations and destabilizations, i.e. adding and removing pairs of handles
while preserving the connectedness of the resulting suture Γ′.
We can similarly replace H′ with H˜′, and moreover we can choose the new handles of H˜
and H˜′ to be attached along disjoint arcs since their attaching arcs can be any arbitrarily
small sub-arcs of the attaching arcs for H and H′. In particular we can then attach all of the
handles of H˜ and H˜′ to (M,Γ, α) simultaneously, and the resulting sutured contact manifold
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H
H˜< > < >
Figure 7. A series of choices of handle data which result in replacing the
handle H with the smaller H˜, in which each adjacent pair is comparable. We
view the handles (and nearby points of U(Γ)) by identifying each picture locally
as R+(Γ
′)× [−1, 1]t and projecting out the [−1, 1]t factor.
may not have connected suture but we can attach even more handles to produce (M ′,Γ′, α′)
with Γ′ connected. The corresponding handle data H0 satisfies H˜ < H0 and H˜′ < H0, so H˜
and H˜′ are in the same connected component of P(M,Γ,α), hence so are H and H′. 
Proposition 7.7. For all H,H′ ∈ P(M,Γ,α) with H ≤ H′, and for all L > 0, there is a
canonical isomorphism
ΨLH,H′ : ECH
L
H(M,Γ, α)→ ECH LH′(M,Γ, α)
satisfying ΨLH,H = Id and Ψ
L
H,H′′ = Ψ
L
H′,H′′ ◦ ΨLH,H′ whenever H ≤ H′ ≤ H′′. In the direct
limit as L→∞, we obtain a canonical isomorphism
ΨH,H′ : ECHH(M,Γ, α)→ ECHH′(M,Γ, α).
Given a path {αs}s∈[0,1] of contact forms agreeing with α on a neighborhood of ∂M , the diagram
ECHH(M,Γ, α0)
Fαs,H
//
ΨH,H′

ECHH(M,Γ, α1)
ΨH,H′

ECHH′(M,Γ, α0)
Fαs,H′ // ECHH′(M,Γ, α1)
commutes.
Proof. Let (M,Γ, α) be a sutured contact manifold, not necessarily with connected suture, and
H,H′ ∈ P(M,Γ,α) with H ≤ H′. Denote by (M ′,Γ′, α′) and (M ′′,Γ′′, α′′) the sutured contact
manifolds obtained from (M,Γ, α) via attaching the handles provided by the handle data H
and H′, respectively. Note that Theorem 6.1 provides canonical isomorphisms
ECH LH(M,Γ, α)
∼−→
FL
H
ECH L∅ (M
′,Γ′, α′)
and
ECH LH′rH(M
′,Γ′, α′) ∼−→
(F ′)L
H′rH
ECH L∅ (M
′′,Γ′′, α′′) ∼−→
(FL
H′
)−1
ECH LH′(M,Γ, α)
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that commute with the maps induced by paths {αs}s∈[0,1] of contact forms agreeing with
α on a neighborhood of ∂M . To see this, in the case of the top isomorphism, recall
that Theorem 6.1 assumes that the embedding data (H, f) and (∅, f ′) for (M,Γ, α) and
(M ′,Γ′, α′), respectively, are such that f ′ = f . Meanwhile, given two choices of embedding
data for (M,Γ, α) with identical handle data but different gluing diffeomorphisms, and a
choice of ECH L-generic tailored almost complex structure J on R ×M∗, the corresponding
isomorphisms from ECH L(M,Γ, α, J) to itself and from ECH L(M ′,Γ′, α′, J) to itself as in the
proof of Proposition 7.2 are both the identity. Therefore, the isomorphism of Theorem 6.1
defines a canonical isomorphism FLH : ECH
L
H(M,Γ, α)
∼−→ ECH L∅ (M ′,Γ′, α′) depending only
on the handle data.
Part 1. This part defines the map ΨLH,H′ . Recall from Section 3 that we have canonical
isomorphisms
PL,JH : ECH
L(M,Γ, α, J)→ ECH LH(M,Γ, α),
such that PL,J
0
H = P
L,J1
H ◦ ΦLJ0,J1;H. We define ΨLH,H′ = PL,JH′ ◦ (PL,JH )−1 and claim that the
right hand side is independent of the choice of J . Note that for L′ > L, there is an inclusion
induced map iL,L
′
H : ECH
L
H(M,Γ, α) → ECH L
′
H (M,Γ, α) with which the isomorphism Ψ
L
H,H′
commutes, since PL
′,J
H ◦ iL,L
′
= iL,L
′
H ◦ PL,JH by definition. Meanwhile,
ΨLH,H′ = (F
L
H′)
−1 ◦ (F ′)LH′rH ◦ (Ψ′)L∅,H′rH ◦ FLH
where
(Ψ′)L∅,H′rH : ECH
L
∅ (M
′,Γ′, α′)→ ECH LH′rH(M ′,Γ′, α′).
Therefore, it suffices to prove that (Ψ′)L∅,H′rH is independent of the choice of tailored almost
complex structure on R× (M ′)∗. In order to prove this, we need to see that
(Φ′)LJ0,J1;H′rH ◦ ((Φ′)LJ0,J1;∅)−1 = Id
for two ECH L-generic tailored almost complex structures J0, J1 on R × (M ′)∗. As before,
Lemma 7.1 can be used to replace (M ′,Γ′, α′) with ((M ′)T ,Γ′, (α′)T ). In other words, we
would like to prove that
(Φ
′T )LJ0,J1;H′rH ◦ ((Φ
′T )LJ0,J1;∅)
−1 = Id.
which is equivalent to showing that the following diagram commutes:
ECH L(Yn
T , αn
T , J0,Tn )
∼ //
(Φ˜
′T )L,J
0
n;E′rE
◦((Φ˜′T )L,J0
n;∅
)−1

ECH L(Yn
T , αn
T , J1,Tn )
(Φ˜
′T )L,J
1
n;E′rE
◦((Φ˜′T )L,J1
n;∅
)−1

ECH L((Yn
T )′, (αnT )′, (J
0,T
n )′)
∼ // ECH L((YnT )′, (αnT )′, (J
1,T
n )′)
where ∅ = (∅, f) and E′ r E = (H′ r H, f ′) with f ′ extending f , and the horizontal
isomorphisms are the canonical isomorphisms of [14, Theorem 1.3]. Assume without loss
of generality that (αn
T , J0n) and (αn
T , (J1n)
′) obey the conditions in (4-1) of [28] for L on YnT ,
and similarly for ((αn
T )′, (J0n)′) and ((αnT )′, (J1n)′) on (Yn
T )′. By Lemma 7.3, we may also
assume that the path joining J0 to J1 is constant when restricted to R× ((M ′)∗ r int(M ′)).
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Then setting T = n+1, the vertical isomorphisms identify ECH generators in the source with
their images in the target by Lemma A.2.11 and Proposition A.7.3, and the commutativity of
the diagram follows from the second bullet of Proposition A.7.2 for all sufficiently large T > 0.
Part 2. This part concerns the cobordism maps induced by a path {αs}s∈[0,1] of contact forms
agreeing with α on a neighborhood of ∂M . Similar to Part 1, it suffices to prove that the
following diagram commutes:
ECH ∅(M ′,Γ′, α′0)
Fαs,∅
//
(Ψ′)∅,H′rH

ECH ∅(M ′,Γ′, α′1)
(Ψ′)∅,H′rH

ECHH′rH(M ′,Γ′, α′0)
Fαs,H′rH
// ECHH′rH(M ′,Γ′, α′1)
(7.3)
What with Lemma 7.1, the commutativity of the diagram in (7.3) is equivalent to the
commutativity of
ECH ∅((M ′)T ,Γ′, (α′0)
T )
Fαs,∅
//
(Ψ
′T )∅,H′rH

ECH ∅((M ′)T ,Γ′, (α′1)
T )
(Ψ
′T )∅,H′rH

ECHH′rH((M ′)T ,Γ′, (α′0)
T )
Fαs,H′rH // ECHH′rH((M ′)T ,Γ′, (α′1)
T ).
(7.4)
Recalling the definition of cobordism maps from Section 4.1, the commutativity of the diagram
in (7.4) is equivalent to the commutativity of
ECH e
2RL(Yn
T , e2Rα0,Tn )
Φe
2RL(Xn10) //
∼

ECH e
2RL(Yn
T , eRα1,Tn )
∼

ECH e
2RL((Yn
T )′, e2R(α0,Tn )′)
Φe
2RL((X′)n10)// ECH e
2RL((Yn
T )′, eR(α1,Tn )′).
Once again, assume without loss of generality that (α0,Tn , J
0,T
n ) and (α
1,T
n , J
1,T
n ) obey the
conditions (4-1) in [28] for e2RL on Yn
T , and J0 is connected to J1 by a path of tailored
almost complex structures that is constant in a neighborhood of R × ((M ′)∗ r int(M ′)) via
an analog of Lemma 7.3 for a path {αs}s∈[0,1] of contact forms on (M,Γ) agreeing with α
on a neighborhood of ∂M . Note that this implies that ((α0,Tn )′, (J0,Tn )′) and ((α1,Tn )′, (J1,Tn )′)
obey the conditions (4-1) in [28] for e2RL on (Yn
T )′. Then setting T = n + 1, the vertical
isomorphisms identify ECH generators in the source with their images in the target by Lemma
A.2.11 and Proposition A.7.3, and the commutativity of the diagram follows from the second
bullet of Proposition A.7.2.
This completes the proof. 
Finally, we prove the naturality of sutured ECH as we intended to, completing the proofs
of Theorems 1.3 and 1.4.
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Theorem 7.8. Let (M,Γ, α) be a sutured contact 3-manifold. Then we have canonically
defined groups {ECH L(M,Γ, α)}L which admit inclusion induced maps
iL,L
′
: ECH L(M,Γ, α)→ ECH L′(M,Γ, α)
so that in the direct limit as L → ∞ we obtain canonically defined groups ECH (M,Γ, α).
Furthermore, for a path {αs}s∈[0,1] of contact forms agreeing with α in a neighborhood of
∂M , we have isomorphisms Fαs : ECH (M,Γ, α0) → ECH (M,Γ, α1) that depend only on
the homotopy class of the path {αs}s∈[0,1] relative to its boundary. As a result, we have a
canonically defined group ECH (M,Γ, ξ, α|∂M ) where ξ = ker(α), and canonical isomorphisms
Fξs : ECH (M,Γ, ξ0, α|∂M )→ ECH (M,Γ, ξ1, α|∂M )
associated to any path {ξs}s∈[0,1] ⊂ Ξ(M,Γ, α). Moreover, there is a contact class c(ξ) ∈
ECH (M,Γ, ξ, α|∂M ) satisfying Fξs(c(ξ0)) = c(ξ1) for all paths ξs.
Proof. By Lemma 7.6, the partially ordered set P(M,Γ,α) of handle data associated to (M,Γ, α)
is connected. When H ≤ H′, Proposition 7.7 gives us the canonical isomorphism ΨLH,H′ =
PL,JH′ ◦(PL,JH )−1, which is independent of J . We extend this to arbitrary pairs as follows: when
H ≤ H′, we define ΨLH′,H = (ΨLH,H′)−1 = PL,JH ◦(PL,JH′ )−1. Now given H and H′ which may not
be comparable, we have a sequence H = H0,H1,H2, . . . ,Hn = H′ such that either Hi < Hi+1
or Hi > Hi+1 for each i = 0, 1, . . . , n− 1, and we define
ΨLH,H′ = Ψ
L
Hn−1,H′ ◦ΨLHn−2,Hn−1 ◦ · · · ◦ΨLH,H1 .
But then for any fixed J we have
ΨLH,H′ =
(
PL,JH′ ◦ (PL,JHn−1)−1
)◦ (PL,JHn−1 ◦ (PL,JHn−2)−1)◦ · · · ◦ (PL,JH1 ◦ (PL,JH )−1) = PL,JH′ ◦ (PL,JH )−1.
These isomorphisms are evidently independent of the path from H to H′ in P(M,Γ,α), and they
satisfy ΨLH,H′′ = Ψ
L
H′,H′′ ◦ΨLH,H′ for any H,H′,H′′. As a result,({ECH LH(M,Γ, α)}H∈P(M,Γ,α) , {ΨLH,H′}H,H′)
yields a canonically defined group ECH L(M,Γ, α).
The fact that there are inclusion induced maps iL,L
′
: ECH L(M,Γ, α) → ECH L′(M,Γ, α)
also follows from the proof of Proposition 7.7. To be more precise, for arbitrary H and H′ we
have seen that ΨLH,H′ = P
L,J
H′ ◦ (PL,JH )−1, and that the maps iL,L
′
H and i
L,L′
H′ are intertwined
with the isomorphisms PL,JH and P
L,J
H′ by definition, so Ψ
L′
H,H′ ◦ iL,L
′
H = i
L,L′
H′ ◦ΨLH,H′ . Therefore
there are canonical maps iL,L
′
: ECH L(M,Γ, α) → ECH L′(M,Γ, α), and the direct limit
ECH (M,Γ, α) := lim
L→∞
ECH L(M,Γ, α)
is canonically defined.
As for the penultimate claim of the theorem, this follows from the last claim of
Proposition 7.7. To elaborate, when H ≤ H′, the isomorphisms ΨH,H′ of that proposition
commute with the isomorphisms of Section 4.3 defined by a path {αs}s∈[0,1] of contact
forms agreeing with α in a neighborhood of ∂M . The latter isomorphisms depend only on
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the homotopy class of the path {αs}s∈[0,1] relative to its boundary. For arbitrary H,H′,
the isomorphism ΨH,H′ is a composition of such maps and their inverses, hence it has the
same properties. As a result, there exists a canonical isomorphism Fαs : ECH (M,Γ, α0) →
ECH (M,Γ, α1). These isomorphisms compose naturally and therefore result in a canonically
defined group ECH (M,Γ, ξ, α|∂M ) where ξ = ker(α), and canonical isomorphisms Fξs as
claimed, exactly as in Lemmas 4.13 and 4.14 respectively.
Finally, the assertion about the contact class follows in two steps. First, for each L > 0,
there is a well-defined contact class in ECH LH(M,Γ, α) due to Proposition 3.11 and the fact
that the isomorphisms ΨLJ ;E,E′ send [∅] to [∅]. Second, Proposition 3.11 implies that the maps
PL,JH send [∅] to this contact class, and hence the maps ΨLH,H′ send contact class to contact
class. As a result, there is a well-defined contact class in each ECH L(M,Γ, ξ, α|∂M ), which
yields in the direct limit as L → ∞ a well-defined contact class c(ξ) ∈ ECH L(M,Γ, ξ, α|∂M )
satisfying Fξs(c(ξ0)) = c(ξ1) for all paths ξs. 
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Appendix A. (by C. H. Taubes)
A.1. Setting the stage. Use T in what follows to denote either a number greater than
16 or infinity. Suppose that YT is an oriented 3-manifold of the following sort: YT is a
compact manifold without boundary when T is finite, and it is a non-compact manifold without
boundary if T is infinity. There exists an open set N ⊂ YT with compact closure whose
complement is the union of three sets: the closure of R+(Γ)×[1, T ) where R+(Γ) is a connected
oriented surface with one boundary component Γ, the closure of R−(Γ) × (−T,−1] where
R−(Γ) is also a connected oriented surface with one boundary component Γ, and the closure
of [0, T )× (−T, T )×Γ where ∂R+(Γ)× [1, T ) is identified with {0}× [1, T )×Γ, and ∂R−(Γ)×
(−T,−1] is identified with {0} × (−T,−1] × Γ. See Figure 8: here the components of N are
the interior of the sutured manifoldM , as well as the interior of the solid torus pictured in the
center of the left figure (drawn as a cylinder, with the front and back faces glued together) in
the case where T is finite.
M→
t
t
τ ր
M
t
t
τ
R+(Γ)
R−(Γ)
Γ
1
T
−1
−T
0
T
Γ
1
−1
0
Figure 8. The manifolds YT for T <∞ (left) and Y∞ (right).
To set the notation, use t to denote the Euclidean coordinate for the [1, T ) factor of R+(Γ)×
[1, T ), for the (−T,−1] factor of R−(Γ) × (−T,−1], and for the (−T, T ) factor of [0, T ) ×
(−T, T )×Γ. Use τ to denote the Euclidean coordinate on the [0, T ) factor of [0, T )×(−T, T )×Γ.
A chosen R/2πZ is denoted by θ.
Suppose that YT is equipped with a contact 1-form denoted by a. This 1-form is assumed to
have the following properties: a restricts to R+(Γ)× [1, T ) so as to have the form a = dt+ b+
where b+ is a 1-form on R+(Γ) such that db+ is an area form on R+(Γ). Likewise, a restricts
to R−(Γ)× (−T,−1] so as to have the form a = dt+ b− where b− is a 1-form on R−(Γ) such
that db− is an area form on R−(Γ). Meanwhile, a restricts to [0, T )× (−T, T )×Γ as dt+eτdθ.
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Fix a Riemannian metric on YT such that a has unit norm and the kernel of a is orthogonal
to the kernel of da. The metric on the [0, T ) × (−T, T )× Γ part of YT can be chosen so that
an orthonormal basis for T ∗YT is given by
eˆ1 =
1
2
eτdτ, eˆ2 = dθ, eˆ3 = dt+ eτdθ, (A.1.1)
Note that a = eˆ3 and da = 2eˆ1 ∧ eˆ2. As a result, the curvature tensor is covariantly constant,
and there is no worry about unruly Riemannian curvature bounds as T increases. Note also
that the norm of the covariant derivatives of a and da are constant.
In general, let U be a smooth 3-manifold equipped with a contact form a and a Riemannian
metric whereby a has unit norm and 2 ∗ a = da. Suppose also that there is a uniform bound
on the norm of the curvature of the metric. Having fixed such a metric, a Spinc structure on
U is a lift of the oriented orthonormal frame bundle of U to a principal Spinc(3)-bundle. Since
Spinc(3) is the Lie group U(2), the Spinc structure has an associated Hermitian C2-bundle
S, called the spinor bundle, and Clifford multiplication by a defines a splitting of S into ±i
eigenbundles:
E ⊕ (E ⊗K−1), (A.1.2)
where E is the +i eigenbundle and E ⊗K−1 is the −i eigenbundle of Clifford multiplication
by a, and K−1 is isomorphic to the oriented 2-plane bundle that is the kernel of a and oriented
by da. With this splitting in mind, any given section of S can be written as a pair (α, β) where
α is a section of E and β is a section of E ⊗K−1. The Spinc structure with E isomorphic to
the product complex line bundle C is called the canonical Spinc structure. The spinor bundle
associated to the canonical Spinc structure is denoted by SI. Let θ0 denote the product
connection on C and 1C denote the constant section given by the complex number 1 ∈ C. Use
the splitting of SI as C⊕K−1 to view the pair ψI = (1C, 0) as a section of SI.
With θ0 understood, a connection on K
−1 and the metric’s Levi–Civita connection define
a Dirac operator on sections of SI. In particular, there is a unique connection on K
−1 such
that the resulting Dirac operator, denoted Dθ0 , annihilates the section ψI. This connection is
called the canonical connection on K−1. If E is any given bundle, and A is a connection on
E, then A, the canonical connection on K−1, and the metric’s Levi–Civita connection define
a Dirac operator on S. This is denoted by DA. By way of notation, the covariant derivative
defined by A on sections of E is denoted by ∇A. The covariant derivative defined by A and
the canonical connection on K−1 on sections of E⊗K−1 is also denoted by ∇A. This notation
is also used to denote the covariant derivatives that is defined by these connections and the
Levi–Civita connection on sections of the tensor product of these bundles with powers of T ∗YT
and TYT .
Let A0 denote in what follows a second connection on K
−1, one whose curvature 2-form
is zero on YT r N . This is important. It is also important to choose A0 to be independent
of T on N . (The inclusion-induced homomorphism from H2(YT rN ;Z) to H2(YT ;Z) is zero,
so a connection with these properties can always be found.) The curvature 2-form of A0 is
denoted in what follows by FA0 .
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Throughout the rest of the appendix, c0 > 100 denotes a number that is independent of
the relevant solution to (A.2.1) or (A.3.1), as well as T and r. Its value is allowed to increase
between successive appearances.
A.2. Monopoles. Fix a Spinc structure on U and let S denote the associated spinor bundle
with the splitting as in (A.1.2). Fix r ≥ 1. A pair (A,ψ) of a smooth connection A on E and
a smooth section ψ of S is said to obey the Seiberg–Witten equations if it satisfies
∗FA = r(ψ†τψ − ia)− 1
2
∗ FA0
DAψ = 0. (A.2.1)
where FA ∈ Ω2(U, iR) denotes the curvature form of the connection A, ψ†τψ denotes the
section of iT ∗U which is the metric dual of the homomorphism ψ†cl(·)ψ : T ∗U → iR with
cl being the Clifford multiplication, and DA is the Dirac operator associated to A, which is
defined by
Γ(S)
∇A−→ Γ(T∗U⊗ S) cl−→ Γ(S).
The linearized version of the equations in (A.2.1) defines a differential operator for a pair
(a, η) of L21 sections of iT
∗U ⊕ S. These equations with an extra gauge fixing equation can
be extended to give an elliptic operator L, from the space of L21 sections of i(T
∗U⊕R)⊕S to
the space of L2 sections of the same bundle. Here and in what follows R denotes the product
real line bundle over U. Let h = (a, φ, η) denote an L21 section of the bundle i(T
∗U⊕R)⊕ S.
Then
L(A,ψ)(a, φ, η) =
 ∗da− dφ− r1/2(ψ†τη + η†τψ)∗d ∗ a+ r1/2(ψ†η − η†ψ)
DAη + r
1/2(cl(a)ψ + φψ)
 . (A.2.2)
The version of the operator L defined by the pair (θ0, ψI) is denoted in what follows by LI.
A.2.1. Exponential decay. A Bochner–Weitzenbo¨ck formula for L2 can be found in [26, Section
5e]. The version for LI leads in particular to the following assertion:
There exists κ > 100 with the following significance: Fix r > κ and suppose
that h is a compactly supported section of i(T ∗U⊕ R)⊕ S on U. Then
||LIh||22 ≥ (1− κ−1)(||∇θ0h||22 + r||h||22). (A.2.3)
Here || · ||2 denotes the L2-norm.
To set the stage for the first application of (A.2.3), let e denote a linear operator on sections
of i(T ∗U⊕R)⊕ S such that if h has compact support in U, then
||eh||22 ≤ 1
2
(||∇θ0h||22 + r||h||22). (A.2.4)
By way of a relevant example, suppose that (A,ψ) is a pair of a connection A on E = C and
a section ψ of S = SI. Suppose further that there exists an isomorphism between E and C on
U such that we can write A = θ0 + aˆA and ψ = ψI + η where
r−1/2|aˆA|+ |η| ≤ c0−1, (A.2.5)
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for some constant c0 > 1 which is suitably large, but can be taken to be independent of r and
T . Then this isomorphism between E and C writes L(A,ψ) = LI + e with e obeying (A.2.4).
In any event, suppose that e is a linear operator on sections of i(T ∗U⊕ R)⊕ S that obeys
(A.2.4). Suppose now that h is a section of i(T ∗U⊕R)⊕ S with no constraint on its support
that obeys the equation
LIh+ eh = 0 (A.2.6)
on U. The upcoming Lemma A.2.1 makes an assertion to the effect that h is small at distances
greater than O(r−1/2) from the frontier of U. The notion of the frontier is made precise using
the following definitions. Fix an open set V ⊂ U. Fix ρ > 0 and for each integer k ∈ {0, 1, . . . },
let Vk denote the set of points in V with distance kρ or more from each point in UrV . Assume
in any event that Vk r Vk+1 has compact closure in U for all k ∈ {0, 1, . . . }. For each integer
k ∈ {0, 1, . . . }, let ||h||∗,k denote the positive square root of the number∫
VkrVk+1
(|∇θ0h|2 + r|h|2), (A.2.7)
this being the measure of the size of h on Vk r Vk+1.
Lemma A.2.1. There exists κ > 1 with the following significance: Fix r > κ and suppose
that e obeys (A.2.4). Fix an open set V ⊂ U and ρ > κr−1/2. For each integer k ∈ {0, 1, . . . },
define Vk as above and assume that Vk r Vk+1 has compact closure in U. If h obeys (A.2.6),
then
||h||∗,k ≤ κ||h||∗,0e−
√
rkρ/κ,
for each integer k ∈ {0, 1, . . . }.
Proof. Fix a non-negative smooth function χ on R that is equal to 0 on (−∞, 18 ] and equal
to 1 on [78 ,∞), and with derivative bounded by a constant c0 > 1. Let d denote the function
on V that gives the distance to Ur V . For each non-negative integer k, let χk = χ(2
d
ρ − k).
This function is equal to 0 where 12kρ +
1
16ρ ≥ d and it is equal to 1 where 12kρ + 716ρ ≤ d.
For any non-negative integer k, set ϕk = χk − χk+1. Note that ϕk is zero if 12kρ+ 116ρ ≥ d or
1
2kρ+
15
16ρ ≤ d. Therefore, ϕk is supported in Vk r Vk+1. Moreover
∑∞
k=1 ϕk = 1 on V1.
Let h obey (A.2.6). For any non-negative integer k set hk = ϕkh. These obey an equation
that has the schematic form
LIhk + ehk = σL(dϕk)h+ σe(dϕk)h,
with σL and σe being the principal symbols of the operators L and e, respectively. The
assumption in (A.2.4) implies that |σe | ≤ c0. Since ϕk 6= 0 only where ϕk−1, ϕk, and ϕk+1 are
non-zero, the preceding equation for hk can be written schematically as
LIhk + ehk = ρ
−1(zk−1hk−1 + zkhk + zk+1hk+1)
with zk−1, zk, and zk+1 being zeroth order operators whose norms are bounded by c0. Let xk
denote the L2-norm of hk. Take the L
2-norm of both sides of the last equation and then use
(A.2.3) and (A.2.4) to see that the collection {xk}k=0,1,... obeys
xk ≤ c0r−1/2ρ−1(xk+1 + xk−1). (A.2.8)
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Granted that r1/2ρ > c0, (A.2.8) implies a ‘second order’ difference equation that reads
− (xk+1 + xk−1 − 2xk) + c0−1r1/2ρxk ≤ 0. (A.2.9)
This difference equation implies in turn that xk obeys
xk ≤ c0x0e−
√
rkρ/c0 . (A.2.10)
Then (A.2.10) together with (A.2.3) and (A.2.4) imply what is asserted by Lemma A.2.1. 
A.2.2. Fredholm property of L. It is a standard result when U is a compact manifold that any
given (A,ψ) version of the operator L from (A.2.2) defines an unbounded, self-adjoint operator
on the Hilbert space L2(U; i(T ∗U⊕R)⊕S) with pure point spectrum that has no accumulation
points. In the case when U is not compact, this is not going to be the case in general. Even
so, in the case when U is Y∞, the operator L will still be self-adjoint and Fredholm if (A,ψ)
is suitably constrained on Y∞ rN and if S = SI on Y∞rN . These constraints are defined in
the next paragraph. Pairs that satisfy the constraints are said to be admissible.
A pair (A,ψ) of connection on the Y∞ version of E and section of the Y∞ version of S is
said to be admissible if there exists an isomorphism on Y∞rN from C to E to be denoted by
g with the following properties: both g∗ψ−ψI and ∇θ0(g∗ψ) are square integrable on Y∞rN
as is both g∗A − θ0 and ∇(g∗A − θ0). All solutions to the T = ∞ version of (A.2.1) are
henceforth assumed without further comment to be admissible.
By way of an example, the pair (θ0, ψI) is an admissible solution to (A.2.1) in the case when
S is the spinor bundle associated to the canonical Spinc structure. By way of notation, the
definition of the kernel of L that is used in the forthcoming lemma, and henceforth, for Y∞
has h being in the kernel if and only if Lh = 0 and h is square integrable on Y∞.
Lemma A.2.2. Take U to be Y∞. There exists κ > 1 with the following significance: If
r > κ and if (A,ψ) is admissible, then the corresponding version of the operator L defines an
unbounded, self-adjoint operator on L2 with dense domain L21. As a self-adjoint operator, L
has only pure point spectrum in the interval [−κ−1r1/2, κ−1r1/2] with no accumulation points
in this interval. In particular, if L has trivial kernel, then there exists c > 1 such that
||L(·)||22 ≥ c−2(||∇A(·)||22 + r|| · ||22),
on the domain of L.
Proof. The operator L defines a unbounded operator from the space of L21 sections to the
Sobolev space of L2 sections of i(T ∗U ⊕ R) ⊕ S. If (A,ψ) is admissible, then there is an
isomorphism between the bundles E and C on Y∞ r N that writes A as θ0 + aˆA and ψ as
ψI+ η with (aˆA, η) and its covariant derivatives being in L
2 on Y∞rN . This implies that the
isomorphism writes L as LI + e with |e| being in Lp for p ∈ {2, . . . , 6}. This follows from the
Sobolev inequalities in dimension 3 because |e| ≤ c0(|aˆA| + |η|). Keep in mind in this regard
that L21 functions in dimension 3 are in L
p for the indicated range of p (this is the Sobolev
inequalities); and since both aˆA and η are in L
2
1, their norms are L
2
1 functions. Keeping
the preceding in mind, suppose that R > 1 and that h is an L21 section of i(T
∗U ⊕ R) ⊕ S
over Y∞ with compact support on the part of Y∞ r N where the distance to N is greater
than R. Then, the L2 norm of eh is bounded by the product of the L4 norms of e and h.
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A dimension-3 Sobolev inequality says that the L4 norm of h is bounded by c0 times its L
2
1
norm. Meanwhile, since the L4 norm of e on Y∞ r N is finite, the L4 norm of e where the
distance to N is greater than R will be less than any positive number specified in advance if
R is sufficiently large. As a consequence, there exists R > 1 so that (A.2.4) holds for all L21
sections of i(T ∗U⊕R)⊕ S) on Y∞ with compact support where the distance to N on Y∞rN
is greater than R. This implies that
||Lh||22 ≥ 1
4
(||∇θ0h||22 + r||h||22) (A.2.11)
if h has compact support where the distance to N is greater than R.
Now suppose that c > 100 and that h is an L21 section of i(T
∗U⊕ R)⊕ S on Y∞ with the
property that ||Lh||2 ≤ c−1r1/2||h||2. Let χR denote for the moment a non-negative function
that is equal to 1 where the distance to N is less than R and equal to 0 where the distance
is greater than R + 1. Such a function can and should be taken so that |dχR| ≤ c0. The
inequality in (A.2.11) with h replaced by (1− χR)h leads to
• ||∇θ0((1 − χR)h)||22 + r||(1− χR)h||22 ≤ c0c−1r||χRh||22.
• ||∇A((1− χR)h)||22 + r||(1− χR)h||22 ≤ c0c−1r||χRh||22.
(A.2.12)
if c > c0. To explain how these bounds come about, note that the second bullet’s inequality
follows from the first bullet’s inequality (and vice-versa) using the aforementioned dimension 3
Sobolev inequality concerning L4 norms. This is because of the assumption that aˆA = A− θ0
is an L21 function where the distance to N is large. A trick is used to derive the top bullet’s
inequality: Write L((1−χR)h) as (1−χR)Lh−σL(dχR)h with σL denoting here the principal
symbol of L. The L2 norm of (1− χR)Lh is no greater than c−1r1/2 times that of h which is,
in turn, no greater than the sum of the products of c−1r1/2 times the L2 norms of (1 − χR)h
and χRh. Also, write dχR as χRdχR + (1 − χR)dχR so as to deal with the L2 norm of the
σL(dχR)h term. Meanwhile, the Bochner-Weitzenbo¨ck formula for L and (A.2.12) lead to a
bound of the form
||L(χRh)||22 + r||χRh||22 ≥ c−10 ||∇A(χRh)||22; (A.2.13)
and then, assuming that c > c0 (and after writing L(χRh) as χRLh+ σL(dχR)h and with an
appeal to (A.2.12)):
||Lh||22 + r||χRh||22 ≥ c−10 ||∇A(χRh)||22. (A.2.14)
Given that ||Lh||2 ≤ c−1r1/2||h||2, this bound (and (A.2.12) again) tell us that
||∇A(χRh)||22 ≤ c0r||χRh||22 (A.2.15)
when c > c−10 .
Now suppose that c > 100 and that V is a linear subspace of L21 sections of i(T ∗U⊕R)⊕S
on Y∞ with each section obeying ||Lh||2 ≤ c−1r1/2||h||2. The argument that follows proves that
the unit sphere in V (measured by the L2 norm) is compact. To prove this, let {h}i=1,2,... denote
a sequence in V with each hi having L2 norm equal to 1. Since the h = hi version of the left
hand side of (A.2.15) is bounded by c0r (assuming c > c0), the sequence {χRhi} is uniformly
bounded in the L21 topology. Keeping in mind that the sections in the latter sequence are
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supported in a fixed compact subset of Y∞, the Rellich lemma says that the sequence {χRhi}
converges strongly in the L2 topology. (The Rellich lemma says that the tautological L21 to
L2 map on compact sets is a compact mapping.) Given the L2 convergence of {χRhi} then
the h = hi− hk versions of (A.2.15) imply that {χRhi} converges strongly in the L21 topology
also. Meanwhile, the h = hi − hk versions of (A.2.12) imply that {(1− χR)hi} also converges
strongly in the L21 topology. Thus, {hi} converges in the L21 topology. This implies that V
is sequentially compact (if c > c0). What with this last conclusion, standard spectral theory
for essentially self-adjoint operators (see for example Kato’s book [17]) leads directly to all of
the conclusions of Lemma A.2.2. 
A.2.3. The behavior of solutions. Suppose that V ⊂ U is an open subset. The metric on U
may not be complete, which would be the case if U is a subset of a larger manifold. If the
metric is not complete, assume that any geodesic arc in U that starts at a point in V can be
continued in U for distance at least 1.
Suppose that (A,ψ) obeys (A.2.1) on U with |ψ| being bounded. Let c denote an upper
bound for its norm. In the case of YT for T <∞ and in the case of Y∞ if (A,ψ) is admissible, a
maximum principle argument can be used to prove that |ψ| ≤ c0 (see the proof of Lemma 2.2
in [26]). Let m denote for the moment the distance in V to the locus in U where |α| ≤ 1−c−10 .
The following bounds are obeyed on V if c > c0:
|α| ≤ 1 + c0cr−1
r(1− |α|2) + r2|β|2 + |∇Aα|2 + r|∇Aβ|2 ≤ c0c(re−r1/2m/c0 + 1).
(A.2.16)
The proof copies that of Lemma 3.6 in [27]. (The only tools used in the proof are the maximum
principle and the Bochner-Weitzenbo¨ck formula for the Dirac operator. See also the proofs of
similar assertions in [31, Sections 2 and 3] and [26, Section 6].) Uniform a priori bounds for
the norms of higher derivatives of (α, β) can be obtained as well. See for example Lemma 1.7
in [27].
The bounds in (A.2.16) can be refined on V if the curvature 2-form FA0 from (A.2.1) is
zero on U. As explained directly, this is done by invoking Lemma A.2.1. To set the stage,
suppose that p ∈ V and ε ∈ (0, 1) has been specified, and that the distance m(p) from p to
the |α| ≤ 1− c−10 locus is greater than r−1/2c0(1 + c)| ln ε|. In this event, (A.2.16) guarantees
that
|1− |α|| ≤ 1
100
ε and |β| ≤ r−1/2 1
100
ε and |∇Aψ| ≤ c0c (A.2.17)
at the point p if r > c0cε
−2. The bound for |α| in particular has the following consequence:
Let Vε,r ⊂ V denote the subspace where this boundm(p) ≥ r−1/2c0(1+c)| ln ε| holds. Because
α is non-zero on Vε,r, the section u = α/|α| defines an isomorphism between E on Vε,r and
the product C bundle. Moreover, this isomorphism identifies α with a real-valued function
that can be written as 1− z where z has norm less than 1100ε. Meanwhile, this identification
sends A to a connection on the product bundle that will be written as θ0 + aˆA. Because z is
real (and has norm at most 1100ε) and aˆA is iR-valued, the last inequality in (A.2.17) implies
that |dz| ≤ 1 and |aˆA| ≤ 1.02. The identification sends β to a section of K−1 that is denoted
below by β⋄.
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Let h denote ((r−1/2aˆA, 0), (z, β⋄)), thought of as a section of i(T ∗U ⊕ R) ⊕ S. Viewed in
this light, h on V obeys an equation that has the schematic form of (A.2.6) with e being a
first order differential operator whose coefficients are either bounded a priori (independent of
T and (A,ψ)) or are linear functions of aˆA, z, and β⋄. To explain, the iT ∗U and S summands
of (A.2.6) are a rewriting of (A.2.1) in the case when FA0 is absent. The corresponding
components of e are zeroth order endomorphisms with pointwise norm bounded by r1/2|z| +
r1/2|β|. These in turn are bounded by c0r1/2ε by virtue of (A.2.17). To describe the iR
summand of (A.2.6), note first that the iR summand of LIh (with h as above) is simply
r−1/2 ∗ d ∗ aˆA because if η = (−z, β⋄) and z is real, then ψ†I η − η†ψI = 0. Meanwhile, the
Bochner-Weitzenbo¨ck formula for DA
2ψ can be used to write the iR-valued function ∗d ∗ aˆA
as −e⋄(η) with e⋄ being a first order differential operator whose symbol has norm bounded by
c0(1 + |aˆA|) and whose zeroth order part has norm bounded by c0. (The equation ∗d ∗ aˆA +
e⋄(η) = 0 is obtained by writing the imaginary part of the identity ψ
†
IDA
2ψI = 0 in terms of
aˆA, z, and β⋄.)
It follows from the preceding description of e that |e(h)| ≤ c0(r1/2ε|h| + r−1/2|∇h|) on the
set Vε,r. (Remember that r ≥ c0cε−2 is required.) This implies the following: If ε is less than
c−10 , then e obeys (A.2.4) on Vε,r. Supposing therefore this bound, then Lemma A.2.1 can be
invoked to obtain:
Lemma A.2.3. There exists κ > 100 such that the following is true when r > κ: Suppose
that U and V are as described above and that (A,ψ) obeys the FA0 = 0 version of (A.2.1) on
U. Let B ⊂ V denote a ball of radius ρ ≥ κr−1/2 and suppose that |α| ≥ 1−κ−1 on B. There
is an isomorphism between E and the product C bundle on B that identifies (A,ψ) with a pair
(θ0 + aˆA, ψI + η) obeying
r−1/2|aˆA|+ |η|+ r−1|∇aˆA|+ r−1/2|∇θ0η| ≤ κe−ρ
√
r/κ,
on the concentric radius 12ρ ball.
Proof. The L21 bound for the norms of aˆA and η that come via Lemma A.2.1 can be parlayed
into C1 bounds using standard elliptic regularity inside B. 
A.2.4. The zero locus of α. Suppose that (A,ψ = (α, β)) obeys (A.2.1) on U. Various things
can be said about the zero locus of α if there is an a priori bound on an ‘energy’, e, which is
defined as follows:
e = r
∫
U
|1− |α|2|. (A.2.18)
If U is a compact manifold, then e is necessarily finite. If U is the T =∞ version of YT , then
it follows from Lemma A.2.3 that e is finite if (A,ψ) is an admissible solution to (A.2.1).
Suppose as before that V ⊂ U is an open set such that any geodesic arc in U that starts in
V can be continued in U for distance at least 1.
Lemma A.2.4. Given E > 1, there exists κE > 1 with the following significance: Fix r > κE
and suppose that (A,ψ = (α, β)) is a solution to (A.2.1) on U with e ≤ E. There is a set of
properly embedded curves in V of total length at most (1 + κ−1E )
1
2πe with the properties listed
below. This list uses Θ to denote the set of disjoint embedded curves.
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• Each |α| < 1 − κ−1E point in V has distance ≤ κEr−1/2 from some point in a curve from
Θ.
• Conversely, |α| < 1− κ−1E on the curves from Θ.
• The angle between the Reeb vector field and the tangent vector to any curve from Θ is at
most κEr−1/2 at each point on the curve.
Proof. The arguments differ little from those in [26, Section 6.4]. 
By way of a parenthetical remark, it is likely that the number κE in Lemma A.2.4 can be
assumed to be independent of E .
A.2.5. A compactness theorem for Y∞. The uniform bounds in Lemmas A.2.3 and A.2.4 lead
directly to the next two lemmas. What is denoted by e is the function in (A.2.18) with
U = Y∞.
Lemma A.2.5. There exists κ > 1, and given E > 1, there exists κE > 1 with the following
significance: Fix r > κE . If (A,ψ = (α, β)) is an admissible solution to (A.2.1) on Y∞ with
e ≤ E, then
r(1− |α|2) + r2|β|2 + |∇Aα|2 + r|∇Aβ|2 ≤ κre−κ−1r1/2 dist(·,N)
at points with distance κ or more from N .
Proof. This follows from Lemmas A.2.3 and A.2.4 because there are no compact Reeb orbits
in Y∞ rN . In fact, the gradient of the function dist(·, N) has constant, non-zero angle with
the Reeb vector field on Y∞ rN . 
The second lemma concerns the behavior of sequences of solutions to (A.2.1) on Y∞. To
set the stage for the lemma, suppose that g is a map from Y∞ to S1. This map defines an
automorphism of E and thus a fiber preserving isometry of S. In particular, it induces an
action on the set of pairs (A,ψ) in the following way: the map g sends ψ to gψ (so it acts
by multiplication), and it sends A to A− g−1dg. The result of this action is denoted in what
follows by (g∗A, g∗ψ).
Lemma A.2.6. Given E > 1, there exists κE > 1 with the following significance: Fix r > κE .
The space of admissible e ≤ E solutions to (A.2.1) on Y∞ is compact modulo the action of
the group C∞(Y∞;S1). This means the following: Let {(Ak, ψk)}k=1,2,... denote a sequence of
admissible solutions to (A.2.1) on Y∞ with e ≤ E. There exists a solution (A,ψ) to (A.2.1)
on Y∞ with e ≤ E, a strictly increasing subsequence Λ of positive integers, and a sequence of
maps {gk}k∈Λ from Y∞ to S1 such that {(g∗kAk, g∗kψk)}k∈Λ converges in the C∞-topology to
(A,ψ).
The proof of Lemma A.2.6 introduces the constant c0 > 1 that depends only on E and its
value increases between successive appearances.
Proof. The proof has six parts. Everything but Part 1 is a very standard application of
constructions from [34] in the Abelian case.
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Part 1. Let κ∗ denote the version of the number κE that is given by Lemma A.2.5. Fix
T > κ∗ so that when (A,ψ) is an admissible solution to (A.2.1) on Y∞ with e ≤ E , then
|α| > 1 − 1100c0−1 where the distance to N is greater than T . There is an isomorphism g on
this part of Y∞ between the complex product line bundle C and the given bundle E that pulls
ψ back as a pair of complex valued function and a section of K−1 with the complex valued
function part being |α|. Use β′ to denote the section of K−1. Meanwhile, write g∗A as θ0+aˆA.
Note that g∗∇Aα can be written as
∇|α|+ aˆA|α|. (A.2.19)
Therefore, since aˆA is iR-valued and since |α| > 12 , a pointwise bound on |∇Aα| (such as from
Lemma A.2.5) leads to pointwise bounds on both ∇|α| and aˆA. Note next that
g∗∇†A∇Aα = ∇†∇|α|+ |aˆA|2|α| − 2〈∇|α|, aˆA〉+∇†aˆA|α|, (A.2.20)
with 〈 , 〉 denoting the metric pairing. Note in particular that the left most two terms are
R-valued and the right most two terms are iR-valued. Therefore, this equation can be used to
obtain pointwise bounds on the Laplacian of |α| and the divergence of aˆA (this being ∇†aˆA)
from pointwise bounds on ∇†A∇Aα. given the aforementioned pointwise bounds on ∇|α| and
aˆA. Meanwhile, the E summand of the Bochner–Weitzenbo¨ck formula for DA2ψ equates this
same ∇†A∇Aα with a sum of terms that are each proportional to one of |α| and β′, or the
g∗A-covariant derivatives of β′ (see, for example, Section 6 of [26].) This understood, then the
bound in Lemma A.2.5 supplies an apriori bound for ∇†A∇Aα and thus for ∇†∇|α| and ∇†aˆA.
More to the point, the R and iR parts of the E summand of the identity DA2ψ = 0 (with E
identified as above with the product complex line bundle) and the K−1 summand of this same
equation make for an elliptic system of first order equations for the data set (aˆA, (|α|, β′))
that can be bootstrapped using essentially standard arguments to obtain apriori Ck bounds
on (aˆA, (|α|, β′)) for any positive integer k where the distance to N is greater than T + 1.
Part 2. If {(An, ψn)}n∈{1,2,... } is the sequence as in the statement of the lemma, then there is
a corresponding sequence {gn}n∈{1,2,... } with any given gn being the (A,ψ) = (An, ψn) version
of g from Part 1. By virtue of what is said in the preceding paragraph, the sequence of gauge
equivalent pairs (g∗nAn, g∗nψn) has a subsequence that converges in the C∞ topology where the
distance to N is greater than T + 1. Let Λ ⊂ {1, 2, . . . } denote the integers that label this
subsequence and let (A⋄, ψ⋄) denote the limiting pair of {(g∗nAn, g∗nψn)}n∈Λ.
Part 3. Let Z ⊂ Y∞ denote for the moment a smooth, codimension zero, compact submanifold
with boundary that contains the part of Y∞ where the distance to N is less than T + 3. Let
AE denote a fixed connection on the bundle to E over Z. Suppose again that (A,ψ) is an
admissible solution to (A.2.1) on Y∞ with e ≤ E . There is an automorphism of (A,ψ) on Z
that pulls back A to a connection that can be written as AE + a′ such that d ∗ a′ = 0, such
that ∗a′ is zero on ∂Z, and such that L21 norm of a′ on Z is bounded by c0. The construction
of this automorphism amounts to little more than Hodge theory on manifolds with boundary.
Denote this automorphism by g′. The equations in (A.2.1) when written for (g′∗A′, g′∗ψ′) are
elliptic with the extra condition that d ∗ a′ = 0. Therefore, standard elliptic bootstrapping
leads to a priori Ck bounds on (g′∗A′, g′∗ψ′) on the part of Z where the distance to N is less
than T + 2.
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Part 4. If {(An, ψn)}n∈Λ is the sequence from Part 2, then there is a corresponding sequence
{g′n}n∈Λ with any given g′n being the (A,ψ) = (An, ψn) version of g′ from Part 3. By
virtue of what is said in the preceding paragraph, the sequence of gauge equivalent pairs
{(g′n∗An, g′n∗ψn)}n∈Λ has a subsequence whose index set will be denoted by Λ′ that converges
in the C∞ topology where the distance to N is less than T + 2. Let (A′⋄, ψ′⋄) denote the
limiting pair of this subsequence of pull-backs. For n ∈ Λ′, let α′n denote g′nαn.
Part 5. Supposing that an integer n is large, let (An, ψn) denote a pair from the subsequence
in Part 4, and let gn denote the corresponding automorphism from Part 2 for the subsequence
from Part 2. Let g′n denote the corresponding automorphism from Part 4. Let un denote
gn(g
′
n)
−1 which is defined where the distance to N is between T + 1 and T + 2. This is an
isomorphism between the complex product line bundle and E over this part of Y∞. It follows
from the definitions that |α| = unα′n. Thus, the sequence {un}n∈Λ′ converges in the C∞
topology to an isomorphism between the complex product line bundle and E. Let u⋄ denote
the limit. This isomorphism is such that u∗⋄A′⋄ = A⋄ and u∗⋄ψ′⋄ = ψ⋄. Therefore, the pairs
(A⋄, ψ⋄) and (A′⋄, ψ′⋄) define a pair of a connection and a section of a bundle over Y∞ to be
denoted by E⋄ that is defined by a cocycle data that has E⋄ being E where the distance to N
is less than T + 2 and as E⋄ being the complex product line bundle where the distance to N
is greater than T + 1. The map u⋄ is the gluing cocycle for this new bundle.
Part 6. A construction using cut-off function that differs only in notation from [34] in the
non-Abelian case can be used to construct a sequence of isomorphisms labeled by elements in
Λ′ between E⋄ and E. These isomorphisms (to be denoted by {fn}n∈Λ′ have the property that
f∗n(An, ψn) converges to the limit pair of a connection and section on E⋄ from Part 5. (Keep
in mind that this limit pair is defined by (A⋄, ψ⋄) where the distance to N is greater than
T + 1 and defined by (A′⋄, ψ′⋄) where the distance to N is less than T + 2.) The construction
of fn uses the fact that {unu⋄−1}n∈Λ′ converges to 1; as noted, it is an instance of what is
done in [34]. To construct fn, first fix a smooth cut-off function, χ⋄, that is equal to 1 where
the distance to N is less that T + 32 and equal to zero where the distance to N is greater
than T + 2. With χ⋄ in hand, write the large n ∈ Λ′ versions of unu⋄−1 as exp(ϕn) with ϕn
being an iR-valued function with small positive norm. These are such that the corresponding
sequence {ϕn}n∈Λ′ converges to zero in the C∞ topology. Set g′′n = exp(−χ⋄ϕn)gn. It then
follows that g′′n(g′n)−1 = u⋄ where the distance to N is between T + 1 and T +
3
2 . This being
the case, the pair (g′′n, g′n) defines an isomorphism from E to E⋄. This is the isomorphism fn.
It follows from what is said in Parts 2 and 4 that fn has the desired properties. 
As explained later, these lemmas have implications for solutions to (A.2.1) on the finite T
version of YT .
The compactness assertion in Lemma A.2.6 with an extra assumption implies that there are
but a finite number of C∞(Y∞;S1)-orbits of admissible solutions to (A.2.1) with a priori bound
on e. The extra assumption is that the operator in (A.2.2) that is defined by an admissible
solution has trivial kernel. This finiteness result is stated formally in the next lemma.
Lemma A.2.7. Suppose that the Y∞ version of the operator L in (A.2.2) defined by any
admissible solution to (A.2.1) on Y∞ has trivial cokernel. Then there are at most a finite
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number of C∞(Y∞;S1) orbits of admissible solutions to (A.2.1) on Y∞ with given a priori
bound on e.
A ‘slice’ lemma is needed to prove Lemma A.2.7. As in the case of a compact manifold, such
a lemma is needed to account for the gauge invariance of the equations that are depicted in
(A.2.1). The point being that this gauge invariance implies that the equations have infinitely
many solutions if they have just one. A weak slice lemma is proved that is sufficient for the
present purposes.
To set the stage for the slice lemma, note that the vanishing of the function
∗ d ∗ a+ r1/2(ψ†η − η†ψ) (A.2.21)
is formally a slice constraint akin to the Coulomb gauge condition that is defined by the rule
∗d ∗ a = 0. Keep in mind that the expression in (A.2.21) is also the iR component of the
operator L in (A.2.2).
The upcoming weak slice condition requires only that (A.2.21) be small in a suitable sense.
To make this notion precise, fix ε > 0. The ε-slice centered at (A,ψ) consists of the set
of admissible pairs of a connection on E and a section of S on Y∞ that obey the following
constraint: Let a pair from this set be denoted by (A′, ψ′). The section h of iT ∗Y∞ ⊕ S given
by the pair (a = r−1/2(A′ −A), η = ψ′ − ψ) obeys
|| ∗ d ∗ a+ r1/2(ψ†η − η†ψ)||2 ≤ ε||h||H, (A.2.22)
where ||h||H denotes (||∇Ah||22 + r||h||22)1/2.
The lemma that follows gives the promised weak slice assertion:
Lemma A.2.8. Given E > 1, there exists κE > 1 with the following significance: Fix r > κE
and suppose that (A,ψ) is an admissible solution to (A.2.1) on Y∞ with e ≤ E. Suppose that
{ck = (Ak, ψk)}k=1,2,... is a sequence of admissible solutions to (A.2.1) on Y∞ with e ≤ E that
converges to (A,ψ) in the C∞-topology. Given ε > 0, there is a corresponding sequence of
gauge transformations {hk}k=1,2,... such that all sufficiently large k versions of hkck are in the
ε-slice centered at (A,ψ).
This lemma is proved momentarily.
Proof of Lemma A.2.7. If (A′, ψ′) is an admissible solution to (A.2.1) on Y∞ and if it is in
an ε-slice centered at (A,ψ), then h = (r−1/2(A′ − A), ψ′ − ψ) when viewed as a section of
i(T ∗Y∞ ⊕ R)⊕ S obeys an equation that has the schematic form
Lh+ eh = 0 (A.2.23)
with eh obeying
||h||22 ≤ c0(||h||H + ε)||h||H. (A.2.24)
Note that the ε-slice condition in (A.2.22) makes the L2-norm of the iR component of Lh to
be O(ε||h||H). The L2-norms of the other components of Lh are O(||h||H2) because (A′, ψ′)
obeys (A.2.1).
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With the preceding understood, suppose in addition that the (A,ψ) version of the operator
L on Y∞ has trivial kernel and let c denote the corresponding number from Lemma A.2.2.
It follows from (A.2.22) and (A.2.24) that h must be zero if ε and ||h||H are both less than
c−10 c
−1. This can be seen by writing (A.2.23) as Lh = −eh and taking the L2-norms of both
sides. Then Lemma A.2.7 follows from what was just said and Lemmas A.2.6 and A.2.8. 
Proof of Lemma A.2.8. The proof has five steps.
Step 1. Fix T > c0 for the moment. Fix a smooth codimension-0 submanifold in Y∞ with
the boundary that is contained in the part of Y∞ with distance less than T + 10 from N and
contains in its interior the part of Y∞ with distance less than T + 5 from N . Denote this
submanifold by ZT . As explained momentarily, an appeal to the inverse function theorem
using the operator d†d+ r|ψ|2 with Dirichlet boundary conditions on ZT can be used to prove
the next assertion:
If (A′, ψ′) is sufficiently close to (A,ψ) in the C2-topology on ZT , then there
is a smooth map from the interior of ZT to iR with the following properties:
Denote this map by u and let h0 = e
u, this being a map to S1. Then
• With a defined to be r−1/2(h∗0A′ − A) and η defined to be h∗0ψ′ − ψ, the
expression in (A.2.21) vanishes on the part of ZT where the distance to N
is less than T + 2.
• the L21-norm of the pair (a, η) is bounded by a constant multiple of
the C2-norm of the pair (r−1/2(A′ − A), ψ′ − ψ) with the constant being
independent of (A′, ψ′).
(A.2.25)
The argument for (A.2.25) differs little from the proof of the analogous assertion in the compact
manifold case. Here is an outline of the argument: Suppose that u is smooth on ∂ZT and
write the au = r
−1/2(A′ −A− du) and ηu = eiuψ′ − ψ version of (A.2.21) schematically as
d†du+ r|ψ|2u+ r1/2T0 + rR(u) (A.2.26)
where T0 is the a0 = r
−1/2(A′ − A) and η0 = ψ′ − ψ version of (A.2.21) and R is a function
of u obeying |R(u)| ≤ c0|u|2 + |u|(|a0|+ |η0|).
Construct a smooth non-negative function on Y∞ to be denoted by χT that is equal to 1
where the distance from N is less than T +3 and equal to 0 where the distance to N is greater
than T +4. This function can and should be constructed so that the norm of its derivative is
bounded by c0. What is needed is a solution to the equation
d†du+ r|ψ|2u+ χT (r1/2T0 + rR(u)) = 0 (A.2.27)
with u being zero on ∂ZT . A relatively straightforward application of the inverse function
theorem proves that (A.2.27) has a solution if (a0, η0) has sufficiently small C
1-norm. Note
that the applications to come have no need to control the r and T dependence of the constant
in the second bullet of (A.2.25) nor the r and T dependence of what is meant by ‘sufficiently
small’.
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Step 2. Now suppose that (A′, ψ′) obeys (A.2.1) on the part of Y∞ with distance less than
T from N . Supposing that (A.2.25) can be invoked, let h = (a, η). If |h| is small, which will
be the case if (A′, ψ′) is sufficiently close to (A,ψ), then h viewed as a section over the part
of Y∞ with distance less than T from N obeys an equation that has the schematic form
Lh+ r1/2h ∗ h = 0, (A.2.28)
where L is defined as in (A.2.2) by the pair (A,ψ). If |h| is small, then this equation can be
written as Lh+ eh = 0 with e obeying (A.2.4). Thus, Lemma A.2.1 can be invoked to bound
the || · ||H-norm of h where the distance from N is between 14T and 34T by
c0(||h||2,10 + ||h||2,T )e−r1/2T/c0 , (A.2.29)
where ||h||2,10 and ||h||2,T are the respective L2-norms of h on the regions in Y∞ where the
distance to N is less than 10 and where the distance to N is between T − 1 and T .
Step 3. As noted previously, there is a gauge for (A,ψ) on the part of Y∞ with distance
greater than cE from N that writes the E component α of ψ as 1 − z with z being a small
real number. This gauge writes A as θ0 + r
1/2a with |a| ≤ c0r−1/2|∇Aα|. As already noted,
the pair q = (a, η = ψ − ψI) obeys an equation of the form LIq + eq = 0 with e obeying
(A.2.4). There is an analogous gauge on this part of Y∞ for (A′, ψ′) leading to a q′ obeying
LIq
′ + e ′q′ = 0 with e ′ obeying (A.2.4). Use hI to denote the difference q′ − q. This obeys
an equation that has the form LIhI + e
′′hI = 0 with e ′′ again obeying (A.2.4). It follows as a
consequence that hI on the part of Y∞ where the distance to N is between 14T and
3
4T has|| · ||H-norm bounded by
||hI||2,10e−r1/2T/c0 . (A.2.30)
Step 4. What is denoted by hI can be written as (r
−1/2(h∗IA
′ − A), h∗Iψ′ − ψ) for a suitable
gauge transformation hI. It then follows that
(r−1/2(h∗IA
′ − h∗0A′), h∗Iψ′ − h∗0ψ′) (A.2.31)
restricted to the part of Y∞ where the distance to N is between 14T and
3
4T is bounded by
the sum of the expressions in (A.2.29) and (A.2.30). This implies that h−10 hI can be written
as ev where |v| is bounded by the same expressions.
With the preceding understood, let χ denote a non-negative function on Y∞ that is equal
to 1 where the distance to N is greater than 12T and equal to 0 where the distance to N is less
than 12T −1. This function can and should be constructed so that the norm of its derivative is
bounded by c0T . Let h denote the gauge transformation h0e
χv. The latter is equal to h0 where
the distance to N is less than 12T − 1 and it is equal to hI where the distance to N is greater
that 12T . This gauge transformation is such that the pair h = (a = r
−1/2(h∗A′−A), h∗ψ′−ψ)
obeys
|| ∗ d ∗ a+ r1/2(ψ†η − η†ψ)||2 ≤ c0rTe−r1/2T/c0 ||h||2. (A.2.32)
Step 5. The preceding analysis can be applied to any sufficiently large k version of (Ak, ψk)
to produce a gauge transformation hk with the desired properties. 
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A.2.6. Limits as T → ∞. Lemma A.2.5 has an analog on the large T versions of YT . The
precise statement will appear momentarily. By way of background, assume in the case T <∞,
the submanifold N is a union of two parts, M ∪ NT with the parameter t from Section A.1
having values in [−1, 1] on the boundary of the closure of M , and in the interval [−T, T ] on
the boundary of the closure of NT . Likewise, the parameter τ has value 0 on the boundary of
the closure of M and it has value T on the boundary of the closure of NT . In comparison to
the body of this article, M denotes the interior of a sutured contact manifold with connected
suture. The case T <∞ is shown in Figure 9.
M NT
t
τ
1
−1
0 T
T
−T
M
NT
Figure 9. The manifold N =M ∪NT , viewed both separately and as part of YT .
For T <∞, the Riemannian curvature tensor on YT has T -independent upper bound, so do
the covariant derivatives of a and da. Let L(T ) denote the length of the shortest Reeb orbit
contained in NT . Note that {L(T )}T>16 has no bounded subsequences for the version of NT
that is depicted in Figures 8 and 9.
Lemma A.2.9. There exists κ > 1, and given E > 1, there exists κE > 1 with the following
significance: Fix T > κE . If (A,ψ) is an admissible solution to (A.2.1) on YT with e ≤ E,
then
r(1− |α|2) + r2|β|2 + |∇Aα|2 + r|∇Aβ|2 ≤ κre−κ−1r1/2 dist(·,N)
at points in YT with distance κ or more from N =M ∪NT .
Proof. This follows as a corollary of Lemmas A.2.3 and A.2.4. 
Lemma A.2.9 suggests that it is possible to compare solutions to (A.2.1) on the large T
versions of YT with solutions to (A.2.1) on Y∞. This is the content of the next lemma.
Lemma A.2.10. There exists κ > 1, and given E > 1, there exists κE > 1 with the following
significance: Suppose that {T (k)}k=1,2,... is an increasing unbounded sequence of positive
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numbers each greater than 16. Fix r > κE . For each positive integer k, let ck = (Ak, ψk)
denote a solution to (A.2.1) on YT (k) with energy e ≤ E. There exists
(1) A solution c = (A,ψ) to (A.2.1) on Y∞ with energy e ≤ E,
(2) A subsequence Λ of positive integers,
(3) A sequence {gk}k∈Λ with any given k ∈ Λ version of gk mapping YT (k) rNT (k) to S1.
(4) A sequence {uˆk}k∈Λ with any given k ∈ Λ version of uˆk mapping NT (k) to S1.
The data c, Λ, {gk}k∈Λ, and {uˆk}k∈Λ have the following properties:
• The sequence indexed by Λ whose kth term is the C1-norm of the pair er dist(·,M)/κ(gkck−c)
on YT (k) rNT (k) has limit zero as k →∞.
• For each positive integer m, the sequence indexed by Λ whose kth term is the Cm-norm of
the pair gkck − c on YT (k) rNT (k) has limit zero as k →∞.
• For each positive integer m, the sequence indexed by Λ whose kth term is the Cm-norm of
uˆkck − (θ0, ψI) on NT (k) has limit zero as k →∞.
Proof. Lemma A.2.9 can be invoked with Lemma A.2.3 and standard elliptic regularity
arguments to obtain uniform convergence in the manner dictated above on YT (k) r NT (k)
to a solution on Y∞ that is a priori admissible. 
Lemma A.2.10 leads to the following observation: Fix E > 1 and then r > cE with cE
denoting here and in what follows a number greater than 1 and depends on E . Its precise
value can be assumed to increase between appearances. Fix ε ∈ (0, cE−1]. Supposing that T
is sufficiently large given r and ε, let cT = (AT , ψT ) denote a solution to (A.2.1) on YT with
e < E . There exists
(1) A C∞(Y∞;S1) equivalence class of admissible solutions to (A.2.1) on Y∞ with e < E .
(2) Given c = (A,ψ) in this equivalence class, there exists a map gT : YT rNT → S1.
(3) A map uˆT : NT → S1.
(A.2.33)
These are such that
• er dist(·,M)/c0(gT cT − c) on YT rNT has C1-norm less than ε.
• uˆT cT − (θ0, ψI) on NT has C1-norm less than εe−rT/c0 .
(A.2.34)
It follows from Lemma A.2.7 that the C∞ equivalence class in item (1) of (A.2.33) is unique
if the version of the operator L that are defined by the e ≤ E solutions to (A.2.1) on Y∞ for
the given value of r have trivial kernel.
A.2.7. Existence of solutions with a bound on E. Suppose that E > 1 has been specified and
that 12πE cannot be written as a sum with positive integer coefficients of the lengths of the
closed orbits of the Reeb vector field. Assume in addition that the other conditions in (4-1) of
[28] can be met when what is denoted in [28] by L is 12πE . Now suppose that rε is such that the
conclusions of Lemmas A.2.4 and A.2.9 hold for r > rε. Note that these conclusions require
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only that T ≥ κE with κE coming from Lemma A.2.9. The analysis that proves Theorem 4.2
in [28] can be repeated given the conclusions of Lemmas A.2.4 and A.2.9. The result is stated
in the following lemma.
Lemma A.2.11. Fix E > 1 and suppose that the L = 12πE version of (4-1) in [28] holds.
There exists κE > 1 such that if r ≥ κE , then the following is true:
• Supposing that T ≥ κE or that T =∞, then the set of gauge equivalence classes of solutions
to (A.2.1) on YT with e ≤ E are in 1–1 correspondence with the set of generators of the
ECH chain complex with total length less than 12πE.• Given ε ∈ (0, 1], there exists κE,ε > κE with the following significance: Fix T > κE,ε
and suppose that cT and c∞ are respective e < E solutions to (A.2.1) on YT and Y∞ from
gauge equivalence classes that correspond to the same generator of the ECH chain complex.
There exists a map gT : YT rNT → S1 and a map uˆT : NT → S1 such that the conclusions
of (A.2.34) hold.
• Supposing that T > κE or that T = ∞, let cT denote a solution to (A.2.1) on YT with
e < E. The spectrum of the corresponding version of the operator L in (A.2.2) has distance
at least κE−1 from 0.
Proof. The gluing theorem that constructs solutions to the equations in (A.2.1) from Reeb
orbits differs only cosmetically from that in [29, Section 3]. The other assertions in the lemma
are proved using the analysis in [30, Section 2a] and [31, Section 2]. The analysis from these
papers can be borrowed almost verbatim because of Lemmas A.2.1 and A.2.9. The latter
says in effect that the solutions to (A.2.1) can be approximated for all intents and purposes
by the canonical pair (θ0, ψI) where the distance to the Y∞ version of M is greater than a
fixed number that depends solely on E . Granted this, then Lemma A.2.1 says in effect that
equations of the form Lh+ f = 0 on YT or Y∞ with f supported near M become very small at
large distances from M . 
By way of some perspective on Lemma A.2.11: A 1-1 correspondence between the respective
gauge equivalence classes of e ≤ E admissible solutions to (A.2.1) on Y∞ and any sufficiently
large T version of YT can be constructed directly if the spectrum of the operator L for all
e ≤ 2E admissible solutions on Y∞ is uniformly bounded away from zero. The lower bound for
T is determined by E and this spectral gap, but it is independent of r. This correspondence is
asserted by the upcoming Lemma A.2.12. (Lemma A.2.2 with the analysis in [29, Section 2],
[30, Section 2a], and [31, Section 2] can be borrowed to prove that the desired spectral gap
does in fact exist when r is large if the contact 1-form and compatible metric are suitably
generic on M . As noted above, the borrowing from these references is possible because of
what is said by Lemmas A.2.1 and A.2.9.)
Lemma A.2.12. Given E > 1, there exists κE > 1 with the following significance: Suppose
that r > κE and that the version of the operator L in (A.2.2) for any admissible solution to
(A.2.1) on Y∞ with e ≤ 2E has trivial kernel. Fix c > 1 so that the spectrum of each such
version of L has distance c−1 or more from 0. There exists κ∗ > κE such that the assertions
in the bullets that follow are true when T > κ∗.
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• The set of gauge equivalence classes of solutions to (A.2.1) on YT with e < E enjoys a
bijective correspondence with the set of gauge equvalence classes of admissible solutions to
(A.2.1) on Y∞.
• Supposing that ε ∈ (0, 1], there exists κE,ε > κE such that if T > κE,ε and if cT and c∞ are
respective e < E solutions to (A.2.1) on YT and Y∞ from corresponding gauge equivalence
classes, then there are maps gT : YT rNT → S1 and uˆT → S1 that make (A.2.34) hold.
• Let L denote the version of the operator in (A.2.2) that is defined by a given e ≤ E solution
to (A.2.1) on YT . Then L has trivial kernel and the distance in R from the spectrum of L
to 0 is greater than 12c
−1.
Proof. It is assumed that the Y∞ version of the operator in (A.2.2) has trivial kernel when
it is defined by an admissible solution to (A.2.1) with e ≤ 2E . Granted that this is so, then
Lemma A.2.7 asserts that the space of C∞(Y∞;S1) equivalence classes of admissible solutions
to (A.2.1) on Y∞ is a discrete set, and that there are at most a finite number of such equivalence
classes with e ≤ 32E .
In what follows, cE is used to denote numbers that are greater than 1 and are independent
of any particular T or solution to (A.2.1) on YT for the given value of r. It can depend on
E however. Lemma A.2.10 has the following implications: Given ε > 0 and T sufficiently
large (with a lower bound depending only on E and ε, but not r), let cT denote a solution
to (A.2.1) on YT with e ≤ E . There is an admissible solution to (A.2.1) on Y∞ with e ≤ E
to be denoted by c and maps gT : YT r NT → S1 and uˆT : NT → S1 such that (A.2.34)
holds. The assignment of c’s gauge equivalence class to the solution cT defines a map from
the space of gauge equivalence classes of solutions to (A.2.1) on YT with e ≤ E to the space
of gauge equivalence classes of admissible solutions to (A.2.1) on Y∞ with e ≤ E . This
map is well defined for the following two reasons: First, there are but finitely many gauge
equivalence classes of admissible solutions on Y∞ with e ≤ E to choose from. Second, because
of Lemma A.2.9, only one gauge equivalence class on Y∞ will obey the condition in the first
bullet of (A.2.34) for any given cT if ε < c
−1
E .
Denote the map just defined by T. It does not depend on ε for the following reason: If c is
an e ≤ E admissible solution to (A.2.1) on Y∞ that meets the conditions in the first bullet of
(A.2.34) for a given ε < c−1E , and if c
′ meets the conditions for a given ε′ < ε, then c′ meets
the conditions for ε. This implies that c′ and c must be gauge equivalent because (as noted
in the preceding paragraph) there is only one gauge equivalence class on Y∞ that obeys the
condition in the first bullet of (A.2.34) for any given solution cT .
With T in hand, consider (out of turn) the third bullet of the lemma. To this end, suppose
that T is greater than c−1E (so as to use the map T), and suppose that cT is a solution to
(A.2.1) on YT with e ≤ E . Let LT denote the cT version of the operator in (A.2.2) and let h
denote an element in its domain with L2 norm equal to 1. What follows is a consequence of
Lemma A.2.1 and Lemma A.2.9: Given δ > 0, there exists R ≥ 1 which depends only on δ
and E such that h has L2 norm less than δ where the distance to M is greater than R. Let
χR denote a smooth function on YT mapping to [0, 1] that is zero where the distance to YT is
greater than 2R and 1 where the distance is less than R. This function can be chosen so that
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|dχR| ≤ 10R−1. These bounds imply that
||LT (χRh)||2 ≤ ||LTh||2 + cEδ2R−1. (A.2.35)
Now let c = T(cT ) and let L denote c’s version of the operator in (A.2.2). It follows from
(A.2.34) that there is a map from Y∞ to S1 (to be denoted by g) such that
||L(gh)||2 ≤ ||LT (χRh)||2 + cRε2, (A.2.36)
with cR denoting a number that depends only on E and R. The claim made by Lemma A.2.12’s
third bullet follows directly from these last two inequalities.
The argument that T is 1-1 onto its image differs little from the argument that proves
Lemma A.2.7 when T is large. Here is how it goes: Assume that T isn’t a bijection to
generate nonsense with a sequence {(Ai, ψi)}i∈{1,2,... } and {(A′i, ψ′i)}i∈{1,2,... } with ith member
on YT (i) such that {T (i)}i∈{1,2,... } diverges. Assume that the primed and unprimed pairs are
solutions to (A.2.1) with e ≤ E and such that T maps them to the same equivalence class.
Having just established the third bullet of Lemma A.2.12, it is enough to prove an ε slice
lemma to play the role of Lemma A.2.8 so as to generate nonsense using the argument for
the proof of Lemma A.2.7. The statement of the analogous slice theorem is the same except
that in this case, the ith elements of the sequences {(Ai, ψi)}i∈{1,2,... } and {(A′i, ψ′i)}i∈{1,2,... }
are on the corresponding YT (i). The proof of this analog copies almost verbatim the proof of
Lemma A.2.8. In fact, one need only replace “the part of Y∞ with distance greater than c∗
from N” with “the part of YT with distance greater than cE from M” and replace “Y∞” with
“the versions of YT (i) with T (i)≫ T”. Otherwise, there is no essential change.
The argument that T is onto uses a cut-off function χ on Y∞ that is defined as in Step 4
of the proof of Lemma A.2.8 for a T > cE . Write an e < E solution (A,ψ) on Y∞ on the
part of Y∞ with distance greater than cE from M as A = θ0 + aˆA and ψ = (1 − z)ψI + η
with z being real with norm less than 1100 . Setting (AT , ψT ) = (A,ψ) near M and setting
(AT , ψT ) = (θ0 + (1 − χβ)aˆA, (1 − (1 − χ)z)ψI + (1 − χ)η) otherwise defines a pair (to be
denoted by cT ) on YT that comes close to solving (A.2.1). The error is bounded pointwise by
cEr1/2e−
√
rT/c0 with the error having components given by r−1/2(∗FAT − rψ†T τψT ) and DATψ.
That this is so follows from Lemma A.2.5. One can then look for h obeying an equation that
has the form
LTh+ r
1/2h ∗ h+ error = 0 (A.2.37)
with LT being the cT version of the operator in (A.2.2) on YT and with h∗h denoting a section
whose components are quadratic functions of the entries of h. This is to say that h ∗ h is the
image of h⊗h via a certain (canonical) vector bundle homomorphism from ⊗2(i(T ∗YT⊕R)⊕S)
to i(T ∗YT ⊕ R) ⊕ S. In particular, the norm of h ∗ h is bounded by c0|h|2 and that of its
A-covariant derivative by c0|∇Ah||h|. (The precise form of h ∗ h, except for it being quadratic
in the components of h, is of no consequence in what follows.) Now, the spectrum of LT has
distance greater than 12c
−1 from 0. This can be proved using the same argument that proves
the third bullet point of Lemma A.2.12. Granted that this is so, then (A.2.37) is equivalent
to the fixed point equation on the domain of LT :
h = −L−1T (r1/2h ∗ h+ error). (A.2.38)
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This equation can be solved with the solution h being small using the contraction mapping
theorem when T ≥ cE and r > cE . 
A.3. Instantons. Throughout the rest of the appendix, we assume that YT is as described
in Section A.2, where T is either a large number greater than 16 or it is ∞. Of interest here
are solutions to the Seiberg–Witten equations on R× YT with the properties listed in Section
A.3.1. Let a+ and a− be contact 1-forms on YT of the sort described in Section A.1. suppose
that these 1-forms agree on YT r N , and in the case when N = M ∪ NT with M and NT
as in Section A.2.6, assume further that they agree on NT . This last assumption is only for
convenience and can be violated if needs be with only notational consequences.
Introduce by way of notation s to denote the Euclidean coordinate on the R factor of R×YT .
Assume that there exists s0 > 1 and a 1-form to be denoted by a on R × YT that is equal
to a− where s ≤ −s0, equal to a+ where s ≥ s0. Require that a be independent of s on
R× (YT rN) and on R×NT in the case when N =M ∪NT . We also assume that the 2-form
e2s(ds∧(2a+ ∂∂sa)+da) is a symplectic form on R×YT . Here d denotes the exterior derivative
along the YT factor of R× YT . We use ω to denote the 2-form ds ∧ (a+ 12 ∂∂sa) + 12da.
To define a metric, let g− denote a metric that is defined by a− on YT and let g+ denote
one that is defined by a+ on YT in the manner that is described in Section A.1. We shall
assume that these two metrics agree on YT rN and on NT when N = M ∪NT . The metric
on R× YT is taken to be the product metric ds2 + g− on the s ≤ −s0 part, to be the product
metric ds2 + g+ on the s ≥ s0 part, and to be the interpolating product metric on the part
R × (YT r N). The metric on the rest of R × YT is of the form ds2 + g with g being an
s ∈ R dependent metric on YT whose Hodge-star is chosen so that ∗da = 2a + ∂∂sa and is
such that ∗da has length 2. The 2-form ω with this metric is self-dual and has norm √2. The
metric should also be chosen so that the norms of the covariant derivatives of a, the curvature
tensor, and the covariant derivatives of the curvature tensor are bounded by T -independent
constants.
A.3.1. The Seiberg–Witten equations. Supposing that S+ is the associated self-dual spinor
bundle for a Spinc structure on R× YT , there is a splitting as in (A.1.2) with the summands
being the respective +i and −i eigenbundles for Clifford multiplication by 12ω, the E summand
being the +i eigenbundle. The canonical Spinc structure has S+ splitting as in (A.1.2) with
E = C.
Fix r > 1. Also, fix a smooth, s ∈ [−1, 1] dependent iR-valued 2-form on M with the
following properties: Its norm and that of its first and second order covariant derivatives
should be bounded by 1; it must also have compact support in an s-independent open set in
the interior ofM ; and it must vanish when s is near 1 or −1. Use p to denote this s-dependent
family of 2-forms. This family of 2-forms can (and will) be viewed equivalently as a single
2-form on R×M with support in a compact subset of (−1, 1)×M that annihilates all vectors
tangent to the R factor. This latter incarnation is also denoted by p. By way of a look ahead,
the 2-form p plays a role only in Proposition A.7.4, which is at the very end of this Appendix.
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A pair (A,ψ) of connection A on E and section ψ of S+ obeys the Seiberg-Witten equations
on R× YT when
F+A =
1
2
r((ψ†τψ)− iω)− 1
2
(F+A0 + p
+) and DAψ = 0 (A.3.1)
where the notation is as follows: First, F+A is the self-dual part of the curvature 2-form of the
connection A. Likewise, F+A0 is the self-dual part of FA0 (viewed as a 2-form on R× YT that
annihilates the vector field ∂∂t), and p
+ is the self-dual part of p (viewed similarly). Meanwhile,
DA denotes here the Dirac operator on R × YT that is defined as follows: Having specified
the Riemannian metric on R × YT , the definition of the Dirac operator on R × YT requires
only the choice of a Hermitian connection on the line bundle det(S). In the case of DA, such
a connection is defined by the connection A on E and a certain canonical connection on the
bundleK−1 that appears in the R×YT analog of (A.1.2). This canonical connection is defined
with the help of a chosen unit section of the product line bundle C. This section is chosen once
and for all, and once chosen, it is denoted by ψI. Let θ0 again denote the product connection
on C. There is a unique connection on K−1 such that the latter with θ0 define a connection
on the line bundle det(S), giving a Dirac operator Dθ0 that annihilates ψI. This connection
on K−1 is used to define DA also.
A.3.2. The Bochner–Weitzenbo¨ck formula. The formal linearization of (A.3.1) with the extra
gauge fixing equation defines a first order differential operator mapping sections of the bundle
iT ∗(R × YT )⊕ S+ to sections of the bundle i(Λ+ ⊕ R) ⊕ S− with Λ+ denoting the bundle of
self-dual 2-forms and with S− denoting the bundle of anti-self dual spinors. This operator is
denoted by L and it is defined by the rule whereby the respective iΛ+, iR, and S− summands
of L(a, η) are
L(a, η) =
 (da)+ − r1/2 (ψ†τη + η†τψ)∗d ∗ a+ r1/2 (ψ†η − η†ψ)
DAη + r1/2cl(a)ψ
 . (A.3.2)
The notation here uses d to denote the exterior derivative on R × YT . We use LI in what
follows to denote the version of (A.3.2) that is defined by the canonical pair (θ0, ψI) from
Section A.1. Supposing that U ⊂ R × YT is an open set, there is the analog of (A.2.3) that
reads
There exists a number κ > 100 with the following significance: Fix r > κ and
suppose that h is a section of iT ∗U⊕ S+ on U with compact support. Then
||LIh||22 ≥ (1− κ−1)
(||∇θ0h||22 + r||h||22) . (A.3.3)
Here, || · ||2 denotes the L2 norm on U. The notation with (A.3.3) also has ∇A denoting
the covariant derivative that is defined by a given connection A (in this case θ0) and the
Levi-Civita connection.
A.3.3. Exponential decay. There is an almost verbatim analog of Lemma A.2.1 for the operator
L with almost word for word the same proof. To set the background, suppose that e is a first
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order operator mapping sections of iT ∗U⊕S+ to i(Λ+⊕R)⊕S−. Of interest in Lemma A.3.1
are sections h that obey the equation
LIh+ eh = 0. (A.3.4)
The lemma uses the following notation: Suppose that V ⊂ U is an open set and that ρ is a
positive number. For each integer k ∈ {0, 1, . . . }, let Vk ⊂ V denote the set of points with
distance kρ or more from each point in Ur V . Given a section h of iT ∗U⊕ S+, define ||h||∗,k
as in (A.2.7).
Lemma A.3.1. There exists κ > 1 with the following significance: Suppose that U is an open
set in R × YT and that e is a first order differential operator defined on U mapping sections
of iT ∗U⊕ S+ to sections of i(Λ+ ⊕ R)⊕ S− that obeys
||eh||22 ≤ 1
2
(||∇θ0h||22 + r||h||22)
when h has compact support in U. Fix r > κ and suppose that h obeys (A.3.4). Fix V ⊂ U
with compact closure. Then ||h||∗,k ≤ κ||h||∗,0e−
√
rkρ/κ.
As noted above, the proof of this lemma differs little from the proof of Lemma A.2.1.
There is an analog of this lemma that holds on the large |s| parts of R×YT . To set the stage,
suppose that (A+, ψ+) is a pair of connection on YT and section of S over YT . The bundle S
can be identified in a canonical fashion with both S+ and S− by using the vector field ∂∂s on
R×YT to view the principal SO(4)-bundle of orthonormal frames on R×YT as an associated
bundle to the pull-back via the projection to YT of the latter’s orthonormal frame bundle.
Suppose now that the (A+, ψ+) version of the operator L is such that ||Lh||Y,2 > z||h||Y,2 for
all L21 sections h of i(T
∗YT⊕R)⊕S with z being a fixed positive number and || · ||Y,2 indicating
the L2-norm on YT . Note that the Bochner–Weitzenbo¨ck formula for L in this case implies
that
||Lh||Y,2 > c−1z ||∇Ah||Y,2, (A.3.5)
with cz > 1 being a number that depends on z, the norm of the curvature of A and the norm
of the covariant derivative ∇A+ψ+. The next lemma views the pair (A+, ψ+) as a pair of
connection over R× YT and section of S+ over R× YT .
Lemma A.3.2. Given (A+, ψ+) as just described, there exists κ > 1 with the following
significance: Let e denote a first order differential operator mapping sections of iT ∗(R×YT )⊕
S+ to i(Λ+ ⊕ R)⊕ S− with the property that ||eh||2 ≤ κ−1 (||∇Ah||2 + ||h||2) for all sections h
with compact support. Fix s0 ∈ R and suppose that h is an L2 section of iT ∗(R×YT )⊕ S+ on
the s > s0 or s < −s0 part of R× YT that obeys Lh+ eh = 0 with L being defined by (A.3.2)
using the pair (A+, ψ+). Let ||h||∆,2 denote the L2 norm of h on the part of R × YT where
s ∈ [s0, s0 + 1] or s ∈ [−s0 − 1,−s0] as the case may be. For s > s0 + 2 or s < −s0 − 2,
||∇A+h|s||Y,2 + ||h|s||Y,2 ≤ κe−|s|/κ||h||∆,2.
The proof of this lemma differs little from the proof of Lemma A.3.1.
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A.3.4. Fredholm property of L. Lemmas A.3.1 and A.3.2 have implications for the operator L
when (A,ψ) is a pair of connection on E and ψ is a section of S+ over R×YT with asymptotics
as described below. To set the notation, (A+, ψ+) and (A−, ψ−) denote admissible pairs of
connections and sections of S on YT .
• There is a gauge transformation where s ≥ 1 that changes (A,ψ) to (A+ + aˆ+, ψ+ + σ+)
with h+ = (r
−1/2aˆ+, σ+) obeying
∫
[1,∞)×YT
(|∇A+h+|2 + |h+|2) <∞.
• There is a gauge transformation where s ≤ −1 that changes (A,ψ) to (A−+ aˆ−, ψ−+σ−)
with h− = (r−1/2aˆ−, σ−) obeying
∫
(−∞,−1]×YT
(|∇A−h−|2 + |h−|2) <∞.
• There is a gauge transformation on R× (YT rN) that changes (A,ψ) to (θ0+ aˆ0, ψI+σ0)
with h0 = (r
−1/2aˆ0, σ0) obeying
∫
[−2,2]×(YTrN)
(|∇θ0h0|2 + |h0|2) <∞.
(A.3.6)
The next lemma assumes that Condition A.3.6 is obeyed. The lemma uses L† to denote
the formal L2-adjoint of the operator L.
Lemma A.3.3. Suppose that (A,ψ) is as just described with (A+, ψ+) and (A−, ψ−) being
admissible pairs on YT with respective versions of the operator L in (A.2.2) that have trivial
L2 kernel. The operator L defined by (A,ψ) defines a Fredholm operator from the space of
L21 sections of iT
∗(R× YT )⊕ S+ to the space of L2 sections of i(Λ+⊕R)⊕ S−. The cokernel
of L consists of L21 sections of i(Λ+ ⊕ R)⊕ S− that are in the kernel of the operator L†.
Proof. Lemma A.3.2 says that the semi-norm h → ||Lh||2 is bounded from below by
c−10 r
1/2||h||2 when h is supported where t≫ 1 on Y∞, and the lack of a kernel for the |s| → ∞
versions of L imply that this semi-norm is also bounded from below by a multiple of ||h||2
when h has support where |s| ≫ 1. These bounds are used with suitable cut-off functions to
prove that the kernel is finite dimensional. They are also used with the Rellich lemma (for a
compact domain) to prove that the cokernel is also finite dimensional. The Rellich lemma tells
us that sections that are in the cokernel are smooth. One can then use cut-off functions and
integration by parts to prove that elements in the cokernel are annihilated by the L2 adjoint
of L and vice-versa. 
A.3.5. The behavior of solutions as |s| → ∞ or as t→∞. A solution to (A.3.1) is said below
to be an instanton solution when Condition A.3.6 is met with (A+, ψ+) and (A−, ψ−) being
admissible solutions to the respective a+ and a− versions of (A.2.1) on YT . I assume in what
follows that both the (A+, ψ+) and (A−, ψ−) versions of the operator L in (A.2.2) have trivial
kernel.
The first step to analyzing solutions is to prove an assertion to the effect that (A,ψ) decays
exponentially fast to (A+, ψ+) on the respective s ≫ 1 and s ≪ −1 parts of R × YT , and to
(θ0, ψI) on the t≫ 1 part in the case of R× Y∞. The following lemma summarizes the story.
The lemma uses ∆ to denote the distance on R× Y∞ to R×M .
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Lemma A.3.4. Suppose that (A,ψ) is an instanton solution to (A.3.1) in R×YT as described
in Lemma A.3.3.
• The gauge transformations on [1,∞)×YT and on (−∞,−1]× YT from the respective first
two bullets of (A.3.6) can be chosen so that the corresponding elements h+ and h− obey
lim
s→±∞ e
|s|/κ|h±| = 0, with κ > 1 depending on (A+, ψ+) and on (A−, ψ−).
• In the case of Y∞, the gauge transformation in the third bullet of (A.3.6) can be chosen
on R × (Y∞ rM) so that h0 obeys lim
∆→∞
e
√
r∆/κ|h0| = 0 with κ ≥ 1 being independent of
(A+, ψ+) and (A−, ψ−).
Proof. The proof has eight parts. The second bullet is treated first in Parts 1–6.
Part 1. This part makes some observations about (A.3.6) that are used (sometimes implicitly)
in the subsequent proof. The first point to make is that neither h+, h− nor h0 are gauge
invariant. This is to say that any changing (A,ψ) to (A− g−1dg, gψ) with g being a map to
S1 will change h+, h− and/or h0. Likewise, changing (A+, ψ+) and/or (A−, ψ−) by a gauge
transformation will change h+ and/or h−. Nonetheless, certain gauge invariant functions and
differential forms that are constructed from (A,ψ) (or (A+, ψ+) or (A−, ψ−)) can be bounded
in terms of h+, h−, h0 and their derivatives, The examples that follow are directly relevant:
The curvature: The curvature FA where ∆ > 1 is r
1/2 times the exterior derivative of the
1-form component of h0. Thus, its norm is bounded by r
1/2|∇θ0h0|. Likewise, the differences
FA − FA+ where s > 1 and FA − FA− where s < −1 are (respectively) r1/2 times the exterior
derivatives of the 1-form components of h+ and h−. Therefore, the norms of these differences
are bounded by r1/2|∇A+h+| and r1/2|∇A−h−|.
The norm of ψ: The norm of |ψ| − 1 where ∆ > 1 is bounded by the norm of the S+
component of |h0|. By the same token, the norm of |ψ| − |ψ+| where s > 1 and the norm of
|ψ| − |ψ−| where s < −1 are bounded respectively by the norms of h+ and h−.
To state the next example, write the spinor bundle S+ as E ⊕ E ⊗ K−1 (analogous to
(A.1.2)) and then write ψ accordingly as (α, β).
The norms of ∇Aα and ∇Aβ: The functions ∇Aα and ∇Aβ where ∆ > 1 are bounded
respectively by |∇θ0h0|+r1/2|h0|2 and |∇θ0h0|+c0|h0|+r1/2|h0|2. By the same token, the norms
of |∇Aα| − |∇A+α+| and |∇Aβ| − |∇A+β+| where s > 1 are bounded by |∇A+h+|+ r1/2|h+|2
and |∇A+h+| + c0|h0| + r1/2|h+|2; and there are analogous inequalities with + changed to −
where s < −1.
The examples with (A.3.6) imply that the functions |FA|, |α|−1, |β|, |∇Aα|, and ∇Aβ have
finite L2 norm on any domain of the form I × Y∞ with I ⊂ R being an interval of length 1
(and that these L2 norms are bounded independently of I). The examples given above and
(A.3.6) also imply that the difference between these functions and their (A+, ψ+) analogs have
finite L2 norm on the s > 1 part of R × Y∞ (and likewise for R × YT with T < ∞). And,
the difference between these functions and their (A−, ψ−) analogs have finite L2 norm on the
s < −1 part of R × Y∞ (and likewise for R × YT with T < ∞). (A dimension 4 Sobolev
inequality is used here to bound the L4 norms of |h±| and |h0| by c0 times their L21 norms.)
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Part 2. The argument for the second bullet starts by writing the spinor bundle S+ as E ⊕
E ⊗K−1 and then writing ψ with respect to this splitting as (α, β). Using this notation, the
respective E and E ⊗K−1 parts of the identity D†ADAψ = 0 can be written as
• ∇A†∇Aα+ r(|α|2 − 1 + |β|2)α+ c0α+ c1∇Aβ + c2β = 0.
• ∇A†∇Aβ + r(|α|2 + 1 + |β|2)β + c3∇Aβ + c4β + c5∇Aα + c6α = 0.
(A.3.7)
With regards to the notation, what is denoted by c0(FA0 + p) is an endomorphism of E that
is linear in the curvature of A0 and the perturbing form p. Of particular importance is that
this vanishes where A0 is flat and p is zero on YT r N for example. Meanwhile, {ck}k=1,...,6
are (A,ψ)-independent and r-independent (and s-independent) sections of vector bundles over
R × Y∞ that are bounded with bounded derivatives. (The endomorphism c6 is also linear in
the curvature of A0 and p.)
The equations in (A.3.7) are used first to prove the following when r > c0:
• |α| ≤ 1 + c0r−1.
• |β| ≤ c0r−1/2.
(A.3.8)
To prove (A.3.8), fix for the moment a number greater than 1 to be denoted by c and then
let q = |α|2+ c−1r|β|2. If c ≥ c0 and if r is sufficiently large (depending on c but not on A, α,
or β) then (after some manipulations) the identities in (A.3.7) lead to the inequality
1
2
d†dq + r(q − 1)q − c0q ≤ 0. (A.3.9)
On a compact manifold, this inequality would imply directly that q ≤ 1 + c0r−1 via the
maximum principle. This same bound is implied here also, but (A.3.6) is needed to deduce it.
To say more, fix for the moment a ball B ⊂ R×Y∞ of radius equal to 1100 times the injectivity
radius of Y∞ (which is greater than c0−1); and let χB denote a smooth non-negative function
with compact support on B that is equal to 1 on the concentric ball of half the radius. Let p
denote the center of B and let Gp denote the Green’s function for the operator d
†d on B with
Dirichlet boundary conditions. Note that 0 ≤ Gp ≤ c0 1dist(p,·)2 .
Multiply both sides of (A.3.9) by χBGp (which is non-negative) and then integrate over the
part of B where q > 1. Integration by parts leads to a bound saying that
(q(p) − 1)+ ≤ c0
∫
B
1
dist(p, ·)2 (q − 1)+ (A.3.10)
with (q − 1)+ denoting the maximum of (q − 1) and 0. The right hand side of (A.3.10) is
bounded by virtue of the inequalities in Part 1, (A.3.6) and what is called Hardy’s inequality
[10]. This tells us immediately that |α| ≤ c0 and |β| ≤ c0r−1/2.
Now, given ε > 0, the right hand side of (A.3.10) is less than ε if ∆(p) is sufficiently large.
Note also that what is meant by ‘sufficiently large’ does not depend on the s coordinate of p.
This is to say that given only the value ε > 0, there exists R > 16 such that if ∆(p) > R, then
the right hand side of (A.3.10) is less than ε (irrespective of the value of the s-coordinate of
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p). That this is so follows from (A±, ψ±) versions of Lemma A.2.5. (Lemma A.2.5 requires e
in (A.2.18) be finite, which it is for admissible solutions such as (A±, ψ±) by virtue of Lemma
A.2.3.) Of particular interest is the case when ε = r−1 in which case one learns this: There
exists R such that if p ∈ R× Y∞ and ∆(p) ≥ R, then q ≤ 1 + r−1.
Meanwhile, the right hand side of (A.3.10) is less than c0r
−1 if |s| is sufficiently large
because of the top line of (A.2.16) and the appearance of r2|β|2 in the second line of (A.2.16).
To summarize the preceding two paragraphs: There exists m < c0 such that the bound
q ≤ 1 + mr−1 holds on the complement of a compact subset of R × Y∞. Thus, if q is ever
larger than 1 +mr−1, then it takes on its maximum in this same compact subset. With the
preceding understood, suppose that p is a point in this compact subset where q has a local or
global maximum. Then, by virtue of (A.3.9), one has r(q − 1)− c0 ≤ 0 at the point p because
d†dq ≥ 0 at a local maximum of q . Thus q ≤ 1 + c0r−1 at its maximum so q ≤ 1 + c0r−1 on
the whole of R× Y∞.
Part 3. The equations in (A.3.7) have a second consequence which is this: Given ε > 0, there
exists Rε > 10 such that the bounds that follow hold.
• |1− |α|| < ε where ∆ > Rε.
•
∫
{p∈I×R:∆(p)≥Rε}
(|∇A∇Aα|2 + |∇A∇Aβ|2) < ε if I ⊂ R is an interval of length 1.
(A.3.11)
The existence of Rε for the top bullet in (A.3.11) follows from (A.3.10) using (A.3.6) and
Lemma A.2.5 with aforementioned Hardy’s inequality. The existence of Rε for the lower
bullet is argued as follows: Write the two equations in (A.3.7) as
∇A†∇Aα = Cα and ∇A†∇Aβ = Cβ (A.3.12)
by moving terms from left hand side of (A.3.7) to the right hand side. Fix a ball (to be
denoted by B) as before, but where ∆ > 20. Multiply both sides of both equations in (A.3.12)
by χB and then integrate the square of the norm of what results over the ball. The L
2 norms
of χBCα and χBCβ are bounded by c0 times the L2 norm over the ball of one of the following:
• |β+|, |∇A+α+|, |∇A+β+|, |h+|, r1/2|h+|2|∇A+h+|,
• |β−|, |∇A−α−|, |∇A−β−|, |h−|, r1/2|h−|2|∇A−h−|,
• |h0|, r1/2|h0|2, |∇θ0h0|,
(A.3.13)
as the case may be. (Keep in mind what is said in Part 1.) Then because of (A.3.12), the
L2 norm over the ball of what appears in one of the bullets in (A.3.13) times c0 dominates
the L2 norms of χB∇A†∇Aα and χB∇A†∇Aβ. Meanwhile some integration by parts and
commuting of derivatives can be used to bound the L2 norms of ∇A∇Aα and ∇A∇Aβ by
those of χB∇A†∇Aα and χB∇A†∇Aβ plus c0 times the L2 norms of ∇Aα, ∇Aβ, and FA over
the ball. The first two norms are also bounded by c0 times the L
2 norms over the ball of what
appears in one of the bullets in (A.3.13). Meanwhile, the L2 norm of FA is bounded by these
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same L2 norms (times r1/2) plus (depending on the ball) c0 times the L
2 norm over the ball
of either FA+ or FA− . (Remember what is said in Part 1 about FA.)
The just derived bound on the L2 norm of ∇A∇Aα and ∇A∇Aβ over radius 12 balls imply
(with (A.3.6) and Lemma A.2.5) what is asserted by the lower bullet of (A.3.11). This is
because the ∆ > 10 part of I × Y∞ has an open cover by balls of this sort with the property
that at most c0 elements in the cover contain a given point.
Part 4. Let R denote ε = 1100 version of Rε from (A.3.11). Because |α| is greater than 1− 1100
where ∆ > R, there is an isomorphism between the line bundle E and the product C-bundle
where ∆ > R that identifies α with a section of the product C-bundle which can be written
as 1− z with z denoting an R-valued function with norm less than 1100 . (Note that z also has
finite L2 norm on the ∆ > 2R part of I × Y∞ because its norm at any given point is at most
c0 times that of either h+, h− or h0.) Use this same isomorphism to write the connection A as
θ0 + r
1/2a with a denoting an iR valued 1-form. Using these identifications of α and A, then
∇Aα appears as −dz + (1 − z)r1/2a. The key point now is this: Since z is real valued and a
is iR valued, the function |∇Aα| bounds c0−1 times both |dz| and r1/2|a|. And, since (A.3.6)
and Lemma A.2.5 imply that ∇Aα has square integrable norm where ∆ > 2R on I ×Y∞, this
is also the case for both dz and a.
It also follows from the lower bullet in (A.3.11) that |∇Aα| is an L21 function on the ∆ > 2R
part of I×Y∞ whose L21 norm is uniformly small where ∆ is large (independent of the choice
for the interval I). As a consequence of this and a dimension 4 Sobolev inequality (the L4
norm of an L21 function on a ball is bounded by c0 times the L
2
1 norm on the ball), both |dz|
and |a| have bounded L4 norms on the ∆ > 2R part of I×Y∞; and these norms are uniformly
small where ∆ is large (independent of I). Because
∇A∇Aα = −∇dz − (1− z)ra⊗ a− r1/2(dz ⊗ a+ a⊗ dz) + (1− z)r1/2∇a, (A.3.14)
these L4 bounds imply in turn that both ∇dz and ∇a have bounded L2 norms on the ∆ > 2R
part of I×Y∞ which are also uniformly small independent of I where ∆ is large. (Note in this
regard that ∇dz is R valued and ∇a is iR valued. As a consequence, the L2 norm of ∇A∇Aα
bounds the L2 norms of both ∇dz and ∇a when the L4 norms of dz and a are bounded.)
The isomorphism that writes α as 1− z writes ψ as (1− z, β⋄) with β⋄ being the E ⊗K−1
component. Let h⋄ denote the section of iT ∗(R× Y∞)⊕ S+ over the ∆ > 2R part of R× Y∞
given by (a, (−z, β⋄)). Since a and ∇a have finite L2 norms (and likewise z and dz, and β⋄
and ∇Aβ⋄), this section h⋄ has finite L21 norm over the ∆ > 2R part of I × Y∞ and its L21
norm is uniformly small when ∆ is large. This means that the isomorphism that writes α as
1 − z with real z (and thus (A,ψ) as (θ0, ψI) + (r1/2a, (−z, β⋄))) has the following property:
Given ε > 0, there exists Rε > R such that if I ⊂ R has length 1, then∫
{p∈I×Y∞ : ∆(p)>Rε}
(|∇θ0h⋄|2 + |h⋄|2) ≤ ε. (A.3.15)
This implies (among other things) that the aforementioned isomorphism that writes α as 1−z
can be used for the isomorphism in the third bullet of (A.3.6). (If it is used there, then h
plays the role of h⋄.)
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Part 5. This part of the proof and the next prove that lim∆→∞ e
√
r∆/c0 |h⋄| = 0 which finishes
the proof of the second bullet of Lemma A.3.4. The argument starts with the observation
(about which more is said in Part 6) that h⋄ obeys a differential equation on the ∆ > rR part
of R× Y∞ that has the form
LIh⋄ + e(h⋄) = 0 (A.3.16)
with LI being the (θ0, ψI) version of the operator that is defined in (A.3.2), and with e denoting
a homomorphism from iT ∗(R× YT )⊕ S+ to i(Λ+ ⊕ R)⊕ S− that obeys this:
Given ε > 0 and if r is sufficiently large given ε, then there exists Lε > R such
that ||e(h)||2 ≤ ε||LIh||2 when h has compact support on the ∆ > Lε part of
R× Y∞.
(A.3.17)
Granted that h⋄ obeys (A.3.16) with e as in (A.3.17) (see Part 6 for why this is so), then
Lemma A.3.1 can be brought to bear to see that if r ≥ c0 and if L is sufficiently large then∫
{p∈I×Y∞ : L<∆(p)<L+1}
|h⋄|2 ≤ e−
√
rL/c0 (A.3.18)
when I ⊂ R is any length 1 interval. This and (A.3.3) imply in turn that∫
{p∈I×Y∞ : L<∆(p)<L+1}
(|∇θ0h⋄|2 + |h⋄|2) ≤ e−
√
rL/c0 (A.3.19)
for any length 1 interval I. Given this last bound, and given the structure of e(·) described in
Part 6 (it is quadratic in the components of h), then standard elliptic bootstrapping arguments
can be used to prove the pointwise bound |h⋄| ≤ c∗e−
√
r∆/c0 with c∗ being constant.
Part 6. This part of the proof explains where (A.3.16) and (A.3.17) come from. The
components in the iΛ+ ⊕ S+ summand of (A.3.16) are a rewriting of the equations in
(A.3.1) when (A,ψ) is written as (θ0 + r
1/2a, ψI + (−z, β⋄)). The iΛ+ ⊕ S+ part of e(h)
is the image of r1/2h⋄ ⊗ h via a canonical homomorphism from ⊗2(iT ∗(R × YT ) ⊕ S+) to
i(Λ+ ⊕ R) ⊕ S−. The image of z ⊗ w under this homomorphism is written as z#w. Since
it is linear separately with respect to z and w, it obeys |z#w| ≤ c0|z||w| and it also obeys
|∇I(z#w)| ≤ c0(|w||∇Iz|+ |z||∇Iw|).
To see about (A.3.17) for this part of e(h), suppose that L is some large positive number
and that I ⊂ R is an interval of length 1. It follows from what was said in the preceding
paragraph that the square of the L2 norm of the iΛ+ ⊕ S− part if e(h) on the ∆ > L part of
I × Y∞ obeys∫
{p∈I×Y∞ : ∆(p)>L}
|e(h)|2 ≤ c0r(
∫
{p∈I×Y∞ : ∆(p)>L}
|h⋄|4)1/2(
∫
{p∈I×Y∞ : ∆(p)>L}
|h|4)1/2. (A.3.20)
Granted this, then the dimension 4 Sobolev inequality bounding the L4 norm by the L21 norm
can be used to bound the right hand side of (A.3.20) by c0r times the product of the squares
of the L21 norms of h⋄ and h on the ∆ > L part of I × Y∞. Therefore, if ε > 0 is given, and
supposing that L is sufficiently large (depending on ε but not on h nor on I), then (because of
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(A.3.15)) the right hand side of (A.3.20) is at most ε times the square of the L21 norm of h on
the ∆ > L part of I ×Y∞. This has the following implication (by summing over the instances
with I having integer endpoints): If h has compact support in the ∆ > L part of R×Y∞, then
the L2 norm of e(h) is at most ε times the L21 norm of h. This in turn is at most c0ε times
the L2 norm of LIh if r > c0 (because of (A.3.3)). This last observation implies that (A.3.16)
holds for the iΛ+ ⊕ S− part of e(h).
To describe the iR summand of e(h), note first that the iR component of LIh⋄ is ∗d ∗ a
because z is real valued (look at the middle term in (A.3.2)). Meanwhile, it follows from the
top bullet of (A.3.7) and from (A.3.14) that ∗d ∗ a can be written as a sum of terms having
the following form:
∗ d ∗ a = −(x1(r−1/2∇Iβ⋄ + a⊗ β⋄) + r−1/2x2 · β⋄ + q1(dz ⊗ a)) (A.3.21)
with the notation as follows: {xk}k=1,2 and q1 denote certain canonical sections of vector
bundles. In particular, these are bounded with bounded covariant derivatives. With (A.3.21)
understood, write a section h of iT ∗(R × Y∞) ⊕ S+ as h = (b, (u0, u1)). Now, define the iR
summand of e(h) to be
− (x1(r−1/2∇Iu1 + a⊗ u1) + r−1/2x2 · u1 + q1(dz ⊗ b)). (A.3.22)
The iR part of (A.3.17) follows directly from this definition.
To see about (A.3.16) for the iR part of e(h), suppose that I ⊂ R is an interval of length 1
and that L is large. The key point is that the L2 norm of what is written in (A.3.22) on the
∆ > L part of I × Y∞ is at most c0 times the sum of
• The product of the L21 norm of h on this domain and r−1/2.
• The product of the L4 norms of a and h on this domain.
• The product of the L4 norms of dz and h on this domain.
(A.3.23)
Now, given ε >, then what is described by the first bullet of (A.3.23) is less than ε times the
L21 norm of h on the ∆ > L part of I × Y∞ if r > c0ε−1. The argument used previously for
iΛ+ ⊕ S− component of e(h) can be repeated to see what is described by the middle bullet
of (A.3.23) is no greater than ε times the L21 norm of h on the ∆ > L part of I × Y∞ if
L is sufficently large (‘large’ depending on ε but not on I or h). These same arguments can
be used to draw the same conclusion with regards to what is described by the third bullet of
(A.3.23). This is because the L21 norm of dz on any given domain is bounded by c0 times the
sum of the L2 norms of |∇A∇Aα| and |∇Aα| and both are uniformly small on the ∆ > L part
of I × Y∞ when L is uniformly large (this follows from the second bullet of (A.3.11) and from
what is said in Part 1.)
Part 7. This part of the proof and Part 8 address the assertion in the first bullet of Lemma
A.3.4. What follows considers only the case where s→∞. The other case is treated the same
way but for some changes in the notation.
To start, suppose for the moment that there exists a gauge transformation as described by
the top bullet of (A.3.6) so that the resulting version of h+ obeys
∗ d ∗ (r−1/2aˆ+) + r1/2(ψ†σ+ − σ+†ψ) = 0 (A.3.24)
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where s ≫ 1. Assuming this, then the equations in (A.3.1) when written in terms of h+ and
the equation in (A.3.24) can be written schematically (where s≪ 1) as
L+h+ + r1/2h+#h+ = 0, (A.3.25)
where the notation is as follows: First, L+ is the version of (A.3.2) that is defined by viewing
(A+, ψ+) as an s-independent pair on R × YT . Second, what is denoted by h+#h+ is the
image of h+ ⊗ h+ under a certain canonical vector bundle homomorphism. (The notation in
what follows uses f1#f2 to denote the image of f1⊗ f2 under this homomorphism.) This vector
bundle homomorphism obeys |f1#f2| ≤ c0|f1||f2|; and there are also uniform bounds that hold
for its covariant derivatives.
The key observation is the following: There exists c > 0 such that if h is an L21 section of
iT ∗(R× YT )⊕ S+, then
c
∫
R×YT
(|∇A+h|2 + |h|2) ≤
∫
R×YT
|L+h|2. (A.3.26)
This follows from the assumption that the (A+, ψ+) version of the operator L (which is depicted
in (A.2.2)) has trivial kernel and because the operator L+ can be written as ∂∂s + L. What
follows directly is now a consequence of (A.3.26), the top bullet of (A.3.6) and a dimension 4
Sobolev inequality (the L4 norm is bounded by c0 times the L
2
1 norm): There exists R∗ > 1
such that if R ≥ R∗ and if h is an L21 section of iT ∗(R× YT )⊕ S+ with support where s > R,
then
1
2
c
∫
R×YT
(|∇A+h|2 + |h|2) ≤
∫
R×YT
|L+h+ + r1/2h+#h|2. (A.3.27)
Let ek denote the integral of |∇A+h+|2+ |h+|2 over the s ≥ R+k part of R×YT . The number
R is chosen in particular so that ek ≪ r−1c. This is made precise below.
With (A.3.27) in mind, fix a positive integer k for the moment, and let χ now denote a
smooth function of s which is zero for s ≤ 0 and 1 for s ≥ 1. Having fixed χ and supposing
that k is a positive integer, let χk denote the function s 7→ χ(s − k − R). This is equal to 1
where s ≥ R+k+1 and zero where s ≤ R+k. Set hk = χkh+. It is a consequence of (A.3.25)
that
|L+hk + r1/2h+#h| ≤ c0θk(|h+|+ r1/2|h+|2) (A.3.28)
where θk is the characteristic function of the set in R where s is between R+ k and R+ k+1.
It now follows from (A.3.28), (A.3.27), and the aforementioned Sobolev inequality that if R is
sufficiently large, then
ek+1 ≤ c∗
∫
[k+R,k+1+R]×YT
(|∇A+h+|2 + |h+|2) (A.3.29)
with c∗ > 1 being determined by (A+, ψ+) (in particular, it is independent of k). Because the
right hand side of this is c∗(ek − ek+1), this implies in return that
ek+1 ≤ ζek, (A.3.30)
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with ζ being a k-independent number obeying 0 < ζ < 1. In particular, by virtue of ζ
being less than 1, the bound in (A.3.30) implies that ek+1 ≤ e−k/c∗∗e1 with c∗∗ > 1 being
determined by (A+ψ+). This is to say that the L
2
1 norm of h+ on the s ≥ R + k part of
R × YT has exponential decay to zero as k → ∞. granted this fact, then standard elliptic
regularity arguments can be used to prove the pointwise exponential decay that is claimed by
the lemma. (Keep in mind that (A.3.25) is an elliptic equation.)
Part 8. This part of the proof explains why there is a gauge transformation on the large s
part of R× YT that changes (A,ψ) to (A+ aˆ+, ψ+ + σ+) with (aˆ+,σ+) obeying (A.3.24) and
with h+ = (r
−1aˆ+,σ+) as described in the top bullet of (A.3.6). Note in this regard that
one can assume at the outset that there is a gauge transformation that changes (A,ψ) to
(A+ + aˆ, ψ+ + η) with h = (r
−1aˆ,η) obeying∫
[1,∞)×YT
(|∇A+h|2 + |h|2) <∞. (A.3.31)
Now suppose that x is a real valued function on [1,∞) × YT . Then eix is a map from this
domain of x to S1. Viewed as a gauge transformation, it changes (A+ + aˆ, ψ+ + η) to (A+ +
aˆ − idx, ψ+ + (eix − 1)ψ+ + eixη). This understood, the plan for what follows is to find a
function x so that aˆ+ = aˆ − idx and σ+ = (eix − 1)ψ+ + eixη obey (A.3.24) and so that the
corresponding h+ obeys the finite integral constraint in the top bullet of (A.3.6). Note in this
regard that (A.3.24) is obeyed if x obeys the equation
d†dx + 2r|ψ+|2x− i(∗d ∗ aˆ + r(ψ+†η− η†ψ+))
−i(eix − 1− ix)r|ψ+|2 − ir((eix − 1)ψ+†η− (e−ix − 1)η†ψ+) = 0.
(A.3.32)
This is a non-linear, inhomogeneous equation for x. The term that is independent of x is
−i(∗d∗aˆ+r(ψ+†η−η†ψ+)) which is square integrable on [1,∞)×YT because of the assumption
that (A.3.31) holds. The term linear in x is d†dx + 2r|ψ+|2x. Supposing that R > 1 has been
specified, then the operator that defines this term, d†d + 2r|ψ+|2, is an isomorphism from
the L22 Sobolev space of functions on [R,∞) × YT that vanish at s = R to the L2 Sobolev
space of functions on [R,∞) × YT . This is because |ψ+| is non-zero somewhere, and in the
case T = ∞, its norm limits to 1 as ∆ → ∞. Meanwhile, the non-linear term in (A.3.32),
which is −i(eix− 1− ix)r|ψ+|2 − ir((eix − 1)ψ+†η− (e−ix − 1)η†ψ+), is pointwise bounded by
c0r(|x|2 + |x||η|); and its derivative is pointwise bounded by c0r((|x|+ |η|)|dx| + |x||∇A+η|).
Granted the preceding bounds, then a contraction mapping argument (or an inverse function
theorem argument) can be used to prove that there exists R > 1 so that (A.3.32) has a unique
solution on the s ≥ R part of R× YT that vanishes at x = R and with L22 norm bounded by
c0 times the integral of |∇A+h|2 + |h|2 over the s ≥ R part of R × YT . The details of setting
this up are straightforward and left to the reader. 
A.4. A priori bounds for instantons. This section gives the analogs for R × YT of the
bounds that are supplied by [31, Section 3].
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A.4.1. The action functional. This subsection is a digression of sorts to define a functional on
the space of admissible pairs of connection on YT and section of S. To this end, let a denote
for the moment a given R-valued 1-form on YT . Supposing that c = (A,ψ) and c
′ = (A′, ψ′)
are pairs of connection on E and section of S (which are admissible if T =∞), define
a(c, c′) = −1
2
∫
YT
(A−A′)∧∗(BA+BA′+BA0)−
i
2
r
∫
YT
(A−A′)∧∗a+r
∫
YT
〈ψ,DAψ〉−r
∫
YT
〈ψ′,DA′ψ′〉.
(A.4.1)
Here BA denotes the Hodge-star dual of the curvature form FA, and likewise BA′ and BA0
denote the Hodge stars of the curvature 2-forms of A′ and A0. (Remember that A0 is a chosen
connection on YT whose curvature is zero on YT rN .) Note that a(c, c
′) = −a(c′, c) and that
if c, c′, and c′′ are three admissible pairs on YT , then a(c, c′′) = a(c, c′)+ a(c′, c′′). In any event,
it is traditional to keep c′ fixed and view a as a function of the pair c. Viewed in this way, the
function a is called the action function.
Supposing that T =∞, it is necessary to impose some conditions on a and the Riemannian
metric to ensure that a(·, c′) is finite. In the cases of interest, it is sufficient to assume that
|a| is bounded and that there exists c > 1 such that if R > 1, then the part of Y∞ where the
distance to M is less than R has volume at most cecR.
Now suppose that d = (A,ψ) is an instanton solution to (A.3.1) on R × YT . Introduce by
way of notation c+ = (A+, ψ+) and c− = (A−, ψ−) to denote the s→∞ and s→ −∞ limits
of (A,ψ), these being solutions on YT to the versions of (A.2.1) that are defined by a+ and
a−. Given s ∈ R, use d|s to denote the restriction of (A,ψ) to {s} ∈ YT , this being a pair of
connection on E over YT and section of S over YT . Use a(d|s, c+) to denote the c′ = c+ version
of (A.4.1) with a evaluated at the indicated value of the s coordinate. By the same token,
a−(c−, c+) denotes the c′ = c+ version of (A.4.1) with a being the contact form a−.
To continue with notation, introduce iR-valued 1-forms EA and BA along the YT factor of
R× YT by writing the curvature 2-form FA as ds∧EA+ ∗BA with ∗ here and below denoting
the Hodge star operator that is defined along the YT factor of R × YT at any given s ∈ R by
the metric g. With BA understood, define B(A,ψ) by the rule
B(A,ψ) = BA − r(ψ†τψ − iaˆ)−
1
2
BA0 , (A.4.2)
with aˆ denoting a + 12
∂
∂sa. The 1-form B(A,ψ) is viewed below as an iR-valued 1-form along
the YT factor of R × YT . (Note that if a is independent of s, then B(A,ψ) = 0 is the leftmost
equation in (A.2.1).)
Lemma A.4.1. There exists κ > 1 which works for any T ∈ (16,∞] with the following
significance: Fix r > κ and suppose that d = (A,ψ) is an instanton solution to (A.3.1).
• Supposing that s ∈ (−∞,−s0], let I = (−∞, s]. Then
a−(c−c+)− a(d|s, c+) = 1
2
∫
I×YT
(|EA|2 + |B(A,ψ)|2 + 2r (|∇A,sψ|2 + |DAψ|2)) .
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• Supposing that s ∈ [s0,∞), let I = [s,∞). Then
a(d|s, c+) = 1
2
∫
I×YT
(|EA|2 + |B(A,ψ)|2 + 2r (|∇A,sψ|2 + |DAψ|2)) .
• Supposing that s− < s+ are in R, let I = [s−, s+]. Then a(d|s− , c+)− a(d|s+ , c+) is equal
to
1
2
∫
I×YT
(|EA|2 + |B(A,ψ)|2 + 2r (|∇A,sψ|2 + |DAψ|2))
+ ir
∫
I×YT
(
(BA −BA+) ∧ ∗
∂
∂s
a
)
+ r
∫
I×YT
〈ψ,Rψ〉 − 1
4
∫
I×M
|p|2 (A.4.3)
with R being an endomorphism of S that has compact support in [−s0, s0] × YT , is zero
where the metric g is independent of s, and has norm bounded by κ.
Henceforth, let as(d|s) denote a(d|s, c+) and a−(c−) = a−(c−, c+). Note in this regard that
the rightmost term in (A.4.1) is zero because c+ is a solution to (A.2.1) on YT .
Proof. Fix numbers s− < s+ and let I = [s−, s+]. The rightmost equation in (A.3.1) can be
written as
∇A,sψ +DAψ = 0 (A.4.4)
with ∇A,s denoting the covariant derivative along the R factor of R×YT and with DA denoting
the operator that appears in (A.2.1). Taking the L2 norm of this on I × YT gives an equation
that reads ∫
I×YT
(|∇A,sψ|2 + |DAψ|2) = −2∫
I×YT
〈∇A,sψ,DAψ〉. (A.4.5)
Integration by parts writes the right hand side of (A.4.5) as∫
{s−}×YT
〈ψ,DAψ〉 −
∫
{s+}×YT
〈ψ,DAψ〉 −
∫
I×YT
〈EA, ψ†τψ〉+
∫
I×YT
〈ψ,Rψ〉. (A.4.6)
The notation here has 〈·, ·〉 denoting either the inner product on S or, in the rightmost integral,
(−1) times the Riemannian inner product. Lemma A.3.4 can be used to see that the integrals
in (A.4.6) are convergent when T =∞. What is denoted by R in (A.4.6) is an endomorphism
of S that is defined from the derivatives of g along the R factor of R× YT . In particular, R is
zero where g is independent of s ∈ R and its norm is bounded by c0.
Meanwhile, the leftmost equation in (A.3.1) says that EA + B(A,ψ) = 12p, which implies in
turn that
1
2
(|EA|2 + |B(A,ψ)|2) = −〈EA, BA + 12BA0〉+ r〈EA, ψ†τψ〉 − i〈EA, raˆ〉+ 14 |p|2. (A.4.7)
The notation here has the inner products on the right hand side being (−1) times the
Riemannian inner products. Integrate (A.4.7) on I × YT and add the result to r times the
integral identity in (A.4.5). Use I to denote the resulting sum of integral identities.
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Suppose first that a and the metric g are independent of s on I × YT . Keeping in mind
that EA can be written as
∂
∂s(A − A+), an integration by parts and (A.4.6) leads from I to
the identities in the first and second bullets of Lemma A.4.1 because
a(d|s=s−)− a(d|s=s+) =
1
2
∫
I×YT
(|EA|2 + |B(A,ψ)|2 + 2r (|∇A,sψ|2 + |DAψ|2)) . (A.4.8)
Take s+ < −s0 and then send s− to −∞ to obtain the first bullet of Lemma A.4.1. Take
s− > s0 and send s+ to ∞ to obtain the second bullet of Lemma A.4.1.
The term with R in the third bullet of Lemma A.4.1 comes from (A.4.6). The term with
∂
∂sa in the third bullet of the lemma comes from the −2i〈EA, raˆ〉 term in (A.4.7). To say
more about this, write aˆ in (A.4.7) as a+ 12
∂
∂sa. Recalling that the metric g on Y is such that
∗da = 2a+ ∂∂sa, it follows that
− ir
∫
{s}×YT
〈EA, aˆ〉 = −ir
∫
{s}×YT
(EA ∧ da). (A.4.9)
An integration by parts writes the right hand side of (A.4.9) as
− ir
∫
{s}×YT
(
∂
∂s
BA ∧ ∗a
)
. (A.4.10)
This uses the identity dEA =
∂
∂sBA. Lemma A.3.4 can be used to prove that this equation
holds when T =∞. A second integration by parts writes (A.4.10) as
−ir
∫
{s+}×YT
(
(BA −BA+) ∧ ∗a
)
+ ir
∫
{s−}×YT
(
(BA −BA+) ∧ ∗a
)
+ ir
∫
I×YT
(
(BA −BA+) ∧ ∗
∂
∂s
a
)
. (A.4.11)
The boundary terms in this equation with the boundary terms in (A.4.6) and those from the
integral of −〈EA, BA+ 12BA0〉 in (A.4.7) give the identity in the third bullet of the lemma. 
A.4.2. L2 bounds on cylinders. Various local bounds for instanton solutions that are proved
in Section 7.3 of [14] are needed for what is to come. The first is the analog of Lemma 7.3 in
[14] which states the following:
Lemma A.4.2. There exists κ > 1 which works for any T ∈ (16,∞] such that if r > κ and
(A,ψ = (α, β)) is an instanton solution to (A.3.1), then
• |α| ≤ 1 + κr−1.
• |β|2 ≤ κr−1 (1− |α|2)+ κ2r−2.
The proof is much the same as that of Lemma 3.1 in [31]. Note that these bounds are already
obeyed as |s| → ∞ and as |t| → ∞ in the case of Y∞ by virtue of Lemma A.3.4.
To state the second of the required local bounds, suppose that d = (A,ψ) is an instanton
solution to (A.3.1). Let Ad denote a−(c−), this being the version of (A.4.1) with c = c−,
c′ = c+, and a = a−.
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Lemma A.4.3. There exists κ > 1 which works for any T ∈ (16,∞] with the following
significance: Fix r > κ and suppose that d = (A,ψ) is an instanton solution to (A.3.1) with
Ad ≤ r2. Let I denote a given interval in R of length 2 and let U ⊂ YT denote a given open
set with compact closure. Then∫
I×U
(|FA|2 + r|∇Aψ|2) ≤ κr2(1 + vol(U)).
Proof. Suppose that Ad ≤ r2. Use this assumption with Lemmas A.4.1 and A.4.2 to see that∫
I×YT
(|EA|2 + |B(A,ψ)|2 + 2r(|∇A,sψ|2 + |DAψ|2)) ≤ c0r2. (A.4.12)
Now let σU denote a smooth non-negative function on YT with value 1 on U and with compact
support otherwise. Letting∇⊥Aψ denote the covariant derivative of ψ along the YT factor of I×
YT , integrate by parts on each constant s ∈ I slice of I×YT and use the Bochner-Weitzenbo¨ck
formula for the corresponding version of the operator DA
2 to write the integral of σ2U|DAψ|2
as an integral of σ2U|∇⊥Aψ|2 plus a curvature term plus a term that is bounded by c0 times the
integral of (σU|∇⊗2σU| + |∇σU|2)|ψ|2. The curvature term is bounded by the integral over
I × YT of c0σ2U(1 + |BA|)|ψ|2. Meanwhile, by virtue of the triangle inequality, the integral of
this term is no larger than c0rσ
2
U +
1
2000rσ
2
U|BA|2 (because |ψ|2 is bounded by 2 when r > c0
courtesy of Lemma A.4.2). Therefore, the integral of σ2U2r|DAψ|2 over I ×YT is equal to that
of σ2U2r|∇⊥Aψ|2 plus an error term that is a priori bounded by c0r2 volume(U) plus the integral
over I × YT of 11000σ2U|BA|2. Meanwhile,
|B(A,ψ)|2 ≥
1
2
|BA|2 − c0r2, (A.4.13)
courtesy again of Lemma A.4.2. These bounds lead directly to the bound asserted by Lemma
A.4.3 when Ad ≤ r2. 
A.4.3. Pointwise bounds. The lemmas that follow in this subsection assert analogs of the
various pointwise bounds for FA and ∇Aψ that are proved in [31, Sections 3a-c]. To set the
stage for this, fix T ∈ (16,∞] for the moment and let d = (A,ψ) denote an instanton solution
to (A.3.1) on R × YT . The upcoming lemmas refer to a number to be denoted by cd that is
defined so that if U ⊂ YT is an open set with compact closure and I ⊂ R is an interval of
length 2, then ∫
I×U
(|FA|2 + r|∇Aψ|2) ≤ cdr2(1 + vol(U)). (A.4.14)
Lemma A.4.3 gives a priori bounds for cd when the condition Ad < r2 holds. Therefore, the
bound in (A.4.14) with Lemma A.4.3 is an a priori bound that holds with the same version
of cd for any instanton solution (A,ψ) on R × YT (supposing that Ad < r2) and for any
T ∈ [16,∞). The upcoming lemmas A.4.4–A.4.7 give detailed bounds for α, β, their covariant
derivatives, and also FA that depend on an upper bound for cd in (A.4.14). Thus, if the
condition Ad < r2 holds, then (by virtue of Lemma A.4.3) their detailed bounds are a priori
bounds that hold for any instanton solution (A,ψ) on R× YT and for any T ∈ [16,∞). An a
priori bound for cd is also needed to make effective use of the upcoming Proposition A.5.1.
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The first of the bounds concerns the norms of FA and the components of∇Aψ. The following
lemma gives a priori bounds that are the analog of those in Lemmas 3.2 and 3.6 of [31].
Lemma A.4.4. Given c > 1, there exists κ > 1 with the following significance: Suppose that
T ∈ (16,∞], that r ≥ κ and that d = (A,ψ = (α, β)) is an instanton solution to (A.3.1) on
R× YT such that (A.4.14) holds with cd < c. Then
• |FA| ≤ κr.
• |∇Aα|2 ≤ κr.
• |∇Aβ|2 ≤ κ.
In addition, supposing that q is a positive integer, there exists a constant κq ≥ 1 such that if
r > κ, then |∇⊗qA α|2 + r|∇⊗qA β|2 ≤ κqrq.
The proof of the bound for |FA| differs only in notation from the proof of Lemma 3.2 in [31].
The roles played in the latter proof by Lemmas 3.1 and 3.3 of [31] are played here by Lemma
A.4.2 and (A.4.14). The proof of the bounds for the components of the covariant derivatives
of ψ is almost word for word the same as the proof of Lemma 3.6 in [31].
The next lemma refers to a function on R that is denoted by m and it is defined by the rule
whereby
m(s) =
∫
[s,s+1]×YT
∣∣1− |α|2∣∣ . (A.4.15)
Lemma A.3.4 guarantees that m(·) is finite. The following lemma is the analog here of Lemmas
3.8 and 3.9 in [31].
Lemma A.4.5. Given c > 1 and K ≥ 1, there exists κ > 1 with the following significance:
Suppose that T ∈ (16,∞], that r ≥ κ and that d = (A,ψ = (α, β)) is an instanton solution to
(A.3.1) on R × YT such that (A.4.14) holds with cd < c. Fix a point s0 ∈ R and R ≥ 2 and
suppose that m(·) ≤ K on [s0 − R − 3, s0 + R + 3]. Let X∗ denote the subset of points where
1− |α| ≥ κ−1. The bounds that are stated below hold on the domain [s0 −R, s0 +R]× YT :
• |∇Aα|2 + r|∇Aβ|2 ≤ κr(1− |α|2) + κ2.
• (1− |α|2) ≤ κ(r−1 + e−
√
r dist(·,X∗)/κ).
• |∇Aα|2 + r|∇Aβ|2 ≤ κ(r−1 + re−
√
r dist(·,X∗)/κ).
• |β|2 ≤ κ(r−2 + r−1e−
√
r dist(·,X∗)/κ).
In addition,
• | ∂∂sA+BA| ≤ r(1− |α|2) + κ.
• | ∂∂sA−BA| ≤ r(1− |α|2) + κ.
Proof. The proof of the first bullet in the top set of four bullets differs only cosmetically from
the proof of the first bullet in Lemma 3.8 of [31]. The second bullet in Lemma 3.8 as stated
in the published version [31] is not correct. The argument in [31] does however prove the
following:
r(1− |α|2) + |∇Aα|2 + r|∇Aβ|2 ≤ κ
(
1 + re−
√
r dist(·,X∗)/κ
)
. (A.4.16)
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This implies what is said by the second bullet from the top set of four. The argument for the
|∇Aα|2 bound in the third bullet from the top set of four is given directly in seven steps. The
eighth step of what follows derives the bounds for |β|2 and |∇Aβ|2 that are asserted by the
third and fourth bullets from the top set of four. Meanwhile, the proof of the last two bullets
of the lemma (these are the bounds for | ∂∂sA ± BA|) differs only slightly from the proof of
Lemma 3.9 in [31] (the latter proof does not use Lemma 3.8 in [31]).
Step 1. Let κ∗ denote the version of the number κ that appears in the first and second bullets
of the lemma. Then, the bound that is asserted by the third bullet holds (with κ = c0κ∗)
where the distance to X∗ is less than 100κ∗
√
r because of the first two bullets.
Step 2. According to the second bullet, |α| ≥ 99100 where the distance to X∗ is greater than
c0κ∗
√
r (assuming r > c0). As a consequence, the bundle E on this part of R×YT is isomorphic
to the product C bundle via the isomorphism that takes α to a real number that can be written
as 1 − z with z obeying |z| ≤ κ(r−1 + e−
√
r dist(·,X∗)/κ). This same isomorphism identifies β
with a section of K−1 to be denoted by β⋄; and it identifies A with a connection that is written
as θ0 + aˆA.
This same isomorphism identifies ∇Aα with a section of T ∗(R × YT ) that can be written
as −dz + aˆA(1− z). Thus, bounds for |dz| and |aˆA| lead to bounds for |∇Aα| (and vice versa
because z is real and aˆA is iR-valued). Thus, c0r
−1/2(1 + re−
√
r dist(·,X∗)/κ) bounds for the
latter imply what is asserted by the third of the top four bullets in the lemma.
Step 3. The Riemannian metric on R × YT with the self-dual 2-form ω (which is ds ∧ (a +
1
2
∂
∂sa)+
1
2 ∗ da) defines an almost complex structure on T (R×YT ). With this almost complex
structure understood, introduce by way of notation ∂¯Aα to denote the T
0,1 part of ∇Aα.
The rightmost equation in (A.3.1) when written in terms of α and β identifies ∂¯Aα with
x(∇Aβ) where x is a homomorphism with norm bounded by c0. Using the isomorphism of
the preceding step, this identification takes the form
∂¯z + aˆA
0,1(1− z) = x(∇Aβ) (A.4.17)
with ∂¯z denoting the T 0,1 part of dz and with aˆA
0,1 denoting the analogous part of aˆA. Because
aˆA is iR-valued, this last identity with (A.4.16) leads to the bound
|aˆA| ≤ c0
(
|∂¯z|+ r−1/2
(
1 + re−
√
r dist(·,X∗)/κ
))
. (A.4.18)
This implies that a c0r
−1/2(1 + re−
√
r dist(·,X∗)/κ) bound on |dz| leads to a corresponding
c0r
−1/2(1 + re−
√
r dist(·,X∗)/κ) bound on |aˆA|.
Steps 4-7 derive the desired c0r
−1/2(1 + re−
√
r dist(·,X∗)/κ) bound for |dz|.
Step 4. Since α obeys the first bullet of (A.3.7), the function z obeys an equation that can
be written schematically as
d†dz+2rz = −|aˆA|2(1− z)+ 14r(1−|α|2+ |β|2+ z)z+x0(1− z)+x1(∇Aβ)+x2(β) (A.4.19)
with x0, x1, and x2 each denoting a homomorphism whose norm is bounded by c0. (The
derivation invokes (A.3.14) with a = r−1/2aˆA.)
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Step 5. With (A.4.19) in hand, fix a point p ∈ R × YT with distance c0κr1/2 or more from
the boundary of X∗. Let ρ denote this distance and let B denote the ball of radius equal to
the minimum of 12ρ and 1 centered at p.
Define the bump function χp by the rule χp(·) = χ(4ρ−1 dist(·, p)). This function is equal
to 1 where the distance to p is less than 116ρ and it is equal to zero where the distance to p
is greater than 14ρ. Let zp = χpz. This function has compact support in B; and it obeys an
equation that has the schematic form
d†dzp + 2rzp = −2〈dχp, dz〉 + d†dχpz + χph (A.4.20)
where h is shorthand for what appears on the right hand side of (A.4.19).
Step 6. Let q denote for the moment a point in B with distance less than 132ρ from p.
Introduce now Gq to denote the Dirichlet Green’s function for the operator d
†d + 12r on B
with pole at the point q. This Green’s function is zero on the boundary of B, positive inside
B and smooth except at q. Moreover, it obeys:
Gq ≤ c0 1
dist(·, q)2 e
−√r dist(·,q)/c0 and |(dG)q | ≤ 1
dist(·, q)3 (1 +
√
r dist(·, q))e−
√
r dist(·,q)/c0 .
(A.4.21)
Step 7. The Green’s function Gq can be used to write zp at any point q with distance less
than 132ρ from p as
zp|q =
∫
B
Gq(−2〈dz, dχp〉+ d†dχpz + χph). (A.4.22)
The exterior derivative of this identity gives an identity for dz|q that has the same form but
with (dG)q replacing Gq. The desired bound |dz|p| ≤ c0r−1/2(1 + re−
√
r dist(p,X∗)/c0) follows
from the q = p version of the latter identity using the right hand inequality in (A.4.21), the
inequality in (A.4.16) and the bound |β| ≤ c0r−1/2. (These are used to bound the term in the
integrand with h and the terms in the integrand with derivatives of χp. Keep in mind in this
regard that derivatives of dχp are zero where the distance to p is less than
1
32ρ.)
Step 8. This final step of the proof derives the bounds for |β|2 and for |∇Aβ|2 that are
asserted by the third and fourth bullets of Lemma A.4.5. To start: The |β|2 bound follows
directly from (A.4.16) and the second bullet of Lemma A.4.2. Meanwhile, the proof of the
|∇Aβ|2 bound uses the Green’s function in (A.4.22) in conjuction with the equation in the
second bullet of (A.3.7).
To say more, note first that |∇Aβ| is the same as |∇θ0+aˆAβ⋄| at points where the distance
to X∗ is greater than c0r−1/2. Let p denote such a point and let B denote the ball from
Step 5. If the radius of B is less than c−10 , then the bundle K
−1 on B is isomorphic to the
product C bundle. In particular, one can and should fix an isomorphism that identifies the
canonical connection on K−1 with a connection on the product bundle that can be written as
θ0 + Γ with |Γ| and |∇Γ| both less than c0. Having done this, then writing (A.3.7) using this
isomorphism gives an equation for β⋄ that has the schematic form
d†dβ⋄ + rβ⋄ = c6 +R (A.4.23)
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where c6 is the same as its namesake in the lower bullet of (A.3.7) after accounting for the
isomorphism between K−1 and the product bundle; and where R obeys the pointwise bound
|R| ≤ c0r−1/2(1 + re−
√
r dist(p,X∗)/c0). (The c6 term is part of the c6α term in (A.3.7) and
it appears when α is written as (1 − z). The −c6z part is incorporated into the R term in
(A.4.23).) The only contribution to R that does not directly obey this bound by virtue of
what has been proved previously is a term that comes from (∇θ0+aˆA)†∇θ0+aˆAβ⋄, this being
(d†aˆA)β⋄. But, then d†aˆA can be identified as done in (A.3.21) which leads directly to the
asserted bound for the absolute value of (d†aˆA)β⋄.
With (A.4.23) understood, then the argument used to bound dz in Step 7 can be used
with only notational changes and one additional observation to bound the norm of ∇Iβ⋄
by c0r
−1(1 + re−
√
r dist(p,X∗)/c0). The additional observation is that the solution w to the
equation d†dw + 14rw = c6 with Dirichlet boundary conditions on the ball B is such that
its norm and that of dw are both bounded by c0r
−1. (This is because c6 is smooth.) This
bound on |∇Iβ⋄| with the previous bounds on aˆA and β lead to the desired bound |∇Aβ| ≤
c0r
−1(1 + re−
√
r dist(p,X∗)/c0). 
Lemma A.4.5 is strengthened with the addition of the following lemma.
Lemma A.4.6. There exists κ > 1 with the following significance: Suppose that T ∈ (16,∞],
that r > κ and that d = (A,ψ = (α, β)) is an instanton solution to (A.3.1) on R × YT such
that (A.4.14) holds with cd < c. Let U ⊂ R × YT denote an open set where 1 − |α|2 ≤ κ−1
and where FA0 and p both vanish. Use ∂U to denote the boundary of the closure of U. There
exists an identification between E|U with the product bundle U×C that writes (A,ψ) on U as
(θ0 + r
1/2a, ψI + η) with h = (a, η) obeying the bound |h| ≤ κe−
√
r dist(·,∂U)/κ.
Proof. Assume that |α| > 1 − 1100 on U. The unit length element α/|α| defines a bundle
isomorphism from U × C to E|U and the inverse isomorphism writes α as (1 − z) with z
being real with norm less than 110 . The bound for (1 − |α|2) in the second bullet of Lemma
A.4.5 implies that |z| ≤ c0(r−2 + e−
√
r dist(·,∂U)/c0). Meanwhile, the isomorphism writes A as
θ0 + r
1/2a and the bound in the second bullet of Lemma A.4.5 for |∇Aα| implies that |a| ≤
c0(r
−1 + e−
√
r dist(·,∂U)/c0). Let aˆ0 denote r−1/2a. This iR-valued 1-form obeys the equation
in (A.3.21). This implies in turn that (A.3.6) is obeyed when h⋄ is given by (a, ((1 − z), β⋄))
where β⋄ corresponds to β via the bundle isomorphism that writes α as (1 − z). Moreover,
what is denoted by e in this particular version of (A.3.6) obeys ||e(h)||2 ≤ c0−1 1100 ||LIh||2 when
h has compact support on the part of U with distance greater than c0r
−1/2 from ∂U (assuming
that r > c0). This is because bounds from Lemma A.4.5 say that
|h|2 ≤ c0
(
r−1 + e−
√
r dist(·,∂U)/c0
)
(A.4.24)
and the homomorphism e has linear dependence on the components of h. Granted the
preceding, it follows that e obeys the bounds in Lemma A.3.1 when r > c0 and when h
has compact support where the distance to ∂U is greater than c0r
−1/2. With this understood,
then what is said by Lemma A.4.6 follows from Lemma A.3.1. 
An analog here for Lemma 3.10 in [31] is also needed. It follows directly.
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Lemma A.4.7. Given c > 1 and K ≥ 1, there exists κ > 1 with the following significance:
Suppose here that r ≥ κ and that d = (A,ψ = (α, β)) is an instanton solution to (A.3.1) such
that (A.4.14) holds with cd ≤ c. Fix a point s0 ∈ R and R ≥ 2 and suppose that m(·) ≤ K
on [s0 − R − 4, s0 + R + 4]. Given x ∈ [s0 − R − 1, s0 + R + 1] × YT and given a number
ρ ∈ (r−1/2, κ−1), let m(x, ρ) denote the integral of r(1− |α|2) over the radius ρ ball in R×M
centered at x. Then
• If ρ1 > ρ0 are in (r−1/2, κ−1), then m(x, ρ1) ≥ κ−1ρ21/ρ20m(x, ρ0).
• m(x, ρ) ≤ κKρ2.
• Suppose that |α|(x) ≤ 12 . If ρ ∈ (r−1/2, κ−1), then m(x, ρ) ≥ κ−1ρ2.
The proof of this lemma is virtually identical to the proof of Lemma 3.10 in [31].
A.5. Local convergence to pseudo-holomorphic curves. The propositions in this section
are the analogs for R × YT of Propositions 4.5 and 5.5 in [31]. These propositions refer to
a connection on the bundle E that is constructed from a pair (A,ψ = (α, β)) as follows: fix
a smooth, non-decreasing function P : [0,∞) → [0, 1] with P(x) = x for x < 12 and with
P(x) = 1 for x > 34 . Having chosen P, define Aˆ by the formula
Aˆ = A− 1
2
P(|α|2)|α|−2(α¯∇Aα− α∇Aα¯). (A.5.1)
The curvature of Aˆ is given by the formula
FAˆ = (1−P)FA −P′∇Aα¯ ∧ ∇Aα, (A.5.2)
withP′ denoting the function on R×YT given by evaluating the derivative ofP on the function
|α|2. Note that FAˆ = 0 where P = 1 and thus |α| ≥
√
3
2 . It is also the case that ∇Aˆ α|α| = 0
where P = 1.
Proposition A.5.1. Suppose that K > 1 and that each Reeb orbit with length at most 12πK
is non-degenerate. Given such K and given c > 1, there exists κ ≥ 1, and given in addition
δ > 0, there exists κδ ≥ 1; these numbers κ and κδ having the following significance: Suppose
that T ∈ (16,∞], that r > κδ and that d = (A,ψ = (α, β)) is an instanton solution to (A.3.1)
such that (A.4.14) holds with cd < c. Let I ⊂ R denote a connected subset of length at least
2δ−1 + 16 such that sups∈Im(s) ≤ K. Let I ⊂ I denote the set of points with distance at least
7 from any boundary of I.
• Each point in I ×N where |α| ≤ 1− δ has distance κr−1/2 or less from a point in α−1(0).
• There exists
(a) A positive integer N ≤ κ and a cover of I as ∪1≤k≤NIk by connected open sets of
length at least 2δ−1. These are such that Ik∩Ik′ = ∅ is |k−k′| > 1. If |k−k′| = 1,
then Ik ∩ Ik′ has length between 1128δ−1 and 164δ−1.
(b) For each k ∈ {1, . . . ,N}, a set ϑk whose typical element is a pair (C,m) where m
is a positive integer and C ⊂ I × YT is a pseudoholomorphic subvariety defined
on a neighborhood of Ik × YT . These elements of ϑk are constrained that no two
pairs share the same subvariety component so that
∑
(C,m)∈ϑk m
∫
C da ≤ κ.
In addition, the collection {ϑk}k=1,...,N is such that
SUTURED ECH IS A NATURAL INVARIANT 103
(1) supz∈∪(C,m)∈ϑk and s(z)∈Ik dist(z, α
−1(0))+supz∈α−1(0) and s(z)∈Ik dist(z,∪(C,m)∈ϑkC) < δ.
(2) Let k ∈ {1, . . . ,N}, let I ′ ⊂ Ik denote an interval of length 1, and let υ denote the
restriction to I ′ × YT of a 2-form on I× YT with |υ| on I× YT bounded by 1 and with
|∇υ| on I× YT bounded by δ−1. Then∣∣∣∣∣∣ i2π
∫
I′×YT
υ ∧ FAˆ −
∑
(C,m)∈ϑk
m
∫
C
υ
∣∣∣∣∣∣ < δ.
• Suppose that I is unbounded from above. Fix e+ ≤ K and assume with regards to Reeb
orbits only that all with length at most 12πe+ are non-degenerate. Assume in addition that
lims→∞ e(d|s) ≤ e+. Then the conclusions of the first two bullets hold with the constant κ
depending on K and e+, and with κδ depending on the latter and on δ. Moreover, if I = R,
and all Reeb orbits of length at most 12πe+ are non-degenerate, then lims→−∞ e(d|s) ≤
e+ + δ.
The proof of this proposition differs only cosmetically from the proof of Proposition 4.5 in
[31] because the arguments for Proposition 4.5 in [31] are essentially local in nature. Note
that Lemmas A.4.5, A.4.6, and A.4.7 play the same role in the proof of Proposition A.5.1 as
the role played by Lemmas 3.8, 3.9, and 3.10 in the proof of Proposition 4.5 in [31]. See also
the proof of Propositions 7.8 and 7.9 in [14] for dealing with the part of R × YT where the
form a depends on the R-parameter.
The next proposition plays the role of Proposition 5.5 in [31].
Proposition A.5.2. There exists κ > 1 such that if c > κ, and if the norms of p and its
covariant derivatives are pointwise less than c−1, and if
| ∂
∂s
a|+ | ∂
∂s
da| ≤ c−1 and s0 < κ−1c,
then what comes next is true. Suppose that K > 1 and that each Reeb orbit with length at
most 12πK is non-degenerate. There exists κ∗, and given δ > 0, there exists κδ ≥ 1 which have
the following significance: Suppose that T ∈ (16,∞], that r > κδ and that T ∈ (16,∞], and
that d = (A,ψ = (α, β)) is an instanton solution to (A.3.1) on R×YT with Ad ≤ Kr. Assume
that e+ = lims→∞ e(d|s) ≤ K.
• Let c− = lims→−∞(A,ψ)|s. Then c− is a solution to (A.2.1) with e(c−) ≤ e+ + δ.
• Each point in R×YT where |α| ≤ 1−δ has distance κ∗r−1/2 or less from a point in α−1(0).
• Moreover, there exists
(a) A positive integer N ≤ κ and a cover of R as ∪1≤k≤NIk by connected open sets of
length at least 2δ−1. These are such that Ik∩Ik′ = ∅ is |k−k′| > 1. If |k−k′| = 1,
then Ik ∩ Ik′ has length between 1128δ−1 and 164δ−1.
(b) For each k ∈ {1, . . . ,N}, a set ϑk whose typical element is a pair (C,m) where m
is a positive integer and C ⊂ R × YT is a pseudoholomorphic subvariety. These
elements of ϑk are constrained so that
∑
(C,m)∈ϑk m
∫
C da ≤ κ.
In addition, these sets {ϑk}k=1,...,N are such that
(1) supz∈∪(C,m)∈ϑk and s(z)∈Ik dist(z, α
−1(0))+supz∈α−1(0) and s(z)∈Ik dist(z,∪(C,m)∈ϑkC) < δ.
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(2) Let k ∈ {1, . . . ,N}, let I ′ ⊂ Ik denote an interval of length 1, and let υ denote the
restriction to I ′×YT of a 2-form on R×YT with |υ| on R×YT bounded by 1 and with
|∇υ| on R× YT bounded by δ−1. Then∣∣∣∣∣∣ i2π
∫
I′×YT
υ ∧ FAˆ −
∑
(C,m)∈ϑk
m
∫
C
υ
∣∣∣∣∣∣ ≤ δ.
• The version of the function m that is defined by d is bounded by κ∗.
Proof. This proposition differs from the previous one in two ways, the first being that the
subvarieties that comprise each set from the collection {ϑk}k=1,...,N are defined on the whole
of R×YT . This modification is straightforward to prove and the proof differs only in notation
from the proof of this assertion in Proposition 5.5 of [31]. The substantive difference is the
lack in Proposition A.5.2 of the assumption in Proposition A.5.1 of an a priori bound for
the function s → m(s). Proposition 5.1 in [31] states the equivalent of Proposition A.5.1
without the assumed bound on m. The proof that follows directly is much like the proof of
Proposition 5.1 in [31]. Note that if T is finite and if the numbers κ and κδ are allowed to
depend on T , then the arguments in [14] for Proposition 7.1 can be used almost verbatim to
prove Proposition A.5.2.
Proposition A.5.2 follows from Proposition A.5.1 given the assertion in the final bullet of
Proposition A.5.2 to the effect that there is an a priori bound for the function m. The six
parts that follow prove that this is the case. Supposing that z > 1 and that Ad < zr, the
convention in the proof has cz denoting a number that is greater than 100 that depends only
on z. Its value can be assumed to increase between successive appearances. Note an important
point: Given z > 1, then the bound Ad < zr implies that Ad < r2 when r ≥ z. This implies
in turn that Lemma A.4.3 can be invoked assuming r > z which implies that (A.4.14) holds
with cd ≤ cz. Granted that, then Lemmas A.4.4–A.4.7 and Proposition A.5.1 can be invoked
if their versions of c are also bounded by cz. As a consequence, the various versions of κ from
Lemmas A.4.4–A.4.7 are bounded by cz; and κ and κδ from Proposition A.5.1 depend now
only on K and z, and also δ in the case of κδ.
Part 1. Let l denote the function on R given by the rule
s→ l(s) = r
∫
{s}×YT
(1− |α|2 + |β|2)−
∫
{s}×YT
i(BA0 + p). (A.5.3)
Remember from Section A.1 that A0 is a chosen connection on the bundle K
−1 over YT with
zero curvature 2-form on YT r N . It is assumed to be T -independent on N . Meanwhile, p
is the perturbation form that appears in (A.3.1). It is independent of T and has compact
support in (−1, 1) ×M .
Let l denote the function
s→ l(s) =
∫ s+1
s
l(x)dx. (A.5.4)
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As explained below, the function l can serve as a proxy for m because l obeys a bound of the
form
l(s) > (1− 1
100
cz
−1)e(d|s)− cz (A.5.5)
when r ≥ cz. Keep in mind that e(d|s) is the integral of the function |1− |α|2| over {s} × YT
and m(s) is the integral of the function s→ e(d|s) over [s, s+ 1].
If T is finite, then l(s) > e(d|s) − cT with cT being a number that depends on T . This
follows from Lemma A.4.2 because the rightmost term in (A.5.3) is bounded by c0 and the
leftmost term in (A.5.3) would be greater than the integral of |1− |α|2| over {s} × YT were it
not for the contribution from the |α| > 1 part of {s} × YT .
To prove (A.5.5), let u denote the maximum of zero and |α|2 − 1 and let u denote the
function defined by the rule
s 7→ u(s) = r
∫
{s}×YT
u. (A.5.6)
It follows from the definitions and Lemma A.4.2 that
l(s) ≥ e(d|s)− 2u(s)− cz (A.5.7)
and so (A.5.5) follows with a proof that u ≤ 1100cz−1e + cz when r ≥ cz. The four steps that
follow prove a stronger assertion, this being that u ≤ (ln r)8(r−1e+ r−1/4) when r ≥ cz.
Step 1. Let κ0 denote for the moment the version of κ that appears in Lemma A.4.6. Let
U denote the part of R × YT where |α| is greater than 1 − 2κ0−1 but less than 1 − 12κ0−1.
Supposing that I ⊂ R is a bounded interval, let UI denote the part of U in I × YT and νI
denote the volume of UI . It follows from the bound in the second bullet of Lemma A.4.4 that
there exists a positive integer to be denoted by NI such that the following is true:
• UI has a cover by NI balls of radius r−1/2 with centers in UI .
• νI ≥ cz−1NIr−2.
(A.5.8)
A cover that obeys these conditions is obtained by taking the centers of the balls to be the
points in a maximal subset of UI with the property that the distance between any two points
in the subset is no less than 12r
−1/2. Let qI denote the integral of r(1 − |α|2)2 over UI . The
second bullet above implies that
qI ≥ cz−1rνI . (A.5.9)
Step 2. Fix s ∈ R and for k ∈ Z, let Ik denote [s + kr−1/2, s + (k + 1)r−1/2], this being an
interval of length r−1/2. For k ∈ Z, let Zk denote the part of {s}×YT where the closest point
in U comes from Ik × YT and let hk denote the integral of ru on Zk. Thus,
u(s) =
∑
k∈Z
hk. (A.5.10)
To see about the size of hk, fix a cover of UIk of the sort that is described above and denote
it by UIk . Supposing that L ≥ |k|, then the subset of {s} × YT with distance between Lr−1/2
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and (L + 1)r−1/2 from any given ball from the cover UIk has volume at most c0L
3r−3/2. It
follows as a consequence of Lemma A.4.6 that
hk ≤ czr−3/2NIke−|k|/cz . (A.5.11)
What with (A.5.9) and the second bullet of (A.5.8), it follows that
hk ≤ czr1/2qIke−|k|/cz . (A.5.12)
This bound will be used when |k| is large but not when k is (relatively) small.
Step 3. To obtain a bound when |k| is small, first use (A.5.8) to see that the volume of the
subset of {s} × YT with distance at most Lr−1/2 from Uk is at most c0L3r−3/2NIk . It then
follows from (A.5.8) and (A.5.9) that this volume is at most c0L
3r−1/2qIk What with the top
bullet of Lemma A.4.2, it follows that this part of Uk contributes at most czL
3r−1/2qIk to hk.
Meanwhile, it follows from Lemma A.4.6 that the remaining part of Uk contributes at most
czr
1/2qIke
−L/cz to hk. Take L to equal cz100 ln r and use the preceding pair of bounds to see
that
hk ≤ cz(ln r)3r−1/2qIk . (A.5.13)
Step 4. It follows from the definitions that
qIk ≤ r
∫
Ik×YT
(1− |α|2)2. (A.5.14)
To bound the right hand side of (A.5.14), it proves convenient to define a non-negative function
x on R by the rule whereby x2 at any s′ ∈ R is
x2(s′) =
∫
{s′}×YT
(1− |α|2)2. (A.5.15)
The derivative of x(·) is bounded by c0(
∫
{s′}×YT |∇A,sα|2)1/2. This understood, it follows from
Lemma A.4.1 and the first bullet of Lemma A.4.4 that
x(s′) ≤ x(s) + czr1/2|s− s′|1/2. (A.5.16)
Use this bound with s′ ∈ Ik to bound the right hand side of (A.5.14) by
2r−1/2
∫
{s}×YT
(1− |α|2)2 + cz|k|. (A.5.17)
This in turn is no greater than 2r−3/2e(d|s) + cz|k| and so qIk ≤ cz(r−1/2e(d|s) + r|k|).
Use the preceding bound for qIk in (A.5.12) and (A.5.13) to obtain respective bounds
hk ≤ cz(r−1e(d|s) + r1/2|k|)e−|k|/cz and hk ≤ cz(ln r)3(r−1e(d|s) + r−1/2|k|). (A.5.18)
Use the leftmost bound in (A.5.15) when summing over the values of |k| > (ln r)2; and use
the rightmost bound in (A.5.13) when summing over the values of |k| ≤ (ln r)2 to see that
u(s) ≤ cz(ln r)7(r−1e(d|s) + czr−1/2). (A.5.19)
This inequality leads directly to the desired bound.
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Part 2. As noted in Part 1, an upper bound for the function l leads to an upper bound for
the function m. An upper bound for l is seen in this part of the proof to follow from an upper
bound for another function on R, this denoted by E . To define the latter, first define the
function E on R by the rule
s 7→ E(s) = i
∫
{s}×YT
BA ∧ ∗a. (A.5.20)
The function E is defined from E by the rule
s 7→ E(s) =
∫ s+1
s
E(x)dx. (A.5.21)
To see that a bound for E leads to one for l, suppose first that s > s0 or that s < −s0 so
that the 1-form a is independent of the factor R in R× YT . Differentiate (A.5.3) and use the
curvature equation (A.3.1) to see that
d
ds
E = −2E + 2l. (A.5.22)
If the interval [s, s+ t] is disjoint from [−s0, s0], then integrating the equation gives
E(s + t) = e−2tE(s) + e−2(s+t)
∫ s+t
s
e2xl(x)dx. (A.5.23)
Since l ≥ −cz by virtue of (A.5.5), this equation implies that
E(s+ t) ≥ e−2tE(s)− e−2tcz, (A.5.24)
and it implies when τ = s+ t that E(τ) ≥ −c0.
Integrating (A.5.22) leads to the bounds
E(s) ≤ c0 + c0E(s+ 1) and l(s) ≤ c0 + c0(E(s) + E(s + 2)) (A.5.25)
if the interval [s, s + 3] is disjoint from [−s0, s0]. The leftmost inequality in (A.5.25) implies
that a bound for E leads to a bound for l when s ≥ s0 or s ≤ −s0 − 3.
To see about bounding l using E for values of s near [−s0, s0], note first that (A.5.22) for
s near this interval is replaced by the equation
d
ds
E = −2E + 2l − i
∫
{s}×YT
BA ∧ ∗ ∂
∂s
a. (A.5.26)
Let I denote the interval [−s0 − 10, s0 + 10]. Integrating this equation over I leads to an
inequality asserting that
E(s0 + 10) − E(−s0 − 10) + 2
∫
I
E(x)dx = 2
∫
I
l(x)dx− i
∫
I×YT
BA ∧ ∗ ∂
∂s
a. (A.5.27)
The rightmost integral on the right hand side of (A.5.27) is bounded from below courtesy of
Lemma A.4.1 by c0z. Let I
′ denote the interval [−s − 13, s + 13]. Given the bound l ≥ −cz
from (A.5.5), this c0z bound and the leftmost bound in (A.5.25) lead to a bound of the form
sups∈Il(s) ≤ cz + czsups′∈I′E(s′). (A.5.28)
The latter bound with that in (A.5.25) proves that a bound on E leads to a bound on l.
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Part 3. The arguments in [31, Section 5b] to obtain a bound for E must be modified to
obtain bounds that don’t depend on T . The main issue concerns the way the action function
in (A.4.1) is used. To say more, suppose that d = (A,ψ) is an instanton solution to (A.3.1)
and that u : YT → S1 is a gauge transformation, then set du = (A−u−1du, uψ). Define B(A,ψ)
as done in (A.4.2) and let o denote the function on R given by the rule whereby o is the
integral of |B(A,ψ)|2 + r|DAψ|2 on {s} × YT . The proof of Proposition 5.1 in [31] invokes an
inequality for as(d
u|s) that reads
as(d
u|s) ≤ c∗(1 + l+ r1/2o1/2 + o+ r2/3l4/3) + qu − 1
2
rE , (A.5.29)
with c∗ being a constant greater than 1 and qu being the function on R that is defined as
follows: Use p(Au) for the moment to denote the L2 orthogonal projection of the iR valued
1-form A−u−1du−A+ to the space of harmonic 1-forms on YT . What is denoted by qu is the
integral on {s} × YT of −ip(Au) ∧ ∗BA+ . It seems that all of the steps in [31, Section 5] that
lead to (A.5.29) need to be modified to get an analogous formula with c∗ being independent
of T when T is very large.
The statement of the analog here of (A.5.29) requires a preliminary digression to talk
about s→∞ limit of a given instanton solution to (A.3.1). Letting d denote the instanton in
question, let c+ = (A+, ψ+) denote lims→∞ d|s. Keep in mind that c+ is a solution to (A.2.1)
on YT . Suppose that E > 1 and that e(c+) ≤ E . It follows from Lemma A.2.9 that there
exists cE with the following significance: if r > cE and T > cE , then there exists R0 ∈ (1, c0)
and a smooth map u+ : YT rM → S1 such that the E ⊂ S component of u+ψ+ on the
part of YT where dist(·,M) ≥ R0 has the form 1 − z with z real and |z| less than 11000 . As
explained in the next two paragraphs, the map u+ in turn can be used to view the first Chern
class of c1(det(S)) as an element of H
2
c (M), the cohomology of M with compact support. The
coefficient here and subsequently are in Z.
To obtain an element in H2c (M) from u+, let σ denote for the moment a smooth function
that is equal to 1 where the distance toM is less than R0 and equal to 0 where the distance to
M is greater than R0+1. Write the connection A+−u+−1du+ as θ0+a+ where dist(·,M) ≥ R0
and define a new connection on E by setting it equal to θ0 + σa+ where the distance to M is
greater than R0 and equal to A+ where the distance to M is less than or equal to R0. Denote
this connection by A′+. Its curvature 2-form has compact support where the distance to M is
less than R0−1 and so i times this curvature 2-form defines and element in the 2-dimensional
compactly supported cohomology of the dist(·,M) ≤ R0 + 1 part of YT . This part of YT
deformation retracts onto M , so i times the curvature of A′+ defines a class in H2c (M). This
is the desired cohomology class. It is denoted in what follows by ωˆ0.
The topological significance is as follows: The class c1(det(S)) pulls back as zero to YT rM
and so it comes from H2(YT , YTrM) via the canonical homomorphism to H
2(YT ). This group
H2(YT , YT rM) is isomorphic to H
2
c (M). Meanwhile, the kernel of the homomorphism from
H2(YT , YT rM) to H
2(YT ) is H
1(YT rM)/H
1(YT ). The map u+ defines an element in this
quotient group and thus an element of H2(YT , YT rM) ∼= H2c (M) that maps to c1(det(S)).
This class in H2c (M) is 2πωˆ0.
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Lemma A.5.3. Given E > 0, there exists κE > 1 with the following significance: At most κE
classes can be obtained in the manner just described from all e ≤ E solutions to (A.2.1) on all
T ∈ (16,∞] versions of YT . In particular, if ωˆ0 is a class that is obtained in this way, then it
can be represented by a smooth closed 2-form with compact support in M with norm bounded
by κE .
Proof. It follows from Lemma A.2.9 that R0 can be chosen in [1, c0] so that a+ obeys |a+| ≤
c0e
−r/c0 on the support of dσ. This implies in turn that the curvature 2-form of A′+ obeys
|FA′+ | ≤ c0|FA+ | + c0e−r/c0 . It follows as a consequence that the L1 norm of the curvature
2-form of A′+ is bounded by c0E . This has the following implication: let υ denote a closed
1-form on the dist(·,M) < R0 + 2 part of YT . Then the integral of υ ∧ FA′+ is bounded by
c0E sup |υ|. Granted this bound, it follows using Poincare´–Lefschetz duality that the class ωˆ0
lies in a compact, r and T independent subset of H2c (M). 
Fix a closed 2-form with compact support in M and norm less than cE that represents ωˆ0.
This class is denoted by ω0. Note that the curvature of A
′
+ has sup norm that is O(r) so it
cannot be used for ω0.
The next lemma states the desired analog of (A.5.29).
Lemma A.5.4. There exists κ ≥ 1 and given E < ∞, there exists κE > 1; these numbers κ
and κE having the following significance: Fix T ∈ (κE,∞] and r > κE. Let d = (A,ψ) denote
an instanton solution to (A.3.1) with Ad < r2. Suppose that τ ∈ R and that E(·) ≤ E on the
interval [τ,∞). If s ∈ [τ + 100,∞), then a(du|s) obeys
as(d|s, c+) ≤ κ(1 + l+ r1/2o1/2 + o+ r2/3l4/3 + r2/3E4/3 + rE) + q− 1
2
rE ,
with q(s) = −i ∫{s}×YT (A−A+) ∧ω0.
The proof of (A.5.29) in [31] cannot be used verbatim to get T independent bounds on
(A.5.29)’s number c∗ because the arguments in [31] use the fact that the 3-manifold in question,
in this case YT , has a given finite volume; and these arguments also use a priori bounds for the
Green’s function of the operator d + d†. The volume issue must be dealt with in any event,
and it is not likely that there is a T independent bound for the relevant Green’s function on
YT . As explained below, the assumption on E in Lemma A.5.4 circumvents both of these
issues because this assumption implies that BA for large r (given E) is concentrated for the
most part very near to M . In particular, the proof uses the following:
Suppose that E <∞ and that E(·) ≤ E on an interval of the form [τ,∞). If r
is large with lower bound depending only on E, if T is sufficiently large with a
lower bound depending on E, and if s ∈ [τ + 32,∞), then |α|s| > 1 − 11000r−1
where dist(·,M) > c0.
(A.5.30)
This follows from Proposition A.5.1, Lemmas A.4.5 and A.4.6, and (A.5.7), and (A.5.28)
because a pseudoholomorphic curve that extends out of M must have area that is O(T ). Note
in this regard that Proposition A.5.1 and Lemmas A.4.5 and A.4.6 can be invoked with their
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versions of the number c bounded a priori via Lemma A.4.3 because of the assumption that
Ad < r2 in Lemma A.5.4.
Proof of Lemma A.5.4. The proof has six steps.
Step 1. The rightmost integral in the c′ = c+ version of (A.4.1) is zero because c+ obeys
(A.2.1). The next to rightmost integral is that of r〈ψ,DAψ〉. To bound this integral, invoke
(A.5.30) to find R ∈ [16, c0) so that |α| > 1− 11000r−1 where both s > τ +32 and the distance
to M is greater than R. Let σ denote a smooth function on YT that is equal to 1 where the
distance to M is less than R+5 and equal to 0 where the distance to M is greater than R+6.
This function can be assumed to have derivative bounded by c0 and to be independent of T .
The absolute value of the integral of rσ〈ψ,DAψ〉 is no greater than c0r1/2o1/2. This is because
o is greater than the integral of r|DAψ|2.
An czEe
−√r/cz bound for the norm of the integral of r(1 − σ)〈ψ,DAψ〉 is obtained using
a strategy much like that used in Part 1. As in Step 2 of Part 1, let Ik for k ∈ Z denote
[s + kr−1/2, s + (k + 1)r−1/2], this being an interval in R of length r−1/2. For k ∈ Z, let Zk
denote the part of {s} × YT where (1 − σ) > 0 and where the closest point to U comes from
Ik × YT . Let pk denote the integral of |DAψ| on Zk. Thus,
|
∫
{s}×YT
(1− σ)〈ψ,DAψ〉| ≤ c0
∑
k∈Z
pk. (A.5.31)
Let qIk denote the integral of r(1 − |α|2) over the part of U in Ik × YT . The arguments in
Step 2 of Part 1 for (A.5.12) can be repeated almost verbatim to see that
pk ≤ czqIke−|k|/cz . (A.5.32)
Step 4 of Part 1 proves that qIk ≤ cz(r−1/2e(d|s) + rk), and so (A.5.32) implies that
pk ≤ cz(r−1/2e(d|s) + r|k|)e−|k|/cz . (A.5.33)
The preceding bound is useful when |k| ≥ r1/2. When |k| ≤ r1/2, then the distance from s to
Ik is less than 2 but the distance from Zk to Uk is greater than c0. It follows in this case from
Lemma A.4.6 that
pk ≤ cze−
√
r/cz(e(d|s) + |k|). (A.5.34)
The bounds in (A.5.33) and (A.5.34) lead directly to a czEe
−√r/cz bound for the right hand
side of (A.5.31).
Step 2. The integral of − i2rBA ∧ ∗a that appears in (A.4.1) is by definition −12rE(d|s) and
the integral of i2rBA+ ∧ ∗a that appears in the c′ = c+ version of (A.4.1) is 12re(c+) in the
case that a = a+; but it is bounded in any case by c0rE .
Step 3. This step and the next make preliminary observations that are used subsequently to
analyze the remaining term in the formula for as(d|s, c+), this being
− 1
2
∫
{s}×YT
(A−A+) ∧ ∗(BA +BA+). (A.5.35)
The latter is denoted in what follows by cs(A,A+).
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Keep in mind that there exists R0 ∈ (1, c0) and a map from YT rM to S1, this denoted by
u+ such that the E summand component in S of u+ψ+ can be written on the dist(·,M) > R0
part of YT as 1− z+ with z+ being real and having norm less than 11000 . This is relevant for
d|s when s ∈ [τ + 32,∞) for the following reason: it follows from (A.5.30) that there exists a
map us from YT rM to S
1 such that u+ and us are homotopic, and there exists R
′ = R0+ c0
such that the E component of usψ|s can be written on the part of YT where dist(·,M) > R′
as 1− zs with zs and |zs| at most 11000 . Moreover, when T = ∞, the map u = usu+−1 obeys
limdist(·,M)→∞(|u− 1|+ |du|) = 0.
Step 4. Fix a smooth connection on the YT version of E, to be denoted by A00, with two salient
properties: The first property is that iFA00 = ω0; the second property is that A00−u+−1du+ =
θ0 on YT rM . For the purposes of this proof, let c0 denote (A00, 0), this being a pair of
connection on E and section of S.
With A00 in hand, note that
cs(A,A+) = −1
2
∫
{s}×YT
(A−A00) ∧ ∗(BA +BA00) +
1
2
∫
{s}×YT
(A+ −A00) ∧ ∗(BA+ +BA00)
(A.5.36)
because if A, A′, and A′′ are any three connections on E, then cs(A,A′)− cs(A′′, A′) is equal
to cs(A,A′). The leftmost term on the right hand side of (A.5.36) is rewritten as the sum of
two integrals:
− 1
2
∫
{s}×YT
(A−A00) ∧ ∗(BA −BA00)−
∫
{s}×YT
(A−A00) ∧ ∗BA00 . (A.5.37)
The rightmost term on the right hand side of (A.5.36) can likewise be written as
1
2
∫
{s}×YT
(A+ −A00) ∧ ∗(BA+ −BA00) +
∫
{s}×YT
(A+ −A00) ∧ ∗BA00 . (A.5.38)
The sum of (A.5.37) and (A.5.38) can be written as
cs#(A,A00)− cs#(A+, A00) + q (A.5.39)
with q as defined in the statement of Lemma A.5.4, with cs#(A,A00) denoting the leftmost
term in (A.5.37) and with cs#(A+, A00) denoting −1 times the leftmost term in (A.5.38).
A bound for the absolute value of cs#(A,A00) is derived below. The s → ∞ limit of the
latter bound is a bound for the absolute value of cs#(A+, A00).
Step 5. This step starts the story for the leftmost version of cs# in (A.5.39), this being the
leftmost term in (A.5.37). To this end, write A − us−1dus on the dist(·,M) > R′ part of YT
as θ0 + a∞. The 1-form a∞ is bounded by c0|∇Aα|. More to the point, Lemma A.4.6 can be
employed to bound a∞ where the distance to M is greater than c0. In particular, the bounds
from Lemma A.4.6 can be used to find R⋄ = R′ + c0 such that∫
dist(·,M)≥R⋄
|a∞||da∞| ≤ c0Ee−
√
r/cz . (A.5.40)
The detailed arguments that lead to (A.5.40) are much like those in Step 1. Since A00 on
YT r M is such that A00 − u+−1du+ = θ0, it follows that A − A00 = a∞ − u−1du with
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u = usu+
−1. Because u is null-homotopic, it can be written as df∞ with f∞ being and
iR-valued function of YT rM . In the case when T =∞, it follows from what was said at the
end of Step 3 that f∞ can be chosen so that limdist(·,M)→∞(|f∞|+ |df∞|) = 0.
Now let Ω ⊂ YT denote a compact, codimension-0 submanifold with boundary that contains
M and is homeomorphic to M . We will assume that the function dist(·,M) on ∂Ω is greater
that R⋄ + 10 but less than R⋄ + 11, and that ∂Ω is homeomorphic to ∂M . The manifold Ω
can be constructed in a straightforward way using what is said in Section A.1. Hodge theory
on manifolds with boundary can be used to construct a smooth iR-valued function on Ω to
be denoted by f such that A on Ω can be written as A00 − df + aM with ∗aM being a closed
form that pulls back as 0 to ∂Ω. In turn, the iR-valued 1-form aM can be written as aˆM + ν
with ν obeying dν = 0, d ∗ ν = 0 and ∗ν pulling back as 0 to ∂Ω; and with aˆM obeying∫
{p∈Ω : dist(p,∂M)≥1}
|aˆM ||daˆM | ≤ c0(o+ r2/3e4/3). (A.5.41)
The Green’s function for the operator ∗d+ d∗ can be used to obtain the bounds in (A.5.41).
The 1-form ν defines a class in H1(Ω; iR). As such, ν can be written as u−1du + ν∗ with
u being a harmonic map from Ω to S1 and with ν∗ being a harmonic iR-valued 1-form that
obeys |ν∗| ≤ c0. Let uΩ denote efu, this being a map from Ω to S1.
Both of the iR-valued 1-forms aˆM + ν and a∞ − u−1du are defined on the part of Ω where
dist(·,M) ∈ (R⋄, R⋄ + 10). They differ here according to the rule
a∞ − u−1du = aˆM + ν− dh (A.5.42)
with h = f − f∞ being an iR-valued function. Meanwhile, aˆM + ν∗ and a∞ differ where
dist(·,M) ∈ (R⋄, R⋄ + 10) according to the rule a∞ = aˆM + ν∗ + h−1dh with h = uuΩ−1.
being a map to S1. Note that this requires that the norm |dh| obey |dh| ≤ |aˆM |+ |ν∗|+ |a∞|.
Step 6. To see about the norm of cs#(A,A00), let σ⋄ denote a smooth non-negative function
that is equal to 1 where the distance to M is less than R⋄ + 5 and equal to zero where the
distance to M is greater than R⋄ + 6. Use this function to write cs#(A,A00) as
−
∫
{s}×YT
σ⋄(A−A00)∧ ∗(BA −BA00)−
∫
{s}×YT
(1− σ⋄)(A−A00)∧ ∗(BA −BA00). (A.5.43)
It follows from this and what is said in Step 5, and from (A.5.40) and (A.5.41) that
|cs#(A,A00)| ≤ c0(o+ r2/3e4/3) + czEe−
√
r/cz − 1
2
∫
YT
σ⋄uΩ−1duΩ ∧ ∗(BA −BA00)
− 1
2
∫
YT
(1− σ⋄)u−1du ∧ ∗BA.
(A.5.44)
Keeping in mind that ∗(BA − BA00) is exact, and that A00 is the product connection on
YT rM , integration by part writes the contribution from two integrals on the left hand side
of (A.5.44) as
− 1
2
∫
YT
dσ⋄ ∧ h−1dh ∧ (A−A00). (A.5.45)
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Since the map u = usu+
−1 is homotopic to the identity, the integral in (A.5.45) is the same
as
− 1
2
∫
YT
dσ⋄ ∧ h−1dh ∧ a∞. (A.5.46)
What is said in Step 5 about aM and dh leads to a c0(o + r
2/3e4/3) + czEe
−√r/cz bound on
the integral in (A.5.46), and thus a c0(o+ r
2/3e4/3) + czEe
−√r/cz bound for |cs#(A,A0)|.

Part 4. If T is finite and if a and the metric are independent of the coordinate s (and if p = 0
in (A.3.1)), then [31, Section 5b] uses (A.5.29) to derive an inequality for E(s− 1) that reads
rE(s− 1) ≤ −c∗a(uc+) + c∗(r + a(c−)− a(c+)) + c∗r2/3 supx≥s E(x)4/3 + c∗ sup[s,s+1] |qu|,
(A.5.47)
with each occurrence of c∗ denoting a constant greater than 1. This part explains how Lemma
A.5.4 can be used in lieu of (A.5.29) to obtain a similar inequality with c∗ being independent
of T in the case when a and the metric are independent of s. This part also explains how the
upcoming analog of (A.5.47) leads to the desired bound on sups∈R E(s). The case when a or
the metric depends on s requires additional modifications (even when T is finite) and so it is
deferred for the moment.
The analog of (A.5.47) is derived using the assumption that e(c+) ≤ E for some given
number E . The analog then holds if r and T are greater than cE . Keeping in mind that
e(c+) ≤ E , suppose that E > 100E has been chosen. Let τ denote the largest value of s ∈ R
such that sups≥τ E(s) ≤ E. Lemma A.5.4 can be invoked assuming that r > κE. To see what
Lemma A.5.4 implies, it proves useful to introduce
o(s) =
∫
[s,s+1]×YT
(|EA|2 + |B(A,ψ)|2 + 2r(|∇A,sψ|2 + |DAψ|2)). (A.5.48)
It follows from (A.5.24) and (A.5.25) that if s ≥ τ + 200, then Lemma A.5.4 leads to the
bound
rE(s − 1) ≤ −2a(d|s, c+) + c0(r + o(s) + r2/3E4/3 + rE + sup[s,s+1] |q|). (A.5.49)
Now the fact that the function s → a(d|s, c+) is decreasing when a and the metric are
independent of s, and in particular what is said in Lemma A.4.1 in this case can be invoked
to deduce the following two crucial inequalities:
0 ≤ a(d|s, c+) and o(s) ≤ a(c−, c+) = Ad. (A.5.50)
Supposing that Ad ≤ zr, then (A.5.49) and (A.5.50) imply that
E(s− 1) ≤ c0(z + E) + c0r−1/2E4/3 + c0r−1 sup[s,s+1] |q| (A.5.51)
where r ≥ κE and s ∈ [τ + 100,∞). This is the analog of (A.5.47).
To see how this leads to a bound for sups∈R E(s), invoke (A.5.51) for s = τ + 200. Since
E(τ) = E, the inequality in (A.5.24) implies that E(s − 1) ≥ c0−1E and so (A.5.51) implies
that
E ≤ c0(E + z) + c0r−1/3E4/3 + c0r−1 sup[s,s+1] |q|. (A.5.52)
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Now there are two cases to consider, these distinguished by whether or not the first chern
class of S is torsion in H2c (M). Supposing that this class is torsion, then the 2-form ω0 can
be taken to be equal to 0 and so the q term in (A.5.52) is absent. In this case, (A.5.52) leads
to
E ≤ c0(E + z) + c0r−1/3E4/3 (A.5.53)
which implies that
If E ≤ c0−1, then E ≤ c0(E + z). (A.5.54)
It follows as a consequence that E(s) ≤ c0(E + z) for all s ∈ R if r is greater than a constant
that depends only on E .
Some extra steps must be used to draw this same conclusion when det(S) is not torsion in
H2c (M). These extra steps employ (A.5.30) again to localize the analysis to the part of YT
near M . Except for this and one other item discussed directly, the arguments differ little from
what is done in [31, Section 5d]. (More is said about this in Step 2 of Part 6.) The additional
item concerns the freedom to change ω0 by adding the differential of a 1-form with compact
support in M . In particular, suppose that υ0 is such a 1-form and let ω
′
0 = ω0 + dυ0. The
differential forms ω0 and ω
′
0 represent the same class in H
2
c (M). Let q
′ denote the ω′0 version
of q. Since υ0 has compact support on M , integration by parts writes
q′ − q =
∫
{s}×YT
(BA −BA+) ∧ ∗υ0. (A.5.55)
Note that it follows in any event from Lemma A.4.4 that |q′ − q| ≤ cz supM |υ0|r.
Part 5. This part of the proof derives certain bounds that are used in Part 6 to deal with the
case when a and/or the metric depend on the coordinate s for the R factor in R×YT (and/or
when the perturbation term p is present in (A.3.1)). As is shown in Part 6, an inequality
that is analogous to the one in (A.5.52) holds in this case provided that the norm of p and its
covariant derivatives is less than c−10 , and provided that
| ∂
∂s
a|+ | ∂
∂s
da| ≤ c−1 and c−1s0 < c−10 (A.5.56)
with c being greater than 1 but less than c0. By way of a reminder, s0 is defined by the
requirement that ∂∂sa 6= 0 only on the [−s0, s0]×YT part of R×YT . This implies that (A.5.56)
can be satisfied if |a+ − a−| ≤ c−1c0−1.
The derivation in Part 4 makes fundamental use of the inequalities that are asserted by
Lemma A.4.1 in the case when a and the metric are independent of s. This application of
Lemma A.4.1 is summarized by (A.5.50). But, a verbatim repetition of the derivation in Part
4 runs afoul of the inequality in the third bullet of the lemma if either a or the metric depends
on s. This is so even when T is finite. The offending terms are
ir
∫
{s}×YT
((BA −BA+) ∧ ∗
∂
∂s
a) + r
∫
I×YT
〈ψ,Rψ〉 − 1
4
∫
I×M
|p|2. (A.5.57)
These terms in (A.5.57) cause problems because the arguments in Part 4 explicitly use the
fact that the function given by the rule s 7→ a(d|s, c+) is decreasing when a and the metric
are independent of s and when p is absent. But noting that the term with |p|2 is bounded
from below in any event by −c0 times the sup norm of |p|, the previous arguments could be
SUTURED ECH IS A NATURAL INVARIANT 115
repeated with only cosmetic changes to accommodate the presence of p. More needs to be
said about the other two terms in (A.5.57).
The second term in (A.5.57) is bounded by c0r because R has compact support on M .
Denote the leftmost term in (A.5.57) by rq. To deal with rq, it is useful to introduce the
function P(|α|2) from (A.5.1). Let
b =
1
2
P(|α|2)|α|−2(α∇Aα− α∇Aα). (A.5.58)
Noting that
db = PFA +P
′∇Aα ∧ ∇Aα, (A.5.59)
write FA = (1−P)FA + db−P′∇Aα ∧ ∇Aα and then write the offending term
rq =
i
2
r
∫
{s}×YT
((1−P)BA ∧ ∗ ∂
∂s
a) +
i
2
r
∫
{s}×YT
(b ∧ ∂
∂s
da)
+
i
2
r
∫
{s}×YT
(P′∇Aα ∧ ∇Aα ∧ ∂
∂s
a)− i
2
r
∫
{s}×YT
(BA+ ∧ ∗
∂
∂s
a).
(A.5.60)
The norm of the rightmost term in (A.5.60) is bounded by c0r. To deal with the remaining
terms, we need an independent bound for the integral of |∇Aψ|2 on sets of the form I × U
with I ⊂ R being an interval of length 1 and with U ⊂ YT being an open subset with compact
closure. Of particular interest is when each point in U has distance at most 4 from M . Such a
bound comes from the Bochner–Weitzenbo¨ck formula using the rightmost equation in (A.2.1).
What with the bounds in Lemma A.4.2, integrating this formula leads to a bound of the form∫
I×YT
σ⋄2(|∇A,sψ|2 + |∇Aψ|2) ≤ c0(1 + r
∫
I×YT
σ⋄2|1− |α|2|). (A.5.61)
To exploit this bound, use the formula in (A.5.60) now to obtain the bound
r|
∫
I
q(s)ds| ≤ c0c−1(1 + r
∫
I×YT
σ⋄2(1−P)|BA|+ r2
∫
I×YT
σ⋄2|1− |α|2|). (A.5.62)
write I as [s−, s+]. Since |BA| ≤ |B(A,ψ)|+ c0r|1− |α|2|+ c0, this last inequality can be used
to replace the third bullet of Lemma A.4.1 by
as−(d|s− , c+)− as+(d|s+ , c+) ≥
1
8
∫
I×YT
(|EA|2 + |B(A,ψ)|2 + 2r(|∇A,sψ|2 + |DAψ|2))
−c0r2c−1
∫
I×YT
σ⋄2|1− |α|2| − c0r.
(A.5.63)
Now use what is said after (A.5.7) with the definitions in (A.5.3) and (A.5.4) replace this by
as−(d|s− , c+)− as+(d|s+ , c+) ≥
1
2
∫
I×YT
(|EA|2 + |B(A,ψ)|2 + 2r(|∇A,sψ|2 + |DAψ|2))
−c0r(c−1l+ 1),
(A.5.64)
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and then use (A.5.22) and (A.5.25) to go from (A.5.62) to the bound
as−(d|s− , c+)− as+(d|s+ , c+) ≥
1
2
∫
I×YT
(|EA|2 + |B(A,ψ)|2 + 2r(|∇A,sψ|2 + |DAψ|2))
−c0r(c−1 sups∈I E(s) + 1).
(A.5.65)
Let x now denote the smaller of c0
−1r and sups∈[−s0−100,s0+100] E(s). The bounds in (A.5.63)
and (A.5.65) for s ∈ [−s0 − 100, s0 + 100] imply two useful inequalities:
a−s0−100(d|−s0−100, c+)− as(d|s, c+) ≥ −κ0c−1rx,
as(d|s, c+)− as0+100(d|s0100, c+) ≥ −κ0c−1rx, (A.5.66)
with κ0 being a positive number that depends only on s0. Taking s = s− in the top inequality
and s = s+ in the bottom inequality, these inequalities with those in the first two bullets of
Lemma A.4.1 imply in turn that
as−(d|s− , c+)− as+(d|s+ , c+) ≤ r(z + κ0c−1x), (A.5.67)
when Ad ≤ rz. This bound and (A.5.65) lead in turn to a bound of the form
o(s) ≤ κ0r(z + c−1x+ 1) when s ∈ [−s0 − 10, s0 + 10], (A.5.68)
with κ0 denoting here and in what follows a number that depends only on s0. In particular,
it does not depend on T .
Part 6. This part of the proof derives an analog of the inequality in (A.5.52) in the case when
a and/or the metric depend on the s coordinate. It uses this analog to draw the analogous
conclusion: There is an r and T independent bound on E . The arguments in this case are
presented in four steps.
Step 1. Fix m > c0. Let τ1 denote the largest s ∈ R such that as(ds, c+) ≥ mr. Suppose
first that τ1 ≥ s0. Given E > 100E , either E(s) ≤ E on [τ1,∞) or not. Suppose for the sake
of argument that E(s) > E on this interval for some s. Let τ denote the largest value of s
with this property. Since τ > s0, the second bullet of Lemma A.4.1 can be invoked to replace
(A.5.50) by
0 ≤ a(d|s, c+) and o(s) ≤ aτ1(d|τ1 , c+) ≤ r(m+ c0E). (A.5.69)
This inequality and Lemma A.5.4 lead to the analog below of (A.5.52):
E ≤ c0(m+ E) + c0r−1/3E4/3 + c0r−1 sup[s,s+1] |q|. (A.5.70)
In the case when c1(det(S)) is a torsion class in H
2
c (M), then there is no |q| term and this
inequality leads to the following analog of (A.5.53):
If E ≤ c0−1r, then E ≤ c0(E +m). (A.5.71)
Arguments that employ (A.5.30) but otherwise differ little from what is done in [31, Section
5d] can be used to prove that (A.5.70) also holds when c1(det(S)) is not torsion. More is said
about this in the next step.
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Step 2. To see about the size of the number τ1, suppose for the sake of argument that
τ1 ≥ s0 + 100. It then follows from (A.5.24) that E(s) ≤ c0(E +m) on [τ1 − 100,∞). This
implies in turn that m(s) ≤ c0(E+m) on [τ1−50,∞). The latter bound can be used to invoke
Lemma A.4.5 on [τ1− 40,∞). As explained directly, there is a tension between the bounds in
Lemma A.4.5 and the fact that aτ1(d|τ1 , c+) = mr.
This tension plays out via a modified version of the bounds given in Lemma A.5.4. In
particular, the bounds in Lemma A.4.5 for |∇Aψ| can be used to replace the bound on the
contribution to a from the integral r〈ψ,DAψ〉 that is derived in Step 1 of the proof of Lemma
A.5.4 by c0r
1/2e1/2 + c0Ee
−√r/cz . Meanwhile, the bounds in Lemma A.4.5 imply bounds for
|BA| in terms of r(1 − |α|2); and these can be used in Step 5 of the proof of Lemma A.5.4
to replace the right hand side of (A.5.41) by c0r
2/3e4/3. These replacements then lead to the
inequality
as(d|s, c+) ≤ c0(1 + E + r1/2E1/2 + r2/3E4/3 + rE)− 1
2
rE + |q| (A.5.72)
which holds when s ∈ [τ1 − 20,∞). Since E ≤ c0(E +m) and as(d|s, c+) = mr, the s = τ1
version of this inequality leads to the following conclusions: if c1(det(S)) is a torsion class in
H2c (M) (so there is no q term), then
m ≤ c0 if m ≤ c0−1r. (A.5.73)
If c1(det(S)) is not torsion, a modification of arguments from [31, Section 5d] leads to the
same conclusion. The next paragraphs say more about this.
To deal with q, let q denote a number greater than 100 and let τ2 denote the largest number
s ∈ [τ1,∞) where |q| = q . For s > τ2, there is an a priori bound on as(d|s, c+) and an a priori
bound on E , first on [τ2 + 100,∞) and then, by invoking (A.5.24), on the larger interval
[τ2 − 1 − −,∞). The inequalities in Lemmas A.4.5 and A.4.6 are then used just as their
analogs are used in [31, Section 5d] to prove that |q| ≤ c0q for s ≥ τ2 − 100 if q ≥ c0E.
This is done by using (A.5.55) and the bound |q′ − q| ≤ c0 supM |υ0|E with υ0 chosen so that
ω0+ dυ0 has support very near a conveniently chosen embedded surface in M that is dual to
c1(det(S)). Proposition A.5.1 is then invoked on [τ2 − 100,∞) to view q as an approximation
to the intersection number between a pseudo-holomorphic curve and this embedded surface.
It follows as a consequence that the bound q is not realized on the interval [τ1,∞) unless
q ≤ c0E.
Step 3. Turning (A.5.73) around, one can conclude that if c0(E + z) ≤ m < c0−1r and if
τ1 ∈ [s0+10,∞) is such that aτ1(d|τ1 , c+) = mr, then it must be that τ1 ≤ s0+100. This step
uses the preceding conclusion to prove that sups∈R as(d|s, c+) < (cz+ c0E)r. To do this, fix for
the moment s ∈ [−s0− 150, s0 +150]. Since (A.5.7) bounds l from below by −cz, integrating
both sides of (A.5.26) over the interval [s, s + 1] leads to an inequality for E on the interval
[−s0 − 150, s0 + 150] that reads
d
ds
E + 2E ≥ m− cz − |
∫
I
q(s)ds|, (A.5.74)
with q(s) being
∫
{s}×YT ((BA −BA0)∧ ∗
∂
∂sa). Use Lemma A.4.4’s bound for |BA| by c0r with
(A.5.62) to bound the absolute value of the integral of q in (A.5.74) by c0c
−1m. Granted the
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latter bound, and granted that c−1 < c0−1, then (A.5.73) implies that
d
ds
E + 2E ≥ c0−1m− cz, (A.5.75)
for s ∈ [−s0 − 150, s0 + 150]. Integrating (A.5.75) leads in turn to the bound
E(s) ≤ c0E(−s0 − 150) + cz ≤ c0(E +m) + cz, (A.5.76)
for s ∈ [−s0 − 150, s0 + 150].
To bound in (A.5.76) implies that the number x that appears in (A.5.66)–(A.5.68) is no
greater than cz(E +m). With this understood, suppose that s ∈ [−s0 − 100, s0 + 100] is such
that as(d
u+ |s) = mr. It then follows from (A.5.66) that
a−s0−100(d−s0−100, c+) ≥ (1− κ0c0c−1)mr − κ0c−1c0rE − κ0czr. (A.5.77)
Supposing that c > κ0c0, this implies in turn that
a−s0−100(d|−s0−100, c+) ≥
1
2
mr − rE − κ0czr. (A.5.78)
The preceding with the first bullet of Lemma A.4.1 leads to the conclusion that
a−(c−, c+) ≥ 1
2
mr − rE − κ0czr. (A.5.79)
Now, by assumption, Ad ≤ rz which is to say that a−(c−, c+) ≤ rz. The latter bound with
(A.5.79) leads to a bound on m and thus to the conclusion that as(d|s, c+) ≤ c0r(cz + E) if
s ∈ [−s0 − 100,∞). The top bullet of Lemma A.4.1 then implies the same for all s ∈ R.
Step 4. Having determined that as(d|s, c+) ≤ c0r(cz + E) for all s ∈ R, then the arguments
that led to (A.5.69)–(A.5.71) can be repeated to obtain the following conclusion: Suppose
that E ≥ 100E and that τ1 is the largest s ∈ R such that E(s) = E. If r is greater than a
number that depends only on E, then
E ≤ cz + c0E if E ≤ c0−1r. (A.5.80)
This then gives a uniform bound for E for all s ∈ R. As explained previously, the latter bound
is what is needed to complete the proof of Proposition A.5.2. 
A.6. Convergence of instantons as T →∞. This section uses Proposition A.5.2 to prove
the instanton analogue of Lemma A.2.10. To set the notation, fix T ∈ (16,∞] for the moment
and suppose that d is an instanton solution to (A.3.1) on R×YT . Let c− and c+ again denote
the respective s→ −∞ and s→∞ limits of d|s. The upcoming proposition uses ιd to denote
the spectral flow between the c− and c+ versions of the operator that appears in (A.2.2). Note
in this regard that this spectral flow between Lc− and Lc+ is defined when T is finite as in
[26]. When T = ∞, these operators are still Fredholm, and essentially self-adjoint (by virtue
of Lemma A.2.2). The spectral flow can be defined as in [26] if there exists a 1-parameter
family of such operators that interpolate between Lc− and Lc+ . And, there exists such a family
when there is an instanton d whose respective s → ±∞ limits are c− and c+. (The required
1-parameter family of operators exists when there is a smoothly varying family of admissible
pairs {(As, ψs)}s∈R of connection on E and section of S (over Y∞) that interpolate between
c− and c+ as s→ ±∞. An instanton supplies just such a family because of Lemma A.3.4.)
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The upcoming proposition also reintroduces the positive number s0 from the beginning of
Section A.3: It is chosen so that the s-dependence of a is confined to the −s0 < s < s0 part
of R× YT .
Proposition A.6.1. There exists κ > 1, and given E > 1, there exists κE > 1; these numbers
κ and κE have the following significance: Assume that c > κ and that the supremum norm of
p and its covariant derivative are less than c−1. Also assume that∣∣∣∣ ∂∂sa
∣∣∣∣+ ∣∣∣∣ ∂∂sda
∣∣∣∣ ≤ c−1 and s0 < κ−1c.
Suppose that either {T (k)}k=1,2,... is an increasing, unbounded sequence of numbers (each
greater than 16), or that T (k) = ∞ for each positive integer k. Fix r > κE . For each integer
k ∈ {1, 2, . . . }, let dk = (Ak, ψk) denote an instanton solution to (A.3.1) on R×YT (k) obeying
lim
s→±∞e(dk|s) ≤ E and such that the absolute value of the spectral flow ιdk is bounded by Er.
There exists
(1) an instanton solution d = (A,ψ) to (A.3.1) on R× Y∞ with sups∈Rm(s) ≤ κE ,
(2) a subsequence Λ of positive integers,
(3) a sequence {gk}k∈Λ with any given k ∈ Λ version of gk mapping R× (YT (k)rNT (k)) to S1,
(4) a sequence {uˆk}k∈Λ with any given k ∈ Λ version of uˆk mapping R×NT (k) to S1.
The data d, Λ, {gk}k∈Λ, and {uˆk}k∈Λ have the properties listed in the subsequent bullets. The
first two bullets use I ⊂ R to denote any given bounded interval.
• The sequence indexed by Λ whose kth term is the C0 norm of er dist(·,M)/κ(g∗kdk − d) on
I × (YT (k) rNT (k)) is bounded and has limit zero as k →∞.
• For each positive integer m, the sequence indexed by Λ whose kth term is the Cm norm of
(g∗kdk − d) on I × (YT (k) rNT (k)) has limit zero as k →∞.
• For each positive integer m, the sequence indexed by Λ whose kth term is the Cm norm of
(uˆ∗kdk − (θ0, ψI)) on R×NT (k) has limit zero as k →∞.
With regards to the convergence on bounded parts of the R factor in the first and second
bullets of the proposition, the convergence on the whole of R× (YT (k)rNT ) can’t be claimed
because there will almost surely be cases where the limit is a “broken trajectory” that looks
like the gluing of widely separated instantons (with respect to the parameter s for the R
factor). (The notion of a “broken trajectory” is discussed at length in [19], see first the end
of Chapter 2.1 in [19], and then Chapter 16 in [19].)
Proof of Proposition A.6.1. Suppose first that the sequence {Adk}k=1,2,... is bounded by rz.
Granted this bound, then (as asserted by the last bullet of Proposition A.5.2) the following is
a consequence: If r is greater than a number that depends only on z and E , then the sequence
whose kth term is the dk version of sups∈Rm(s) is bounded. In addition (because of Lemma
A.4.3 assuming the lower bound for r is greater than z), the conclusions of Lemmas A.4.5
and A.4.6 hold for each (Ak, ψk) with k-independent versions of κ. By virtue of the bounds
from these lemmas, there is a subsequence Λ ⊂ {1, 2, . . . } and a corresponding sequence of
gauge transformations {gk}k∈Λ and {uˆk}k∈Λ that obey the assertions of the three bullets of
the proposition.
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With the preceding understood, it remains to prove that the assumptions about the s→ ±∞
limits of dk|s lead to an a priori bound on {Adk}k=1,2,.... The nine steps that follow derive
such a bound.
Step 1. Supposing that d is an instanton solution to (A.3.1), let c− = (A−, ψ−) and c+ =
(A+, ψ+) denote the respective s → ±∞ limits of d|s. Assume that e(c−) and e(c+) ≤ E . It
follows from the formula in (A.4.1) that
a−(c−, c+) = −1
2
∫
YT
(A− −A+) ∧ ∗(BA− +BA+) + e, (A.6.1)
with e obeying |e| ≤ c0rE . As explained in Part 3 of the proof of Proposition A.5.2, the
solution c+ defines a map u+ : YT rM → S1; its salient feature being that the E summand of
u+ψ+ can be written as 1 − z+ with z+ being real and having norm at most 11000 . It follows
from Lemma A.2.9 that |z+| ≤ c0e−
√
r dist(·,M)/c0 . Moreover, A+ − u−1+ du+ can be written as
θ0 + a+ where the distance to M is greater than c0 with the norm |a+| ≤ c0e−
√
r dist(·,M)/c0
also. Since e(c−) ≤ E , there is a c− analogue of this map, the latter denoted by u−. There is
a corresponding z− and a−. Let u = u−u−1+ . These bounds for z+, z−, |a+| and |a−| imply
that the iR-valued 1-form A− can be written where the distance to M is greater than c0 as
A− = A+ − u−1du+ a− − a+ with |a− − a+| ≤ c0e−
√
r dist(·,M)/c0 . (A.6.2)
In the case T =∞, the map u obeys
lim
dist(·,M)→∞
(|u− 1|+ |du|) = 0. (A.6.3)
This is a consequence of (A.3.6) given the assumption that there is an instanton with s→ −∞
limit equal to c− and with s→∞ limit equal to c+.
Fix R♦ ∈ (1, c0) so that the bounds in (A.6.2) hold where the distance to M is greater than
R♦ and so that the E components of both u+ψ+ and u−ψ− differ from 1 by at most 11000
where the distance to M is greater than c0. Let σ♦ denote a smooth, non-negative function
that is equal to 1 where the distance toM is less than R♦ and equal to zero where the distance
to M is greater than R♦+ 1. It follows from the bounds in (A.6.2) and from those in Lemma
A.2.9 that
−1
2
∫
YT
(A− −A+) ∧ ∗(BA− +BA+) =−
1
2
∫
YT
σ♦(A− −A+) ∧ ∗(BA− +BA+)
+
1
2
∫
YT
(1− σ♦)u−1du ∧ ∗(BA− +BA+) + e′, (A.6.4)
with e′ being a term whose norm is at most c0e−
√
rR♦/c0 . Moreover, an integration by parts
(with (A.6.3) in the case T =∞) writes the right hand side of (A.6.4) as
− 1
2
∫
YT
σ♦(A− −A+) ∧ ∗(BA− +BA+)−
1
2
∫
YT
dσ♦ ∧ u−1du ∧ (a− + a+) + e′′, (A.6.5)
with e′′ being a term whose norm is also bounded by c0e−
√
rR♦/c0 .
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Step 2. Let Ω ⊂ YT denote an open set in the dist(·,M) < R♦ + 10 part of YT with smooth
boundary. Assume that Ω contains the dist(·,M) ≤ R♦+8 part of YT so that ∂Ω has distance
between R♦ + 8 and R♦ + 10 from M . Use eˆ in what follows to denote the normal vector to
∂Ω. Hodge theory for manifolds with boundary can be used to write A− −A+ on Ω as
A− −A+ = aΩ + df+ v (A.6.6)
where aΩ is coclosed and it annihilates eˆ along ∂Ω. In addition, aΩ is L
2-orthogonal to
all harmonic 1-forms on Ω that annihilate eˆ on ∂Ω. Meanwhile, f is an iR-valued smooth
function on Ω and v is an iR-valued harmonic 1-form on Ω that annihilates eˆ on ∂Ω. (The
decomposition in (A.6.6) is a ‘Hodge’ type decomposition: It is writing A− − A+ as a sum
of three terms which are pairwise L2 orthogonal on Ω by virtue of the boundary constraints.
The first (which is aΩ) is annihilated by d
†, the second (which is df) is annihilated by d, and
the third (which is v) is annihilated by both d and d†.)
Keeping in mind that the support of σ♦ is inside Ω, the Green’s function for the first order
operator d+∗d∗ can be used to bound the absolute value of the aˆΩ contribution to the leftmost
integral in (A.6.5) by c0r
2/3E4/3. Meanwhile, the sum df + v can be written as −u−1du + v∗
with u being a smooth map from Ω to S1 and with v∗ being a harmonic 1-form on Ω with
norm bounded by c0. The absolute value of the v∗ contribution to the leftmost integral in
(A.6.5) is bounded by c0E .
The contribution from u−1du to the left most integral in (A.6.5) can be dealt with as follows:
Let ω0− and ω0+ denote the respective A− and A+ versions of the 2-form ω0 that appears
in Lemma A.5.4. Keeping in mind that ω0− and ω0+ have compact support in M , the u−1du
contribution to this same integral is written as
− i
2
∫
YT
u−1du∧ (ω0−+ω0+)+ 1
2
∫
YT
σ♦u
−1du∧ ((∗BA− + iω0−)+ (∗BA+ + iω0+)). (A.6.7)
A second integration by parts writes the rightmost integral in (A.6.7) as
1
2
∫
YT
dσ♦ ∧ u−1du ∧ ((A− −A0−) + (A+ −A0+)) (A.6.8)
with A0− and A0+ being connections on E that can be written on YTrM as A0− = θ0+u−1− du−
and A0+ = θ0 + u
−1
+ du+; and have respective curvatures given by −iω0− and −iω0+. Since
a+ is defined by writing A+ = θ0 + u
−1
+ du+ + a+ and a− is defined by writing A− = θ0 +
u−1− du− + a−, it follows that (A.6.8) can also be written as
1
2
∫
YT
dσ♦ ∧ u−1du ∧ (a− + a+). (A.6.9)
What with (A.6.7) and (A.6.9), the expression in (A.6.5) can be written as
− i
2
∫
YT
u−1du ∧ (ω0− +ω0+) + 1
2
∫
YT
dσ♦ ∧ (u−1du− u−1du) ∧ (a− + a+) + e′′′ (A.6.10)
where |e′′′| ≤ c0r2/3E4/3.
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Step 3. The absolute value of the dσ♦ ∧ (u−1du − u−1du) ∧ (a− + a+) integral in (A.6.10)
is also bounded by c0r
2/3E4/3. This is because the definitions of u and u are such that the
iR-valued 1-form A−−A+ on the support of dσ is equal to a−−a++u−1du on the one hand,
and equal to aΩ + v∗ + u−1du on the other. Thus,
|u−1du− u−1du| ≤ c0(|aΩ|+ |v∗|+ |a−|+ |a+|). (A.6.11)
Aforementioned bounds for the various terms on the right hand side of (A.6.11) lead to the
c0r
2/3E4/3 bound for the absolute value of the dσ♦ ∧ (u−1du− u−1du)∧ (a− + a+) integral in
(A.6.10).
If ω0− +ω0+ defines torsion classes in H2c (M), then the leftmost term on the right hand
side of (A.6.10) vanishes. In this special case, it follows from what has been said previously
that |a−(c−, c+)| ≤ c0(rE + r2/3E4/3).
Suppose henceforth that the sum ω0− +ω0+ is not torsion. The spectral flow information
must be used in this case to obtain the desired bound on |a−(c−, c+)|. This is done by
introducing af−(c−, c+) = a−(c−, c+) − 2π2ιd when d is an instanton solution to (A.3.1) with
d|s having s → −∞ limit equal to c− and s → ∞ limit equal to c+. The assumption that
|ιdk | ≤ Er in the proposition implies that |Adk | ≤ cEr if the absolute value of af−(c−, c+) is
bounded by cEr. The proof that this is so is a bit tricky because the spectral flow for different
values of k is defined by operators on different Hilbert spaces.
The plan for proving the desired bounds on af−(c−, c+) is to repackage the definition of ιd
so that all of the spectral flows are for operators on the same Hilbert space, this being the
space L21(Y2R;T
∗Y2R ⊕ R ⊕ S) for a suitable value of R bounded by cE . This repackaging of
the spectral flow occupies Steps 4–8. Step 9 uses this repackaging to complete the proof of
Proposition A.6.1.
Step 4. Letting κE denote the number supplied by Lemma A.2.9, fix R = 2κE . Suppose that
T > 2R and that (A,ψ) is a pair defined on YT that is admissible if T =∞ and in any event
has the properties that are listed below.
• |β| ≤ e−
√
rR/c0 where the distance to M is greater than 12R.
• There is a gauge transformation uˆ : YT rM → S1 such that the following hold where the
distance to M is greater than 12R:
(1) uˆα = (1− z) with z being a real number with norm bounded by c0e−
√
rR/c0 .
(2) A = θ0 + uˆ
−1duˆ+ aˆ with |aˆ| ≤ c0e−
√
rR/c0 .
(A.6.12)
A c0 lower bound on r is chosen so that the e
−√rR/c0 bound in (A.6.12) is much less than 1.
Note that Lemma A.2.9 guarantees that these conditions are met if r > cE and T > cE when
(A,ψ) is an e ≤ E solution to (A.2.1).
Let σ+ denote a non-negative function on YT that equals 1 where the distance to M is less
than R + 4 and equals zero where the distance to M is greater than R + 5. The pair (A,ψ)
now defines a pair (AR, ψR) on Y2R by setting (AR, ψR) = (A,ψ) where the distance to M is
less than R + 4 and setting (AR, ψR) to be (θ0 + σ+aˆ, ψI + σ+(uˆψ − ψI)) where the distance
to M is greater than R+ 4.
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Let σ− denote another non-negative function on YT , this one equaling 1 where the distance
to M is less than R and equaling zero where the distance to M is greater than R + 1. The
pair (A,ψ) now defines a new pair on YT ; this new pair is denoted by (A∗, ψ∗). This is a pair
of a connection on C and section of the canonical spin bundle SI that is defined by setting
(A∗, ψ∗) = (θ0 + (1− σ−)aˆ, ψI + (1− σ−)(uˆψ − ψI)).
Let L denote the version of (A.2.2) on YT that is defined by (A,ψ) and let L∗ denote the
version of (A.2.2) that is defined on YT by the pair (A∗, ψ∗). Meanwhile, let LR denote the
version of the operator in (A.2.2) on Y2R that is defined by (AR, ψR).
Step 5. Let σ denote yet a third nonnegative function; it is equal to 1 where the distance to
M is less than R + 2 and it is equal to zero where the distance to M is greater than R + 3.
Let S(dσ) denote the homomorphism defined by Lσ− σL, this being independent of the pair
(A,ψ); it depends only on the symbol of L. The homomorphism S(dσ) has compact support
where the distance to M is between R+ 2 and R+ 3.
Let (ηR, η∞) denote a pair with ηR being a section on Y2R of (T ∗Y2R⊕R)⊕S and η∞ being
a section on YT of the analogous (T
∗YT ⊕R)⊕ SI version of this bundle. Suppose in addition
that λ is a real number and that (ηR, η∞) obey the coupled equations
LRηR +S(dσ)(ηR − η∞) = ληR and L∗η∞ +S(dσ)(ηR − η∞) = λη∞. (A.6.13)
Set η = σηR + (1 − σ)η∞ to be viewed as a section on YT of (T ∗YT ⊕ R)⊕ S. It follows from
(A.6.13) that this section obeys Lη = λη. (Note that LR = L∗ on the support of dσ. This is
the reason for having three cut-off functions σ, σ−, and σ+ instead of just one.)
Conversely, if r > c0 and |λ| ≤ c−10 r1/2 and η is a section on YT of (T ∗YT ⊕ R) ⊕ S that
obeys Lη = λη, then there is a unique pair (ηR, η∞) obeying (A.6.13) with the property that
η = σηR + (1− σ)η∞. The proof that this is so is in the next paragraphs.
To start, let σ0 denote a nonnegative function that equals 1 where the distance to M is less
than R+1 and equal 0 where the distance to M is greater than R+2. With σ0 in hand, write
ξR = σ0η + σ(1 − σ0)η and ξ∞ = (1 − σ0)η + σ(1 − σ0)η. View the former as being defined
on Y2R and the latter as being defined on YT but with the spinor bundle SI. The definitions
are designed so that η = σξR + (1 − σ)ξ∞. The pair (ξR, ξ∞) does not obey (A.6.13), but if
r > c0 and |λ| < c−10 r1/2, then Lemma A.2.1 can be used to see that the difference between
the right and left hand sides of the two equations in the (ξR, ξ∞) version of (A.6.13) has norm
bounded by e−
√
rR/c0 .
With the preceding in mind, suppose that φ is a section of (T ∗YT ⊕ R)⊕ SI. If
ηR = ξR + (1− σ)φ and η∞ = ξ∞ − σφ, (A.6.14)
then σηR + (1− σ)η∞ is also equal to η. Meanwhile, (ηR, η∞) will obey (A.6.13) if φ obeys
L∗φ−λφ = −(LRξR+S(dσ)(ξR− ξ∞)−λξR)+ (L∞ξ∞+S(dσ)(ξR− ξ∞)−λξ∞). (A.6.15)
Keep in mind that the right hand side of (A.6.15) is non-zero only where the distance to M
is between R+1 and R+4 and that its norm in any event is bounded by e−
√
rR/c0 . Since L∗
differs from LI by a homomorphism with norm bounded by e−
√
rR/c0 , it follows from Lemma
A.2.1 that there is a unique solution φ to (A.6.15) if r > c0 and |λ| ≤ c−10 r1/2.
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Step 6. As noted previously, the operators LI and L∗ differ when r > c0 by a zeroth order
operator whose norm is bounded by c0e
−√rR/c0 . It follows as a consequence of Lemma A.2.1
that the right hand equation in (A.6.13) can be solved for η∞ in terms of ηR when r is larger
than c0 and |λ| < c0r1/2. In particular, it follows from Lemma A.2.1 that this solution obeys
||η∞||2 ≤ e−
√
rR/c0 ||ηR||2. Keeping this fact in mind, the right hand equation in (A.6.13) can
be solved for η∞ in terms of ηR to write the left hand equation in (A.6.13) as
LRηR +S(dσ)ηR + TT,λ(ηR) = ληR (A.6.16)
where TT,λ is the operator
TT,λ = −S(dσ) 1L∗ − λ−S(dσ)S(dσ). (A.6.17)
The operator TT,λ is a compact operator on L
2(Y2R;T
∗Y2R ⊕ R⊕ S) that obeys
||TT,λb||2 ≤ c0r−1/2||b||2 (A.6.18)
for any b ∈ L2(Y2R;T ∗Y2R ⊕ R⊕ S).
Keep in mind TT,λ is an operator on YR but that it nonetheless depends on the value of
T . This is because L∗ − λ − S(dσ), whose inverse appears in the definition, is acting on
L21(YT ;T
∗YT ⊕ R⊕ S). This is why the subscript T is used in the notation.
Step 7. To summarize from the previous step: Suppose that r > cE , that R > cE , and
that T > c0R. Fix λ ∈ R with norm bounded by c−10 r1/2. Then the kernel of L − λ on
L21(YT ;T
∗YT ⊕ R⊕ S) is in 1–1 correspondence with the kernel of LR +S(dσ) + TT,λ on the
space L21(Y2R;T
∗Y2R ⊕ R ⊕ S). With the preceding fact in mind, introduce Q to denote the
operator on L21(Y2R;T
∗Y2R ⊕ R⊕ S) given by
Q = LR +S(dσ) + TT,0 (A.6.19)
with TT,0 denoting the λ = 0 version of the operator in (A.6.16). It follows from what was
said prior to (A.6.19) that the kernel of Q is in 1–1 correspondence with the kernel of L acting
on L21(YT ;T
∗YT ⊕ R⊕ S).
Step 8. This step argues that there is very little spectral flow between any given version of
the operator depicted in (A.6.19) and the corresponding version of LR. To see this, note first
that if η is an L21 section of T
∗Y2R ⊕R⊕ S, then ||(Q−LR)η||2 ≤ c0||η||2 because of (A.6.18)
and because |dσ| ≤ c0. With this bound in hand, then the framework in [25] can be used
to see that a given eigenvalue can move a distance at most c0 as the parameter µ ∈ [0, 1] is
changed in the family of operators
µ→ LR + µ(S(dσ) + TT,0). (A.6.20)
By way of a reminder, the eigenvalues for the various µ ∈ [0, 1] members of the family can
be labeled consistently as functions of µ to define piecewise differentiable paths in R. Let
µ→ λ(µ) denote such a path. The fact that |λ(0) − λ(1)| ≤ c0 implies that only eigenvalues
that start with norm less than c0 can cross zero and thus contribute to the spectral flow.
Now if m ∈ [1, c−10 r1/2] and if |λ| ≤ m and if η is an eigenvector with eigenvalue λ, then |η|
must have most of its support where 1 − |α| ≥ c−10 . This is a consequence of Lemma A.2.1.
Given what is said by (A.6.12), the latter fact can be used to see that the number of linearly
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independent eigenvectors with eigenvalue λ with norm less thanm is bounded by c0m(ln r)
c0E .
The arguments for this are much like those in the article [27] that prove Proposition 3.1 in
this same article.
Step 9. In the context of Proposition A.6.1, let cR− = (AR−, ψR−) and cR+ = (AR+, ψR+)
denote the respective versions of (AR, ψR) that are obtained using first c = u−c− and then
using c = u+c+. The analysis done in Steps 1 and 2 that lead to the depiction of a−(c−, c+)
in (A.6.10) can be repeated to write
a−(cR−, cR+) = − i
2
∫
YT
u−1du ∧ (ω0− +ω0+) + eR (A.6.21)
with eR obeying |eR| ≤ c0(rE + r2/3E4/3). Given what is said in Step 3 about (A.6.10), it
follows that
|a−(c−, c+)− a−(cR−, cR+)| ≤ c0(rE + r2/3E4/3). (A.6.22)
Let ιR denote the spectral flow between the cR− version of the operator LR and the cR+
version. It follows from (A.6.22) and from what is said in Steps 5–7 that
|(a−(c−, c+)− 2π2ιd)− (a−(cR−, cR+)− 2π2ιR)| ≤ c0(rE + r2/3E4/3) (A.6.23)
also. This inequality in (A.6.23) is used in the next step to bound |a(c−, c+)− 2π2ιd| given a
bound for |a−(cR−, cR+)− 2π2ιR|.
The advantage of using a−(cR−, cR+) − 2π2ιR as a proxy for a−(c−, c+) − 2π2ιd is that
the manifold in the former case is Y2R with R being a fixed O(c0) number. This means
that estimates that involve geometric properties are uniform. In particular, the analysis
that proves Proposition 1.9 in [27] can be repeated with only cosmetic changes to see that
|a−(cR−, cR+) − 2π2ιR| ≤ c0r2/3E4/3(ln r)c0 . Given the latter bound, it then follows from
(A.6.23) that
|a−(c−, c+)− 2π2ιd| ≤ c0(rE + r2/3E4/3(ln r)c0). (A.6.24)
Apply the bound in (A.6.24) to the sequence in Proposition A.6.1 to obtain the desired a
priori bound on {Adk}k=1,2,.... 
A.7. Comparing instantons on Y∞ and YT . The propositions in this section assert
compactness theorems for moduli spaces of instantons on R×Y∞ and R×YT for T <∞. This
is done by invoking Proposition A.6.1; but to invoke the latter, a number E > 1 must be fixed
in advance and then attention restricted to those instantons whose s→ ±∞ limits have e < E .
An integer i must also be fixed a priori so as to consider only instantons with |ιd| ≤ i. The
upcoming propositions consider only the cases ιd = 1 and ιd = 0. Note that Proposition A.6.1
requires a certain a priori bound for the pointwise norms of the s-derivatives of both a and
da, and it requires a bound for the pointwise norms of p and its covariant derivatives. These
bounds are assumed (implicitly) to hold in this section so that appeals to Proposition A.6.1
can be made.
So as to avoid talking about broken trajectories (they are defined as in Chapter 16 in
[19]), the upcoming Proposition A.7.1 assumes implicitly that there are no instantons that
interpolate between the e < cE solutions on Y∞ with ιd < i except the s-independent solution in
the case when a and the metric are independent of s. On a very much related note, Proposition
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A.7.1 also introduces the notation of an instanton being unobstructed. This means that the
operator depicted in (A.3.2) has trivial cokernel.
With regards to the statement of Proposition A.7.1, keep in mind that when a and the
metric are independent of s and when p is absent from (A.3.1), there is an action of the
semi-direct product of R and C∞(R × Y∞;S1) on the space of solutions, with the R action
induced by the action of R as the group of translations along the R factor of R× Y∞.
Proposition A.7.1. Given E > 1 there exists κE > 1 with the following significance: Fix
r > κE and assume that the operator L in (A.2.2) that is defined by any e < κE solution of
(A.2.1) on Y∞ with a = a− or with a = a+ has trivial cokernel. Assume in addition that there
are no non-constant solutions to either the a = a− or a = a+, constant metric, and p = 0
version of (A.3.1) on R× Y∞ with ιd ≤ 0 and with lims→±∞ e(d|s) ≤ κE .
• Suppose that a and the metric are independent of the coordinate s and that p = 0 in
(A.3.1). The space of R × C∞(R × Y∞;S1) orbits of instanton solutions to (A.3.1) on
R× Y∞ with ιd = 1 and lims→±∞ e(d|s) ≤ E is compact. This space is finite if each of its
instantons is unobstructed.
• Suppose that a and/or the metric depend on the coordinate s, and/or that p in (A.3.1)
is non-zero. Assume that there are no instanton solutions to (A.3.1) on R × Y∞ with
lims→±∞ e(d|s) ≤ E and ιd < 0. Then, the space of C∞(R × Y∞;S1) orbits of instanton
solutions to (A.3.1) on R × Y∞ with ιd = 0 and lims→±∞ e(d|s) ≤ E is compact. This
space is finite if each of its instantons is unobstructed.
Proof. Supposing that r is greater than a number rE that depend only on E , then, Proposition
A.6.1 with Lemma A.4.5 can be used to see that any sequence of instanton solutions to
(A.3.1) with ιd = 1 in the case of the top bullet and with ιd = 0 in the case of the lower bullet,
and in either case with lims→±∞ e(d|s) ≤ E must converge to a broken trajectory with each
constituent instanton having s→ ±∞ limit with e bounded by a number that is determined
a priori only by E . (Numbers of this sort are denoted by cE in what follows. As before, the
precise value can be assumed to increase between successive appearances.) The convergence
here is analogous to that described in Chapter 16 of [19] which considers the case of a compact
3-manifold.
To elaborate slightly: Let {dk}k∈Λ denote a sequence of instanton solutions that obey the
constraints for either the first or the second bullet of Proposition A.7.1. Now let {sk}k=1,2,...
any sequence of real numbers. Given such a sequence, let {d′k}k=1,2,... denote the sequence of
instantons that is defined by the rule whereby
d′k
∣∣
s
= dk
∣∣
s−sk for each k ∈ {1, 2, . . . }.
Thus, d′k is obtained from dk by translating a distance sk in the R factor. Proposition A.6.1
can be invoked for each such translated sequence. (Translation along the R factor does not
change the a priori upper bound for the versions of the function m on R from the last bullet of
Proposition A.5.2; nor does it change the bound on the various versions of Ad.) The arguments
in Chapter 16 of [19] can be repeated with only cosmetic changes to obtain a subsequence
Λ ⊂ {1, 2, . . . }, a positive integer N less than cE and a collection of N sets of translations (to
be denoted by {{sα,k}k∈Λ}α∈{1,...,N} that have the following properties:
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• For any distinct α,β ∈ {1, . . . ,N} with α > β, the sequence {sα,k− sβ,k}k∈Λ is a positive,
increasing and unbounded sequence.
• Each {sα,k}k∈Λ version of {d′k}k∈Λ converges after termwise gauge transformations in the
manner of the three bullets of Proposition A.6.1 to a non-constant instanton on R × Y .
This solution is denoted by d∗α.
• The finite set {{sα,k}k∈Λ}α∈{1,...,N} is maximal in the following sense: If {sk}k∈Λ is any
sequence in R with {|sk−sα,k|}k∈Λ increasing and unbounded, then any Proposition A.6.1
limit of the corresponding {d′k}k∈Λ is a constant solution on R×Y (which is to say that it
is gauge equivalent to the pull-back to R×Y via the projection map to Y of an admissible
solution to (A.2.1).)
(A.7.1)
The collection {d∗α}α∈{1,...,N} is the broken instanton limit of {dk}k∈Λ. The assertion that
the maximal number of non-trivial instanton limits is finite in the sense of the third bullet
of (A.7.1) is ultimately a consequence of two properties of what is denoted by a(c, c′) in
(A.4.1). The first (noted in the paragraph after (A.4.1)) is that it is additive in the sense that
a(c, c′) + a(c′, c′′) = a(c, c′′). The second (noted by the first bullet of Lemma A.4.1) is that it
is decreasing where a is independent of the s coordinate on the R factor in R× Y .
The first bullet in (A.7.1) and the third bullet in (A.7.1) have the following implications
about the broken instanton {d∗α}α∈{1,...,N}:
• The s→ −∞ limit of {d∗1
∣∣
s
} is the k → −∞ limit of lims→−∞{dk
∣∣
s
}k∈Λ.
• The s→∞ limit of each α ∈ {1, . . . ,N− 1} version of {d∗α
∣∣
s
} is the same (up to a gauge
transformation) as the corresponding s→ −∞ limit of {d∗α1
∣∣
s
}.
• The s→∞ limit of {d∗N
∣∣
s
} is the k →∞ limit of lims→∞{dk
∣∣
s
}k∈Λ.
(A.7.2)
These last bullets imply that the sum of the various α ∈ {1, . . . ,N} versions of Ad is equal
to the k →∞ limit of the various dk versions of Ad (remember that a in (A.4.1) is additive).
This is analogous to what happens in the compact case as discussed in [19].
Also as is the case in [19], the respective values of ιd for the constituent instantons from the
broken instanton set {d∗α}α∈{1,...,N} must add up to 1 in the case of the top bullet of Proposition
A.7.1; and they must add up to 0 in the case of the lower bullet. This is proved by a gluing
argument which (given Lemmas A.2.2 and A.2.3, and (A.7.2)) differs only cosmetically from
the arguments in [19, Chapter 19] that imply the analogous assertions were Y∞ compact.
Since the assumptions preclude the existence of ιd < 1 instantons when a and the metric are
constant, it follows that there is just one constituent broken instanton in the case of either
the top or the lower bullet. Granted that this is so, then it follows directly that the space of
R× C∞(R× Y∞;S1) orbits is compact.
The assertion that this moduli space is finite if each element is unobstructed follows from
a local slice theorem that is the instanton equivalent of the slice assertion made by Lemma
A.2.8. What with Lemma A.4.5 and the a priori bound m bound from Proposition A.5.2, the
proof of this instanton version is not so different from the proof of Lemma A.2.8. This being
the case, the details are left to the reader. 
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The next proposition gives conditions that lead to a 1–1 correspondence between gauge
equivalence classes of instanton solutions to (A.3.1) on R × YT and instanton solutions to
these same equations on R× Y∞.
Proposition A.7.2. Given E > 1 there exists κE > 1 with the following significance: Fix
r > κE and assume that the operator L in (A.2.2) that is defined by any e < κE solution of
(A.2.1) on Y∞ with a = a− or with a = a+ has trivial cokernel. Assume in addition that there
are no non-constant solutions to either the a = a− or a = a+, constant metric, and p = 0
version of (A.3.1) on R× Y∞ with ιd ≤ 0 and with lims→±∞ e(d|s) ≤ κE .
• Suppose that a and the metric are independent of the coordinate s and that p = 0 in
(A.3.1). Assume in addition that each instanton solution to (A.3.1) on R × Y∞ that has
ιd = 1 and lims→±∞ e(d|s) ≤ E is unobstructed. If T is sufficiently large (given r), then the
space of R×C∞(R×YT ;S1) orbits of instanton solutions to (A.3.1) on R×YT with ιd = 1
and lims→±∞ e(d|s) ≤ E is in 1–1 correspondence with the space of R× C∞(R × Y∞;S1)
orbits of instanton solutions to (A.3.1) on R× Y∞ with ιd = 1 and lims→±∞ e(d|s) ≤ E.
• Suppose that a and/or the metric depend on the coordinate s, and/or that p in (A.3.1)
is non-zero. Assume that there are no instanton solutions to (A.3.1) on R × Y∞ with
lims→±∞ e(d|s) ≤ E and ιd < 0; and assume that each instanton solution on R× Y∞ with
lims→±∞ e(d|s) ≤ E and with ιd = 0 is unobstructed. If T is sufficiently large (given r),
then the space of C∞(R× YT ;S1) orbits of instanton solutions to (A.3.1) on R× YT with
ιd = 0 and lims→±∞ e(d|s) ≤ E is in 1–1 correspondence with the space of C∞(R×Y∞;S1)
orbits of instanton solutions to (A.3.1) on R× Y∞ with ιd = 0 and lims→±∞ e(d|s) ≤ E.
In both cases the correspondence has the following property: For each ε ∈ (0, 1), there exists
κE,ε > 1 such that if T > κE,ε and if dT and d∞ are respective instanton solutions to (A.3.1)
from corresponding gauge equivalence classes of instanton solutions to (A.3.1) on R× YT and
R× Y∞, then there are maps gT : R× (YT rNT )→ S1 and uˆT : R×NT → S1 such that
(a) The C0-norm of er dist(·,M)/c0(gT dT − d∞) on R× (YT rNT ) is less than ε.
(b) The C0-norm of uˆT dT − (θ0, ψI) on R×NT is less than εe−2T/c0 .
Proof. The proof is much like that of Lemma A.2.12 and left to the reader. 
The next proposition talks only about the ιd = 1 case when a and the metric are independent
of the coordinate s and when the perturbing 2-form p in (A.3.1) is zero. We assume in this
case that some finite E has been chosen and that the contact form on M and the associated
almost complex structure are L-flat for L ≥ c0E . This is to say that the conditions in (4-1) of
[28] are met. A second assumption is that the almost complex structure is suitably generic,
which is to say that it is in the Y∞ analog of the residual set Ja that is the analog here of
the set that is described in Section 2c of [28]. (Note that the conditions for membership in Ja
need only hold for pseudo-holomorphic curves that lie entirely where the distance in R× Y∞
is less than cE because these are the only pseudo-holomorphic curves that are relevant.)
Proposition A.7.3. There exists κ > 1 and, given E > 1, there exists κE > 16 with the
following significance: Assume that the contact form and almost complex structure obey the
conditions in (4-1) of [28] for L > κE and that the almost complex structure is in the Y∞ analog
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of the residual set Ja from Section 2c of [28] with regards to pseudo-holomorphic subvarieties
with distance less than κE from R×M . Under these assumptions, there exists κ∗ such that if
r > κ∗, then the following are true:
• Supposing that T ≥ κ∗ or that T =∞, the space of R×C∞(R×YT ;S1) orbits of instanton
solutions to (A.3.1) on R×YT with ιd = 1 and lims→±∞ e(d|s) ≤ E is in 1–1 correspondence
with the space of R×C∞(R× Y∞;S1) orbits of instanton solutions to (A.3.1) on R× Y∞
with ιd = 1 and lims→±∞ e(d|s) ≤ E. Moreover, given ε > 0, there exists Tε (independent
of r) such that items (a) and (b) of Proposition A.7.2 hold when T > Tε.
• If T is greater than κ∗, then the conclusions of Theorems 4.2 and 4.3 in [28] hold with
their versions of κ being independent of T .
The proofs of Theorems 4.2 and 4.3 in [28] can be repeated in this context with only minor
changes because of the control given by Lemmas A.4.5 and A.4.6, and by Lemma A.3.2 on
the R× (YT rM) part of R× YT . (These lemmas are used to turn the question of whether or
not there is a cokernel to an instanton version of L into a question about operators on R×YR
for fixed R ≥ cE (much like what was done in Steps 5–9 of the proof of Proposition A.6.1).
Meanwhile, Proposition A.5.2 and the arguments from [28] and [30] can be used (when r ≥ cE )
to answer the operator question for R×YR by writing the R×YR operator using a ∂¯ operator
on certain J-holomorphic submanifolds.)
Proposition A.7.3 requires that a and the metric be independent of the coordinate s, and
that p be absent from (A.3.1). When a and the metric have s-dependence, then the 2-form p in
(A.3.1) can be used to guarantee that the conditions for the second bullet of Proposition A.7.2
can be met. The following proposition makes a precise statement to this effect.
Proposition A.7.4. Given E > 1, there exists κE with the following significance: Fix r > κE
and assume that the operator L in (A.2.2) that is defined by any e ≤ E solution of (A.2.1)
on Y∞ with a = a− or with a = a+ has trivial cokernel. Assume in addition that there
are no non-constant solutions to either the a = a− or a = a+, constant metric, and p = 0
version of (A.3.1) on R × Y∞ with ιd ≤ 0 and with lims→±∞ e(d|s) ≤ E. If the form p
in (A.3.1) is sufficiently generic (which means that it is chosen from a certain Baire set of
smooth forms with compact support in (−1, 1) ×M), then there are no instanton solutions
to (A.3.1) on R × Y∞ with lims→±∞ e(d|s) ≤ E and ιd < 0; and all instanton solutions with
lims→±∞ e(d|s) ≤ E and ιd = 0 are unobstructed. In particular, the assumptions for the second
bullet of Proposition A.7.2 are met with this choice of p; and therefore the conclusions of the
second bullet of Proposition A.7.2 also hold.
Proof. This is an application of the Smale-Sard theorem. The details of the argument are
almost identical to those used in the proof of the regularity of Seiberg-Witten moduli spaces
with non-zero spinor in the case of a compact 4-manifold. See, e.g. [23]. One can also use the
argument in Chapter 24.3 of [19], keeping in mind that the assumptions of the proposition
are such that no extra perturbation on the ends of R × YT are needed (so the perturbation
denoted by qˆ in Equation (24.2) of [19] can be set equal to zero). 
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