Using high performance computing (HPC), Sandia has recently completed a controlled mesh convergence study to compute the rate at which the Greenland ice sheet is flowing. The study demonstrated that the HPC code is capable of working accurately, efficiently, and reliably on larger scales (over 1 billion unknowns). The study also identified, for the first time, the minimum number of vertical levels needed in the mesh to maintain accuracy.
The rapid development of this impressive simulation capability was enabled by our components-based approach to computational science. Under our "Agile Components" strategy, small teams of experts develop independent math libraries, which are designed to be I interoperable through software interfaces, and maintained and deployed for subsequent application by following software engineering best practices. The Albany code benefited from dozens of previously developed capabilities, and in turn, has improved the foundational code base for other applications.
Funded by the DOE Office of Science Scientific Discovery through Advanced Computing program (SciDAC), this project is a collaborative effort between the Climate (BER) and Applied Math (ASCR) programs. Partnering with Los Alamos National Laboratory, Sandia National Laboratories analysts have recently integrated the Albany/FELIX code into LANL's MPAS-LI code, the land ice component of DOE's Accelerated Climate Model for Energy (ACME) earth system model. In ACME, the Albany code will be coupled with the atmospheric, ocean, land, and sea ice components, and used in climate projections in support of DOE's energy and security missions. Demonstrating the capability for interagency computing, this work primarily uses the computing systems as National Energy Research Scientific Computing Center (Hopper) and Oakridge Leadership Computing Facility (Titan). 
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