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Abstract
Thermochemical processes, and specifically those processes which involve heterogeneous
solid–gas thermochemical looping of metal oxides, are important technologies with ap-
plicability to many research fields and industries. Applications include fuel production,
upgrading, and decarbonization, as well as chemical commodity production and process-
ing. One emerging field is solar thermochemistry, in which concentrated solar thermal
energy is used to drive thermochemical reactions. Realization of a solar thermochemical
technology requires understanding of heat and mass transfer characteristics and chemical
kinetics of the reacting system.
In this thesis, intra-particle thermal transport phenomena in particles undergoing
cyclic chemical transformations are studied, with the goals of (1) advancing understand-
ing of intra-particle thermal transport phenomena inhibiting chemical reactions and
(2) guiding process and reactor design. Intra-particle thermal transport phenomena
are studied by developing a detailed numerical model of heat and mass transfer in a
single particle undergoing thermochemical looping in Part I of this thesis and using the
model to investigate the transient rate and extent of reactions in particles undergoing
thermochemical cycling in Part II. Understanding these intra-particle thermal transport
phenomena supports the design and operation of better chemical reactors and advances
the fields of thermochemical looping and solar thermochemistry.
Calcium oxide looping is chosen as the model reaction cycle. The cycle consists
of the endothermic calcination of calcium carbonate into calcium oxide and carbon
dioxide, and the exothermic carbonation of calcium oxide with carbon dioxide to form
calcium carbonate. In Part I, chemical thermodynamics and kinetics of the model
cycle are reviewed, a reaction rate expression describing the reversible reaction system
is developed, and a numerical model of intra-particle thermal transport phenomena,
linking reversible chemical kinetics to heat and mass transfer, is presented.
The analyzed system is a single, porous particle undergoing thermochemical cycling
in an idealized, reactor-like environment. Transient changes in spatial gradients of
temperature and composition of the solid and fluid phases are considered. For heat
transfer, the following phenomena are considered: conduction in the solid and fluid
phases, intra-particle radiative heat transfer, and convection and radiation at the particle
surface. For mass transfer, the following phenomena are considered: chemistry, fluid
species diffusion, bulk fluid advection, and convective mass transfer at the particle
surface.
Two applications are considered in Part II: the first featuring directly irradiated
particles for carbon dioxide capture and the second featuring furnace heated particles
for carbon dioxide capture or thermochemical energy storage. In the directly irradiated
application, two cases with varying period lengths are considered: a full-calcination case
with longer calcination and carbonation period times and a full-carbonation case with
shorter calcination and carbonation period times. The full-calcination case results in
higher sorbent utilization, because the longer period times allow more particle volume to
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undergo reaction. The full-carbonation case results in higher energetic efficiency, because
the shorter calcination period results in lower solar energy input.
The effects of irradiation, particle size, and ambient gas temperature on thermochem-
ical conversion are next investigated. Sorbent utilization and energetic efficiency are
evaluated for each considered case and used to undertake quantitative and qualitative
comparisons. Increasing particle size leads to a tradeoff between increased energetic
efficiency and decreased sorbent utilization, while increasing irradiation or ambient
gas temperature does not result in significant increases in either sorbent utilization or
energetic efficiency. Evaluation metrics for the considered parameter ranges indicate
parameter values which result in slight increases to both metrics. The metrics also
indicate values which maximize a single metric, at the expense of the other in some cases.
In the furnace heated, carbon dioxide capture and thermochemical energy storage
application, the effects of particle size and ambient carbon dioxide concentration on
thermochemical conversion are investigated experimentally and numerically. Single
particles are thermochemically cycled three times in a furnace under different constant
carbon dioxide atmospheres. In the numerical model, conditions surrounding the particle
are modified to match the furnace conditions as closely as possible, and adjustments
are made to selected medium characteristics of the internal particle morphology. After
modifications and adjustments, numerical results match the first cycles of equivalent
experimental results. Spatial variations in particle composition predicted numerically
show similar trends as those observed experimentally: calcium carbonate occupies the
outer portions of the particle while calcium oxide occupies the inner region with a sharp
gradient separating the two regions.
In this work, model predictions are used to assess the relative importance of oper-
ational parameters via evaluation metrics. These metric trends can be extrapolated to
help address particle-based reacting medium level practical considerations and choice of
compromises when designing a reacting medium and system process.
vii
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Chapter 1
Introduction
Thermochemical processes, and specifically those processes which involve heterogeneous
solid–gas thermochemical looping of metal oxides, are important technologies with
applicability to many research fields and industries. Thermochemical reactions are
characterized by a significant change in enthalpy and high thermal effects accompanying
the reaction. Chemical processing and commodity production industries feature many
heterogeneous thermochemical reactions. Thermochemical looping or cycling refers
to processes featuring multiple thermochemical reactions occurring sequentially and
the cyclic production and reaction of intermediary compounds. The combination of
reactions sequentially results in a desired overall reaction. Thermochemical looping
systems have the potential to drive the overall reaction more energy efficiently and with
less irreversibility than other industrial methods, leading to higher exergy efficiencies
and more economical processes [Fan et al., 2015].
One emerging field of thermochemical processing is concentrated solar thermo-
chemistry, in which concentrated solar thermal energy is used to drive thermochemical
processes. Calcium oxide-based thermochemical looping is a two step thermochemical
looping system being investigated for use with concentrated solar thermal energy for
the applications of carbon dioxide (CO2) capture and high-temperature thermal energy
storage (TES).
Calcium oxide-based thermochemical looping is commonly referred to as CaO loop-
ing, a convention adopted in this thesis. The CaO looping process is comprised of
two reactions: (1) the thermal decomposition of calcium carbonate (CaCO3) and (2) the
carbonation of calcium oxide (CaO) with CO2, known as the calcination and carbonation
reactions, respectively. The intermediaries of the cycle are solid CaCO3 and CaO. CaO
looping, as envisioned with solar energy and demonstrated with conventional sources of
process heat, features a reacting medium of CaCO3/CaO particles. Many heterogeneous
reaction systems in the chemical processing and commodity production industries, in-
cluding those being investigated for use with concentrated solar thermal energy, feature
particle-based, heterogeneous reacting media [Jakobsen, 2014].
This research investigates intra-particle thermal transport phenomena in particles
undergoing CaO looping. Thermal transport phenomena in this work is used to describe
phenomena related to the exchange of mass, momentum, and energy in thermal energy
1
1 Introduction
systems; it does not include ionic or charge transport. In particles undergoing CaO loop-
ing, heat transfer, mass transfer, and chemical kinetics are all important considerations.
For many solid–gas thermochemical reactions, intra-particle heat and mass transfer can
substantially influence apparent chemical kinetics of reacting particles [House, 2007].
The work presented in this thesis strives to advance the understanding of intra-particle
thermal transport phenomena inhibiting chemical reactions in order to improve reactor
designs. Improved reactor designs support the commercial viability of thermochemical
looping processes and solar thermochemistry.
Particle physical attributes and conditions considered in this work are based on those
expected in thermochemical reactors with conventional or solar sources of process heat
and for the applications of CO2 capture or high-temperature TES. The aim is to show how
such attributes and conditions surrounding particles undergoing CaO looping influence
the rate and extent of each of the two reactions that make up the cycle. Understanding
these particle level phenomena supports the design and operation of better chemical
reactors and advances the fields of thermochemical looping and solar thermochemistry.
1.1 Motivation
This research is motivated by the transformative potential of thermochemical looping
and solar thermochemistry, as well as the importance of the applications of CO2 capture
and high-temperature TES.
Thermochemical looping
Of multiphase thermochemical processes, an important subset are those involving reac-
tions between solid and gas phases. Solid–gas thermochemical processes are found in
several industrial and scientific applications including thermochemical energy storage
[Pardo et al., 2014], thermal decomposition of natural carbonates [Oates, 1998], metal-
lurgic refining [Cottrell, 1997], chemical looping combustion [Fan, 2010], the production
of commodity materials [Levenspiel, 1999], chemical processing [Levenspiel, 1999], and
some atmospheric and aerosol sciences [Kolb and Worsnop, 2012]. An example of a
solid–gas thermochemical process in the electricity industry is the gasification of coal
into combustible gaseous mixtures [Jakobsen, 2014]. Examples in metallurgy include
ore processing by oxidation, volatization, chloridization, sulfation, magnetization, or
reduction [Jakobsen, 2014]. An example in the food and beverage industry is the roasting
of coffee beans [Jakobsen, 2014].
Thermochemical looping systems, featuring multiple thermochemical reactions, are
an attractive subset of thermochemical processes, because of their potential to improve
the energy and exergy efficiencies of chemical processes [Fan et al., 2015]. Examples of
processes that have the potential to be improved with thermochemical looping systems
include combustion and the production of chemical commodities, which are integral to
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the energy and chemical industries. Heterogeneous thermochemical looping systems
are particularly attractive because of their potential to integrate gas separation into
processes with minimal or no additional energy penalties [Fan, 2010]. Examples of
processes in which gas separation is pertinent include CO2 separation from product gases
in combustion processes and hydrogen (H2) separation from oxygen (O2) in water (H2O)
splitting for H2 production. Processes such as these, in which gas separation is desired,
have the potential to be improved with thermochemical looping systems.
Desired attributes of a thermochemical looping system include (1) rapid and full
conversion of reactants in each reaction, (2) moderate reaction temperatures and pressures
for all reactions, (3) similar reaction conditions for all reactions, (4) sustained intermediary
reactivity over several cycles, and (5) cheap intermediary feedstock materials. Research
and demonstration of thermochemical looping systems have revealed that conversion
limitations and declines in reactivity with cycling exist in many attractive reaction systems
[Fan, 2010]. However, maximum conversion and sustained reactivity with cycling can
generally be improved by feedstock material manufacturing and modification at the
expensive of feedstock material cost [Phalak et al., 2013]. Pilot plant-scale demonstrations
also suggest reactor design has the potential to be improved to make the processes more
efficient and economical [Fan et al., 2015].
Solar energy
As world energy demand increases, sustainable energy sources, such as solar energy,
become more attractive and important to meeting future energy demands. The amount of
solar energy being used to generate electricity has increased exponentially [International
Energy Agency, 2017], however electricity is only one of the many forms of consumed
energy. Many industrial processes, such as cement manufacturing and metal refining,
require energy in the form of high-temperature process heat, often to drive thermochemi-
cal reactions [Jakobsen, 2014], while consumers and the transportation industry require
portable fuel for locomotion. High-temperature process heat is traditionally derived from
the combustion of fossil fuels [International Energy Agency, 2017], while transportation
fuels are traditionally long-chain hydrocarbons also derived from fossil fuels.
Solar energy can address these non-electrical energy needs by supplying high-
temperature process heat with concentrated solar thermal facilities [Bader and Lipin´ski,
2016]. Additionly, solar energy has the potential to be used to produce synthetic hydrocar-
bon fuels from CO2 and H2O [Kim et al., 2013]. Synthetic fuels can be used analogously to
current transportation fuels in personal automobiles or other transportation applications
[Steynberg, 2004]. Synthetic fuels are an important piece of the future energy market for
applications where electrical motors cannot yet replace combustion engines such as in
the aviation industry.
Using solar energy to supply industrial process heat for driving thermochemical
reactions and produce synthetic fuels converts solar energy to chemical potential. Solar
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synthetic fuels are a stable and high-energy density form of solar energy with the
benefits of long term storability and long range transportability [Gray, 2009]. Solar
thermochemistry therefore has the potential to address two major industrial energy
demands that cannot currently be met with renewable electricity: process heat for
industrial thermochemical reactions and transportation fuels.
Carbon dioxide capture
Carbon capture, storage and utilization is an important suite of technologies for address-
ing increasing anthropogenic greenhouse gas emissions and atmospheric greenhouse
gas levels [Wilcox, 2012]. These technologies are commonly referred to as CCS (car-
bon capture and storage) or CCUS (carbon capture, utilization, and storage). For the
carbon capture aspect of CCUS, the three categories of technology are pre-combustion,
oxy-combustion, and post-combustion CO2 capture.
In post-combustion CO2 capture, fuel is consumed in its usual manner, and CO2
is separated either directly from the output gas stream, where typical CO2 concentra-
tions are approximately 15%, or from the atmosphere, where the CO2 concentration
is approximately 400 ppm [Herzog, 2009; Rackley, 2010]. There is always an energy
penalty associated with gas mixture separation, and the minimum theoretical energy
required to separate CO2 from a gas mixture increases logarithmically with decreasing
CO2 concentration [Kalafati, 1991]. Methods for CO2 separation used for post-combustion
CO2 capture include physical or chemical absorption, adsorption, membrane separation,
and cryogenic separation [Rackley, 2010]. CaO looping is a form of chemical absorp-
tion CO2 capture. The most common commercial process is solvent adsorption with
monoethanolamine (MEA) [Dutcher et al., 2015; Rochelle, 2009].
CO2 separation technologies are relevant to CCUS, as well as commodity CO2 pro-
duction. The separation or production of CO2 is used in the following applications: the
production of commodity CO2 from carbonaceous fuel sources, the production of H2
by removal of CO2 from a processes to enhance the water gas shift reaction, and carbon
capture by removal of CO2 from a combustion process exhaust gas. Concentrated CO2 is
a commodity with applications in the pharmaceutical, medical, environmental, food and
beverage, petrochemical, oil recovery, metallurgy, and manufacturing industries [Stalkup,
1978; Pierantozzi, 2003].
An emerging use of CO2 is as a feedstock for the production of synthesis gas and
synthetic fuels [Kim et al., 2012, 2013]. Synthesis gas is a mixture of H2 and carbon
monoxide (CO), which is in turn the feedstock for the production of methanol, ammonia,
and synthetic hydrocarbon fuels via catalysis, the Haber–Bosch process, and the Fischer–
Tropsch process, respectively. Using solar energy for post-combustion CO2 capture and
then using the captured CO2 to produce synthetic fuels with solar energy results in a
closed carbon energy loop with solar energy as the primary driver.
The largest barriers to the implementation of CO2 capture technologies are economic
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and political: there will always be an energy penalty associated with separating gas
streams and widespread incentives to outweigh paying that penalty for CO2 capture
do not yet exist [Eckaus et al., 1996]. Improving the efficiency, cost, and sustainability
of CO2 capture technologies supports the adoption of such technologies, because as
cost decreases, smaller policy and/or economic factors will be needed to incentivize
implementation.
High-temperature thermal energy storage
Energy storage is playing a crucial role for the integration of large-capacity renewable
energy sources into the current energy market. Energy storage provides reliability and
continuous performance of intermittent renewable energy sources [Pardo et al., 2014].
When implemented with TES systems, concentrated solar thermal electricity production
is a renewable energy technology capable of operating continuously regardless of the
intermittence of solar resources [Burgaleta et al., 2011; Guédez et al., 2014].
Higher temperature operation of concentrated solar thermal systems increases the
thermodynamic efficiency limits of the associated power cycle. While increasing tempera-
ture of the radiation receiver/absorber, or simply solar receiver, decreases the receiver
efficiency, improvements to the power cycle efficiency have the potential to outweigh
this decrease. Novel high-temperature solar receivers and power cycles are being devel-
oped for use in concentrated solar thermal electricity plants [Ho and Iverson, 2014]. A
particular power cycle of interest is the supercritical CO2 power cycle, which promises
higher theoretical efficiencies and smaller footprints over current steam Rankine cycles
[Ma and Turchi, 2011; Ahn et al., 2015]. Current steam Rankine power cycles achieve
efficiencies of around 42%. It is generally agreed that supercritical CO2 power cycles
have the potential to achieve thermal to electrical energy efficiency of around 50% when
operating at temperatures above 600 ◦C [Iverson et al., 2013].
To maintain the ability to operate continuously, novel high-temperature TES systems
for use with high-temperature solar receivers and power cycles are also needed. Sensible
and latent heat TES systems are currently in use in commercial concentrated solar thermal
plants [Burgaleta et al., 2011; U.S. Department of Energy, 2014]. Commercially available
nitrite-based salts used for sensible heat TES decompose at temperatures over 600 ◦C,
limiting their potential for use with high-temperature power cycles. Some sensible heat
TES materials are under development for high-temperature operation such as solid cast
steel, silica, or magnesia bricks and lithium liquid salt [Kuravi et al., 2013]. Latent heat
TES systems using various states of pressurized or saturated water are currently available,
with a maximum reported storage temperature of 350 ◦C [Kuravi et al., 2013]. Some latent
heat TES systems under development for high-temperature operation utilize aluminum
and magnesium chloride [Kuravi et al., 2013]. However, materials for high-temperature
sensible or latent heat TES are limited.
Thermochemical TES is an alternative to sensible or latent heat TES with the potential
5
1 Introduction
to provide discharge temperatures compatible with supercritical CO2 power cycles.
Storing solar thermal energy by means of thermochemical reactions has been under
development since the 1970’s [Wentworth and Chen, 1976; Ervin, 1977], but recently,
investigation into high-temperature systems has followed the development of other
high-temperature components. High-temperature solar receivers, power cycles, and TES
systems have the potential to improve the efficiency and reduce the cost of concentrated
solar thermal electricity plants to the extent that wide spread adoption of solar electricity
could become the electricity industry utility scale standard [Müller-Steinhagen and Trieb,
2004].
In this section, the importance of CO2 capture technologies and high-temperature TES
was highlighted. The research presented in this thesis considers conditions expected in
solar and conventional CaO looping thermochemical reactors configured for CO2 capture
or high-temperature TES.
1.2 Objectives
The goals of this research are to advance (1) understanding of thermal transport phe-
nomena in particles undergoing CaO looping and (2) improve solar CO2 capture and
thermochemical TES technologies. Past studies of particles undergoing thermochemical
cycling indicate that the interaction between reversible, intrinsic chemical kinetics and
intra-particle heat and mass transfer influences apparent kinetics and overall particle
conversion. Reaction limitations due to intra-particle heat and mass transfer become
more significant in larger sized particles being considered for CaO looping. Current
numerical studies of intra-particle thermal transport phenomena in particles undergoing
CaO looping are limited to either the calcination or carbonation steps and are not com-
prehensive in the treatment of all coupled physical phenomena. These limitations and
numerical studies will be elaborated in Chapter 2.
Understanding intra-particle thermal transport phenomena will help bring solar
thermochemical technology closer to the commercial level by guiding reacting medium
and reactor design. In order to support the design of a reacting medium and reactor,
heat and mass transfer coupled to reversible chemical kinetics in reacting particles must
be properly modeled. Accurate numerical results of intra-particle thermal transport
phenomena can then be extrapolated to apparent thermal transport phenomena in a
reacting medium of particles. In the realization of any solar thermochemical technology,
successful reactor design depends on matching the reaction chemical kinetics to the heat
transfer processes of the reacting medium in order to maximize the solar to chemical
energy conversion [Palumbo et al., 2004] or other desired outputs determined by reactor
level considerations and priorities.
The tasks of this research to achieve these goals include:
(1) Fundamental study of heat and mass transfer phenomena pertinent to porous
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sorbent particles undergoing thermochemical looping. Phenomena and length
scales considered are those pertinent to CaO looping in millimeter sized particles.
(2) Development of a robust numerical model linking the intrinsic chemical kinetics of
the calcination and carbonation reactions to intra-particle heat and mass transfer in
a particle undergoing CaO looping driven by time-periodic boundary conditions.
(3) Investigations using the model to identify trade-offs between efficient use of input
thermal energy and material utilization for different conditions. The conditions are
chosen to reflect potential reactor designs or operating conditions being considered
for conventional or solar thermochemical reactors.
1.3 Overview
In this thesis, background information about thermochemical looping and solar energy
will first be given in Chapter 2. The remainder of the thesis contains two parts.
In Part I, Chapters 3 to 5 contain the development of a numerical model of transient
thermal transport phenomena in a carbonate particle undergoing CaO looping. In
Chapter 3, chemical thermodynamics and kinetics of the calcination and carbonation
reactions are presented, and a single, reversible, intrinsic reaction rate expression is
developed. The expression describes both the direction of the reversible reaction system
and magnitude of the reaction rate. In Chapter 4, the governing equations, closure
models, initial conditions, boundary conditions, and numerical solution of a numerical
model of a particle undergoing CaO looping are presented. In the model, CaO looping
of the particle is driven by time-periodic conditions at the particle boundary. Concluding
Part I, in Chapter 5, the evaluation of two flux terms in the numerical model are further
considered. First, two methods for approximating heat flux due to radiative heat transfer
in the particle are presented, and heat transfer results using the methods are compared.
Then, three models for approximating diffusive flux of gas species in the particle pore
space are presented, and effective diffusivity values predicted using the presented models
for conditions expected in CaO looping particles are compared.
In Part II, the model developed in Part I is used to compare the relative magnitude
of influence of selected parameters on intra-particle thermal transport phenomena and
thermochemical conversion. Two different configurations are considered: directly irra-
diated particles configured for CO2 capture in Chapter 6 and furnace heated particles
configured for CO2 or thermochemical TES in Chapter 7.
In Chapter 6, the CO2 concentration during carbonation is fixed at 15%, similar to
the concentration in flue gas, while the calcination CO2 concentration is 100%. The
effect of calcination and carbonation period lengths on intra-particle reaction extent and
temperature profiles is first investigated. Two cases are considered, and the sorbent
utilization and energetic efficiency are evaluated for each case and compared. Then
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the effect of varying irradiation, particle size, and ambient gas temperature on overall
reaction extent, sorbent utilization, and energetic efficiency is investigated.
In Chapter 7, the effect of particle size and CO2 concentration on overall reaction extent
in particles undergoing CaO looping is experimentally and numerically investigated.
In the experimental sections, sorbent particles are obtained and characterized. Then,
particles from different size groups are thermochemically cycled three times in a furnace
in different CO2 atmospheres where the CO2 concentration is kept the same during
calcination and carbonation. The results are discussed, then reproduced using the
numerical model, with good agreement between numerical and experimental results,
particularly during the first cycle. Lastly, conclusions from the presented work and
outlook related to thermochemical looping and solar thermochemical technologies are
discussed in Chapter 8.
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Chapter 2
Background on thermochemical
looping and solar energy
2.1 Introduction
In this chapter, background information on thermochemical looping and solar energy
and the current state of research related to CaO looping in both fields are given. Ther-
mochemical looping is used interchangeably with thermochemical cycling and refers to
systems in which a sequence of thermochemical reactions produces the desired overall
process. Thermochemical looping systems are investigated because of their potential to
improve energy and exergy efficiencies of the overall process.
While photovoltaic and concentrated solar thermal electricity technologies have been
commercialized and are currently competing with conventional sources of electricity,
solar thermochemistry, including solar driven thermochemical looping, is an emerging
field. The importance and maturity of conventional thermochemical processing and
concentrated solar thermal electricity make solar thermochemistry an attractive and
promising area of research.
2.2 Thermochemical looping
Thermochemical looping systems involve multiple thermochemical reactions conducted
sequentially in a cycle. The term thermochemical looping is used in this work to describe
systems in which two or more thermochemical reactions result in (1) a single, desired
overall process and (2) regenerated chemical intermediaries. The following background is
limited to thermochemical looping systems based on heterogeneous solid–gas reactions.
Most thermochemical looping systems involve metal or metal compound interme-
diaries [Fan et al., 2015]. Metal-based thermochemical looping systems are generally
divided into two categories: those involving carbon dioxide (CO2) separation or produc-
tion as a commodity and those involving the production of substances other than CO2,
such as H2 or synthesis gas. Reduction and oxidation (redox) reaction systems used in
the non-CO2 generating category typically involve the partial or complete reduction and
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oxidation of a metal oxide [Fan et al., 2015].
Examples include iron(II,III) oxide (Fe3O4)/iron (Fe) looping for H2 production from
CO and H2O [Fan et al., 2015], zinc oxide (ZnO)/zinc (Zn) looping for H2 production
from H2O [Bader and Lipin´ski, 2016], and the partial reduction and oxidation of cerium
dioxide (CeO2) for H2 or CO production from H2O or CO2, respectively [Bader and
Lipin´ski, 2016].
The process of H2 production from H2O using ZnO as an intermediary will be
elaborated to illustrate the overall process and constituent reactions of a thermochemical
looping system. The thermochemical looping system consists of two reactions: the
thermal reduction of ZnO solid into gaseous Zn and O2 and oxidation of Zn with gaseous
H2O yielding regenerated solid ZnO and gaseous H2 [Bader and Lipin´ski, 2016].
ZnO→ Zn+ 1
2
O2 (2.1)
Zn+H2O→ H2 + ZnO (2.2)
The overall reaction is found by adding the constituent reactions together: H2O is split
into H2 and O2, and the two regenerated intermediaries are ZnO and Zn.
H2O→ H2 + 12O2 (2.3)
The gaseous products, O2 and H2 are produced in separate reactions in the cycle, making
gas separation easier compared to gas separation in direct H2O thermolysis when the
product gases are generated simultaneously.
In the CO2 separation or production category of thermochemical looping systems,
three types of reaction systems are commonly considered: metal sulfide/metal sulfate
systems, metal/metal oxide systems, and metal oxide/metal carbonate systems [Fan et al.,
2015]. In metal sulfide/metal sulfate and metal/metal oxide systems, a carbonaceous fuel
is fully oxidized by the metal oxide or metal sulfate to CO2 and H2O in one reaction, and
steam or air is reduced by the metal or metal sulfide to H2 or O2 lean air, respectively, in
the second reaction. The intermediary compounds act as oxygen carriers between the
carbonaceous fuel and steam or air, and concentrated CO2 only needs to be separated
from H2O in the products of the fuel oxidation, rather than separated from flue gas in
conventional combustion. This application of thermochemical looping is often referred to
as chemical-looping combustion. An example of a chemical-looping combustion system
is the nickel (Ni)/nickel oxide (NiO) system, in which natural gas or synthesis gas is
oxidized by NiO and O2 in air is reduced by Ni [García-Labiano et al., 2005].
Metal oxide/metal carbonate systems involving CO2 are referred to as metal oxide
looping systems in this work. Metal oxide looping systems feature two reactions: the
thermal decomposition or calcination of the metal carbonate and the carbonation of the
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metal oxide by CO2 back to the metal carbonate.
MeCO3 → MeO+CO2 (2.4)
MeO+CO2 → MeCO3 (2.5)
where Me represents a bivalent metal. The overall process is the removal and release of
CO2 from one source to another, with metal oxide and metal carbonate as the regener-
ated intermediaries. Metals of interest for use in metal oxide looping systems include
manganese, strontium, barium, and others [Dunstan et al., 2016]. Binary, tertiary, and
perovskite mixed-metal oxide/carbonate reaction systems are also being considered [Lin
et al., 2009; Dunstan et al., 2016]. The CaO/CaCO3-based system, known as CaO looping,
is the most widely investigated metal oxide thermochemical looping system [Stanmore
and Gilot, 2005; Fennell and Anthony, 2015].
Calcium oxide looping
CaO looping is comprised of the forward and reverse reaction of solid CaCO3 decompo-
sition.
CaCO3 → CaO+CO2 (2.6)
CaO+CO2 → CaCO3 (2.7)
Calcination and carbonation can be used to describe a family of related but distinct
chemical reactions including the decomposition and regeneration of any metal carbonate,
but in this work, calcination and carbonation will be used to refer to the calcination of
CaCO3 and the carbonation of CaO, respectively, unless otherwise noted.
A related, three step cycle has also been considered [Nikulshina et al., 2006; Phalak
et al., 2013]. In place of the single carbonation reaction, it features two reactions: the
hydration of CaO into calcium hydroxide (Ca(OH)2) and simultaneous dehydration and
carbonation of Ca(OH)2 into CaCO3 and H2O. Carbonation in the three step cycle exhibits
improved reaction rates and conversion limits compared to carbonation in the two step
cycle [Nikulshina et al., 2007].
History Both the calcination and carbonation reactions have been widely studied
individually, for their use in industrial applications. Calcination has been studied
extensively for the production lime as a commodity for the cement and other chemical
industries. Carbonation is relevant to the hardening of lime mortar and cement. Both the
calcination and carbonation reaction are found in metallurgic refining [Oates, 1998].
CaO looping, as a reversible, two-step cycle has been considered for various applica-
tions. Early interest in the cycle was for H2 production via the enhanced water gas shift
reaction [Fan et al., 2015]. The cycle was first considered for CO2 capture by Shimizu et al.
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[1999] and has since been researched extensively for pre-, oxy-, and post-combustion CO2
capture with conventional sources of process heat [Stanmore and Gilot, 2005; Blamey
et al., 2010].
To implement CaO looping for CO2 removal, CaO absorbs CO2 from a dilute source
such as flue gas in the carbonation step. Then, to implement CaO looping for CO2 capture
or commodity production, CaCO3 is thermochemically decomposed in the calcination
step into commodity grade concentrated CO2, suitable for storage, sale, or further
processing. Thermal energy is required to drive the calcination reaction. Conventionally,
this energy is supplied by traditional fossil fuel derived sources. Conventional CaO
looping is typically configured in two separate reactors for large-scale CO2 capture,
using particles of ground limestone as the initial feedstock material. The design goal of
each reactor is to react the solid intermediaries as quickly, completely, and efficiently as
possible.
For post-combustion CO2 capture, CaCO3 is calcined in an oxyfuel combustor, where
a fuel source is combusted in a 100% oxygen environment with a near stoichiometric or
rich oxygen to fuel ratio. The resulting thermal energy drives the calcination reaction.
The product of both the combustion and calcination reactions is CO2, resulting in a
highly pure CO2 product stream. Typical combustor/calciner reactors are rotary kilns or
circulating fluidized beds, which use additional high purity CO2 as the fluidizing gas.
Fluidized and entrained bed reactors have been considered for the carbonator.
Challenges Challenges to the commercialization of CaO looping include conversion
limitation in particles undergoing CaO looping, reactor and system optimization, and
economic barriers. Carbon capture lacks sufficient economic motives for widespread
implementation, and alternative means of producing H2 or synthesis gas and alternative
fuels to H2 and synthesis gas are economically more attractive at this time [Eckaus et al.,
1996]. While solutions to the economic barriers will likely be political, other challenges
can be addressed with engineering solutions.
Two mechanisms limit carbonation in particles undergoing CaO looping: intra-particle
mass transfer and loss of solid intermediary reactivity with cycling. The carbonation
reaction is known to change suddenly from rapid to slower apparent reaction rates in
particles undergoing CaO looping. The change coincides with the formation of a product
layer of CaCO3, both over the entire reacting particle and around individual CaO grains,
which forms during calcination. It is generally agreed that this transition from rapid to
slower carbonation is due to impeded mass transfer of CO2 to unreacted CaO through
the CaCO3 product layer [Bhatia and Perlmutter, 1983; Shimizu et al., 1999; Gupta and
Fan, 2002; Abanades and Alvarez, 2003; Manovic and Anthony, 2010].
Loss of reactivity with cycling in CaO looping and other heterogeneous thermochem-
ical looping systems is primarily due to irreversible structural and chemical changes.
Attrition and sintering are two irreversible structural changes known to occur in particles
undergoing CaO looping [Blamey et al., 2010; Manovic and Anthony, 2010]. Attrition
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leads to breakdown of solid particles and loss of reacting material as fines. Sintering
results in the loss of small pores and reaction surface area, further contributing to mass
transfer limitation on the carbonation reaction. Irreversible reactions with impurities
and the formation of stable, unreacting compounds, similar to catalyst poisoning, are
examples of irreversbile chemical changes. For example, SO2 can form stable CaSO4
which will not decompose back to CaO under normal CaO looping conditions, thereby
deactiving the material [Anthony and Granatstein, 2001; Itskos et al., 2013].
Reactor types used for calcination and carbonation include fluidized bed and en-
trained bed reactors. These types of reactors have the benefit of long historical use and
uniform rates of heat and mass transfer to all reacting particles, however recent analyses
of thermochemical looping systems indicate that alternative reactor configurations have
the potential to improve the efficiency and reaction extent achieved in both calcination
and carbonation reactors [Fan et al., 2015]. Reactor design and system operation optimiza-
tion are multiscale challenges. In order to design a reactor and system, understanding
the effect of reactor design and system operation on conditions local to reactants as well
as knowledge of the effect local conditions have on reaction rates and extents is needed.
Stoichiometry of Eqs. (2.6) and (2.7) indicates that one mole of CaCO3 is theoretically
needed to capture one mole of CO2. However, more intermediary reactant feedstock
than the stoichiometric amount is needed initially and periodically during operation,
due to conversion limitations and declines in reactivity with cycling. Higher initial
feedstock requirements result in higher initial plant cost, while ongoing replenishment of
intermediaries results in higher operating costs. As solid intermediaries requirements
increase, the capacity and energy requirements of the solid handling components of the
system also increase.
Current research CaO looping research is currently focused on two scales: at react-
ing particle level and at the reactor and system level. At the reacting particle level,
research is aimed at improving reactivity by (1) modifying solid intermediary materi-
als to improve conversion limits and sustained reactivity with cycling [Liu et al., 2012;
Shokrollahi Yancheshmeh et al., 2016] and (2) better understanding how intra-particle
thermal transport phenomena relate to chemical kinetics and conversion. At the reactor
and system level, research areas include proof of concept pilot plant demonstrations,
improved reactor design and operation, and efficient integration of CaO looping into
existing plants.
In thermochemical looping systems, sorbent material typically refers to the solid
intermediary materials used to chemically consume and release reactants as well as any
impurities or inert framework mixed with the reacting intermediaries. Research focuses
on designing novel sorbent materials and maximizing sorbent reactivity with cycling.
Sorbent reactivity improvement methods include manual modifications [Sayyah et al.,
2013; Sánchez-Jiménez et al., 2016], particle/particulate preparation [Wang et al., 2016],
inclusion of inert structures [Zhao et al., 2014], and other chemical modifications [Chen
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and Khalili, 2017].
The enhancement methods and modifications just listed result in sorbent materials
with conversion and cycling properties superior to unmodified CaCO3. However, unmod-
ified CaCO3 is currently so abundant and cheap that the superior properties do not justify
the increased cost of feedstock processing [Phalak et al., 2013]. Sorbents modified with
inert structures or materials will also increase the total amount of solid material that is
required and needs to be circulated [Phalak et al., 2013]. Therefore, sorbent modifications
must improve properties without compromising affordability.
Intra-particle thermal transport phenomena are modeled and studied to advance
the understanding of the influence of heat and mass transfer on chemical kinetics and
conversion in order to guide reactor design. To the best of the author’s knowledge,
no numerical models of intra-particle thermal transport phenomena in single particles
undergoing CaO looping have been previously reported. However, numerical models of
single particles undergoing cyclic thermochemical transformations have been developed
for other heterogeneous solid–gas thermochemical looping systems. Numerical models
of particles undergoing either calcination or carbonation have also been reported.
Two models of single particles undergoing thermochemical looping processes that are
not CaO looping have been reported. The first numerical model including intra-particle
heat and mass transfer of a reacting particle coupled to chemical kinetics has been devel-
oped. The model is applied to three metal/metal oxide thermochemical looping systems,
as well as three metal oxide partial reduction/oxidation systems in which the metal
oxide oxidative state changes cyclicly [García-Labiano et al., 2005]. The model is used
to investigate the effects of metal and reaction type, particle porosity, kinetics, external
heat and mass transfer, and particle size on time to complete conversion, maximum
temperature, and maximum intra-particle temperature gradient. The considered particle
size range is 0.1–1.0 mm in diameter. A similar numerical model including external and
intra-particle heat and mass transfer coupled to chemical kinetics has been applied to a
copper/copper oxide particle (size 1 mm diameter) undergoing thermochemical cycling
under a range of realistic process conditions to investigate regimes of different dominant
intra-particle thermal transport phenomena [Noorman et al., 2011].
Several examples of single numerical models for particles undergoing either the
calcination or carbonation reaction are reported. Three models of intra-particle phenom-
ena developed for the calcination reaction are elaborated here. Mass transfer models
including diffusion of CO2 in the pore space and local morphological changes within a
particle were used to extract kinetics parameters for the calcination reaction in isothermal
particles [Silcox et al., 1989; García-Labiano et al., 2002]. A model including calcination
kinetics, conductive heat transfer, and diffusive and advective mass transfer in the pore
space has also been developed to study the relative influence of different phenomena
with dimensionless numbers [Takkinen et al., 2012].
Fewer models of intra-particle phenomena exist for CaO derived from calcined CaCO3
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and the carbonation reaction. Generally, apparent chemical kinetic parameters are fit to
experimental data without modeling intra-particle phenomena. Nikulshina et al. [2007]
used experimental data specific to the experimental set up to fit apparent chemical kinetic
parameters to the unreacted core model. Khinast et al. [1996] and Stendardo and Foscolo
[2009] used models coupling intra-particle mass transfer to carbonation kinetics to fit
intrinsic chemical kinetics parameters to experimental data.
Reactor development for CaO looping includes the study of thermal transport phe-
nomena in reacting media, lab scale prototyping, and demonstrations [Fennell and
Anthony, 2015]. Reactor modeling research include studies of calciner and carbonator re-
actors. For calciners, a steady-state 3-dimensional heat and mass transfer model coupled
to semi-empirical calcination kinetics was developed and applied to an oxy-combustion
reactor to identify optimal operating conditions [Ylätalo et al., 2013] and later used to
investigation reactor performance under additional operating parameters [Parkkinen
et al., 2017]. For carbonators, mass transfer of the solid and fluid phases in the fluidized
bed of a 1 MWth reactor used for the carbonation step in a CaO looping demonstration
plant was modeled in order to compare transient, 3-dimensional CFD modeling methods
[Nikolopoulos et al., 2017]. A transient, 1-dimensional hydrodynamic model coupled
to carbonation kinetics of a bubbling bed reactor has also been developed and used to
investigate the effect of reactor size, fluidization velocity, and temperature on carbonator
performance [Emad et al., 2017].
Several large-scale conventional CaO looping systems have been demonstrated. Post-
combustion CO2 and sulfur dioxide (SO2) capturing systems, sized 1 and 2 MWth have
been demonstrated at the Technische Universität Darmstadt, Germany [Kremer et al.,
2013] and the Industrial Technology Research Institute, Taiwan [Chang et al., 2013],
respectively. Post-combustion CO2 capturing pilot plants, sized 0.12 and 1.7 MWth have
been demonstrated at the Ohio State University, USA [Wang et al., 2010] and in La Pereda,
Spain [Diego et al., 2014]. This second pair of plants both employed a third reactor in
addition to the two reactors for carbonation and calcination in order to reactivate sorbent
particles in between carbonation and calcination. Rotary kiln calciners were used in
Taiwan and the USA, while fluidized bed calciners were used in Germany and Spain.
Fluidized bed carbonators were used in Germany, Spain, and Taiwan while an entrained
bed carbonator was used in the USA. The size range of solid particles reported in Wang
et al. [2010], Chang et al. [2013], and Kremer et al. [2013] is 0.1–0.6 mm in diameter,
while particles up to 0.8 mm in diameter have been used in other pilot scale CaO looping
demonstrations [Lu et al., 2008]. These particle sizes are smaller than those found in
metal/metal oxide and other partial metal oxide redox thermochemical looping systems
or in industrial calcination processes, where particles are on the order of 1 mm or 1–
100 mm in diameter, respectively.
Additional system level research includes CaO looping integration with existing
processes, such as CO2 capture in a cement plant [Sun et al., 2016], and system operation
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optimization, such as improving process efficiency by employing strategies such as heat
recovery [Matthews and Lipin´ski, 2012; Chacartegui et al., 2016] and optimizing the
addition of fresh solid intermediary material to counteract declines in reactivity [Romeo
et al., 2009].
2.3 Solar energy
As energy demand increases, sustainable energy sources are vital to meeting our energy
needs. Just as the current energy industry is based on multiple energy sources such
as coal, natural gas, and oil [International Energy Agency, 2017], a sustainable energy
industry will likely need to be based on a variety of sources including wind, geothermal,
and solar. Solar energy is an abundant and underutilized resource with the potential to
completely change the energy industry if harnessed effectively, efficiently, and cheaply.
Two major families of solar energy technology exist, based on different fundamental
physical phenomena: photovoltaic and thermal. Photovoltaic technologies utilize the
photovoltaic effect of semiconductors, in which the absorption of radiation results in the
excitation of electrons and the generation of electron-hole pairs in the semiconductor.
Solar photovoltaic cells contain photovoltaic semiconductors and selectively separate
the electron-hole pairs generated by the absorption of solar radiation. Removing the
separated pairs to an external electrical circuit results in electricity. Several cells are
typically packaged together in the most well known solar energy technology: a solar
photovoltaic panel [Mertens, 2014].
Applications of photovoltaic technology are rapidly expanding as the technology
advances and production becomes cheaper [Mertens, 2014]. Single panels range in
size, efficiency, and life span, all tailored to various applications. For example, small
and cheap photovoltaic panels are used to power small novelty toys; whereas robustly
manufactured and efficient panels are used in spacecrafts [Mertens, 2014]. Most familiar
among the general public are photovoltaic panels used to electrify buildings or in
utility-scale photovoltaic power plants, in place of or in supplement to grid utility
electricity. Photovoltaic panels in these applications can be mounted stationary or on
one- or two-axis solar tracking systems [Mertens, 2014]. Photovoltaics that contain
solar cells optimized for use with concentrated radiation and optics such as lenses or
mirrors to concentrate radiation onto a smaller area are called concentrator photovoltaics.
Concentrator photovoltaics yield high efficiencies and are used exclusively with tracking
systems for power plant applications [Pérez-Higueras et al., 2011].
In solar thermal technologies, solar radiation is absorbed as thermal energy and
the thermal energy is utilized. Solar thermal technologies are generally divided into
two categories based on temperature. The categories are low- and high-temperature.
Low-temperature technologies operate at temperatures near and below 100◦C, with
no or minimal concentrating optics. In low-temperature systems, solar radiation can
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be absorbed directly by the utilizing medium or by a surface specifically design to
absorb solar radiation as thermal energy, called an absorber. After radiation is absorbed
by an absorber, it is transferred from the absorber to the utilizing medium. Direct
absorption applications include cooking and drying processes, while processes featuring
an absorber include residential or commercial hot water and desalination or other
distillation processes. Absorber surfaces are more common [Duffie and Beckman, 2013].
High-temperature solar thermal technologies always feature solar tracking, concen-
trating optics to achieve temperatures above 100◦C. High-temperature solar thermal
technologies are also commonly referred to as concentrated solar thermal (CST) tech-
nologies. The ratio of the concentrator mirror area to the target or aperture area where
radiation is redirected is the geometric concentration ratio. A flux-based concentration
ratio is often expressed as a multiple of “suns,” where one sun is equivalent to 1 kW m−2
and the geometric concentration ratio is multiplied by one sun to yield the equivalent
number of suns concentrated by the system [Weinstein et al., 2015].
Four concentrating mirror configurations for CST technology have reached commercial
scale implementation: parabolic trough and linear Fresnel systems that concentrate
radiation onto a line (requiring one-axis tracking) and parabolic dish and heliostat/tower
systems that concentrate radiation onto a point focus (requiring two-axis tracking). For
all configurations, at the aperture, the concentrated radiation is absorbed as thermal
energy and transferred to water or an alternate heat transfer fluid. All current, operating,
commercial CST technologies produce steam, either directly or via heat exchange with the
heat transfer fluid, to generate electricity using conventional steam turbines [Weinstein
et al., 2015]. This application is commonly referred to as CST electricity or concentrated
solar power (CSP).
Parabolic trough systems feature a long, trough-like mirror with a truncated parabolic
cross section. Each trough concentrates radiation to an absorber tube fixed at the focus of
the truncated parabolic cross section, and thermal energy is transferred to a heat transfer
fluid flowing through the absorber tube. Parabolic troughs achieve concentration ratios
of ∼ 80 (or 80 suns). One-axis tracking moves the parabolic trough mirror and absorber
tube together. Typical operation of parabolic trough systems results in ∼ 400◦C heat
transfer fluid at the absorber exit [Weinstein et al., 2015].
Linear Fresnel systems feature several long, flat, independently-tracking mirrors that
reflect radiation onto a stationary absorber tube fixed above the mirrors. Concentration
ratios of ∼ 80 suns are achieved with linear Fresnel systems, and typical operation results
in ∼ 300–400◦C heat transfer fluid at the absorber exit [Weinstein et al., 2015].
Parabolic dish systems feature several small, mirror facets attached to a dish frame
in the shape of a paraboloid. The mirror facets reflect radiation to a solar receiver fixed
at the focus of the dish frame. Both the dish frame and receiver move together as the
sun is tracked. Radiation is absorbed in the receiver by an absorber, and thermal energy
is transferred to a heat transfer fluid. Concentration ratios of ∼ 1500 suns are achieved
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with parabolic dish systems, and typical operation results in ∼ 550–750◦C heat transfer
fluid at the receiver/absorber exit [Weinstein et al., 2015].
Heliostat/tower systems feature a field of two-axis, independently-tracking heliostat
reflectors surrounding or adjacent to a central tower with the focus at the top. A receiver
is fixed at the focus and includes an absorber surface or volume. Concentration ratios of
∼ 1000 suns are achieved with heliostat/tower systems, and typical operation results in
∼ 400–600◦C heat transfer fluid at the receiver exit [Weinstein et al., 2015].
Parabolic trough systems are the most common type of realized power plants. How-
ever, most new power plants are tower systems, and current high-temperature research
and design efforts are related to tower systems. These research and design efforts include
reducing the cost of CST electricity by (1) improving solar receiver/absorber materials
and design, (2) reducing the cost and improving the optical efficiency of the heliostat field,
(3) developing higher temperature, more efficient heat transfer fluids, (4) developing
novel TES materials that are cheaper, have higher energy storage density, and/or operate
at higher temperatures, and (5) developing novel power block cycles [U.S. Department of
Energy, 2012; Australian Solar Thermal Research Initiative, 2015].
Solar thermochemistry
An alternative and potentially transformative application of solar energy is to use high-
temperature solar thermal energy to drive thermochemical reactions [Steinfeld and
Palumbo, 2003]. By replacing traditional, non-renewable sources of process heat with
solar energy, energy from the sun is captured as chemical potential that can be easily
stored and transported [Gray, 2009].
Solar thermochemical processes have been investigated for many different applica-
tions. Examples of solar thermochemical fuel production include fossil fuel [Hirsch
et al., 2001; Dahl et al., 2004; Piatkowski and Steinfeld, 2008] or biomass [Hathaway
et al., 2011] upgrading, metal-based thermochemical looping for hydrogen production
[Tamaura et al., 1997; Steinfeld, 2002; Chueh and Haile, 2009; Alvani et al., 2009; Fresno
et al., 2010], and direct water thermolysis [Kogan, 2000]. Synthetic liquid hydrocarbon
fuels can be produced via synthesis gas derived from solar thermochemical CO2 and
H2O splitting cycles. Limestone [Meier et al., 2006] and ammonia [Gálvez et al., 2007]
are examples of commodities produced via solar thermochemical processes. Challenges
and opportunities include (1) understanding heat and mass transfer characteristics of
reacting materials and chemical kinetics at high temperatures and (2) solar chemical
reactor materials and design, which are topics of current research [Lipin´ski et al., 2013].
Thermochemical reactions involve various transient, coupled physical phenomena
within a reacting medium. These phenomena present important design concerns in
the realization of solar thermochemical technologies, because the phenomena within
constituents of the reacting medium, such as particles, dictate macroscopic reaction
behavior of the reacting medium. Reacting media may be a packed bed of particles, a
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fluidized bed of particles, active material deposited on a rigid, inert framework, a porous
foam made from active material, and other configurations currently being investigated.
Behavior and characteristics of the bulk reacting medium then guide reactor design.
Thus, successful reactor designs require a multiscale analysis.
Solar calcium oxide looping Solar CaO looping is being investigated for use with
concentrated solar thermal energy for the applications of solar CO2 capture [Reich et al.,
2014b] as well as high-temperature TES [Tescari et al., 2014]. When concentrated solar
thermal energy is used to drive CaO looping for CO2 capture, the net result of the cycle
in an input of concentrated solar energy and an output of CO2 separated from a dilute
source into a concentrated stream. The high-temperature capture of CO2 via solar CaO
looping promises high efficiencies and capture rates [Nikulshina et al., 2009].
Many of the qualities that make CaO looping well suited for solar CO2 capture also
make the cycle well suited for high-temperature, thermochemical TES. To implement
CaO looping for TES, input thermal energy is used to calcine CaCO3 into CaO and
CO2. The generated CO2 is collected and separated from the CaO until discharge of the
system is desired. When discharge is desired, CaO is exposed to the stored CO2, driving
exothermic carbonation. Thermal energy then is recovered from the exothermic process.
The net result of the cycle is an input of thermal energy and an output of thermal energy
at a later time.
A related reaction system being considered for solar thermochemical TES is the
CaO/Ca(OH)2 reaction system [Linder et al., 2014]. This reaction system exhibits at-
tractive kinetics and high sorbent utilization. However, the reaction temperature are
lower than CaO looping, approximately 400 to 560◦C [Criado et al., 2014], making the
CaO/Ca(OH)2 reaction system unsuitable for high-temperature TES.
While CaO looping technologies with conventional sources of process are nearing
industrial scale, solar CaO looping is relatively young. Conventional or solar CaO looping
both share the benefit of extremely cheap raw material and the challenge of rapid loss
of intermediary reactivity. Conventional CaO looping research areas that also apply to
solar CaO looping include sorbent modification to improve sustained reactivity with
cycling, the study of intra-particle thermal transport phenomena, and integration of CaO
looping into existing plants. Current topics of research particular to the field of solar CaO
looping include (1) system thermodynamic analyses; (2) solid intermediary interaction
with concentrated solar radiation; (3) directly irradiated and indirectly heated reactor
design; and (4) economic assessment.
Previous thermodynamic analyses of solar CaO looping include an analysis of a three
reactor H2 production system with integrated CO2 capturing [Nikulshina et al., 2006] and
an analysis of a two reactor system solely for CO2 capture [Matthews and Lipin´ski, 2012].
The three reactor set up is designed to capture CO2 from air and co-produce H2 from
methane (CH4) using concentrated solar thermal energy. A thermodynamic efficiency of
converting both concentrated solar and methane chemical input to the chemical energy
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of H2 was found to be 22.7% [Nikulshina et al., 2006].
The effect of heat recovery on required solar energy input is considered in the
thermodynamic analysis of the two reactor CO2 capturing system. Estimates for the
solar thermal input per amount of substance of CO2 captured for various heat recovery
configurations and operating conditions are given. Based on the analysis, a very high
theoretical minimum energy input is required to capture one mole of CO2 from gas with
0.03% CO2 concentration (300 ppm) [Matthews and Lipin´ski, 2012]. Because of the high
minimum energy input required to capture from atmospheric air, only CO2 capture from
point sources such as flue gas will be considered in this work.
Numerical models of intra-particle thermal transport phenomena have been applied
to particles that are directly irradiated with concentrated solar radiation. A heat transfer
model including conduction and radiative heat transfer within a particle of CaCO3 under
direct high-intensity irradiation was used to investigate transient temperature and stress
profiles in the particle [Dombrovsky and Lipin´ski, 2007]. Dombrovsky and Lipin´ski
[2007] found intra-particle stress for the considered conditions does not cause mechanical
destruction of the particles.
A model including calcination kinetics, conductive and radiative modes of heat trans-
fer, and diffusive mass transfer in the pore space has been used to investigate radiative
heat transfer modeling methods [Ebner and Lipin´ski, 2011], chemical reaction models
[Ebner and Lipin´ski, 2012], and uniform versus non-uniform direct irradiation [Ebner
and Lipin´ski, 2014]. In the radiative heat transfer modeling method investigation, re-
sults using the Rosseland diffusion approximation and Monte Carlo ray tracing method
showed similar intra-particle temperature gradients and time to complete calcination. In
the chemical reaction model investigation, results using the volumetric reaction model
exhibited larger intra-particle temperature gradients and faster time to complete calci-
nation compared to those using the shrinking core model. In the radiation distribution
investigation, non-uniform irradiation resulted in longer time to complete calcination
compared to uniform irradiation.
Two primary reactor configurations exist for solar CaO looping: a two-reactor con-
figuration and a single reactor configuration [Reich et al., 2014b]. In a single reactor
configuration, solid particles remain in one reactor, and the solar input and input gas
composition change to drive either calcination and carbonation. In a two-reactor con-
figuration, solid particles are cycled between two reactors in which separate reactions
take place: a solar calciner for the calcination of CaCO3 and a non-solar carbonator for
the carbonation of CaO. As mentioned in Section 2.2, most conventional CaO looping
systems are two-reactor configurations. Several solar reactors have been developed for
the calcination of CaCO3. Few single reactors have been developed for both reactions.
Several kW-scale solar reactors have been developed and demonstrated for calcining
CaCO3 for the production of lime [Koepf et al., 2017]. Solar lime reactors have been
designed and demonstrated for processing 1–5 mm diameter CaCO3 particles and showed
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high conversion rates and solar to chemical efficiencies. While much of the knowledge
gained from this research is applicable to solar CaO looping, solar lime reactors cannot
typically be used as solar CaO looping calciners because of different design constraints.
Solar calciners should be designed for calcination in high CO2 concentration atmospheres
for solar CaO looping for CO2 capture or TES. Solar lime reactors often feature reactants
open to the atmosphere or enclosed reactants in reactors designed to calcine in an air
atmosphere.
Single reactor configurations that have been considered for solar CaO looping include
a fluidized bed reactor and a packed bed reactor. The fluidized bed reactor has been
developed and used to thermochemically cycle sorbent particles experimentally in a high-
flux solar simulator [Nikulshina et al., 2009; Nikulshina and Steinfeld, 2009]. CO2 was
captured using the fluidized bed reactor from a gas source with a CO2 concentration of
500 ppm. The packed bed reactor concept has been numerically modeled and investigated
for solar CO2 via CaO looping [Reich et al., 2014a, 2015]. The concept consists of dual
cavities where the inner cavity serves as the solar receiver and the outer annulus region
serves as the reaction zone.
Of the particle-based reactor designs being considered for solar CaO looping, con-
vective heat and mass transfer local to reacting particles differ substantially between
fluidized or packed bed reactors. Similarly, radiative heat transfer local to reacting
particles differs between directly irradiated or indirectly heated reactors. When studying
thermal transport phenomena at the particle level, the range of conditions to consider is
determined by these design variations.
2.4 Summary
Thermochemical looping technologies with conventional sources of process heat have
been successfully demonstrated at the pilot plant scale, proving the potential of these
technologies. Because thermochemical looping processes require thermal energy, often at
high temperatures, concentrated solar thermal energy is an attractive option for supplying
process heat from a renewable energy resource.
Conventional and solar CaO looping share many similar benefits and challenges.
The study of intra-particle thermal transport phenomena in particles undergoing CaO
looping is applicable to both fields. However, conventional and solar CaO looping
intra-particle thermal transport phenomena studies are distinguished by conditions
surrounding particles that are related to process heat source dependent reactor designs
and system configurations.
21
Part I
Numerical model formulation
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Chapter 3
Chemical thermodynamics and
kinetics of calcination and
carbonation
3.1 Introduction
When utilizing reversible reaction chemistry for engineering applications, the conditions
when the forward or reverse reaction will occur must first be determined. After the
direction of the reaction is determined, the rate at which the reaction will proceed must
next be determined. The factors influencing both the direction and the rate that the
reaction will proceed vary depending on the reaction system. For CaO looping, CO2
partial pressure and temperature determine the direction the reaction will proceed, while
CO2 partial pressure, temperature, and reaction area determine the reaction rate.
In this chapter, the chemical thermodynamics that determine if calcination or carbon-
ation occurs will be presented. Next a review of reaction rate forms will be presented
and the reaction rate definition used in this work will be discussed. Reaction rate expres-
sions from literature for both the calcination and carbonation reactions under conditions
relevant to CaO looping are discussed, and the expressions selected for use in this work
are elaborated. The reaction rate expressions for calcination and carbonation are finally
combined to yield the reversible, overall reaction rate expression.
3.2 Thermodynamics
Calcination is an endothermic reaction that proceeds at temperatures on the order of
1000 K. Carbonation is an exothermic reaction, and under typical atmospheric conditions,
the reaction rate is very slow for practical chemical engineering applications. While
slow carbonation under typical atmospheric conditions is relevant to cement hardening
over the life span of cement, carbonation rates relevant to CaO looping occur at elevated
temperatures in the range of approximately 500–1000 K. The enthalpies of reaction
at standard conditions ∆h
◦
298 K for calcination and carbonation are 178 kJ mol
−1 and
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−178 kJ mol−1, respectively.
At chemical equilibrium, the forward and reverse reactions occur at the same rate,
resulting in no overall change in the concentration of either the reactants or products.
For the calcination/carbonation reaction system, the equilibrium partial pressure of CO2
peq exponentially increases with temperature T according to the following equation,
peq = Aeq exp
(
−Beq
T
)
(3.1)
where Aeq = 4.137× 1012 Pa and Beq = 2.0474× 104 K [Barin, 1995]. Equilibrium partial
pressure of CO2 versus temperature is shown in Fig. 3.1 for the temperature range of
interest for CaO looping.
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Figure 3.1: Equilibrium partial pressure of CO2 versus temperature
When a system is not in equilibrium, either the calcination or carbonation reaction
will be favored. CO2 partial pressure and temperature conditions above and below the
equilibrium line shown in Fig. 3.1 favor carbonation and calcination, respectively.
3.3 Kinetics
Reaction rates for calcination or carbonation have been defined and determined in a
variety of ways in literature. In this section, examples of several different reaction
rate expressions for calcination and carbonation are briefly discussed. Then the overall
reaction rate definition and the calcination and carbonation expressions selected for use
in this work is detailed. Lastly, the overall reaction rate expression is presented.
Reaction rates have been defined to describe how the mass m or amount of substance
N of CaCO3 or CaO or the molar fraction of calcium that is present as CaCO3 or CaO
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change per unit time t, reaction surface area S, and/or volume V. The fraction of calcium
that is present as CaO is often referred to as conversion or reaction extent and is expressed
on a molar basis.
X
def
=
NCaO
N0,Ca
(3.2)
where NCaO is the current amount of substance of CaO and N0,Ca is the initial amount
of substance of calcium. When the reaction rate is defined as dX/dt, the reaction rate
expression is often integrated over time to yielding an expression for reaction extent as a
function of time, making this a popular definition in literature. The mathematical forms
of common reaction rate definitions are shown in Table 3.1.
Table 3.1: Common reaction rate definitions
Definition Meaning
dm
dt
or
dN
dt
change in mass or amount of substance
per unit time
dm
dSdt
or
dN
dSdt
change in mass or amount of substance
per unit reaction surface area per unit time
dm
dVdt
or
dN
dVdt
change in mass or amount of substance
per unit volume per unit time
dX
dt
change in reaction extent per unit time
In this work, a molar volumetric reaction rate is defined as
r′′′ = −dNCaCO3
dVdt
=
dNCaO
dVdt
=
dNCO2
dVdt
(3.3)
where NCaCO3 and NCO2 are the amounts of substance of CaCO3 and CO2, respectively.
Reaction rates, both in this work and in literature, are evaluated by equating them to an
expression. The form of the expression and the parameters included in the expression for
evaluating any form of reaction rate are determined by reaction models, kinetic theory,
and/or inspection of experimental data trends. Constants in the expressions are then fit
to match experimental data. Appropriate expressions for evaluating r′′′ in this work are
taken from literature and elaborated below.
To evaluate reaction rate expression form and parameters for the calcination or
carbonation reaction, the most commonly used technique is thermogravimetric analysis
(TGA). In TGA studies, an amount of reactant is placed on a balance and is subjected to
a specific environment. If the environment results in a chemical reaction, the mass of
the sample will change. The transient change in sample mass is then correlated to solid
composition and the rate at which the chemical reaction occurred. Several aspects of
TGA studies need to be carefully considered for the study to produce accurate intrinsic
chemical kinetic parameters. Such aspects include (1) understanding the environmental
conditions around the reactant, (2) isolating a single chemical reaction from other chemical
25
3 Chemical thermodynamics and kinetics of calcination and carbonation
reactions or transformation that cause weight change, (3) distinguishing heat and mass
transfer limited reaction regimes from kinetic limited reaction regimes, and (4) selecting
appropriate reaction rate expressions and parameters.
An emerging technique for studying intrinsic chemical kinetics is in-situ X-ray diffrac-
tion (XRD) analysis. In-situ XRD studies track material crystal structure changes in
small, powdered samples as reactions occur. Studies of this nature have the potential to
address two aspects listed above: isolating the chemical reaction and removing heat and
mass transfer limitations. However, the method is still emerging. In-situ XRD studies of
calcination and carbonation include Biasin et al. [2015] and Valverde and Medina [2017],
respectively.
Reported reaction rate expressions for calcination and carbonation have been depen-
dent on temperature T, reaction extent of the reacting medium X, CO2 partial pressure
pCO2 , and/or reaction specific surface area, expressed as a mass-specific s, volume-specific
s′′′, or total S quantity. Evaluated reaction rate constants can include reaction order m,
non-Arrhenius reaction rate constant k, Arrhenius pre-exponential factor k0, Arrhenius
activation energy Ea, and/or other constants.
Reaction models used to describe particles undergoing calcination or carbonation
include global uniform reaction models, shrinking core models, and volumetric models
such as the changing grain size model. Single global expressions assume homogeneous
composition and conditions [House, 2007]. Intra-particle composition or temperature
profiles are therefore not resolved. As a result, single global expressions have limited
applicability as they are specific to experimental conditions and may not account for heat
or mass transfer limitations [House, 2007]. The shrinking core model [House, 2007] has
been used to accurately describe the calcination reaction under some conditions, however,
it has not been used to accurately describe the carbonation reaction. These simpler
models are generally only accurate when applied to simplified systems, for example
when particles are heated at a sufficiently slow rate and/or particles are sufficiently small
that heat transfer limitations do not exist [Khinast et al., 1996]. In this work, an intrinsic
reaction rate expression is used to describe chemical kinetics, while a numerical model of
intra-particle heat and mass transfer coupled to intrinsic kinetics presented in Chapter 4
is used to resolve spatial variations in reacting particles.
3.3.1 Calcination
The rate at which the calcination reaction proceeds has been extensively studied. Rate
expressions typically feature a single-temperature, non-Arrhenius rate constant or a
temperature-dependent Arrhenius-like rate constant. A selection of rate expressions are
shown in Table 3.2. In addition to rate constants, expressions may contain morphological
parameters such as reaction surface area or reaction specific surface area. Several
expressions also contain functions describing the CO2 partial pressure dependence fCO2 ,
though the form of this function varies.
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Table 3.2: Calcination reaction rate expressions, where k indicates a non-Arrhenius rate
contant
Rate expression Source
dX
dt
= k0 exp
(−Ea
RT
)
(1− X)m Gallagher and Johnson Jr. [1973]
dX
dt
= −kSt Borgwardt [1985]
dN
dSdt
= k fCO2
Dennis and Hayhurst [1987]
Silcox et al. [1989]
dN
dVdt
= −ks′′′ fCO2 Khinast et al. [1996]
dN
dVdt
= −k0 exp
(−Ea
RT
)
s′′′ fCO2 García-Labiano et al. [2002]
dX
dt
= k0 exp
(−Ea
RT
)
(1− X) fCO2 Acharya et al. [2012]
Expressions reported by Gallagher and Johnson Jr. [1973], Borgwardt [1985], and
Acharya et al. [2012] are global expressions, describing the rate of change of overall
reaction extent for the considered system. Expressions reported by Dennis and Hayhurst
[1987], Silcox et al. [1989], and Khinast et al. [1996] describe intrinsic chemical kinetics.
While intrinsic rate constants may be specific to the experimental setup, appropriate
models can result in intrinsic rate constants that apply generally to a wide variety of
systems.
After a review of literature reported kinetics expressions, the expression reported by
García-Labiano et al. [2002] was selected for use in this work. The expression describes
intrinsic kinetics in a form that matches the rate definition in Eq. (3.3) and includes terms
describing the temperature and CO2 concentration dependence which are derived from
data over a wide range of both parameters.
García-Labiano et al. [2002] investigated the intrinsic kinetics of the calcination
of Blanca limestone at different temperatures (1048–1173 K) and under different CO2
atmospheres (0–80% CO2 and 0.1–1.5 MPa total pressure). Kinetic parameters describing
both the temperature and CO2 partial pressure dependence were fit to experimental data
using a numerical model of intra-particle mass transfer in order to account for mass
transfer limitations on the reaction.
The reaction rate expression is
r′′′calc = −kcalcs′′′calc fCO2,calc (3.4)
kcalc = k0,calc exp
(−Ea,calc/RT) (3.5)
where kcalc is the Arrhenius-like rate constant for calcination, s′′′calc is the local, volume-
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Table 3.3: Material properties of CaCO3 and CaO
Variable Value Unit Source
ρCaCO3 2730 kg m
−3 Oates [1998]
ρCaO 3350 kg m−3 Oates [1998]
MCaCO3 0.10009 kg mol
−1 Wieser [2006]
MCaO 0.05607 kg mol−1 Wieser [2006]
φ0,CaCO3 0.03 García-Labiano et al. [2002]
sCaCO3 300 m
2 kg−1 García-Labiano et al. [2002]
sCaO 1.9× 104 m2 kg−1 García-Labiano et al. [2002]
specific reaction surface area for calcination, fCO2,calc is a function describing the calcina-
tion reaction CO2 partial pressure dependence, k0,calc is the calcination pre-exponential
factor, Ea,calc is the calcination activation energy, and R is the ideal gas constant and equal
to 8.314 J mol−1 K−1.
The volume-specific reaction specific surface area for calcination is given by
s′′′calc =
(1− φ) [sCaCO3 (1− Xlocal) + sCaOXlocal][
Xlocal
ρCaO
+
1− Xlocal
ρCaCO3
] (3.6)
where φ is the local porosity; sCaCO3 and sCaO are the mass-specific surface areas of
unreacted CaCO3 and CaO derived from calcined CaCO3, respectively; Xlocal is the
reaction extent X defined by Eq. (3.2) evaluated locally; and ρCaCO3 and ρCaO are the true
densities of non-porous CaCO3 and CaO, respectively.
A linear relationship between the molar fraction of CaO and the porosities of un-
reacted CaCO3 φ0,CaCO3 and completely calcined CaO φCaO is used to predict the local
porosity of partially reacted solid. The linear relationship is
φ = φ0,CaCO3
(
1− NCaO
N0,CaCO3
)
+ φCaO
(
NCaO
N0,CaCO3
)
(3.7)
where N0,CaCO3 is the initial amount of substance of CaCO3. The porosity of unreacted
CaCO3 can be measured or assumed; García-Labiano et al. [2002] measured the porosity
of Blanca limestone, which is used in this work.
The porosity of CaO derived from calcined CaCO3 φCaO can be determined from the
initial porosity of CaCO3 for 100% conversion:
φCaO =
[
1−
(
ρCaCO3
MCaCO3
× MCaO
ρCaO
)]
+ φ0,CaCO3
[(
ρCaCO3
MCaCO3
× MCaO
ρCaO
)]
(3.8)
where MCaCO3 and MCaO are the molar masses of CaCO3 and CaO, respectively. Using
values listed in Table 3.3, the equation reduces to φCaO = 0.54+ 0.46φ0,CaCO3 , meaning
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Figure 3.2: Reaction rate normalized by specific surface area versus temperature for
selected CO2 concentrations for (a) calcination and (b) carbonation
CaO derived from calcined CaCO3 will have a porosity of at least 0.54 (φCaO ≥ 0.54). The
porosity of CaCO3 measured by García-Labiano et al. [2002] is given in Table 3.3, and for
completely calcined CaO derived from Blanca limestone, Eq. (3.8) yields φCaO = 0.56.
The Langmuir–Hinshelwood mechanism model with the Freundlich isotherm was
found to best predict the dependence on CO2 partial pressure of experimental data for
the considered conditions:
fCO2,calc =
 (1− θ)
(
1− pCO2
peq
)
for pCO2 < peq
0 for pCO2 ≥ peq
(3.9)
θ =
{
cp1/2CO2 for cp
1/2
CO2
< 1
1 for cp1/2CO2 ≥ 1
(3.10)
c = c0 exp
(−Ec/RT) (3.11)
where θ is the fraction of active sites occupied by CO2, pCO2 is the local partial pressure of
CO2, peq is the equilibrium partial pressure of CO2, evaluated using Eq. (3.1) at the local
temperature, and c is the adsorption constant. In this CO2 dependence model, fCO2,calc is
unitless and has been extrapolated to 1200 K and concentrations up to 100% CO2 for use
in this work.
Values of parameters used in Eqs. (3.5) to (3.8) and (3.11) are given in Tables 3.3
and 3.4. The calcination reaction rate normalized by reaction specific surface area for
selected CO2 concentrations is shown in Fig. 3.2a. Increasing temperature and decreasing
CO2 concentration increase the calcination rate.
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Table 3.4: Reaction rate parameters
Variable Value Unit Source
k0,calc 6.7× 106 mol m−2 s−1 García-Labiano et al. [2002]
Ea,calc 1.66× 105 J mol−1 García-Labiano et al. [2002]
c0 1.8× 10−7 Pa−1/2 García-Labiano et al. [2002]
Ec −9.3× 104 J mol−1 García-Labiano et al. [2002]
k0,carb 1.67× 10−4 mol m−2 s−1 kPa−1 Sun et al. [2008]
Ea,carb 2.9× 104 J mol−1 Sun et al. [2008]
3.3.2 Carbonation
Carbonation reaction rates have also been extensively studied in literature, although
investigation of kinetics under conditions relevant to CaO looping is still ongoing. In
particles undergoing CaO looping, mass transfer limitations on the apparent reaction rate
of the particle are important to consider. Carbonating systems typically display an initial,
rapid reaction rate regime followed by a slower one. The initial regime is accepted to be
kinetics limited while the slower regime is generally accepted to be limited by diffusion
of CO2 through the dense CaCO3 product layer to the unreacted CaO as discussed in
Section 2.2.
A selection of carbonation rate expressions from the literature are shown in Ta-
ble 3.5. Reaction rate expressions used for carbonation typically feature either a single-
temperature rate constant or a temperature-dependent, Arrhenius-like rate constant.
Expressions also typically feature some function related to CO2 partial pressure, although
the form of these functions varies greatly. In addition to rate constants and CO2 partial
pressure dependence functions, expressions may also contain parameters or functions
related to particle morphology and diffusivity of CO2 in the particle fmorph.
A common morphological parameter influencing apparent carbonation kinetics is
porosity, because amount, size, and connectivity of pores influence the rate of diffusion of
CO2 in the pore space to unreacted CaO sites. The porosity as modeled in the calcination
section by Eq. (3.7) applies to the solid phase during carbonation as well as calcination.
While porosity as a function of solid phase composition is used to predict the calcination
reaction specific surface area in the selected calcination model above, the porosity does
not appear in any apparent calcination reaction rate expressions shown in Table 3.2.
Porosity influences two apparent carbonation reaction rate expressions reported by
Bhatia and Perlmutter [1983] and Nikulshina et al. [2007] shown in Table 3.5 via fmorph.
Expressions reported by Shimizu et al. [1999], Nikulshina et al. [2007], and Fang
et al. [2009] are global expressions, describing the rate of change of overall reaction
extent for the considered system. Expressions reported by Bhatia and Perlmutter [1983],
Stendardo and Foscolo [2009], Symonds et al. [2009], and Li et al. [2012] describe intrinsic
carbonation kinetics.
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Table 3.5: Carbonation reaction rate expressions, where k indicates a non-Arrhenius rate
contant
Rate expression Source
dX
dt
= k fCO2 fmorph (X, φ, others) Bhatia and Perlmutter [1983]
dX
dt
= −k fCO2 Xmax exp (−k fCO2 t) Shimizu et al. [1999]
dX
dt
= fmorph (X, φ, others) Nikulshina et al. [2007]
dN
dVdT
= k0 exp
(−Ea
RT
)
s′′′ fCO2 Sun et al. [2008]
dX
dt
= k
(
1− X
Xmax
)m
fCO2 Fang et al. [2009]
dN
dVdt
= ks′′′ fCO2 Stendardo and Foscolo [2009]
dX
dt
= k0 exp
(−Ea
RT
)
s′′′ fCO2 (1− X) Symonds et al. [2009]
dN
dt
= k fCO2 Li et al. [2012]
The carbonation rate expression used in this work mirrors the expression used for
calcination.
r′′′carb = kcarbs
′′′
carb fCO2,carb (3.12)
kcarb = k0,carb exp
(−Ea,carb/RT) (3.13)
where kcarb is the Arrhenius-like rate constant for carbonation, s′′′carb is the local, volume-
specific reaction surface area for carbonation, fCO2,carb is a function describing the carbon-
ation reaction CO2 partial pressure dependence, k0,carb is the carbonation pre-exponential
function, and Ea,carb is the carbonation activation energy. The Arrhenius-like rate con-
stant and CO2 partial pressure dependence function are taken from Sun et al. [2008],
the volume-specific reaction surface area expression is taken from Stendardo and Fos-
colo [2009], and the morphology parameter used in the expression for evaluating the
volume-specific reaction surface area is taken from García-Labiano et al. [2002].
Sun et al. [2008] studied the carbonation of fully calcined Strassburg limestone at
different temperatures (1048–1173 K) and under different CO2 atmospheres (0–100%
CO2 and 101 and 800 kPa total pressure). Very small particles in the range 38–45µm in
diameter and sample sizes less than 3µg initially were used to minimize mass transfer
limitations. The form of the CO2 partial pressure dependence function was derived from
a grain reaction model for a kinetically controlled solid–gas reaction expressed in the
power law form. Pre-exponential factor and activation energy constants were fit to the
initial, kinetics-controlled region using the grain model.
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Figure 3.3: Overall reaction rate normalized by specific surface area versus temperature
for selected CO2 concentrations in a dry atmosphere shown for (a) all temperatures of
interest for CaO looping and (b) temperatures around equilibrium: yCO2 = 1.0 (dotted
line), 0.5 (dashed line), 400 ppm (solid line)
Values of parameters used for the carbonation reaction rate constant are given in
Table 3.4. The carbonation reaction rate constant has been extrapolated to 800 K for use
in this work. The CO2 partial pressure dependence function for carbonation is [Sun et al.,
2008]
fCO2,carb =
{
pCO2 − peq for pCO2 > peq
0 for pCO2 ≤ peq
(3.14)
and has the units kPa. The volume-specific reaction specific surface area for carbonation
is evaluated using
s′′′carb = sCaOρCaO (1− φCaO)X2/3local (3.15)
which is adapted from Stendardo and Foscolo [2009]. The value of sCaO used in Eq. (3.15)
in this work is the same as that used in Eq. (3.6) and is given in Table 3.3.
The carbonation reaction rate normalized by specific surface area for selected CO2
concentrations is shown in Fig. 3.2b. Increasing CO2 concentration results in faster
kinetics. Increasing temperature results in faster kinetics until a maximum reaction rate
for a given CO2 concentration is reached. Further increases of temperature above the
maximum reaction rate temperature results in sharply declining reaction rates until
fCO2,carb = 0, and consequently zero carbonation reaction rate, is reached at the local
equilibrium temperature.
3.3.3 Overall expression
The overall reaction rate expression used in this work combines the individual expressions
for both reactions. This single expression indicates both the direction and magnitude of
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the reaction rate:
r′′′ = −kcalcs′′′calc fCO2,calc + kcarbs′′′carb fCO2,carb (3.16)
The overall reaction rate is shown in Fig. 3.3 as a function of temperature for selected
CO2 concentrations. Negative and positive rates represent calcination and carbonation,
respectively, based on the reaction rate defined by Eq. (3.3). The carbonation curve inter-
sects the calcination curve at the equilibrium temperature for a given CO2 concentration.
The overall reaction rate expression is therefore continuous, however the derivative of
the curve is not continuous at the transition point between calcination and carbonation.
3.4 Summary
In this chapter, temperature and CO2 partial pressure conditions resulting in thermo-
dynamic equilibrium of the calcination/carbonation reaction system were presented. A
molar volumetric reaction rate was defined, and reaction rate expressions for calcination
and carbonation, appropriate for use with the defined reaction rate, were presented.
Combining the two expressions yielded an overall reaction rate expression, which is a
function of temperature, CO2 partial pressure, and the calcination or carbonation reaction
specific surface area. The overall reaction expression is used to determine local, intrinsic
reaction rates in particles undergoing CaO looping in Chapter 4.
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Chapter 4
Conservation of mass, momentum,
and energy1
4.1 Introduction
In this chapter, a numerical model of heat and mass transfer coupled to chemical kinetics
is presented. The model describes these thermal transport phenomena within a single,
heterogeneous particle, resolving spatial variation of solid and fluid phase composition
and temperature at different radial locations within the particle. Time-periodic boundary
conditions drive cyclic calcination and carbonation in the particle, therefore the model
is transient, and intra-particle composition and temperature gradients change with
time. Numerical solution of the model results in an initial value problem which can
be used to resolve concentration, pressure, and temperature gradients within a particle
as it undergoes the transient transformations of CaO looping. The numerical model is
presented in full in this chapter, with selected closure models elaborated in Chapter 5.
The numerical model is an extended version of one developed for the transient calcination
of a single particle [Yue, 2013; Yue and Lipin´ski, 2015b].
Intrinsic chemical kinetics is a sub-continuum phenomenon in particles of millimeter
size undergoing CaO looping. In such particles, intra-particle temperature and CO2
gradients can exist, resulting in non-uniform local reaction rates. Pore-level features and
phenomena can be directly modeled to capture sub-continuum chemical kinetics, but for
a given domain, modeling detail down to the sub-continuum level is computationally
intensive. To reduce computational cost, averaging methods, models, and simplifying
assumptions can be applied to a domain, which homogenize sub-continuum behavior to
various extents, allowing domains to be modeled at increasing length scales. As more
behavior is homogenized, less detail is preserved, but for the same domain, computational
cost is reduced. Continuum scale models are only as accurate as the assumptions used
to homogenize the sub-continuum phenomena. In this work, non-uniform conditions
within the particle are preserved, while the method of volume averaging and closure
models for selected phenomena are applied to make the problem tractable.
1Material in this chapter has been published in: Yue and Lipin´ski [2015b,c]
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The analyzed system is a semitransparent, porous particle with non-uniform compo-
sition and temperature undergoing CaO looping in a reactor-like environment shown
in Fig. 4.1. The analyzed system consists of two solid phase species (CaCO3 and CaO),
comprising the porous particle structure and two fluid phase species (CO2 and an inert
species), occupying the pore space. In this chapter, the equations are developed for air as
the inert species, however, the equations are valid for other inert species with appropriate
properties and/or equation of state as required.
Reacting solid and gas
0 ≤ Xi (r, t) ≤ 1
0.03 ≤ φi (r, t) ≤ 0.56
q′′heat (t), j
′′
mass (t)
Figure 4.1: The single particle system in a reactor-like environment with non-uniform
composition and temperature
In the analyzed system, the solid phase composition changes due to the calcination
and carbonation reactions, while the fluid phase composition is affected by absorbed and
released CO2, species diffusion due to concentration gradients, and bulk advection due
to pressure gradients. Convective mass transfer occurs between the fluid in the particle
pore space and the ambient sweep gas surrounding the particle. Heat transfer from the
surface to locations within the particle is captured in the heat transfer model. Conduction
and radiation are modeled in both the solid and fluid phases. Convective heat transfer
occurs between the solid and fluid phases at the particle surface and the ambient sweep
gas surrounding the particle.
The model is developed with the following additional assumptions: (1) heat and
mass transfer occur uniformly over the particle surface; (2) the particle radius rp does
not change; (3) the only means of fluid mass transfer in the pore space are by diffusion
and advection—fluid species do not diffuse into the solid phase; and (4) the solid and
fluid phases are at local thermal equilibrium with each other. The model does not take
into account particle degradation and loss of reactivity due to cycling or irreversible
morphological changes such as sintering. These phenomena have been experimentally
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shown to occur in particles undergoing cyclic calcination and carbonation as discussed
in Section 2.2 and are important considerations for the realization of CaO looping
technologies.
The model presented here is based on one developed by Keene et al. [2013] for
heat and mass transfer in a reacting cerium dioxide (CeO2) medium. The model of
Keene et al. [2013] was developed using the method of volume-averaging [Kaviany, 1995;
Whitaker, 1999] to derive continuum-level governing equations for the heterogeneous
system. Following the notation established in Whitaker [1999], volume-averaged variables
are denoted in this work with angle brackets. Intrinsic average variables, i.e. variables
averaged over a single phase, have superscripts indicating the phase over which the
variable is averaged. For example, molar density volume-averaged over the solid phase
is 〈ρ〉s. Superficial average variables, i.e. variables averaged over the total volume, are
without a superscript. For example, the superficial volume-averaged fluid velocity is
denoted 〈~uf〉. Closure model properties evaluated using volume-averaged variables are
not denoted with volume-averaged angle brackets.
The model consists of five volume-averaged, governing conservation equations: four
conservation of mass equations for the four species of the system and one conservation
of energy equation. The model also consists of two constraint equations—a simplified
conservation of momentum equation and the ideal gas equation of state—and a number
of closure models and equations presented in this chapter and Chapter 5. Pertinent
studies [Whitaker, 1999; Ebner and Lipin´ski, 2011; Keene et al., 2013] and engineering
intuition were used to select closure models. CaO looping is driven by time-periodic
conditions interacting with the particle at the boundary via the boundary conditions,
so that extra-particle conditions affect intra-particle temperature and CO2 concentration
which determine the reaction direction and rate.
4.2 Conservation equations
4.2.1 Mass of solid phase
The volume-averaged conservation of mass equations for CaCO3 and CaO read, respec-
tively
∂
[
(1− φ) 〈ρCaCO3〉s
]
∂t
= −r′′′ (4.1)
∂
[
(1− φ) 〈ρCaO〉s
]
∂t
= r′′′ (4.2)
where ρCaCO3 and ρCaO are the molar densities of CaCO3 and CaO, respectively, φ is the
local porosity, and the reaction rate term on the right-hand side is defined by Eq. (3.3) and
evaluated by Eq. (3.16) using local conditions. As the solid phase composition changes,
concomitant changes in porosity φ are considered according to Eq. (3.7).
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The local reaction extent Xlocal is defined by expressing the reaction extent defined by
Eq. (3.2) in terms of the molar densities of CaCO3 and CaO,
Xlocal
def
=
〈ρCaO〉s
ρ0,CaCO3
= 1− 〈ρCaCO3〉
s
ρ0,CaCO3
(4.3)
where ρ0,CaCO3 is initial local molar density of non-porous CaCO3.
4.2.2 Mass of fluid phase
For the fluid phase, the volume-averaged conservation of mass equations for CO2 and air
read, respectively
∂
(
φ〈ρCO2〉f
)
∂t
+∇ ·
(
〈ρCO2〉f 〈~uf〉
)
= ∇ ·
(
Deff,CO2∇〈ρCO2〉f
)
+ j′′CO2 s
′′′
phase (4.4)
∂
(
φ〈ρair〉f
)
∂t
+∇ ·
(
〈ρair〉f 〈~uf〉
)
= ∇ ·
(
Deff,air∇〈ρair〉f
)
(4.5)
where ρCO2 and ρair are the molar densities of CO2 and air, respectively; 〈~uf〉 is the
superficial fluid velocity; Deff,CO2 and Deff,air are the effective diffusivities of CO2 and air,
respectively; j′′CO2 is the interphase molar flux of CO2 due to chemical reaction; and s
′′′
phase
is the volume-specific interphase surface area.
Air is modeled as a single species composed of 79% N2 and 21% O2. Evaluation of
〈~uf〉 and Deff for CO2 and air will be discussed in the following section and in Chapter 5,
respectively. The molar flux of CO2 across the solid–fluid boundary j′′CO2 s
′′′
phase is a
volumetric source term equivalent to the reaction rate r′′′.
4.2.3 Momentum of fluid phase
Darcy’s law simplification of the conservation of momentum equation [Kaviany, 1995]
is used to determine the fluid velocity in the pore space, where all pores are assumed
active and connected to the particle exterior.
−∇
(
φ 〈pf〉f
)
=
µf
Ks
φ 〈~uf〉 (4.6)
where pf is the fluid pressure, µf is the viscosity of the fluid, and Ks is the permeability of
the porous solid. Darcy’s law simplification is used for its simplicity and appropriateness,
because the expected fluid velocities are low enough to maintain laminar flow at all times
and locations within the particle. Reynolds number analysis for representative numerical
results confirms laminar flow is maintained. The analysis is elaborated for numerical
results in Section 6.3.
The local fluid pressure is evaluated using the ideal gas equation, an appropriate
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equation of state because CO2 and air exhibit ideal gas behavior and the total fluid
pressure remains low at all times and locations within the particle.
〈pf〉f =
(
〈ρCO2〉f + 〈ρair〉f
)
R 〈T〉f (4.7)
where 〈T〉f is the local temperature averaged over the fluid phase. The local fluid viscosity
is taken as the molar average of the temperature-dependent fluid species viscosities.
µf =
µCO2 〈ρCO2〉f + µair 〈ρair〉f
〈ρCO2〉f + 〈ρair〉f
(4.8)
where µCO2 and µair are the viscosities of CO2 and air, respectively. The local permeability
of the solid is taken as the molar average of the permeabilities of CaCO3 and CaO derived
from calcined CaCO3, KCaCO3 and KCaO, respectively.
Ks = KCaCO3 (1− Xlocal) + KCaOXlocal (4.9)
The upper bound for permeability of naturally occurring dolomite limestone and the
permeability of industrial lime mortar are used for the permeabilities of CaCO3 and CaO
derived from calcined CaCO3, respectively. Values of the parameters used in Eqs. (4.8)
and (4.9) are given in Table 4.1. At temperatures above the valid temperature upper
limit, the viscosity is taken as that evaluated at the valid temperature upper limit, i.e. the
equations are not extrapolated beyond their reported range.
4.2.4 Energy
The solid and fluid phases are assumed to be at local thermal equilibrium, yielding one
conservation of energy equation where latent heat changes due to bulk fluid advection,
fluid species diffusion, conduction, and radiative heat transfer within the particle.
∂
〈
ρh
〉
∂t
+∇ ·
(
〈ρf〉f hf 〈~uf〉
)
= ∇ ·
(
hCO2 Deff,CO2∇〈ρCO2〉f
)
+∇ ·
(
hairDeff,air∇〈ρair〉f
)
+∇ · (keff∇ 〈T〉)−
〈∇ ·~q′′rad〉
(4.10)
where h is specific enthalpy, keff is the total effective thermal conductivity of the solid and
fluid phases, 〈T〉 is the temperature averaged over the total volume, and 〈∇ ·~q′′rad〉 is the
volume averaged divergence of the radiative heat flux. Because the solid and fluid phases
are assumed to be at local thermal equilibrium the superficial average temperature is the
same as the intrinsic average temperatures, 〈T〉s = 〈T〉f = 〈T〉. The time derivative term
is evaluated
∂
〈
ρh
〉
∂t
=
[
∑
i
〈ρi〉 cp,i
]
∂ 〈T〉
∂t
+
[
∑
i
hi
∂ 〈ρi〉
∂t
]
(4.11)
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Table 4.1: Properties used in momentum conservation equation
Variable Value Unit Source
µCO2 1.2× 10−6 + 5× 10−8 T − 1.1× 10−11 T2 N s m−2 Yaws [1995]
µN2 4.5× 10−7 + 6.4× 10−8 T − 2.7× 10−11 T2 + 5.4× 10−15 T3 N s m−2 Yaws [2009]
µO2 −4.9× 10−7 + 8.1× 10−8 T − 4.0× 10−11 T2 + 1.0× 10−14 T3 N s m−2 Yaws [2009]
KCaCO3 4.5× 10−14 m2 Kaviany [1995]
KCaO 4.37× 10−13 m2 Válek et al. [2000]
Table 4.2: Properties used in energy conservation equation
Variable Value Unit Source
hCaCO3 1.1× 102 T + 1.1× 10−2 T2 + 2.6× 106 T−1 − 1.3× 106 J mol−1 Integration of cp
hCaO 50.4T + 2.1× 10−3 T2 + 8.5× 105 T−1 − 6.5× 105 J mol−1 Integration of cp
hCO2 51.1T + 2.2× 10−3 T2 + 1.5× 106 T−1 − 4.1× 105 J mol−1 Integration of cp
hN2 , hO2 Linearly interpolated from tabulated data J mol
−1 Turns [2013]
cp,CaCO3 1.1× 102 + 2.2× 10−2 T − 2.6× 106 T−2 J mol−1 K−1 Binnewies and Milke [2002]
cp,CaO 50.4+ 4.2× 10−3 T − 8.5× 105 T−2 J mol−1 K−1 Binnewies and Milke [2002]
cp,CO2 51.1+ 4.4× 10−3 T − 1.5× 106 T−2 J mol−1 K−1 Binnewies and Milke [2002]
cp,N2 , cp,O2 Linearly interpolated from tabulated data J mol
−1 K−1 Turns [2013]
kCaCO3
(
1.073× 103) (77+ T)−1 + 0.13 W m−1 K−1 Zoth and Haenel [1988]
kCaO 0.6 W m−1 K−1 Ebner and Lipin´ski [2011]
kCO2 −6.1× 10−3 + 7.5× 10−5 T + 9.5× 10−9 T2 − 1.1× 10−11 T3 W m−1 K−1 Yaws [1995]
kN2 −2.3× 10−4 + 1.0× 10−4 T − 6.0× 10−8 T2 + 2.2× 10−11 T3 W m−1 K−1 Bergman et al. [2011]
kO2 1.6× 10−4 + 9.4× 10−5 T − 2.8× 10−8 T2 + 5.2× 10−12 T3 W m−1 K−1 Bergman et al. [2011]
39
4 Conservation of mass, momentum, and energy
where i = CaCO3, CaO, CO2, and air and cp is the temperature-dependent specific heat
capacity. Fluid enthalpy transported due to advection is evaluated as
〈ρf〉f hf = 〈ρCO2〉f hCO2 + 〈ρair〉f hair (4.12)
The total effective conductivity is the sum of the weighted conductivity for each species.
keff = (1− φ)
[ 〈ρCaCO3〉skCaCO3 + 〈ρCaO〉skCaO
〈ρCaCO3〉s + 〈ρCaO〉s
]
+ φ
[
〈ρCO2〉fkCO2 + 〈ρair〉fkair
〈ρCO2〉f + 〈ρair〉f
]
(4.13)
Evaluation of the divergence of the radiative heat flux term
〈∇ ·~q′′rad〉 will be discussed
in Chapter 5. Values of parameters used in Eqs. (4.10) to (4.13) are given in Table 4.2. For
properties used in the conservation of energy equation and associated closure models,
property expressions are not extrapolated beyond their reported range and property
values at temperatures greater than the valid range are taken as those evaluated at the
valid temperature upper limit.
4.3 Initial conditions
Initial conditions are required to numerically solve the initial value problem described by
the governing equations presented in Sections 4.2.1 to 4.2.4. These conditions include the
molar densities of the four species of the system and temperature for the conservation
of mass and energy equations, Eqs. (4.1), (4.2), (4.4), (4.5), and (4.10). Initial pressure
and superficial fluid velocity in Eqs. (4.6) and (4.7) are evaluated from density and
temperature initial conditions.
For the solid phase species, the solid phase is initially 100% CaCO3 at all locations in
the particle.
〈ρCaCO3〉s = ρ0,CaCO3 , 〈ρCaO〉s = 0 (4.14)
This condition results in Xlocal = 0 for all locations in the particle. The fluid in the pore
space initially has the same composition as the surrounding fluid with no pressure or
species concentration gradients.
〈ρi〉f = ρ∞,i (4.15)
where i = CO2 and air and ρ∞ is the molar density of the ambient sweep gas. The
ambient sweep gas molar densities of CO2 and air are, respectively
ρ∞,CO2 = y∞,CO2
p∞
RT∞
(4.16)
ρ∞,air =
(
1− y∞,CO2
) p∞
RT∞
(4.17)
where y∞,CO2 , p∞, and T∞ are the ambient molar CO2 concentration, pressure, and
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temperature, respectively. In this work the ambient pressure is taken to be atmospheric
pressure p∞ = 1.01325 × 105 Pa. The particle temperature is initially at convective
equilibrium with the surroundings.
〈T〉 = T∞ (4.18)
These initial conditions apply for all numerical results reported in this work unless stated
otherwise.
4.4 Boundary conditions
Two boundary conditions—one at the particle surface and one at the particle center—are
required for the four conservation of mass equations and one conservation of energy
equation.
4.4.1 For mass conservation equations
The mass flux at the center of the particle for all species is zero due to symmetry. Further,
the solid phase species do not move in space, so the mass fluxes for the solid phase
species at the center (r = 0) and surface (r = rp) of the particle are zero.
∂ 〈ρCaCO3〉s
∂r
∣∣∣∣
r=0
=
∂ 〈ρCaCO3〉s
∂r
∣∣∣∣
r=rp
= 0 (4.19)
∂ 〈ρCaO〉s
∂r
∣∣∣∣
r=0
=
∂ 〈ρCaO〉s
∂r
∣∣∣∣
r=rp
= 0 (4.20)
For the fluid species, the boundary condition at the surface is a mixed condition
defined by advection and diffusion at the particle surface and convective mass transfer
between fluid at the particle surface and the ambient sweep gas. Thus,
∂ 〈ρCO2〉f
∂r
∣∣∣∣∣
r=0
= 0 (4.21)
[
〈ρCO2〉f 〈uf〉 − Deff,CO2
∂ 〈ρCO2〉f
∂r
]
r=rp
= hm
(
〈ρCO2〉f
∣∣∣
r=rp
− ρ∞,CO2
)
(4.22)
∂ 〈ρair〉f
∂r
∣∣∣∣∣
r=0
= 0 (4.23)
[
〈ρair〉f 〈uf〉 − Deff,air ∂ 〈ρair〉
f
∂r
]
r=rp
= hm
(
〈ρair〉f
∣∣∣
r=rp
− ρ∞,air
)
(4.24)
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where hm is the mass transfer coefficient found from the correlation for convective mass
transfer for a sphere in a flow as given in Geankoplis [2003].
Shd = 2+ 0.6Re0.5d,∞Sc
1/3
∞ (4.25)
where Shd, Red,∞, and Sc∞ are the Sherwood, Reynolds, and Schmidt numbers, respec-
tively. The Sherwood and Reynolds numbers are evaluated using the diameter of the
particle (d = 2rp); and the Reynolds and Schmidt numbers are evaluated at ambient
conditions around the particle.
4.4.2 For energy conservation equation
Conservation of energy equation boundary condition at the center is
∂ 〈T〉
∂r
∣∣∣∣
r=0
= 0 (4.26)
due to symmetry. At the surface, the conservation of energy equation boundary condition
takes two forms depending on the mode of particle heating. The two considered heating
modes are (1) heating due to direct, concentrated irradiation uniformly over the particle
surface and passive cooling to emulate a directly irradiated solar reactor and (2) sweep
gas temperature controlled. In the sweep gas temperature controlled mode, particle
heating and cooling are driven by convection between the particle surface and the ambient
gas to emulate the flow of sweep gas through an indirectly or conventionally heated
reactor.
Directly irradiated surface boundary condition If the particle is directly irradiated
and passively cooled, the surface boundary condition for this mode contains terms
for convective heat transfer, radiative exchange with the distant enclosure walls, and
absorption of additional irradiation external to that emitted by the enclosure walls.
Convective heat transfer and radiative exchange are important to consider because these
phenomena result in heat loss during heating as well as drive the passive cooling.[
keff
∂ 〈T〉
∂r
− 〈q′′rad〉]
r=rp
= heff
(
T∞ − 〈T〉|r=rp
)
− q′′net (4.27)
where heff is the effective surface heat transfer coefficient, q′′rad is the radiative flux from
the surface into the partice, and q′′net is the net radiative flux across the particle surface. In
this heating mode, the ambient temperature around the particle T∞ is assumed constant.
The net radiative flux into the particle is equivalent to the difference between the net
absorbed (and transmitted, if applicable to the modeling method) and emitted radiation.
External radiative flux incident on the particle surface q′′surf and radiative exchange with
the enclosure walls are included in the evaluation of q′′net. All irradiation is assumed
diffuse and distributed uniformly over the particle surface, and the enclosure walls
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with which the particle participates in radiative exchange are assumed black, far from
the particle, and at a uniform and constant temperature Tw. Evaluation of q′′rad at the
surface and q′′net depends on the method for evaluating
〈∇ ·~q′′rad〉 and will be discussed
in Chapter 5.
The effective surface heat transfer coefficient heff is found from the Nusselt number
correlation for surface convective heat transfer proposed by Whitaker [1972] for flow past
a single particle. The Nusselt number is evaluated using the effective conductivity of the
particle surface evaluated according to Eq. (4.13).
Nud = 2+
(
0.4Re1/2d,∞ + 0.06Re
2/3
d,∞
)
Pr0.4∞
(
µ∞
µf|r=rp
)1/4
(4.28)
where Nud and Pr∞ are the Nusselt and Prandtl numbers, respectively. The Nusselt
number is evaluated using the particle diameter, and the Prandtl number is evaluated at
the ambient conditions around the particle.
Sweep gas controlled surface boundary condition If particle heating is driven by the
sweep gas temperature, a convective boundary condition applies at the particle surface.[
keff
∂ 〈T〉
∂r
− 〈q′′rad〉]
r=rp
= heff
(
T∞ − 〈T〉|r=rp
)
(4.29)
where T∞ is replaced by a transient function representing the temperature program of
the sweep gas. The temperature difference between the particle surface and surroundings
is assumed negligible so radiative exchange between the particle and the enclosure walls
is omitted.
If the rate of change of temperature of the sweep gas is on the order of or slower than
the time scales at which convection occurs (Nud ≤ 1), the boundary condition can be
reduced to a Dirichlet condition for particle surface temperature.
〈T〉|r=rP = fT∞ (t) (4.30)
where fT∞ (t) is the function representing the temperature program of the reactor.
4.4.3 Definition of time-periodicity at the boundary
Time-periodic conditions of q′′surf or fT∞ (t) drive thermochemical cycling of the particle.
Particle temperature is controlled via time-periodic irradiation q′′surf via q
′′
net in Eq. (4.27)
or fT∞ (t) in Eq. (4.30). Intra-particle CO2 concentrations that influence chemical kinetics
are also related to the surrounding CO2 concentration y∞,CO2 , which is treated as a
time-periodic condition for CO2 capture applications.
A repeating time period is defined as one thermochemical cycle. The particle is
initially CaCO3, so one thermochemical cycle of duration tcycle starts with a calcination
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period of duration tcalc followed by a carbonation period of duration tcarb. Hence,
tcycle = tcalc + tcarb. After the carbonation period ends, the next cycle begins. An arbitrary
cycle j begins with a calcination period at time instant tj; the carbonation period for cycle
j begins at time instant tj,calc = tj + tcalc; and cycle j ends at time instant tj+1.
For a directly irradiated particle, high-intensity solar irradiation drives particle heat-
ing and endothermic calcination during the calcination period. During the carbonation
period, the particle cools due to radiative exchange with the enclosure walls and convec-
tive heat transfer with the sweep gas to allow exothermic carbonation. The external heat
flux at the particle surface q′′surf enables this cycling by varying according to
q′′surf =
{
q′′solar for 0 < t− tj ≤ tcalc
0 for tcalc < t− tj ≤ tcycle
(4.31)
where q′′solar is the magnitude of the concentrated solar irradiation.
The function representing the temperature program of a reactor fT∞ (t) features an
initial heating period of duration tinit followed by heating and cooling cycles with optional
hold periods. The initial heating period heats the particle from the initial temperature T0
to the carbonation temperature Tcarb at the initial heating rate (dT/dt)0. From there, the
periodic heating and cooling cycles begin, where the calcination period includes heating
to the calcination temperature as well as the calcination hold time and the carbonation
period includes cooling to the carbonation temperature as well as the carbonation hold
time. The duration of the initial heating period is equivalent to the start time of the first
cycle, tinit = t1.
A cycle starts with heating from Tcarb to the calcination temperature Tcalc at the heating
rate (dT/dt)1. The particle surface is held at Tcalc for the duration of the calcination hold
time thold,calc. The particle surface is then cooled from Tcalc back to Tcarb at the cooling rate
(dT/dt)2. Finally the particle surface is held at Tcarb for the duration of the carbonation
hold time thold,carb, and the cycle ends. The temperature program, including the initial
heating period, is described by the following equation
fT∞ (t) =

T0 + t
(
dT
dt
)
0
for 0 < t ≤ tinit
Tcarb +
(
t− tj
) (dT
dt
)
1
for tj < t− tj ≤ tcalc − thold,calc
Tcalc for tcalc − thold,calc < t− tj ≤ tcalc
Tcalc +
(
t− tj − tcalc
) (dT
dt
)
2
for tcalc < t− tj ≤ tcycle − thold,carb
Tcarb for tcycle − thold,carb < t− tj ≤ tcycle
(4.32)
There are 12 parameters in Eq. (4.32) defining the temperature program function, however
only eight parameters need to be specified to fully describe the function as several
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parameters are related. (
dT
dt
)
0
=
Tcarb − T0
tinit
(4.33)
(
dT
dt
)
1
=
Tcalc − Tcarb
tcalc − thold,calc (4.34)(
dT
dt
)
2
=
Tcarb − Tcalc
tcarb − thold,carb (4.35)
Independent parameters include thold,calc and thold,carb.
An example temperature program is shown in Fig. 4.2. Calcination and carbonation
temperatures in Eq. (4.32) should be selected to optimize kinetics for the ambient CO2
concentrations during the respective periods using thermodynamic and chemical kinetics
data.
Tcarb=800K
thold,carb=60min
Tcalc=1200K
thold,calc=30min
tcarb=210mintcalc=140
(dT/dt)2=−5
(dT/dt)1=10
(dT/dt)0=15Kmin
−1
t (min)
T
(K
)
6005004003002001000
1200
1000
800
600
400
Figure 4.2: Example temperature program used with sweep gas controlled surface
boundary condition: temperature T is given in K, time t is given in min, and heating rate
(dT/dt) is given in K min−1
For either heating mode, if the ambient CO2 concentration differs between the
calcination and carbonation periods, the following time-periodic condition applies
y∞,CO2 =
{
yCO2,calc for 0 < t− tj ≤ tcalc
yCO2,carb for tcalc < t− tj ≤ tcycle
(4.36)
where yCO2,calc and yCO2,carb are the calcination and carbonation CO2 concentrations,
respectively. For CO2 capture applications, yCO2,carb represents the CO2 concentration of
the dilute source from which CO2 is being captured. The transition between values for
q′′surf and y∞,CO2 in Eqs. (4.31) and (4.36) occurs as a step change.
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4.5 Numerical solution
The governing equations are discretized in space and time by employing the 1D finite
volume method and the explicit Euler time-integration scheme. The spatial domain is
discretized into N = 30 spherical shell elements with constant thickness ∆r. The central
difference scheme is used in the finite volume method to evaluate first- and second-order
derivatives in Eqs. (4.4), (4.5), and (4.10), while the fluid velocity in Eq. (4.6) is evaluated
at the volume element boundaries. The fluid velocity at the outer face of the outer most
volume element is evaluated using the pressure gradient between the fluid pressure in
the outer most volume element and the ambient pressure p∞.
Upwinding of fluid density and enthlapy is used to evaluate the advective and
diffusive terms in Eqs. (4.4), (4.5), and (4.10). The effective diffusivity at the surface is
taken as the average of the effective diffusivity in the outer most volume element and the
binary molecular diffusivity Dmol evaluated for the sweep gas conditions.
The discrete equations are solved using a Fortran 90 code developed for this applica-
tion, and a time step of ∆t = 2× 10−6 s is used for simulations unless otherwise noted.
This time step was selected based on trial and error to ensure stability of simulations
with particle size rp = 2.5 mm. A simulation of 100 min takes approximately four days to
run on a desktop computer with Intel R© CoreTM i7-3770 4 core 3.40 GHz processor with
8 GB of memory.
Results of the model predicting calcination were previously compared to numerical
results of intra-particle heat and mass transfer in a calcining particle reported in the
literature [Ebner and Lipin´ski, 2011]. The results of this model and the one reported
in literature show good agreement as reported in Yue [2013]. Grid independence was
investigated by testing different numerical grids. Preliminary results were generated
using a constant volume grid and grids where the thickness of the volume elements
decreased linearly or exponentially from the particle surface to center. Grid independence
testing shows that N = 30 and constant ∆r provide a good compromise between mesh
resolution and modeling accuracy, and results using those parameters are in agreement
with other meshing strategies.
4.6 Summary
In this chapter, governing equations, closure models, initial conditions, boundary condi-
tions, and numerical solution methods were given for a numerical model of transient
heat and mass transfer coupled to chemical kinetics in a single particle. Time-periodic
conditions at the boundary drive CaO looping. Closure models for intra-particle radiative
heat transfer and fluid diffusion in the pore space will be discussed in the next chapter.
The model is capable of predicting transient, intra-particle gradients of the following
variables: reaction direction and rate, solid and fluid phase composition, temperature,
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and fluid pressure and velocity in the pore space. In Part II, the numerical model
will be used to investigate transient and intra-particle gradients of these variables in
particles undergoing CaO looping under conditions of interest for solar CO2 capture and
thermochemical TES.
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Chapter 5
Closure models for intra-particle
radiative transfer and mass diffusion
5.1 Introduction
The choice of closure models for various physical phenomena can greatly influence the
accuracy of numerical model results. Calcination is generally a heat transfer limited
reaction in particles undergoing CaO looping, while carbonation is generally mass transfer
limited. Thus, intra-particle radiative heat transfer and diffusive mass transfer of gas
species in a porous medium are selected for expanded investigation. In this chapter, the
Rosseland diffusion and P1 approximations for intra-particle radiative heat transfer are
first elaborated and compared; and then, three models for evaluating effective diffusivity
to describe binary gas diffusion in a porous medium are presented and compared.
For intra-particle radiative heat transfer, the radiative transfer equation is solved by
employing approximations to obtain the divergence of the radiative flux throughout the
particle. Two different approaches to solving the radiative transfer equation under the
transport approximation are used: the Rosseland diffusion approximation and the lowest
order approximate solution using the method of spherical harmonics, known as the P1
approximation. Transport-approximate optical properties for media comprised of CaCO3
and CaO are evaluated using electromagnetic wave and Mie theories, respectively.
Then, the model presented in Chapter 4 is simplified to include only heat transfer
in the solid phase, and the simplified model is used to obtain temperature profiles of
CaCO3 and CaO particles undergoing heating or cooling using the two approximations.
The temperature profiles obtained using both approximations are compared. Spectral
properties of extra-particle radiative exchange and intra-particle radiative heat transfer
are preserved in the P1 approximation, while these details are spectrally averaged in the
Rosseland diffusion approximation. However, results using both approximations are
found to be in agreement. It is therefore concluded that for the considered application, the
increased computational cost of the P1 approximation is not justified by the preservation
of spectral details.
For intra-particle binary gas diffusion in a porous medium, three models for evalu-
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ating effective diffusivity are considered. Change in effective diffusivity with varying
temperature and solid phase composition is predicted using each of the three considered
models. The Knudsen number—the ratio of mean free path length to characteristic
length—is evaluated for the considered system. Based on the Knudsen number and
available knowledge of the structure of the considered particles, a baseline model is
selected from the three presented models.
5.2 Radiative heat transfer1
Under high-flux irradiation and high-temperature conditions, the effects of radiative heat
transfer on thermochemical behavior of reacting media can be considerable. Past studies
of particles composed of CaCO3 and/or CaO have neglected radiative heat transfer
[Takkinen et al., 2012], used the modified differential approximation (MDP0) to model
radiative heat transfer [Dombrovsky and Lipin´ski, 2007], or used the Rosseland diffusion
approximation to model radiative heat transfer [Ebner and Lipin´ski, 2012; Yue and
Lipin´ski, 2015b,c]. Ebner and Lipin´ski [2011] evaluated thermochemical characteristics
of a particle of CaCO3 undergoing calcination using two intra-particle radiative heat
transfer approximations in a combined heat transfer model. Good agreement was found
between predictions obtained with the Rosseland diffusion approximation and those
obtained using the computationally expensive Monte Carlo ray-tracing method.
In this section, optical and radiative properties of the media of the reacting particle
system are first presented. The participating medium of a particle composed of CaCO3,
referred to as the CaCO3 medium, is modeled as uniformly absorbing and non-scattering.
The participating medium of a completely calcined CaCO3 particle, referred to as the CaO
medium, is modeled as a conglomerations of uniformly spherical, uniformly disperse
grains that scatter radiation independently. Then, details of the evaluation of the diver-
gence of the radiative heat flux term using the Rosseland diffusion and P1 approximations
are given. The radiative terms in the two forms of the conservation of energy equation
surface boundary condition given in Section 4.4.2 are developed and presented for both
approximations. Lastly, aspects of the numerical model presented in Chapter 4 describing
heat transfer in the solid phase are used to model heating and cooling processes using
both methods in particles with uniform composition. Temperature profiles obtained with
both approximations are discussed and compared.
Two particle compositions are considered: 3% porous CaCO3 and 56% porous CaO.
The fluid phase composition and contribution to conduction in the conservation of
energy equation are omitted to reduce computational time. Chemistry is also omitted.
These omission are made to make the effect of intra-particle radiative heat transfer more
pronounced. Two processes are considered: particle heating under direct, diffuse, high-
flux solar irradiation, and passive particle cooling by convection and radiation to distant,
1Material in this section has been published in: Yue et al. [2016]
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reactor-like walls. Numerical results obtained with the two methods are compared and
found to be in good agreement.
5.2.1 Optical and radiative properties of the reacting media
The spectral extinction coefficient βλ is used in both radiative heat transfer approxi-
mations considered in this work, where βλ is the sum of the spectral absorption and
scattering coefficients βλ = κλ + σs,λ.
To evaluate the coefficients, the frequently used transport approximation is first
assumed valid [Dombrovsky, 2012]. In this approach, an approximate scattering phase
function is introduced leading to an equivalent and simpler radiative transfer problem
of an isotropically-scattering medium with the transport-approximate scattering and
extinction coefficients,
σtrs,λ = (1− g) σs,λ (5.1)
where g is the asymmetry factor. Transport-approximate coefficients are denoted by the
“tr” superscript.
For simplicity, the CaO medium derived from the decomposition of CaCO3 is assumed
to be a conglomeration of uniformly spherical, uniformly dispersed grains that scatter
radiation independently. Thus, Mie theory [Bohren and Huffman, 2004] is used to
evaluate the spectral absorption coefficient κλ,CaO, spectral scattering coefficient σs,λ,CaO,
and the asymmetry parameter gCaO for the CaO medium. A grain size of rg,CaO =
4.72 × 10−7 m is used in this work. This average grain size is calculated assuming
uniform and spherical grains for CaO derived from Blanca limestone with specific surface
area sCaO = 1.9× 104 m2 kg−1 as given in Table 3.3.
For the CaCO3 medium, the particle is assumed large compared to the radiation
wavelength and absorbing but non-scattering. Thus, σs,λ,CaCO3 = σ
tr
s,λ,CaCO3
= 0, and the
absorption coefficient can be found from the solution for a plane wave decaying in a
uniformly absorbing medium [Modest, 2013],
κλ,CaCO3 =
4pikλ,CaCO3
λ
(5.2)
where kλ is the spectral imaginary part of the complex refractive index and λ is the
wavelength in a vacuum.
When the solid phase contains both CaCO3 and CaO, the regions of CaCO3 and CaO
media are assumed optically discrete. Thus, the transport-approximate spectral extinc-
tion coefficient βtrλ for the composite medium is modeled as a concentration averaged
combination of the transport-approximate spectral extinction coefficients for CaCO3 and
CaO media.
βtrλ = (1− X) βtrλ,CaCO3 + Xβtrλ,CaO, βtrλ = κλ + σtrs,λ (5.3)
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Figure 5.1: Complex refractive indices for bulk CaCO3 (solid lines) and CaO (dashed
lines): (a) real and imaginary parts and (b) magnified view of the imaginary part in the
visible wavelength range
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Figure 5.2: Spectral absorption and scattering coefficients and the asymmetry factor for
the (a) CaCO3 and (b) CaO media: asymmetry factor of scattering (solid line), absorption
coefficients (dashed lines), scattering coefficient (dotted line)
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The real part of the refractive index n for bulk CaCO3 is taken from Orofino et al.
[2000] and Dombrovsky and Lipin´ski [2007], while n for bulk CaO is taken from Orofino
et al. [2000]. The imaginary part of the refractive index k for bulk CaCO3 is taken from
Brewster and Kunitomo [1984] and Dombrovsky and Lipin´ski [2007], while k for bulk
CaO is taken from Orofino et al. [2000] and Ebner and Lipin´ski [2011]. Spectral refractive
indices for bulk CaCO3 and CaO are shown in Fig. 5.1.
Piecewise mathematical expressions developed by Ebner and Lipin´ski [2011] ap-
proximating reported experimental curves are used in this work, resulting in the dis-
continuity of curves shown in Fig. 5.1a. The fluid phase is assumed to be radiatively
non-participating, thus the refractive index of the fluid phase mf = 1.
The transport-approximate spectral absorption and scattering coefficients for the
CaCO3 and CaO media are shown in Fig. 5.2. The spectral asymmetry factor for scattering
for the CaO medium gCaO is also shown in Fig. 5.2b. The CaCO3 medium is modeled as
non-scattering, so σtrs,λ,CaCO3 and gCaCO3 are both zero. The spectral absorption coefficient
for the CaCO3 medium κλ,CaCO3 is largest at smaller wavelengths. At wavelengths greater
than λ = 3µm, κλ,CaCO3 decreases with increasing wavelength. κλ,CaCO3 features a local
minimum at approximately λ = 1.5µm which corresponds to a decreased value of the
imaginary part of the refractive index for bulk CaCO3 kCaCO3 at the same wavelength.
The spectral absorption and scattering coefficients for the CaO medium reach maximum
values at λ = 1.5 and 1.7µm, respectively. The asymmetry factor for scattering gCaO is
largest at smaller wavelengths and decreases with increasing wavelengths.
5.2.2 Rosseland diffusion approximation
In the Rosseland diffusion approximation, the volume averaged divergence of the radia-
tive heat flux is expressed as [Modest, 2013]
〈∇ ·~q′′rad〉 = ∇ · (−krad∇〈T〉) (5.4)
and the volume averaged radiative heat flux is
〈~q′′rad〉 = −krad∇〈T〉 (5.5)
where radiative conductivity krad is a function of the effective refractive index of the
porous particle, the local temperature, and the Rosseland-mean extinction coefficient
[Modest, 2013],
krad =
16n2effσ〈T〉3
3βtrR
(5.6)
where neff is the effective refractive index, σ = 5.6704 × 10−8 W m−2 K−4 and is the
Stefan–Boltzmann constant, and βtrR is the Rosseland-mean extinction coefficient. The
effective refractive index is a porosity averaged combination of the real parts of the
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refractive indices of the solid and fluid phases,
neff = (1− φ) ns + φnf (5.7)
When the solid phase contains both CaCO3 and CaO, the real part of the refractive index
of the solid phase used to evaluate the radiative conductivity of the resulting participating
medium is modeled as a concentration averaged combination of the real parts of the
refractive indices for CaCO3 and CaO.
ns = (1− X) nCaCO3 + XnCaO (5.8)
The Rosseland-mean extinction coefficient is defined as [Modest, 2013]
1
βtrR
=
∫ ∞
λ=0
1
βtrλ
dIbλ
dT
dλ∫ ∞
λ=0
dIbλ
dT
dλ
(5.9)
where Ibλ is the spectral blackbody intensity. The gray-band approximation of Eq. (5.9),
evaluated with 120 bands, is used in Eq. (5.6) to obtain krad.
Boundary conditions At the center of the particle, the Rosseland diffusion approxi-
mation does not affect the boundary condition given by Eq. (4.26). The approximation
replaces the radiative flux term
〈
q′′rad
〉
in the conservation of energy equation boundary
conditions at the particle surface for either considered heating mode given by Eqs. (4.27)
and (4.29) in Section 4.4.2.[
keff
∂ 〈T〉
∂r
− 〈q′′rad〉]
r=rp
=
[
(keff + krad)
∂ 〈T〉
∂r
]
r=rp
(5.10)
No further changes to the surface boundary condition for the sweep gas controlled
heating mode given by Eq. (4.29) are needed.
For the directly irradiated heating mode, the net radiative flux into the particle in
Eq. (4.27) includes terms for absorbed solar irradiation, absorbed radiation emitted by
the distant enclosure walls, and the radiation emitted by the particle surface.
q′′net = αeff,solarq′′surf + αeff,wσT
4
w − εeff,pσ
(
〈T〉|r=rp
)4
(5.11)
where αeff,solar is the effective absorptivity for solar radiation, q′′surf is the time-periodic
radiative flux incident at the particle surface defined by Eq. (4.31), αeff,w is the effective
absorptivity for radiation emitted by the enclosure walls, Tw is the temperature of the
distant enclosure walls, and εeff,p is the effective emissivity for the particle surface.
Regions of CaCO3, CaO, and pore space at the surface are treated as optically
discrete. Thus, the effective radiative properties of the surface are calculated from the
53
5 Closure models for intra-particle radiative transfer and mass diffusion
radiative properties of the individual species of the system. A flowchart of the process
for calculating αeff,solar, αeff,w, and εeff,p is shown in Fig. 5.3. The notation convention for
surface radiative properties used in this work follows that of Modest [2013]. Absorptivity
and emissivity variables without superscript denote quantities averaged over all incoming
and outgoing directions, respectively. For reflectivity, a prime superscript denotes a
directional variable, and a hemisphere superscript denotes a hemispherically averaged
variable. When two superscripts are used, the first refers to incoming directions and the
second refers to outgoing directions. Reflectivity variables without superscripts denote
quantities averaged over all incoming and outgoing directions.
As shown in Fig. 5.3, the spectral, directional–hemispherical reflectivity ρ′  λ of bulk
CaCO3, bulk CaO, and the fluid phase are first evaluated from their respective refractive
indices and then combined into an effective spectral, directional–hemispherical reflectivity
ρ′  λ,eff, where each constituent is treated as optically discrete. The effective spectral,
directional–hemispherical reflectivity ρ′  λ,eff is next averaged over all incident directions
to yield the effective spectral, hemispherical reflectivity ρλ,eff. Finally, the total effective
absorptivity αeff and emissivity εeff are calculated by averaging the effective spectral,
hemispherical reflectivity over the appropriate incident or emitted spectra. For further
reading on the evaluation of effective radiative properties of the surface of a CaO looping
sorbent particle, the reader is directed to Yue and Lipin´ski [2015a].
Calcium carbonate
refractive index
mλ,CaCO3
Calcium oxide
refractive index
mλ,CaO
Calcium carbonate
spectral, directional–
hemispherical reflectivity
ρ′  λ,CaCO3
Calcium oxide
spectral, directional–
hemispherical reflectivity
ρ′  λ,CaO
Effective
spectral, directional–
hemispherical reflectivity
ρ′  λ,eff
Spectral, hemispherical
reflectivity
ρλ,eff
Total reflectivity for the
incident spectrum
ρeff , Tsrc = 5777 K or Tw
Total absorptivity
αeff
Total reflectivity for the
emitted spectrum
ρeff, Tsrc = 〈T 〉r=rp
Total emissivity
εeff
Figure 5.3: Flowchart for calculating effective absorptivity and emissivity
The complex refractive indices for bulk CaCO3 and CaO are used directly in the
Fresnel equations to evaluate the spectral, directional–hemispherical reflectivity ρ′  λ for
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CaCO3 and CaO, respectively. The fluid phase is modeled as radiatively non-participating,
thus, ρ′  λ,f is zero. The reflectivities of CaCO3, CaO, and the fluid phase are combined
using the local reaction extent and porosity of the surface to yield the effective spectral,
directional–hemispherical reflectivity for the surface ρ′  λ,eff according to the following
equation,
ρ′
 
λ,eff = (1− φ)
[
(1− X) ρ′  λ,CaCO3 + Xρ′  λ,CaO]+ φρ′  λ,f (5.12)
where φ and X are the surface porosity and local reaction extent, respectively, taken as
the porosity and local reaction extent of the outermost volume element, respectively.
The effective spectral, directional–hemispherical reflectivity ρ′  λ,eff is then averaged
over all incident directions yielding the effective spectral, hemispherical reflectivity ρλ,eff.
ρλ,eff =
1
pi
∫
2pi
ρ′
 
λ,eff cos θdΩ (5.13)
where θ is the polar angle and Ω is the solid angle. The effective spectral, hemispherical
reflectivity ρλ,eff is then averaged over a blackbody spectrum. If the spectrum represents
incident irradiation, the average yields the total effective absorptivity αeff for that spec-
trum; if the spectrum represents emitted radiation, the average yields the total effective
emissivity εeff.
αeff,src =
∫ ∞
λ=0
(1− ρλ,eff) Ebλ,src dλ
σT4src
(5.14)
εeff,src =
∫ ∞
λ=0
(1− ρλ,eff) Ebλ,src dλ
σT4src
(5.15)
where Ebλ is the spectral blackbody emissive power and Tsrc is the temperature of the
incident or emitted blackbody spectrum.
Solar irradiation, radiation emitted by the enclosure walls and incident on the par-
ticle surface, and emitted radiation from the particle surface are modeled to have the
spectra of a blackbody at 5777 K, the wall temperature Tw, and the surface temperature
〈T〉|r=rp , respectively. Effective absorptivity of the particle surface therefore varies with
surface composition, while effective emissivity varies with both surface composition and
temperature.
5.2.3 Method of spherical harmonics
In the P1 approximation, the divergence of the radiative heat flux is [Modest, 2013]
〈∇ ·~q′′rad〉 = ∫ ∞
λ=0
βtrλ
(
1−ωtrλ
)
(4pi Ibλ − 〈Gλ〉)dλ (5.16)
Here, ωtrλ = σ
tr
sλ/β
tr
λ and is the transport-approximate single scattering albedo and Gλ is
the spectral incident radiation. The spectral integration is approximated by a gray band
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model with a simple midpoint rule quadrature:
〈∇ ·~q′′rad〉 ≈
Nband
∑
k=1
βtr,kλ
(
1−ωtr,kλ
) (
4pi Ikbλ − 〈Gλ〉k
)
∆λk (5.17)
where each gray band k has a fixed band width ∆λk that has been chosen to resolve the
spectral variations of the integrand. The summation is truncated at a wavelength where
the contribution of further terms to the divergence of the heat flux is negligible. The
incident radiation in a gray band k 〈Gλ〉k is evaluated by solving a Helmholz equation
[Modest, 2013]:
∇2 〈Gλ〉k −
(
1−ωtr,kλ
) (
3−ωtr,kλ
)
〈Gλ〉k
= −
(
βtr,kλ
)2 (
1−ωtr,kλ
) (
3−ωtr,kλ
)
4pi Ikbλ
(5.18)
An alternative formulation of Eqs. (5.17) and (5.18) evaluates the total amount of
radiative energy in a wavelength band ∆λk = λk2 − λk1 using the blackbody fractional
function, resulting in
[
f
(
neffλk2 〈T〉
)− f (neffλk1 〈T〉)] n2effσ 〈T〉4 rather than pi Ikbλ∆λk. In
this work, no difference was observed between the two approximations.
Boundary conditions Use of the P1 approximation separates radiation at the surface
from convection and conduction. The surface boundary condition for the conservation of
energy equation is reformulated to contain only convection and conduction terms, while
an additional set of boundary conditions for Eq. (5.18) are required to handle radiation.
When the P1 approximation is employed, the boundary condition at the center of the
particle for the conservation of energy equation is not affected. The boundary condition
at the particle surface for either heating mode is
keff
∂ 〈T〉
∂r
∣∣∣∣
r=rp
= heff
(
T∞ − 〈T〉|r=rp
)
(5.19)
The radiative heat flux terms, q′′rad at the particle surface and q
′′
net, do not appear. These
terms are now handled by the surface boundary condition for Eq. (5.18).
Equation (5.18) is solved for each gray band. Thus, boundary conditions for Eq. (5.18)
are also developed for a gray band. At the center of the particle, the gradient of incident
radiation for a gray band is zero due to symmetry,
∂ 〈Gλ〉k
∂r
∣∣∣∣∣
r=0
= 0 (5.20)
At the surface, the following spectral boundary condition has been developed for a
directly irradiated, participating medium surrounded by a non-participating medium,∫
sˆ · nˆ>0 Iλ (sˆ) sˆ · nˆdΩ = q
′′
λ,absorbed + ρλ
∫
sˆ · nˆ<0 Iλ (sˆ) sˆ · nˆdΩ (5.21)
56
§5.2 Radiative heat transfer
where Iλ (sˆ) is the spectral intensity in direction sˆ, nˆ is the unit vector normal to the
surface, q′′λ,absorbed is the absorbed portion of the radiative flux incident on the outside
of the particle surface, and ρλ is the spectral, hemispherical reflectivity. The surface
boundary condition states that the radiative flux into the particle from the particle surface
(the left hand side solid angle integral) is equal to the sum of the absorbed portion of the
radiative flux incident on the outside of the particle surface q′′λ,absorbed and the internally
reflected portion of the radiative flux incident from within the particle (the right hand
side solid angle integral).
Equation (5.21) includes a term for absorbed radiative flux incident on the particle
surface q′′λ,absorbed, while radiation emitted by the particle surface is captured by con-
sidering internally reflected radiation: that which is not internally reflected is emitted.
Therefore, in order to use the P1 approximation for internal radiative heat transfer in
the sweep gas controlled heating mode, irradiation from the enclosure walls needs to be
included in the q′′λ,absorbed term in order to accurately solve for 〈Gλ〉 inside the particle,
even if the particle surface and the enclosure walls are at radiative equilibrium.
To apply the surface boundary condition to the considered system, the P1 approxima-
tion definition of intensity is used [Modest, 2013].
Iλ (sˆ) =
1
4pi
(
Gλ +
3
βλ (3−ωλ)∇Gλ
)
(5.22)
The surface boundary condition in Eq. (5.21) then becomes
∫
sˆ · nˆ>0
1
4pi
(
〈Gλ〉k + 3
βtr,kλ
(
3−ωkλ
) ∂ 〈Gλ〉k
∂r
)∣∣∣∣∣
r=rp
sˆ · nˆdΩ
=
(
1− ρkλ,eff
)
pi Ikλ,incident
+ ρkλ,eff
∫
sˆ · nˆ<0
(
〈Gλ〉k + 3
βtr,kλ
(
3−ωkλ
) ∂ 〈Gλ〉k
∂r
)∣∣∣∣∣
r=rp
sˆ · nˆdΩ
(5.23)
Evaluating the integrals in Eq. (5.23) yields
1− ρkλ,eff
4
(
〈Gλ〉k + 2
3βtr,kλ
(
3−ωkλ
) ∂ 〈Gλ〉k
∂r
)∣∣∣∣∣
r=rp
=
(
1− ρkλ,eff
)
pi Ikλ,incident (5.24)
Sources contributing to irradiation at the particle surface depend on the heating mode.
As previously stated, boundary conditions for both heating modes must include the
irradiation emitted by the enclosure walls when using the P1 approximation. Irradiation
from the enclosure walls is treated as diffuse with the spectral distribution of a blackbody
at the temperature Tw. In the directly irradiated heating mode, irradiation at the particle
surface includes incident solar radiation, treated as a diffuse with the spectral distribution
of a blackbody at 5777 K and magnitude q′′surf defined by Eq. (4.31). The effective spectral,
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hemispherical reflectivities at the particle surface ρkλ,eff are calculated for the midpoint
wavelength of each gray band using Fresnel’s equations in the same manner as elaborated
in the previous section, stopping at Eq. (5.13) and not averaging over wavelength.
A finer spatial mesh is used to solve for the spectral incident radiation 〈Gλ〉 in each
wavelength band k than that used to solve for other variables in order to capture the large
spatial incident radiation gradients near the particle surface. The finer mesh is defined
by discretizing each volume element i, as defined in Section 4.5, into α spherical shell
sub-volume elements with constant thickness ∆r/α. Equation (5.18) is then integrated
over a finite sub-volume Visub . With the boundary conditions Eqs. (5.20) and (5.24), this
yields a system of simultaneous discrete equations for 〈Gλ〉k in each sub-volume element
isub. The system of equations is solved iteratively for each wavelength band with the
Gauss-Seidel method and successive overrelaxation, with an overrelaxation coefficient γ.
The spectral incident radiation in each wavelength band 〈Gλ〉k in each sub-volume
element isub is used to evaluate the divergence of the radiative heat flux
〈∇ ·~q′′rad〉 using
Eq. (5.17) for the sub-volume element. The divergence of the radiative heat flux is
integrated over each sub-volume element isub to yield the total radiative heat rate qrad for
that sub-volume element:
qrad,isub =
∫
Visub
〈∇ ·~q′′rad〉isub dV (5.25)
The total radiative heat rate in each volume element i is the sum of the total radiative
heat rate for each sub-volume element in that volume element, according to
qrad,i =
α
∑
isub=1
qrad,isub (5.26)
The radiative heat rate in each volume element is used directly in the discrete form of the
conservation of energy equation, Eq. (4.10) after applying the finite volume and explicit
Euler methods as described in Section 4.5.
5.2.4 Heat transfer predictions using the two approximations
The spectral extinction coefficient βλ and temperature-dependent total Rosseland-mean
extinction coefficient βR are calculated for the CaCO3 and CaO media and shown in
Fig. 5.4. As the temperature increases, both βR,CaCO3 and βR,CaO increase as shown in
Fig. 5.4b. For the CaO medium, the increase is greater than for the CaCO3 medium.
As the temperature increases, the blackbody wavelength distribution over which βλ is
averaged shifts to shorter wavelengths. Shifts to shorter wavelengths give more weight to
shorter wavelength values of βλ. Therefore, peaks in βλ at shorter wavelengths as shown
in Fig. 5.4a result in increased βR at higher temperatures for both media. Maximum
wavelength of a spectrum emitted by a blackbody versus blackbody temperature accord-
ing to Wein’s displacement law is shown in Fig. 5.4b along with βR. When the spectrum
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Figure 5.4: Radiative properties for the CaCO3 (solid lines) and CaO (dashed lines) media,
(a) spectral extinction coefficient and (b) total Rosseland-mean extinction coefficient and
wavelength corresponding to maximum blackbody intensity (dotted line)
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Figure 5.5: Incident radiation versus location for selected number of gray bands at time
instants (a) t = 0 and (b) 1 s
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shift such that the maximum wavelength is 2.5µm at 1160 K, βR,CaO becomes larger than
that for the CaCO3 medium. For the CaCO3 medium, the increase tails off because of
the local trough in βλ at approximately 0.5µm. Increased βR indicates decreased rates of
radiative heat transfer.
To compare the two modeling methods, transient conduction–radiation heat transfer
is considered in the solid phase of a particle composed of CaCO3 or CaO undergoing a
heating or cooling process. Conservation of energy equation solved is
∂
〈
ρh
〉
∂t
= ∇ · (keff∇ 〈T〉)−
〈∇ ·~q′′rad〉 (5.27)
where the effective thermal conductivity is
keff = (1− φi) ki (5.28)
where i = CaCO3 or CaO. Values of parameters used in Eqs. (5.27) and (5.28) are the same
as those given in Table 4.2. Particle composition does not change during the considered
processes, so for CaCO3 or CaO particles 〈ρ〉s = ρCaCO3 /MCaCO3 or ρCaO/MCaO and
φ = 0.03 or 0.56, respectively.
For the heating process, the particle temperature increases due to direct, high-flux irra-
diation, and for the cooling process, the particle temperature decreases due to convection
and radiative exchange with the enclosure walls. Convective and radiative heat transfer
occur between the particle surface and the surrounding gas and the enclosure walls,
respectively, in both processes. Boundary conditions for the directly irradiated heating
mode are therefore used. Values of the physical parameters used in the investigation
are given in Table 5.1. The value of radiative heat flux was selected in order to achieve
simulation results in which steady state is achieved in under 40 s and to produce steady
state particle temperatures sufficiently high to distinguish the two radiation modeling
methods. For the heating process, the particle is initially isothermal at T = 800 K. For
the cooling process, the particle is initially isothermal at T = 1420 K.
Table 5.1: Physical parameters used in simulations comparing radiative heat transfer
modeling methods
Parameter Value Unit
rp 0.0025 m
q′′solar 235 kW m
−2
Tw 800 K
T∞ 800 K
Four cases are investigated using each radiative heat transfer approximation: CaCO3
heating, CaO heating, CaCO3 cooling, and CaO cooling. Total incident radiation 〈G〉 at
time instants t = 0 and 1 s at locations near the particle surface is shown in Fig. 5.5 for
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Table 5.2: Numerical solution parameters used in simulations comparing radiative heat
transfer modeling methods
Parameter Value Unit
N 30
∆t 1× 10−5 s
λk=Nband2 50 µm
Nband 10
α 100
γ 1.4
CaCO3 heating using the P1 approximation for different numbers of gray bands Nband.
Ten gray bands were determined sufficient in the P1 approximation to resolve spectral
variations of the surface irradiation, incident radiation, and material optical properties.
The summation in Eq. (5.17) is truncated at λNband2 = 50µm. All numerical solution
parameters for this comparison are given in Table 5.2.
Figure 5.6 shows transient temperature profiles for all considered cases, using both
the Rosseland diffusion and P1 approximations. Temperature profiles are shown for
the following selected locations: near the particle surface, r/rp = 0.99; near the particle
center, r/rp = 0.04; and midway between the particle surface and center, r/rp = 0.52.
Figures 5.6a and 5.6b show the temperature profiles during the heating of CaCO3
and CaO particles, respectively. Results for both particle compositions and using both
radiative heat transfer approximations show particle heating starting near the particle
surface and moving into the particle. The temperature at all locations in particles of either
composition in simulations employing the P1 approximation increases at a marginally
faster rate than in simulations employing the Rosseland diffusion approximation. The
transient differences in temperatures obtained with the two radiative approximations are
small for both particle compositions.
Figures 5.6c and 5.6d show the temperature profiles during the passive cooling of
CaCO3 and CaO particles, respectively. Temperature profiles predicted in simulations
with the two radiative approximations are similar, with smaller differences between the
two approximations in the cooling process than observed for the heating process.
The predicted temperature gradients in the CaO particle are larger than those in
the CaCO3 particle for both processes, obtained using either approximation. These
larger gradients are attributed to the lower effective thermal conductivity of the CaO
medium, which has higher porosity (56%) than the CaCO3 medium (3%). At the same
time, scattering and extinction of radiation in the CaO particle is significantly higher
than in the CaCO3 one, as indicated by the higher spectral extinction coefficient βλ
for the CaO medium at wavelengths below ∼ 5µm. A significant fraction of radiation
(>50% for both incident and internal radiation) exists in this spectral range for all cases
considered in this comparison. The intense extinction by the CaO medium leads to only
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Figure 5.6: Temperature variations versus time at selected particle locations for (a) CaCO3
heating, (b) CaO heating, (c) CaCO3 cooling, and (d) CaO cooling: temperature variations
using the Rosseland diffusion (dashed lines) or P1 approximation (solid lines)
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a small enhancement of the overall effective conductivity by its radiative component in
the Rosseland diffusion approximation, which in turn cannot compensate for the lower
ordinary thermal conductivity due to higher porosity of the CaO medium.
In the P1 approximation, the intense extinction by the CaO medium directly results
in significantly smaller radiative fluxes as compared to those observed in the CaCO3
particle. The difference in the rates of radiative heat transfer in the CaCO3 particle
compared to the rates in the CaO particle are additionally magnified by the use of the
P1 approximation itself. The P1 approximation captures these wavelength-dependent,
non-local absorption and scattering effects in the optically thinner CaCO3 medium while
the Rosseland diffusion approximation, strictly valid for only extremely high values
of the optical thickness and away from the semitransparent particle surface, does not.
This also results in more rapid heating and cooling predicted with the use of the P1
approximation.
To summarize, the theory and equations for the Rosseland diffusion and P1 approxi-
mations for radiative heat transfer have been presented and applied to CaCO3 and CaO
particles. This resulted in the development of boundary conditions for the Rosseland dif-
fusion and P1 approximations for a directly-irradiated participating medium surrounded
by a non-participating medium and a distant wall. These approximations and boundary
conditions have been used to simulate heating by direct irradiation and passive cooling
of CaCO3 and CaO particles in a reactor-like environment. Temperatures predicted using
a combined conductive–radiative heat transfer model incorporating the P1 approximation
and the developed boundary condition show an acceptable agreement to those obtained
with the model incorporating the simpler and computationally less costly Rosseland
diffusion approximation. For this reason, it is concluded that the increased computational
cost of the P1 approximation does not justify the preservation of spectral detail when
compared to the Rosseland diffusion approximation in the considered application. The
P1 approximation is still anticipated to be a useful method for modeling radiative heat
transfer in systems where preservation of spectral behavior is required.
5.3 Gas diffusion
Fluid diffusion in the pore space of a porous medium is a sub-continuum phenomenon
driven by random molecule motion and molecule interactions with other molecules as
well as interactions with the pore walls. In order to model fluid diffusion in a porous
medium at the continuum level, an effective diffusivity Deff is used in this work to relate
the molar flux of the fluid j′′f to the concentration gradient.
~j′′f = Deff (∇ρf) (5.29)
Diffusion in the pore space of the reacting particle considered in this work occurs
between two gaseous species, namely CO2 and the inert species. Thus, models for
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evaluating effective diffusivity to describe binary gas diffusion in a porous medium, i.e.
the interaction between the two gases and pore walls, are considered.
Diffusion due to gas molecule interaction with other gas molecules is called viscous
diffusion, described by the binary molecular diffusivity in a two species system. Diffu-
sion due to gas molecule interaction with the pore walls is called Knudsen diffusion,
described by the Knudsen diffusivity. Three effective diffusivity models are considered
in this work. The models incorporate either the binary molecular diffusivity or both the
binary molecular and Knudsen diffusivities. Those diffusivities are then modified by
characteristics of the porous medium to yield a continuum level effective diffusivity.
In this section, gas diffusion in a porous medium and the effective diffusivity models
are discussed. The three models have been used in literature to describe gas diffusion at
high temperatures in porous, reacting systems similar to the one considered in this work.
Then, variations in effective diffusivity with temperature and solid phase composition
predicted using each model are presented and discussed, and a model is selected to be
used as the baseline model in the applications studies in Part II.
5.3.1 Gas diffusion in a porous medium
Binary molecular diffusion occurs in systems where concentration gradients exist between
two separate species and species mixing is due to gas–gas molecular collision. The
empirical relation for binary molecular diffusivity Dmol of a dilute gas i in a dilute gas j
was developed by Fuller et al. [1966]. The relation is used in this work with an added
conversion factor for conversion to S.I. units.
Dmol,i =
C 〈T〉1.75
(
M−1i + M
−1
j
)0.5
pf
[
(Σν)1/3i + (Σν)
1/3
j
]2 (5.30)
where C is an S.I. unit conversion factor, pf is the fluid pressure, and (Σν) is the diffusion
volume. The value of the constant C is 1.01325× 10−2 m2 kg1.5 s−4 K−1.75 mol−0.5.
In a binary system, the binary molecular diffusivity for species i in species j is
equivalent to the binary molecular diffusivity for species j in species i. Thus, for CO2
and air, Dmol,CO2 = Dmol,air = Dmol. Molar masses M for CO2 and air are 0.04401
and 0.02885 kg mol−1, respectively [Wieser, 2006]. The fluid pressure used to evaluate
binary molecular diffusivity is 〈pf〉f, the intrinsic volume-averaged, total fluid pressure in
Eq. (4.7). The diffusion volumes (Σν) for CO2 and air are 26.9 and 20.1 m3, respectively
[Fuller et al., 1966].
The binary molecular diffusivity describes viscous flow of gas in the pore space,
however there may also be significant diffusion due to interaction between the flow and
pore walls if the pores are sufficiently small. As pore size decreases, wall effects such as
Knudsen diffusion, surface diffusion, and capillary condensation increase in influence
and may substantially decrease rates of diffusion. The pore size relative to the mean free
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path length of the gas molecules determines which type of interaction will dominate.
Knudsen diffusivity DK, describing diffusion due to gas molecule collisions with the
pore wall, is evaluated using the following equation [Welty et al., 2008]
DK,i =
dpore
3
(
8R 〈T〉
piMi
)0.5
(5.31)
where i = CO2 and air and dpore is the pore diameter of the medium in which the gas
is diffusing. For use in this work, the pore diameter is replaced with the characteristic
length defined as lc = 30φ/s′′′phase where the volume-specific interphase surface area is
taken as the volume-specific reaction surface area for calcination defined by Eq. (3.6).
The factor of 30 is intuitively selected to reflect the additional space between grains that
exists in a conglomeration of non-spherical grains. The characteristic lengths lc for the
CaCO3 and CaO porous media are 11.3 and 6.00× 10−7 m, respectively.
To compare the mean free path length of gas molecular to characteristic length of the
considered system, the mean free path length lpath between collision of molecules can be
determined from the following kinetic theory of gases equation:
lpath =
kB 〈T〉√
2pi 〈pf〉f d2col
(5.32)
where kB is the Boltzmann constant, equal to 1.3806× 10−23 J K−1 and dcol is the collision
diameter of the molecules. Gas molecules considered in this work (CO2, N2, and O2)
have collision diameters on the order of dcol = 3.8× 10−10 m, resulting in an average
mean free path length of around lpath = 6.4× 10−8 m.
Mean free path length and characteristic length are used to evaluate the Knudsen
number.
Kn =
lpath
lc
(5.33)
For Kn  1, diffusion is predominantly viscous flow, while for Kn  1, Knudsen
diffusion or other smaller scale wall interaction phenomena dominate. When the Knudsen
number is near unity, which is the case in this work, both viscous and Knudsen diffusive
forces may act on similar orders of magnitude.
The binary molecular and Knudsen diffusivity for CO2 and air are shown versus
temperature in Fig. 5.7. Pressure used to evaluate Dmol is evaluated using the ideal gas
law Eq. (4.7) with the fluid molar density taken at the ambient conditions equal to the
sum of the CO2 and air fluid densities described by Eqs. (4.16) and (4.17).
Molecular diffusivity increases with temperature to the 0.75 power when the molar
fluid density is constant and pressure is evaluated by Eq. (4.7). Knudsen diffusivity
differs for CO2 and air due to the difference in molar mass for CO2 and air. DK increases
with temperature to the 0.5 power, and increases linearly with pore size which varies
non-linearly with reaction extent.
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Figure 5.7: Binary molecular (dotted line) and Knudsen diffusivities versus temperature:
CO2 (solid lines) and air (dashed lines) in CaCO3 (gray lines) and CaO (black lines)
5.3.2 Description of three effective diffusivity models
The models for predicting effective diffusivity, referred to as Model 1, 2, and 3, are
presented in this section. Model 1 was used by Keene et al. [2013] to model argon and
O2 diffusion through porous CeO2 undergoing thermochemical cycling driven by high-
intensity solar radiation to study the effects of heat and mass transfer on the reduction
kinetics of CeO2. Model 2 was used by Blamey et al. [2016] to model steam and N2
diffusion through a layer of porous Ca(OH)2 in a particle undergoing CaO hydration to
determine the intrinsic chemical kinetics reaction rate constant of CaO hydration. Model
3 was used by García-Labiano et al. [2002] to model CO2 diffusion in the pore space of a
CaCO3 particle undergoing calcination in a furnace to study the effect of temperature,
CO2 partial pressure, and total pressure on calcination kinetics.
In Model 1, the binary molecular diffusivity is reduced by the porosity to yield the
effective diffusivity [Cussler, 2009]:
Deff = φDmol (5.34)
Model 1 treats diffusion in the pore space as a 1D phenomenon, where the porous media
solid fraction acts as a region in which gas cannot travel but does not otherwise impede
diffusion. This model is appropriate for systems with Kn 1.
Model 2 treats the binary molecular and Knudsen diffusivities as parallel diffusive
resistances. Thus, the inverses of the binary molecular and Knudsen diffusivities are
combined to yield the inverse of the combined diffusive resistance. The combined
diffusive resistance is then reduced by the porosity and the inverse of the tortuosity τ
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[Cussler, 2009].
Deff =
φ
τ
(
D−1mol + D
−1
K
)−1
(5.35)
Tortuosity is a measure of the tortuous nature of a flow path. Larger tortuosity indicates
the path through a network of pores contains many twists and turns, resulting in a longer
diffusion path. Tortuosity inhibits continuum level diffusion because longer flow paths
on the molecular scale result in slower linear diffusion on the continuum scale. Model 2
is appropriate for systems with Kn ≈ 1 and the porosity and tortuosity of the medium
are known.
Model 3 combines the binary molecular and Knudsen diffusivities in a similar manner
to Model 2, however Model 3 takes the tortuosity to be equivalent to the inverse of
porosity.
Deff = φ2
(
D−1mol + D
−1
K
)−1
(5.36)
Model 3 is appropriate for systems with Kn ≈ 1, and is an alternative to Model 2 when
the tortuosity of the medium is unknown. Effective diffusivity predicted by all three
diffusivity models is affected by properties of the fluid as well as the structure of the
porous medium through which the fluid is traveling.
5.3.3 Predicted effective diffusivity using the three models
Effective diffusivity for the considered system is predicted using each model for a range
of temperatures and solid phase composition. The range of effective diffusivity predicted
with the three models spans several orders of magnitude, and the choice of effective
diffusivity model is shown to significantly affect the extent of carbonation in preliminary
numerical results. When tortuosity is assumed to be the inverse of porosity, τCaCO3 ≈ 30
and τCaO ≈ 2. Therefore, the following values of tortuosity are selected to encompass a
potential range of effective diffusivities predicted using Model 2: τ = 1, 10, and 100.
Effective diffusivity versus temperature and reaction extent are shown in Figs. 5.8
and 5.9, respectively. Deff values predicted using different models span several orders
of magnitude. Figure 5.8 shows effective diffusivity increasing with temperature for all
three models. The variation with temperature is different between Model 1 and Models 2
and 3. For all models, Deff ∝ 〈T〉a, and the power a varies with temperature and model.
For the considered temperature range and models, the power is always less than 0.48.
In Fig. 5.9, effective diffusivity predicted with Model 1 is shown increasing mono-
tonically with reaction extent over the entire range. Using Models 2 and 3, a minimum
effective diffusivity is observed at X = 0.03, and then from X = 0.03 to 1, effective
diffusivity increases with reaction extent. This local minimum is the result of the directly
proportional relationship of porosity to reaction extent and the indirectly proportional
relationship of characteristic length to reaction extent. From X = 0 to 0.03, the effect of
decreasing characteristic length on DK is greater than the effect of increasing porosity on
Deff, resulting overall in decreasing values of Deff. However, beyond X = 0.03, the effect
67
5 Closure models for intra-particle radiative transfer and mass diffusion
Air
CO2
Model 2, τ = 100
Model 2, τ = 10
Model 2, τ = 1
Model 3
Model 1
T (K)
D
eff
(m
2
s−
1 )
18001600140012001000800600400
1e-3
1e-4
1e-5
1e-6
1e-7
1e-8
a
Model 2, τ = 100
Model 2, τ = 10
Model 2, τ = 1
Model 3
Model 1
T (K)
D
eff
(m
2
s−
1 )
18001600140012001000800600400
1e-3
1e-4
1e-5
1e-6
1e-7
1e-8
b
Figure 5.8: Effective diffusivity predicted by three models for CO2 and air versus tem-
perature in (a) CaCO3 and (b) CaO porous media: Model 1 (solid gray line), Model 2
with τ = 1 (red lines), Model 2 with τ = 10 (green lines), Model 2 with τ = 100, Model 3
(black lines), for CO2 (solid lines) and air (dashed lines)
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Figure 5.9: Effective diffusivity predicted by three models for CO2 and air versus reaction
extent at (a) T = 800 and (b) 1200 K: Model 1 (solid gray line), Model 2 with τ = 1 (red
lines), Model 2 with τ = 10 (green lines), Model 2 with τ = 100, Model 3 (black lines),
for CO2 (solid lines) and air (dashed lines)
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of increasing porosity on Deff dominates, and Deff increases with reaction extent.
For all compositions, Model 1 consistently predicts the largest Deff for a given tem-
perature. Models 2 and 3, which include the Knudsen diffusivity, predict much smaller
values of Deff than Model 1, which does not include DK. The difference between effec-
tivity diffusivity in the CaCO3 and CaO porous media is greatest in Model 3 because
Deff ∝ φ2 in that model.
The characteristic length of the considered system is on the order of the mean free
path of the gas molecules in the pore space, so Kn ≈ 1 and viscous and Knudsen
diffusion likely both occur in the particle simultaneously. Thus Model 1 likely over-
predicts effective diffusivity by neglecting to account for pore wall interactions via the
Knudsen diffusivity. Experimentally measured tortuosities reported in literature of
porous solids similar to CaO looping sorbents span several orders of magnitude, and
without specific measurement of tortuosity for the considered system, Model 2 introduced
an unacceptably large amount of uncertainty. Thus, for the considered system, Model 3
is selected as the baseline model.
The Knudsen diffusivity is several orders of magnitude smaller than the binary
molecular diffusivity for the conditions relevant to this work. Therefore, when treated as
parallel diffusive resistances, the Knudsen diffusivity has a much greater influence on
the combined diffusive resistance than the binary molecular diffusivity. In the literature,
models including binary molecular diffusion or both binary molecular and Knudsen
modes of diffusion have been used to model CO2 transport in CaCO3/CaO particles.
However, if computational resources or other constraints only allow one mode of diffusion
to be included, the comparison of models in this work indicates Knudsen diffusion should
be included instead of binary molecular diffusion.
5.4 Summary
In this chapter, two modeling approximations were presented for intra-particle radiative
heat transfer in particles undergoing CaO looping: the Rosseland diffusion and P1
approximations. Development of the radiative terms in the directly irradiated boundary
condition given by Eq. (4.27) resulted in a novel boundary condition for a directly
irradiated surface surrounded by a non-participating surface for the P1 approximation.
The temperature profiles obtained using both approximations were compared and found
to be in agreement. This agreement indicates the increased computational cost of the P1
approximation is not justified by the preservation of spectral detail in the considered
application.
Three models were presented for the evaluation of effective diffusivity of a two-
gas system in a porous medium. Model 1 reduces the binary molecular diffusivity by
porosity, while Models 2 and 3 include Knudsen diffusivity to account for molecular
interactions with the reacting medium pore walls. Effective diffusivity was evaluated
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using each model for a range of temperatures, including those relevant to CaO looping
(T = 300–1800 K). It was also evaluated for the range of structural parameters describing
a porous CaO looping sorbent associated with all values of reaction extent (X =0–1). Deff
exhibited a similar relationship to temperature and reaction extent for all models, however
the values of Deff predicted with different models spanned several orders of magnitude.
Based on the Knudsen number and knowledge of the structure of the considered particles,
it was concluded that Model 1 is conservative and likely overpredicts diffusivity, while
the parameter tortuosity, used in Model 2, cannot be accurately evaluated at this time, so
the Model 3 was selected as the baseline model.
Closure models and numerical approximations can greatly influence the accuracy of
modeling results. Selection of closure models and approximations should be physically
motivated and justified. The impact of different applicable modeling methods should be
analyzed to determine the sensitivity of numerical results to selected modeling methods.
If the choice of closure model does not significantly influence numerical results, then
the simplest model should be chosen. If the choice of closure model greatly influences
the results, as in the case of the effective diffusivity model in the considered system,
modeling methods and parameters should be reconciled with experiments as closely as
possible.
In the applications studies in Part II, the Rosseland diffusion approximation is used
to model intra-particle radiative heat transfer using the directly irradiated and sweep
gas controlled heating modes in Chapter 6 and Chapter 7, respectively. Model 3 is used
for intra-particle diffusion in Chapter 6, while an appended version Model 2 is used to
evaluate tortuosity of reacting particles in Chapter 7.
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Applications
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Chapter 6
Directly irradiated particles for
carbon dioxide capture
6.1 Introduction
Of the reactor configurations discussed in Section 2.3 for solar thermochemistry, the
directly irradiated, fluidized-bed configuration is a promising one. Directly irradiated
reactors do not require a heat exchanger between the solar radiation absorber and reacting
material. This has the potential to result in higher theoretical solar-to-chemical efficiency
than systems requiring heat exchangers [Lipin´ski et al., 2013]. Moreover, fluidized-bed
reactors enable efficient and uniform heat and mass transfer to the reacting material,
resulting in uniform reaction extent for all material in the reactor [Levenspiel, 1999].
In this chapter, reacting particles in a directly irradiated, fluidized-bed solar thermo-
chemical reactor are modeled as directly irradiated particles with near-uniform conditions
over the particle surface. This approach resulted in good agreement between numerical
and experimental temperature and conversion extent of coal particles undergoing gasi-
fication in a directly irradiated, fluidized-bed reactor [von Zedtwitz et al., 2007]. The
numerical model presented in Chapter 4 with the Rosseland diffusion approximation
from Section 5.2.2 and Model 3 from Section 5.3.2, is used to investigate the effect of vari-
ous parameters on thermochemical conversion of particles undergoing CaO looping for
solar CO2 capture. For this application, CO2 is absorbed from a dilute source during the
carbonation period and released into a concentrated CO2 stream during the calcination
period.
The effect of calcination and carbonation period lengths on intra-particle temperature
and composition gradients, thermochemical conversion, and solar-to-chemical efficiency
is first investigated. Then, the effect of the magnitude of irradiation, particle size, and
ambient gas temperature on thermochemical conversion and solar-to-chemical efficiency
is investigated. Irradiation in this analysis refers to the external component of irradiation,
i.e. radiation incident on the particle surface other than that emitted by the enclosure
walls and quantified by q′′solar in Eq. (4.31).
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6.2 System description
The analyzed system is a sorbent particle as shown in Fig. 4.1 undergoing CaO looping,
with calcination driven by direct irradiation during the calcination period. Convective
and radiative exchange with the surroundings cools the particle during the carbonation
period. Thus, the directly irradiated heating mode surface boundary conditions, Eq. (4.27)
is used in this chapter. As CO2 is released in a concentrated stream and absorbed from
a dilute source in CO2 capture applications, the surrounding fluid is modeled as a
stream of commodity-grade concentrated CO2 with yCO2,calc = 0.99 in Eq. (4.36) and
non-CO2 impurities modeled as air during the calcination period. For carbonation, the
surrounding fluid is modeled as a mixture of air and CO2 with the CO2 concentration
representative of coal-fired flue gas with yCO2,carb = 0.15 in Eq. (4.36). Values of the
parameters used in all cases in this chapter are given in Table 6.1. The velocity of the
ambient fluid surrounding the particle uf,∞ is used to evaluate the convective mass and
heat transfer coefficients with Eqs. (4.25) and (4.28), respectively.
Table 6.1: Selected boundary and initial conditions
Variable Value Unit
yCO2,calc 0.99
yCO2,carb 0.15
T0 800 K
Tw 800 K
uf,∞ 0.09 m s−1
To evaluate the effect of calcination and carbonation period lengths, magnitude of
irradiation, particle size, and ambient gas temperature on thermochemical conversion
and solar-to-chemical efficiency, the overall reaction extent of the entire particle and three
evaluation metrics for each case are compared. The overall reaction extent is found by
averaging Xlocal over the particle volume.
Xoverall
def
=
1
4/3pir3p
N
∑
i=1
(Xlocal,i∆Vi) (6.1)
The first evaluation metric is the sorbent utilization which compares the amount of
substance of CO2 captured in a thermochemical cycle j to the maximum stoichiometric
quantity,
ξ j =
NCO2,j
NCa,p
(6.2)
where NCO2,j is the amount of substance of CO2 absorbed by chemical reaction during
the carbonation period of cycle j only and NCa,p is the amount of substance of calcium
atoms in the particle. The amount of substance of calcium is equivalent to the maximum
amount of substance of CO2 that can be captured in one cycle.
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The second evaluation metric is the capture capacity which compares the mass of
CO2 captured during cycle j to the initial mass of sorbent,
ξc,j =
mCO2,j
m0,p
(6.3)
where mCO2,j is the mass of CO2 absorbed by chemical reaction during the carbonation
period only, equal to = NCO2,j×MCO2 and m0,p is the initial mass of the particle at t = 0 s.
The denominator of the capture capacity is chosen to be analogous to that in the storage
capacity metric for TES materials, which relates the amount of thermal energy that can
be stored to the mass of storage material.
The third and final evaluation metric is the energetic efficiency, which compares
the theoretical energy required for regeneration of the carbonated sorbent to the total
incident energy in a cycle j,
ηe,j =
NCO2,j∆h
◦
298 K
Qsurf,j
(6.4)
where Qsurf,j is the total amount of solar energy incident over the area A of the surface of
the particle during cycle j. Qsurf,j is given by
Qsurf,j =
∫ tj+1
tj
∫
A
q′′surf dA dt (6.5)
where q′′surf is defined by Eq. (4.31).
For the period lengths investigation, two cases with different durations of the calcina-
tion and carbonation periods are considered. For the magnitude of irradiation, particle
size, and ambient gas temperature, four cases are considered for each parameter: two in
which the parameter is increased from that in the baseline case and two in which the
parameter is decreased. The evaluation metrics are used to compare all cases.
6.3 Effects of calcination and carbonation period lengths on re-
action extent, temperature, and evaluation metrics1
To investigate the effects of calcination and carbonation period lengths, conditions driving
thermochemical cycling and ambient conditions surrounding the particle remain the
same, while tcalc and tcarb, defined in Section 4.4.3, are varied. The model is used to
investigate two cases: (1) with period lengths resulting in full calcination of the particle
referred to as the “full-calcination case” and (2) with period lengths resulting in full
carbonation of the particle referred to as the “full-carbonation case.” The period length
durations for both cases are identified with preliminary calculations.
For the full-calcination case, tcalc = 300 s and tcarb = 800 s. The length of the calcina-
1Material in this section has been published in: Yue and Lipin´ski [2015c]
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tion period is determined by the time it takes to completely calcine the particle during
the first cycle. Once complete calcination is achieved, the carbonation period begins. The
particle carbonates until the end of the carbonation period, at which time the cycle ends
and the next cycle begins with another calcination period. In the full-calcination case,
the particle does not completely carbonate during the first or subsequent carbonation
periods.
For the full-carbonation case, tcalc = 20 s and tcarb = 190 s. The length of the calcina-
tion period is determined by the maximum extent of calcination that subsequently allows
for full carbonation during the carbonation period. The calcination period proceeds until
this maximum extent of calcination is reached. Then the carbonation period begins, and
the particle carbonates until full carbonation is achieved and the next cycle starts.
For the two cases considered in this section, the particle size is fixed at rp = 2.5 mm.
The magnitude of irradiation during the carbonation period and the ambient gas tempera-
ture are also fixed for both cases, with q′′solar = 235 kW m
−2 and T∞ = 800 K, respectively.
Six cycles are simulated for each case. For the full-calcination case, periodicity is
achieved after two cycles, and the third and subsequent cycles are identical. For the
full-carbonation case, periodicity is achieved in the first cycle, and all cycles are identical.
Thus, a normalized time is defined for a cycle j as τ =
(
t− tj
)
/tcycle, and is used to
discuss all identical cycles after periodicity is achieved. To qualitatively evaluate the effect
of period time on thermochemical conversion, transient overall reaction extent profiles for
each case are analyzed and compared. To quantitatively evaluate the effect of period time
on thermochemical conversion and solar-to-chemical efficiency, the evaluation metrics
defined above are evaluated for the fourth cycle j = 4 for each case and compared.
Reynolds number analysis is also conducted to confirm the validity of Darcy’s law
for fluid advection in the pore space, as described in Section 4.2.3. The Reynolds number
is calculated from the fluid density, fluid velocity, characteristic length of the pore space,
and temperature-dependent fluid viscosity for all locations in the particle during the first
thermochemical cycle for both cases considered in this section. The porosity-dependent
characteristic length, lc, given in Section 5.3.1, is used. The Reynolds number is calculated
for each node at 1 s intervals. For the full-calcination and full-carbonation cases, the
average Reynolds numbers are Re = 9.3× 10−5 and 1.0× 10−4, respectively. In both cases,
the maximum observed Reynolds number is Red = 1.79× 10−2, indicating laminar flow
is maintained and Darcy’s law is a valid simplification for conservation of momentum
[Kaviany, 1995].
6.3.1 Numerical results for the full-calcination case
Overall reaction extent versus time for the full-calcination case is shown in Fig. 6.1.
Figure 6.1a shows all six cycles, and Fig. 6.1b shows cycle j = 4. Transient variations in
temperature and local reaction extent for four selected locations within the particle are
shown in Figs. 6.2 and 6.3, respectively. Time and normalized time will both be given in
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the initial discussion of the results for both cases in Sections 6.3.1 and 6.3.2 to compare
the first cycles with subsequent, periodic cycles and to give the reader a grasp of the
relevant time scales. In the remainder of the discussion of these results, only normalized
time will be given.
Shown in Fig. 6.1, Xoverall = 0 at t = 0 s, and the cycle starts with a calcination
period. The particle heats to the calcination temperature as shown in Fig. 6.2 and begins
decomposing into CaO and CO2 at t = 6 s for the first cycle and at t = tj + 4 s or
τ = 0.0036 for subsequent cycles. Calcination continues until all CaCO3 is consumed:
Xoverall = 1 at t = 271 s for the first cycle and t = tj + 59 s or τ = 0.054 in subsequent
cycles. The calcination period ends at t = tj,calc or τ = 0.273 for all cycles.
During the carbonation period, the particle cools until the carbonation temperature
is reached as shown in Fig. 6.2, and the particle begins to carbonate at t = tj,calc + 2 s
or τ = 0.275 for all cycles. The particle does not completely carbonate during the
first or subsequent carbonation periods, reaching a minimum overall reaction extent
Xoverall = 0.562 at the end of each cycle at τ = 1.
Two regimes are observed during the carbonation period. The distinction between
the regimes is estimated based on visual inspection of Xoverall results. The regimes are
shown in Fig. 6.1b and have the same duration for all cycles. The change in particle
composition during the first regime, 0.275 < τ < 0.332, is rapid, while the change in
particle composition in the second regime, 0.332 < τ < 1, is slower. The first regime is
significantly shorter but accounts for approximately 2/3 of the change in Xoverall during
the carbonation period. The second regime comprises the majority of the time of the
carbonation period but only accounts for 1/3 of the change in Xoverall.
Local reaction extents for four selected locations within the particle are shown in
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Figure 6.1: Overall reaction extent versus time for the full-calcination case with tcalc =
300 s and tcarb = 800 s (a) undergoing six cycles and (b) for cycle j = 4
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Figure 6.2: Local temperature versus time for the full-calcination case for selected
locations for cycle j = 4: r/rp = 0.7 (dash-dotted line), 0.8 (dotted line), 0.9 (dashed line),
and 1.0 (solid line)
Fig. 6.3 for j = 4. The location r/rp = 1.0 begins the cycle with a solid phase composition
of pure CaCO3 (Xlocal = 0) at τ = 0 and then completely calcines to CaO (Xlocal = 1) at
τ = 0.026. Locations r/rp = 0.9, 0.8 and 0.7 begin the same cycle with Xlocal = 0.263,
0.776 and 0.931, respectively and completely calcine to CaO at τ = 0.042, 0.047, and 0.050,
respectively.
At the beginning of the calcination period in each cycle, the particle briefly continues
to carbonate before the onset of the calcination reaction. This brief amount of carbonation
can be seen as a dip in reaction extent at locations r/rp = 0.8 and 0.7 at the beginning of
cycle j shown in Fig. 6.3. Although not discernible due to the scale of Fig. 6.3, carbonation
during the calcination period also occurs at the location r/rp = 0.9. Carbonation during
the calcination period occurs because increasing CO2 concentration in the particle due to
increasing ambient CO2 concentration elevates the transition temperature between the
calcination and carbonation reactions according to Eqs. (3.1) and (3.16). The transition
temperature falls in the range 800–1200 K for CO2 concentration relevant to the considered
system. Increasing CO2 concentration and the resulting elevated transition temperature
prolongs carbonation into the calcination period. For example, at the location r/rp =
0.8 at the beginning of cycle j = 4, T = 803.0 K and yCO2 = 0.001 with a transition
temperature of 825.7 K according to Eq. (3.1). The transition temperature for the location
r/rp = 0.8 is reached after 6 seconds, when T = 1184.4 K and yCO2 = 0.996.
During the carbonation period, all locations return to their initial states at the be-
ginning of the cycle, completely carbonated for r/rp = 1.0 and partially carbonated for
r/rp = 0.9, 0.8 and 0.7. After the carbonation period begins at τ = 0.273, the r/rp = 1.0
location only exhibits a rapid carbonation regime. All other locations shown in Fig. 6.3
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Figure 6.3: Local reaction extent versus time for the full-calcination case for selected
locations for cycle j = 4: r/rp = 0.7 (dash-dotted line), 0.8 (dotted line), 0.9 (dashed line),
and 1.0 (solid line)
exhibit both rapid and slower carbonation regimes, the second regime becoming longer
with increasing distance from the particle surface.
After the calcination period, Xlocal = 1, i.e. full calcination, at all locations in the
particle. After the carbonation period, incomplete local carbonation at interior locations
results in a maximum local carbonation extent and a non-uniform particle composition of
a porous CaO core, a dense CaCO3 outer shell, and a region of varying porosity between
the two. During cycling, the particle transitions between these two states.
Figure 6.2 shows local temperature versus time for cycle j = 4 for four selected
locations within the particle. During the calcination period, three regions are observed.
First, rapid heating of all locations when no chemical reaction occurs; second, a decrease
in the rate of particle heating indicative of chemical reaction; and finally, temperature
stagnation of all locations. The particle heats until calcination temperature is reached,
at which point the surface of the particle begins reacting. Calcination is endothermic
and therefore inhibits particle heating while the reaction proceeds. Heating inside the
particle proceeds after calcination of the outer regions of the particle is complete. Once
all locations have completely calcined, the particle heats to the maximum stagnation
temperature.
Three regions are also observed during the carbonation period. First, rapid particle
cooling to the carbonation temperature; second, a decrease in the rate of particle cooling,
indicative of the first, rapid carbonation regime, and finally, near-equilibrium temperature
at all particle locations indicative of the second, slower carbonation regime. Carbonation
is exothermic and therefore slows particle cooling while the reaction proceeds. Exterior
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locations such as the particle surface reach lower temperatures earlier than interior
locations. However, the differences in temperature between the locations during the
carbonation period are smaller than the differences during the calcination period.
6.3.2 Numerical results for the full-carbonation case
Overall reaction extent versus time is shown for the full-carbonation case in Fig. 6.4.
Figure 6.4a shows all six cycles, and Fig. 6.4b shows cycle j = 4. Transient variations
in temperature and local reaction extent for four selected locations within the particle
are shown in Figs. 6.5 and 6.6, respectively. All calcination periods start with particle
heating to the calcination temperature as shown in Fig. 6.5. All calcination periods end
at t = tj + 20 s or τ = 0.095, corresponding to Xoverall = 0.197. Carbonation begins
immediately in the following carbonation period and proceeds until the particle is nearly
completely carbonated, Xoverall = 0.002 at t = tj+1 or τ = 1. The particle fully carbonates
to Xoverall = 0 in the initial two seconds of the next calcination period.
During the carbonation period, rapid and slower regimes are observed and are shown
in Fig. 6.4b. The rapid regime, 0.095 < τ < 0.276, accounts for a larger fraction of the
carbonation period time in this case than the previous one: the rapid regime is 20.0% of
the carbonation period for the full-carbonation case versus 8.1% for the full-calcination
case. The rapid regime in this case also results in a larger fraction of carbonation: the
rapid regime accounts for 80.3% of total carbonation during the carbonation period for
the full-carbonation case versus 63.8% for the full-calcination case.
Local reaction extent for three selected locations in the particle for cycle j = 4 is
shown in Fig. 6.6. At the start of the calcination period at τ = 0, all locations are
at Xlocal ≈ 0. Particle heating then begins, and the particle surface r/rp = 1.0 is
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Figure 6.4: Overall reaction extent versus time for the full-carbonation case with tcalc =
20 s and tcarb = 190 s (a) undergoing six cycles and (b) cycle j = 4
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Figure 6.5: Local temperature versus time for the full-carbonation case for selected
locations for cycle j = 4: r/rp = 0.7 (dash-dotted line), 0.8 (dotted line), 0.9 (dashed line),
and 1.0 (solid line)
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Figure 6.6: Local reaction extent versus time for the full-carbonation case for selected
locations for cycle j = 4: r/rp = 0.9 (dashed line), 1.0 (solid line), and 0.7 and 0.8
(indistinguishable from x-axis)
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the first location to reach the transition temperature and start calcining at τ = 0.029.
When the carbonation period starts at τ = 0.095, the r/rp = 1.0 location immediately
begins carbonating and continues to carbonate at a nearly constant rate until nearly
full carbonation (Xlocal = 0.001) is reached at τ = 0.333. Locations near the particle
surface begin calcining after the particle surface and only reach a partially calcined state.
Locations r/rp = 0.9 and 0.8 begin calcining at τ = 0.048 and 0.071, respectively. At
the end of the calcination period at τ = 0.095, locations r/rp = 0.9 and 0.8 calcine to
Xlocal = 0.093 and 0.001, respectively. Locations r/rp < 0.8 experience a very small
amount of calcination during the calcination period with Xlocal < 0.001.
At the beginning of the carbonation period, all locations briefly experience calcination
before carbonation starts. Residual latent heat and the decrease in the transition tem-
perature due to decreasing CO2 concentrations extend calcination into the carbonation
period until the temperature decreases below the transition temperature, and carbonation
begins.
Locations r/rp < 1.0 only experience a small amount of calcination during the
calcination period. The location r/rp = 0.9 has a local reaction extent of Xlocal = 0.093
at the end of the calcination period, and even lower values of Xlocal are observed for
r/rp < 0.9. After the calcination period, the particle composition is predominately a
dense, unreacted CaCO3 core, surrounded by a layer of porous CaO. After the carbonation
period, the local reaction extent for all locations is nearly Xlocal = 0. During cycling, the
particle transitions between these two states.
Figure 6.5 shows local temperature versus time for cycle j = 4 for four selected loca-
tions within the particle. During the calcination period, two regions are observed. First,
a region of rapid particle heating at all locations, and then a region of decreased particle
heating or no particle heating at all. All locations in the particle initially experience
rapid heating without chemical reaction, then the calcination temperature is reached and
chemical reaction begins, similar to the full-calcination case. Unlike the full-calcination
case, the particle surface is the only location to nearly completely calcine and experi-
ence a second period of heating during the calcination period. Other interior locations
either only partially calcine or do not significantly calcine at all, so the temperature of
those locations remains relatively constant below the reaction temperature. The regions
observed during the carbonation period of the full-carbonation case are similar to the
regions observed in the full-calcination case: rapid particle cooling and periods indicative
of the first, rapid and second, slower carbonation regimes.
6.3.3 Comparison of evaluation metrics for the considered cases
The three metrics defined in Section 6.2 are evaluated for the representative cycle j = 4
for each case. The metrics are given in Table 6.2 and used to compare the cases. The
full-calcination case has higher sorbent utilization and capture capacity than the full-
carbonation case, because the reaction intermediary compounds in the particle are used
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Table 6.2: Evaluation metrics for cycle j = 4 from the full-calcination and full-carbonation
cases
Case
Sorbent Capture Energetic
utilization ξ4 capacity ξc,4 efficiency ηe,4
Full-calcination 0.4212 0.1852 0.0234
Full-carbonation 0.1957 0.0860 0.1634
more extensively to capture CO2 in the full-calcination case. However, the full-carbonation
case has higher energetic efficiency than the full-calcination case. A longer calcination
period is required to fully calcine the particle in the full-calcination case. Irradiation over
a longer calcination period results in a larger amount of solar energy input, compared
to the shorter calcination period and smaller amount of solar energy input in the full-
carbonation case. In the full-carbonation case, more CO2 is captured per energy unit
than the full-calcination case for this reason. For the full-calcination case, the increase
in CO2 captured may not outweigh the required longer calcination period and larger
solar energy input. Similarly for the full-carbonation case, the decrease in required solar
energy input may not outweigh the lower utilization of the sorbent material. Larger
length scale design concerns and priorities are expected to determine whether utilization
of the sorbent material or energetic efficiency is more important in a given system.
6.4 Effects of varying irradiation, particle size, and ambient gas
temperature on reaction extent and evaluation metrics
In this section, the magnitude of irradiation on the particle surface during the calcination
period q′′solar, particle size rp, and ambient gas temperature T∞ are independently varied
from the values taken in the previous section. For the cases in this section, the calcination
and carbonation periods are fixed to match the previously presented full-calcination
case (tcalc = 300 s and tcarb = 800 s), which is used as the baseline case for the following
investigation. Three cycles are simulated for each considered case, since periodicity
for the baseline case was achieved after two cycles. Sorbent utilization and energetic
efficiency are evaluated for all considered cases, and metrics are used to generate metric
plots. Metric plots are used to quantitatively compare the effects of varying the selected
parameters on evaluation metrics.
6.4.1 Numerical results for cases with varying irradiation
Four cases are considered where the magnitude of the irradiation on the particle surface
during the calcination period is increased to q′′solar = 300 and 500 kW m
−2 and decreased
to 200 and 100 kW m−2, from the baseline case value of 235 kW m−2. The results for the
four cases are shown with the baseline case in Fig. 6.7. For the cases where irradiation
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is increased, complete calcination is achieved during the first and subsequent cycles,
and the time to complete calcination inversely scales with the magnitude of irradiation:
complete calcination is achieved at t = 271, 142, and 66 s in cases with q′′solar = 235, 300,
and 500 kW m−2, respectively. The carbonation profiles of these cases remain unchanged
compared to the baseline case.
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Figure 6.7: Overall reaction extent versus time for the baseline case and cases with varied
irradiation: q′′ = 100 (solid line), 200 (broken dashed line), 235 (thick solid line), 300
(dashed line), and 500 kW m−2 (dotted line)
For the case where irradiation is decreased to q′′solar = 200 kW m
−2, complete calci-
nation is not achieved until the third cycle and periodicity is not achieved in the three
considered cycles. The particle calcines maximally to Xoverall = 0.823, 0.970, and 1 during
cycles j = 1, 2, and 3, respectively. With each subsequent carbonation period, the particle
carbonates to a lesser extent corresponding to a greater overall reaction extent, approach-
ing the baseline case carbonation profile until full calcination during the calcination
period is achieved. After full calcination is achieved, the carbonation profile matches that
of the baseline case and periodicity is expected in subsequent cycles. However, additional
cycles were not simulated due to the high computational cost of each simulations as
mentioned in Section 4.5.
For q′′solar = 100 kW m
−2, complete calcination is not achieved during any cycle. The
particle calcines maximally to Xoverall = 0.017. Although the magnitude of irradiation is
sufficient to heat the particle to the calcination temperature, the cycle time is not long
enough for a substantial amount of calcination to occur. As a result, full carbonation
is rapidly achieved during the first carbonation period, and periodicity is achieved
immediately, albeit to a trivially reactive cycle.
Based on the results of the considered cases, a minimum magnitude of irradiation is
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required for the particle to calcine fully within the first calcination period for the baseline
parameters. Cases with lower magnitudes of irradiation may achieve full calcination
during later calcination periods, indicating a second minimum magnitude of irradiation
is required for the particle to calcine fully during later cycles as opposed to during the
first cycle.
6.4.2 Numerical results for cases with varying particle size
Four cases are considered where the particle size is increased to rp = 3.75 and 5 mm and
decreased to 1.5 and 1.25 mm, from the baseline case value of 2.5 mm. Overall reaction
extent versus time for the four considered cases is shown with the baseline case in Fig. 6.8.
The cases with smaller particles require a simulation time step of ∆t = 5× 10−7 s for
numerical stability.
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Figure 6.8: Overall reaction extent versus time for the baseline case and cases with varied
particle diameter: r/rp = 1.25 (solid line), 1.5 (broken dashed line), 2.5 (thick solid line),
3.25 (dashed line), and 5 mm (dotted line)
No considered cases achieve full calcination in the first cycle. For cases with larger
particles, full calcination is achieved during the second cycle. The carbonation profiles of
cycles j = 2 and 3 are identical for these cases, and periodicity is expected in subsequent
cycles. During all cycles, but notably in cycles after full calcination has been achieved, the
larger particles do not carbonate as extensively as the baseline case or cases with smaller
particles.
For the cases with smaller particles, full calcination is not achieved in three cycles.
For the case of the 1.5 mm radius particle, periodicity is also not achieved in three
cycles. The 1.5 mm radius particle calcines maximally to Xoverall = 0.794, 0.914, and 0.978
during cycles j = 1, 2, and 3, respectively. With each subsequent carbonation period, the
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particle carbonates to a lesser extent corresponding to a greater overall reaction extent,
approaching the baseline case carbonation profile. Periodicity with a minimum overall
reaction extent less than that for the baseline case is expected with additional cycles.
For the case of the 1.25 mm radius particle, the particle exterior heats to a sufficiently
high temperature to drive calcination. However, the particle interior does not heat to the
calcination temperature because of convective losses. Convective losses increase after
the particle exterior has calcined because calcination results in increases to the particle
surface porosity, leading to increased convective losses. As a result, the calcination
reaction stagnates early in the calcination period at Xoverall = 0.119. Full carbonation is
achieved in the first and subsequent cycles, and periodicity is achieved immediately.
6.4.3 Numerical results for cases with varying ambient gas temperature
To further compare the effect of convective heating relative to radiative heating, the
ambient gas temperature is varied. Four cases are considered where the ambient gas
temperature is increased to T∞ = 900 and 1000 K and decreased to 700 and 600 K, from
the baseline case value of 800 K. For these cases, the initial particle temperature remains
800 K to be consistent with the baseline case. This initial condition replaces that given
by Eq. (4.18), and the particles considered in this section are not initially at thermal
equilibrium with the ambient gas at t = 0 s.
Overall reaction extent versus time for the four cases is shown with the baseline case
in Fig. 6.9. For cases where T∞ = 900 and 1000 K, time to complete calcination and extent
of carbonation at the end of a cycle inversely scale with ambient gas temperature. Time
to complete calcination decreases with increased ambient gas temperature because the
increased rates of convective heat transfer contribute to faster particle heating. Periodicity
is also achieved in the second and subsequent cycles for these cases. Increases in ambient
gas temperature result in higher stagnation temperatures when particle heating continues
after completely calcined is achieved. For the baseline case, the stagnation temperature is
1245 K as shown in Fig. 6.2, while for the cases with T∞ = 900 and 1000 K, the stagnation
temperatures are 1292 and 1334 K, respectively.
Higher temperatures in the particle are also observed throughout the carbonation
period, although the effect of these higher temperatures on carbonation is small. In cases
with increased ambient gas temperature, particles exhibit less carbonation at the end
of a cycle than that in the baseline case. The rates of change of Xoverall during the fast
carbonation regime are nearly identical to that in the baseline case. The rates of change
of Xoverall during the slow carbonation regime are slightly slower than that in the baseline
case. The rate of change of Xoverall is the apparent reaction rate of the particle. The slow
carbonation regime apparent reaction rates are determined by the rate of diffusion of
CO2 to unreacted CaO and the local intrinsic reaction rate.
Increased particle temperature causes increased rates of diffusion and decreased local
intrinsic reaction rates at interior particle locations during slow carbonation. Effective dif-
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fusivity increases with temperature as discussed in Section 5.3.3, therefore CO2 diffusion
occurs at a faster rate in particles with higher temperatures. However, the faster rates of
diffusion are countered by decreased intrinsic reaction rates. During the slow carbonation
regime, local CO2 concentrations at interior particle locations are much less than the
ambient carbonation concentration y∞,CO2 = 0.15. At non-carbonated locations away from
the particle surface, yCO2 < 0.001 during the slow carbonation regime. The temperature
at which the maximum intrinsic carbonation rate occurs decreases with decreasing CO2
concentration, as shown in Fig. 3.2b. The maximum rate occurs at temperatures below
800 K for yCO2 < 0.001 at atmospheric total pressure. Therefore, for the local conditions
at interior particle locations during slow carbonation, increases in temperature above
800 K result in decreased intrinsic reaction rates. The decrease in intrinsic reaction rate is
greater than the increased rate of CO2 diffusion, resulting overall in decreased rates of
change of Xoverall during slow carbonation.
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Figure 6.9: Overall reaction extent versus time for the baseline case and cases with varied
ambient gas temperature: T∞ = 600 (solid line), 700 (broken dashed line), 800 (thick solid
line), 900 (dashed line), and 1000 K (dotted line)
For the case where T∞ = 700 K, full calcination and periodicity are not achieved in
the three considered cycles. The particle calcines maximally to Xoverall = 0.710, 0.853, and
0.938 during cycles j = 1, 2, and 3, respectively. Similar to the rp = 1.5 mm case, with each
subsequent carbonation period, the particle carbonates to a lesser extent corresponding
to a greater overall reaction extent. Periodicity with a minimum overall reaction extent
slightly less than that for the baseline case is expected with additional cycles.
For the case where T∞ = 600 K, convective losses prevent the interior of the particle
from reaching high temperatures, inhibiting the calcination reaction in a similar manner
to the case where irradiation is decreased to q′′solar = 100 kW m
−2. Calcination stagnates
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at Xoverall = 0.040 early in the calcination period; full carbonation is achieved in the first
and subsequent cycles; and periodicity is achieved immediately. Calcination stagnation
in cases with reduced ambient gas temperature or irradiation indicates a minimum
absorbed heat flux at the particle surface is needed to achieve full calcination during the
first or subsequent cycles. The minimum heat flux can be achieved by adjusting one or
both parameters.
6.4.4 Comparison of evaluation metrics for the considered cases
All cases are compared to the baseline case using sorbent utilization and energetic
efficiency, defined by Eqs. (6.2) and (6.4), respectively. Trends in capture capacity closely
follow trends in sorbent utilization, so capture capacity is not used in this comparison.
Sorbent utilization and energetic efficiency are evaluated for cycle j = 3 for all cases, and
the metrics are shown in Fig. 6.10. Sharp increases in both metrics are observed when
parameters are increased and the baseline values are approached from the left.
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Figure 6.10: Comparison of the investigated cases (unfilled points) and the baseline case
(filled points) using (a) sorbent utilization and (b) energetic efficiency: varying radius
(solid line), irradiation (dashed line), and ambient gas temperature (dotted line)
Low values of both metrics for the smallest values in the considered range for each
parameter are a result of calcination stagnation observed in the q′′solar = 100 kW m
−2,
rp = 1.25 mm, and T∞ = 600 K cases. Once the criteria to overcome calcination stagnation
are reached, both metrics increase until the metric plateaus or a local optimum is achieves
and the metric starts to decrease. The only case for which this is not true is for the
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energetic efficiency in cases with varying particle size. It is expected that a local optimum
for energetic efficiency exists outside the considered range of particle sizes.
Increasing particle size to sizes larger than the baseline value results in increased
energetic efficiency and decreased sorbent utilization. Increasing ambient gas temper-
ature above the baseline values does not results in significant changes in either metric.
Increasing irradiation above the baseline values does not result in significant changes in
sorbent utilization, however it does result in decreases in energetic efficiency. Increasing
irradiation and ambient gas temperature above the baseline values does not significantly
change how much carbonation occurs, therefore increasing these parameters beyond a
point will not change the sorbent utilization. Increasing these parameters may affect the
apparent rate of calcination or carbonation, but in the considered cases the increase was
small or undetectable.
A slight decrease in irradiation and ambient gas temperature to q′′solar = 200 kW m
−2
and T∞ = 700 K are expected to yield higher sorbent utilization and energetic efficiency.
However, for these values, periodicity will take multiple cycles to achieve. The baseline
parameter set yields a reasonable compromise between the two metrics when compared
to the other cases considered and full calcination is desired in the first cycle. However, the
calcination and carbonation period times are not optimized for the varied parameters, and
tuning period times to specific cases is expected to increase both the sorbent utilization
and energetic efficiency. The energy penalty associated with increased ambient gas
temperature is also not factored into either metric but should be considered when
extrapolating these results to the reactor level and selecting operating parameters.
6.5 Summary
Investigation of the effect of period lengths on thermochemical conversion showed that
the material at the center of the particle during cycling can be either CaCO3 or CaO
and depending on the material, there is a trade off between maximizing the amount
of CO2 captured and minimizing the amount of solar energy supplied to the system.
Investigation of the effect of selected parameters on thermochemical conversion showed
that there are minimum requirements to achieve full calcination during the first cycle
and at any point while cycling. The investigations also showed that there is a trade
off between the overall reaction extent, described by the sorbent utilization metric,
and thermal-to-chemical efficiency, described by the energetic efficiency metric, for the
considered parameter ranges. Parametric studies that elucidate the influence of variables
on evaluation metrics, like the ones presented in this chapter, are a valuable tool for
selecting physical and operational parameters at the reactor scale.
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Chapter 7
Furnace heated particles for carbon
dioxide capture and thermal energy
storage
7.1 Introduction
In this chapter, thermal transport phenomena and overall reaction extent in large single
particles are studied using TGA techniques and numerical modeling. Large particles,
such as those considered in this work, are distinct from powdered materials typically
used in TGA studies. While powdered material is appropriate for investigating chemical
kinetics, large particles like those used in this study, are similar to particles found in
packed and fluidized bed thermochemical reactors. Heat and mass transfer have a
greater influence on apparent chemical kinetics and reaction extent in larger particles
compared to beds of powder. Larger particles are used in order to investigate the
influence of intra-particle mass transfer on overall reaction extent in particles of different
sizes undergoing CaO looping. In this study, CaO looping is investigated for either CO2
capture or thermochemical TES.
The study includes (1) characterization of the experimental sorbent material, (2) ther-
mochemical cycling of single large particles of various sizes and in various CO2 atmo-
spheres in a furnace, (3) analysis and discussion of experimental results, (4) reproduction
of experimental results via the evaluation of medium characteristics using the numerical
model of Chapter 4, and (5) comparison of numerical and experimental results during
the first thermochemical cycle.
This work shows that intra-particle mass transfer has a significant effect on the
transient overall reaction extent of particles undergoing CaO looping. Another result
of this work is a detailed numerical model reconciled with experimental data. The
governing equations of the numerical model have the potential to be applied to a wide
range of material morphology and experimental conditions with appropriate closure
models and material properties. Such a model is capable of aiding the design, choice of
particle size, and operating conditions of solar and conventional thermochemical reactors.
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7.2 Sorbent material characterization
7.2.1 Methodology
Three size fractions of extruded sorbent particles are obtained from Umang Pharmatech
Pvt Ltd. Based on visual inspection, particles are predominantly spherical in shape. Size
fractions contain particles collected between meshes U.S. standard size 14 and 20, U.S.
standard size 7 and 10, and with nominal size opening 4 and 6 mm, resulting in particles
with diameter 0.84–1.41 mm, 2–2.83 mm, and 4–6 mm, respectively. These size fractions
are referred to as the 1, 2.5, and 5 mm size groups, respectively.
Scanning electron microscopy with back-scattered electron detector (SEM–BSE) images
of cut particle cross sections are collected using a Zeiss MA15 detector. Cut particle cross
sections are washed and polished with ethanol. Images are then used to evaluate the
internal morphology of samples. Energy-dispersive X-ray spectroscopy (EDX) maps of
cut particle cross sections are taken using an e2v SiriusSD Silicon Drift Detector to identify
the elemental composition of internal morphology features. The density of samples of
whole particles is evaluated with a Quantachrome Helium Ultrapycnometer 1000 with
a gas target pressure of 19 psi. Material crystalline phases are characterized by X-ray
diffraction (XRD) analysis. XRD patterns of powdered particle samples are measured
with an Empyrean PANalytical Diffractometer, using Cu Kα radiation at 40 kV and 40 mA
(λ = 1.54178 Å) at a scanning rate of 0.02◦ s−1. The XRD patterns are undertaken from
2θ = 2 to 90◦. The ICDD1 database [ICDD, 2017] is used to identify the XRD patterns
of the samples. Internal morphology, density, and XRD patterns are analyzed for as-
received particles from each size group. Internal morphology, density, and XRD patterns
are also analyzed for a selection of particles from each size group after 20 minutes of
calcination in air in a furnace at 1273 K. Samples that have undergone treatment are
labeled “after-calcination.”
7.2.2 Results
SEM–BSE images, EDX maps, density measurements, and XRD analysis are used to
qualitatively compare the composition and grain structure of as-received and after-
calcination particles. Results show as-received particles are composed of densely packed,
larger grains consisting predominantly of CaCO3. As-received particles from each size
group display similar internal morphology and composition across the range of sizes.
Analysis of after-calcination particles shows the particles are composed of dispersed,
smaller grains consisting predominantly of CaO. After-calcination particles from each
size group also display similar internal morphology and composition across the range of
sizes. Thus, the material is assumed uniform for all size groups and the CaCO3 particles
will fully decomposed to CaO under the expected experimental conditions.
1International Centre for Diffraction Data
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SEM–BSE images of the internal structure of six particles are obtains: one particle
from each of the three size group, both as-received and after-calcination. Images from
as-received particles cannot be distinguished by size group. An analogous trend is also
observed in images from after-calcination particles from each size group. Therefore,
SEM–BSE images for as-received and after-calcination particles from only one size
group are shown, but conclusions drawn from each image are valid for all size groups.
Figure 7.1 shows SEM–BSE images of the internal grain morphology of as-received and
after-calcination particles from the 5 mm size group.
As-received particles display four main features: (1) light-colored grains on the order
and greater than 10µm, (2) dark-colored grains on the order and greater than 10µm,
(3) regions of fine grains, and (4) some dark pore voids. A broad distribution of grain
size is observed. The light- and dark-colored grains are as large as 16.4µm and 31µm,
respectively. The as-received particles are very compacted although some dark pore voids
are discerned. The after-calcination particles show high porosity with pores varying
in size from less than 1 to 19µm. The after-calcination particles exhibit smaller grain
sizes than the as-received particles: less than 1µm grains in the after-calcination particles
compared to ∼ 10µm or larger grains in the as-received ones. Smaller grain size is
typical of CaO derived from both naturally-occurring CaCO3 from Blanca limestone
[García-Labiano et al., 2002] and typical scalenohedron calcite CaCO3 [Olivares-Marín
et al., 2013].
Next, EDX maps of the internal structure of particles from each size group are
analyzed. A selected EDX map of an as-received particle from the 1 mm size group is
shown in Fig. 7.2. The as-received particle is composed mainly of calcium. The light-
colored, large grains and the small fine grain regions observed in SEM–BSE images are
identified as containing calcium, while the dark-colored large grains contain magnesium.
A small amount of the element silicon is also observed in the EDX maps; identification of
the silicon-containing compound will be discussed in the XRD analysis. EDX maps of
as-received and after-calcination particles from all size groups show similar results.
Helium porosimetry results show the as-received and after-calcination particles have
densities varying from 2.73× 103 to 2.75× 103 kg m−3 and 3.26× 103 to 3.27× 103 kg m−3,
respectively. The density obtained for the as-received particles is close to bulk density of
naturally occurring limestone and ρCaCO3 given in Table 3.3. The values obtained for the
after-calcination particles are within the experimental range obtained in previous works
for pure CaO and CaO mixed with silicon and aluminum oxides [Takahashi et al., 2015],
and close to ρCaO given in Table 3.3.
XRD analysis is conducted with powderized as-received and after-calcination particles
from each size group. Figure 7.3 shows the XRD patterns of as-received and after-
calcination material from the 5 mm size group. As-received and after-calcination samples
from other size groups display similar XRD patterns. From the XRD pattern for the
as-received material shown in Fig. 7.3a, the as-received material contains predominantly
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30µm
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Figure 7.1: Grain structure of particles from the 5 mm size group (a) as-received and (b)
after-calcination
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20µm
Figure 7.2: EDX map of as-received material from the 1 mm size group: calcium (green),
magnesium (red), and silicon (purple)
CaCO3 as calcite (JCPDS2 01-086-2334), with some CaCO3 as aragonite (JCPDS 01-075-
9984), calcium magnesium carbonate (CaMg(CO3)2) as dolomite (JCPDS 00-036-0426),
and a very minor amount of silicon oxide (SiO2) as quartz (JCPDS 00-046-1045). Traces
of hydroxide of magnesioriebeckite ((Na,Ca)2(Mg,Fe)5Si8O22(OH)2) (JCPDS 00-020-0656)
and talc (JCPDS 04-013-2941) are also detected. Silicon previously observed in EDX maps
is now identified as SiO2. Based on qualitative comparison of peak intensity, impurities
consist of predominantly SiO2. The amount of impurities will be estimated through
analysis of thermochemical cycling results in Section 7.3.2.
From the XRD pattern for the after-calcination material shown in Fig. 7.3b, the after-
calcination material contains predominantly CaO as lime (JCPDS 01-077-9574), with
impurities consisting mainly of magnesium oxide (MgO) as periclase, synthetic (JCPDS
00-004-0829) and SiO2 as quartz (JCPDS 00-046-1045). A small amount of unreacted
CaCO3 as calcite (JCPDS 01-086-2334) is also detected in the after-calcination material.
Magnesium, silicon, and iron impurities as well as a small amount of unreacted CaCO3
are commonly found in quicklime samples obtained by calcination of limestone with
contents varying from 0.3 to 2.5% of MgO and 0.2 to 1.5% of SiO2 [Kogel et al., 2006].
Based on EDX and XRD results, the light-colored, large grains and regions of fine
grains observed in the SEM–BSE images of as-received particles are identified as CaCO3
and the dark-colored, large grains are identified as magnesium carbonate (MgCO3)
and/or dolomite. Based on similarity of results from all size groups, particles from
all size groups have nearly identical composition. The large grains and regions of fine
2International Centre for Diffraction Data database standard designation
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Figure 7.3: XRD patterns of (a) as-received and (b) after-calcination samples from the
5 mm size group. Intensity is expressed in arbitrary units. Symbols: n calcite CaCO3
(JCPSD 01-086-2334),  aragonite CaCO3 (JCPDS 01-075-9984), K dolomite CaMg(CO3)2
(JCPDS 00-036-0426), H magnesioriebeckite hydroxide (Na,Ca)2(Mg,Fe)5Si8O22(OH)2
(JCPDS 00-020-0656), H quartz SiO2 (JCPDS 00-046-1045), talc 1A Mg3Si4O10(OH)2
(JCPDS 04-013-2941), n lime CaO (JCPDS 01-077-9574), K periclase, syn MgO (JCPDS
00-004-0829), and H larnite Ca2(SiO4) (JCPDS 01-080-8935)
94
§7.3 Thermochemical cycling of sorbent particles in a furnace
grains of CaCO3 and MgCO3 decompose into fine-grained CaO and MgO, respectively,
after calcination. The larger grains (∼ 10µm) that remain after calcination are SiO2 and
unreacted CaCO3. Based on XRD analysis, the carbonates in the as-received material
calcine almost completely to oxides after treatment.
7.3 Thermochemical cycling of sorbent particles in a furnace
In the following sections, the experimental methodology to study thermal transport
reaction extent in single particles undergoing thermochemical cycling is elaborated.
Method of analysis of the experimental data is detailed, and results are presented and
discussed.
7.3.1 Methodology
Single particles from each size group exhibiting the highest sphericity based on visual
inspection are selected for analysis. Uniformity of particle shape is prioritized over
particle dimensions, resulting in a range of dimensions and initial masses for particles
from a single size group.
The particles are placed in an alumina crucible. The crucible has an outer diameter of
5 mm with 1 mm thick walls and a depth of 2 mm. Particles are selected to fit laterally
within the crucible, however particles from the 2.5 and 5 mm size groups extended
vertically out of the top of the crucible.
Particles are thermochemically cycled in a thermogravimetric analyzer with built in
differential scanning calorimetry (TGA–DSC), however the calorimetry data is not used
in this work. The TGA–DSC is a SETARAM SETSYS Evolution 1750 instrument. Sample
temperature readings are obtained from a thermocouple attached to the bottom of the
sample holder on which the crucible sits. A mass spectrometer (MS), model Omnistar
GSD 320 from Pfeiffer Vacuum, is connected to the outlet of the furnace to analyze
evolved gas from the sample in the exit gas stream.
Experiments start with an initial heating period, followed by three calcination–
carbonation cycles. In the calcination period, the particle is heated to the calcination
temperature at a rate of 20 K min−1. In the carbonation period, the sample is cooled to
the carbonation temperature at a rate of 20 K min−1, then held isothermally at the carbon-
ation temperature for 30 min. Sweep gas with three different CO2 concentrations is used
(25, 50, and 100% CO2 by volume in N2), and the total sweep gas flow rate is 20 ml min−1.
Calcination and carbonation temperatures are evaluated for the sweep gas composition
using thermodynamic data given by Eq. (3.1), and adjusted for an observed 20 to 30 K
temperature difference between programmed and measured sample temperatures in
preliminary experiments. Temperatures are adjusted for each CO2 concentration rather
than using identical temperature profiles for all cases, in order to keep intrinsic reaction
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rates as uniform across cases as possible, thus allowing intra-particle mass transfer effects
to be more apparent.
To investigate repeatability, one case is selected: 5 mm size group particles in 100%
CO2. Initial heating and the first calcination–carbonation cycle of the selected case is
repeated two additional times, so three data sets are obtained for the initial heating and
first calcination–carbonation cycle.
7.3.2 Results
Thermochemical cycling results include calcination and carbonation temperatures and
the weight change of particles while undergoing cycling. Weight change is converted
to overall reaction extent, and transient overall reaction extent is compared for the nine
considered cases.
Table 7.1 shows the programmed furnace temperatures for calcination and carbonation
for each CO2 concentration. The maximum sample temperature during the first cycle
and the sample temperature at the end of the first cycle for cases from the 5 mm size
group, as read by the TGA–DSC thermocouple, are also given in Table 7.1. These sample
temperatures are equivalent to the sample calcination and carbonation temperatures,
respectively.
Table 7.1: Experimental calcination and carbonation temperatures
CO2 con-
centration
(%)
Programmed
calcination
temperature
(K)
Maximum
sample
temperature
(K)
Programmed
carbonation
temperature
(K)
End-of-cycle
sample
temperature
(K)
25 1253 1228 1023 1009
50 1273 1247 1093 1077
100 1302 1275 1123 1106
For the case selected to investigate repeatability (5 mm size group particle in 100%
CO2), the transient percent weight change is calculated for each of the three data sets. The
average percent transient weight change is calculated using values from the three data
sets, and the value for each data set is compared to the average at each time instant. The
maximum difference is 2% and the average difference is 0.26%, confirming repeatability
of that case and supporting the repeatability of all other cases.
Initial heating and the first thermochemical cycle Figure 7.4 shows TGA–DSC and
MS results from the initial heating period as well as the first calcination–carbonation
cycle of a particle from the 5 mm size group in 25% CO2 atmosphere. Percent weight
change of the sample, the measured sample temperature, and MS mass-to-charge ratio
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m/z3 signals for m/z = 18 and 44 are included.
Two weight changes, beginning at t = 38 and 74 min, are observed during initial
heating. The onset of these weight changes is marked with a dashed line in Fig. 7.4b.
These initial heating period weight changes are not observed in subsequent cycles and
are attributed to the release of H2O and the decomposition of MgCO3 in the dolomite
identified in the XRD analysis in Section 7.2.2.
For the first initial heating weight change, the weight of the particle decreases by 2%
when heating from T = 319 to 1048 K. These temperatures are also marked with dashed
lines in Fig. 7.4b. The MS signal peak for m/z = 18 indicates the release of H2O during
this period. The H2O is attributed to the release of H2O bound in the natural carbonate
crystals at the lower temperatures [L’vov, 1997; Gunasekaran and Anbalagan, 2007] and
the decomposition of hydroxide impurities at the higher temperatures [Kashcheev et al.,
2016].
A second weight loss of another 3% starts at 1048 K and corresponds to an MS
m/z signal peak for m/z = 44. This weight loss is attributed to the decomposition
of MgCO3 in the dolomite. Dolomite decomposition consists of two steps, one at a
lower temperature (∼ 1050 K in N2) associated with the calcination of MgCO3 and one
at a higher temperature (∼ 1107 K in N2) associated with the calcination of CaCO3
[Gunasekaran and Anbalagan, 2007]. The first decomposition step results in the release
of CO2 according to the following reaction
CaMg (CO3)2 → CaCO3 +MgO+CO2 (7.1)
The CaCO3 remaining in the dolomite after the first decomposition reaction of MgCO3
calcines in the same manner as pure CaCO3 according to Eq. (2.6).
The temperature of the second observed weight loss (T = 1048 K) agrees with the
temperature at which the first dolomite decomposition step occurs (T = 1050 K). The
corresponding MS m/z signal peak for m/z = 44 therefore indicates CO2 released by the
chemical reaction given by Eq. (7.1). These two weight changes during the initial heating
are observed to some degree in experiments with particles from all size groups and in all
CO2 atmospheres.
After initial heating, a rapid weight loss occurs, followed by a period of no weight
change, and then a weight increase, as shown in Fig. 7.4a. The onsets of the rapid weight
loss and weight increase occur at 1092 and 1047 K, respectively. The weight loss and
increase correspond to an MS m/z signal peak and trough, respectively, for m/z = 44.
The rapid weight loss is the calcination of CaCO3; the weight increase is the carbonation
of CaO. The MS m/z signal peak is CO2 released by the calcination reaction given by
Eq. (2.6); the MS m/z signal trough is due to the uptake of CO2 by the carbonation
reaction given by Eq. (2.7). Subsequent thermochemical cycles show similar weight
3This usage and notation follows the Compendium of Chemical Terminology [IUPAC, 1997] definition of
mass-to-charge ratio in mass spectrometry.
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Figure 7.4: Initial heating and the first calcination–carbonation cycle of a particle from the
5 mm size group in 25% CO2 atmosphere, for (a) t = 10 to 120 min and (b) a magnified
view of t = 10 to 80 min: percent weight change (black line), temperature (blue line), MS
m/z = 18 signal (orange line), and MS m/z = 44 signal (red line), MS m/z signals are
represented in arbitrary units on a logarithmic scale
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changes and MS m/z signals for m/z = 44, indicating cyclic calcination and carbonation
and thus, CaO looping.
A small fraction of the weight increase and decrease during cycling could be due
to the cyclic carbonation and calcination of MgO and MgCO3, respectively. However,
MgO carbonation has been shown to require higher CO2 partial pressures to proceed
at appreciable rates [Fagerlund et al., 2012], therefore any weight changes due to MgO
carbonation or subsequent MgCO3 calcination are assumed small enough to be neglected.
Evaluating overall reaction extent from experimental data To compare cases with
different initial masses, overall reaction extent for experimental results is found from the
mass of the sample measured by TGA–DSC according to the following equation
Xoverall =
(
1− m−mimpurities
m0 −mimpurities
)(
MCaCO3
MCaCO3 −MCaO
)
(7.2)
where m, mimpurities, and m0 are the actual mass of the sample, the mass of the impurities,
and the initial mass of the sample, respectively. Overall reaction extent for experimental
results is distinct from theoretical weight change for full conversion because overall
reaction extent is evaluated on a molar basis rather than a mass basis. The overall reaction
extent defined by Eq. (7.2) is analogous to the overall reaction extent for numerical results
defined by Eq. (6.1).
The initial mass of the sample m0 for calculating Xoverall is taken as the mass of the
sample after the initial heating period changes described above (dehydration, hydroxide
decomposition, and the first dolomite decomposition step). For example, for the 5 mm
size group particle in 25% CO2 shown in Fig. 7.4, m0 is taken as the mass at t = 76 min.
The mass of the impurities mimpurities for calculating Xoverall is estimated by assuming
100% calcination of CaCO3 in a particle. This is accomplished by setting the overall
reaction extent in Eq. (7.2) to Xoverall = 1 for the minimum mass achieved during the
first cycle, and then solving for mimpurities. The mass of the impurities therefore includes
species that do not react during cycling such as SiO2 and MgO, while species lost during
the initial heating such as H2O and CO2 released during dolomite decomposition are
deducted from the initial mass. Initial mass, the calculated mass of the impurities, and
the ratio of calculated impurities to initial mass are given in Table 7.2 for each case.
Based on the material characterization in Section 7.2.2, particles from all size groups
are assumed to have roughly the same composition. Therefore it follows that the fraction
of impurities in each particle selected for cycling is uniform. The average percentage of
impurities is 6.75%, and the values range from 6.17 to 7.77% showing good agreement
with the average, with two exceptions. The two outlying cases are the 2.5 mm size group
particle in 50% CO2 and the 5 mm size group particle in 25% CO2.
Particles from the 2.5 and 5 mm size group cycled in 50% and 25% CO2 exhibit larger
and smaller fractions of impurities, respectively than the rest of the considered particles.
A hypothesized explanation for these two outlying particles is the variation in grain sizes
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observed in SEM–BSE images in Section 7.2.2. As particles are extruded, the presence or
absence of large grains of impurities have the potential to result in particles with larger
and smaller amounts of impurities, respectively.
Table 7.2: Initial mass and mass of impurities used for calculating overall reaction extent
Case m0 (mg) mimpurities (mg) mimpurities/m0 × 100% (%)
1 mm 25% CO2 2.93 0.20 6.83
1 mm 50% CO2 2.43 0.15 6.17
1 mm 100% CO2 3.49 0.25 7.16
2.5 mm 25% CO2 12.34 0.83 6.73
2.5 mm 50% CO2 9.07 1.08 11.91
2.5 mm 100% CO2 10.37 0.79 7.62
5 mm 25% CO2 56.34 0.01 0.02
5 mm 50% CO2 47.73 3.71 7.77
5 mm 100% CO2 52.90 3.46 6.54
Trends observed in results for all considered cases Overall reaction extent is shown
versus time in Figs. 7.5 and 7.6 for particles from the 1, 2.5, and 5 mm size groups in 25,
50, and 100% CO2 atmospheres. Figure 7.5 compares overall reaction extent versus time
for different CO2 atmospheres, while Fig. 7.6 compares overall reaction extent versus
time for particles from different size groups. Initially, particles consist of predominantly
CaCO3 and Xoverall = 0. Once the calcination temperature (given in Table 7.1 for each
case) is reached, particles calcine rapidly to completion and Xoverall ≈ 1.
Calcination occurs rapidly, and complete calcination is achieved in under 10 minutes
for all cases. As particles calcine, the product layer of CaO becomes very porous allowing
for unimpeded diffusion of product CO2 away from the reaction area. Ambient CO2 con-
centration affects intrinsic chemical kinetics, but the experimental temperature program
is adjusted specifically to each CO2 concentration to compensate for the dependence
of calcination kinetics on CO2 concentration. As a result, the effect of ambient CO2
concentration on the rate of change of overall reaction extent during calcination is not
apparent in the overall reaction extent results shown in Figs. 7.5 and 7.6.
During the carbonation period, the temperature decreases to the carbonation tempera-
ture (given in Table 7.1 for each case). Particles begin to carbonate, and Xoverall decreases.
Two regimes are observed during all carbonation periods: an initial regime with rates
of change of overall reaction extent on the order of the observed calcination rates and
a second regime with rates of change 1–2 orders of magnitude slower than the rates of
change during the initial carbonation regime. The initial and second regimes will be
herein referred to as the fast and slow regimes, respectively.
The fast regime spans the first 5–10 min of the carbonation period, while the slow
regime spans the remaining 25–30 min of the carbonation period. The rate of change of
the overall reaction extent during carbonation in the fast regime is fairly uniform for all
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Figure 7.5: Overall reaction extent versus time for particles from the 1 (black lines), 2.5
(blue lines), and 5 mm (red lines) size groups cycled in (a) 25, (b) 50, and (c) 100% CO2
atmospheres
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Figure 7.6: Overall reaction extent versus time for particles from the (a) 1, (b) 2.5, and
(c) 5 mm size groups cycled in 25 (black lines), 50 (blue lines), and 100% CO2 (red lines)
atmospheres
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cases, while a range of rates during the slow regime are observed. None of the particles
completely carbonate during the carbonation period, but 30 minutes is sufficient for
particles from all cases to exhibit both fast and slow carbonation regimes.
Each case reaches a maximum state of carbonation and therefore a minimum value
for Xoverall for each cycle. When the carbonation period ends, the next calcination period
begins from this minimum Xoverall state. Particles begin calcining again with Xoverall
increasing from the minimum Xoverall in the previous cycle to Xoverall = 1 at the end of
the calcination period.
During the carbonation period, the fast regime is limited by chemical kinetics, while
the slow regime is limited by diffusion of CO2 to unreacted CaO through the dense
CaCO3 product layer [Alvarez and Abanades, 2005]. SEM–BSE images taken of cross
sections of two selected particles that have been cycled three times show inhomogeneity
and support the conclusion that slow carbonation is diffusion limited.
Images of cross sections are taken of particles from the 5 mm size group after three
thermochemical cycles in 50 and 100% CO2. The images are shown in Fig. 7.7; an image
of the 5 mm size group particle cycled in 25% CO2 was not be obtained. A distinct
boundary between a porous, inner core material (CaO) and a dense, outer shell material
(CaCO3) is apparent. Large black voids in the cross section images may be due to material
being washed away when the samples are polished for SEM–BSE imaging but may also
be artifacts of the manufacturing process. Similar large black voids are also observed in
cross section images taken of as-received particles that have not been thermochemically
cycled.
The instantaneous rates of change of the overall reaction extent observed in Figs. 7.5
and 7.6 are equivalent to volume-weighted averages of local reaction rate at all locations
within the particle. This rate of change is referred to as the instantaneous apparent
reaction rate. To estimate the instantaneous apparent reaction rate, transient overall
reaction extent data is reduced to one data point per second. Then, the instantaneous
apparent reaction rate is approximated for each second i by the following equation(
dXoverall
dt
)
i
≈ Xoverall,i − Xoverall,i−1
∆t
(7.3)
where ∆t = 1 s. Three time intervals are defined over which instantaneous apparent
reaction rates are then time-averaged: (1) for calcination, from the onset to conclusion
of the calcination reaction, (2) for fast carbonation, from the onset of carbonation to the
transition from fast to slow carbonation, and (3) for slow carbonation, from the transition
from fast to slow carbonation to the end of the carbonation period. The transition
between fast and slow carbonation is defined based on visual inspection of transient
overall reaction extent and instantaneous apparent reaction rate curves.
The instantaneous apparent reaction rate during calcination, fast carbonation, and
slow carbonation is averaged to yield an average apparent reaction rate for each time
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a
b
Figure 7.7: SEM–BSE images of 5 mm size group particle cross sections after thermo-
chemical cycling in (a) 50 and (b) 100% CO2 atmospheres
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interval according to
(
dXoverall
dt
)
average
=
tend
∑
i=tstart
(
dXoverall
dt
)
i
tend − tstart (7.4)
where the time intervals over which the instantaneous apparent reaction rates are aver-
aged start at tstart and end at tend. The average apparent reaction rates for calcination,
fast carbonation, and slow carbonation during the first cycle are shown for all considered
cases in Table 7.3, expressed in min−1 to agree the x-axis units in Figs. 7.5 and 7.6.
Table 7.3: Average apparent reaction rates (min−1) during calcination, fast carbonation,
and slow carbonation
Case
(
dXoverall
dt
)
calc
(
dXoverall
dt
)
carb,fast
(
dXoverall
dt
)
carb,slow
1 mm 25% CO2 24.61×10−2 −9.96×10−2 −1.09×10−2
1 mm 50% CO2 30.66×10−2 −12.38×10−2 −1.42×10−2
1 mm 100% CO2 34.66×10−2 −12.48×10−2 −1.45×10−2
2.5 mm 25% CO2 17.68×10−2 −5.54×10−2 −0.87×10−2
2.5 mm 50% CO2 25.38×10−2 −10.11×10−2 −1.21×10−2
2.5 mm 100% CO2 25.75×10−2 −11.79×10−2 −1.43×10−2
5 mm 25% CO2 12.09×10−2 −3.26×10−2 −0.58×10−2
5 mm 50% CO2 16.71×10−2 −5.38×10−2 −0.83×10−2
5 mm 100% CO2 19.21×10−2 −6.64×10−2 −1.04×10−2
Average apparent reaction rates for the same size group and time interval are ex-
pected to be similar regardless of CO2 concentration, because TGA–DSC temperature
programs have been adjusted for each CO2 concentration in an attempt to produce
uniform reaction rates for all CO2 concentration. However, the average apparent re-
action rates for each time intervals decrease slightly with CO2 concentration within a
size group. Normalized intrinsic calcination reaction rates shown in Fig. 3.2a can vary
by up to 0.2 molCO2 m
−2 s−1 or approximately 500 gCO2 m−2 min
−1 with varying CO2
concentration, for a fixed reaction surface area and temperature in the range relevant
to the experimental results presented in this section. Considering this potential span
of rates, the variation in reaction rate with CO2 concentration observed in Table 7.3 is
considered small.
Apparent reaction rates for the same CO2 concentration are expected to decrease
with increasing particle size because the apparent reaction rates are volume-weighted,
averages of the intrinsic reaction rates. For example, if particles from the 1 and 5 mm size
groups experience the same intrinsic reaction rate over the same depth into the particle
from the particle surface, then the volume exhibiting that intrinsic reaction rate will be
a larger fraction of the 1 mm size group particle than the 5 mm one. The larger volume
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fraction in the smaller particle leads to a larger apparent reaction rate than that for the
larger particle. This trend of decreasing average apparent reaction rate with particle
size for the same CO2 is observed over the considered particle size range in all CO2
concentrations for calcination, fast carbonation, and slow carbonation.
Comparison of results for particles from different size groups and carbon dioxide
atmospheres Two trends are observed when comparing cases with particles from the
2.5 and 5 mm size groups cases: (1) Xoverall when the carbonation reaction transitions
from the fast to slow regime in the first cycle decreases with decreasing particle size
and (2) Xoverall at the end of the first and subsequent cycles decreases with decreasing
particle size. One additional trend is observed when comparing cases with different CO2
concentrations: the rate of the slow carbonation regime decreases with decreasing CO2
concentration.
Overall reaction extent results for particles from the 1 mm size group do not follow
the observed trends. It is not apparent why results for particles from this size group
are inconsistent with observed and expected trends. The 1 mm size group cases can
be distinguished from the other cases by comparing average apparent reaction rates.
However, the difference between the average apparent reaction rates between some cases
is insignificant when compared to the uncertainty in calculating the overall reaction
extent and the ratio of TGA–DSC measurement noise to sample size.
Possible reasons the 1 mm size group particles do not exhibit the expected trends
include different flow pattern of the sweep gas and faster densification of smaller particles.
Particles from the 1 mm size group are completely submerged in the crucible, whereas a
portion of particles from the larger size groups protrudes above the top of the crucible.
Flow patterns of sweep gas in and around the crucible have the potential to differ between
particles that protrude above the crucible (those from the 2.5 and 5 mm size groups) and
particles that do not (those from the 1 mm size group). Small particles may also experience
different rates of densification of the CaCO3 product layer. Due to their smaller size, the
1 mm size group particles have the potential to experienced faster local heating rates,
resulting in a denser and/or more sintered product layer. However, without additional
information, these hypotheses cannot be confirmed, warranting further investigation of
the 1 mm size group cases.
For cases with particles from the 2.5 and 5 mm size groups, overall reaction extent
when the carbonation reaction transitions from the fast to slow regime in the first cycle
decreases with decreasing particle size. As previously stated, the transition point is
estimated by visual inspection of overall reaction extent and instantaneous apparent
reaction rate results. Overall reaction extent at the transition point is given for all cases
in Table 7.4. Decreasing Xoverall at the transition point with decreasing particle size can
be observed most clearly in Fig. 7.5a. This trend also results in decreasing values of
Xoverall at the end of the first and subsequent cycles with decreasing particle size. The
differences in Xoverall at the transition point between 2.5 and 5 mm size group particle
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Table 7.4: Overall reaction extent at the transition from fast to slow carbonation during
the first cycle
Case Xoverall
1 mm 25% CO2 0.734
1 mm 50% CO2 0.697
1 mm 100% CO2 0.724
2.5 mm 25% CO2 0.736
2.5 mm 50% CO2 0.680
2.5 mm 100% CO2 0.730
5 mm 25% CO2 0.754
5 mm 50% CO2 0.802
5 mm 100% CO2 0.786
cases are smaller than the differences in Xoverall at the end of the cycle.
Decreasing overall reaction extent at the transition and at the end of the cycle is
related to the critical product layer thickness. A critical thickness of the dense CaCO3
outer layer marks the point when the carbonation reaction switches from the fast to
slow regime. This critical thickness is associated with the switch from a kinetics limited
reaction to a mass transfer limited one as discussed in Section 2.2. For product layer
thicknesses greater than the critical thickness, CO2 diffusion through the CaCO3 layer is
sufficiently slow to limit the carbonation reaction.
Critical thickness is expected to be independent of particle size, because diffusion of
CO2 through the outer layer of CaCO3 is predominantly a 1D phenomenon. Anisotropy
of intra-particle properties or nonuniformity of conditions at the particle surface have the
potential to result in more complex directional dependence. However, for the considered
cases, the particles are assumed sufficiently isotropic and the conditions sufficiently
uniform that the particles react uniformly for all polar and azimuthal angles. With these
assumptions, the concentration gradient of CO2 driving diffusion only exists radially
from one side of the outer CaCO3 layer (the particle surface) to the other (adjacent to
the unreacted CaO). If the ambient conditions remain the same, the thickness at which
radial CO2 diffusion becomes sufficiently impeded to impede carbonation will be the
same, regardless of particle size, as long as the particle radii are larger than the critical
thickness. Critical thickness is expected to increase with increasing CO2 concentration,
because the CO2 concentration gradient across the CaCO3 layer increases with increasing
ambient CO2 concentration. The larger gradient results in a stronger driving force for
CO2 diffusion.
Critical thickness describes spatial variation of composition within a particle, and
therefore cannot be directly extracted from Xoverall, which is spatially averaged. For a
given critical thickness, the size of the outer CaCO3 region relative to total particle size
decreases with increasing particle size. Conversely, the larger the particle, the more CaO
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is located in the center of the particle and surrounded by the CaCO3 when the critical
thickness is reached. Therefore, for the same critical thickness, larger particles exhibit
less carbonation and a larger Xoverall when the carbonation reaction switches from the
fast to slow regime.
Cases with different CO2 concentrations are compared to investigate the effect of CO2
concentration on overall reaction extent. Calcination behavior and the rate and duration
of the fast carbonation regime remain roughly the same with changing CO2 concentration,
due to the adjusted temperature programs as previously discussed. For particles from
the 2.5 and 5 mm size group, the rate of the slow carbonation regime decreases with
decreasing CO2 concentration, as shown in Table 7.3. The trend can also be observed in
Figs. 7.5 and 7.6; and it is most apparent in Fig. 7.6c. Decreasing CO2 concentration is
expected to result in slower apparent reaction rates during slow carbonation, because
decreased CO2 concentration yields slower rates of diffusion of CO2 through the outer
product layer. Slower diffusion rates, in turn, result in slower carbonation reaction rates
in the slow regime and decreased conversion back to CaCO3 (i.e. increased Xoverall) at the
end of each cycle.
All cases show the effects of intra-particle mass transfer on the apparent reaction rate
during carbonation, because all cases exhibit both fast and slow carbonation. The effect
of particle size and CO2 concentration on overall reaction extent when the carbonation
reaction transitions from fast to slow can be observed in some of the considered cases
(those with particles from the 2.5 and 5 mm size groups), but not all (those with particles
from the 1 mm size group). Thermochemical cycling of particles from the 1 mm size
group warrants further investigation.
7.4 Reproduction of experimental results using the numerical
model
In this section, the numerical model presented in Chapter 4 is used to determine medium
characteristics of the sample material and reproduce the experimental results. Charac-
teristics are evaluated by adjusting model parameters. Numerically predicted overall
reaction extent using tuned medium characteristic values is compared to that obtained
experimentally.
Practical considerations and limitations of the TGA–DSC setup presented in Sec-
tion 7.3.1 likely result in some nonuniform conditions around particles. As previously
discussed in Section 7.3.2, the nonuniformity of the conditions is assumed small, so
the 1D model is used. To emulate the TGA–DSC setup the following conditions are
used. The inert fluid species is N2. The molar mass and diffusion volume for N2 are
MN2 = 0.02801 kg mol
−1 [Wieser, 2006] and (Σν)N2 = 17.9 m
3 [Fuller et al., 1966], re-
spectively. In the surface boundary conditions for the fluid-phase mass conservation
equations, Eqs. (4.22) and (4.24), the convective mass transfer coefficient between fluid
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at the particle surface and ambient conditions is evaluated for a sphere in a flow with
velocity uf,∞ = 0.002 m s−1. This velocity emulates the 20 ml min−1 flow rate of sweep
gas through the furnace with diameter d = 18 mm.
For the energy conservation equation, the surface boundary condition for sweep
gas controlled temperature given by Eq. (4.30) is used. The temperature profile of the
sweep gas used for the particle surface temperature fT∞ (t) emulates the experimental
temperature protocol for each CO2 concentration. The surface temperature used in
the model during the calcination period is assumed to be 20 K less than the sample
temperature read by the TGA–DSC. This assumption is made to model an estimated
difference between the temperature shown by the sample thermocouple and the actual
sample temperature during heating.
7.4.1 Evaluation of medium characteristic of the particles and other consider-
ations to improve numerical model fitness
Overall reaction extent predicted using the original model with the updated boundary
conditions just described is first compared to experimental overall reaction extent for the
2.5 and 5 mm size groups. Lack of preliminary agreement between the numerical and
experimental results motivates the identification of medium characteristics that need to be
adjusted or included in the model. Adjusted medium characteristics improve the agree-
ment, and overall reaction extent predicted using the adjusted medium characteristics is
compared to experimental overall reaction extent with good agreement.
Overall reaction extent for one cycle predicted using the model with the updated
boundary conditions for a 5 mm diameter particle in 25% CO2 is shown in Fig. 7.8
with the corresponding experimentally measured results. Preliminary numerical results
obtained with the original model compare similarly to experimental results, irrespective
of the considered particle size (2.5 or 5 mm) and CO2 concentration (25, 50, or 100%
CO2). Therefore, the following conclusions drawn from comparing numerical results for
a particle from the 5 mm size group in 25% CO2 to experimentally measured results are
applicable to all considered particle sizes and CO2 concentrations.
The rate of calcination predicted by the model agrees with the rate of calcination
observed experimentally. Thus, no properties or characteristics related to the rate of
calcination are selected for adjustment. During the carbonation period, however, the rate
and duration of both the fast and slow carbonation regimes predicted by the model do not
agree with those observed in the experimental results. The numerically predicted rates of
the fast and slow carbonation regimes are higher than the corresponding measured ones;
and the predicted duration of the fast carbonation regime is longer than the measured
one.
Medium-specific quantities in the model that determine the rate and duration of the
fast and slow carbonation regimes include carbonation reaction specific surface area s′′′carb
and effective diffusivity of fluid in the pore space Deff. A reduction in s′′′carb will result
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Figure 7.8: Overall reaction extent versus time for a particle from the 5 mm size group
undergoing the first calcination–carbonation cycle in 25% CO2 atmosphere: experimental
results (solid line), numerical results using the original model with modified boundary
conditions (square points, dashed line), numerical results using the adjusted model with
modified boundary conditions (round points, dotted line)
in a reduction in reaction rate during the fast carbonation regime. A reduction in Deff
will result in reductions of the duration of the fast carbonation regime and the reaction
rate during the slow carbonation regime. Modifications to either quantity will not affect
calcination or the onset of carbonation. Therefore, s′′′carb and medium characteristics
influencing Deff are selected as the characteristics to scrutinize for the sample material.
The following equation is introduced to evaluate the mass-specific surface area of
CaO, sCaO based on the average CaO grain size rg,CaO, adapted from Stendardo and
Foscolo [2009]
sCaO =
6ρ0,CaMCaO
rg,CaO (ρCaO)
2 (1− φCaO)2
(7.5)
where ρ0,Ca is the initial molar density of calcium. Mass-specific surface area of CaO from
Eq. (7.5) is then used in Eq. (3.15) to evaluate the volume-specific carbonation reaction
specific surface area s′′′carb instead of the measured value of sCaO reported in Table 3.3
which was used to evaluate carbonation kinetics in Chapter 6.
A value of rg,CaO = 1.84× 10−6 m results in good agreement between predicted rates
of carbonation during the fast carbonation regime and the corresponding measured rates.
The tuned value for rg,CaO results in sCaO = 2.2× 103 m2 kg−1, which is a decrease from
the value of sCaO = 1.9× 104 m2 kg−1 used previously. The tuned value of rg,CaO is also
an order of magnitude larger than the average grain size calculated assuming uniformly
spherical grains in Section 5.2.1, rg,CaO = 4.72× 10−7 m. However, the tuned value for
rg,CaO is in qualitative agreement with CaO grain sizes observed in SEM–BSE images (in
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this work and in literature) and is on the same order of magnitude as values reported in
literature [García-Labiano et al., 2002; Stendardo and Foscolo, 2009].
Model 3 was used to evaluated effective diffusivity in the preliminary numerical
results using the original model with modified boundary conditions, shown in Fig. 7.8.
However, in order to accurately model the slow carbonation regime, Model 2 is adopted
to evaluate Deff for CO2 and N2.
Deff,i =
φ
τ
(
D−1mol + D
−1
K,i
)−1
(7.6)
where i = CO2 and N2 and τ is the tortuosity of the solid phase. The solid phase
tortuosity is taken as the molar weighted combination of the tortuosities of CaCO3 and
CaO.
τ = (1− Xlocal) τCaCO3 + XlocalτCaO (7.7)
Tortuosity of the pore network within the particle is related to the diffusion path. An
increases in tortuosity results in an increase in the length of the diffusion path and a
decrease in the rate of apparent linear diffusion. This diffusivity model is used because it
introduces the medium characteristics of τCaCO3 and τCaO not included in Model 3, and
the inclusion of these characteristics also results in the reduction of Deff.
Tuning tortuosity for the sample material yields 200 and 1.8 for τCaCO3 and τCaO,
respectively. While tortuosity is often equated to the inverse of porosity as discussed
in Section 5.3.2 and as is assumed in Model 3, tuned tortuosity values for the sorbent
material do not agree with this assumption, hence, supporting the use of an alternative
effective diffusivity model. The tortuosity for CaO, τCaO = 1.8, is approximately equal to
the inverse of the φCaO used in this work. However, the inverse of porosity for CaCO3
used in this work is φ−1CaCO3 = 33, which is an order of magnitude smaller than the tuned
value, τCaCO3 = 200.
Simulations using the tuned tortuosities feature transitions between the fast and slow
carbonation regimes closer to those observed experimentally. Rates of carbonation during
the slow regime are also closer to experimentally observed rates. No experimental data
could be found for the tortuosity of CaO for comparison. However, τCaO is of a similar
order of magnitude as values reported in literature for CaCO3 [Laudone et al., 2015; Levy
et al., 2015] and other similar materials [Cussler, 2009].
However, τCaCO3 is substantially higher than reported values by approximately two
orders of magnitude [Laudone et al., 2015; Levy et al., 2015]. This higher value of τCaCO3
suggests that there may be some other mechanism inhibiting diffusion of CO2 through
CaCO3 that is not accounted for by the model such as sintering. Sintering of CaO grains
is well documented, and the amount of sintering increases with higher temperatures,
longer exposure to high temperatures, higher partial pressure of CO2, and larger amount
of impurities [Blamey et al., 2010]. The tuned value of τCaCO3 is likely increased in order
to account for additional mass transfer inhibiting phenomena such as sintering and the
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loss of micropores with cycling that are not accounted for in the model.
While adjusting τCaCO3 and τCaO, it was observed that the predicted transition between
the fast and slow regimes and the rate of carbonation during the slow regime could
be closely matched to corresponding experimental results for cases with a single CO2
concentration. However, experimental results could not be matched for all cases with
different CO2 concentrations simultaneously. The empirical function fCO2,diff is therefore
included in the diffusivity model because the experimental results could not be well
predicted by the numerical model for all considered CO2 concentrations without a
parameter varying with ambient CO2 concentration. Thus, the effective diffusivity is
Deff,i =
φ× fCO2,diff
(1− Xlocal) τCaCO3 + XlocalτCaO
(
D−1mol + D
−1
K,i
)−1
(7.8)
The following values of fCO2,diff are used: 1, 0.9, and 0.1 for 25, 50, and 100% CO2
atmospheres, respectively. To illustrate the effect the model adjustments have on overall
reaction extent, numerical results using the adjusted model with boundary conditions
modified to emulate the TGA are shown in Fig. 7.8. The adjusted model results show a
marked improvement over the preliminary numerical results.
The values of fCO2,diff imply a inverse dependence between ambient CO2 concentration
and effective diffusivity of fluid in the pore space of CaCO3, but more evidence is needed
to support this hypothesis. Possible physical explanations for the dependence of Deff,CO2
on ambient CO2 concentration include different micro-grain growth patterns and extent
of loss of micro-grains due to sintering with different ambient CO2 concentrations.
7.4.2 Results
In the following section, numerical results for overall reaction extent of 2.5 and 5 mm
diameter particles are compared to analogous experimental results of particles from
the 2.5 and 5 mm size groups, respectively. Similar trends and differences between
experimental and numerical results are discussed. Time and sharpness of transitions are
compared; and then the average apparent reaction rate during calcination and the fast
and slow carbonation regimes are compared. Lastly, the average percent relative error
(PRE) between experimental and numerical overall reaction extent for the first cycle of
each case are compared.
Numerical results for 1 mm diameter particles have not been obtained due to the
high computational cost of those simulations. The explicit Euler method used for time
integration in the numerical model requires an increasingly smaller time step with
decreasing mesh size. Simulations of 1 mm diameter particles result in very small mesh
sizes. Thus, the time step required for stability is prohibitively small; simulation times
have been estimated to be longer than two months, as compared to the simulations for
2.5 and 5 mm particles which took approximately three weeks to complete.
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Comparison of numerical and experimental overall reaction extent Numerically pre-
dicted overall reaction extent for 2.5 and 5 mm diameter particles for all considered CO2
concentrations are shown in Fig. 7.9, along with the corresponding measured values.
The numerical results show good agreement with the experimental ones during the
first cycle. Five transitions can be observed in both numerical and experimental overall
reaction extent results: (1) onset of calcination, (2) conclusion of calcination, (3) onset of
carbonation, (4) switch from fast to slow carbonation, and (5) switch from carbonation to
calcination at the end of the cycle. All transitions are sharper in the numerical results
than the experimental ones. In the calcination period, the onset and rate of calcination
match well based on visual inspection for all cases considered, particularly in the first
cycle. In the carbonation period, the differences between the numerical and experimental
results are larger than to the differences between results in the calcination period. The
differences in the carbonation period become larger with increased cycle number.
The numerically predicted instantaneous apparent reaction rates during the fast
carbonation regime closely match those measured experimentally for all cases. However,
the numerically predicted durations of the fast carbonation regime are longer than
those measured experimentally for all cases. Of all considered cases, the numerically
predicted duration of fast carbonation for a 5 mm particle in 25% CO2 matches that
measured experimentally the closest. The numerically predicted apparent reaction rates
during the slow carbonation regime are smaller than those measured experimentally.
The difference in both rates and durations between numerical and experimental results
increase with increasing CO2 concentration and cycle number. These differences suggest
the diffusion model or the dependence of carbonation kinetics on local CO2 concentration
in the numerical model should be investigated further and possibly improved upon in
order to predict carbonation behavior with more accuracy. Suggestions for potential
improvements are given in Sections 7.5 and 8.2.
Average apparent reaction rates are calculated from numerical results for the first
cycle of the six cases, using Eqs. (7.3) and (7.4) and the methodology given in Section 7.3.2.
The time intervals used to calculate the average values for numerical results are defined
using the same convention as those for the experimental results. However, the onset and
conclusion of reactions occur at different times in numerical and experimental results.
Thus, the time intervals for calculating numerical and experimental average apparent
reaction rates are different.
Average apparent reaction rates from experimental and numerical results for calci-
nation, fast carbonation, and slow carbonation are given in Table 7.5. The numerically
predicted average apparent reaction rates are in good agreement with those observed
experimentally. The largest disagreement between numerically and experimentally ob-
served average apparent reaction rates is for the 2.5 mm size group particle in 100% CO2
case. The best agreement between numerically and experimentally observed average
apparent reaction rates is for the 2.5 and 5 mm size group particles in 25% CO2 case.
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Figure 7.9: Numerical and experimental overall reaction extent versus time for particles
from the (a) 2.5 and (b) 5 mm size groups cycled in 25 (black lines and points), 50 (blue
lines and points), and 100% CO2 (red lines and points) atmospheres: experimental results
(solid lines) and numerical results (square points, dashed lines)
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Table 7.5: Experimental and numerical average apparent reaction rates (min−1) during
calcination, fast carbonation, and slow carbonation
Case
(
dXoverall
dt
)
calc
(
dXoverall
dt
)
carb,fast
(
dXoverall
dt
)
carb,slow
Exp. 2.5 mm 25% CO2 17.675×10−2 −5.536×10−2 −0.870×10−2
Num. 2.5 mm 25% CO2 18.233×10−2 −5.743×10−2 −0.734×10−2
Exp. 2.5 mm 50% CO2 25.377×10−2 −9.865×10−2 −1.189×10−2
Num. 2.5 mm 50% CO2 26.383×10−2 −8.776×10−2 −0.818×10−2
Exp. 2.5 mm 100% CO2 25.745×10−2 −11.785×10−2 −1.425×10−2
Num. 2.5 mm 100% CO2 37.267×10−2 −15.384×10−2 −0.874×10−2
Exp. 5 mm 25% CO2 12.089×10−2 −3.256×10−2 −0.576×10−2
Num. 5 mm 25% CO2 12.096×10−2 −3.793×10−2 −0.460×10−2
Exp. 5 mm 50% CO2 16.707×10−2 −5.375×10−2 −0.826×10−2
Num. 5 mm 50% CO2 14.851×10−2 −6.206×10−2 −0.563×10−2
Exp. 5 mm 100% CO2 19.213×10−2 −6.643×10−2 −1.042×10−2
Num. 5 mm 100% CO2 20.339×10−2 −10.173×10−2 −0.630×10−2
The 2.5 mm size group particle in 25% CO2 exhibits the smallest percent difference be-
tween numerical and experimental average apparent reaction rates, while the 5 mm size
group particle in 25% CO2 exhibits the smallest total difference between numerical and
experimental average apparent reaction rates.
Visualizations of numerical results of 5 mm particles for all considered CO2 atmo-
spheres are shown in Fig. 7.10. The visualizations show spatial variations in solid phase
composition and porosity of partially-carbonated particles at the end of three cycles. The
overall reaction extents and average porosities are Xoverall = 0.623, 0.556, and 0.475 and
φ = 0.36, 0.33, and 0.28 for 5 mm diameter particles cycled in 25, 50, and 100% CO2
atmospheres, respectively. Overall reaction extent values indicate the particles are ap-
proximately equal parts CaCO3 and CaO, but these values do not relay information about
the spatial distribution of CaCO3 and CaO. Figure 7.10 shows that porous CaO occupies
the core of all particles, while CaCO3 forms a shell surrounding the CaO core. A sharp
gradient separates the two regions, and the gradient between the two regions is largest
in the particle cycled in 100% CO2 and decreases with decreasing CO2 concentration.
Visualizations in Fig. 7.10 can be compared to the SEM–BSE images of cross sections
of cycled particles show in Fig. 7.7. Cross sections of experimentally cycled particles also
show distinct regions of CaCO3 and CaO separated by a sharp gradient. Overall reaction
extent is Xoverall = 0.72 and 0.36 for the 5 mm size group particles cycled in 50 and 100%
CO2 shown in Fig. 7.7, respectively. While the predicted and observed overall reaction
extent values are not in agreement, both the predicted and observed particles display
similar spatial variation trends: two distinct regions of material separated by a sharp
gradient.
115
7 Furnace heated particles for carbon dioxide capture and thermal energy storage
X = 0
X = 1
φ = 0.03
φ = 0.6
a
b c
Figure 7.10: Numerically predicted spatial variation in composition and porosity for
particles from the 5 mm size group after cycling in (a) 25, (b) 50, and (c) 100% CO2
atmospheres: solid phase composition (color) and porosity (dot size)
The PRE between the experimental and numerical overall reaction extent δ is calcu-
lated for each time instance i at a frequency of one second for the first cycle, according to
the following equation
δi = 100%×
∣∣∣∣Xoverall,num,i − Xoverall,exp,iXoverall,exp,i
∣∣∣∣ (7.9)
where the “num” and “exp” subscripts indicate numerical and experimental values,
respectively. Instantaneous PRE values are then averaged over time intervals according
to
δ =
tend
∑
i=tstart
δi
tend − tstart (7.10)
where δ is the average PRE. Four averaging time intervals are defined: calcination, fast
carbonation, slow carbonation, and the entire first cycle. Average PRE during calcination,
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fast carbonation, and slow carbonation are calculated using time intervals that combine
those used to calculate the average apparent reaction rates for experimental and numerical
results. The longest possible time interval is used for calculating the average PRE using
the minimum lower and maximum upper average apparent reaction rate time interval
bounds.
Average PRE for all considered numerical cases and time intervals is given in Table 7.6.
Comparing average PRE during the different reaction regimes, average PRE during fast
carbonation is the smallest, followed by the average PRE during the slow carbonation,
while average PRE during calcination is the largest. Average PRE for the calcination is
larger than that for either other periods even though visual inspection of transient curves
in Fig. 7.9 suggests results show good agreement.
Table 7.6: Average percent relative error between experimental and numerical overall
reaction extent for the entire first cycle and during calcination, fast carbonation, and slow
carbonation
Case δ1 (%) δcalc (%) δcarb,fast (%) δcarb,slow (%)
2.5 mm 25% CO2 12.35 44.51 1.70 12.98
2.5 mm 50% CO2 6.45 35.58 1.83 5.04
2.5 mm 100% CO2 13.36 44.74 7.81 13.75
5 mm 25% CO2 4.97 28.85 0.50 1.58
5 mm 50% CO2 5.60 24.68 2.90 2.91
5 mm 100% CO2 7.42 28.24 3.09 5.08
Two factors contribute to larger average PRE during calcination: the range of values
being compared and the magnitude of apparent reaction rate. The range of values
being compared during calcination is larger than that in other time intervals. Xoverall
during calcination ranges from 0 to 1, whereas Xoverall during fast and slow carbonation
spans only a fraction of that range, around 30%. Calcination apparent reaction rates
are also larger than those during carbonation. Fast apparent reaction rates over the full
range of overall reaction extents result in larger relative errors between experimental and
numerical results during calcination compared to carbonation, even though numerical
and experimental calcination results visually appears to agree as well as or better than
those during carbonation.
The lowest average PRE for the entire first cycle is for the 5 mm 25% CO2 case with
δ = 4.97%, followed closely by the 5 mm 50% CO2 case with δ1 = 5.60%. Although the
2.5 mm 50% CO2 case has δ1 in the range of those for the 5 mm cases, the average PREs
for all 5 mm cases are generally lower than those for all 2.5 mm cases.
Discussion of differences between numerical and experimental results Experimental
particles have the potential to react non-uniformly, resulting in differences between
numerical and experimental results as discussed in Section 7.3.2. The numerical model
assumes homogeneous initial composition of the particle and uniform ambient conditions
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around the particle. However, the experimental sorbent particles are made by extrusion
and have the potential to feature some non-uniformity in the orientation of grains due
to the manufacturing method. Particles in the TGA–DSC also rest in a crucible, and
conditions have the potential to vary across the particle surface. If conditions varied
substantially, the assumptions of uniform ambient conditions would be invalid. These
conditions could account for some of the differences between numerical and experimental
results, however the particles react relatively uniformly in the radial direction as observed
by particle cross sections in Fig. 7.7, so it is assumed that differences due to non-uniformity
of reaction in experimental particles are small enough to be neglected.
Size difference between numerically and experimentally investigated particles has the
potential to contribute to differences between numerical and experimental results. Shape
uniformity was prioritized over particle size when selecting particles for thermochemical
cycling. Therefore, the size of experimentally investigated particles is possibly different
from those investigated numerically. This size difference then has the potential to
contribute to differences between numerical and experimental overall reaction extent
results. However, in the data sets used to investigate repeatability, variability in the initial
mass of particles from a single size group has been shown to have a small effect on
percent weight change during thermochemical cycling. This will be explained further
in the following paragraph. Based on the small effect of the variability of initial mass,
numerical results for 2.5 and 5 mm diameter particles are hypothesized to well-represent
most particles from their equivalent experimental size groups.
The data sets used to investigate repeatability, as discussed in Section 7.3.2, are used
here to support the hypothesis that numerical results for 2.5 and 5 mm diameter particles
well-represent most particles from their equivalent experimental size groups. Three
data sets exist for the first calcination–carbonation cycle of particles from the 5 mm size
group in 100% CO2. The transient percent weight change results (m/m0) from the data
set for the particle with the largest initial mass (m0 = 81.8 mg) and that for the particle
with the smallest initial mass (m0 = 52.1 mg) are compared. The average and maximum
differences between the two sets are 0.5 and 4.2%. These small differences indicate
transient percent weight change results for the two data sets are very similar. If percent
weight change is similar, overall reaction extent will also be similar, because percent
weight change offset by the amount of impurities is directly related to overall reaction
extent as shown in Eq. (7.2). Thus, initial mass in the range considered for repeatability
does not substantially affect percent weight change results. Based on that conclusion, it
is assumed the variability of overall reaction extent results with size of particle from a
single size group is sufficiently small that representative numerical results accurately
represent their equivalent size group. However, future work should include additional
numerical results to further interrogate the validity of this assumption.
The loss of reactivity with cycling observed in experimental results is not observed
in numerical ones. The loss of reactivity is most predominant in the shortening of the
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fast carbonation regime with increasing cycle number. The well-documented irreversible
morphological changes that occur in the particles due to cycling, such as sintering,
as discussed in Section 2.2 are not accounted for in the numerical model. This is an
acknowledged shortcoming of the presented numerical model, and suggestions for
improvements to the model to account for sintering are given in Section 8.2.
7.5 Summary
The effect of particle size and ambient CO2 concentration on overall reaction extent in
large particles was investigated. In the experimental part of the study, material character-
ization prior to thermochemical cycling identified the sorbent material as predominantly
CaCO3 and confirmed the CaCO3 in the obtained sorbent material can be decomposed to
CaO under the expected experimental conditions. Particles of three different sizes were
then thermochemically cycled in a TGA–DSC in three different CO2 atmospheres.
In the numerical part of the study, the numerical model of thermal transport phe-
nomena was used to adjust selected medium characteristics. The selected parameters of
carbonation reaction specific surface area and the tortuosities of CaCO3 and CaO were
adjusted, resulting in agreement between numerical and experimental transient overall re-
action extent for the first cycle. In the cases considered in Section 7.4, morphology-related
adjustments to the carbonation reaction specific surface area and the diffusivity model
resulted in changes in overall reaction extent of up to 20% in order to achieve agreement.
Morphology-related adjustments to the model illustrate the influence material properties
and morphology can have on thermal transport phenomena in porous reacting systems,
and this motivates further research on the interaction between morphology, apparent
material properties, and thermal transport phenomena in porous reacting systems.
Experimental and numerical results showed both particle size and ambient CO2
concentration affect average apparent reaction rates and the value of overall reaction
extent when transitioning between fast and slow carbonation in particles from the 2.5 and
5 mm size groups. The effect of particle size and CO2 concentration on overall reaction
extent was most pronounced during the carbonation period. During the calcination
period, the TGA–DSC was able to supply heat to all particle sizes at a sufficient rate
to drive rapid calcination. During the carbonation period, the reaction was initially
chemical kinetics limited and then switched to a mass diffusion limited regime. This
slower, diffusion limited regime corresponds to a region of diminishing returns when
this reaction cycle is used in an application.
The numerical model well predicted temperature dependent kinetics, illustrated by
the onset of reactions and partially by the rates of calcination and carbonation. One
quantity not consistently predicted with accuracy was the overall reaction extent at the
end of one thermochemical cycle. For the model to be used specifically to estimate overall
reaction extent at the end of one cycle (equivalent to the maximum material utilization),
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further modifications to the model are recommended, including parameter tuning for
specific CO2 concentrations of interest to yield accurate overall reaction extents at the
end of one cycle.
The carbonation extent of larger particles and particles in lower CO2 concentration
atmospheres was lower than smaller particles and particles in higher CO2 concentration
atmospheres. This implies the smallest particles and highest CO2 concentrations are
ideal in order to utilize the reacting material to the highest extent. However, results
shown in Chapter 6 identified a trade off between sorbent utilization and energetic
efficiency. Small particles and high CO2 concentrations may not be desired if the increase
in sorbent utilization comes at an unacceptably high penalty in energetic efficiency. For
thermochemical TES, the highest purity CO2 possible should be used for both calcination
and carbonation to maximize material utilization and thus, energy storage capacity of
the material. For CO2 capture on the other hand, most common CO2 point sources, such
as flue gas contain up to 15% CO2. Thus, carbonation under lower CO2 concentrations is
still important to consider.
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Conclusions and outlook
Solar thermochemical processes featuring particulate media are an attractive and emerg-
ing field of study. The research presented in this work aimed to advance the field of
solar thermochemistry by advancing understanding of the transient and coupled nature
of chemistry, heat transfer, and mass transfer occurring in particles undergoing CaO
looping. Intra-particle phenomena determine macroscopic reaction rates and chemi-
cal transformations in particles, which in turn determine conversion and efficiency in
reactors and processes. Understanding transient thermal transport phenomena at the
intra-particle level and thermal transport response to high-intensity solar irradiation can
be used to improve the efficiency of solar thermochemical process technology, thereby
increasing commercial viability and bringing the technology closer to industrial scale
implementation.
In summary, the work presented in this thesis included a review of chemical kinetics
and the development of a reaction rate expression describing the two reactions of CaO
looping in Chapter 3. A numerical model and modeling methods linking chemical
kinetics to intra-particle heat and mass transfer were presented in Chapters 4 and 5.
The developed model was then used in two application investigations. In the first
investigation presented in Chapter 6, directly irradiated particles were configured for CO2
capture. Cycle time, magnitude of irradiation, particle size, and ambient gas temperature
were varied, and evaluation metrics were used to compare the effect of varying each
parameter. In the second investigation presented in Chapter 7, furnace heated particles
were configured for CO2 capture and thermochemical TES. Experimental results were
obtained by thermochemically cycling single sorbent particles of varying sizes in a
furnace in different CO2 atmospheres. Adjustments to the numerical model produced
numerical results in agreement with experimental data for the first thermochemical cycle.
8.1 Conclusions
Major conclusions from this work are (1) an intra-particle thermal transport model
describing both calcination and carbonation provides information that models for only
one reaction do not; (2) the detail and fidelity of an intra-particle thermal transport
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model determine the accuracy of numerical results in particles undergoing CaO looping,
particularly with regard to diffusive mass transfer; and (3) trade offs exist between
sorbent utilization and energetic efficiency for some operational and system parameters
relevant to particles undergoing CaO looping.
In this work, the utility of and requirements for an advanced numerical model of
thermal transport phenomena describing both calcination and carbonation were shown.
Two occurrences were observed in numerical results using the developed model that
would not be seen in models for only one reaction. In Section 6.3, carbonation at the
start of the calcination period was observed in the full-calcination case. In Section 6.4,
overall reaction extent behavior during the second and third cycles was observed in
five cases where full calcination and periodicity were not achieved in the first cycle
(q′′ = 200 kW m−2; rp = 1.5, 3.25, and 5 mm; and T∞ = 700 K). Carbonation during
the calcination period and overall reaction extent behavior when full calcination is not
achieved in the first cycle would not be discernible in results using numerical models
for only calcination or carbonation. These cycling results are crucial to single-reactor
configuration reactor development.
For a single intra-particle thermal transport model to describe both reactions, the
following elements are required: (1) a chemistry closure model that describes the direction
of the reversible reaction system and magnitude of the reaction rate, (2) the inclusion
of pertinent heat and mass transfer phenomena, and (3) novel time-periodic boundary
conditions. All of these elements have been implemented in this work. The chemistry
closure model for the reaction rate term in the governing equations must accurately
capture the rate of both reactions. In studies of reacting in particles in Chapters 6 and 7
and in literature, reacting particles have exhibited solid phase composition gradients. The
gradients influence rates of intra-particle heat and mass transfer, which in turn determine
the apparent reaction rate of the particle. In this work, the volumetric reaction model was
applied to discrete volume elements within the particle, enabling the resolution of intra-
particle composition gradients. The developed reaction rate expression is compatible with
the volumetric reaction model and describes reversible chemical kinetics. The expression
is dependent on local temperature and CO2 concentration, motivating resolution of those
gradients within the particle as well. This closure model and reaction rate expression
were necessary to accurately simulate both reactions in a particle using a single numerical
model, as demonstrated by the reconciliation of experimental and numerical results in
Chapter 7.
Using a single numerical model to describe both calcination and carbonation also
required novel and dynamic boundary conditions, distinct from those used in literature
for single reaction models. In single reaction models, constant boundary conditions
were typically sufficient to drive the chemical reaction. However, in this work, boundary
conditions that change with time were developed in Chapter 4 and implemented in
Chapters 6 and 7 to drive both reactions in turn. The conditions approximately emulate a
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reactor environment, and they are periodic, so multiple cycles can be simulated as shown
in Chapters 6 and 7. These time-periodic conditions were necessary for the model to
capture cyclic thermochemical transformations in a particle.
In reacting particles, calcination is generally a heat transfer limited reaction, while
carbonation is generally a mass transfer limited one. Therefore, both heat and mass
transfer phenomena are important for studying the range of particle sizes considered in
this work, and both phenomena need to be accurately modeled to produce meaningful
results. The model presented in this work includes physical phenomena often disregarded
in other studies in literature, such as advective mass transfer and radiative heat transfer.
Agreement between intra-particle radiative heat transfer modeling methods in Section 5.2
and numerical and experimental results during calcination in Section 7.4 supports the
accuracy of heat transfer aspects of the numerical model.
Two findings indicate model accuracy is sensitive to fluid diffusion: (1) the range
of effective diffusivities predicted by different models in Section 5.3 spans several or-
ders of magnitude and (2) adjustments to diffusive mass transfer aspects of the model
were required for agreement between numerical and experimental results during slow
carbonation in Section 7.4. Investigation into binary molecular and Knudsen diffusion
phenomena in Section 5.3 showed that, when combined as parallel resistances, Knud-
sen diffusivity is the dominant factor over binary molecular diffusivity in determining
effective diffusivity. In literature, if diffusion is considered, binary molecular diffusiv-
ity or combined binary molecular and Knudsen diffusivities are typically considered.
However, this work showed that if computational resources do not allow the inclusion of
both modes of diffusion, then Knudsen diffusion should be included rather than binary
molecular.
Adjustments to the diffusion closure model and related material properties produced
numerical results reconciled with those obtained experimentally in Section 7.4. To the best
of the author’s knowledge, this is the first time a numerical model of thermal transport
phenomena with such high fidelity has been reconciled with experiments involving
individual reacting particles. However, the modifications to the diffusion closure model
indicate more research investigating diffusion phenomena in porous sorbent particles for
CaO looping is warranted. Internal particle morphology and properties were shown in
this work to significantly influence thermal transport phenomena in the porous reacting
system, illustrating the importance of research focused on the relationship between
morphology and thermal transport phenomena in heterogeneous reacting systems.
Investigations in Chapter 6 revealed trade offs between sorbent utilization and ener-
getic efficiency for certain investigated parameter ranges. A trade off between the two
metrics was most apparent for the range of particle sizes considered in this work, as show
in the metric plots in Fig. 6.10. Appropriate evaluation metrics are needed to fully assess
and describe the relative influence of parameters on thermochemical transformations and
other aspects of particles undergoing CaO looping. The trade offs identified in this work
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show the importance of using multiple evaluation metrics and defining those metrics
deliberately.
Knowledge of the relative magnitude of evaluation metric trade offs for controllable
parameters can be extrapolated for use in aiding system and component design at
the next length scale. The next larger length scale for reacting particles is groups of
reacting particles in a reactor or a reacting medium. This length scale introduces practical
considerations and constraints that may prioritize one evaluation metric or design concern
over other factors. Evaluation metrics can be extrapolated and used to aid in addressing
reacting medium level design concerns and priorities.
Larger particles and particles in lower CO2 concentrations carbonate less than smaller
particles and particles in higher CO2 concentrations, respectively. This implies the smallest
particles and highest CO2 concentrations are ideal to maximum sorbent utilization,
because under those conditions, the reacting material is utilized to the furthest extent.
However, practical constraints and particle strength against attrition are more likely to
determine the lower limit on particles size. For thermochemical TES, the highest purity
CO2 possible should be used for both calcination and carbonation to maximize material
utilization and thus, energy storage capacity of the material. For CO2 capture on the
other hand, most common point sources, such as flue gas, are only maximally 15% CO2,
so carbonation under lower concentrations is still important to consider.
Results presented in this work have been used to guide the selection of operational
parameters of a laboratory solar thermochemical reactor. A 1 kWth solar-driven packed
bed thermochemical reactor prototype has been designed and built in the Research School
of Engineering at the Australian National University [Reich et al., 2015, 2017]. The reactor
features a packed bed of spherical sorbent particles, contained in an annular reaction zone
surrounding a solar cavity receiver. The reactor was designed to investigate solar CaO
looping for CO2 capture and is appropriate for investigating other promising reaction
systems for CO2 capture and other applications. Numerical model results presented
in Chapters 6 and 7 have been used to recommend an 800 K target temperature of the
sweep gas through the packed bed and 5 mm diameter particles for initial reactor testing.
Numerical model results from this work will contribute to the selection of additional
operational parameters as reactor commissioning and testing proceeds.
Studying intra-particle thermal transport phenomena in reacting particles provides
useful information that can be extrapolated to the reactor level and used for making
reactor design and operation decisions. However, practical consequences exist when
studying only single reacting particles, due to the limitations of accurately extrapolating
particle level studies to the reactor level. Particle–particle interactions, reactor wall effects,
non-uniform heat and mass transfer within particle-based reacting media, and non-
uniform conversion of particles are some phenomena that are important to consider when
developing reactors, and analysis of single particles does not provide information about
such phenomena. Non-uniformity of temperature and fluid phase concentration across
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the reacting medium is particularly pronounced in packed bed reactors. While analysis
of thermal transport phenomena at the intra-particle level constitutes an important
component, multi-scale hierarchical studies are important for optimizing particle–gas
reacting systems encountered in solar thermochemical processes.
8.2 Outlook
Areas of opportunity in the fields of thermochemical looping and solar thermochemistry
related to the work presented here include (1) improvements to the numerical model,
(2) extension of the model to other thermochemical looping systems, and (3) guiding
reactor design and operation.
The most significant shortcoming of the numerical model developed in this work
is the model’s inability to predict loss of reactivity with cycling. Future work could
include the addition of sintering and/or other mechanisms that result in loss of reactivity
with cycling to the model. As the rate and extent of sintering are related to temperature
and exposure duration [Blamey et al., 2010], sintering models could decrease maximum
reaction specific surface area by a factor proportional to both local temperatures above
the sintering threshold and the duration of exposure.
The model could also be expanded to 3D in order to include non-uniform conditions at
the particle surface. Non-uniformity of conditions around reacting particles is expected to
be more significant in packed bed reactors compared to fluidized bed reactors. Knowledge
of the effect of uniform and non-uniform conditions on intra-particle thermal transport
phenomena and evaluation metrics would aid in the choice between packed bed and
fluidized bed reactor designs.
The experimental and numerical methods of the investigation presented in Chapter 7
for examining intra-particle and system characteristics and connecting those charac-
teristics to apparent reaction rates of reacting particles are suitable for application to
other reacting particulate systems, such as hercynite ((FeAl)2O4) reduction/oxidation
cycling being investigated for solar H2 production via water splitting [Muhich et al.,
2016] or strontium carbonate (SrCO3)/strontium oxide (SrO) calcination/carbonation
cycling being investigated for high-temperature TES [Bagherisereshki et al., 2018].
The presented model could be used as a tool for guiding particle-based reactor design
and operation. Solar reactor realization avenues include designing reactors specifically
to receive and utilize concentrated solar energy or integrating high-temperature solar
energy into existing conventional CaO looping pilot scale demonstrations. The flexibility
of the boundary conditions for the model presented in this work makes this model
applicable to both avenues and heating modes.
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