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For certain types of stochastic processes {X, 1 n E N}, which are integrable 
and adapted to a nondecreaaing sequence of o-algebras 95;, on a probability 
space (Q, 9, P), several authors have studied the following problems: If S 
denotes the class of all stopping times for the stochastic basis {S,, 1 n E Ihl), when is 
sups $Q 1 X, 1 dP$nite, and when is there a stopping time afor which this supremum 
is attained? In the present paper we set the problem in a measure theoretic 
framework. This approach turns out to be fruitful since it reveals the root of 
the problem: It avoids the use of such notions as probability, null set, integral, 
and even o-additivity. It thus allows a considerable generalization of known 
results, simplifies proofs, and opens the door to further research. 
1. INTRODUCTION 
In the theory of stochastic processes one usually considers a probability space 
(8, $, P) with a nondecreaaing sequence of u-algebras & C fl and a sequence 
of adapted integrable random variables X,, . It is well known that each map 
A I+ j’” X,, dP defines a P-continuous measure pLn : & + Iw of bounded 
variation. 
In this paper we take a different point of view and consider a sequence of 
set functions pn : 9n -+ R, which need not have P-densities. Furthermore 
we only assume that the .9$ are algebras and that the CL,, are additive set functions 
of bounded variation, which do not depend on a probability measure P. Such 
a sequence will be called a set function process. 
It turns out that this is the adequate way to deal with the following problems: 
Zf {X,, 1 n E N) is a stochastic process (in the sense mentioned above), and if S denotes 
the class of all stopping times for the stochastic basis (Fn 1 n E IV>, when is 
sups Jn j X, 1 dP$nite, and when is there a stopping time 6 for which this supremum 
is attained ? 
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The variation of pn : .F% + l%’ is defined to be 
I Pn I (4 = sup f  I &a(&)l, 
&=I 
where A is in 9$ and the supremum is taken over all finite partitions of A in 
9n . ] pla 1 is a nonnegative additive set function on & ; the same is true for the 
upper and the lower variations of pn , which are defined to be 
A+(A) = (I pn I (A) + 1-44))/2, 
P,-(A) = (I P., I (4 - i44W 
These have a useful characterization as follows: 
b+(A) = sup{&C) 1 C E & , CC A), 
~c,-(4 = SUP{-pn(C) 1 C E Fn , C c A}. 
From the definitions one has 
cd4 = PAA) - ~n-(4 
I /+a I (4 = ~n+Vl+ ~n-(Ah 
where the first identity is known as the Jordan decomposition of ,un . For details 
and proofs the reader may consult the book of Dunford and Schwartz [3]. 
A map CF: .C2 --+ N u (CO) is a stopping time if {u = p> E s9 for all p E IV, and 
a strong stopping time (for the set function process {p% 1 n E N}) if in addition 
converges for all A E SO = {A E F- 1 A n {CT = p} E FD for all p E N>, where 
St, = uz.1 & . It is easily seen that tag is then an additive set function on the 
algebra 9c . The same is true for the variation 1 p. I, and we shall show that the 
identity 
holds for all A E .% (Lemma 2.1). Consequently, for an arbitrary stopping time 
a, we define an additive set function 1 pLo I on FG by the above identity, even if 
cl0 has no meaning. 
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In what follows we shall be concerned with the’least uPper bound B of the 
fan-G {I CL, I W I u E S} and answer the following questions: When is B finite ? 
When is B attained for some stopping tGne 6 ? 
2. WHEN IS 3 FINITE ? 
We first prove the announced formula for the variation of an additive set 
function which results from stopping a set function process by a strong stopping 
time. 
2.1. LEMMA. Let u be a strong stopping time and A E 9$ . Then the following 
equality holds: 
Proof. Let us first suppose A E SD , A C {u = p} for some p E N. Then 
I /A, I (4 = sup i I ~oWi)l 
1-l 
= SUP i I &%)I 
i=l 
= I ccs I (4 
where the first supremum is taken over all finite partitions of A in 9$ , whereas 
the second one is taken over all finite partitions of A in FD (note that for each 
subset C c A we have C E .% if and only if C G FD). For an arbitrary set A E SD 
and each integer m > 1 we have 
I p. I (A) = I CL, I (A n b = ~1) + I A I (A n GJ > 4 
b 5 I pD I (A n (0 = 
P=l 
hence 
PI), 
(A n {u = PH. 
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The converse inequality is proven as follows: 
I PO I (4 = sup i I &&%)I 
i=l 
sups I CL0 I (Q) = sup, 1 CL7 I (Q)* 
Proof. For a E S and n E IV define a bounded stopping time T*,~ by letting 
~o,&J) = +Jh if u(w) < n, 
= 71, if u(w) > n. 
I PO I(4 = .fl I t% I @ = $4) 
We have 
<sup i f 
i=1p=1 
= sup 2 2 
xl=1 i=l 
m 
where the suprema are taken over all finite partitions of A in St, . I 
We show next that a class of stopping times which is smaller than S is sufficient 
in order to compute B. Let T denote the class of all bowzded stopping times 
(7 E T if 7 E S and sup&w) < CO). Note that each bounded stopping time is 
a strong stopping time. 
2.2. LEMMA. 
= SUPN p$l I/% I&’ = $1) 
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This gives, together with TC S, 
sup, I i&4 I (Q) < supr I c1+ I@) < sup, I (r, I (Q), 
as was to be shown. I 
The preceding lemma enables us to give a criterion for the finiteness of B: 
2.3. LEMMA. 
ifandoniyif 
B = SUPT I /-G I (Q) < ~0 
Proof. The conclusion is obvious when B is finite. Assume therefore that 
the values supr 1 ,u@)l and sup, 1 pn I (sd) are both finite. Given a bounded 
stopping time r, pick A, s ST such that 
I-G+@) < r*XA,) + 1. 
Define a bounded stopping time 7,, by letting 
%(W) = +), if WEA,, 
= NT 8 if COESZ\A,, 
for some integer N, > r. The definition of r,, gives 
This yields the finiteness of sup, m+(Q) and thus that of supr 1 pT I (Q), which 
proves the theorem. I 
3. WHEN JS B ATTAINED? 
The characterization of the finiteness of B, obtained in the preceding section, 
suggests the examination of four different cases in order to fmd out when B 
is attained for some stopping time 0. We shall prove that B is attained whenever 
one of the values supr 1 dQ)/ and supN 1 cr, 1 (Sa) is finite and the other is 
infinite. In the cases where these values are both finite or both infinite it is 
possible that B is not attained, as will be shown by two simple examples. 
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cu.w 1. sup, 1 ,,(q < 00 and sup, j /Aa I (Q) < co: 
3.1. EXAMPLE. Define !J = [0, I), B,,, = [(A - 1) 2-“, K2-“) for n E N 
and K E K, = {1,2,..., 2”). Let gn be the algebra generated by the B,,, (K E KJ. 
For the set function process defined by 
~4Bn.d = 2” - 1, if k=l, 
= 2-n, if K#l, 
the values supr I&2)\ and supH 1 pn 1 (d) are both finite and B is not attained. 
This can be seen as follows: The set function process behaves like a martingale, 
and it is easily checked that supr \&2)j = 0 and supN 1 t.~,, ( (Q) = 2. If u 
is a stopping time such that 0 E (u = co> then we have 
I PO I m = g I IID I (6 = PI) 
= sUPN f kib = P>> 
g=1 
= sUPN h({” < n>) 
= 1. 
If u is a stopping time such that 0 E {u = $1 for some p E N then define a stopping 
time a,, by letting 
q&J) = +J), if w E Q\B,,, , 
= co, if w E B,,l. 
Note that 0 E {u =p} n B,,, = B,,, and hence 0 E (us = a~}. Using the above 
inequality for us yields 
Thus we have 1 p0 1 (Sz) < 2 = B f%x each stopping time u E S. 
Case 2. supr I /.+(.Q)l < co and supN I pn 1 (Q) = co: 
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We start with a general theorem which will be applied to this situation. 
3.2. THEOREM. Let 
(i) infN p&4) > --03 for all A E SW , 
(ii) supN ~~$2) = $-co. 
Then there is a stopping time 0 E S such that CL1 1 p,,{6 = p})l = co. 
PYOO~. Define n, = 1, CO = Q. By (ii) we have 
Co~-EI, 9 
SUpN /.%a-(Co) = +m. 
(19 0) 
By induction we construct sequences of positive integers n, and sets C, such that 
SUpN /h-(Ck) = $00, 
and a sequence of mutually disjoint sets D, such that 
(Lk) 
for all k E N. The desired stopping time 6 is defined by letting 
G(w) = nk , if WEDS, 
= co, if WEQ 
\ 
i D,, 
kc1 
and we have thus CL1 I p,, (16 = PHI = co- 
To COXlStlXlCt tlk , C, , Dk suppose that nkeI, C,-, are given and satisfy 
(1, k - 1). Then there is some nk > n&r such that 
p;k(ck-d > 2 + 1 ak-l 1 > 2, 
where akml = infN pJCk-J > --CO by (i). Thus 
> tLi&(ck--~) + ak-l 
> 2. 
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Choose A, E Se, , A, C C,-, , such that 
P&%J + 1 2 &G-l). 
This yields 
For B, = C,-,\A, we have Bk E Fn, and 
I P&M 3 -any 
By (1, K - 1) and the equality 
A,-(&) + CL~-@&) = ~--G--d 
we can choose C,E{A~, Bkj such that supN pn-(Ck) = fco. Let D, = 
G-,\G E 6% , %I. Then nk , C, , D, satisfy (1, k) and (2, k), and the construc- 
tion is terminated. I 
3.3. COROLL~Y. Let 
(9 suPT I r,(Q>l < a, 
(ii) sq-+d I kh I W = to. 
Then there is a stopping time 6 E S such that Cpl \ ,up(@ = p})l = co. 
Proof. Let us verify the hypotheses of the preceding theorem. First, let 
A E & . Then there is some NE N such that A E PN . For every integer II > N 
d&e a bounded stopping time r,, by letting 
77&J) = % if WEA, 
= N, if w EQ\A. 
Then we have, for every integer u > N, 
I P&V = I P#) + tLz,(QW - PNP\A)I 
< I P&Q + I P&WI 
< su~rIdf4I + IdQ\A)I. 
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This yields supN 1 p,(A)1 < CO and hence infN pL,(A) > --a. Second, note 
that 
3.43 = I Pn I (J-4 - ,7&m 
a IPLnl(Q) - SUPTl@)l. 
Thus we obtain, by (i) and (ii), supw pi,-(Q) = CO, as was to be shown. I 
Combining this corollary with the results of Section 2 yields the following 
equivalences: 
3.4. COROLLARY. Let supr 1 pL,(s2)I < CO. Then the following are equivalent: 
(4 SUPN I th I PI < co9 
(b) supr I A I (52) < 03, 
(4 suPs/bbl(f4 < 009 
(d) 2 I ~J{IJ = p})i < CO for a21 u E S. 
I?=1 
Case 3. supr 1 p,(Q) = co and supN I pL, ( (52) < 00: 
3.5. THEOREM. Let 
(9 SUPT I~~$41 = =b 
(ii) SUPN I t-b I (Q) < a. 
Then there is a stopping time 6 E S such that 1 cfI pJ(Cr = &)I = CO. 
Proof. Let a = supN 1 pn 1 (Q). We assume that there is a sequence of 
bounded stopping times 711 such that ,*(Q) --f +co as n tends to infinity. 
Furthermore, we may also assume that TV = 1 for all w E J2 and, for all n E N, 
If (7, / n E IV) does not satisfy the latter condition, then one proceeds as follows: 
Let T;(U) = 1 for all w E Q and, for all n EN, define qn = 1 + sup8 T;(W), 
pick some integer m, > n such that 
P~,~(Q) 2 41 + 4J + n, 
and define a bounded stopping time ~k+r by letting 
c&J) = 4n I if T&W) < qn , 
= Tn&‘>~ if Tm,(W) > qn * 
683/10/r-10 
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Then the sequence (pi, j n E N} has the desired properties since 
and 
= n. 
Define now no = 1, CO = 9. By hypothesis we have 
ccl E 8, > 
suPN /-%,(CO) = CO. 
U,O) 
By induction we construct sequences of positive integers nk and sets C, such that 
(l,k) 
and a sequence of mutually disjoint sets D, such that 
for all k E N. The desired stopping time (3 is defined by letting 
Gkk) 
= co, if WEQ 
\ 
f D,, 
k=l 
and we have thus 1 CL1 ~~((5 = p})] = CO. 
To construct nk , C, , Dk suppose that n,-, , C,-, are given and satisfy 
(1, k - 1). Then there is some n, > nk-r such that 
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Note that 7nk is then nontrivial in view of the definition of a. Since 7nk is a 
bounded stopping time we have 
f  =lPN b,,(ck--l n hz, = PH 3 suPN $ &“(G4 n (7% = PI> 
3=1 p=1 
= suPN tLJG--1). 
By (1, k - 1) we can choose C, E {C,-, n {TV, = p} 1 p E fV> C f17,, such that 
SUPN P,,(G) = 03. 
Then (1, k) holds. Let D, = C’,-,\C, E ST”, . The D, constructed so far are 
mutually disjoint. Since the stopping time T,,~ is constant on the set C, we have 
P&~J = CL&-~ - P&J 
>a+l-a 
= 1. 
Thus (2, k) holds, and the construction is terminated. I 
3.6. COROLLARY. Let supN j t+, 1 (Sz) < CO. 7% en the following are equivalent: 
(4 sub IG9 < co, 
(b) suer I PL, I 6’) < 00, 
(4 sup, I I47 I (J-4 < a> 
(4 1 zl ~Up(b = PI> 1 -=c ~0 for all 0 E S. 
Case 4. supr 1 p,(Q)1 = cc and sups 1 /-kn I (In) = 03: 
3.7. EXAMPLE. Define Q, B,,, , 9m as in Example 3.1. For the set function 
process defined II 
the values sup, 
‘Y 
~@n,r) = 2”, if k=l, 
z?z 0, if kfl, 
&~I~~~suPN Ip., IV4 are both infinite and B is not attained. 
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This can be seen as follows: It is obvious that supr 1 pLT(S2)] = supN / pn I (Q) = 
sup 2” : CO. If 0 is an arbitrary stopping time then we have 
/ P, I (Q) = 2”, if OE{a = k}, 
= 0, if OE{o = 03). 
Thus we have / p0 1 (Q) < co = B for each stopping time D E S. 
4. REMARKS 
Some of our results have predecessors in the theory of stochastic processes. 
Those of Theorem 2.3 and of Theorem 3.5 may be found in the paper by 
Krengel and Sucheston [4]. Theorem 3.2 crowns a series of results on martin- 
gales (Dubins and Freedman [2]), submartingales (Chow [l]), and semiamarts 
(Schmidt [5]). These have of course motivated the present paper. Our approach 
however avoids the use of such notions as probability, null set, integral, and 
even a-additivity. Therefore it provides a considerable gain in generality, 
uniformity in method, and transparence of proofs, even if one is interested only 
in the classical case, where the set functions are integrals. 
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