Abstract-In x265, the resulting bitrate of constant rate factor (CRF) rate control mode is unpredictable unless more video information is available. This problem could be mitigated by multi-pass encoding. The goal of this paper is to directly control the CRF configuration according to the target bitrate in a singlepass encoding framework. We propose a novel rate control approach at the group of pictures (GOP) level, called content adaptive rate factor (CARF). In specific, based on features summarized from the lookahead module inside the x265 encoder and the given target bitrate, CARF employs a shallow neural network to automatically adjust the CRF value over different GOPs in the video. The experimental results suggest that the proposed approach can achieve an accuracy of 84.5% within 20% bitrate error (or better) and outperform the currently used average bitrate (ABR) rate control algorithm in x265, leading to on average 5.23 % BD-rate reduction.
I. INTRODUCTION
The growing trend throughout over-the-top (OTT) media services is to adapt more encoding (hyper)parameter to the video content and watching condition. A celebrated work comes from Netflix [1] , which configures different resolutionbitrate ladders based on different video contents and display devices by multi-pass encoding.
Apart from the resolution-bitrate ladder, rate control is the most core encoding tool used to allocate coding resource. In x265 single-pass encoding, CRF rate control mode has the advantage of maintaining a certain level of perceived quality among frames. It will compress different frames by different bits over the entire sequence, thus leading to the resulting bitrate unpredictable [2] As shown in Fig. 1 , different video content result in different levels of bitrate at the same CRF setting and vice versa.
Covell et al. discover a clear relationship existed among the bitrate, CRF value, frame resolution, and frame rate. They develop a linear model to bridge the relationship between bitrate and video properties. Afterward, this model is embedded in a CRF prediction classification neural network to provide credible guidance. The input of this network is content-related video features which are collected from previous transcoding results, such as the average number of bits used for the texture per macroblock (MB), motion vector (MV) per predicted MB and so on. However, to obtain a satisfiable result, at least twice transcoding are needed to provide precise video information.
Liu et al. implement a regression neural network in a twopass encoding framework simplifying the solution above. This network predicts content-dependent parameters of the CRFbitrate model of a specific video sequence instead of the CRF value. With a given target bitrate, a CRF value can be derived from the predicted model parameters. This solution improves the prediction accuracy by fixing the frame resolution and replacing the linear model with a second-order model. In addition to this, video features are collected from the first pass encoding result that is similar to the previous solution.
All existing solutions are implemented outside the encoder and undertake sequence-level rate control. Furthermore, content-related features are gathered from previous trans/encoding statistic result. Therefore, there exist two embarrassing points in those techniques:
• Firstly, the video segments are usually cut as 5-second from long videos leading to more than one scene could be included in one video segment. That means the determined CRF value perhaps will be applied to different video contents.
• Secondly, even if the above problem can be avoided, extracting video features from the encoding result is bound to need pre-encoding/pre-transcoding at least once, which is still multi-pass encoding essentially. After analyzing problems listed above, by exploiting intermediate results generated in a single-pass encoding framework, we attempt to adjust the CRF setting in GOP level to meet the target bitrate requirement (The results of the analysis will be detailed in the next section).
II. PROBLEM ANALYSIS
We turn to the inside of x265 encoder to find possible solution.
Before the real encoding procedure, the encoder will make slice-type decision in batches in a module called lookahead. With this goal, this module implements a scene-cut detection technique which determines whether the current frame is a scene switching or not. Specifically, this technique decides the slice-type by estimating the intra-frame and inter-frame encoding cost of each down-sampling frame. Frames with high inter-frame encoding cost will be coded as intra mode. In summary, lookahead automatically divides videos into different GOPs mainly depended on the encoders flexibility to the scene change, so that only one scene is included in one GOP. Therefore, adjusting the CRF setting at the GOP level ensures that a CRF value corresponds to only one scene.
Besides, to estimate the encoding cost of the current frame, lookahead needs to analyze its subsequent frames by quick motion search and estimation and so on. As a result, lookahead produces lots of useful information about those frames. This information plays a vital role in some other encoding tools. For example, the reference picture list information is used by M acroBlock-tree (MB/CU-Tree) technique [5] to find the block-level quantization parameter (QP) offset, the average bitrate (ABR) and CRF rate control mode leverage the encoding cost to derive the frame-level base QP. However, none of the frames-level rate control technique has benefited from this lookahead yet.
Consequently, this paper proposed the content adaptive rate f actor (CARF) rate control approach. This method takes advantage of the analysis information from lookahead to decide the CRF value for each GOP so that only one-pass encoding is enough to satisfy both the target bit rate and frame quality consistency requirements.
The rest of this paper is organized as follows: Section III will introduce our proposed framework and the key points in this proposed solution respectively. Then Section IV will evaluate the proposed method in terms of prediction accuracy and encoding performance. Finally, discussion and conclusion will be drawn in Section V.
III. THE CRAF SCHEME A. The proposed framework Fig. 2 illustrates the proposed single-pass encoding framework . If the current frame is decided to be an I/IDR frame, CRF Parameter Decision module will output a CRF value based on the current lookahead analysis result and a given target bitrate. Then this CRF value will be fed into General Coder Control module to participate in the calculation of frame level base QP of the current frame and subsequent frames. The current CRF setting remains the same until next I or IDR frame is encountered.
B. Content-dependent features collected from Lookahead
Except for the arithmetic redundancy, the implementation of current hybrid encoding framework almost equals to the elimination of the spatial and temporal redundancy. Therefore, the spatial-temporal complexity of videos influences /affects the selection of encoding parameters and the encoding performance greatly. Hence priority is given to the information which can describe spatial-temporal characteristics. The final features collected from lookahead as following (accumulated over each GOP by averaging the frame-level information):
• a score of prediction encoding cost suggested that distinguishing resolution is a correct choice. Therefore, we additionally take the original bitrate and frame rate into consideration but fix the frame size (with a fixed frame size assumption).
C. The CRF-Bitrate model in the CRF Parameter Decision module
The CRF P arameter Decision module in fig. 2 is driven by a regression prediction neural network which predicts parameters of the CRF-bitrate model. As the fig. 3 shown, labels of this model parameters are obtained by non-negative least squares (NNLS).
After multiple fitting tests on hundreds of video clips, we confirm that the second-order model between CRF and bitrate is more accurate than the linear model as Liu et al. found. Therefore, we employ a content-dependent equation to model the relationship between CRF and bitrate. Given the target bitrate R, the suitable CRF setting for the GOP g in the video v as following:
where a(v, g), b(v, g), and c(v, g) are the content-dependent parameters that are goals for regression network.
D. The neural network in the CRF Parameter Decision module
As shown in Fig. 4 , we adopt a shallow fully connected neural network with two hidden layers to predict the parameters of the CRF -Bitrate model by feeding scaled video features.
At the output point, with a set of target bitrate (from 0.2Mbps to 12Mbps), a set of CRF valuesĉ rf i is computed according to the predicted parameters and a set of CRF values crf i is computed by the parameter labels. The mean absolute error of those CRF setting is the final loss as the (2) shown.
IV. EXPERIMENTS
In this section, we first evaluate our method in regression task with a set of target bitrate(0.3, 0.75, 1.2, 1.85, 2.85, 4.3Mbps), trying to show the benefit of using the lookahead information to represent the video characteristics and decide the CRF setting. Then we evaluate the encoding performance of the proposed CARF mode in encoding task with a set of target bitrate(0.5, 0.75, 1.5 and 3.5 Mbps).
A. Dataset
We collect the user-generated content (UGC) videos with a fixed resolution (720p, including 1280x720 and 720x1280) in a commercial video-sharing website 1 . Those videos mainly belong to the video blog (vlog), which has no specific topic enabling the dataset content-rich. Special considerations are also given to some typical content scenarios, such as fastmoving and dark scene.
With the assumption to the average length of GOP in random access (RA) and the rc-lookahead configuration, we extract small video clips from collected videos by ffmpeg [6] to keep the frame number ranging from 75 to 140.
Furthermore, we manually filter out the clips with more than one scene. Finally, 5031 video segments are sampled from 600 videos. And with 15 different CRF settings(from 12 to 40, interval is 2), the label is fitted for each clips using NNLS.
B. Hyperparameter
The whole experiment was tested on the hardware test platform combining Intel Core T M i7-6850k 3.60GHz processor and 62.0GB system memory. And the proposed method is implemented in x265 version2.9 [7] with the following configurations:
• preset: medium which is the default setting.
• tune: psnr which disables perceptual optimization.
• rc-lookahead:100 which is frames number the lookahead will refer to.
• min-keyint:40 which is the minimum GOP size.
• this test was carried on single threading by removing all parallel encoding default configurations, such as frame-level parallel and wavef ront parallel processing (WPP).
C. Regression prediction accuracy
The accuracy of nonlinear regression network is evaluated by the bitrate error as following:
Where R a is the actual resulting bitrate, R t is the target bitrate. Fig. 5 illustrates the cumulative distribution of bitrate errors of NNLS-fitted labels (blue curve) and the proposed neural network prediction (orange curve). The result of NNLS-fitted labels can be seen as the upper limit of our approach which keep 84.5% of our testing data at or below the 20% bitrateerror target.
With the consideration of the decision granularity and condition of methods, Table. I contrasts the result with competitors [3] [4] . That suggests that lookahead information can represent the spatiotemporal properties of videos to a satisfactory degree and the proposed one-pass approach is reasonable and effective. It is worth noticing that Liu et al. employ [3] b Method from [4] a specific CRF setting on each resolution to obtain labels. When this CRF setting is nearing the set of target bitrates for testing, prediction accuracy will become higher. That means the selection of CRF setting in CRF-bitrate model fitting stage will influence the final prediction result. Therefore, the credibility of its result should be considered carefully.
D. Encoding performance evaluation
Furthermore, to evaluate the coding performance, we compute the BD-rate [8] of the proposed rate control algorithm with ABR as reference, which also a bitrate restricted rate control mode. We collect 12 samples of 6-7s video segments which belong to the same platform where the dataset is collected. Table. II lists the description of those segments.
The testing results compared with single-pass and two-pass ABR are shown as Table. III. Results suggest that the proposed CARF mode performs better than the ABR mode, leading to average 4.12% BD-rate reduction in PSNR, 5.35% BD-rate reduction in VMAF and 5.73% BD-rate reduction in SSIM (over single-pass ABR).
E. Encoding time evaluation
Lastly, the encoding runtime also be tested. For each segment v, its running time Ent v is the geometric mean of four encoding time percent, which is derived as (4) . where the R carf,r and R abr,r is the encoding time consumed by CARF and ABR with a specific target bitrate r. Table. IV shows that the runtime of CARF decreases by 31% over two-pass ABR but increases by average 48% compared with single-pass ABR. Our current implementation is straightforward so that the computational time can be reduced further after optimization.
V. CONCULSIONS
Exploring how to relate the target bitrate with CRF directly, this paper proposes a GOP-level rate control schemae called CARF. This schemae utilizes the lookahead analysis result inside encoder to choose suitable CRF parameter setting under specific target bitrate. The experimental result shows that CARF can achieve 20% bitrate error (or better) on 84.5% testing data. Comparing with the ABR of x265, CARF has 5.35%,4.29% BD-rate reduction in PSNR, VMAF and SSIM respectively. In particular, this method has following advantages:
