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Abstract
We explore the combinatorial properties of the branching areas of execution paths
in higher dimensional automata. Mathematically, this means that we investigate the
combinatorics of the negative corner (or branching) homology of a globular ω-category
and the combinatorics of a new homology theory called the reduced branching homology.
The latter is the homology of the quotient of the branching complex by the sub-complex
generated by its thin elements. Conjecturally it coincides with the non reduced theory
for higher dimensional automata, that is ω-categories freely generated by precubical
sets. As application, we calculate the branching homology of some ω-categories and we
give some invariance results for the reduced branching homology. We only treat the
branching side. The merging side, that is the case of merging areas of execution paths
is similar and can be easily deduced from the branching side. 1
1 Introduction
After [Pra91, Gou95], one knows that it is possible to model higher dimensional automata
(HDA) using precubical sets (Definition 2.1). In such a model, a n-cube corresponds to
a n-transition, that is the concurrent execution of n 1-transitions. This theoretical idea
would be implemented later. Indeed a CaML program translating programs in Concurrent
Pascal into a text file coding a precubical set is presented in [Cri96]. At this step, one does
not yet consider cubical sets with or without connections since the degenerate elements
have no meaning at all from the point of view of computer-scientific modeling (even if in
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Figure 1: A 1-dimensional branching area
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Figure 2: A 1-dimensional branching area
the beginning of [Gau00], the notion of cubical sets is directly introduced by intellectual
reflex).
In [Gou95], the following fundamental observation is made : given a precubical set
(Kn)n≥0 together with its two families of face maps (∂
α
i ) for α ∈ {−,+}, then both chain
complexes (ZK∗, ∂
α), where ZX means the free abelian group generated by X and where
∂α =
∑
i(−1)
i+1∂αi , give rise to two homology theories H
α
∗ for α ∈ {−,+} whose non-
trivial elements model the branching areas of execution paths for α = − and the merging
areas of execution paths for α = + in strictly positive dimension. Moreover the group H−0
(resp. H+0 ) is the free abelian group generated by the final states (resp. the initial states)
of the HDA.
Consider for instance the 1-dimensional HDA of Figure 1. Then u − w gives rise to a
non-trivial homology class which corresponds to the branching which is depicted.
Then the first problem is that the category of precubical sets is not appropriate to
identify the HDA of Figure 1 with that of Figure 2 because there is no morphism between
them preserving the initial state and both final states.
No matter : it suffices indeed to work with the category of precubical sets endowed
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with the +i cubical composition laws satisfying the axioms of Definition 2.4 and with the
morphisms obviously defined. Now for any n ≥ 1, there are n cubical composition laws
+1, . . . ,+n representing the concatenation of n-cubes in the n possible directions. Let
X = u +1 v and Y := w +1 x. Then there is a unique morphism f in this new category
of HDA from the HDA of Figure 2 to the HDA of Figure 1 such that f : u 7→ X and
f : w 7→ Y . However f is not invertible in the category of precubical sets equipped with
cubical composition laws because there still does not exist any morphism from the HDA of
Figure 1 to the HDA of Figure 2.
To make f invertible (recall that we would like to find a category where both HDA
would be isomorphic), it still remains the possibility of formally adding inverses by the
process of localization of a category with respect to a collection of morphisms. However a
serious problem shows up : the non-trivial cycles u−w and X − Y of Figure 1 give rise to
two distinct homology classes although these two distinct homology classes correspond to
the same branching area. Indeed there is no chain in dimension 2 (i.e. K2 = ∅), so no way
to make the required identification !
This means that something must be added in dimension 2, but without creating ad-
ditional homology classes. Now consider Figure 3. The element A must be understood
as a thin 2-cube such that, with our convention of orientation, ∂−1 A = u, ∂
−
2 A = u,
∂+1 A = ǫ1∂
−
1 v, ∂
+
2 A = ∂
−
2 B = ǫ1∂
−
1 v. And the element B must be understood as another
thin 2-cube such that ∂−2 B = ǫ1∂
−
1 v, ∂
+
2 B = ǫ1∂
+
1 v and ∂
−
1 B = ∂
+
1 B = v. In such a situa-
tion, ∂−(A+2 B) = u+1 v − u therefore u+1 v and u become equal in the first homology
group H−1 . By adding this kind of thin 2-cubes to the chain complex (ZK∗, ∂
−), one can
then identify the two cycles u − w and X − Y . One sees that there are two kinds of thin
cubes which are necessary to treat the branching case. The first kind is well-known in
cubical set theory : this is for example B = ǫ1v or ∂
+
1 A = ǫ1∂
−
1 v. The second kind is for
example A which will be denoted by Γ−1 u and which corresponds to extra-degeneracy maps
as defined in [BH81b].
To take into account the symmetric problem of merging areas of execution paths, a third
family Γ+i of degeneracy maps will be necessary. In this paper, we will only treat the case
of branchings. The case of mergings is similar and easy to deduce from the branching case.
The solution presented in this paper to overcome the above problems is then as follows :
• One considers the free globular ω-category F (K) generated by the precubical set K
: it is obtained by associating to any n-cube x of K a copy of the free globular ω-
category In generated by the faces of the n-cube (paragraph 3.1) ; the faces of this
n-cube are denoted by (x; k1 . . . kn) ; one takes the direct sum of all these cubes and
one takes the quotient by the relations
(∂αi y; k1 . . . kn) ∼ (y; k1 . . . ki−1αki . . . kn)
for any y ∈ Kn+1, α ∈ {−,+} and 1 ≤ i ≤ n+ 1.
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Figure 3: Identifying u+1 v and u
• Then we take its cubical singular nerve N(F (K)) (which is equal also to the free
cubical ω-category generated by K) ; the required thin elements above described (the
three families ǫi, Γ
−
i and Γ
+
i ) do appear in it as components of the algebraic structure
of the cubical nerve (Definition 2.4 and Definition 3.1).
• The branching homology of F (K) (Definition 3.2) is the solution for both following
reasons :
1. Let x and y be two n-cubes of the cubical nerve which are in the branching
complex. If x +j y exists for some j with 1 ≤ j ≤ n, then x and x +j y are
equal modulo elements in the chain complex generated by the thin elements
(Theorem 9.2) ;
2. The chain complex generated by the thin elements is conjecturally acyclic in this
situation, and so it does not create non-trivial homology classes (Conjecture 3.3).
We have explained above the situation in dimension 1. The 2-dimensional case is de-
picted in Figure 8. Additional explanations are available at the end of Section 9.
The branching homology (or negative corner homology) and the merging homology (or
positive corner homology) were already introduced in [Gau00]. This invariance with respect
to the cubifications of the underlying HDA was already suspected for other reasons. The
branching and merging homology theories are the solution to overcome the drawback of
Goubault’s constructions.
There are three key concepts in this paper which are not so common in the general
literature and which we would like to draw to the reader’s attention.
1. the extra structure of connections Γ± on cubical sets, which allow extra degenerate
elements in which adjacent faces coincide. This structure was first introduced in
[BH81b].
2. the notion of folding operator. This was introduced in the groupoid context in
[BH81b], to fold down a cube to an element in a crossed complex, and in the category
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context in [AA89] to fold down a cube to an element in a globular category. Prop-
erties of this folding operator are further developed in [AABS00]. This we call the
‘usual folding operator’.
3. the notion of thin cube, namely a multiple composition of cubes of the form ǫiy or
Γ±z. A crucial result is that these are exactly the elements which fold down to 1 in
the contained globular category.
So there are many ways of choosing a cycle in the branching complex for a given ho-
mology class, i.e. a given branching area, according to the choice of the cubification of the
considered HDA. This possibility of choice reveals an intricate combinatorics. The most
appropriate tool constructed in the mathematical theory of cubical sets to study this com-
binatorics is not relevant here. The machinery of folding operators [BH81b, AA89] does not
work indeed for the study of the branching homology because the usual folding operators
are not internal to the branching chain complex (see Section 6.1). The core of this paper
is the proposal of a new folding operator adapted for the study of the branching complex
(Section 6.2). This operator enables us to deduce several results on the reduced branching
homology, the latter being obtained by taking the quotient of the former by the sub-complex
generated by its thin elements. This sub-complex is conjecturally acyclic for a wide vari-
ety of ω-categories, including that freely generated by a precubical set or a globular set
(Conjecture 3.3). Our main result is that the negative folding operator induces the identity
map on the reduced branching complex (Corollary 8.4). Using some relations between the
branching homology of some particular ω-categories and the usual simplicial homology of
some associated ω-categories (Theorem 5.3), the behaviour of the composition maps (the
globular and the cubical ones) modulo thin elements is completely studied (Section 9). All
these results lead us to a question about the description of the reduced branching complex
using globular operations by generators and relations (Proposition 9.4 and Question 9.1)
and to two invariance results for the reduced branching homology (Proposition 11.1 and
Theorem 11.2).
This paper is organized as follows. Section 2 recalls some important notations and
conventions for the sequel. In Section 3, the branching homology and the reduced branch-
ing homology are introduced. In Section 4, the matrix notations for connections and de-
generacies are described. Next in Section 5, the branching homology of some particular
ω-categories (the ω-categories of length at most 1) is completely calculated in terms of the
usual simplicial homology. In Section 6, the negative folding operators are introduced. In
Section 7, the negative folding operators are decomposed in terms of elementary moves.
In Section 8, we prove that each elementary move appearing in the decomposition of the
folding operators induces the identity map on the reduced branching complex. Therefore
the folding operators induce the identity map as well. In Section 9, the behaviour of the
cubical and globular composition laws in the reduced branching complex is completely
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studied. In the following Section 10, some facts about the differential map in the reduced
branching complex are exposed. In the last Section 11, some invariance results for the re-
duced branching homology are exposed and the reduced branching homology is calculated
for some simple globular ω-categories.
2 Preliminaries : cubical set, globular and cubical category
Here is a recall of some basic definitions, in order to make precise some notations and some
conventions for the sequel.
Definition 2.1. [BH81b] [KP97] A cubical set consists of a family of sets (Kn)n>0, of a
family of face maps Kn
∂αi //Kn−1 for α ∈ {−,+} and of a family of degeneracy maps
Kn−1
ǫi //Kn with 1 6 i 6 n which satisfy the following relations
1. ∂αi ∂
β
j = ∂
β
j−1∂
α
i for all i < j 6 n and α, β ∈ {−,+} (called sometimes the cube axiom)
2. ǫiǫj = ǫj+1ǫi for all i 6 j 6 n
3. ∂αi ǫj = ǫj−1∂
α
i for i < j 6 n and α ∈ {−,+}
4. ∂αi ǫj = ǫj∂
α
i−1 for i > j 6 n and α ∈ {−,+}
5. ∂αi ǫi = Id
A family (Kn)n≥0 only equipped with a family of face maps ∂
α
i satisfying the same axiom
as above is called a precubical set. An element of K0 will be sometimes called a state, or a
0-cube and an element of Kn a n-cube, or a n-dimensional cube.
Definition 2.2. Let (Kn)n≥0 and (Ln)n≥0 be two cubical (resp. precubical) sets. Then a
morphism f from (Kn)n≥0 to (Ln)n≥0 is a family f = (fn)n≥0 of set maps fn : Kn → Ln
such that fn∂
α
i = ∂
α
i fn and fnǫi = ǫifn (resp. fn∂
α
i = ∂
α
i fn) for any i. The corresponding
category of cubical sets is isomorphic to the category of pre-sheaves Sets
op
over a small
category . The corresponding category of precubical sets is isomorphic to the category of
pre-sheaves Sets
preop
over a small category pre.
Definition 2.3. [BH81a] [Str87] [Ste91] A (globular) ω-category is a set A endowed with
two families of maps (d−n = sn)n>0 and (d
+
n = tn)n>0 from A to A and with a family of
partially defined 2-ary operations (∗n)n>0 where for any n > 0, ∗n is a map from {(a, b) ∈
A × A, tn(a) = sn(b)} to A ((a, b) being carried over a ∗n b) which satisfy the following
axioms for all α and β in {−,+} :
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1. dβmdαnx =
{
dβmx if m < n
dαnx if m > n
2. snx ∗n x = x ∗n tnx = x
3. if x ∗n y is well-defined, then sn(x ∗n y) = snx, tn(x ∗n y) = tny and for m 6= n,
dαm(x ∗n y) = d
α
mx ∗n d
α
my
4. as soon as the two members of the following equality exist, then (x ∗n y) ∗n z =
x ∗n (y ∗n z)
5. if m 6= n and if the two members of the equality make sense, then (x∗ny)∗m (z∗nw) =
(x ∗m z) ∗n (y ∗m w)
6. for any x in A, there exists a natural number n such that snx = tnx = x (the smallest
of these numbers is called the dimension of x and is denoted by dim(x)).
A globular set is a set A endowed with two families of maps (sn)n>0 and (tn)n>0 satis-
fying the same axioms as above [Str00, P9´9, Bat98]. We call sn(x) the n-source of x and
tn(x) the n-target of x.
Notation
The category of all ω-categories (with the obvious morphisms) is denoted by ωCat. The
corresponding morphisms are called ω-functors. The set of n-dimensional morphisms of C
is denoted by Cn. The set of morphisms of C of dimension lower or equal than n is denoted
by trnC. The element of C0 will be sometimes called states. An initial state (resp. final
state) of C is a 0-morphism α such that α = s0x (resp. α = t0x) implies x = α.
Definition 2.4. [BH81b, AA89] A cubical ω-category consists of a cubical set
((Kn)n>0, ∂
α
i , ǫi)
together with two additional families of degeneracy maps called connections
Γαi : Kn // Kn+1
with α ∈ {−,+}, n > 1 and 1 6 i 6 n and a family of associative operations +j defined on
{(x, y) ∈ Kn ×Kn, ∂
+
j x = ∂
−
j y} for 1 6 j 6 n such that
1. ∂αi Γ
β
j = Γ
β
j−1∂
α
i for all i < j and all α, β ∈ {−,+}
2. ∂αi Γ
β
j = Γ
β
j ∂
α
i−1 for all i > j + 1 and all α, β ∈ {−,+}
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3. ∂±j Γ
±
j = ∂
±
j+1Γ
±
j = Id
4. ∂±j Γ
∓
j = ∂
±
j+1Γ
∓
j = ǫj∂
±
j
5. Γ±i Γ
±
j = Γ
±
j+1Γ
±
i if i 6 j
6. Γ±i Γ
∓
j = Γ
∓
j+1Γ
±
i if i < j
7. Γ±i Γ
∓
j = Γ
∓
j Γ
±
i−1 if i > j + 1
8. Γ±i ǫj = ǫj+1Γ
±
i if i < j
9. Γ±i ǫj = ǫiǫi if i = j
10. Γ±i ǫj = ǫjΓ
±
i−1 if i > j
11. (x+j y) +j z = x+j (y +j z)
12. ∂−j (x+j y) = ∂
−
j (x)
13. ∂+j (x+j y) = ∂
+
j (y)
14. ∂αi (x+j y) =
{
∂αi (x) +j−1 ∂
α
i (y) if i < j
∂αi (x) +j ∂
α
i (y) if i > j
15. (x+i y) +j (z +i t) = (x+j z) +i (y +j t).
16. ǫi(x+j y) =
{
ǫi(x) +j+1 ǫi(y) if i 6 j
ǫi(x) +j ǫi(y) if i > j
17. Γ±i (x+j y) =
{
Γ±i (x) +j+1 Γ
±
i (y) if i < j
Γ±i (x) +j Γ
±
i (y) if i > j
18. If i = j, Γ−i (x+j y) =
[
ǫj+1(y) Γ
−
j (y)
Γ−j (x) ǫj(y)
]
✲j+1✻
j
19. If i = j, Γ+i (x+j y) =
[
ǫj(x) Γ
+
j (y)
Γ+j (x) ǫj+1(x)
]
✲j+1✻
j
20. Γ+j x+j+1 Γ
−
j x = ǫjx and Γ
+
j x+j Γ
−
j x = ǫj+1x
21. ǫi∂
−
i x+i x = x+i ǫi∂
+
i x = x
The corresponding category with the obvious morphisms is denoted by ∞Cat.
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Without further precisions, the word ω-category is always supposed to be taken in
the sense of globular ω-category. In [AABS00], it is proved that the category of cubical
ω-categories and the category of globular ω-categories are equivalent.
Notation
If S is a set, the free abelian group generated by S is denoted by ZS. By definition, an
element of ZS is a formal linear combination of elements of S.
Definition 2.5. [Gau00] Let C be an ω-category. Let Cn be the set of n-dimensional mor-
phisms of C. Two n-morphisms x and y are homotopic if there exists z ∈ ZCn+1 such that
snz − tnz = x− y. This property is denoted by x ∼ y.
We have already observed in [Gau00] that the corner homologies do not induce functors
from ωCat to the category of abelian groups. A notion of non-contracting ω-functors was
required.
Definition 2.6. [Gau00] Let f be an ω-functor from C to D. The morphism f is non-
contracting if for any 1-dimensional x ∈ C, the morphism f(x) is a 1-dimensional morphism
of D.
The theoretical developments of this paper and future works in progress entail the
following definitions too.
Definition 2.7. Let C be an ω-category. Then C is non-contracting if and only if for any
x ∈ C of strictly positive dimension, s1x and t1x are 1-dimensional (they could be a priori
0-dimensional as well).
A justification of this definition among a lot of them is that if C is an ω-category which
is not non-contracting, then there exists a morphism u of C such that dim(u) > 1 and such
that for instance s1u is 0-dimensional. For example consider the two-element set {A,α}
with the rules s1A = t1A = s0A = t0A = α and s2A = t2A = A. This defines an ω-
category which is not non-contracting. Then A is 2-dimensional though s1A and t1A are
0-dimensional. And in this situation −2 (A) defined in Section 6.2 is not an element of the
branching nerve, and therefore for that C, the morphism CF−2 (C) (see Proposition 9.4) to
CR−2 (C) is not defined.
Notation
The category of non-contracting ω-categories with the non-contracting ω-functors is denoted
by ωCat1.
If f is a non-contracting ω-functor from C to D, then for any morphism x ∈ C of
dimension greater than 1, f(x) is of dimension greater than one as well. This is due to the
equality f(s1x) = s1f(x).
All globular ω-categories that will appear in this work will be non-contracting.
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3 Reduced branching homology
3.1 The globular ω-category In
We need first to describe precisely the ω-category associated to the n-cube. Set n =
{1, ..., n} and let cubn be the set of maps from n to {−, 0,+} (or in other terms the set
of words of length n in the alphabet {−, 0,+}). We say that an element x of cubn is of
dimension p if x−1(0) is a set of p elements. The set cubn is supposed to be graded by the
dimension of its elements. The set cub0 is the set of maps from the empty set to {−, 0,+}
and therefore it is a singleton. Let y ∈ cubi. Let ry be the map from (cub
n)i to (cub
n)dim(y)
defined as follows (with x ∈ (cubn)i) : for k ∈ n, x(k) 6= 0 implies ry(x)(k) = x(k) and
if x(k) is the l-th zero of the sequence x(1), ..., x(n), then ry(x)(k) = y(ℓ). If for any ℓ
between 1 and i, y(ℓ) 6= 0 implies y(ℓ) = (−)ℓ, then we set by(x) := ry(x). If for any ℓ
between 1 and i, y(ℓ) 6= 0 implies y(ℓ) = (−)ℓ+1, then we set ey(x) := ry(x). We have
If x is an element of cubn, let us denote by R(x) the subset of cubn consisting of y ∈ cubn
such that y can be obtained from x by replacing some occurrences of 0 in x by − or +.
For example, −00 ++− ∈ R(−000 +−) but +000 +− /∈ R(−000 +−). If X is a subset of
cubn, then let R(X) =
⋃
x∈X R(x). Notice that R(X ∪ Y ) = R(X) ∪R(Y ).
Theorem 3.1. There is one and only one ω-category In such that
1. the underlying set of In is included in the set of subsets of cubn
2. the underlying set of In contains all subsets like R(x) where x runs over cubn
3. all elements of In are compositions of R(x) where x runs over cubn
4. for x p-dimensional with p > 1, one has
sp−1(R(x)) = R ({by(x), dim(y) = p− 1})
tp−1(R(x)) = R ({ey(x), dim(y) = p− 1})
5. if X and Y are two elements of In such that tp(X) = sp(Y ) for some p, then X∪Y ∈
In and X ∪ Y = X ∗p Y .
Moreover, all elements X of In satisfy the equality X = R(X).
The elements of In correspond to the loop-free well-formed sub pasting schemes of the
pasting scheme cubn [Joh89] [Cra95] or to the molecules of an ω-complex in the sense of
[Ste98]. The condition “X ∗n Y exists if and only if X ∩ Y = tnX = snY ” of [Ste98] is
not necessary here because the situation of [Ste98] Figure 2 cannot appear in a composable
pasting scheme.
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The map which sends every ω-category C to N(C)∗ = ωCat(I
∗, C) induces a functor
from ωCat to the category of cubical sets. If x is an element of ωCat(In, C), ǫi(x) is the
ω-functor from In+1 to C defined by ǫi(x)(k1...kn+1) = x(k1...k̂i...kn+1) for all i between
1 and n + 1 and ∂αi (x) is the ω-functor from I
n−1 to C defined by ∂αi (x)(k1...kn−1) =
x(k1...ki−1αki...kn−1) for all i between 1 and n.
The arrow ∂αi for a given i such that 1 6 i 6 n induces a natural transformation
from ωCat(In,−) to ωCat(In−1,−) and therefore, by Yoneda, corresponds to an ω-functor
δαi from I
n−1 to In. This functor is defined on the faces of In−1 by δαi (k1...kn−1) =
R(k1...[α]i...kn−1). The notation [...]i means that the term inside the brackets is at the i-th
place.
Definition 3.1. The cubical set (ωCat(I∗, C), ∂αi , ǫi) is called the cubical singular nerve of
the ω-category C.
3.2 Remark
For α ∈ {−,+}, and x ∈ ωCat(In, C), let
∂αx :=
n∑
i=1
(−1)i+1∂αi x
Because of the cube axiom, one has ∂α ◦ ∂α = 0.
Definition 3.2. [Gau00] Let C be a non-contracting ω-category. The set of ω-functors
x ∈ ωCat(In, C) such that for any 1-morphism u with s0u = −n+1, x(u) is 1-dimensional
(a priori x(u) could be 0-dimensional as well) is denoted by ωCat(In, C)−. Then
∂−(ZωCat(I∗+1, C)−) ⊂ ZωCat(I∗, C)−
by construction. We set
H−∗ (C) = H∗(ZωCat(I
∗, C)−, ∂−)
and we call this homology theory the branching homology of C. The cycles are called the
branchings of C. The map H−∗ induces a functor from ωCat1 to Ab.
The definition of ωCat(In, C)− is a little bit different from that of [Gau00]. Both
definitions coincide if C is the free ω-category generated by a precubical set or a globular
set. This new definition ensures that the elementary moves introduced in Section 7 are
well-defined on the branching nerve. Otherwise it is easy to find counterexample, even in
the case of a non-contracting ω-category.
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3.3 Conjecture
(About the thin elements of the branching complex) Let C be a globular ω-category which
is either the free globular ω-category generated by a precubical set or the free globular ω-
category generated by a globular set. Let xi be elements of ωCat(I
n, C)− and let λi be natural
numbers, where i runs over some set I. Suppose that for any i, xi(0n) is of dimension
strictly lower than n (one calls it a thin element). Then
∑
i λixi is a boundary if and only
if it is a cycle.
The thin elements conjecture is not true in general. Here is a counterexample. Consider
an ω-category C constructed by considering I2 and by dividing by the relations R(−0) =
R(0−) and R(−0) ∗0 R(0+) = R(0−) ∗0 R(+0). Then the ω-functor F ∈ ωCat(I
2, C)−
induced by the identity functor from I2 to itself is a thin cycle in the branching homology.
One can verify that this cycle would be a boundary if and only if R(0+) was homotopic to
R(+0) in C. This observation suggests the following questions.
Definition 3.3. Let C be an ω-category. Then the n-th composition law is said to be left
regular up to homotopy if and only if for any morphisms x, y and z such that x∗ny = x∗nz,
then y ∼ z.
3.4 Question
Does the thin elements conjecture hold for an ω-category C such that all composition laws
∗n for any n > 0 are left regular up to homotopy ?
3.5 Question
How may we characterize the ω-categories for which the thin elements conjecture holds ?
Definition 3.4. Let M−n (C) ⊂ ZωCat(I
n, C)− be the sub-Z-module generated by the thin
elements (M for “mince” which means “thin” in French). Set
CR−n (C) = ZωCat(I
n, C)−/(M−n (C) + ∂
−M−n+1(C))
where M−n (C)+∂
−M−n+1(C) is the sub-Z-module of ZωCat(I
n, C)− generated by M−n (C) and
the image of M−n+1(C) by ∂
−. The differential map ∂− induces a differential map
CR−n+1(C) −→ CR
−
n (C)
This chain complex is called the reduced branching complex of C. The homology associated
to this chain complex is denoted by HR−∗ (C) and is called the reduced branching homology
of C.
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Proposition 3.2. Conjecture 3.3 is equivalent to the following statement : if C is the
free ω-category generated by a precubical set or by a globular set, then the canonical map
from the branching chain complex to the reduced branching chain complex of C is a quasi-
isomorphism.
Proof. By the following short exact sequence of chain complexes
0 //M−∗ (C) + ∂
−M−∗+1(C)
// ZωCat(I∗, C)− // CR−∗ (C)
// 0
the assumption H−n (C)
∼= HR−n (C) for all n is equivalent to the acyclicity of the chain
complex (M−∗ + ∂
−M−∗+1, ∂
−) (notice that M−0 (C) =M
−
1 (C) = 0).
Now if Conjecture 3.3 holds, then take an element x ∈ M−n (C) + ∂
−M−n+1(C) which is
a cycle. Then x = t1 + ∂
−t2 where t1 ∈ M
−
n (C) and t2 ∈ M
−
n+1(C). Then t1 is a cycle
in ZωCat(In, C)− and a linear combination of thin elements. Therefore t1 is a cycle in
ZωCat(In, trn−1C)
−. By Conjecture 3.3, t1 = ∂
−t3 where t3 ∈ ZωCat(I
n+1, trn−1C)
−.
Therefore t1 ∈ ∂
−M−n+1(C). Conversely, suppose that the sub-complex generated by the
thin elements is acyclic. Take a cycle t of ZωCat(In, C)− which is a linear combination of
thin elements. Then t is a cycle ofM−n (C)+∂
−M−n+1(C), therefore there exists t1 ∈M
−
n+1(C)
and t2 ∈M
−
n+2(C) such that t = ∂
−(t1 + ∂
−t2) = ∂
−t1.
Definition 3.5. Let x and y be two elements of ZωCat(In, C)−. Then x and y are T-
equivalent (T for thin) if the corresponding elements in the reduced branching complex are
equal, that means if x− y ∈M−n (C) + ∂
−M−n+1(C). This defines an equivalence relation on
ZωCat(In, C)− indeed.
4 Matrix notation for higher dimensional composition in the
cubical singular nerve
There exists on the cubical nerve ωCat(I∗, C) of an ω-category C a structure of cubical
ω-categories [Gau00] by setting
Γ−i (x)(k1 . . . kn) = x(k1 . . .max(ki, ki+1) . . . kn)
Γ+i (x)(k1 . . . kn) = x(k1 . . .min(ki, ki+1) . . . kn)
with the order − < 0 < + and with the proposition-definition :
Proposition 4.1. [Gau00] Let C be a globular ω-category. For any strictly positive natural
number n and any j between 1 and n, there exists one and only one natural map +j from
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the set of pairs (x, y) of N(C)n × N
(C)n such that ∂
+
j (x) = ∂
−
j (x) to the set N
(C)n
which satisfies the following properties :
∂−j (x+j y) = ∂
−
j (x)
∂+j (x+j y) = ∂
+
j (x)
∂αi (x+j y) =
{
∂αi (x) +j−1 ∂
α
i (y) if i < j
∂αi (x) +j ∂
α
i (y) if i > j
Moreover, these operations induce a structure of cubical ω-category on N(C).
The sum (x+i y) +j (z +i t) = (x+j z) +i (y +j t) if there exists will be denoted by[
x z
y t
]
✲j✻
i
and using this notation, one can write
• If i = j, Γ−i (x+j y) =
[
ǫj+1(y) Γ
−
j (y)
Γ−j (x) ǫj(y)
]
✲j+1✻
j
• If i = j, Γ+i (x+j y) =
[
ǫj(x) Γ
+
j (y)
Γ+j (x) ǫj+1(x)
]
✲j+1✻
j
The matrix notation can be generalized to any composition like
(a11 +i · · ·+i a1n) +j · · · +j (am1 +i · · ·+i amn)
whenever the sources and targets of the aij match up in an obvious sense (this is not
necessarily true). In that case, the above expression is equal by the interchange law to
(a11 +j · · ·+j am1) +i · · ·+i (a1n +j · · ·+j amn)
and we can denote the common value by
 am1 . . . amn... ...
a11 . . . a1n
 ✲i✻j
In such a matrix, an element like ǫix is denoted by . An element like ǫjx is denoted
by . In a situation where i = j + 1, an element like Γ−j (x) is denoted by and an
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element like Γ+j (x) is denoted by . An element like ǫjǫjx = ǫj+1ǫjx is denoted by .
With i = j + 1, we can verify some of the above formulae :
Γ−j (x+j y) =
[ ]
=
[
ǫj+1(y) Γ
−
j (y)
Γ−j (x) ǫj(y)
]
Γ+j (x+j y) =
[ ]
=
[
ǫj(x) Γ
+
j (y)
Γ+j (x) ǫj+1(x)
]
Definition 4.1. [BH81b][AA89] A n-shell in the cubical singular nerve is a family of 2(n+
1) elements x±i of ωCat(I
n, C) such that ∂αi x
β
j = ∂
β
j−1x
α
i for 1 6 i < j 6 n + 1 and
α, β ∈ {−,+}.
Definition 4.2. The n-shell (x±i ) is fillable if
1. the sets {x
(−)i
i , 1 6 i 6 n+1} and {x
(−)i+1
i , 1 6 i 6 n+1} have each one exactly one
non-thin element and if the other ones are thin.
2. if x
(−)i0
i0
and x
(−)i1+1
i1
are these two non-thin elements then there exists u ∈ C such
that sn(u) = x
(−)i0
i0
(0n) and tn(u) = x
(−)i1+1
i1
(0n).
The following proposition is an analogue of [AA89] Proposition 2.7.3.
Proposition 4.2. [Gau00] Let (x±i ) be a fillable n-shell with u as above. Then there exists
one and only one element x of ωCat(In+1, C) such that x(0n+1) = u, and for 1 6 i 6 n+1,
and α ∈ {−,+} such that ∂αi x = x
α
i .
Proposition 4.2 has a very important consequence concerning the use of the above
notations. In dimension 2, an expression A like (for example) x y
 ✲2✻1
is necessarily equal to [
x y
]
✲2✻
1
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because the labels of the interior are the same (A(00) = (x+2y)(00)) and because the shells
of 1-faces are equal (∂−1 A = ∂
−
1 x, ∂
+
1 A = ∂
+
1 x+1 ∂
+
1 y, ∂
−
2 A = ∂
−
2 x, ∂
+
2 A = ∂
−
1 y +1 ∂
+
2 y) :
the dark lines represent degenerate elements which are like mirrors reflecting rays of light.
This is a fundamental phenomenon to understand some of the calculations of this work.
Notice that A 6= x+2 y because ∂
−
1 A 6= ∂
−
1 (x+2 y).
All calculations involving these matrix notations are justified because the Dawson-Pare´
condition holds in 2-categories due to the existence of connections (see [DP93] and [BM99]).
The Dawson-Pare´ condition stands as follows : suppose that a square α has a decomposition
of one edge a as a = a1+1 a2. Then α has a compatible composition α = α1+iα2, i.e. such
that αj has edge aj for j = 1, 2. This condition can be understood as a coherence condition
which ensures that all “compatible” tilings represent the same object.
Let us mention that these special 2-dimensional notations for connections and degen-
eracies first appeared in [BT82] and in [SW83].
5 Relation between the simplicial nerve and the branching
nerve
Proposition 5.1. [Gau00] Let C be an ω-category and α ∈ {−,+}. We set
N−n (C) = ωCat(I
n+1, C)−
and for all n > 0 and all 0 6 i 6 n,
∂i : N
−
n (C)
// N−n−1(C)
is the arrow ∂−i+1, and
ǫi : N−n (C)
// N−n+1(C)
is the arrow Γ−i+1. We obtain in this way a simplicial set
(N−∗ (C), ∂i, ǫi)
called the branching simplicial nerve of C. The non normalized complex associated to it
gives exactly the branching homology of C (in degree greater than or equal to 1). The map
N− induces a functor from ωCat1 to the category Sets
∆op of simplicial sets.
The globular ω-category ∆n
Now let us recall the construction of the ω-category called by Street the n-th oriental
[Str87]. We use actually the construction appearing in [KV91]. Let On be the set of
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strictly increasing sequences of elements of {0, 1, . . . , n}. A sequence of length p+1 will be
of dimension p. If σ = {σ0 < · · · < σp} is a p-cell of O
n, then we set ∂jσ = {σ0 < · · · < σ̂j <
· · · < σk}. If σ is an element of O
n, let R(σ) be the subset of On consisting of elements τ
obtained from σ by removing some elements of the sequence σ and let R(Σ) =
⋃
σ∈ΣR(σ).
Notice that R(Σ ∪ T ) = R(Σ) ∪R(T ).
Theorem 5.2. There is one and only one ω-category ∆n such that
1. the underlying set of ∆n is included in the set of subsets of On
2. the underlying set of ∆n contains all subsets like R(σ) where σ runs over On
3. all elements of ∆n are compositions of R(σ) where σ runs over On
4. for σ p-dimensional with p > 1, one has
sp−1(R(σ)) = R ({∂jσ, j is even})
tp−1(R(σ)) = R ({∂jσ, j is odd})
5. if Σ and T are two elements of ∆n such that tp(Σ) = sp(T ) for some p, then Σ∪T ∈
∆n and Σ ∪ T = Σ ∗p T .
Moreover, all elements Σ of ∆n satisfy the equality Σ = R(Σ).
If C is an ω-category and if x ∈ ωCat(∆n, C), then consider the labeling of the faces of
respectively ∆n+1 and ∆n−1 defined by :
• ǫi(x)(σ0 < · · · < σr) = x(σ0 < · · · < σk−1 < σk − 1 < · · · < σr − 1) if σk−1 < i and
σk > i.
• x(σ0 < · · · < σk−1 < i < σk+1−1 < · · · < σr−1) if σk−1 < i, σk = i and σk+1 > i+1.
• x(σ0 < · · · < σk−1 < i < σk+2−1 < · · · < σr−1) if σk−1 < i, σk = i and σk+1 = i+1.
and
∂i(x)(σ0 < · · · < σs) = x(σ0 < · · · < σk−1 < σk + 1 < · · · < σs + 1)
where σk, . . . , σs ≥ i and σk−1 < i.
It turns out that ǫi(x) ∈ ωCat(∆
n+1, C) and ∂i(x) ∈ ωCat(∆
n−1, C). See [May67,
Wei94] for further information about simplicial sets. One has :
Definition 5.1. [Str87] The simplicial set (ωCat(∆n, C), ∂i, ǫi) is called the simplicial ner-
ve N (C) of the globular ω-category C. The corresponding homology is denoted by H∗(C).
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Definition 5.2. Let C be a non-contracting ω-category. By definition, C is of length at
most 1 if and only if for any morphisms x and y of C such that x ∗0 y exists, then either x
or y is 0-dimensional.
Theorem 5.3. Let C be an ω-category of length at most 1. Denote by PC the unique ω-
category such that its set of n-morphisms is exactly the set of (n + 1)-morphisms of C for
any n > 0 with an obvious definition of the source and target maps and of the composition
laws. Then one has the isomorphisms Hn(PC) ∼= H
−
n+1(C) for n > 1.
Proof. We give only a sketch of proof. By definition, H−n+1(C) = Hn(N
−(C)) for n > 1.
Because of the hypothesis on C, every element x of ωCat(In+1, C)− is determined by the
values of the x(k1 . . . kn+1) where k1 . . . kn+1 runs over the set of words on the alphabet
{0,−}. It turns out that there is a bijective correspondence between On and the word of
length n + 1 on the alphabet {0,−} : if σ0 < · · · < σp is an element of O
n, the associated
word of length n+ 1 is the word m0 . . . mn such that mσi = 0 and if j /∈ {σ0, . . . , σp}, then
mj = −. It is then straightforward to check that the simplicial structure of N
−(C) is exactly
the same as the simplicial structure of ωCat(∆∗,PC) in strictly positive dimension 2.
The above proof together with Proposition 5.1 gives a new proof of the fact that if
x ∈ ωCat(∆n, C), the labelings ∂i(x) and ǫi(x) above defined yield ω-functors from ∆
n−1
(resp. ∆n+1) to C.
Notice that the above proof also shows thatHn(PC) ∼= H
+
n+1(C) whereH
+
∗ is the merging
homology functor 3 This means that for an ω-category of length at most 1, H−n+1(C)
∼=
H+n+1(C) for any n > 1. In general, this isomorphism is false as shown by Figure 4. The
precubical set we are considering in this figure is the complement of the depicted obstacle.
Its branching homology is Z ⊕ Z in dimension two, and its merging homology is Z in the
same dimension.
The result Hn(PC) ∼= H
−
n+1(C)
∼= H+n+1(C) for C of length at most one and for n > 1 also
suggests that the program of constructing the analogue in the computer-scientific framework
of usual homotopy invariants is complete for this kind of ω-categories. The simplicial set
N (PC) together with the graph obtained by considering the 1-category generated by the
1-morphisms of C up to homotopy contain indeed all the information about the topology of
the underlying automaton. Intuitively the simplicial set N (PC) is an orthogonal section of
the automaton. Theorem 5.3 suggests that non-contracting ω-categories of length at most
one play a particular role in this theory. This idea will be deepened in future works.
2The latter point is actually detailed in [Gau01].
3Like the branching nerve, the definition of the merging nerve needs to be slightly change, with respect
to the definition given in [Gau00]. The correct definition is : an ω-functor x from In to a non-contracting
ω-category C belongs to ωCat(In, C)+ if and only if for any 1-morphism γ of In such that t0(γ) = R(+n),
then x(γ) is a 1-dimensional morphism of C.
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BRANCHING
MERGING
Figure 4: A case where branching and merging homologies are not equal in dimension 2
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Corollary 5.4. With the same notation, if PC is the free globular ω-category generated by
a composable pasting scheme in the sense of [Joh89], then H−n+1(C) vanishes for n > 1.
Proof. By [Ste98] Corollary 4.17 or by [KV91] Theorem 2.2, the simplicial nerve of the
ω-category of any composable pasting scheme is contractible.
Corollary 5.5. Let 2p be the free ω-category generated by a p-morphism. For any p > 1
and any n > 1, H−n (2p) = 0.
Proof. It is obvious for n = 1 and for n > 2, H−n (2p)
∼= Hn−1(P2p). But P2p = 2p−1,
therefore it suffices to notice that the (p − 1)-simplex is contractible.
Corollary 5.6. For any n > 1, let Gn<A,B> be the ω-category generated by two n-mor-
phisms A and B satisfying sn−1(A) = sn−1(B) and tn−1(A) = tn−1(B). Then
H−p (Gn<A,B>) = 0
for 0 < p < n or p > n and
H−0 (Gn<A,B>) = H
−
n (Gn<A,B>) = Z.
Proof. It suffices to calculate the simplicial homology of a simplicial set homotopic to a
(n− 1)-sphere.
Let S be a composable pasting scheme (see [Joh89] for the definition and [KV91] for
additional explanations). A reasonable conjecture is that the branching homology of the
free ω-category Cat(S) generated by any composable pasting scheme S vanishes in strictly
positive dimension. By Conjecture 5.1, it would suffice for a given composable pasting
scheme S to calculate the branching homology of the bilocalization Cat(S)[I, F ] of Cat(S)
with respect to its initial state I and its final state F , that is the sub-ω-category of Cat(S)
which consists of the p-morphisms x with p ≥ 1 such that s0x ∈ I and t0x ∈ F and of the
0-morphism I and F . The question of the calculation of
H−p+1(Cat(S)[I, F ])
∼= Hp(PCat(S)[I, F ])
for p > 1 seems to be related to the existence of what Kapranov and Voevodsky call the
derived pasting scheme of a composable pasting scheme [KV91]. It is in general not true
that PCat(S)[I, F ] (denoted by ΩCat(S) in their article) is the free ω-category generated
by a composable pasting scheme. But we may wonder whether there is a “free cover” of
ΩCat(S) by some Cat(T ) for some composable pasting scheme T . This T would be the
derived pasting scheme of S.
As for the n-cube In, its derived pasting scheme is the composable pasting scheme
generated by the permutohedron [Mil66, Bau80, MS89]. Therefore one has
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Proposition 5.7. Denote by In[−n,+n] the bilocalization of I
n with respect to its initial
state −n and its final state +n, Then for all p > 1, H
−
p (I
n[−n,+n]) = 0.
Proof. It is clear that H−1 (I
n[−n,+n]) = 0. For p > 2, H
−
p (I
n[−n,+n]) ∼= Hp−1(ΩI
n) by
Theorem 5.3. But ΩIn is the free ω-category generated by the permutohedron, and with
Corollary 5.4, one gets H−p (I
n[−n,+n]) = 0 for p > 2.
By filtrating the 1-morphisms of In by their length, it is possible to construct a spec-
tral sequence abutting to the branching homology of In. More precisely a 1-morphism x
is of length ℓ(x) if x = R(x1) ∗0 · · · ∗0 R(xℓ(x)) where x1, . . . , xℓ(x) ∈ (cub
n)1. Now let
FpωCat(I
∗, In)− be the subset of x ∈ ωCat(I∗, In)− such that for any k1 . . . k∗ ∈ (cub
∗)1
such that + ∈ {k1, . . . , k∗}, ℓ(x(k1 . . . k∗)) 6 p. Then one gets a filtration on the branching
complex of In such that
F−1ZωCat(I
∗, In)− ⊂ F0ZωCat(I
∗, In)− ⊂ · · · ⊂ FnZωCat(I
∗, In)−
with
F−1ZωCat(I
∗, In)− = 0
F0ZωCat(I
∗, In)− = ZωCat(I∗, In(−n,+n))
−
FnZωCat(I
∗, In)− = ZωCat(I∗, In)−.
One has E1pq = Hp+q(FpZωCat(I
∗, In)−/Fp−1ZωCat(I
∗, In)−) =⇒ H−p+q(I
n). By Proposi-
tion 5.7, E0q = 0 if q 6= 0 and E00 = Z.
The above spectral sequence probably plays a role in the following conjecture :
5.1 Conjecture
Let C be a finite ω-category (that is such that the underlying set is finite). Let I be the set of
initial states of C and let F be the set of final states of C (then H−0 (C) = H
−
0 (C[I, F ]) = ZF ).
If for any n > 0, H−n (C[I, F ]) = 0, then for any n > 0, H
−
n (C) = 0.
By [KV91], Ω∆n = In−1, therefore the vanishing of the branching homology of In−1 in
strictly positive dimension and Conjecture 5.1 would enable to establish that H−p (∆
n) = 0
for p > 0 and for any n.
6 About folding operators
The aim of this section is to introduce an analogue in our framework of the usual folding
operators in cubical ω-categories. First we show how to recover the usual folding operators
in our context.
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The notations 0 or 
−
0 (resp. 1 or 
−
1 ) correspond to the canonical map from C0
to ωCat(I0, C) (resp. from tr1C to ωCat(I
1, C)). Now let us recall the construction of the
operators −n of [Gau00].
Proposition 6.1. [Gau00] Let C be an ω-category and let n > 1. There exists one and
only one natural map −n from trnC to ωCat(I
n, C) such that the following axioms hold :
1. one has ev0nn = IdtrnC where ev0n(x) = x(0n) is the label of the interior of x.
2. if n > 3 and 1 6 i 6 n− 2, then ∂±i 
−
n = Γ
−
n−2∂
±
i 
−
n−1sn−1.
3. if n > 2 and n−1 6 i 6 n, then ∂−i 
−
n = 
−
n−1d
(−)i
n−1 and ∂
+
i 
−
n = ǫn−1∂
+
n−1
−
n−1sn−1.
Moreover for 1 6 i 6 n, we have ∂±i 
−
n sn = ∂
±
i 
−
n tn and if x is of dimension greater or
equal than 1, then −n (x) ∈ ωCat(I
n, C)−.
6.1 The usual folding operators
One defines a natural map n from Cn to ωCat(I
n, C) by induction on n > 2 as follows
(compare with Proposition 6.1).
Proposition 6.2. For any natural number n greater or equal than 2, there exists a unique
natural map n from Cn to ωCat(I
n, C) such that
1. the equality n(x)(0n) = x holds.
2. one has ∂α1n = n−1d
(−)α
n−1 for α = ±.
3. for 1 < i 6 n, one has ∂αi n = ǫ1∂
α
i−1n−1sn−1.
Moreover for 1 6 i 6 n, we have ∂±i nsnu = ∂
±
i ntnu for any (n+ 1)-morphism u.
Proof. The induction equations define a fillable (n − 1)-shell (see Proposition 4.2).
Proposition 6.3. For all n > 0, the evaluation map ev0n : x 7→ x(0n) from ωCat(I
n, C)
to C induces a bijection from γN(C)n to trnC where γ is the functor defined in [AA89].
Proof. Obvious for n = 0 and n = 1. Recall that γ is defined by
(γG)n = {x ∈ Gn, ∂
α
j x ∈ ǫ
j−1
1 Gn−j for 1 6 j 6 n, α = 0, 1}
Let us suppose that n > 2 and let us proceed by induction on n. Since ev0nn(u) = u by the
previous proposition, then the evaluation map ev from γN(C)n to trnC is surjective. Now
let us prove that x ∈ γN(C)n and y ∈ γN
(C)n and x(0n) = y(0n) = u imply x = y. Since
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x and y are in γN(C)n, then one sees immediately that the four elements ∂
±
1 x and ∂
±
1 y
are in γN(C)n−1. Since all other ∂
α
i x and ∂
α
i y are thin, then ∂
−
1 x(0n−1) = ∂
−
1 y(0n−1) =
sn−1u and ∂
+
1 x(0n−1) = ∂
+
1 y(0n−1) = tn−1u. By induction hypothesis, ∂
−
1 x = ∂
−
1 y =
n−1(sn−1u) and ∂
+
1 x = ∂
+
1 y = n−1(tn−1u). By hypothesis, one can set ∂
α
j x = ǫ
j−1
1 x
α
j
and ∂αj y = ǫ
j−1
1 y
α
j for 2 6 j 6 n. And one gets x
α
j = (∂
α
1 )
j−1∂αj x = (∂
α
1 )
jx = (∂α1 )
jy = yαj .
Therefore ∂αj x = ∂
α
j y for all α ∈ {−,+} and all j ∈ [1, . . . , n]. By Proposition 4.2, one gets
x = y.
The above proof shows also that the map which associates to any cube x of the cubical
singular nerve of C the cube dim(x)(x(0dim(x))) is exactly the usual folding operator as
exposed in [AA89].
Unfortunately, these important operators are not internal to the branching complex,
due to the fact that an n-cube x of the cubical singular nerve is in the branching complex if
and only for any 1-morphism γ of In starting from the initial state −n of the n-cube, x(γ) is
1-dimensional (see Definition 3.2). But for example (n(x(0n)))(− · · ·−0) is 0-dimensional.
6.2 The negative folding operators
The idea of the negative folding operator Φ−n is to “concentrate” a n-cube x of the cubical
singular nerve of an ω-category C to the faces δ−n−1(0n−1) and δ
−
n (0n−1). Hence the following
definition.
Definition 6.1. Set Φ−n (x) = 
−
n (x(0n)). This operator is called the n-dimensional nega-
tive folding operator.
It is clear that x ∈ ωCat(In, C)− implies Φ−n (x) ∈ ωCat(I
n, C)−. Therefore Φ−n yields a
map from ωCat(In, C)− to itself.
Since ∂−n−1
−
n = 
−
n−1d
(−)n−1
n−1 and ∂
−
n 
−
n = 
−
n−1d
(−)n
n−1 , the effect of 
−
n (x(0n)) is indeed
to concentrate the faces of the n-cube x on the faces δ−n−1(0n−1) and δ
−
n (0n−1). All the
(n− 1)-cubes ∂αi 
−
n (x) for (i, α) /∈ {(n− 1,−), (n,−)} are thin. Of course there is not only
one way of concentrating the faces of x on δ−n−1(0n−1) and δ
−
n (0n−1). But in some way,
they are all equivalent in the branching complex (Corollary 8.4). We could decide also to
concentrate the n-cubes for n > 2 on the faces δ−1 (0n−1) and δ
−
2 (0n−1), or more generally
to concentrate the n-cubes on the faces δ−
p(n)(0n−1) and δ
−
q(n)(0n−1) where p(n) and q(n)
would be integers of opposite parity for all n > 2. Let us end this section by explaining
precisely the structure of all these choices.
In an ω-category, recall that d−n = sn, d
+
n = tn and by convention, let d
−
ω = d
+
ω = Id. All
the usual axioms of globular ω-categories remain true with this convention and the partial
order n < ω for any natural number n.
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If x is an element of an ω-category C, we denote by 〈x〉 the ω-category generated by
x. The underlying set of 〈x〉 is {snx, tnx, n ∈ N}. We denote by 2n any ω-category freely
generated by one n-dimensional element.
Let R(k1 . . . kn) ∈ I
n a face. Denote by evk1...kn the natural transformation from
ωCat(In,−) to trω which maps f to f(R(k1 . . . kn)).
Definition 6.2. Let n ∈ N. Recall that trn is the forgetful functor from ω-categories to sets
which associates to any ω-category its set of morphisms of dimension lower or equal than
n and let in be the inclusion functor from trn−1 to trn. We call cubification of dimension
n, or n-cubification a natural transformation  from trn to ωCat(I
n,−). If moreover,
ev0n = Id, we say that the cubification is thick.
We see immediately that −n , n (and 
+
n of [Gau00]) are examples of thick n-cubifica-
tions. By Yoneda the set of n-cubifications is in bijection with the set of ω-functors from
In to 2n. So for a given n, there is a finite number of n-cubifications.
Proposition 6.4. Let f be a natural transformation from trm to trn with m,n ∈ N∪{ω}.
Then there exists p ≤ m and α ∈ {−,+} such that f = dαp . And necessarily, p ≤ Inf(m,n).
Proof. Denote by
<A>= 2n
g
−−−→ <B>= 2m
the ω-functor which corresponds to f by Yoneda. Then g(A) = dαp (B) for some p and
some α. And necessarily, p ≤ min(m,n) (where the notation min means the smallest
element).
Corollary 6.5. Let  be a n-cubification with n ≥ 1 a natural number. Then for any i
with 1 ≤ i ≤ n, ∂±i sn = ∂
±
i tn.
Proof. We have
∂±i snx(l1 . . . ln−1) = evl1...[±]i...ln−1sn(x)
But evl1...[±]i...ln−1 is a natural transformation from trn to trn−1. By Proposition 6.4, we
get
∂±i snx(l1 . . . ln−1) = evl1...[±]i...ln−1tn(x) = ∂
±
i tnx(l1 . . . ln−1)
We arrive at a theorem which explains the structure of all cubifications :
Theorem 6.6. Let  be a thick n-cubification and let f be an ω-functor from In+1 to In
such that f(R(0n+1)) = R(0n). Denote by f
∗ the corresponding natural transformation from
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ωCat(In,−) to ωCat(In+1,−). Then there exists one and only one thick (n+1)-cubification
denoted by f∗. such that for 1 ≤ i ≤ n+ 1,
(f∗.)in+1 = f
∗

where in+1 is the canonical natural transformation from trn to trn+1.
Proof. One has
∂αi (f
∗.) = ∂αi (f
∗.)d(−)
i
n
= ∂αi (f
∗.)in+1d
(−)i
n
= ∂αi f
∗
d(−)
i
n
Therefore if x ∈ Cn+1 for some ω-category C, then ∂
α
i (f
∗.)x = ∂αi f
∗d
(−)i
n x for 1 ≤ i ≤
n+ 1 and we obtain a fillable n-shell in the sense of Proposition 4.2.
Corollary 6.7. Let u be an ω-functor from In to 2n which maps R(0n) to the unique n-
morphism of 2n (we will say that u is thick because the corresponding cubification is also
thick). Let f be an ω-functor from In+1 to In which maps R(0n+1) to R(0n). Then there
exists one and only one thick ω-functor v from In+1 to 2n+1 such that the following diagram
commutes :
In+1
v //
f

2n+1

In
u // 2n
the arrow from 2n+1 to 2n being the unique ω-functor which sends the (n+ 1)-cell of 2n+1
to the n-cell of 2n.
If  is a n-cubification and fi thick ω-functors from I
n+i+1 to In+i for 0 ≤ i ≤
p then we can denote without ambiguity by fp.fp−1. . . . .f0. the (n + p)-cubification
fp.(fp−1.(. . . .f0.)). Let us denote by 0 the unique 0-cubification. We have the following
formulas :
Proposition 6.8. Let x ∈ C be a p-dimensional morphism with p ≥ 1 and let n ≥ p. Then

−
n x = Γ
−
n−1 . . .Γ
−
p 
−
p x
(by convention, the above formula is tautological for n = p)
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Proof. We are going to show the formula by induction on n. The case n = p is trivial. If
i ≤ n− 1, then ∂±i 
−
n+1x = Γ
−
n−1∂
±
i 
−
n x = ∂
±
i Γ
−
nΓ
−
n−1 . . .Γ
−
p 
−
p x. And if i ≥ n, then
∂−i 
−
n+1x = 
−
n x = ∂
−
i Γ
−
nΓ
−
n−1 . . .Γ
−
p 
−
p x
and
∂+i 
−
n+1x = ǫn∂
+
i n
−
nx = ∂
+
i Γ
−
nΓ
−
n−1 . . .Γ
−
p 
−
p x.
So the labelings −n+1x and Γ
−
n . . .Γ
−
p 
−
p x of I
n+1 are the same ones.
Proposition 6.9. For n ≥ 1, we have −1 = ǫ1.0 and

−
n = Γ
−
n−1. . . . .Γ
−
1 .ǫ1.0
Proof. It is an immediate consequence of Proposition 6.8 and of the uniqueness of Theo-
rem 6.6.
The converse of Theorem 6.6 is true. That is :
Proposition 6.10. Let v be a thick ω-functor from In+1 to 2n+1. Then there exists an
ω-functor f such that for any thick ω-functor u from In to 2n, the following diagram
commutes :
In+1
v //
f

2n+1

In
u // 2n
Proof. Set v(R(k1 . . . kn+1)) = d
αk1...kn+1
nk1...kn+1
(A) where 〈A〉 = 2n+1 and set 〈B〉 = 2n. By
hypothesis, the equality f(0n+1) = R(0n) holds and let
f(k1 . . . kn+1) = d
αk1...kn+1
nk1...kn+1
(R(0n))
Take any thick ω-functor u from In to 2n. Then
u ◦ f(R(k1 . . . kn+1)) = u(d
αk1...kn+1
nk1...kn+1
(R(0n))) = d
αk1...kn+1
nk1...kn+1
u(R(0n))
= d
αk1...kn+1
nk1...kn+1
(B)
By Proposition 4.2, it is clear that f induces an ω-functor.
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Here is an example of cubification : if the following picture depicts the 3-cube,
// //OO
//
OO
//
00−???
[c???
0+0???
[c???
OO
OO
//
−00???
[c???
OO
=⇒ //OO
//
OO
//
+00???
[c???
OO
//
OO
//
0−0???
[c???
00+???
[c???
OO
we can represent a 3-cubification  by indexing each face k1k2k3 by the corresponding
value of evk1k2k3i3 which is equal to sd or td for some d between 0 and 2. So let us take
 as follows :
t0 // t0 //
t1
OO
s0 //
t1
OO
t1 //
t1???
[c???
t1???
[c???
t0
OO
s0
OO
s0 //
s2???
[c???
s1
OO
=⇒
t0 //
t0
OO
t0 //
t0
OO
t0 //
t0???
[c???
t1
OO
s0 //
t1
OO
s1 //
t1???
[c???
t2???
[c???
t0
OO
We see that ∂−1 i3 = Γ
+
1 .1 and that ∂
+
3 i3 = Γ
−
1 .1.
Now let us come back to our choice. It is not completely arbitrary anyway because the
operator −n satisfies the following important property : if u is a n-morphism with n > 2,
then −n (u) is a simplicial homotopy within the branching nerve between 
−
n−1(sn−1u)
and −n−1(tn−1u). Moreover, the family of cubifications (
−
n )n>0 is the only family of
cubifications which satisfies this property because it is equivalent to defining a n-shell for
all n. However most of the results of the sequel can be probably adapted to any family
of n-cubification, provided that they yield internal operations on the branching nerve (see
Conjecture 7.1 and 7.2).
6.3 Characterization of the negative folding operators
Now here is a useful property of the folding operators :
Theorem 6.11. Let C be an ω-category. Let x be an element of Nn (C). Then the following
two conditions are equivalent :
1. the equality x = Φ−n (x) holds
2. for 1 6 i 6 n, one has ∂+i x ∈ Im(ǫ
n−1
1 ), and for 1 6 i 6 n − 2, one has ∂
−
i x ∈
Im(Γ−n−2 . . .Γ
−
i ).
Proof. If x = Φ−n (x), then x = 
−
n (x(0n)) and by construction of 
−
n ,
∂−i 
−
n (x(0n)) = Γ
−
n−2 . . .Γ
−
i 
−
i d
(−)i
i x(0n)
27
for any 1 6 i 6 n − 2 and ∂+i x is 0-dimensional for any 1 6 i 6 n. For n equal to 0, 1
or 2, the converse is obvious. Suppose the converse proved for n − 1 > 2 and let us prove
it by induction for n > 3. By hypothesis, as soon as + ∈ {k1, . . . , kn}, then x(k1 . . . kn) is
0-dimensional. For 1 6 i 6 n− 3, one has
∂−i ∂
−
n x = ∂
−
n−1∂
−
i x
= ∂−n−1Γ
−
n−2 . . .Γ
−
i Yi for some Yi ∈ N

i (C)
= Γ−n−3 . . .Γ
−
i Yi
and
∂−i ∂
−
n−1x = ∂
−
n−2∂
−
i x
= ∂−n−2Γ
−
n−2 . . .Γ
−
i Yi
= Γ−n−3 . . .Γ
−
i Yi
therefore ∂−n−1x and ∂
−
n x satisfy the induction hypothesis. So ∂
−
n−1x = Φ
−
n−1(∂
−
n−1x) and
∂−n x = Φ
−
n−1(∂
−
n x). Since the ∂
−
i x are thin (n − 1)-cubes for all i between 1 and n − 2,
then d
(−)n−1
n−1 (x(0n)) = ∂
−
n−1x(0n−1) and d
(−)n
n−1 (x(0n)) = ∂
−
n x(0n−1). Therefore ∂
−
n−1x =

−
n−1(d
(−)n−1
n−1 (x(0n))) and ∂
−
n x = 
−
n−1(d
(−)n
n−1 (x(0n))). For 1 6 i 6 n− 2, one has
Yi = ∂
−
i . . . ∂
−
n−2∂
−
i x
= ∂−i . . . ∂
−
n−1x
= ∂−i . . . ∂
−
n−2
−
n−1(d
(−)n−1
n−1 (x(0n)))
= ∂−i . . . ∂
−
n−3
−
n−2(d
(−)n−2
n−2 (x(0n)))
= (. . . )
= −i (d
(−)i
i (x(0n)))
therefore an easy calculation shows that x = −n (x(0n)).
Corollary 6.12. The folding operator Φ−n is idempotent.
The end of this section is devoted to the description of Φ−2 and Φ
−
3 . Since ∂
−
1 
−
2 = 1s1
and ∂−2 
−
2 = 1t1, then one has for any ω-functor x from I
2 to C
Φ−2 (x) =
[
x
]
✲2✻
1
If x is an ω-functor from I3 to C, then
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s2(x(000)) =
[
∂−3 x ∂
+
2 x
∂−1 x
]
✲2✻
1
(00)
because the 2-source of R(000) in I3 looks like[
R(00−) R(0 + 0)
R(−00)
]
and
t2(x(000)) =
[
∂+1 x
∂−2 x ∂
+
3 x
]
✲2✻
1
(00)
because the 2-target of R(000) in I3 looks like[
R(+00)
R(0− 0) R(00+)
]
So by convention, an element x of ωCat(I3, C) will be represented as follows
x =
A B
C
G
=⇒
D
E F
where A = ∂−3 x, B = ∂
+
2 x, C = ∂
−
1 x, D = ∂
+
1 x, E = ∂
−
2 x, F = ∂
+
3 x and x(000) = G
4.
With this convention, Γ−1 y for y ∈ ωCat(I
2, C) is equal to
y
y(00)
=⇒ y
One has ∂±1 
−
3 = Γ
−
1 ∂
±
1 
−
2 s2, ∂
−
2 
−
3 = 
−
2 t2, ∂
−
3 
−
3 = 
−
2 s2, ∂
+
1 
−
3 = ∂
+
2 
−
3 = ∂
+
3 
−
3 =

−
2 t0 by definition of 
−
3 . Therefore
∂+i Φ
−
3 (x) = 
−
2 t0(G)
∂−2 Φ
−
3 (x) = 
−
2 t2(G)
∂−3 Φ
−
3 (x) = 
−
2 s2(G)
4Beware of the fact that A, . . . F are elements of the cubical singular nerve whereas G is an element of
the ω-category we are considering.
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and
∂±1 Φ
−
3 (x) = Γ
−
1 ∂
±
1 
−
2
[
A B
C
]
✲2✻
1
= Γ−1 ∂
±
1
 A B
C
 ✲2✻
1
=
{
Γ−1 (∂
−
1 C +1 ∂
+
2 C +1 ∂
+
2 B) in the negative case
Γ−1 ∂
+
1 ∂
+
1 B in the positive case
So if x is the above ω-functor from I3 to C, then
Φ−3 (x) = A B
C
G
=⇒ D
E F
7 Elementary moves in the cubical singular nerve
In this section, the folding operators Φ−n are decomposed in elementary moves. First of all,
here is a definition.
Definition 7.1. The elementary moves in the n-cube are one of the following operators
(with 1 6 i 6 n− 1 and x ∈ ωCat(In, C)) :
1. vψ−i x =
[
x
]
✲i+1✻
i
2. vψ+i x =
[
x
]
✲i+1✻
i
3. hψ−i x =
[
x
]
✲i+1✻
i
4. hψ+i x =
[
x
]
✲i+1✻
i
30
Notation
One sets θ−i =
vψ−i+1
vψ+i . This operator plays a central roˆle in the sequel.
Proposition 7.1 expresses the elementary moves using the notation of the previous para-
graph (only the operators used in the sequel are calculated).
Proposition 7.1. Let
x =
A B
C
G
=⇒
D
E F
be an element of ωCat(I3, C). Then one has
vψ+1 x =
A B
C
G
=⇒
D
E F
vψ+2 x =
A B
C
G
=⇒
D
E F
vψ−2 x =
A B
C
G
=⇒
D
E F
vψ−1 x = A B
C
G
=⇒
D
E F
hψ−1 x =
A
B
C
G
=⇒
D
E F
hψ−2 x =
A B
C
G
=⇒
D
E F
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θ−1 x =
A B
C G
=⇒
D
E F
Proof. One has vψ+i x = Γ
+
i ∂
−
i x+i x. Therefore
∂−1
vψ+1 x = ǫ1∂
−
1 ∂
−
1 x
∂+1
vψ+1 (x) = ∂
+
1 x
∂−2
vψ+1 x = ǫ1∂
−
1 ∂
−
1 x+1 ∂
−
2 x
∂+2
vψ+1 x = ∂
−
1 x+1 ∂
+
2 x
∂±3
vψ+1 x = ∂
±
3 Γ
+
1 ∂
−
1 x+1 ∂
±
3 x
So one has
vψ+1 x =
A B
C
G
=⇒
D
E F
And
∂−1
vψ+2 x = Γ
+
1 ∂
−
1 ∂
−
2 x+1 ∂
−
1 x
∂−2
vψ+2 x = ǫ2∂
−
2 ∂
−
2 x
∂−3
vψ+2 x = ǫ2∂
−
2 x+2 ∂
−
3 x
∂+1
vψ+2 x = Γ
+
1 ∂
+
1 ∂
−
2 x+1 ∂
+
1 x
∂+2
vψ+2 x = ∂
+
2 x
∂+3
vψ+2 x = ∂
−
2 x+2 ∂
+
3 x
Consequently one has
vψ+2 x =
A B
C
G
=⇒
D
E F
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One has vψ−i x = x+i Γ
−
i ∂
+
i x. Therefore
∂−1
vψ−2 x = ∂
−
1 x+1 ∂
−
1 Γ
−
2 ∂
+
2 x
∂+1
vψ−2 x = ∂
+
1 x+1 ∂
+
1 Γ
−
2 ∂
+
2 x
∂−2
vψ−2 x = ∂
−
2 x
∂+2
vψ−2 x = ǫ2∂
+
2 ∂
+
2 x
∂−3
vψ−2 x = ∂
−
3 x+2 ∂
+
2 x
∂+3
vψ−2 x = ∂
+
3 x+2 ǫ2∂
+
2 ∂
+
2 x
So
vψ−2 x =
A B
C
G
=⇒
D
E F
And
∂−1
vψ−1 x = ∂
−
1 x
∂+1
vψ−1 x = ǫ1∂
+
1 ∂
+
1 x
∂−2
vψ−1 x = ∂
−
2 x+1 ∂
+
1 x
∂+2
vψ−1 x = ∂
+
2 x+1 ǫ1∂
+
1 ∂
+
1 x
∂−3
vψ−1 x = ∂
−
3 x+1 Γ
−
1 ∂
−
2 ∂
+
1 x
∂+3
vψ−1 x = ∂
+
3 x+1 Γ
−
1 ∂
+
2 ∂
+
1 x
therefore
vψ−1 x = A B
C
G
=⇒
D
E F
One has hψ−1 x = x+2 Γ
−
1 ∂
+
2 x. Then
∂−1
hψ−1 x = ∂
−
1 x+1 ∂
+
2 x
∂+1
hψ−1 x = ∂
+
1 x
∂−2
hψ−1 x = ∂
−
2 x
∂+2
hψ−1 x = ǫ1∂
+
1 ∂
+
2 x
∂−3
hψ−1 x = ∂
−
3 x+2 Γ
−
1 ∂
−
2 ∂
+
2 x
∂+3
hψ−1 x = ∂
+
3 x+2 Γ
−
1 ∂
+
2 ∂
+
2 x
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So
hψ−1 x =
A
B
C
G
=⇒
D
E F
One has hψ−2 x = x+3 Γ
−
2 ∂
+
3 x. Therefore
∂−1
hψ−2 x = ∂
−
1 x+2 Γ
−
1 ∂
−
1 ∂
+
3 x
∂+1
hψ−2 x = ∂
+
1 x+2 Γ
−
1 ∂
+
1 ∂
+
3 x
∂−2
hψ−2 x = ∂
−
2 x+2 ∂
+
3 x
∂+2
hψ−2 x = ∂
+
2 x+2 ǫ2∂
+
2 ∂
+
3 x
∂−3
hψ−2 x = ∂
−
3 x
∂+3
hψ−2 x = ∂
+
3 Γ
−
2 ∂
+
3 x = ǫ2∂
+
2 ∂
+
3 x
so
hψ−2 =
A B
C
G
=⇒
D
E F
Now let us calculate θ−1 x. One has
θ−1 x =
vψ−2
vψ+1 x
= vψ−2
A B
C
G
=⇒
D
E F
=
A B
C G
=⇒
D
E F
The following proposition describes some of the commutation relations satisfied by the
previous operators, the differential maps and the connection maps.
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Proposition 7.2. The following equalities hold (with α ∈ {−,+}) :
∂αj
vψ−i =
{
vψ−i−1∂
α
j if j < i
vψ−i ∂
α
j if j > i+ 1
(1)
∂αj
hψ−i =
{
hψ−i−1∂
α
j if j < i
hψ−i ∂
α
j if j > i+ 1
(2)
∂αj θ
−
i =
{
θ−i−1∂
α
j if j < i
θ−i ∂
α
j if j > i+ 2
(3)
θ−i Γ
−
j =
{
Γ−j θ
−
i−1 if j < i
Γ−j θ
−
i if j > i+ 2
(4)
∂−i
vψ−i = ∂
−
i (5)
∂+i
vψ−i = ǫi∂
+
i ∂
+
i (6)
∂−i+1
vψ−i = ∂
−
i+1 +i ∂
+
i (7)
∂+i+1
vψ−i = ∂
+
i+1 (8)
∂−i
hψ−i = ∂
−
i +i ∂
+
i+1 (9)
∂+i
hψ−i = ∂
+
i (10)
∂−i+1
hψ−i = ∂
−
i+1 (11)
∂+i+1
hψ−i = ǫi∂
+
i ∂
+
i+1 (12)
∂−i θ
−
i = Γ
−
i ∂
−
i ∂
−
i (13)
∂+i θ
−
i =
vψ−i ∂
+
i (14)
∂−i+1θ
−
i = ∂
−
i+1 (15)
∂+i+1θ
−
i = ǫi+1∂
+
i+1∂
−
i +i ǫi+1∂
+
i+1∂
+
i+1 (16)
∂−i+2θ
−
i =
[
∂−i+2 ∂
+
i+1
∂−i
]
✲i+1✻
i
(17)
∂+i+2θ
−
i =
vψ+i ∂
+
i+2 (18)
θ−i Γ
−
i = Γ
−
i+1 (19)
θ−i Γ
−
i+1 = Γ
−
i+1 (20)
Proof. Equalities (1), (2), (3) and (4) are obvious. Equalities from (5) to (12) are immediate
consequences of the definitions. With Proposition 7.1, one sees that
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∂−1 θ
−
1 = Γ
−
1 ∂
−
1 ∂
−
1
∂+1 θ
−
1 =
vψ−1 ∂
+
1
∂−2 θ
−
1 = ∂
−
2
∂+2 θ
−
1 = ǫ2∂
+
2 ∂
−
1 +1 ǫ2∂
+
2 ∂
+
2
∂−3 θ
−
1 =
[
∂−3 ∂
+
2
∂−1
]
✲2✻
1
∂+3 θ
−
1 =
vψ+1 ∂
+
3
For a given x, the above equalities are equalities in the free cubical ω-category generated
by x. Therefore, they depend only on the relative position of the indices 1, 2 and 3 with
respect to one another. Therefore, we can replace each index 1 by i, each index 2 by i+ 1
and each index 3 by i+ 2 to obtain the required formulae.
In the same way, it suffices to prove the last two formulae in lower dimension and for
i = 1. One has
θ−1 Γ
−
1 x = θ
−
1 x
x(00)
=⇒ x
=
x x(00)
=⇒ x
= Γ−2 x
and
θ−1 Γ
−
2 x = θ
−
1
x x(00)
=⇒ x
=
x
x(00)
=⇒ x
= Γ−2 x
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Theorem 7.3. Set vΨ−k =
vψ−k . . .
vψ−1 and
hΨ−k =
hψ−k . . .
hψ−1 . Then for n > 2 and
1 6 i 6 n, one has
∂+i (
vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1) = ǫ
n−1
1 (∂
+
1 )
n.
Proof. It is obvious for n = 2. We are going to make an induction on n. Let n > 2 and
1 6 i 6 n. Then
∂+i (
vΨ−1
hΨ−1 ) . . . (
vΨ−n
hΨ−n )
= ǫn−11 (∂
+
1 )
n(vΨ−n
hΨ−n )
= ǫn−11 (∂
+
1 )
n−1 vΨ−n−1ǫ1∂
+
1 ∂
+
1
hΨ−n
= ǫn−11 (∂
+
1 )
n−2 vΨ−n−2(ǫ1∂
+
1 ∂
+
1 )
2 hΨ−n
= (. . . )
= ǫn−11 (ǫ1∂
+
1 ∂
+
1 )
n hΨ−n
= ǫn1 (∂
+
1 )
n+1 hΨ−n
The equality
∂+i (
vΨ−1
hΨ−1 ) . . . (
vΨ−n
hΨ−n )x = ǫ
n
1 (∂
+
1 )
n+1 hΨ−n x
makes sense if x is a (n + 1)-cube. And in this case, ǫn1 (∂
+
1 )
n+1 hΨ−nx is 0-dimensional
and ǫn1 (∂
+
1 )
n+1 hΨ−n x = ǫ
n
1 (∂
+
1 )
n+1x. This equality holds in the free cubical ω-category
generated by x, and therefore
ǫn1 (∂
+
1 )
n+1 hΨ−n = ǫ
n
1 (∂
+
1 )
n+1.
Now suppose that i = n+ 1. Then
∂+n+1(
vΨ−1
hΨ−1 ) . . . (
vΨ−n
hΨ−n )
= (vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)∂
+
n+1(
vΨ−n
hΨ−n )
= (vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)(
vΨ−n−1∂
+
n+1
hΨ−n )
= (vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)
vΨ−n−1∂
+
n+1(
hψ−n . . .
hψ−1 )
= (vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)
vΨ−n−1ǫn∂
+
n ∂
+
n+1(
hψ−n−1 . . .
hψ−1 )
= (vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)
vΨ−n−1ǫn∂
+
n (
hψ−n−1 . . .
hψ−1 )∂
+
n+1
= (vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)
vΨ−n−1ǫnǫn−1∂
+
n−1∂
+
n (
hψ−n−2 . . .
hψ−1 )∂
+
n+1
= (vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)
vΨ−n−1ǫnǫn−1∂
+
n−1(
hψ−n−2 . . .
hψ−1 )∂
+
n ∂
+
n+1
= (. . . )
= (vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)
vΨ−n−1ǫn . . . ǫ1∂
+
1 . . . ∂
+
n+1
= (ǫ1)
n(∂+1 )
n+1 for the same reason as above
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Why does the proof of Theorem 7.3 work
The principle of the proof of Theorem 7.3 is the following observation (see in [AABS00]) :
let f1, . . . , fn be n operators such that (the product notation means the composition)
1. for any i, one has fifi = fi (the operators fi are idempotent)
2. |i− j| > 2 implies fifj = fjfi
3. fifi+1fi = fi+1fifi+1 for any i
Then the operator F = f1(f2f1) . . . (fnfn−1 . . . f1) satisfies fiF = F for any i. This means
that F enables to apply all fi a maximal number of times. It turns out that the operators
vψ±i and
hψ±i satisfy the above relations :
Proposition 7.4. The operators vψαi and
hψβj are idempotent. Moreover for any i ≥ 1
and any j ≥ 1, with |i− j| ≥ 2, the following equalities hold :
vψαi
hψβj =
hψβj
vψαi for α ∈ {−,+} (21)
vψαi
hψαi =
hψαi
vψαi for α ∈ {−,+} (22)
hψαi+1
vψαi =
vψαi
hψαi+1 for α ∈ {−,+} (23)
aψαi
aψαi+1
aψαi =
aψαi+1
aψαi
aψαi+1 for a ∈ {v, h} and α ∈ {−,+} (24)
Proof. Equalities 21 and 22 are obvious.
For the sequel, one can suppose α = −. In the cubical singular nerve of an ω-category,
two elements A and B of the same dimension n are equal if and only if A(0n) = B(0n) and
for 1 ≤ k ≤ n and α ∈ {−,+}, one has ∂αkA = ∂
α
kB.
Now we want to prove Equality 23. Since (vψαi x)(0n) = (
hψαi x)(0n) = x(0n), then
hψαi+1
vψαi x =
vψαi
hψαi+1x for any x of dimension n (Pn) is equivalent to ∂
β
k
hψαi+1
vψαi x =
∂βk
vψαi
hψαi+1x for 1 ≤ k ≤ n and β ∈ {−,+}(Ek,n). Proposition 7.2 implies that Pn−1 =⇒
Ek,n for k < i or k > i+ 2. For k ∈ {i, i + 1, i+ 2}, proving Equality Ek,n is equivalent to
proving it for the case i = 1 and to replacing each index 1 by i, each index 2 in by i+1 and
each index 3 by i+2. And in the case i = 1, the equality is a calculation in the free cubical
ω-category generated by x. So we can suppose that x is of dimension as low as possible.
In our case, this equality makes sense if x is 3-dimensional. Therefore it suffices to verify
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Equality 23 in dimension 3 for i = 1. And one has
hψ−2
vψ−1
A B
C
G
=⇒
D
E F
= hψ−2 A B
C
G
=⇒
D
E F
= A B
C
G
=⇒ D
E F
= vψ−1
A B
C
G
=⇒
D
E F
= vψ−1
hψ−2
A B
C
G
=⇒
D
E F
In the same way, to prove Equality 24, it suffices to prove it for i = 1 and in the
3-dimensional case. And one has
vψ−1
vψ−2
vψ−1
A B
C
G
=⇒
D
E F
= vψ−1
vψ−2 A B
C
G
=⇒
D
E F
= vψ−1 A B
C
G
=⇒ D
E F
=
A B
C
G
=⇒
D
E F
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and
vψ−2
vψ−1
vψ−2
A B
C
G
=⇒
D
E F
= vψ−2
vψ−1
A B
C
G
=⇒
D
E F
= vψ−2 A B
C
G
=⇒
D
E F
=
A B
C
G
=⇒
D
E F
In the same way, one can verify that
hψ−2
hψ−1
hψ−2
A B
C
G
=⇒
D
E F
= hψ−1
hψ−2
hψ−1
A B
C
G
=⇒
D
E F
=
A
B
C
G
=⇒
D
E F
Theorem 7.5. For any n > 2, Φ−n is a composition of
vψ−i ,
hψ−i and θ
−
i .
Proof. It is easy to see that Φ−2 =
vψ−1
hψ−1 =
hψ−1
vψ−1 . Now we suppose that n > 3.
Set Θn−2k = θ
−
k . . . θ
−
n−2.
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We are going to prove that
Φ−n = Θ
n−2
n−2Θ
n−2
n−3 . . .Θ
n−2
1 (
vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)
by verifying that the second member satisfies the characterization of Theorem 6.11. Let
x ∈ ωCat(In, C)−. Theorem 7.3 implies that for 1 6 i 6 n, the dimension of
∂+i (
vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)x
is zero (or equivalently that it belongs to the image of ǫn−11 ). With Proposition 7.2, one
gets
∂+i Θ
n−2
n−2Θ
n−2
n−3 . . .Θ
n−2
1 (
vΨ−1
hΨ−1 ) . . . (
vΨ−n−1
hΨ−n−1)x ∈ Im(ǫ
n−1
1 )
for 1 6 i 6 n. It remains to prove that for 1 6 k 6 n− 2,
∂−k Θ
n−2
n−2Θ
n−2
n−1 . . .Θ
n−2
1 y ∈ Im(Γ
−
n−2 . . .Γ
−
k )
for any y ∈ ωCat(In, C)−. One has
∂−k Θ
n−2
n−2Θ
n−2
n−3 . . .Θ
n−2
1 y
=
(
Θn−3n−3 . . .Θ
n−3
k
)
∂−k Θ
n−2
k z with z = Θ
n−2
k−1 . . .Θ
n−2
1 y
=
(
Θn−3n−3 . . .Θ
n−3
k
)
Γ−k ∂
−
k ∂
−
k Θ
n−2
k+1z
= Γ−n−2
(
Θn−4n−4 . . .Θ
n−4
k
)
∂−k Θ
n−3
k ∂
−
k z
= (. . . )
=
(
Γ−n−2 . . .Γ
−
k+1
)
∂−k θ
−
k (∂
−
k )
n−2−kz
=
(
Γ−n−2 . . .Γ
−
k
)
(∂−k )
n−kz
The operators vψ±i ,
hψ±i and θ
−
i for 1 6 i 6 n− 1 and Φ
−
n induce natural transforma-
tions of set-valued functors from ωCat(In,−)− to itself.
7.1 Conjecture
Let f be an ω-functor from In to itself such that f(0n) = 0n and such that the corresponding
natural transformation from ωCat(In,−) to itself induces a natural transformation Φ− from
ωCat(In,−)− to itself. Then Φ− is a composition of vψ−i ,
hψ−i and θ
−
i for 1 6 i 6 n− 1.
7.2 Conjecture
Let Φ be a natural transformation from ωCat(In,−) to itself such that the corresponding
functor (Φ)∗ from In to itself satisfies (Φ)∗(0n) = 0n. Then Φ is a composition of
vψ±i
and hψ±i for 1 6 i 6 n− 1.
By Yoneda, the operators vψ±i and
hψ±i for 1 6 i 6 n − 1 induce ω-functors from I
n
to itself denoted by (vψ±i )
∗ and (hψ±i )
∗. The dual conjecture is then
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7.3 Conjecture
Let f be an ω-functor from In to itself such that f(0n) = 0n. Then f is a composition of
(vψ±i )
∗ and (hψ±i )
∗.
8 Comparison of x and Φ−n (x) in the reduced branching com-
plex
This section is devoted to proving that for any x ∈ ωCat(In, C)−, x and Φ−n (x) are T-
equivalent.
Proposition 8.1. For any i > 1 and any n > 2, if x ∈ ωCat(In, C)−, then hψ−i (x) and x
are T-equivalent.
Proof. First let us make the proof for i = 1 and n = 2. Let us consider the following
ω-functor from I3 to C :
y1 =
x
x(00)
=⇒ x
Then ∂−y1 =
hψ−1 (x)− x+ t1 where t1 is a thin element. Therefore x and
hψ−1 (x) are
T-equivalent.
We claim that the above construction is sufficient to prove that x and hψ−1 (x) are
T-equivalent for any x ∈ ωCat(In, C)− and for any n > 2. The labeled 3-cube y1 is actually
a certain thin 3-dimensional element of the cubical ω-category N(C) and it corresponds
to the filling of a thin 2-shell. So
y1 = f1(ǫ1x, ǫ2x, ǫ3x,Γ
−
1 x,Γ
−
2 x,Γ
+
1 x,Γ
+
2 x)
where f1 is a function which only uses the operators +1, +2, and +3. In this particular
case, f1 could be of course calculated. But it will not be always possible in the sequel to
make such a calculation : this is the reason why no explicit formula is used here. And one
has ∂−2 f1(x) = x, ∂
−
3 f1(x) =
hψ−1 (x) and all other 2-faces ∂
α
i f1(x) are (necessarily) thin 2-
faces. The equalities ∂−2 f1(x) = x and ∂
−
3 f1(x) =
hψ−1 (x) do not depend on the dimension
of x. Therefore for any x ∈ ωCat(In, C)− and for any n ≥ 2, one gets ∂−y1 =
hψ−1 (x)−x+t
where t is a linear combination of thin elements.
Now we want to explain that the above construction is also sufficient to prove that x
and hψ−i (x) are T-equivalent for any i ≥ 1 and any x ∈ ωCat(I
n, C)− and for any n > 2.
The equalities ∂−2 f1(x) = x and ∂
−
3 f1(x) =
hψ−1 (x) do not depend on the absolute values
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1, 2 3. But only on the relative values 1 = 3 − 2, 2 = 3 − 1 and 3 = 3 − 0. So let us
introduce a labeled (n+1)-cube yi = fi(x) by replacing in f1 any index 1 in by i, any index
2 by i+1 and any index 3 by i+2. Then one gets a thin (n+1)-cube yi = fi(x) such that
∂−i+1fi(x) = x and ∂
−
i+2fi(x) =
hψ−i (x).
If the reader does not like this proof and prefers explicit calculations, it suffices to notice
that y1 =
hψ−1 Γ
−
2 x by Proposition 7.1. Set yi =
hψ−i Γ
−
i+1x. Then
∂−(yi) =
∑
j<i
(−1)j+1 hψ−i−1Γ
−
i ∂
−
j x+ (−1)
i+1(Γ−i ∂
−
i x+i ǫi+1∂
+
i+1x) +
(−1)i+2(x− hψ−i x) +
∑
j>i+2
(−1)j+1 hψ−i Γ
−
i+1∂
−
j−1x
and one completes the proof by an easy induction on the dimension of x(0n).
Proposition 8.2. For any i > 1 and any n > 2, if x ∈ ωCat(In, C)−, then vψ−i (x) and x
are T-equivalent.
Proof. It suffices to make the proof for i = 1 and n = 2. And to consider the following thin
3-cube
x
x(00)
=⇒ x
Notice that the above 3-cube is exactly vψ−2 Γ
−
1 x by Proposition 7.1.
Proposition 8.3. For any i > 1 and any n > 3, if x ∈ ωCat(In, C)−, then θ−i (x) and x
are T-equivalent.
Proof. It suffices to make the proof for i = 1 and n = 3. Set
x =
A B
C
G
=⇒
D
E F
One has already seen that
θ−1 x =
A B
C G
=⇒
D
E F
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It suffices to construct a thin 4-cube y such that ∂−3 y = x and ∂
−
2 y = θ
−
1 x. If the 4-cube
is conventionally represented by Figure 5, the thin ¡¡¡¡¡¡¡ coin.tex labeled 4-cube of Figure 6
with 00+0 7→ (∂+2 ∂
−
1 x +1 ∂
+
2 ∂
+
2 x)(0) meets the requirement. ======= labeled 4-cube
of Figure 6 with 00+0 7→ (∂+2 ∂
−
1 x+1 ∂
+
2 ∂
+
2 x)(0) meets the requirement. ¿¿¿¿¿¿¿ 1.19 The
latter labeled 4-cube can be defined as the unique thin 4-cube ω(x) which fills the 3-shell
defined by
∂−1 ω(x) = Γ
−
2 ∂
−
1 x
∂−2 ω(x) = θ
−
1 (x)
∂−3 ω(x) = x
∂−4 ω(x) =
[
Γ−2 ∂
−
3 x ǫ2∂
+
2 x
Γ−1 Γ
+
1 ∂
−
1 ∂
+
2 x+2 ǫ1Γ
−
1 ∂
−
1 ∂
+
2 x Γ
−
1 ∂
−
1 x
]
✲3✻
1
∂+1 ω(x) =
vψ−2 Γ
−
1 ∂
+
1 x
∂+2 ω(x) = Γ
−
2 ∂
+
2 x
∂+3 ω(x) = ǫ3(Γ
−
1 ∂
+
2 ∂
−
1 x+1 ǫ2∂
+
2 ∂
+
2 x)
∂+4 ω(x) =
vψ+2 Γ
−
2 ∂
+
3 x
Corollary 8.4. For any n > 2, for any x ∈ ωCat(In, C)−, x and Φ−n (x) are T-equivalent
and Φ−n is the identity map on the reduced branching complex.
We have proved that for any x ∈ ωCat(In, C)−, there exists t1 ∈ Mn and t2 ∈ Mn+1
such that Φ−n (x)−x = t1+∂
−t2. The proofs of this section use only calculations in the free
cubical ω-category generated by x. This means that t1 and t2 can be formulated in terms
of expressions in the same cubical ω-category. And so this means that t1 and t2 are linear
combinations of expressions which use only x as variable and the operators ∂±i , Γ
±
i , ǫi and
+i. With Theorem 7.5 which allows to consider Φ
−
n like an operator defined in any cubical
ω-category, one sees that Corollary 8.4 does make sense in an appropriate cubical setting.
Moreover the terms t1 and t2 being elements of the free cubical ω-category generated by x,
then t1 and t2 depend in a functorial way on x.
9 Folding operations and composition maps
Theorem 9.1. Let x and y be two n-morphisms of C with n > 2.
1. if x∗n−1 y exists, then 
−
n (x∗n−1 y)−
−
n (x)−
−
n (y) is a boundary in the normalized
chain complex of the branching simplicial nerve of C. Moreover, −n (x ∗n−1 y) is
T-equivalent to −n (x) +
−
n (y).
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Figure 5: 2 -categorical representation of the 4 -cube
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Figure 6: A labeled 4-cube
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2. if 1 6 p 6 n− 2, then −n (x ∗p y) is T-equivalent to 
−
n (x) +
−
n (y).
Proof. Let us denote by P (h) the following property :
“for any n > 2 and with p = n−h > 1, for any n-morphisms x and y of any ω-category
C such that x∗py exists, there exists a thin n-cube A
n
p (x, y) and a thin (n+1)-cube B
n
p (x, y)
which lie in the cubical singular nerve of the free globular ω-category generated by x and
y, and even in its branching nerve, such that

−
n (x ∗p y) = 
−
n (x) +
−
n (y) +A
n
p (x, y) + ∂
−Bnp (x, y)
in the normalized branching complex (i.e. the equality holds modulo degenerate elements
of the branching simplicial nerve) and such that for any (n + 1)-morphisms u and v,
Anp (snu, snv) = A
n
p (tnu, tnv).”
Since
∂−
(

−
n (x ∗n−1 y)−
−
n (x)−
−
n (y)
)
= −n−1(sn−1x)−
−
n−1(tn−1y)
−−n−1(sn−1x) +
−
n−1(tn−1x)−
−
n−1(sn−1y) +
−
n−1(tn−1y)
= −n−1(tn−1x)−
−
n−1(sn−1y) = 0
in the normalized chain complex of the branching simplicial nerve, then −n (x ∗n−1 y) −
−n (x) − 
−
n (y) is a cycle in the branching homology of the free globular ω-category D
generated by two n-morphisms such that tn−1x = sn−1y. The ω-category D is of length at
most one and non-contracting. Therefore its branching nerve coincides with the simplicial
nerve of PD, the latter being the globular ω-category freely generated by the composable
pasting scheme whose total composition is X ∗n−2 Y where X and Y are two (n − 1)-
dimensional cells. Therefore this simplicial nerve is contractible. Consequently there exists
Bnn−1(x, y) lying in the cubical singular nerve of D (and also in its branching nerve) such
that

−
n (x ∗n−1 y)−
−
n (x)−
−
n (y) = ∂
−Bnn−1(x, y).
The (n+1)-cube Bnn−1(x, y) is necessarily thin because there is no morphism of dimension
n + 1 in D. By setting Ann−1(x, y) = 0, we obtain P (1). We are going to prove P (h) by
induction on h. Suppose P (h) proved for h > 1. Then
∂−(−n (x ∗n−h−1 y)−
−
n (x)−
−
n (y)−B
n−1
n−h−1(sn−1x, sn−1y)
+Bn−1n−h−1(tn−1x, tn−1y))
=
(
−n (sn−1x ∗n−h−1 sn−1y)−
−
n (sn−1x)−
−
n (sn−1y)− ∂
−Bn−1n−h−1(sn−1x, sn−1y)
)
−
(

−
n (tn−1x ∗n−h−1 tn−1y)−
−
n (tn−1x)−
−
n (tn−1y)− ∂
−Bn−1n−h−1(tn−1x, tn−1y)
)
= An−1n−h−1(sn−1x, sn−1y)−A
n−1
n−h−1(tn−1x, tn−1y) by induction hypothesis
= 0 again by induction hypothesis
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Therefore we can set Ann−h−1(x, y) = B
n−1
n−h−1(sn−1x, sn−1y)−B
n−1
n−h−1(tn−1x, tn−1y) and we
have
Ann−h−1(snu, snv)−A
n
n−h−1(tnu, tnv)
= Bn−1n−h−1(sn−1snu, sn−1snv)−B
n−1
n−h−1(tn−1snu, tn−1snv)
−Bn−1n−h−1(sn−1tnu, sn−1tnv) +B
n−1
n−h−1(tn−1tnu, tn−1tnv)
= 0
because of the globular equations. So we get a thin n-cube Ann−h−1(x, y) such that
−n (x ∗n−h−1 y)−
−
n (x)−
−
n (y)−A
n
n−h−1(x, y)
is a cycle in the normalized chain complex associated to the branching simplicial nerve
of C. This cycle lies in the branching nerve of the free ω-category generated by two n-
morphisms x and y such that tn−h−1x = sn−h−1y. This ω-category is of length at most one
and non-contracting. Therefore its branching nerve is isomorphic to the simplicial nerve
of the globular ω-category freely generated by the composable pasting scheme whose total
composition is X ∗n−h−2 Y where X and Y are two (n− 1)-dimensional cells. Therefore it
is contractible. Therefore there exists Bnn−h−1(x, y) such that

−
n (x ∗n−h−1 y)−
−
n (x)−
−
n (y)−A
n
n−h−1(x, y) = ∂
−Bnn−h−1(x, y).
The cube Bnn−h−1(x, y) is necessarily thin because there is no morphism of dimension n+1
in the cubical sub-ω-category generated by x and y. And P (h+ 1) is proved.
It turns out that the (n + 1)-cube Bnn−1(x, y) can be explicitly calculated. One can
easily verify that
Bnn−1(x, y)
−
h = Γ
−
n−1Γ
−
n−2 . . .Γ
−
h
−
h d
(−)h
h x
for 1 ≤ h 6 n− 2 (observe that in this case, d
(−)h
h x = d
(−)h
h y),
Bnn−1(x, y)
−
n−1 = 
−
n y
Bnn−1(x, y)
−
n = 
−
n (x ∗n−1 y)
Bnn−1(x, y)
−
n+1 = 
−
nx
and for all i between 1 and n+ 1,
Bnn−1(x, y)
+
i = 
−
n t0x
is a solution. It suffices to prove that (Bnn−1(x, y)
±
i )16i6n+1 is a thin n-shell.
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Theorem 9.2. Let C be a non-contracting ω-category. Let x and y be two elements of
ωCat(In, C) such that x+jy exists for some j between 1 and n and such that dim(x(0n)) ≥ 1,
dim(y(0n)) ≥ 1 and dim((x +j y)(0n)) ≥ 1. Then Φ
−
n (x +j y) is T-equivalent to Φ
−
n (x) or
Φ−n (y) or to Φ
−
n (x) + Φ
−
n (y). If x is itself in the branching complex, then Φ
−
n (x +j y) is
T-equivalent to x.
Remark
The hypotheses about the dimension of x(0n), y(0n) and (x +j y)(0n) are only to ensure
that Φ−n (x), Φ
−
n (y) and Φ
−
n (x +j y) are in the branching nerve. The hypothesis about
the dimension of (x+j y)(0n) is necessary because we do not assume that 1-morphisms in
non-contracting ω-categories are not invertible. In dimension 1, the case x(0) ∗0 y(0) =
(x+1 y)(0) ∈ C0 may happen.
Proof. By definition, one has Φ−n (x+j y) = 
−
n ((x+j y)(0n)). If C was equal to the globular
sub-ω-category generated by
X = {x(k1 . . . kn), k1 . . . kn ∈ cub
n} ∪ {y(k1 . . . kn), k1 . . . kn ∈ cub
n}
then x+j y still would exist in the cubical singular nerve. Therefore, (x +j y)(0n) can be
written as an expression using only the composition laws ∗n of C and the variables of X and
moreover, the variables x(0n) and y(0n) can appear at most once. By Theorem 9.1, 
−
n ((x+j
y)(0n)) is therefore T-equivalent to 
−
n (x(0n)), 
−
n (y(0n)) or 
−
n (x(0n)) +
−
n (y(0n)).
Now suppose that x ∈ ωCat(In, C)−. Let z = Γ−j x +j ǫj+1y ∈ ωCat(I
n+1, C)−. Then
∂−j z = x, ∂
−
j+1z = x+j y and ∂
+
j+1z = y. Since z is a thin element, then all other faces ∂
±
k z
are thin (this can be verified directly by easy calculations). Therefore ∂−z is T-equivalent
to ±(x+j y − x). As illustration, let us notice that for j = 1 and n = 2, z is equal to
y
x
(x+1 y)(00)
=⇒
y
x
Theorem 9.3. Let x and y be two morphisms of a non-contracting ω-category C such that
x ∗0 y exists such that x and x ∗0 y are of dimension lower than n and of dimension strictly
greater than 0. Then −n (x ∗0 y) is T-equivalent to 
−
n (x).
Proof. We need, only for this proof, the operator +n introduced in [Gau00]. One has
∂+1 
−
n (x) = ǫ
n−1
1 0(t0x)
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and
∂−1 
+
n (y) = ǫ
n−1
1 0(s0y).
Therefore −n (x)+1
+
n (y) exists and is T-equivalent to 
−
n (x) by Theorem 9.2. If we work
in the ω-category generated by x and y, then −n (x)+1
+
n (y) is a well-defined element of the
branching simplicial nerve of D. And D is the free ω-category generated by a composable
pasting scheme whose total composition is x ∗0 y. Since union means composition in such a
ω-category, then necessarily (−n (x) +1 
+
n (y)) (0n) = x ∗0 y. Since Φ
−
n is the identity map
on the reduced branching complex, then −n (x)+1
+
n (y) is T-equivalent to 
−
n (x∗0 y).
The preceding formulae suggest another way of defining the reduced branching homol-
ogy.
Proposition 9.4. Set
CF−n (C) = ZCn/{x ∗0 y = x, x ∗1 y = x+ y, . . . , x ∗n−1 y = x+ y mod Ztrn−1C}.
Then sn−1 − tn−1 from CF
−
n (C) to CF
−
n−1(C) for n > 2 and s0 from CF
−
1 (C) to CF
−
0 (C)
induce a differential map ∂−f on the N-graded group CF
−
∗ (C) and the chain complex one gets
is called the formal branching complex. The associated homology is denoted by HF−n (C) and
is called the formal branching homology.
Proof. Obvious.
A relation like x ∗0 y = x mod Ztrn−1C means that if x is for example a p-morphism for
p < n and y a n-morphism such that x ∗0 y exists, then in CF
−
n (C), x ∗0 y = 0.
Proposition 9.5. Let C be a non-contracting ω-category. The linear map −n from ZCn to
CR−n (C) induces a surjective morphism of chain complexes and therefore a morphism from
HF−∗ (C) to HR
−
∗ (C).
Proof. One has in the reduced branching complex −n (x∗0 y) = 
−
n (x) and 
−
n (x∗p y−x−
y) = 0 therefore −n induces a linear map from CF
−
n (C) to CR
−
n (C). And 
−
n−1(∂
−
f (x)) =

−
n−1(sn−1 − tn−1)(x) = ∂
−−n (x). Since Φ
−
n is the identity map on CR
−
n (C), then CR
−
n (C)
is generated by the −n (x) where x runs over Cn. Therefore the induced morphism of chain
complexes is surjective.
9.1 Question
When is the preceding map a quasi-isomorphism ?
The meaning of the results of this section is that one homology class in branching
homology corresponds really to one branching area. Here are some simple examples to
understand this fact.
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Figure 7: Another 1-dimensional branching area
Figure 1 represents a 1-dimensional branching area. This branching area corresponds
to one element in the reduced branching homology, that is
1(u)−1(w) = 1(u ∗0 v)−1(w) = 1(u)−1(w ∗0 x) = 1(u ∗0 v)−1(w ∗0 x)
in homology. In fact, it even corresponds to one cycle in the reduced branching complex.
The reason why it is more appropriate to work anyway with cycles modulo boundaries, and
not only with cycles modulo boundaries of thin elements is illustrated in Figure 7. The two
cycles 1(u) − 1(v) and 1(u) − 1(w) are in the same homology class as soon as u is
homotopic to v.
These observations can be generalized in higher dimension but they are more difficult
to draw. If u is a n-morphism, then, by definition of −n , 
−
n (u) is an homotopy between

−
n−1sn−1u and 
−
n−1tn−1u in the branching simplicial nerve. Figure 8 is an analogue of Fig-
ure 1 in dimension 2. Figure 8 represents a 2-dimensional branching area. In the branching
complex, it corresponds to the cycles (A)−(F )+(I), (A,B,C,D)−(E,F,G,H)+(I, J,K,L),
(A)− (F,H)+ (I,K), etc. In the reduced branching complex, there are even more possible
cycles which correspond to this branching area. For example (A,D)− (E,F )+ (I, J,K,L),
(A) − (E,F ) + (I, J), etc. In the branching homology, all these cycles are equivalent and
therefore there is really one homology class which corresponds to one branching area. Or
in other terms, the homology class does not depend on a cubification of the HDA.
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Figure 8: A 2-dimensional branching area
10 Folding operations and differential map
Now we explore the relations between the folding operators and the differential map of the
branching complex.
Proposition 10.1. Let x be an element of ωCat(In, C)−. Then

−
n−1(sn−1 − tn−1)(x(0n)) = 
−
n−1(∂
−x)(0n−1) =
n∑
p=1
(∂−p x)(0n−1)
in CR−n−1(C).
Proof. Since Φ−n induces the identity map on CR
−
n (C), then Φ
−
n−1∂
− = ∂−Φ−n = ∂
−. There-
fore

−
n−1(∂
−x)(0n−1) = Φ
−
n−1∂
−x = ∂−Φ−n x = ∂
−

−
n (x(0n)) = 
−
n−1(sn−1 − tn−1)(x(0n)).
Proposition 10.2. In the reduced branching homology of a given ω-category C, one has
1. if x ∈ ωCat(I2, C)−, then −1 (s1x(00)) = 
−
1 x(−0) and 
−
1 (t1x(00)) = 
−
1 x(0−)
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2. if x ∈ ωCat(I3, C)−, then

−
2 (s2x(000)) = 
−
2 x(−00) +
−
2 x(−0−)

−
2 (t2x(000)) = 
−
2 x(0− 0).
Proof. One has

−
1 (s1x(00)) = 
−
1 (s1(x(−0) ∗0 x(0+))) = 
−
1 x(−0)
and

−
1 (t1x(00)) = 
−
1 (s1(x(0−) ∗0 x(+0))) = 
−
1 x(0−).
Now suppose that x ∈ ωCat(I3, C)−. Then

−
2 (s2x(000))
= −2 ((x(−00) ∗0 x(0 + +)) ∗1 (x(−0−) ∗0 x(0 + 0)) ∗1 (x(00−) ∗0 x(+ + 0))))
= −2 (x(−00) ∗0 x(0 + +)) +
−
2 (x(−0−) ∗0 x(0 + 0)) +
−
2 (x(00−) ∗0 x(+ + 0))
So −2 (s2x(000)) = 
−
2 (x(−00)) +
−
2 (x(00−)).
In the same way, one has

−
2 (t2x(000))
= −2 ((x(−− 0) ∗0 x(00+)) ∗1 (x(0 − 0) ∗0 x(+0+)) ∗1 (x(0−−) ∗0 x(+00))))
= −2 (x(− − 0) ∗0 x(00+)) +
−
2 (x(0 − 0) ∗0 x(+0+)) +
−
2 (x(0 −−) ∗0 x(+00))
= −2 (x(0 − 0))
The preceding propositions can be in fact generalized as follows :
Theorem 10.3. Let x be an element of ωCat(In, C)− with n ≥ 2. Then in the reduced
branching complex, one has

−
n−1(sn−1x(0n)) =
∑
162i+16n

−
n−1((∂
−
2i+1x)(0n−1))

−
n−1(tn−1x(0n)) =
∑
162i6n

−
n−1((∂
−
2ix)(0n−1))
Proof. For all n, we have seen that Φ−n induces the identity map on the reduced branching
complex. Therefore for all x ∈ ωCat(In, C)−, Φ−n−1∂
−x = ∂−Φ−nx. The latter equality can
be translated into∑
162i+16n
Φ−n−1(∂
−
2i+1x)−
∑
162i6n
Φ−n−1(∂
−
2ix) = 
−
n−1sn−1x(0n)−
−
n−1tn−1x(0n).
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If the above equality was in ZωCat(In−1, C)−, the proof would be complete. Unfortunately,
we are working in the reduced branching chain complex, and so there exists t1 ∈M
−
n−1 and
t2 ∈M
−
n such that, in ZωCat(I
n−1, C)−
∑
162i+16n
Φ−n−1(∂
−
2i+1x)−
∑
162i6n
Φ−n−1(∂
−
2ix) = 
−
n−1sn−1x(0n)−
−
n−1tn−1x(0n) + t1 + ∂
−t2.
Set t2 =
∑
i∈I λiTi where Ti are thin elements of ωCat(I
n, C)−. Each Ti corresponds to
a thin (n− 1)-cube in the free cubical ω-category generated by the n-cube x which will be
denoted in the same way (see the last paragraph of Section 8). One can suppose that each
Ti(0n) is (n − 1)-dimensional. In the free cubical ω-category generated by x, either Ti is
in the cubical ω-category generated by the ∂
(−)i
i x for 1 6 i 6 n (let us denote this fact by
Ti 6 sn−1x(0n)), or Ti is in the cubical ω-category generated by the ∂
(−)i+1
i x for 1 6 i 6 n
(let us denote this fact by Ti ≤ tn−1x(0n)). Therefore one has
t2 =
∑
i∈I,Ti6sn−1x(0n)
λiTi +
∑
i∈I,Ti6tn−1x(0n)
λiTi.
and
∂−t2 = ∑
i ∈ I, Ti 6 sn−1x(0n)
1 6 j 6 n, ∂−j Ti thin
(−1)j+1λi∂
−
j Ti +
∑
i ∈ I, Ti 6 sn−1x(0n)
1 6 j 6 n, ∂−j Ti non-thin
(−1)j+1λi∂
−
j Ti
+
∑
i ∈ I, Ti 6 tn−1x(0n)
1 6 j 6 n, ∂−j Ti thin
(−1)j+1λi∂
−
j Ti +
∑
i ∈ I, Ti 6 tn−1x(0n)
1 6 j 6 n, ∂−j Ti non-thin
(−1)j+1λi∂
−
j Ti
Because of the freeness of ZωCat(In−1, C)−, one gets∑
162i+16n
Φ−n−1(∂
−
2i+1x) = 
−
n−1sn−1x(0n) +
∑
i ∈ I, Ti 6 sn−1x(0n)
1 6 j 6 n, ∂−j Ti non-thin
(−1)j+1λi∂
−
j Ti
∑
162i6n
Φ−n−1(∂
−
2ix) = 
−
n−1tn−1x(0n)−
∑
i ∈ I, Ti 6 tn−1x(0n)
1 6 j 6 n, ∂−j Ti non-thin
(−1)j+1λi∂
−
j Ti
−t1 =
∑
i ∈ I, Ti 6 sn−1x(0n)
1 6 j 6 n, ∂−j Ti thin
(−1)j+1λi∂
−
j Ti +
∑
i ∈ I, Ti 6 tn−1x(0n)
1 6 j 6 n, ∂−j Ti thin
(−1)j+1λi∂
−
j Ti
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11 Some consequences for the reduced branching homology
The following result generalizes the invariance result of [Gau00] for the branching homology
theory.
Proposition 11.1. Let f and g be two non-contracting ω-functors from C to D satisfying
the following conditions :
• for any 0-morphism x, f(x) = g(x)
• for any n-morphism x, f(x) and g(x) are two homotopic morphisms (and so of the
same dimension).
Then for any n > 0, HR±n (f) = HR
±
n (g).
Proof. Consider the case of the reduced branching homology. Let x ∈ CR−n (C). If
dim(f(x(0n))) = dim(g(x(0n)) < n,
then f(x) and g(x) are two thin elements of ωCat(In, C)−. Therefore f(x) = g(x) in the
reduced branching complex of D. Now suppose that
dim(f(x(0n))) = dim(g(x(0n))) = n.
By hypothesis, there exists z ∈ Dn+1 such that f(x(0n))−g(x(0n)) = (sn−tn)(z). Therefore
in the reduced branching complex, one has f(x)− g(x) = −n ((sn − tn)(z)) = ∂
−
−
n+1(z).
So f(x)− g(x) is a boundary.
We end up this section with another invariance result for the reduced branching homol-
ogy and with some results related to Question 9.1.
Theorem 11.2. Let C and D be two ω-categories. Let f and g be two non 1-contracting
ω-functors from C to D which coincide for the 0-morphisms and such that for any n > 1,
there exists a linear map hn from CF
−
n (C) to CF
−
n+1(D) such that for any x ∈ CF
−
n (C),
hn−1(sn−1− tn−1)+ (sn− tn)hn(x) = f(x)− g(x). Then HR
−
n (f) = HR
−
n (g) for any n > 0.
Proof. Set h−n x = 
−
n+1hn(x(0n)) for any x ∈ ωCat(I
n, C)−. It is clear that h−n (M
−
n (C)) =
{0} in CR−n+1(D). Now suppose that x = ∂
−y for some y ∈M−n+1(C).
We already mentioned that In[−n,+n] is the free ω-category generated by a composable
pasting scheme in the proof of Corollary 5.7. It turns out that sn(R(0n+1)) and tn(R(0n+1))
belong to In[−n,+n] and it is possible thereby to use the explicit combinatorial description
of [MS89].
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Set I = {1, 2, . . . , n} equipped with the total order 1 < 2 < · · · < n. Let C(I, k) (or
C(n, k)) be the set of all subsets of I of cardinality k. Let P an arbitrary subset of C(I, k).
There is a lexicographical order on C(I, k) usually defined as follows : if J = (j1, . . . , jk)
with j1 < · · · < jk and J
′ = (j′1, . . . , j
′
k) with j
′
1 < · · · < j
′
k, then J 6 J
′ means that
either j1 < j
′
1, or j1 = j
′
1 and j2 < j
′
2, etc. If K ∈ C(I, k + 1), a K-packet is a set like
P (K) = {J, J ∈ C(I, k), J ⊂ K}. If K = (i1, . . . , ik+1) with ij < ij+1, then P (K) consists
of the sets Kâ = K − {ia} for a = 1, . . . , k + 1. We have lexicographically
K
k̂+1
< K
k̂
< · · · < K1̂.
A total order σ on C(I, k) will be denoted by σ = J1J2 . . . JN for N =
(
n
k
)
, that is JiσJj
for i < j. A total order is called admissible by Manin and Schechtman if on each packet
it induces either a lexicographical order or the inverse lexicographical order. The set of
admissible orders of C(I, k) is denoted by A(I, k) (or A(n, k)). Two total orders σ and σ′ of
A(I, k) are called elementary equivalent if they differ by an interchange of two neighbours
which do not belong to a common packet. The quotient of A(I, k) by this equivalence
relation is denoted by B(I, k) (or B(n, k)). Suppose that for some K ∈ C(I, k + 1),
the members of the packet P (K) form a chain with respect to an admissible order σ
of A(I, k), i.e. any element of C(I, k) lying between two elements of P (K) belongs to
P (K). Define pK(σ) the admissible order in which this chain is reversed while all the rest
elements conserve their positions. Then pK(σ) is still an admissible order and pK passes
to the quotient B(I, k). The lemma on page 300 claims that A(n, n − 1) = B(n, n − 1) =
{Kn̂ . . . K1̂,K1̂ . . . Kn̂} where K = (1, . . . , n). And the poset B(n, n − 2) is described by
the following picture :
rmin
pKn̂
{{xx
xx
xx
xx
x pK
1̂
##F
FF
FF
FF
FF
pK
n̂−1 
pK
2̂
...
pK
2̂

...
pK
n̂−1

pK
1̂ ##F
FF
FF
FF
FF
pKn̂{{xx
xx
xx
xx
x
rmax
It turns out that in the picture B(n, n−2), the vertices are exactly the (n−2)-morphisms
of In[−n,+n] and the arrows are exactly the (n−1)-morphisms of I
n[−n,+n]. This explicit
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description shows therefore that sn(R(0n+1)) is equal to a composition X1∗n−1 · · ·∗n−1Xn+1
where the only morphism of dimension n contained in Xj is R(δ
(−)j
j (0n)). And the same
description shows that tn(R(0n+1)) is equal to a composition Yn+1 ∗n−1 · · · ∗n−1 Y1 where
the only morphism of dimension n contained in Yj is R(δ
(−)j+1
j (0n)). And one has
sn(y(0n+1)) = y(sn(0n+1)) = y(X1) ∗n−1 · · · ∗n−1 y(Xn+1)
tn(y(0n+1)) = y(tn(0n+1)) = y(Yn+1) ∗n−1 · · · ∗n−1 y(Y1)
Since y is thin, sn(y(0n+1)) = tn(y(0n+1)). Since hn is a map from CF
−
n (C) to CF
−
n+1(D),
then
n+1∑
p=1
hn(y(Xp)) =
n+1∑
p=1
hn(y(Yp))
in CF−n+1(D).
Since In+1 is the free ω-category generated by the pasting scheme cubn+1, then for any
p between 1 and n + 1, Xp is a composition of R(δ
(−)p
p (0n)) with other R(k1 . . . kn+1) of
dimension strictly lower than n. Suppose that p is odd. There exists X
(1)
p and X
(1)
p
′ such
that Xp = X
(1)
p ∗i1 X
(1)
p
′ for some 0 6 ip 6 n − 2. If ip > 0, then only one of the X
(1)
p
or X
(1)
p
′ is of dimension n therefore y(Xp) = y(X
(1)
p ) or y(Xp) = y(X
(1)
p
′). If ip = 0, then
since s0Xp = s0X
(1)
p = s0R(δ
(−)p
p (0n)) then in this case X
(1)
p is n-dimensional and X ′
(1)
p is
of dimension strictly lower than n. Therefore in this case hn(y(Xp)) = hn(y(X
(1)
p )). By
repeating as many times as necessary the process, the number of cells R(k1 . . . kn) included
in y(Xp) decreases. And we obtain
hn(y(Xp)) = hn(y(δ
(−)p
p (0n))) = hn((∂
−
p y)(0n)).
Now suppose that p is even. Since R(−n) = s0(Xp) 6= s0R(δ
(−)p
p (0n)), then necessarily
at one step of the process, we have ih = 0. Take the last h such that ih = 0. Then
hn(y(Xp)) = hn(y(X
(h)
p )) and X
(h)
p = X
(h+1)
p ∗0 X
(h+1)
p
′. Since s0X
(h)
p = s0X
(h+1)
p 6=
s0R(δ
(−)p
p (0n)), then for this h, X
(h+1)
p is of dimension strictly lower than n and X
(h+1)
p
′ is
of dimension n. Therefore hn(y(Xp)) = 0.
In the same way, hn(y(Yp)) = 0 if p is odd and
hn(y(Yp)) = hn(y(δ
(−)p+1
p (0n))) = hn((∂
−
p y)(0n))
if p is even. So
h−n (x) = 
−
n+1hn(x(0n)) =
n+1∑
p=1
(−1)p+1−n+1hn((∂
−
p y)(0n)) = 0
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in CR−n+1(D) by Theorem 9.1. Therefore h
−
n induces a linear map from CR
−
n (C) to CR
−
n+1(D)
still denoted by h−n . Take x ∈ ωCat(I
n, C)−. Then in CR−n (D), one has
∂−h−n (x) + h
−
n−1∂
−(x)
= ∂−−n+1hn(x(0n)) + h
−
n−1∂
−Φ−n (x) since Φ
−
n is the identity map
= −n (sn − tn)hn(x(0n)) + h
−
n−1∂
−

−
n x(0n) by definition of Φ
−
n
= −n (sn − tn)hn(x(0n)) + h
−
n−1
−
n−1(sn−1x(0n)− tn−1x(0n))
= −n (sn − tn)hn(x(0n)) +
−
n hn−1(sn−1x(0n)− tn−1x(0n)) by definition of h
−
n
= −n (f(x)(0n)− g(x)(0n)) by hypothesis on h∗
= Φ−n (f(x)− g(x)) by definition of Φ
−
n
= f(x)− g(x) since Φ−n is the identity map
The proof of Theorem 11.2 provides another way of proving Theorem 10.3 and also
establishes that Theorem 10.3 is still true for the formal branching homology.
Proposition 11.3. Let p > 1 and let 2p be the ω-category generated by a p-morphism A.
Then HF−n (2p) = HR
−
n (2p) = 0 for n > 0 and HF
−
0 (2p) = HR
−
0 (2p) = Z.
Proof. The assertions concerning the formal branching homology are obvious. Since the
negative folding operator induces the identity on the reduced branching complex, then
CR−n (2p) is equal to 0 for n > p and is generated by 
−
n (snA) and 
−
n (tnA) for 0 6 n 6 p.
The point is to prove that there is no relations between −n (snA) and
−
n (tnA) for 1 6 n < p,
that is CR−n (2p) = Z
−
n (snA) ⊕ Z
−
n (tnA) = CF
−
n (2p). Suppose that there exists a linear
combination of thin n-cubes t1 and a linear combination of thin (n+1)-cubes t2 such that
for some integers λ and µ,
λ−n (snA) + µ
−
n (tnA) = t1 + ∂
−t2
in C−n (2p). Then snt2(0n+1) = tnt2(0n+1) and so ∂
−t2 is necessarily a linear combination
of thin n-cube therefore λ = µ = 0.
Another possible proof of this proposition is to use Theorem 11.2 and to use the homo-
topy equivalence of [Gau00] Proposition 8.5 between 2p and 21.
Proposition 11.4. Let p > 1 and let Gp<A,B> be the ω-category generated by two non-
homotopic p-morphisms A and B. Then HF−n (Gp<A,B>) = HR
−
n (Gp<A,B>) = 0 for
0 < n < p and HF−0 (Gp<A,B>) = HR
−
0 (Gp<A,B>) = Z = HF
−
p (Gp<A,B>) = HR
−
p (Gp<
A,B>).
Proof. Analogous to the previous proof.
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Proposition 11.5. Let n ≥ 0. HF−0 (I
n) = Z and for p > 0, HF−p (I
n) = 0.
Proof. We know that
CF−p (I
n) =
⊕
R(k1...kn) of dimension p
Z
−
p (R(k1 . . . kn)).
And the differential maps is also completely known. In the formal branching complex, one
has
∂−−p (R(k1 . . . kn)) =
∑
16j6p
(−1)j+1−p (R(k1 . . . [−]nj . . . kn))
where kn1 , . . . , knp are the 0’s appearing in the word k1 . . . kn with n1 < · · · < np. It follows
that this chain complex can be splitted depending on the position and the number of the
+’s, and that these positions and numbers are not modified by the differential maps. If the
number of the + signs is N , we are reduced to calculating the simplicial homology of the
(n−N)-simplex which is known to vanish in dimension strictly greater than 0.
As for the calculation of HR−∗ (I
n), the point is to prove as above for 2p and Gp<A,B>
that there is no additional relations between the −p (R(k1 . . . kn)) in the reduced branching
complex. Unfortunately, for a thin (n+1)-cube t2 of the branching nerve of I
n, ∂−t2 is not
necessarily a linear combination of thin n-cube. For example if a and b are two 1-morphisms
of In such that a ∗0 b exists, then let t2 the thin 2-cube such that ∂
−
1 t2 = 1(a ∗0 b),
∂+2 t2 = 1(t0b), ∂
−
2 t2 = 1(a) and ∂
+
1 t2 = 1(b). Then ∂
−t2 = 1(a ∗0 b)−1(a).
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