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Abstract
In this paper, we propose a class of linear codes and obtain their weight
distribution. Some of these codes are almost optimal. Moreover, several classes
of constant composition codes(CCCs) are constructed as subcodes of linear
codes.
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1 Introduction
Let p be an odd prime and q be a power of p. A linear [n, k, d] code over the
finite field Fq is a k-dimensional subspace of F
n
q with minimum Hamming distance
d. Let D = {d1, d2, · · · , dn} ⊆ F∗q, where n is a positive integer. Let Tr denote the
trace function from Fq to Fp. We define a linear code of length n over Fp by
CD = {c(a) = (Tr(ad1),Tr(ad2), · · · ,Tr(adn)|a ∈ Fq}. (1.1)
Let Ai denote the number of codewords with Hamming weight i in a linear code C
of length n. The weight enumerator of C is defined by
1 + A1X + A2X
2 + · · ·+ AnXn.
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The sequence (1, A1, · · · , An) is called the weight distribution of the code C.
The construction of linear code defined by (1.1) is generic in the sense that many
classes of known codes could be produced by selecting the suitable defining set D ⊆
Fq. So, the corrosponing exponential sums can be computed by some technologies
of finite field. Therefore, the weight distributions of a large number of linear codes
(cyclic codes) were obtained (see [5, 6, 8, 9, 11, 12, 14, 15, 17–22], and references
theirin).
Let S = {s0, · · · , sq−1} be an alphabet of size q. An [n,M, d, (ω0, ω1, · · · , ωq−1)q]
constant composition code(CCC) is a subset C ⊂ Sn of size M , minimal distance d
and where the element si occurs exactly ωi times in each codeword in C.
Constant composition codes were studied already in the 1960s. Both algebraic
and combinatorial constructions of CCCs have been proposed. For further informa-
tion, the reader is referred to [1–4, 13].
The aim of this paper is to construct CCCs from linear codes. Luo and Helleseth
[13] proposed a new way to obtain CCCs from some known cyclic codes. Recently,
Yu and Liu [16] construct several classes of CCCs form linear codes. Following this
line, we define a class of linear codes CD(α) by the set D(α). When α = 0, Ding and
Ding [6] have already studied this kind of linear codes. So, for α 6= 0, we investigate
the weight distribution of CD(α) (see Theorem 3.3). Furthermore, we choose a kind
of set Sγ and obtain several classes of CCCs (see Theorem 4.1).
2 Preliminaries
Throughout this paper, we let q = pm, where m is a positive integer. Let η and η
be the quadratic multiplicative character on Fq and Fp, respectively. Let χ1(·) = ζTr(·)p
and χ1 = ζ
(·)
p be the canonical additive characters on Fq and Fp, respectively. We
define η(0) = 0 = η(0), then the quadratic Gaussian sum G(η, χ1) on Fq is defined
by
G(η, χ1) =
∑
x∈Fq
η(x)χ1(x),
and the quadratic Gaussian sum G(η, χ1) on Fp is defined by
G(η, χ1) =
∑
x∈Fp
η(x)χ1(x).
The following results are well known.
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Lemma 2.1. [7] Let the notations be given as above, we have
G(η, χ1) = (−1)m−1
√−1(
p−1
2
)2m√
q
and
G(η, χ1) =
√−1(
p−1
2
)2√
p.
Lemma 2.2. [7] Let χ be a nontrivial additive character of Fq, and let f(x) =
a2x
2 + a1x+ a0 ∈ Fq[x] with a2 6= 0. Then∑
x∈Fq
χ(f(x)) = χ(a0 − a21/(4a2))η(a2)G(η, χ).
The conclusion of the following lemma is easy to obtain.
Lemma 2.3. If m is odd, then η(a) = η(a) for any a ∈ Fp. If m is even, then
η(a) = 1 for any a ∈ F∗p.
We will need the following lemma.
Lemma 2.4. [6] With the notations given as above. For each α ∈ Fp, let
Nα = #{x ∈ Fpm|Tr(x2) = α}.
Then
Nα =


pm−1, if m is odd and α = 0;
pm−1 − (−1)(p−12 )2m2 (p− 1)pm−22 , if m is even and α = 0;
pm−1 + η(−α)(−1)(p−12 )2(m+12 )pm−12 , if m is odd and α 6= 0;
pm−1 + (−1)(p−12 )2m2 pm−22 , if m is even and α 6= 0.
At the end of this section, we give the LFVC bound of constant composition code.
Proposition 2.5. [10] Assume nd − n2 + ω20 + ω21 + · · · + ω2p−1 > 0. Then, an
[n,M, d, (ωβ)β∈Fp] CCC satisfies the following inequality
M ≤ nd/ (nd− n2 + ω20 + ω21 + · · ·+ ω2p−1) .
If
M = nd/
(
nd− n2 + ω20 + ω21 + · · ·+ ω2p−1
)
,
then we call CCC is optimal.
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3 A class of linear code
In this section, for a fixed α ∈ Fp, we define set
D(α) = {d ∈ F∗pm |Tr(d2) = α}.
The corresponding linear code is given as
CD(α) = {c(a) = (Tr(ad1),Tr(ad2), · · · ,Tr(adnα)|a ∈ Fpm}, (3.1)
where nα is the length of CD(α). In particular, when α = 0, Ding and Ding [6] in-
vestigated the weight distribution of linear code CD(0). Furthermore, Yu and Liu
constructed a class of CCCs from code CD(0). Here, we calculate the weight distri-
bution of linear code CD(α) for α 6= 0 and construct CCCs form CD(α).
Let ǫ = (−1)(p−12 )2m+12 for odd m and τ = (−1)(p−12 )2m2 for even m, we have the
following result.
Lemma 3.1. With the notations given as above. Then∑
u∈F∗p
ζ−uαp
∑
v∈F∗p
∑
x∈Fpm
ζTr(avx+ux
2)
p
=


εη(−α)(p− 1)pm+12 , if m is odd and Tr(a2) = 0;
τ(p− 1)pm2 , if m is even and Tr(a2) = 0;
−ǫpm+12 (η(Tr(−a2)) + η(−α)) , if m is odd and Tr(a2) 6= 0;
−τpm2
(
(−1)(p−12 )2η(αTr(a2))p+ 1
)
, if m is even and Tr(a2) 6= 0.
Proof. By Lemma 2.2, we have∑
u∈F∗p
ζ−uαp
∑
v∈F∗p
∑
x∈Fpm
ζTr(avx+ux
2)
p
= G(η, χ1)
∑
u∈F∗p
ζ−uαp
∑
v∈F∗p
η(u)ζ
−Tr(a
2v2
4u
)
p
= G(η, χ1)
∑
u∈F∗p
η(u)ζ−uαp
∑
v∈F∗p
ζ
v2Tr(− a
2
4u
)
p (3.2)
If Tr(a2) = 0, by Lemma 2.3, one has
G(η, χ1)
∑
u∈F∗p
η(u)ζ−uαp
∑
v∈F∗p
ζ
v2Tr(− a
2
4u
)
p
4
= G(η, χ1)(p− 1)
∑
u∈F∗p
η(u)ζ−uαp
= G(η, χ1)(p− 1)η(−α)
∑
u∈F∗p
η(u)ζup
=


G(η, χ1)(p− 1)η(−α)
∑
u∈F∗p
η(u)ζup , if m is odd;
G(η, χ1)(p− 1)η(−α)
∑
u∈F∗p
ζup , if m is even.
=
{
G(η, χ1)(p− 1)η(−α)G(η, χ1), if m is odd;
−G(η, χ1)(p− 1), if m is even.
If Tr(a2) 6= 0, by Lemmas 2.2 and 2.3, then (3.2) is equal to
G(η, χ1)
∑
u∈F∗p
η(u)ζ−uαp
∑
v∈F∗p
ζ
v2Tr(− a
2
4u
)
p
= G(η, χ1)
∑
u∈F∗p
η(u)ζ−uαp (
∑
v∈Fp
ζ
v2Tr(− a
2
4u
)
p − 1)
= G(η, χ1)

∑
u∈F∗p
η(u)ζ−uαp η(Tr(−
a2
4u
))G(η, χ1)−
∑
u∈F∗p
η(u)ζ−uαp


=


G(η, χ1)
(
G(η, χ1)η(Tr(−a2))
∑
u∈F∗p
ζ−uαp − η(−α)
∑
u∈F∗p
η(u)ζup
)
, if m is odd;
G(η, χ1)
(
G(η, χ1)η(αTr(a
2))
∑
u∈F∗p
η(−uα)ζ−uαp −
∑
u∈F∗p
ζup
)
, if m is even.
=
{ −G(η, χ1)(G(η, χ1)η(Tr(−a2)) + η(−α)G(η, χ1)), if m is odd;
G(η, χ1)
(
G(η, χ1)η(αTr(a
2))G(η, χ1) + 1
)
, if m is even.
The desired conclusions then follow from Lemma 2.1.
The following lemma will be employed later.
Lemma 3.2. For a ∈ F∗pm and α ∈ Fp, let
N(a) = |x ∈ Fpm |Tr(x2) = α and Tr(ax) = 0|.
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Then
N(a) =


pm−2 + ǫη(−α)pm−12 , if m is odd and Tr(a2) = 0;
pm−2 + τp
m
2
−1, if m is even and Tr(a2) = 0;
pm−2 − ǫη(Tr(−a2))pm−32 , if m is odd and Tr(a2) 6= 0;
pm−2 − (−1)(p−12 )2τη(αTr(a2))pm2 −1, if m is even and Tr(a2) 6= 0.
Proof. By definition, we have
p2N(a) =
∑
x∈Fpm
(
∑
u∈Fp
ζuTr((x
2)−α)
p )(
∑
v∈Fp
ζvTr(ax)p )
=
∑
v∈F∗p
∑
x∈Fpm
ζvTr(ax)p +
∑
u∈Fp
∑
x∈Fpm
ζu(Tr(x
2)−α)
p
+
∑
u∈F∗p
ζ−uαp
∑
v∈F∗p
∑
x∈Fpm
ζTr(avx+ux
2)
p
= pnα +
∑
u∈F∗p
ζ−uαp
∑
v∈F∗p
∑
x∈Fpm
ζTr(avx+ux
2)
p .
The desired conclusions then follow from Lemmas 2.4 and 3.1.
Now, we give the main result in this section.
Theorem 3.3. Let the notations be given as above.
• For odd m, CD(α) defined by (3.1) is an [pm−1+η(−α)ǫpm−12 , m] code with weight
distribution in Table 1. where ǫ = (−1)(p−12 )2m+12 .
Table 1: For odd m, the weight distribution of CD(α)
weight frequency
0 1
(p− 1)pm−2 pm−1 − 1
(p− 1)pm−2 + ǫ (η(−1) + pη(−α)) pm−32 p−1
2
(
pm−1 + η(−1)ǫpm−12
)
(p− 1)pm−2 + ǫ (−η(−1) + pη(−α)) pm−32 p−1
2
(
pm−1 − η(−1)ǫpm−12
)
6
Table 2: For even m, the weight distribution of CD(α)
weight frequency
0 1
(p− 1)pm−2 p+1
2
pm−1 − τ p−1
2
p
m
2
−1 − 1
(p− 1)pm−2 + 2τpm2 −1 p−1
2
(
pm−1 + τp
m
2
−1
)
• For even m, CD(α) defined by (3.1) is an [pm−1 + τpm−22 , m] code with weight
distribution in Table 2. where τ = (−1)(p−12 )2m2 .
Proof. It is easy to obtain nα from Lemma 2.4. If m is odd, for a 6= 0, then
wt(c(a)) = nα −N(a)
=
{
(p− 1)pm−2, if Tr(a2) = 0;
(p− 1)pm−2 + ǫ (η(Tr(−a2)) + pη(−α)) pm−32 , if Tr(a2) 6= 0.
Note that Tr(a2) ∈ F∗p is a square element, then, by Lemma 2.4, we have the
number of a is
(p− 1)
(
pm−1 + η(−1)ǫpm−12
)
.
Note that Tr(a2) ∈ F∗p is a non-square element, then, by Lemma 2.4, we get the
number of a is
(p− 1)
(
pm−1 − η(−1)ǫpm−12
)
.
If m is even, then
wt(c(a)) = nα −N(a)
=


(p− 1)pm−2, if Tr(a2) = 0;
(p− 1)pm−2 + τ
(
1 + (−1)(p−12 )2η(α)
)
p
m
2
−1, if Tr(a2) is square;
(p− 1)pm−2 + τ
(
1− (−1)(p−12 )2η(α)
)
p
m
2
−1, if Tr(a2) is non-square.
Note that when a ∈ F∗pm, we have wt(c(a)) > 0 for any m. This implies that the
dimension of linear code CD(α) is m.
Example 3.4. Let p = 5, m = 3 and α is quare. By Magma, we have CD(α) is a
[30, 3, 20] code, whcih confirms the results in Table 1.
Let p = 7, m = 3 and α is non-square. By Magma, we have CD(α) is a [56, 3, 42]
code, whcih agrees with the results in Table 1.
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Let p = 3, m = 6. By Magma, we have CD(α) is a [234, 6, 144] code, whcih agrees
with the results in Table 2.
Let p = 3, m = 4. By Theorem 3.3, we have CD(α) is a [30, 4, 18] code, whcih
confirms the results in Table 2. As we known, for n = 30, k = 4, the best code has
parameters [30, 4, 19]. This implies that CD(α) is almost optimal.
4 Constant composition codes
In this section, we will construct a class of CCCs as subcodes of linear code CD(α)
defined by (3.1). For each γ ∈ Fp, we let
Sγ = {a ∈ F∗pm|Tr(a2) = γ}.
Let α ∈ F∗p. Define
Cγ
D(α) = {c(a)|a ∈ Sγ}.
Theorem 4.1. Let m be even and τ = (−1)(p−12 )2m2 . The code Cγ
D(α) is a CCC with
parameters (nα,M, d, [ωβ]β∈Fp), where
1) in the case of γ = 0:
nα = p
m−1 + τp
m−2
2
M = pm−1 − τ(p− 1)pm−22 − 1
ωβ =
{
pm−2 + τp
m
2
−1, β = 0;
pm−2, β 6= 0.
d =
{
(p− 1)pm−2 − 2pm−22 , τ = −1;
(p− 1)pm−2, τ = 1.
2) in the case of square αγ:
nα = p
m−1 + τp
m−2
2 ;
M = pm−1 + τp
m−2
2 ;
ωβ =


pm−2 + (−1)(p−12 )2τpm2 −1, β = 0;
pm−2, β = ±√αγ;
pm−2 + (−1)(p−12 )2τη(αγ − β2)pm2 −1, otherwise.
d =
{
(p− 1)pm−2 − 2pm−22 , τ = −1;
(p− 1)pm−2, τ = 1.
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3) in the case of non-square αγ:
nα = p
m−1 + τp
m−2
2 ;
M = pm−1 + τp
m−2
2 ;
ωβ =
{
pm−2 − (−1)(p−12 )2τpm2 −1, β = 0;
pm−2 + (−1)(p−12 )2τη(αγ − β2)pm2 −1, otherwise.
d =
{
(p− 1)pm−1 − 2pm−22 , τ = −1;
(p− 1)pm−1, τ = 1.
Proof. Note that α 6= 0, for any β ∈ Fp, by Lemmas 2.2 and 2.3, we have
ωβ =
1
p
∑
x∈D(α)
∑
u∈Fp
ζu(Tr(ax)−β)p
=
1
p2
∑
x∈Fpm
∑
u∈Fp
ζu(Tr(ax)−β)p
∑
v∈Fp
ζv(Tr(x
2)−α)
p
=
1
p2
∑
u∈Fp
∑
v∈Fp
ζ−uβp ζ
−vα
p
∑
x∈Fpm
ζTr(aux+vx
2)
p
= pm−2 +
1
p2
∑
u∈F∗p
ζ−uβp
∑
x∈Fpm
ζTr(aux)p +
1
p2
∑
v∈F∗p
ζ−vαp
∑
x∈Fpm
ζTr(vx
2)
p
+
1
p2
∑
u∈F∗p
∑
v∈F∗p
ζ−uβp ζ
−vα
p
∑
x∈Fpm
ζTr(aux+vx
2)
p
= pm−2 − 1
p2
G(η, χ1) +
1
p2
∑
u∈F∗p
∑
v∈F∗p
ζ−uβp ζ
−vα
p ζ
Tr(− a
2u2
4v
)
p G(η, χ1)
= pm−2 − 1
p2
G(η, χ1) +
1
p2
G(η, χ1)
∑
v∈F∗p
ζ−vαp (
∑
u∈Fp
ζ
−βu−
Tr(a2)
4v
u2
p − 1)
= pm−2 +
1
p2
G(η, χ1)
∑
v∈F∗p
ζ−vαp
∑
u∈Fp
ζ
−βu−
Tr(a2)
4v
u2
p . (4.1)
If Tr(a2) = 0, i.e. γ = 0, then (4.1) is equal to
ωβ = p
m−2 +
1
p2
G(η, χ1)
∑
v∈F∗p
ζ−vαp
∑
u∈Fp
ζ−βup
=
{
pm−2 − 1
p
G(η, χ1), β = 0;
pm−2, β 6= 0.
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If Tr(a2) 6= 0, i.e. γ 6= 0, then (4.1) is equal to
ωβ = p
m−2 +
1
p2
G(η, χ1)G(η, χ1)
∑
v∈F∗p
ζ−vαp η(−
Tr(a2)
4v
)ζ
β2v
Tr(a2)
p
= pm−2 +
1
p2
G(η, χ1)G(η, χ1)η(−Tr(a2))
∑
v∈Fp
η(v)ζ
(−α+ β
2
Tr(a2)
)v
p .
Case I: if αγ is a square element, then we have
ωβ =


pm−2, β = ±√αγ;
pm−2 + 1
p2
G(η, χ1)G(η, χ1)η(−Tr(a2))η(−α + β
2
Tr(a2)
)
∑
v∈Fp
η(v)ζvp , otherwise.
=
{
pm−2, β = ±√αγ;
pm−2 + 1
p2
G(η, χ1)G
2(η, χ1)η(αTr(a
2)− β2), otherwise.
Case II: if αγ is a non-square element, then we have
ωβ = p
m−2 +
1
p2
G(η, χ1)G(η, χ1)η(−Tr(a2))η(−α +
β2
Tr(a2)
)
∑
v∈Fp
η(v)ζvp
= pm−2 +
1
p2
G(η, χ1)G
2(η, χ1)η(αTr(a
2)− β2).
nα is the length of linear code CD(α). Note that M is the size of Sγ, which can
be obtained from Lemma 2.4. Denote by dH(c(a1), c(a2)) the Hamming distance of
c(a1) and (a2). When a1 and a2 run through Sγ with a1 6= a2, then a1 − a2 runs
through F∗pm. Therefore, the minimal distance of CγD(α) is the same as that of CD(α).
The desired conclusions then follow from Lemmas 2.1 and 3.3.
Corollary 4.2. Let t ∈ F∗p, then∑
x∈Fp
η(t− x2) = (−1)(p−12 )2 .
Proof. Note that ∑
β∈Fp
ωβ = nα.
By Theorem 4.1, we finish the proof.
Therefore, from Theorem 4.1 and Corollary 4.2, we have the following result.
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Proposition 4.3. For γ 6= 0, then∑
β∈Fp
ω2β = p
2m−3 + pm−1 + 2τp
3m
2
−3.
Remark 4.4. By Proposition 4.3 and Theorem 4.1, We can check that
nαd− n2α + ω20 + ω21 + · · ·+ ω2p−1 ≤ 0, for τ = ±1.
Therefore, the LFVC bound cannot be applied to measure the optimality of these
CCCs.
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