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The original test for the U-regular property is not quite correct. Generalizing the item 
method which is well known from U(k) theory a decidable criterion and a parsing algorithm 
are obtained. The method can be applied to U-regular and K-regular parsing too. It yields 
tests and inclusion theorems for the various classes of grammars considered. 
1. INTR~OUCTION 
Most of the linear time parsing strategies (e.g., LL(k) and U(k) type parsers) for 
context-free grammars operate by looking ahead on the input tape for a fixed number 
of symbols. The fixed length look-ahead strings partition the set of input strings into 
classes of strings which are equivalent with respect to parsing decisions. A moment’s 
thought shows that these look-ahead classes are regular sets. This observation lends 
itself to a generalization introduced by Culik and Cohen [2]. The idea is to allow 
arbitr&y sets as look-ahead classes as long as they form a finite partition of the set of 
input strings. Culik and Cohen applied this idea to LR parsing and obtained the class 
of LR-regular grammars. Later, the idea was applied to strong LL parsing [7] and to 
LL parsing [8]. In all cases tests and parsing algorithms for these grammar classes 
together with various other properties were obtained. 
This paper had its origin in an example grammar where the criterion of Culik and 
Cohen fails. This example raises two questions. What is the class of grammars 
characterized by Culik and Cohen’s criterion? How can we test for the LR-regular 
condition? Both questions will be answered in the sequel. The first problem will be 
solved by a simple trick. The answer to the second question will be obtained by 
generalizing the item method which is well known from M(k) theory. We shall make 
use of ideas of [4] and shall obtain tests and various other properties for the classes 
of LL-regular and LC-regular grammars as a by-product. 
We establish our notation. “Grammar” always means context-free grammar. All 
grammars are supposed to be reduced, i.e., all nonterminals are reachable and 
produce terminal strings. The grammar G = (V, 2, P, S) is arbitrary but fixed. We 
shall make liberal use of the definitions, notations, and facts from [3]. Our 
conventions for the use of variables are shown in Table I, where ZZ denotes partitions 
of Z*. These conventions are an essential part of propositions, e.g., L(G) = {xl S %- x) 
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TABLE I 
Variable a, by.. 
Values z 
.-,Y, 2 
c* 
a, P,... A . . . . Y, z A, B,... 71 
V* V0 V N n 
means L(G) = (x E E* 1 S 5x). To ease the burden of notation we usually omit 
outmost universal quantifiers, e.g., 
x=y>zx=zy means Vx Vy Vz: (x -y > zx z zy). (+) 
Notions concerning partitions are summarized now; n(w) is the equivalence class 
(block) containing w; n is a left congruence if (+) holds; n is regular if all z E n are 
regular; II’ is a refinement of n if x z y mod n’ implies x = y mod-n. Every finite 
regular partition has a finite regular left congruent refinement which can be found 
effectively. 
We extend = to sets L’, L” c Z* via 
L’rL”modl7#3xEL’3yEL”:xsymodII. 
We note 
L’~L”modn~3nEn:L’n71#0AL”n7C#0. 
In general, = is not (!) an equivalence relation on sets. 
2. THE LR(l7) DEFINITION 
Two definitions from [2] are needed for the example announced 
Introduction. 
DEFINITION 2.1. G is CC-LR(17) if S ~2 S is impossible and if 
S~aAw~aBwAS~yBx~$x=aj3yAw=ymodlI 
in the 
(1) 
implies A+/?=B+aAa=yAx=y. Let 9 be a partition of I’*. G is 
LRRC(Q, Ii’) if S =x: S is impossible and if 
S*aAwTa/3w A S=$ yBxF$x=pj?y 
and 
aprpPmod~AwwyrnmodnAlpPl~Iysl 
implyA-+B=B+6Ay=aAx=y. 1 
(4 
(3) 
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The condition on lengths for LRRC grammars is familiar from the BRC(m, k) 
conditions (see, e.g., [ 11) and will be seen to have a fairly natural explanation. Our 
example will show that the following proposition (see [ 2, Theorem 4.1.1) is not quite 
correct. 
G is CC-LR(LJ) iff G is LRRC(9, ZZ) for some finite, 
regular 9. (4) 
EXAMPLE 2.2. G has the following rules: S + ab, S -+ Abe, A + u. We define the 
partition l7 by 
and shall prove that G is not LR(If) but LRRC(9,n) for all partitions 9 of V*. G 
admits the following three rightmost derivations: 
S=$-SFab, (5) 
S&S===+Abc, 
R R 
(6) 
S-4Abc===sabc. 
R R 
(7) 
Table II gives an exhaustive case analysis of pairs of different derivations which 
satisfy condition (2). Line (5) + (7) violates the CC-LR(l7) condition but satisfies 
the LRRC(9, II) condition independent of the choice of 9. 1 
The test for the CC-LR(l7) condition given in [2] relies substantially on 
proposition (4) (see [2, Corollary 5.81). The test does characterize LRRC(9, IZ) 
grammars, i.e., [2, Corollaries 5.6, 5.71 are certainly correct. Consequently, it does 
not characterize CC-LR(Z7) grammars. The obvious question is how to repair 
TABLE11 
Derivations a p w y 6 x p y WE-y? 
(5) (6) A ab A A Abe A - - - 
(5) (7) A ab A A a be A c Yes 
(6) (5) A Abe A A ab A - - - 
(6) (7) A Abe A A a bc - - - 
(7) (5) A a bc A ab A A b No 
(7) (6) A a be A Abe A - - - 
IPF < IVW 
- 
No 
- 
Yes 
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proposition (4). It is easy to see that it is the length condition of the LRRC-definition 
which invalidates (4). Thus, we arrive at 
DEFINITION 2.3. A grammar is LR(I7) if S a-,’ S is impossible and if 
and 
(9) 
THEOREM 2.4. Let II be a finite regular partition. G is LR(II) ifs G is 
LRRC(_T, II) f or some finite regular partition 9 of V*. 
ProoJ See 12, Theorem 4.11 and note that the length condition in the “<” 
direction causes no problems with our LR(II) definition. 1 
THEOREM 2.5. Every CC-LR(II) grammar is LR(IJ). There is a partition II and 
a grammar which is LR(17) but not CC-LR(II). If II is a left congruence, then a 
grammar is LR (II) ~fl it is CC-LR (II). 
Proof: See Example 2.2 for the second claim. The third claim is easily verified 
(see [ 1, Lemma 5.2, or 3, Lemma 12.2.31 for the LR(k) case). fl 
There is an alternative, less commonly used LR(k) condition which uses certain 
regular sets (see, e.g., [ 1, Excercise 5.2.101). We shall generalize this definition for 
later use and thereby obtain another justification of our LR(17) definition. 
DEFINITION 2.6. For each A + p E P define its reduction context by 
where # is a new symbol, # 4: V*. In addition, let 
RC(P) = u RC(A -/3). a 
A+EP 
The next theorem is a generalization of the alternative LR(k) condition and is 
easily verified (see [4] for the LR(k) case). Note that the LR(k) case defines Z7 by 
w-xmodlZ#k:w=k:y, 
wherek:w=uif(lul=kA+:w=uv)andk:w=wifJwJ<k. 
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THEOREM 2.7. G is LR(ZZ) ifs it satisfies (10) and (11) and does not allow a 
derivation S a,’ S. 
yl#wERC(A~P)A\##xRC(B~6)A,wxmod17>A-*B=B-t6, (IO) 
y#wERC(P)Aylt#xERC(P)Aw=txmodZI>t=A. m (11) 
The proof relies on the length condition in (9). Since (10) and (11) arise naturally in 
connection with the usual shift-reduce parsing algorithm the length condition in (9) is 
not as strange as it may seem at first sight. The next theorem characterizes 
CC-LR(l7) grammars in terms of reduction contexts. It is easily verified if careful 
attention is paid to the position of the marker # and to the tricky equivalence 
condition in (11). 
THEOREM 2.8. G is CC-LR(17) z#G is LR(ll) and satisfies (12). 
pr#wERC(P)Ap#ryERC(P)Aw=ymodfl>r=/i. 1 (12) 
If 17 is a left congruence, w =_ y implies rw = ry and then (12) is a consequence of 
(11). 
3. ITEM GRAMMARS 
In order to test for the conditions (lo)-(12) we introduce a generalized version of 
those items which are well known from LR(k) theory. Most of the proofs for 
generalized items are very similar to the corresponding proofs for items as presented 
in [4] so that proofs will be mostly omitted. 
A (generalized) item is either the symbol [S] or is a quadruple written as 
[A + a . j3, n], where A 4 a/3 E P and z E n. We use [ 1, [ I’,..., as variables for items. 
Recall that n(li) is the equivalence class which contains LI. 
DEFINITION 3.1. The item grammar for G and n is defined by G, = (I u V, V, 
P,, [S]), where I is the set of items for G and Zi’ and 
P,= {[S]-+ [S-+ * s,n(A)]Is+sEP} 
U{[A+a.X&+X[A --) aX + /I, n] ( [A --) a . X/?, x] E I} 
U{[A-,a.BP,n]~[B-t.6,n’]ILCO)~nn’#IZI 
A [A+a.B/?,n]EIA [B-+a6,n’]EI}. m 
The item grammar is right linear and can be computed effectively whenever ZZ is 
finite and regular because in this case L(& 71 n II’ is a context-free language (see, e.g., 
[3, Theorem 6.4.11) whose emptiness problem is solvable. We need a technical lemma 
relating a grammar and its reduction contexts to its item grammar. 
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LEMMA 3.2 (The Item Lemma). Let I7 be a left congruence. 
~~:~l-:YlI’~lY1=jA[]#[S]~~,a,p,n: 
[ I= P-+a*yA71] A [ I’= [A-tay~pJ], (13) 
g 3r E R/j 3t E 7rc 3w: pr +- act 7 copat = yut, (14) 
[S] 9y(C-*p4J,R] ~3tEn30:S~oCt~oput=yut, 
R R (15) 
[S]~~[C’y~,n]#3tEn:V/#tERC(C-,y). I (16) 
Proof We illustrate the effect of equivalence classes by proving “>” of (15) and 
refer the reader to [4] for the proof of similar propositions, otherwise. The case 
[S] S-I y[C-+p . u, II] entails y=A, [C-+p . u, TC] = [S-+ . u,l7(A)] and, hence, is 
trivial. In the case 
IS1 3 [S+ .4R,] ~y[C+P*w,l 
either (13) or (14) is applicable. Condition (13) is trivial. Consider (14). We obtain 
Jr ==%a wCt ==+ oput = yut forsome rE 7r,, tE n,. 
R R 
Obviously, t = sr and 6 3: WCS for some s E ,Z *. Note xS = n(A) so that r = A and 
t=sr=sA=s, i.e., tzs and sExc. Putting these together yields 
S~d~wCs-4~puS= yus and 
R R R 
SERc. I 
The item lemma applies immediately to (lO-(12) of Theorems 2.7 and 2.8 if ZZ is a 
left congruence. Otherwise, a little trick is needed. Let 17’ be a refinement of II, which 
can be found effectively for finite, regular 17. Each equivalence class of n is the union 
of some equivalence classes of IZ’. Moreover, for x1, 7~” E n’ 
which reduces to 
if IZ = ZZ’. In the sequel, n’ is to be a left congruent refinement of l7, and the item 
grammar is taken with respect to l7’ (not n). 
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LEMMA 3.3. Propositions (17~(19) are equivalent to (lo)-(12), respectively. 
Proof: We only show “(18) > (11)” and leave the other cases to the reader. 
Suppose 
Then, by the item lemma 
[s] %- IJI[B + 6 - , IF(w)] A [S] 5 War[C + Y. , n’(y)]. 
The structure of the item grammar yields an item such that 
[S] f!%- yl[A --) a + $4 ~1 %- w[C + Y . , fl’(y)l. 
The item lemma gives us s E 7cA, y’ E n’(y) such that ups 32 ury’. We conclude 
successively: 
yzy’modn’, 
ary z ury’ mod Ll’, 
ury = ury’ mod Z7, 
w E ury’ mod fl, because of w E ary mod Lr, 
L(u/?) n, = F(w) mod l7 because of w E n’(w) A ary’ E L(a/?) II, 
which contradicts (18). 1 
Presently, we shall express conditions (17)-(19) with the help of certain sets. The 
intuition in defining these sets is derived from the usual shift-reduce algorithm. It is 
described by the following relation 
(a/?, z) k (aA, z) f a/I # z E reduce(A --t /I), 
(v, uz) +- (vu, z) # v # uz E shift, 
8 
where 
and 
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are the appropriate choices for LR(l7) grammars. By straining intuition a little we 
obtain 
CC-shift=(p#rwIr#AAA[A~P.,n,]3nEn’:(Ir~Ir,modn 
AwExA [S] +w[A-,Py~])} 
as the additional shift set for CC-LR(l7) grammars. 
LEMMA 3.4. Propositions (17~(19) are equivalent to (20)-(22), respectively: 
reduce(A + /?) n reduce@? -+ 6) # 0 > A -+ p = B + 6, (20) 
reduce(B -+ 6) n shift = 0, (21) 
PC(P) n CC-shift = 0. (22) 
Proof: The proof is immediate. 1 
LEMMA 3.5. Let II’ be finite, regular and left congruent. The sets reduce(A -+ p), 
shift, and CC-shift are regular and can be found effectively. 
ProoJ We have 
Let 
Note that L(u/3) K is context-free so that L(up) n n z’ z 0 is a decidable property. 
Now, 
shift = U L,([A-ra.ap,n;,])L,([A~a.ap,nA]). 
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Then 
CC-shift = U MC -, cp . UW, Q]> L.,([c -, rp . aW, nc~, [A .+ p . , n,l) n, 
where the union is taken over all [C -+ q . ayl, q-1 E I, [A + p . , x4] E I, K E ZI’ such 
that rr G n, mod IT. I 
LEMMA 3.6. RC(P) is context-free and can be found efictively. 1 
Proof: We adapt the proof of the same fact in [2, Lemma 5.11 to our 
terminology. Let {A ]A E N} be a new set of nonterminals corresponding to N in the 
obviousway.Defrnea=aforallaE~anda=X,...X,ifa=X,...X,EV*.We 
modify the rules of the item grammar so that right context is retained and define 
R={[S]-+[S-+6]]S+&P} 
U{[A-,a.xp-rX[A~aX.P]IA-,axpEP) 
U{[A-,a,BP]j[B~.6]pIA~aBP,B~6EP} 
U([B+6*]+#IB-+6EP) 
u{A-+a]A-+aEP}. 
Weclaim]S]+g~#z~W#zERC(P). 1 
Combining these lemmas gives us 
THEOREM 3.7. For any grammar and anyfinite, regular partition II the following 
questions are decidable: Is the grammar LR(I7)? Is the grammar CC-LR(I7)? 1 
EXAMPLE 3.8. We return to the grammar of Example 2.2. The obvious choice for 
a left congruent refinement is rr’ = {{A}, {b}, {c}, {bc},R}, where R = {a, b,c)*\ 
{A, b, c, bc}. A short computation yields the following sets: 
D+6 S+ab S-+Abc A-ta 
reduce(D + 6) {ab#} {Abc#} {a # bc) 
shift = #R U {a # b, A # bc, Ab # c}, 
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CC-shift = {#a& #abc, a#b, a # bc, A # bc, A # bee, 
Ab#c,Ab#cc,#abc}, 
RC(P) = { ab#, Abc#$ a # bc}. 
Now, a R bc E RC(P) n CC-shift. Hence, G is not CC-LR(L7). I 
Equipped with the generalized item grammar we can proceed along the lines of [4] 
and define the LR(l7) automaton as the canonical deterministic automaton belonging 
to the item grammar for the left congruent refinement LZ’ of Lf. This automaton is the 
“canonical collection of sets of items” together with the “GOT0-function” in the 
terminology of [ 1,3]. Consistency of the LR(I7) automaton is defined in the usual 
way, keeping in mind (17) and (18). Thus, the LR(l7) automaton is consistent iff the 
grammar is LR(lI). Moreover, the LR(l7) automaton can be used in a generalized 
LR parsing algorithm which operates in linear time. The details of the theory are a 
straightforward excercise which has been worked out in [5]. 
4. LL(ZI) AND LC(Z7) GRAMMARS 
In this section we report some results which can be obtained for LL(l7) and LC(I7) 
grammars with the help of the LR(IZ) automaton which was informally introduced in 
the last section. The proofs are straightforward (see [5]) generalizations of the proofs 
of analogous theorems of [4] and will be omitted. 
Concerning LL-regular grammars, the obvious definition is [8] 
DEFINITION 4.1. G is an LL(ZI) grammar if it satisfies the following condition: 
S*wCoAC-,yEPAC+SEPA 
L 
L(yo)=L(&c)modLI>y=J. I 
The next theorem gives rise to a decision procedure if ZZ is a finite, regular left 
congruence. 
THEOREM 4.2. Let Il be a left congruence. G is LL(Il) ifSfor each state q of its 
LR(ll) automaton the following condition is satisJed: 
[C-+*y,7r]EqA [C-t* 6,~‘]~qAL(y)r~L(6)r’rnodl7>y=6. 1 
A corollary to this theorem gives us a characterization of LL(l7) grammars in 
terms of rightmost derivations. 
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COROLLARY 4.3. Let ll be a left congruence. G is LL(ZI) ifl 
L@)x=L(y)ymodLI> y=6. i 
Unfortunately, the trick using left congruent refinements, working so well for 
LR(Z7) grammars, fails for LL(lI) grammars so that a special test is needed. One 
may either turn to [8] or use the “local follow sets” known from LL(k) theory. The 
following relation 3 formalizes this idea. Let LP be a left congruent refinement of ZZ. 
ForallA,BENandA,,A,EZ7’detine 
[A,A,]9 [B,A,] fi 3y,kA+yB6EPA 
A2={~cE17’~WEA,:L(B)~‘nn#~}. 
THEOREM 4.4. For all C + y, C -+ 6 E P 
3~ 3~: S * WCW A L(6m) = L(p) mod ZI 
3 34 3x1, x2 E A: [S, n’(A)] 3 [C, A] A L(6) z1 = L(y) 7c2 mod L7. 
Obviously, 3 is a decidable relation so that the LL(ZZ) condition is decidable for each 
C E N, too. 
Proof. The proof is based on 
[S, n’(A)] 3 [C, A] # 3w 3~: S $ wCo A 
A= {nEZZ’jL(w)nz#lzr} 
which is shown by induction. I 
Is every LL(I7) grammar LR(l7)? 
EXAMPLE 4.5. Consider the grammar with the rules 
S-+a!Aa, S-+dBb, A-+/i, B+A, 
and define Lr by 
II= {{da), W}, Ia, bJ, ia, b, d)*\{a, b, da, db}}. 
The grammar is LL(II) because of {da) = L(dAa) f L(dBb) = {dbj but not LR(ZZ) 
becauseofS*,*dAa*,daAS=$dBb*,dbAa-b. fl 
12 STEPHAN HEILBRUNNER 
THEOREM 4.6. Let Ii’ be a left congruence. If G is LL(II), then G is LR(II). fl 
Turning to LC(II) grammars we use the following definition, which is the 
straightforward generalization of the LC(k) definition used in [9]. 
DEFINITION 4.7. A grammar is LC(II) if it satisfies the following two conditions: 
S~~Aw~~X~wAS~~By~wpXoy=~Xoy 
A L(l?w) = L(uy) mod IZ > VA = wB A X/3 = pXo, 
For this definition we obtain the expected theorems. 
THEOREM 4.8. Let II be a left congruence. G is LC(II) ifSfor each state q of the 
LR(II) automaton the following two propositions are true: 
[A+.XB,K]E~A [B~y.X6,n’]EqAL~)R=L(6)n’ 
> [A -, *Xl?]= [B+y.X6] 
]A -+ *A,n]EqA [D-t - 6, II’] E q A 6 E XV* u {/i ) A n = L(6) IC’ 
> [A-, .Ll]=[D+.cq. I 
THEOREM 4.9. Let II be a left congruence. Every LL(II) grammar is LC(II). 
Every LC(II) grammar is LR(I7). I 
THEOREM 4.10. Every LC(II) grammar has an equivalent LL(II’) grammar if 
II’ is a common left congruent refinement of II and { {A } } U { aZ* 1 a E Z}. 1 
The proof of the last theorem is long and tedious. The main idea is to obtain the 
LL(II’) grammar from an appropriate parsing algorithm for the LC(I7) grammar and 
to 
1. 
2. 
3. 
use a different but equivalent LC(II) definition. Details are given in [5]. 
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