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This book offers a series of chapters on the topics of magnetic suspensions, 
statistical mechanics, thermodynamics and computational physics. Authors 
from countries of four continents: Africa, Europe, North America, and South 
America published research works derived from their studies. The readers will 
be confronted with new questions, solutions and answers relative to emerging 
topics in ferrofluids. This book can be of interest to a large audience: undergrad-
uate and graduate physics students, engineers, scientists , and faculty members 
wanting to participate in magnetic liquids research. The chapters can be used 
as complementary material of introductory courses on magnetic mixtures. The 
selection of articles is suitable for the instruction of engineers and researchers 
in disciplines relative to magnetic colloids and for readers with technical back-
ground. This compilation can be also useful to industrial personnel and techni-
cal staff with knowledge in the area of magnetic suspensions. The presented 
subjects were written to offer a straightforward overview, each chapter goes into 
deep theoretical rationale, numerical methods and comparison against experi-
mental measurements. The open access feature gives worldwide visibility to the 
book, scientists can freely acquire the chapters and interact with the available 
contents.
This book contains six chapters on pattern formation and stability of magnetic 
colloids. The topics in this book range from investigations on Taylor-Couette 
flows to research works on couple stress fluid and entropy generation. Analytical 
methods and numerical algorithms such as the Lattice Boltzmann Method 
(LBM), spectral decompositions, and differential transformation (DTM) 
methods are employed. The introductory chapter presents the cohesion energy 
of superparamagnetic aggregates in a colloidal suspension. The computation 
is performed up to 4th order employing the distance levels method. The second 
chapter contains an investigation on the Taylor-Couette ferrofluidic flow. The 
axial, transverse and oblique applied fields yielding wavy Taylor vortex flows 
(wTVF) and wavy spirals (wSPI) are described. In the third chapter, the authors 
report theoretical and numerical findings of structures and dynamical properties 
of magnetic colloids in thermodynamic equilibrium. A survey of the different 
models is provided. The fourth and sixth chapters present magneto-convection 
transfer in linearly and partially open cavities respectively. In both chapters LBM 
is employed. The fifth chapter is a research work on the convection flow of an 
MHD couple stress fluid in a vertical microchannel, with findings on the fluid 
velocity, temperature, entropy generation and Bejan number in the channel. The 
book offers important information to further develop novel projects in the field 
of magnetic colloids.
The editor acknowledges the authors of the manuscripts for their scientific con-
tributions. Each chapter was submitted to a rigorous selection process leaving 
out a great amount of publication proposals. It is a pleasure to thank the editorial 
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Introductory Chapter: An Example
in Superparamagnetic Colloids
Nicolás O. Rojas
1. Magnetic beads aggregation
Magnetic colloids is an increasingly growth field that includes all the physical 
phenomena related to magnetic interactions in a colloidal suspension. Research
on magnetic suspensions is extensive and of high importance in the physics com-
munity. The involved areas range from theoretical statistical mechanics and experi-
mental physics to numerical methods such as Monte Carlo, Langevin dynamics
and the Lattice-Boltzmann method. A good review of the main components of the
theory of ferromagnets can be found in [1], which is used as a standard textbook
in any solid-state physics course. The aim of this introduction is to straightforward 
lead to a concrete example in ferrofluids. I will provide a brief description as a
demonstrative instance of how the research topics in this field become rapidly
complex and rich in contents (more than three areas of physics combined). In the
present case, the involved research areas are statistical mechanics, electromagne-
tism, thermodynamics of mixing and solid-state physics.
In thermodynamic equilibrium, superparamagnetic monomers at the micron
scale gather forming chains [2] parallel to the magnetic field direction. In turn, 
chains aggregate building one-layered structures (ribbons or bundles) due to the
screening effect inherited by the magnetic potential of a dipole [3] and the effective
potential between chains or between a chain and a bundle. The latter was experi-
mentally found in a quasi-two-dimensional vessel under a uniform magnetic field. 
A detailed study of the interaction between a magnetic particle and a chain and 
between two chains is given in [4]. In the latter reference, the formation process is
addressed including compact packing and noncompact cases (referred as barely
touching chains).
2. Cohesion energy of the aggregates
The study of formed (after aggregation) compact regular and quasi-rectangular
bundles of number of particles n, width d and length s (these distances are mea-
sured in number of grains) has been performed in [5]. In addition to these cases
here, a description of non-rectangular (irregular) bundles is included. Rectangular
aggregates contain a number of particles n = ds, quasi-regular aggregates hold 
n = ds + n%d and non-rectangular bundles have irregular forms due to the aggrega-
tion process in thermodynamic equilibrium (see Figure 1). n%d is equal to the rest
of the integer division n/d. Regular and quasi-rectangular aggregates of the same
width cannot have the same amount of particles since the rest n%d is zero only
in regular cases. Nevertheless, rectangular and quasi-regular bundles of different
width can contain the same number of grains. Irregular ribbons can coincide in n
with a rectangular or a quasi-regular bundle (see Figure 1b,c). The energies of the
1
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latter cases are different. The amount of magnetic interactions in a ribbon is sepa-
rated in the number of negative interactions nm(i) and the number of positive bonds 
np(i) (relative to attractive and repulsive forces, respectively) at each order i, which 
is employed to compute the energy of a chain or regular bundle up to order imax:




 max   n m  (i)   e m  (i)  +  n p  (i)   e p  (i)  (1)
Here em(i) and ep(i) are the magnitude of negative and positive bonds at each 
order, respectively. The order of positive and negative interactions is relative to the 
distance between two grains in a ribbon [1]. Eq. (1) (see Figure 2) yields the explicit 
dependence of the aggregate energy on d and s; at higher orders the results converge 
to the exact curves obtained in [5] with a different method (indexing grains). Thus, 
the exact curves serve as a reference of the rectangular or quasi-regular ribbon 
magnetic energy dependency on the number of particles, although this dependence 
is different if irregular cases are considered. Eq. (1) is also useful to fit the exact 
results and to compute the energy of irregular bundles.
Quasi-regular bundles can be approximated to rectangular cases; this is called 
coarse-grained approximation since it does not take into account details (local 
groups of points) [5]. Irregular ribbons can have the same energy and number of 
grains of the reference (exact) curves (d = 1, 2, 3, 4), although their energy is in 
general located around these curves. Some cases are similar to rectangular or quasi-
regular aggregates as shown in Figure 1c, where a non-rectangular ribbon is similar 
to a bundle of width d = 2; in this case its energy is equal to the energy of the regular 
aggregate plus all the interactions relative to the extra particle. Irregular aggregates 
occur also at higher n (see Figure 1d); the energy of a bundle at n = 500 is equal to 
the rectangular case n = 600 minus all the interactions relative to the 100 particles 
lacking at the third column. An intersection point in Figure 2 occurs when two 
bundles of different width have the same number of particles and energy; the refer-
ence curves indicate that wider aggregates are more stable at increasing the number 
of particles, which is a plausible explanation for the experimental observation of 
Figure 1. 
Indexed compact (quasi-)rectangular bundles in the cases (a) (d, s) = (2, 4) and (b) (d, s) = (3, 4) with a total 
number of particles n = ds + n%d and rest particles (blue) filled. (c) Not indexed compact irregular aggregate at 
n = 14. (d) Non-rectangular aggregate of size n = 500 with upper width d1 = 2 and lower width d2 = 3.
3
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ribbons in the suspension. The exact curves can be employed in statistical tools such 
as the standard part of the chemical potential and the equilibrium constant in order 
to obtain the mean length of the aggregates, which present multistability at increas-
ing the magnitude of the imposed magnetic field.
Figure 2. 
Normalised magnetic energy of regular bundles at the fourth order, d = 1 (black), d = 2 (blue), d = 3 (red) 
and d = 4 (grey) curves. First intersection at about n = 40. Schemes of regular aggregates at (d, n) = (2, 100), 
(3, 300) and (4, 500) marked in circles. Convergence to the exact curves and intersections at n = 30, 113, 263 are 
obtained at higher orders.
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When studying ferrofluidic flows, as one example of magnetic flow dynamics, in
terms of instability, bifurcation, and properties, one quickly finds out the additional
challenges magnetic fluids introduce compared to the investigation of “classical”,
“ordinary” shear flows without any kind of particles. Approximation of ferrofluids
as fluids including point-size particles or, more realistic fine size particles, the
relaxation times of the magnetic particle, their interaction between each other, i.e.,
the agglomeration and chain forming effects, and the interaction/response between
any external applied field and the internal magnetization are just few examples of
challenges to overcome. Further dependence on the considered model system, the
direction of the external applied magnetic field (homogeneous or inhomogeneous)
is crucial, as it can break the system symmetry and thus generate new solutions. As
a result, the classical Navier–Stokes equations become modified to the more com-
plex ferrohydrodynamical equation of motion, incorporating magnetic field and
magnetization of the fluid itself, which typically makes numerical simulations
expensive and challenging. This chapter provides an overview of the tasks/difficul-
ties from describing and simulating magnetic particles, their interaction, and thus
finally resulting modification in rotating flow structures and in particular instabil-
ities and bifurcation behavior.
Keywords: magnetic fluid, complex system, ferrofluid, instabilities, bifurcation,
symmetry-breaking, vortex, growth rate, finite-size effect, internal magnetic field,
particle interaction, agglomeration, elongational flow
1. Introduction
Ferrofluids [1] represent one example of magnetic particles with a variety of
applications, ranging from liquid seals in rotating systems, their use in computer
hard drives, as well as in laboratory experiments, to study geophysical flows [2, 3].
However, deeper fundamental study of their magnetohydrodynamics is inevitable,
as there are many modeling assumptions that have been implemented to make
theoretical descriptions tractable. Ferrofluids are manufactured fluids which consist
of dispersions of magnetized nanoparticles in various kinds of liquid carriers. Sta-
bilizing against agglomeration is typically achieved by the addition of a surfactant
monolayer onto the magnetic particles. Being no magnetic field present, the mag-
netic nanoparticles are randomly orientated, which results in a zero-net magnetiza-
tion of the fluid. Only effect of the present nanoparticles is a typically small
alteration to the fluid’s density and viscosity. Applying a sufficiently strong
5
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magnetic field, the ferrofluid flows toward certain regions of the magnetic field.
The hydrodynamics of the system can be significantly changed, and properties of
the fluid, e.g., the viscosity, are altered. Therefore, nowadays, they are widely used
by various car manufactures in order to provide adaptable suspensions, i.e., chang-
ing the damping characteristics of an antishock/damper due to modified viscosity of
the ferrofluid under influence of an external applied magnetic field. Both numerical
simulations and experiments show that any applied magnetic field, whether radial,
axial, azimuthal, transversal, or any combination of the previous stabilizes the basic
state [4–9]. This stabilization effect depends, among others, on the particle-particle
interactions of the fluid [9]. A strong interaction leads to large/crucial changes in
flow behavior, which are driven by the formation of internal flow structures. While
an axisymmetric field leaves the flow structures untouched (compared to classical
Couette flow), a finite transverse, in-plane magnetic-field component breaks axi-
symmetry, enforcing new nonlinear effects, modify present flow structures, and
can produce new flow structures.
Among various others, one important point to look at is the applied magnetic
field, in particular its characteristics while penetrating a moving ferrofluid. In order
to describe the hydrodynamics of ferrofluids in containers/boxes typically, models
are used which assume that the internal magnetic field and the external applied
magnetic field are equal [4–6]. However, such a simplification is only a leading
order approximation, as the magnetic field in the container typically is modified,
based on the magnetic susceptibility of the ferrofluid. First work trying to account
for modifications [15] includes an expression for the angular velocity of the
ferrofluid particles, which differs from the ferrofluid itself due to the magnetic
torques acting on the particles. The results are significant differences from the exter-
nal field, providing among others, a much changed body force in the governing
equations. More concretely, the interaction between a uniform external field and
the susceptibility of the ferrofluid-filled annulus can be shown to result in a field
with an 1=r2 radial dependence superimposed on the external field.
Further common assumption when describing the hydrodynamics of magnetic
particles as ferrofluids is to consider them as point-wise objects and ignore their
finite size and specific properties. However, in real, such particles typically aggre-
gate to form clusters having the form of chains, and thus they hinder the free flow
of the fluid and increase the viscosity [9–11], and change their rheology and trans-
port properties [14]. In this type of structure’s formation, it is also assumed that the
interaction parameter is usually greater than unity [1], and thus the strength of the
grain-grain interaction can be measured in terms of the total momentum of a
particle. Regarding the magneto-dissipative structure of ferrofluid dynamics, one
can derive, based on general principles, an equation for macroscopic ferrofluid
dynamics. The magnetization’s relaxation equation includes an additional term that
is proportional to the product of the magnetization’s magnitude and the symmetric
part of the velocity gradient tensor, which can describe an elongational flow scaled
by a so-called transport coefficient λ2. Such description also exists in the dynamics of
nematic liquid crystals, as the flow alignment modifies the director field in an
applied shear flow [16].
It is worth to mention that there are further crucial and important consider-
ations for describing ferrofluids and in general fluids with magnetic particles which
are also important as the discussed ones. However, these are not considered in the
present chapter. Therefore, we refer to the huge amount of literature, which can be
essentially found by the presented references. Two prominent examples of these
further considerations are the modulation of the relaxation times of magnetic
particles [7, 13], e.g., Neel’s or Braun’s and the consideration of monodisperse vs.
polydisperse materials [7, 17, 18].
6
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In this chapter, we will consider a rotating ferrofluid in Taylor-Couette geome-
try. First, we are going to describe the modifications in flow solutions and its
structural properties and alterations in primary supercritical bifurcation thresholds
induced/forced by an external applied magnetic field. Following, we will discuss
two different approaches to come to a more realistic description of ferrofluidic
flows. Therefore, we will modify and extend the basic ferrohydrodynamical equa-
tions. First, considering a modification of the internal magnetic field, which differs
from the external applied one due to its internal magnetization. Second incorporat-
ing elongational flow. The latter aims to consider finite size effects of the magnetic
particles, as well as agglomeration and chain formation procedures.
2. System and theoretical description
As a prototypical system to investigate the influences of a magnetic field on a
rotating ferrofluid system, we consider Taylor-Couette flow (Taylor Couette sys-
tem, TCS) [19, 20] driven by the independent differential rotation of two concen-
tric cylinders (Figure 1).
The inner cylinder of radius r1 rotates at ω1, and the outer cylinder of radius r2
rotates at ω2. If not other stated, in this chapter, periodic boundary conditions are
considered in the axial direction with periodicity of length λ and no-slip boundary
conditions on the cylinder walls. The system is described using a cylindrical polar
coordinate system r; θ; zð Þ with a velocity field u!¼ u; v;wð Þ. The radius ratio of the
cylinders is β ¼ r1=r2, and the aspect ratio is Γ ¼ λ= r2 � r1ð Þ. The gap between the
cylinders is filled with a viscous, incompressible, and isothermal ferrofluid. An
external homogeneous magnetic field H
!
ext ¼ Hx e!x þHz e!z is applied, where
x ¼ r cos θ is the transverse direction and z is the axial direction, respectively
(Figure 1).
The flow dynamics of an incompressible homogeneous monodisperse ferrofluid
with kinematic viscosity ν and density ρ is governed by the incompressible Navier–
Stokes equations, including magnetic terms and the continuity equation. Following,
an approach based on the model of Niklas [4, 5] is used, where the magnetic fluid is
Figure 1
Schematic of the Taylor-Couette system with an external applied homogeneous magnetic field
H
!
ext ¼ Hx e!x þHz e!z.
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assumed to be incompressible, nonconducting, and to have a constant temperature
and a homogeneous distribution of magnetic particles. Using the gap d ¼ r2 � r1 as
the length scale, the diffusion time τd ¼ d2=ν as the time scale, scaling pressure with
ρν2=d2, the magnetic field H
!
, and the magnetization M
!
with ρ=μ0ð Þ0:5ν=d (μ0 is the





u! �∇2 u! ∇p ¼ M! �∇
 
H
! þ∇� M! � H!
 
=2,∇� u!¼ 0 (1)
The cylinders are considered to be of no-slip type with velocity boundary
conditions
u! r1,θ; zð Þ ¼ 0;Re1,0ð Þ and u! r2,θ; zð Þ ¼ 0;Re2;0ð Þ, (2)
where the inner and outer Reynolds numbers are Re1 ¼ ωr1d=ν and
Re2 ¼ ωr2d=ν, respectively.
2.1 Magnetization equations
In order to solve (1), one needs additional information about the magnetic
particles themselves, in particular their properties and interaction with an applied
magnetic field. Therefore, (1) is solved together with an equation that describes the
magnetization of the ferrofluid. A first approximation is to use the equilibrium
magnetization of an unperturbed state with a homogeneously magnetized ferrofluid
at rest with the mean magnetic moments orientated in the direction of the magnetic
field,M
!
eq ¼ χH!, where χ is the magnetic susceptibility of the ferrofluid, determined
using Langevin’s formula [21]. The ferrofluid considered for all simulations in this
chapter is APG933 [22] with χ ¼ 0:9. However, a ferrofluid’s magnetization is also
influenced by the flow field. For the presented numerical simulations, an approach
based on the model of Niklas [4–6] is used. Furthermore, a stationary magnetiza-




and small relaxation times Ωτ << 1, where Ω is the absolute
value of half of the vorticity Ω and τ is the magnetic relaxation time. In the near-
equilibrium approximation, Niklas [4] determined the relationship between the
magnetization M
!
, the magnetic field H
!
, and the velocity u! to be
M
! �Meq ¼ cN Ω
! � H! (3)
with Ω
!¼ ∇� u! =2 being the vorticity and the Niklas coefficient
c2N ¼ τ= 1=χ þ τμ0H2= 6μΦð Þ
 
(4)
where μ is the dynamic viscosity and Φ is the volume fraction of the magnetic
material.
2.2 Ferrohydrodynamic equations of motions
The magnetization can be eliminated from (1) by using (3) in order to obtain the
ferrohydrodynamic equation of motion [4]:
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∂tþ u! �∇
� �
u! �∇2 u! þ∇pM ¼ �c2N H
!




!¼Ω! � H! and pM are the dynamic pressure incorporating all magnetic
terms which can be written as gradients. Note that the relaxation time τ could
typically be defined by τ ¼ τB D3
� �1=3
, where τB is the Brownian relaxation time and
D3
� �1=3
is the averaged diameter of the magnetic particles. For simplicity, to inves-
tigate the different effects, i.e., internal magnetization and elongational flow (see
below), we assume that τ is constant, which is independent of the magnetic field H
!
.
The considered relaxation time is based on the experimental result [22]
τ ¼ τAPG933=τd ¼ 0:0018ð Þ.




, (5) can be simplified to
∂tþ u! �∇
� �
u! �∇2 u! þ∇pM ¼ �c2N H
!
∇� F! þ H! �∇� F!
� �
=2 (6)
In this approach, the magnetic field and all the magnetic properties of the
ferrofluid influence the velocity field only via the magnetic field, the Niklas param-
eter sN
!¼ sxex! þszez! [4–6], whereby magnetic field strengths are:
sx ¼ 2 2þ χð Þ= 2þ χð Þ2 � χ2η2
� �h i
HxcN and sz ¼ Hzcn (7)
In this approach, sx and sz are dimensionless numbers, describing the strength of
the applied magnetic field.
3. Ferrofluidic flow under finite magnetic field
3.1 Introduction and motivation
We start our discussion with the investigation of the influence of a homogeneous
magnetic field on a ferrofluid. In this first part, we will assume that the internal
magnetic field is equal to the external applied magnetic field, i.e., homogeneous.
Moreover, we ignore in this section any kind of finite size effects, e.g., possible
agglomeration and chain formation, later considered as elongational flow effect (Sec-
tion 4). Therefore, we consider the ferrofluid particles as point-size objects without
any 3D expansion. Structure, dynamics, symmetry properties, bifurcation, and sta-
bility behavior of different vortex structures are investigated for axial and transversal
magnetic fields, as well as combinations of them, i.e., oblique magnetic field. We will
see that a transversal magnetic field has significant influence. It modulates and
changes the classical flow structures, as well the basic state (Circular Couette flow,
CCF) as the classical primary supercritical ones, Taylor vortex flow (TVF) and the
spiral vortex flow (spirals, SPI). They are replaced by wavy-modulated flow struc-
tures: wavy Taylor vortex flow (wTVF) and wavy spiral vortex flow (wSPI), as well
as they forward bifurcate out of the modified 2-fold circular Couette flow (2-CCF).
3.2 Flow structures
3.2.1 Flow structures in absence of a magnetic field
There are two fundamental basic, topologically different flow structures
appearing in (classical) Taylor-Couette flow (see also Nomenclature and
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abbreviations section). These are either toroidally closed Taylor vortices (Taylor
vortex flow, TVF) and helical spiral vortices (spiral vortex flow/spirals, SPI) [20].
Figure 2 shows the structure of these fundamental solutions, TVF and SPI (here
for a left-handed SPI with azimuthal wavenumber m ¼ 1), by using isosurfaces of
the azimuthal vorticity. Because of the system symmetry z! �z, we only discuss
left-handed SPI. Without other parameters, e.g., axial through flow, left- and
right-handed SPI are mirror images of each other. These pure states can also be
found modulated as wavy structures, which are topologically identical with the
pure states. However, they show a wavy-like deformation that results from addi-
tional and other stimulated modes compared to the classical solutions.
While classical wavy flow solutions [27–36] are well known and have already
been widely discussed in literature regarding TCS, the ones generated by a magnetic
field are different. In particular, the magnetically induced wTVF are nonrotating
structures having a pinned phase, contrary to the classic wTVF, which rotate azi-
muthally. Regarding the flow structure, the imposed magnetic field shrinks and
expands the vortices at different cross sections of constant θ, resulting in an azi-
muthal alternating wide and narrow vortex belly structure.
3.2.2 Flow structures—mode coupling in magnetic fields
Following, we will have a quick look at the impact on the different applied
magnetic field with respect to the flow structures and in particular their mode
Figure 2.
Azimuthal vorticity isosurfaces η over two axial wavelengths (for visual purpose) in absence of a magnetic field
(N) of (a) TVF at Re2 ¼ 0, Re1 ¼ 100, and (b) SPI at Re2 ¼ �150, Re1 ¼ 150. Red (yellow) isosurfaces
correspond to positive (negative) values as indicated. The bottom row shows mode amplitudes um,nj j of the
radial velocity field u corresponding to structures above over the m-n plane. The values are scaled regarding the
maximum mode amplitude to be 1 (TVF: u0,1j j ¼ 1).
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spectra. The modifications in NSE due to the additional terms incorporating mag-
netization and magnetic field result in various new phenomena. Most important is
probably the fact that magnetic fields with a finite transversal component stimulate
additional modes. Depending on different external applied magnetic fields,
Figure 3 presents a schematic plot for the different stimulated modes, depending on
the applied field.
Having a pure axial field sx ¼ 0; sz>0ð Þ applied the mode spectra, the flow struc-
tures remain qualitatively similar to the no field (N) case (Figure 3(a)). A TVF still
contains only the axisymmetric modes m ¼ 0 (with dominant n = 1, see also
Figures 2 and 6). Similarly, L1-SPI, i.e., a left-handed SPI flow with azimuthal
wavenumber m ¼ 1 contains modes only on the diagonal m ¼ n (with dominant
n ¼ 1, see also Figures 2 and 6). However, if a field with finite transversal compo-
nent is applied additional mode become finite and the flow structures change. A
pure transversal field sx>0; sz ¼ 0ð Þ excites m ¼ �2 modes lying on the secondary
diagonal m ¼ n� 2 (Figure 3(b)). Thus, as a result, the pure states of TVF and SPI
vanish in the presence of a transversal magnetic field. They become wavy-like
modified, resulting in wTVF and wSPI. Finally, having a magnetic field with either
axial and transversal component sx>0; sz>0ð Þ, there are further interactions, which
result in stimulation of additional m ¼ n� 1 modes (Figure 3(c)). Moreover, these
additional modes can induce further nonlinear mode couplings. As a result, the
mode spectra contain more nonzero components (Figure 3(c) and Figure 6 for
numerical results). Thus all flow structures in a magnetic field with transversal
component differ qualitatively from the classical flows found in the absence of
magnetic fields [6, 26].
3.3 Effect of finite magnetic fields
3.3.1 Basic state and symmetries
If only a pure axial magnetic field, Hext rð Þez! (see Figure 1), the classical circular
Couette flow (CCF) is observed, with u!CCF ¼ 0;Arþ B=r;0ð Þ, where
Figure 3.
Schematic sketch of modes in the presence of different externally imposed (homogeneous) magnetic fields. Here,
m represents the azimuthal, and n the axial mode index in the Fourier expansion (Appendix (17) and (18)).
(a) Modes either in absence of any magnetic field or in a pure axial magnetic field. (b) Pure transversal
magnetic field with additional stimulation of m ¼ n� 2 modes. (c) Superposition of axial and transversal
fields with even further finite m ¼ n� 1 modes. Strength of mode amplitudes, the magnitudes are characterized
from dark (large amplitudes) to bright (small amplitudes) colors (legend right). Red and blue lines indicate the
dominant mode amplitudes of the flow structures.
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contains only the axisymmetric modes m ¼ 0 (with dominant n = 1, see also
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nent is applied additional mode become finite and the flow structures change. A
pure transversal field sx>0; sz ¼ 0ð Þ excites m ¼ �2 modes lying on the secondary
diagonal m ¼ n� 2 (Figure 3(b)). Thus, as a result, the pure states of TVF and SPI
vanish in the presence of a transversal magnetic field. They become wavy-like
modified, resulting in wTVF and wSPI. Finally, having a magnetic field with either
axial and transversal component sx>0; sz>0ð Þ, there are further interactions, which
result in stimulation of additional m ¼ n� 1 modes (Figure 3(c)). Moreover, these
additional modes can induce further nonlinear mode couplings. As a result, the
mode spectra contain more nonzero components (Figure 3(c) and Figure 6 for
numerical results). Thus all flow structures in a magnetic field with transversal
component differ qualitatively from the classical flows found in the absence of
magnetic fields [6, 26].
3.3 Effect of finite magnetic fields
3.3.1 Basic state and symmetries
If only a pure axial magnetic field, Hext rð Þez! (see Figure 1), the classical circular
Couette flow (CCF) is observed, with u!CCF ¼ 0;Arþ B=r;0ð Þ, where
Figure 3.
Schematic sketch of modes in the presence of different externally imposed (homogeneous) magnetic fields. Here,
m represents the azimuthal, and n the axial mode index in the Fourier expansion (Appendix (17) and (18)).
(a) Modes either in absence of any magnetic field or in a pure axial magnetic field. (b) Pure transversal
magnetic field with additional stimulation of m ¼ n� 2 modes. (c) Superposition of axial and transversal
fields with even further finite m ¼ n� 1 modes. Strength of mode amplitudes, the magnitudes are characterized
from dark (large amplitudes) to bright (small amplitudes) colors (legend right). Red and blue lines indicate the
dominant mode amplitudes of the flow structures.
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A ¼ Re2 � βRe1ð Þ= 1þ βð Þ, and B ¼ β Re1 � βRe2ð Þ= 1þ βð Þ 1� βð Þ2, is a solution of
(5) as the associated vorticityΩ
!
ccf ¼ ∇� u!ccf is parallel to the applied magnetic field
and therefore all magnetic terms vanish. Although for magnetic fields that are
orientated purely in the radial or azimuthal direction, the basic state changes but
remains axisymmetric with deviations from CCF only having an azimuthal compo-
nent [4, 23]. As a result, in all of these cases, the basic state is invariant to a number
of symmetries (azimuthal rotation, mirror symmetry, and axial translation) whose
actions on a general velocity field are
RΦ u; v;wð Þ r; θ; z; tð Þ ¼ u; v;wð Þ r; θ þΦ; z; tð Þ,Φ∈ 0; 2π½ �, (8)
Kz u; v;wð Þ r; θ; z; tð Þ ¼ u; v;�wð Þ r; θ;�z; tð Þ, (9)
Tα u; v;wð Þ r; θ; z; tð Þ ¼ u; v;wð Þ r; θ; zþ αΓ; tð Þ, α∈N (10)
On the contrary, for a field with a finite transverse component, the base state is
no longer axisymmetric. Although the basic state remains invariant to Tα and a
modified mirror symmetry KHz [24], a transverse magnetic field T breaks the con-
tinuous axisymmetry RΦ, resulting in a basic state with discrete symmetry Rπ, i.e.,
with azimuthal wavenumber m ¼ 2 [24]. Following, we will refer to this modified
2-fold symmetric CCF as 2-CCF. It is important to mention that this m ¼ 2 state is
stationary [24], which is in contrast to the generic breaking of a SO 2ð Þ symmetry
which would result in a rotating wave.
3.3.2 Bifurcation behavior
As seen in Section 3.2, an applied magnetic field can stimulate additional modes
and thus changes the Fourier mode spectrum of flow structures resulting in new
solutions. The results are wavy-like modified flow states. It is to expect that these
mode-stimulated modifications also influence and appear in the primary bifurcation
thresholds of the solutions, as well as in their growth rate. Following, we will have a
look at the bifurcation behavior of the different flow structures with the addition-
ally field-induced modes explained in Section 3.3. In particular, we will focus on
four different field configurations: no field (N) sx ¼ 0; sz ¼ 0ð Þ; pure axial field (A)
sx ¼ 0; sz ¼ 0:6ð Þ; pure transversal field (T) sx ¼ 0:6; sz ¼ 0ð Þ; and oblique field (O)
sx ¼ 0:6; sz ¼ 0:6ð Þ ((7) for parameters sx, sz).
Considering these four, non, pure axial, pure transversal, and oblique magnetic
fields, Figure 4 illustrates the stable forward bifurcating branches of toroidally
closed TVF and of wTVF solutions, respectively. Figure 5 shows the bifurcation
diagrams for helical SPI and wSPI in an analogous way. Note that the shown
Figure 4.
Bifurcation diagrams of TVF and wTVF, respectively, in different magnetic fields: (a) no field (N), (b) axial
(A), (c) transverse (T), and (d) oblique (O). Moduli um,nj j (18) of the radial flow field amplitudes at mid
gap are shown versus the relative distance μ ¼ Re1=Re1, c � 1 from the onset of the respective vortex flow.
Further parameters are: Re2 ¼ 0, β ¼ 0:5, k ¼ 3:927 (cf. Figure 2).
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wavy-like modulated flow states only result from symmetry breaking due to
finite transversal field component. In the Figures 4 and 5, the relative distance
μ ¼ Re1=Re1, c � 1 is used as control parameter for easier comparison of the bifurca-
tion branches (Re1, c stands for the critical onset Reynolds number Re1 of the flow
structure, which depends on various system parameters. These are the aspect ratio
Γ, the radius ratio r1=r2, the outer Reynolds number Re2, axial boundary conditions,
and the field strength sx, sz, respectively). The main reason to use μ is the shift in the
bifurcation onset, which varies depending on the applied field direction.
Displayed in the Figures 4 and 5 are the moduli um,nj j of the dominant, as well as
the first higher harmonic modes of the corresponding structure (see Appendix (18)
and (19)), e.g. m; nð Þ ¼ 0; 1ð Þ and m; nð Þ ¼ 0; 2ð Þ for TVF. Furthermore, the largest
field-induced mode amplitudes u2,1j j and u1,�1j j (only in oblique configuration) of
the wavy structures (cf. schematics in Figure 3) are included for comparison.
Axial field (A): As a pure axial magnetic field sx ¼ 0; sz 6¼ 0ð Þ does not stimulate
any further modes within the mode-spectra (Figure 3(a)), the flow states TVF and
SPI and their structural properties remain qualitatively similar, and they are as with-
out a field. However, quantitative, they eventually change. First important effect is
the rise of the onsets to higher values of Re1 [6, 7]. Thereby, the upward shift depends
on the various system control parameters (e.g., Re2,β,Γ). For parameters in Figure 4,
the onset of TVF rises by about 25%, and for the parameters of Figure 5, the SPI
bifurcation threshold moves upward in by about 15%. For the latter, consequently
also corresponding SPI frequencies are increased in an axial field. Other change
regarding Figure 4 is the amplitude of the modes with increasing the parameter μ
(weakest for nonfield and strongest for oblique field configuration).
Transversal field (T): A transversal magnetic field sx 6¼ 0; sz ¼ 0ð Þ stimulates
additional azimuthal modes m ¼ n� 2 (Section 3.2) as illustrated in Figure 3(b).
Thus, based on this knowledge, one can already expect a more dramatic influence
on the classical TVF and SPI structures. As a pure axial field, a transversal field also
delays the onset of the primary bifurcating structures, i.e., it stabilizes the basic
state. Furthermore and more important is the fact that such a field also changes the
flow structural properties in qualitative manner. The growth of the additional
modulus u2,1j j (18) (for toroidally closed flow states) with μ ¼ Re1=Re1, onset � 1
changes the pure TVF to a wavy-like modulated wTVF. Analog pure SPI changes to
wSPI (shown for L1-(w)SPI in Figure 5) due to the additional m ¼ n� 2 (see
Figure 3(b)), indicated by the growth of the modulus u3,1j j in Figure 5. It is worth
to mention that due to the mode stimulation and interaction, also the (1,-1) mode
becomes excited, which is similar to structure R1-(w)SPI. Note, the same also holds
for the symmetry-related mirror image L1-(w)SPI.
Thus, in the presence of a magnetic field with a finite transversal component,
the pure/classical TVF and SPI structures are modified. They are replaced by their
Figure 5.
Bifurcation diagrams of SPI and wSPI, respectively, in different magnetic fields: (a) no field (N), (b) axial
(A), (c) transverse (T), and (d) oblique (O). Moduli um,nj j (18) of the radial flow field amplitudes at mid
gap are shown versus the relative distance μ ¼ Re1=Re1, onset � 1 from the onset of the respective vortex flow.
Further parameters are: Re2 ¼ �150, β ¼ 0:5, k ¼ 3:927 (cf. Figure 2).
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and therefore all magnetic terms vanish. Although for magnetic fields that are
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nent [4, 23]. As a result, in all of these cases, the basic state is invariant to a number
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actions on a general velocity field are
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On the contrary, for a field with a finite transverse component, the base state is
no longer axisymmetric. Although the basic state remains invariant to Tα and a
modified mirror symmetry KHz [24], a transverse magnetic field T breaks the con-
tinuous axisymmetry RΦ, resulting in a basic state with discrete symmetry Rπ, i.e.,
with azimuthal wavenumber m ¼ 2 [24]. Following, we will refer to this modified
2-fold symmetric CCF as 2-CCF. It is important to mention that this m ¼ 2 state is
stationary [24], which is in contrast to the generic breaking of a SO 2ð Þ symmetry
which would result in a rotating wave.
3.3.2 Bifurcation behavior
As seen in Section 3.2, an applied magnetic field can stimulate additional modes
and thus changes the Fourier mode spectrum of flow structures resulting in new
solutions. The results are wavy-like modified flow states. It is to expect that these
mode-stimulated modifications also influence and appear in the primary bifurcation
thresholds of the solutions, as well as in their growth rate. Following, we will have a
look at the bifurcation behavior of the different flow structures with the addition-
ally field-induced modes explained in Section 3.3. In particular, we will focus on
four different field configurations: no field (N) sx ¼ 0; sz ¼ 0ð Þ; pure axial field (A)
sx ¼ 0; sz ¼ 0:6ð Þ; pure transversal field (T) sx ¼ 0:6; sz ¼ 0ð Þ; and oblique field (O)
sx ¼ 0:6; sz ¼ 0:6ð Þ ((7) for parameters sx, sz).
Considering these four, non, pure axial, pure transversal, and oblique magnetic
fields, Figure 4 illustrates the stable forward bifurcating branches of toroidally
closed TVF and of wTVF solutions, respectively. Figure 5 shows the bifurcation
diagrams for helical SPI and wSPI in an analogous way. Note that the shown
Figure 4.
Bifurcation diagrams of TVF and wTVF, respectively, in different magnetic fields: (a) no field (N), (b) axial
(A), (c) transverse (T), and (d) oblique (O). Moduli um,nj j (18) of the radial flow field amplitudes at mid
gap are shown versus the relative distance μ ¼ Re1=Re1, c � 1 from the onset of the respective vortex flow.
Further parameters are: Re2 ¼ 0, β ¼ 0:5, k ¼ 3:927 (cf. Figure 2).
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wavy-like modulated flow states only result from symmetry breaking due to
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μ ¼ Re1=Re1, c � 1 is used as control parameter for easier comparison of the bifurca-
tion branches (Re1, c stands for the critical onset Reynolds number Re1 of the flow
structure, which depends on various system parameters. These are the aspect ratio
Γ, the radius ratio r1=r2, the outer Reynolds number Re2, axial boundary conditions,
and the field strength sx, sz, respectively). The main reason to use μ is the shift in the
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any further modes within the mode-spectra (Figure 3(a)), the flow states TVF and
SPI and their structural properties remain qualitatively similar, and they are as with-
out a field. However, quantitative, they eventually change. First important effect is
the rise of the onsets to higher values of Re1 [6, 7]. Thereby, the upward shift depends
on the various system control parameters (e.g., Re2,β,Γ). For parameters in Figure 4,
the onset of TVF rises by about 25%, and for the parameters of Figure 5, the SPI
bifurcation threshold moves upward in by about 15%. For the latter, consequently
also corresponding SPI frequencies are increased in an axial field. Other change
regarding Figure 4 is the amplitude of the modes with increasing the parameter μ
(weakest for nonfield and strongest for oblique field configuration).
Transversal field (T): A transversal magnetic field sx 6¼ 0; sz ¼ 0ð Þ stimulates
additional azimuthal modes m ¼ n� 2 (Section 3.2) as illustrated in Figure 3(b).
Thus, based on this knowledge, one can already expect a more dramatic influence
on the classical TVF and SPI structures. As a pure axial field, a transversal field also
delays the onset of the primary bifurcating structures, i.e., it stabilizes the basic
state. Furthermore and more important is the fact that such a field also changes the
flow structural properties in qualitative manner. The growth of the additional
modulus u2,1j j (18) (for toroidally closed flow states) with μ ¼ Re1=Re1, onset � 1
changes the pure TVF to a wavy-like modulated wTVF. Analog pure SPI changes to
wSPI (shown for L1-(w)SPI in Figure 5) due to the additional m ¼ n� 2 (see
Figure 3(b)), indicated by the growth of the modulus u3,1j j in Figure 5. It is worth
to mention that due to the mode stimulation and interaction, also the (1,-1) mode
becomes excited, which is similar to structure R1-(w)SPI. Note, the same also holds
for the symmetry-related mirror image L1-(w)SPI.
Thus, in the presence of a magnetic field with a finite transversal component,
the pure/classical TVF and SPI structures are modified. They are replaced by their
Figure 5.
Bifurcation diagrams of SPI and wSPI, respectively, in different magnetic fields: (a) no field (N), (b) axial
(A), (c) transverse (T), and (d) oblique (O). Moduli um,nj j (18) of the radial flow field amplitudes at mid
gap are shown versus the relative distance μ ¼ Re1=Re1, onset � 1 from the onset of the respective vortex flow.
Further parameters are: Re2 ¼ �150, β ¼ 0:5, k ¼ 3:927 (cf. Figure 2).
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wavy-like counterparts, wTVF and wSPI, which now bifurcate as primary struc-
tured solutions forward out of the CCF-2 ground state; note that already the basic
state has an additional mode-2 symmetry due to the symmetry-breaking effect of
the transversal field and as such already differ from the classical CCF (Section
3.3.1). As for axial field, the magnitude of stabilization varies with given system
control parameters. In general, it is slightly smaller compared to the stabilization
effect of an axial field. For instance for parameters presented in Figures 4 and 5, the
upward shift for the onset of wTVF (wSPI) is about 20% (12%) in an axial (trans-
versal) magnetic field.
Important to mention that a finite transverse component sx 6¼ 0 breaks the
system symmetry but does not change the degeneration between left- and right-
handed SPIs. Both solutions keep bifurcating at the same critical values. The latter is
different to the effect of an axial flow, for instance. Aside that such a flow also
breaks the system symmetry, it separates both left- and right-handed SPI solutions.
Under axial applied flow, they appear at different critical values.
Oblique field (O): As already seen for both pure field configurations, either
sx 6¼ 0, sz ¼ 0 or sx ¼ 0, sz 6¼ 0, the onset of (w)TVF and (w)SPI is shifted to higher
values. In fact in a field, obliquely orientated to the cylinder sx 6¼ 0; sz 6¼ 0ð Þ, the
magnitude of shift is bigger compared to the pure cases. In addition, as discussed
before, such a superposition of an axial and a transversal field stimulates also new,
additional modes with higher mode index combinations m ¼ n� 1 (Figure 3(c)
and for numerical simulations Figures 4(c,d), 5(c,d), and 6(e,f)).
A common finding for (w)TVF and (w)SPI is that their dominant mode ampli-
tudes for m ¼ 0 (for (w)TVF) and m ¼ 1 (for (w)SPI) grow with respect to the
bifurcation onsets. Although the absolute value depends on the different applied
magnetic field, comparing the moduli um,1j j at the same relative distance μ from the
respective onset (Figures 4 and 5, compare dominant mode amplitudes), one finds
the following relations
um,1 sx ¼ c; sz ¼ cð Þj j≥ um,1 sx ¼ c; sz ¼ 0ð Þj j≥ um,1 sx ¼ 0; sz ¼ cð Þj j≥ um,1 sx ¼ 0; sz ¼ 0ð Þj j
Figure 6.
Azimuthal vorticity isosurfaces η over two axial wavelengths (for visual purpose) with pure transversal applied
magnetic field (T): (a) wTVF at Re2 ¼ 0, Re1 ¼ 125, (b) wSPI at Re2 ¼ �150, Re1 ¼ 160; and oblique
applied magnetic field (O): (c) wTVF at Re2 ¼ 0, Re1 ¼ 150, and (d) wSPI at Re2 ¼ �150, Re1 ¼ 190. Red
(yellow) isosurfaces correspond to positive (negative) values as indicated. Bottom row shows mode amplitudes
um,nj j of the radial velocity field u corresponding to structures above over the m-n-plane. Values are scaled with
the maximum mode amplitude to be 1 (TVF: u0,1j j ¼ 1).
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for a given constant value c∈ 0; 1½ � and m ¼ 0 in case of toroidally closed (w)TVF
and m ¼ 1 for helical (w)SPI, respectively (Compare upper curves for dominant
mode amplitudes um,1j j in Figures 4 and 5).
For helical flow structures, the larger variety of mode interactions due to the
basic spectra (e.g. m ¼ n [m ¼ �n] for pure L1-SPI [R-SPI]) results in significant
variation of the higher order and secondary stimulated modes, depending on the
field configuration (see in particular Figures 3(c), 4(d), and 5(d)).
Based on the both bifurcation diagrams presented in Figures 4 and 5, it is
worth to remind that in the case of a finite transversal field component sx 6¼ 0,
no pure solutions, TVF and SPI, exist. They become replaced by wavy-like
modulated wTVF and wSPI. However, independent of the field, leading mode
amplitude of the respective flow state, (w)TVF and (w)SPI, follows a typical
square-root forward bifurcation, whereby the slope of its square grows with the
applied field strength.
3.3.3 Vortex structures and mode contents
Having discussed the changes that different oriented magnetic fields can cause
in the bifurcation behavior and mode stimulation of (w)TVF and (w)SPI, respec-
tively, one can imagine that these also coincide with flow structural modifications.
Now, we will address these structural changes of the vortices and the associated
changes in the mode contents of the flows in more detail.
Figure 6 shows isosurfaces of the azimuthal vorticity η over two axial wave-
lengths (for visual purpose) for supercritical flow states (w)TVF and (w)SPI in the
three different considered field configurations: (a,b) no field applied (N), (c,d)
pure transverse field (T), and (e,f) oblique field (O) at parameters Re1 and Re2 as
indicated.
A good quantity in order to visualize the field induced changes in the 3D vortex
structures are isosurfaces of the azimuthal vorticity η. These surfaces appropriately
convey structural details of the vortex flows in question [28].
Axial field (A): As a pure axial field does not break any continuous symmetry of
the system, there is neither qualitative change in the structure of TVF and SPI in
real space nor the mode structure of the flow in them� n Fourier plane (not shown,
but similar as Figure 2(a,b); only quantitative the mode amplitudes are slightly
larger). TVF still consists of toroidally closed, rotationally symmetric vortex tubes
with a mode spectrum containing only m ¼ 0 modes (Figure 2(a)). And also, the
helically oriented, open vortex tubes of SPI (here for left-winding spiral L-SPI)
containing m ¼ n modes as shown in Figures 2(b) and 3 (mirror image of right-
winding R-SPI analog) are unaffected by an axial field.
Transversal and oblique field (T, O): Having a magnetic field with finite trans-
versal component crucially changes the scenario as TVF, and SPI structures are
replaced by modified flow states due to the presence of such a magnetic field. In
general, the isosurfaces become wavy-like deformed, and additional Fourier modes
are stimulated as described before (Section 3.3; see also schematics in Figure 3). For
pure transversal field, this mode stimulation results in wTVF with additional
m ¼ �2 modes aside the m ¼ 0 (Figure 6(c)) and in wSPI with m ¼ n� 2 modes
on the secondary diagonal(s) in addition to the m ¼ n SPI modes on the diagonal
(Figure 6(d)). Beyond these, an oblique field further stimulates the modes m ¼ �1
in wTVF and m ¼ n� 1 in wSPI due to more complex nonlinear dynamics/mode
interaction. In particular, the spatio-temporal properties of the wTVF generated due
to symmetry breaking magnetic field, either transversal or oblique (Figure 6(c,e)),
differ significant from those of the classic wTVF. The structure of classical wTVF
rotates as a whole in azimuthal direction [27, 32–35].
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for a given constant value c∈ 0; 1½ � and m ¼ 0 in case of toroidally closed (w)TVF
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The wavy-like deformation on the toroidally closed vortices η introduced by a
magnetic field with a finite transversal component is different. Regarding
Figure 6(c,e), one sees that the tubes of isosurfaces of the azimuthal vorticity
become strong modified and bent at certain azimuthal cross sections of constant θ
in comparison with the pure TVF tubes. Classic wTVF arises by deforming the TVF
such that the axial stack of closed vortex tubes is wave-like modulated, bending
axially upward and downward. Then, this deformation structure of the vortices
rotates as a whole with a characteristic frequency. In contrast to these classical
rotating wTVF, the wTVF initiated due to the symmetry-breaking transversal field
component is stationary and does not rotate in azimuthal direction, instead, devel-
oping an 2-fold belly structure. It is worth to mention that such 2-fold symmetry
also applies to the basic state. Thus, the classical rotational, axisymmetric CCF is
replaced by the 2-CCF due to the symmetry breaking in the transversal magnetic
field (see Section 3.2).
Consider wSPI, one can identify qualitative similar wavy characteristics,
whereby the topological differences are weaker in comparison to wTVF. As the
classical SPI structures already rotate without magnetic field, this also remains for
wSPI in the presence of magnetic fields. However, also wSPI remains structural
almost identical, and their modulation amplitude becomes enforced at certain cross
sections of constant θ in presence of a transversal field component.
The basic state (CCF) loses stability either to (w)TVF (Figure 5) or (w)SPI
(Figure 6). In case of wTVF, a supercritical pitchfork of revolution bifurcation
breaks the axial translational symmetry Tα (8.3) and parameterizes the axial loca-
tion of the steady axisymmetric family of solutions. On the other hand, (w)SPIs
appear in a supercritical Hopf bifurcation which breaks the mirror symmetry Kz
(8.2), resulting in a pair of symmetrically related spiral states, one with left-handed
and the other with right-handed winding. It is worth to mention that a finite
transverse magnetic field T breaks the axisymmetry Rφ, resulting in a basic state
with discrete symmetry Rπ, i.e., with azimuthal wave number m ¼ 2 (section 3.3.1).
Note that this m ¼ 2 state is stationary, which is in contrast to a generic breaking of
an SO 2ð Þ symmetry, resulting in a rotating wave.
3.3.4 Stabilization of basic state: point of higher co-dimension
For TCS, a crucial point of special interest in the Re1 � Re2 phase diagram is the
bicritical, co-dimension two point, γ, at which the primary bifurcation thresholds of
TVF and SPI intersect/converge and as thus exchange the stability of the primary
bifurcating solution [20]. For instance, in absence of a magnetic field and given
wavenumber k ¼ 3:927, the γ-point is given by Re1≈95:25 and Re2≈� 73:69 [28]
(Figures 7(a) and 8(a)); for smaller Re2 (stronger counter-rotation), SPI bifurcate
stable, and for larger Re2 (less counter-rotation and co-rotation), TVF bifurcate
stable respectively with increasing Re1 (Figure 8(a)). Thus, with increasing Re1, the
2nd solution bifurcates as unstable solution. Note that the γ-point is quite sensitive
to the axial wavenumber; for different k, it moves toward higher Re1 and smaller
Re2. This bifurcation scenario also holds for wTVF and wSPI in oblique and trans-
versal magnetic fields.
It is worth to mention that the curves in Figures 7(a) and 8 present “marginal
stability” thresholds. These are obtained for a fixed wavenumber k ¼ 3:927, which
differ from the ‘critical’ thresholds. The latter is defined by the (smallest) Reynolds
number, for which the flow structure first appears, which crucially depends on k.
Thus, the intersection points of the curves for TVF and SPI (e.g., Figure 7(a)) are
critical values, with respect to the fixed wavenumber.
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Figure 7(a) illustrates an example for the influence of different axial magnetic
field strength sz on the bifurcation thresholds for TVF and SPI and the variation on
the location of this bicritical γ point. These are results of linear calculations and were
obtained with a shooting method [7]. Solid blue (dashed orange) lines refer to TVF
(SPI). Note that always the lower (in Re1, c) bifurcating vortex solution is stable and
the upper one is unstable. As discussed in Section 3.2, increasing sz stabilizes the
CCF basic state, both, against TVF and SPI, i.e., the upward shift of the respective
threshold curves. In general, the strength of the stabilization effect is larger for
helical SPI vortex structures than for toroidally closed TVF (e.g. Figure 8). As a
result, the γ-point moves toward more negative Re2 (i.e., toward the left in
Figure 7(a)). Thus, it is observed that the Re2 region of primary, stable bifurcating
TVF expands with increasing sz.
The same scenario also applies for transversal and oblique magnetic field con-
figuration, whereby the magnitude of the shift is biggest for a pure axial magnetic
field and almost equal for a pure transversal and oblique magnetic field (slightly
larger for the latter). Figure 7(b,c) displays the bifurcation thresholds Re1, c for
fixed outer cylinder rotations, Re2 ¼ �100 and Re2 ¼ 0 with increasing s2z, resulting
from fully nonlinear simulations. The slopes in Figure 7(b,c) depend crucially on
Re2. However, in general, the slopes for SPI are steeper than for TVF. For small to
moderate field parameters, TVF is the primary stable bifurcating structure while
Figure 8.
Bifurcation curves for the onset of (w)TVF (blue) and (w)SPI (orange) in Re2 � Re1 diagram under (a) no
magnetic field (N) sx ¼ 0; sz ¼ 0ð Þ, (b) an applied transverse field (T) sx 6¼ 0; sz ¼ 0ð Þ, (c) an applied axial
field (a) sx ¼ 0; sz 6¼ 0ð Þ, and (d) an applied oblique field (O) sx 6¼ 0; sz 6¼ 0ð Þ. Simulation results of full
nonlinear Eqs. (11) consider short periodic TCS with k ¼ 3:927 (cf. [6, 28]).
Figure 7.
(a) Influence of an axial magnetic field on the location of the bifurcation thresholds of TVF and SPI out of CCF
in the Re1 � Re2 diagram. Blue (full) lines refer to TVF and orange (dashed) ones to SPI. Magenta line with
points indicates the moving of the γ-point with sz towards smaller Re2. Further shown are the bifurcation
thresholds Re1, c with increasing s2z for fixed (b) Re2 ¼ �100 and (c) Re2 ¼ 0, respectively, obtained by full
non-linear simulations.
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component is stationary and does not rotate in azimuthal direction, instead, devel-
oping an 2-fold belly structure. It is worth to mention that such 2-fold symmetry
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field (see Section 3.2).
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whereby the topological differences are weaker in comparison to wTVF. As the
classical SPI structures already rotate without magnetic field, this also remains for
wSPI in the presence of magnetic fields. However, also wSPI remains structural
almost identical, and their modulation amplitude becomes enforced at certain cross
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(Figure 6). In case of wTVF, a supercritical pitchfork of revolution bifurcation
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appear in a supercritical Hopf bifurcation which breaks the mirror symmetry Kz
(8.2), resulting in a pair of symmetrically related spiral states, one with left-handed
and the other with right-handed winding. It is worth to mention that a finite
transverse magnetic field T breaks the axisymmetry Rφ, resulting in a basic state
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TVF and SPI intersect/converge and as thus exchange the stability of the primary
bifurcating solution [20]. For instance, in absence of a magnetic field and given
wavenumber k ¼ 3:927, the γ-point is given by Re1≈95:25 and Re2≈� 73:69 [28]
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stable respectively with increasing Re1 (Figure 8(a)). Thus, with increasing Re1, the
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to the axial wavenumber; for different k, it moves toward higher Re1 and smaller
Re2. This bifurcation scenario also holds for wTVF and wSPI in oblique and trans-
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It is worth to mention that the curves in Figures 7(a) and 8 present “marginal
stability” thresholds. These are obtained for a fixed wavenumber k ¼ 3:927, which
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number, for which the flow structure first appears, which crucially depends on k.
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the location of this bicritical γ point. These are results of linear calculations and were
obtained with a shooting method [7]. Solid blue (dashed orange) lines refer to TVF
(SPI). Note that always the lower (in Re1, c) bifurcating vortex solution is stable and
the upper one is unstable. As discussed in Section 3.2, increasing sz stabilizes the
CCF basic state, both, against TVF and SPI, i.e., the upward shift of the respective
threshold curves. In general, the strength of the stabilization effect is larger for
helical SPI vortex structures than for toroidally closed TVF (e.g. Figure 8). As a
result, the γ-point moves toward more negative Re2 (i.e., toward the left in
Figure 7(a)). Thus, it is observed that the Re2 region of primary, stable bifurcating
TVF expands with increasing sz.
The same scenario also applies for transversal and oblique magnetic field con-
figuration, whereby the magnitude of the shift is biggest for a pure axial magnetic
field and almost equal for a pure transversal and oblique magnetic field (slightly
larger for the latter). Figure 7(b,c) displays the bifurcation thresholds Re1, c for
fixed outer cylinder rotations, Re2 ¼ �100 and Re2 ¼ 0 with increasing s2z, resulting
from fully nonlinear simulations. The slopes in Figure 7(b,c) depend crucially on
Re2. However, in general, the slopes for SPI are steeper than for TVF. For small to
moderate field parameters, TVF is the primary stable bifurcating structure while
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Bifurcation curves for the onset of (w)TVF (blue) and (w)SPI (orange) in Re2 � Re1 diagram under (a) no
magnetic field (N) sx ¼ 0; sz ¼ 0ð Þ, (b) an applied transverse field (T) sx 6¼ 0; sz ¼ 0ð Þ, (c) an applied axial
field (a) sx ¼ 0; sz 6¼ 0ð Þ, and (d) an applied oblique field (O) sx 6¼ 0; sz 6¼ 0ð Þ. Simulation results of full
nonlinear Eqs. (11) consider short periodic TCS with k ¼ 3:927 (cf. [6, 28]).
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thresholds Re1, c with increasing s2z for fixed (b) Re2 ¼ �100 and (c) Re2 ¼ 0, respectively, obtained by full
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SPI bifurcate secondarily and unstable. For stronger fields, the structures inter-
change stability and bifurcation order.
Summarizing, for fixed Re2, an axial field shifts the onset of helical SPI more
strongly than the one of toroidally closed TVF. We furthermore found this behavior
to appear for all parameters and magnetic fields: either for axial, transversal, and
oblique magnetic fields (Figure 8). In this case, that for transversal and oblique
fields, all structures are wavy-like modulated; wTVF and wSPI, respectively (see
also Section 3.2).
In pure axial or pure magnetic fields, the upward shifts of the bifurcation values,
the stabilization of the basic state (CCF or 2-CCF), i.e., the onset of the primary
stable flow state (w)TVF or (w)SPI grows linearly (Figure 7(b,c)) with the squared
magnetic field parameters s2x or s
2
z, respectively [6]. Thereby, the magnitude of
stabilization shift depends crucially on Re2, in general is largest close to outer
cylinder at rest.
3.3.5 Marginal stability thresholds: Stabilization of the basic state
Before going into detail about the stabilization of the basic state it is worth, once
more to mention, that the basic state can be different in presence of a magnetic
field, whether the field contains a symmetry breaking transversal component or
not. For pure axial field, one finds the classical CCF which becomes replaced by the
2-fold symmetric 2-CCF for fields with finite transversal component (see also
Section 3.3.1).
Figure 8 presents bifurcation thresholds for vortex flows under the influence
of different magnetic fields. Shown is the Re2 � Re1 diagram, along which the CCF
state loses stability. For comparison, (a) shows the thresholds in absence of any field
sx ¼ 0; sz ¼ 0ð Þ, while the same thresholds are shown for (b) a transversal
sx 6¼ 0; sz ¼ 0ð Þ, (c) an axial sx ¼ 0; sz 6¼ 0ð Þ, and (d) an oblique field sx 6¼ 0;ð
sz 6¼ 0Þ. These results were obtained by nonlinear simulations with the full field
ferrohydrodynamical Eqs. (11), considering a short periodic TCS with k ¼ 3:927.
See also Figure 7, for linear stability analysis, in which the shift of the higher
co-dimension γ-point is shown together with stabilization of CCF in an axial field.
For all bifurcation thresholds of TVF, SPI, wTVF, and wSPI upward shifts of the
bifurcation values, Re1, c, as shown in Figure 8, are observed. However, the exact
onsets of the different primary bifurcating structures differ, either depending on
the particular applied field as well as on Re2.
In absence of a magnetic field (Figure 8(a)) and sufficiently strong counter
rotation, Re2≤� 73 [28], the basic state, CCF, first becomes unstable to a helical
solution, SPI, in a supercritical Hopf bifurcation breaking Kz, which results in a
pair of symmetrically related, degenerated spiral states, one with left-handed
winding and the other with right-handed winding. For considered Re2-parameter
range in Figure 8, the bifurcating SPI has an azimuthal wavenumber m ¼ 1
(or m ¼ �1 in case of the right-handed SPI). Note that the wavenumber m of the
primary bifurcating SPI increases with stronger counter-rotating cylinders [20].
On the other hand, for Re2≥� 73, the basic state loses stability to the toroidally
closed TVF. The supercritical pitchfork of revolution bifurcation breaks Tα,
and the steady axisymmetric family of solutions are parametrized by their axial
location.
Considering a pure axial magnetic field, the scenario remains mainly unchanged
(Figure 8(c)); still SPI and TVF appear as primary supercritical flow states with
an intersection of the bifurcation thresholds at a specific value Re2. As already
seen in Figure 7, increasing field strength sz in a pure axial field tends to shift the
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co-dimension γ-point toward more negative Re2. The same also holds for increasing
sx in a pure transversal field, with significant minor effect on Re2 variation. Thus,
the magnetic fields tend to render the corresponding basic states more unstable to
(w)TVF and more stable to (w)SPI, respectively.
Having a field with finite transversal component, either pure transversal
(Figure 8(b)) or oblique orientated (Figure 8(d)), the primary instabilities, with
TVF being replaced by wTVF, and SPI being replaced by wSPI, respectively, just as
the basic states were modified from CCF to 2-CCF due to the presence of the
magnetic field. Their onset Re1, c occurs at higher Re1 values for any given Re2 value
compared to the onset of classical TVF and SPI in the absence of a magnetic field.
Thus, the magnetic fields alter the basic states and make them more robust to
instabilities. The level of stabilization is greater for a pure axial field compared to a
pure transversal field, but strongest, when an oblique field is imposed (bifurcation
values Re1, c grow with field parameters sx, sz).
An oblique magnetic field results in the strongest upward shift of bifurcation
values Re1, c, and also, this shift depends on Re2, which interestingly is largest about
Re2 ¼ 0, outer cylinder at rest. Furthermore, the topological different flow struc-
tures of (w)TVF and (w)SPI are shifted about the same amplitude, with a slightly
lager effect on helical (w)SPI for the considered Re2 � Re1 diagram. This should be
kept in mind regarding later consideration involving field modulation via internal
dependence, presented in Section 5.
So, while a pure axial fields shift the bifurcation onsets more strongly (i.e. to
larger values Re1) than pure transversal ones (Figure 8), the latter one has a
stronger influence on the nonlinear spatio-temporal properties and dynamics of the
bifurcating vortex structures (Figure 6). Combining both portions to an oblique
field enforces both effects. One finds either larger shifts as well as stronger modu-
lated flow structures (Figure 6(e,f)).
3.4 Resume
An external applied magnetic field (independent of its orientation) stabilizes the
CCF (2-CCF) basic state: for a given value of the outer Reynolds number Re2, the
bifurcation thresholds Re1, c for vortex structures are shifted to higher values of the
inner Reynolds number Re1. This holds likewise for toroidally closed (w)TVF, as
well for helical (w)SPI. Thereby, these shifts are typically linear in the squared field
parameters s2x or s
2
z, respectively. Moreover, stabilization is in general stronger for
helical solutions (w)SPI than for toroidally closed ones (w)TVF. Additionally, an
external applied magnetic field can, depending on its orientation, change the spatio-
temporal structure of the classical TVF and of SPI. The reason is the stimulation of
additional modes entering the axial and azimuthal Fourier decomposition of the
flow. A pure axial magnetic field keeps the symmetry properties unchanged and
does not change the flow structures. It only alter the flow amplitudes, i.e., the
magnitude of up-shift in the onsets and magnitude of modes after bifurcation. On
the other hand, as soon as a finite transversal field component is present (pure
transversal or oblique field), all flow structures become always 3-dimensional and
therefore qualitatively different to the classical TVF and SPI states. In particular,
they are wavy-like modulated and the pure structures do not exist anymore. Such a
field component breaks the system symmetry and therefore alters either basic state
(CCF changes to 2-CCF) and supercritical instabilities. As a result, one finds new
solutions, field generated, nonrotating wTVF, contrary to the classical rotating ones.
The vortex tubes of these wTVF are periodically expanded and constricted in
azimuthal θ-direction, and this deformation pattern is stationary. In general, the
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SPI bifurcate secondarily and unstable. For stronger fields, the structures inter-
change stability and bifurcation order.
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strongly than the one of toroidally closed TVF. We furthermore found this behavior
to appear for all parameters and magnetic fields: either for axial, transversal, and
oblique magnetic fields (Figure 8). In this case, that for transversal and oblique
fields, all structures are wavy-like modulated; wTVF and wSPI, respectively (see
also Section 3.2).
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the stabilization of the basic state (CCF or 2-CCF), i.e., the onset of the primary
stable flow state (w)TVF or (w)SPI grows linearly (Figure 7(b,c)) with the squared
magnetic field parameters s2x or s
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z, respectively [6]. Thereby, the magnitude of
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more to mention, that the basic state can be different in presence of a magnetic
field, whether the field contains a symmetry breaking transversal component or
not. For pure axial field, one finds the classical CCF which becomes replaced by the
2-fold symmetric 2-CCF for fields with finite transversal component (see also
Section 3.3.1).
Figure 8 presents bifurcation thresholds for vortex flows under the influence
of different magnetic fields. Shown is the Re2 � Re1 diagram, along which the CCF
state loses stability. For comparison, (a) shows the thresholds in absence of any field
sx ¼ 0; sz ¼ 0ð Þ, while the same thresholds are shown for (b) a transversal
sx 6¼ 0; sz ¼ 0ð Þ, (c) an axial sx ¼ 0; sz 6¼ 0ð Þ, and (d) an oblique field sx 6¼ 0;ð
sz 6¼ 0Þ. These results were obtained by nonlinear simulations with the full field
ferrohydrodynamical Eqs. (11), considering a short periodic TCS with k ¼ 3:927.
See also Figure 7, for linear stability analysis, in which the shift of the higher
co-dimension γ-point is shown together with stabilization of CCF in an axial field.
For all bifurcation thresholds of TVF, SPI, wTVF, and wSPI upward shifts of the
bifurcation values, Re1, c, as shown in Figure 8, are observed. However, the exact
onsets of the different primary bifurcating structures differ, either depending on
the particular applied field as well as on Re2.
In absence of a magnetic field (Figure 8(a)) and sufficiently strong counter
rotation, Re2≤� 73 [28], the basic state, CCF, first becomes unstable to a helical
solution, SPI, in a supercritical Hopf bifurcation breaking Kz, which results in a
pair of symmetrically related, degenerated spiral states, one with left-handed
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range in Figure 8, the bifurcating SPI has an azimuthal wavenumber m ¼ 1
(or m ¼ �1 in case of the right-handed SPI). Note that the wavenumber m of the
primary bifurcating SPI increases with stronger counter-rotating cylinders [20].
On the other hand, for Re2≥� 73, the basic state loses stability to the toroidally
closed TVF. The supercritical pitchfork of revolution bifurcation breaks Tα,
and the steady axisymmetric family of solutions are parametrized by their axial
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Considering a pure axial magnetic field, the scenario remains mainly unchanged
(Figure 8(c)); still SPI and TVF appear as primary supercritical flow states with
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bifurcation thresholds Re1, c for vortex structures are shifted to higher values of the
inner Reynolds number Re1. This holds likewise for toroidally closed (w)TVF, as
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helical solutions (w)SPI than for toroidally closed ones (w)TVF. Additionally, an
external applied magnetic field can, depending on its orientation, change the spatio-
temporal structure of the classical TVF and of SPI. The reason is the stimulation of
additional modes entering the axial and azimuthal Fourier decomposition of the
flow. A pure axial magnetic field keeps the symmetry properties unchanged and
does not change the flow structures. It only alter the flow amplitudes, i.e., the
magnitude of up-shift in the onsets and magnitude of modes after bifurcation. On
the other hand, as soon as a finite transversal field component is present (pure
transversal or oblique field), all flow structures become always 3-dimensional and
therefore qualitatively different to the classical TVF and SPI states. In particular,
they are wavy-like modulated and the pure structures do not exist anymore. Such a
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bifurcation thresholds Re1, c for non-axisymmetric, helical m ¼ 1 (w)SPI are stron-
ger modified in presence of a magnetic field than those for toroidally closed m ¼ 0
(w)TVF. The upward shift towards larger values of Re1 of the former is bigger than
for the latter. One direct effect is the shift of the co-dimension point toward
stronger counter-rotating frequencies. This effect has been found to show in axial,
transversal, and oblique magnetic fields [6, 9].
Finally it is worth to mention that the magnetic field (transversal or oblique
field) generated wTVF differ crucially from the classic wTVF [20, 33, 35, 45] that
bifurcates secondary out of TVF at relatively high Re1, c in absence of a magnetic
field. The present generated wTVF arises via a primary bifurcation directly out of
the 2-CCF basic state.
4. Agglomeration and elongational flow effects
4.1 Introduction and motivation
Aside the general difficulties to incorporate the magnetization of any magnetic
field into the governing equations of motion, it is also crucial to consider the specific
properties of the magnetic particles. However, most mathematical models describ-
ing the flow of complex magnetic fluids typically assume noninteracting magnetic
particles with a small volume or only point-size objects. However, real ferrofluids
consist of a suspension of particles with a finite size in an almost ellipsoid shape.
Moreover, they involve particle-particle interactions resulting in agglomeration; in
particular, they tend to form chains of various lengths. One possibility to include
such effects and to come close to the realistic situation for ferrofluids is to consider
the effect of elongational flow. Mathematically, such flow is incorporated by the
symmetric part of the velocity gradient field tensor, which could be scaled by a so-
called, material dependent, transport coefficient λ2 [10, 37, 38]. As discussed in the
previous section, magnetic fields tend to change the bifurcation threshold of the
supercritical unstable flows and, depending on their orientation, resulting in struc-
tural modifications. Consider elongational flow, these modifications are expected to
change the obtained states at least qualitatively.
4.2 Modified internal magnetic field
In order to consider such elongational flow (i.e. agglomeration, chain formation,





, and the velocity u!. One possibility is to consider an additional
dependence of the magnetization on the symmetric part of the velocity gradient
S ¼ ∂iuj þ ∂jui
 
=2 [10, 38]. Thus, the magnetization (4) becomes modified to
M
! �M! eq ¼ cN G
!
(11)
where G ¼Ω! � H! þλ2S H
!
.
Onsager symmetry relations then require [12, 39] that additional forces involv-
ing λ2 appear in the off-equilibrium momentum balance of the ferrofluid.
Now, using the latest modified magnetization (9), the magnetization part in (1)
can be eliminated, similar to previous discussion in Section 2.2. We thus have the
following ferrohydrodynamic equation of motion (including elongational flow
effects) [12]:
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where pM is the dynamic pressure incorporating all magnetic terms which can be
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ison without considered elongational flow.
Assuming that the internal magnetic field is equal to the external imposed
magnetic field (it is known as a leading-order approximation [24], see also follow-
ing section 5) which is sufficiently good for a ‘first’ numerical investigation for the
effect of elongational flow. Therefore, (10) can be simplified:
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In this approach, the magnetic field and all the magnetic properties of the
ferrofluid could be influenced by the velocity field, the transport coefficient λ2, and
the magnetic field Niklas parameters sx and sz as described before (7). However, it is
worth to mention that in this approach, the material dependent transport coeffi-
cient λ2 is a parameter [12], which can be scaled by the term describing the
elongational flow and is independent of H
!
. Thus, it only appears in combination with
the symmetric component of the velocity field tensor. However, real ferrofluids
show H
!
dependence in the microscopic aspect of the dynamics of ferrofluids with
chains or nonspherical particles [25].
4.3 Linear stability behavior and analysis
Before we come to the influence of λ2 onto the fully nonlinear Eqs. (11), it is
worth to have a look at the linear marginal stability threshold of the different flow
structures. Therefore, in the following, we first investigate the linear growth
behavior of either stationary axisymmetric m ¼ 0 (TVF) and nonaxisymmetric
m ¼ 1 (SPI) oscillatory vortex flow of a ferrofluid in the TCS that is placed in
homogeneous axial magnetic fields H
!
ext ¼ Hz e!z (Figure 1). In the literature [4, 5, 7,
40–42], one can find many theoretical works that analyze (via linear stability
analysis) the influence of rotational symmetric magnetic fields, i.e., axial, azi-
muthal, and radial ones on the flow of a ferrofluid in the TCS. However, for a
symmetry breaking (e.g., transverse), magnetic field such linear stability analysis is
not known for the corresponding basic state at such a field configuration. For a
detailed description regarding the linearization around the CCF and solution of the
linearized NSE, we refer to the Appendix in [43].
4.3.1 Marginal stability thresholds
In order to discuss how the transport coefficient λ2 influences the growth of
m ¼ 0 and m ¼ 1 vortex perturbations, we determine the stability of the CCF basic
state against these perturbations, considering a magnetic field H
!
ext ¼ Hz e!z, applied
in pure axial direction.
Figure 9 presents the bifurcation thresholds in the Re2 � Re1 diagram for either
axisymmetric, m ¼ 0, and nonaxisymmetric, m ¼ 1, vortex flow in magnetic fields
at (a,b) Hext ¼ 67:7 kA=m and (c) Hext ¼ 135:4 kA=m for two different axial
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bifurcation thresholds Re1, c for non-axisymmetric, helical m ¼ 1 (w)SPI are stron-
ger modified in presence of a magnetic field than those for toroidally closed m ¼ 0
(w)TVF. The upward shift towards larger values of Re1 of the former is bigger than
for the latter. One direct effect is the shift of the co-dimension point toward
stronger counter-rotating frequencies. This effect has been found to show in axial,
transversal, and oblique magnetic fields [6, 9].
Finally it is worth to mention that the magnetic field (transversal or oblique
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field. The present generated wTVF arises via a primary bifurcation directly out of
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called, material dependent, transport coefficient λ2 [10, 37, 38]. As discussed in the
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worth to mention that in this approach, the material dependent transport coeffi-
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. Thus, it only appears in combination with
the symmetric component of the velocity field tensor. However, real ferrofluids
show H
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dependence in the microscopic aspect of the dynamics of ferrofluids with
chains or nonspherical particles [25].
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worth to have a look at the linear marginal stability threshold of the different flow
structures. Therefore, in the following, we first investigate the linear growth
behavior of either stationary axisymmetric m ¼ 0 (TVF) and nonaxisymmetric
m ¼ 1 (SPI) oscillatory vortex flow of a ferrofluid in the TCS that is placed in
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muthal, and radial ones on the flow of a ferrofluid in the TCS. However, for a
symmetry breaking (e.g., transverse), magnetic field such linear stability analysis is
not known for the corresponding basic state at such a field configuration. For a
detailed description regarding the linearization around the CCF and solution of the
linearized NSE, we refer to the Appendix in [43].
4.3.1 Marginal stability thresholds
In order to discuss how the transport coefficient λ2 influences the growth of
m ¼ 0 and m ¼ 1 vortex perturbations, we determine the stability of the CCF basic
state against these perturbations, considering a magnetic field H
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ext ¼ Hz e!z, applied
in pure axial direction.
Figure 9 presents the bifurcation thresholds in the Re2 � Re1 diagram for either
axisymmetric, m ¼ 0, and nonaxisymmetric, m ¼ 1, vortex flow in magnetic fields
at (a,b) Hext ¼ 67:7 kA=m and (c) Hext ¼ 135:4 kA=m for two different axial
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wavenumbers. Note that the representative axial wavenumber chosen in (a)
k ¼ 2:8274 is as detected in experiments [10]; (b) k ¼ 3:4558. Insets in Figure 9(b,c)
show corresponding SPI frequencies at the bifurcation thresholds. As already
discussed in Section 3.3.4, the CCF basic state is stabilized against the two types of
vortex perturbations in anymagnetic field (the lowest thick solid curve in each plot in
Figure 9 refers to the case without any magnetic field H = 0 (c.f. Figure 8(a) for non-
linear calculation)). Consider elongational flow (λ2 6¼ 0), the basic state becomes
destabilized in comparison with the case λ2 ¼ 0. Regarding Figure 9(a,b), both
bifurcation thresholds form ¼ 0 andm ¼ 1 vortices are shifted to lower values of Re1.
Thus, for the axial wavenumber of k ¼ 2:8274, the λ2 term reduces the general stabi-
lization effect caused by an applied magnetic field. For parameters as presented in
Figure 9(a,b), this holds for the whole range of presented Re2, even when the
changes of the stability boundaries are quite weak, in particular for corotating cylin-
ders. It is important to mention that it never over-compensate the field induced
stabilization. Figure 9(c) illustrates in general a strong parameter dependence of the
elongational flow effect. While at Re2 < 22 for TVF and Re2 < 4 for SPI, increasing λ2
also has destabilizing effect, and for corresponding larger Re2, the effect is just
opposite. Increasing λ2 even enforce the stabilization due to the applied magnetic field.
It is worth to mention that, in contrast to the stabilization of the CCF state by a
magnetic field, the λ2-induced modifications of the linear growth of vortices depend
significantly on their axial wavenumber k as will be discussed below.
4.3.2 Magnetic field dependence of thresholds
Figure 10(I) illustrates the variation of the bifurcation thresholds m ¼ 0 (TVF)
and for m ¼ 1 (SPI) with the magnetic field H!ext ¼ Hz e!z, incorporating the
elongational flow effect. The top row of figures refers to Re2 ¼ 0, and the bottom
one to Re2 ¼ �100 and wavenumbers are k ¼ 2:8274 (left) and k ¼ 3:1415 (right),
Figure 9.
Stability thresholds of the CCF basic state against vortex growth of (a) m ¼ 0 (TVF) and (b) m ¼ 1 (SPI) in
the Re2 � Re1 diagram of control parameters. Thin solid and dashed lines with symbols show the results for
λ2 ¼ 0 and λ2 ¼ 0:8 for a magnetic field Hext ¼ 67:7kA=m. The axial wavenumber is k ¼ 2:8274. (c) Same
curves, with wavenumber k ¼ 3:4558 and magnetic field is Hext ¼ 135:4kA=m. The lowest thick curve in (a)
and (b) refers in each figure to the threshold in absence of a magnetic field Hext ¼ 0. Insets show corresponding
SPI frequencies at the bifurcation thresholds.
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respectively. Ignoring the effect at small Hext, all thresholds increase linearly with
Hext. The slopes are given by ∂Re1, stab Hð Þ=∂H and vary slightly either with λ2 and k.
For outer cylinder at rest, Re2 ¼ 0, (Figure 10(I)(a)) the slopes of the m ¼ 0 and
m ¼ 1 curves are comparable, they differ significantly for counter-rotating cylin-
ders, Re2 ¼ �100 (Figure 10(I)(b)). For the latter, this results in intersections of
the m ¼ 0 and m ¼ 1 stability boundaries. Such intersections have been observed
also in experiments and also in full nonlinear simulations [6] with λ2 ¼ 0.
In general, modifications of the Hext field dependence of the bifurcation thresh-
olds due to λ2 tend to increase, when the cylinders are stronger counter-rotating
(Figure 10(I)). Re2 becomes more negative, and thus, the strain increases. On the
other side, they also depend on the axial wavenumber k (see also Section 4.3.4).
Considering fixed k, the modifications due to λ2 increase with increasing magnetic
field Hext while remaining qualitatively the same. However, the general tendency
visible in Figure 11, considering elongational effect, is to shift the stability bound-
aries downward in Re1. Concrete amounts depend on the parameters k and Re2. Note
that this relative small destabilizing elongational effect is always overcompensated
by the significant stronger general stabilization effect of the magnetic field itself.
4.3.3 Frequencies of helical SPI states
Instead of looking at the growth rates—the real part of the eigenvalue of these
solutions (previous Sections), one can also consider the marginal spiral frequency
ω—the imaginary part of the marginal eigenvalue at the bifurcation threshold of
m ¼ 1 (SPI) vortex flow. Figure 10(II) shows the frequency, corresponding to the
m ¼ 1 bifurcation thresholds presented in Figure 10(I). Main effect is the increase
of the SPI frequencies with the field Hext, accordingly to the increase of onset
Reynolds numbers with Hext (Figure 10(I)). Thus, the threshold frequencies are
larger for Re2 ¼ �100 than for Re2 ¼ 0. In general, the effect induced by
elongational flow is minor, significant smaller, and only secondary. Analog to the
slightly down shift in the onsets (Figure 10(I)) also the SPI frequencies are slightly
reduced (Figure 10(II)). Strong counter-rotating cylinders reduce in general the
frequency for finite λ2 (Figure 10(II)), while for larger wavenumbers, a finite
elongational flow λ2 6¼ 0 at Re2 ¼ 0 it can be slightly decreased.
Figure 10.
(I) Variation of the (a) m ¼ 0 (TVF) and (b) m ¼ 1 (SPI) bifurcation thresholds and (II) corresponding SPI
frequencies ω with magnetic field Hext for different λ2 as indicated. The top row refers to Re2 ¼ 0 and the
bottom one to Re2 ¼ �100. The wavenumbers are (1) k ¼ 2:8274 and (2) k ¼ 3:1415, respectively.
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wavenumbers. Note that the representative axial wavenumber chosen in (a)
k ¼ 2:8274 is as detected in experiments [10]; (b) k ¼ 3:4558. Insets in Figure 9(b,c)
show corresponding SPI frequencies at the bifurcation thresholds. As already
discussed in Section 3.3.4, the CCF basic state is stabilized against the two types of
vortex perturbations in anymagnetic field (the lowest thick solid curve in each plot in
Figure 9 refers to the case without any magnetic field H = 0 (c.f. Figure 8(a) for non-
linear calculation)). Consider elongational flow (λ2 6¼ 0), the basic state becomes
destabilized in comparison with the case λ2 ¼ 0. Regarding Figure 9(a,b), both
bifurcation thresholds form ¼ 0 andm ¼ 1 vortices are shifted to lower values of Re1.
Thus, for the axial wavenumber of k ¼ 2:8274, the λ2 term reduces the general stabi-
lization effect caused by an applied magnetic field. For parameters as presented in
Figure 9(a,b), this holds for the whole range of presented Re2, even when the
changes of the stability boundaries are quite weak, in particular for corotating cylin-
ders. It is important to mention that it never over-compensate the field induced
stabilization. Figure 9(c) illustrates in general a strong parameter dependence of the
elongational flow effect. While at Re2 < 22 for TVF and Re2 < 4 for SPI, increasing λ2
also has destabilizing effect, and for corresponding larger Re2, the effect is just
opposite. Increasing λ2 even enforce the stabilization due to the applied magnetic field.
It is worth to mention that, in contrast to the stabilization of the CCF state by a
magnetic field, the λ2-induced modifications of the linear growth of vortices depend
significantly on their axial wavenumber k as will be discussed below.
4.3.2 Magnetic field dependence of thresholds
Figure 10(I) illustrates the variation of the bifurcation thresholds m ¼ 0 (TVF)
and for m ¼ 1 (SPI) with the magnetic field H!ext ¼ Hz e!z, incorporating the
elongational flow effect. The top row of figures refers to Re2 ¼ 0, and the bottom
one to Re2 ¼ �100 and wavenumbers are k ¼ 2:8274 (left) and k ¼ 3:1415 (right),
Figure 9.
Stability thresholds of the CCF basic state against vortex growth of (a) m ¼ 0 (TVF) and (b) m ¼ 1 (SPI) in
the Re2 � Re1 diagram of control parameters. Thin solid and dashed lines with symbols show the results for
λ2 ¼ 0 and λ2 ¼ 0:8 for a magnetic field Hext ¼ 67:7kA=m. The axial wavenumber is k ¼ 2:8274. (c) Same
curves, with wavenumber k ¼ 3:4558 and magnetic field is Hext ¼ 135:4kA=m. The lowest thick curve in (a)
and (b) refers in each figure to the threshold in absence of a magnetic field Hext ¼ 0. Insets show corresponding
SPI frequencies at the bifurcation thresholds.
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respectively. Ignoring the effect at small Hext, all thresholds increase linearly with
Hext. The slopes are given by ∂Re1, stab Hð Þ=∂H and vary slightly either with λ2 and k.
For outer cylinder at rest, Re2 ¼ 0, (Figure 10(I)(a)) the slopes of the m ¼ 0 and
m ¼ 1 curves are comparable, they differ significantly for counter-rotating cylin-
ders, Re2 ¼ �100 (Figure 10(I)(b)). For the latter, this results in intersections of
the m ¼ 0 and m ¼ 1 stability boundaries. Such intersections have been observed
also in experiments and also in full nonlinear simulations [6] with λ2 ¼ 0.
In general, modifications of the Hext field dependence of the bifurcation thresh-
olds due to λ2 tend to increase, when the cylinders are stronger counter-rotating
(Figure 10(I)). Re2 becomes more negative, and thus, the strain increases. On the
other side, they also depend on the axial wavenumber k (see also Section 4.3.4).
Considering fixed k, the modifications due to λ2 increase with increasing magnetic
field Hext while remaining qualitatively the same. However, the general tendency
visible in Figure 11, considering elongational effect, is to shift the stability bound-
aries downward in Re1. Concrete amounts depend on the parameters k and Re2. Note
that this relative small destabilizing elongational effect is always overcompensated
by the significant stronger general stabilization effect of the magnetic field itself.
4.3.3 Frequencies of helical SPI states
Instead of looking at the growth rates—the real part of the eigenvalue of these
solutions (previous Sections), one can also consider the marginal spiral frequency
ω—the imaginary part of the marginal eigenvalue at the bifurcation threshold of
m ¼ 1 (SPI) vortex flow. Figure 10(II) shows the frequency, corresponding to the
m ¼ 1 bifurcation thresholds presented in Figure 10(I). Main effect is the increase
of the SPI frequencies with the field Hext, accordingly to the increase of onset
Reynolds numbers with Hext (Figure 10(I)). Thus, the threshold frequencies are
larger for Re2 ¼ �100 than for Re2 ¼ 0. In general, the effect induced by
elongational flow is minor, significant smaller, and only secondary. Analog to the
slightly down shift in the onsets (Figure 10(I)) also the SPI frequencies are slightly
reduced (Figure 10(II)). Strong counter-rotating cylinders reduce in general the
frequency for finite λ2 (Figure 10(II)), while for larger wavenumbers, a finite
elongational flow λ2 6¼ 0 at Re2 ¼ 0 it can be slightly decreased.
Figure 10.
(I) Variation of the (a) m ¼ 0 (TVF) and (b) m ¼ 1 (SPI) bifurcation thresholds and (II) corresponding SPI
frequencies ω with magnetic field Hext for different λ2 as indicated. The top row refers to Re2 ¼ 0 and the
bottom one to Re2 ¼ �100. The wavenumbers are (1) k ¼ 2:8274 and (2) k ¼ 3:1415, respectively.
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A general observation is that all modifications of the spiral frequencies due to
finite λ2 6¼ 0 are most pronounced for the smaller wavenumbers (here k ¼ 2:8274 in
Figure 10) in counter-rotating cylinders. The field dependence is virtually not
much modified due to variations in λ2, and the growth rate of the imaginary part of
the marginal eigenvalue with increasing λ2 is quite similar to that of its real part.
4.3.4 Axial wavenumber dependence
Following, wewill first discuss the situation for a (moderately) larger wavenumber,
taking k ¼ 3:4558 as one specific, representative example. For larger value k
(Figure 9(c)), the situation becomes more complicate. Incorporating the elongational
flow scaled by the parameter λ2 increases and decreases the growth rate, with respect to
λ2 ¼ 0, and thus shifts the stability boundaries, up or down, depending on Re2.
Figure 11 illustrates the relation between the wavenumber dependence of the
stability boundaries and of the spiral frequencies. This is of particular interest in
experiments, since the wavenumbers of some vortex structures show a strong varia-
tion when changing the magnetic field [9, 44]. Reindl et al. [9] also observed hyster-
esis between vortex flows with different k when increasing and decreasing the
Reynolds numbers Re1. The bifurcation thresholds (Figure 11, top row Re2 ¼ 0 and
the bottom row Re2 ¼ �100; the (axial) magnetic field is fixed at Hext ¼ 80 kA=m)
for m ¼ 0 and m ¼ 1 vortex flow structures in the k� Re1 diagram change when the
elongational term λ2 6¼ 0ð Þ is considered in the linearized ferrofluid equations [43].
Right column of Figure 11(2) presents the wavenumber dependence of the
corresponding marginal spiral frequencies at the onsets for m ¼ 1 SPI.
Typically, the thresholds for λ2 6¼ 0 (in Figure 11 the case of λ2 ¼ 0, lines with
squares) are shifted downward in Re1 at smaller wavenumbers k and upward at
larger k. Resulting in a fixed magnetic field, the elongational effect destabilizes
(stabilizes) the CCF state against growth of vortices with small (large)
wavenumbers, either for m ¼ 0 or m ¼ 1 perturbations. Consequently, the stability
onsets cross for different values of λ2 (λ2 ¼ 0, λ2 ¼ 0:8 in Figure 11) at a specific
value of kcross the wavenumber.
Figure 11.
(1) Stability boundaries of the CCF basic state against the growth ofm ¼ 0 (TVF) (blue) andm ¼ 1 (SPI)
vortex flow (orange) in the k� Re1 diagram for λ2 ¼ 0 (solid lines) and λ2 ¼ 0:8 dashed lines. (2) corresponding
marginal spiral frequencies ω at the m ¼ 1 thresholds. Further parameters: (a) Re2 ¼ 0 and (b) Re2 ¼ �100.
The (axial) magnetic field is constant withHext ¼ 80kA=m. Results from linearized equations [43].
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It is worth to mention that the crossover values of kcross for m ¼ 0 and m ¼ 1
perturbations also depend sensitive on other the control parameters, e.g., Re2. Based
on the observations in Figure 11, it is fair to assume that, depending on the
wavenumber k, the γ-point (Section 3.3.4) will change.
Similar to the stability thresholds, also the spiral frequencies (Figure 11(2))
increase with increasing λ2 when k is large and decrease for smaller k as a result of
switching on the elongational effect. Thereby, the crossing wavenumber, kcross,
separating the increase and decrease in ω is slightly smaller than the one for crossing
the marginal thresholds (Figure 11(a1,b1)). Following the speculation by Odenbach
and Müller [10] on the physical origin of the elongational effect, one can give a
reasonable explanation for such an observed wavenumber dependence of the λ2
effect on the growth rates of vortex flow. In [10], the authors argue that the
microscopic origin of a finite λ2 might be attributed to the finite asphericity of the
colloids, i.e., the presence of (short) particle chains in the ferrofluid. Small axial
wavenumber k will allow these chains more easily to remain aligned in the direction
of the magnetic field in vortex flows instead in a flow with large axial wavenumber
and large azimuthal vorticity. Larger wavenumber means smaller wavelength and
therefore more higher probability to unalign in the given field. Thus, since the
magneto-rotational dissipation in the latter flow is larger than in the former one, it
requires larger centrifugal forces, i.e., larger values of Re1, to drive the growth of a
large k flow. However, it is important to state that this argumentation also holds
some weakness: In the presence of chains, one could expect also for small k vortices
an increase of the threshold Reynolds number Re1. On the contrary, incorporating
the elongational term λ2 6¼ 0ð Þ in the magnetization balance changes the momentum
balance of the vortex flow such that the growth of vortices is enhanced for k < kcross
(left in Figure 10) and reduced for k>kcross (right in Figure 10) relative to the
reference case of λ2 ¼ 0.
4.4 Nonlinear analysis
4.4.1 Bifurcation thresholds
Following, we will consider the full nonlinear ferrohydrodynamical
equation of motions incorporating elongational flow effects (11) in order to
investigate the influence of a finite transport coefficient λ2 at different applied
magnetic fields.
The general modification in the bifurcation threshold of primary instabilities
((w)TVF) and ((w)SPI) due to finite values λ2 6¼ 0 remains qualitative as detected
and described before in the linear stability analysis in pure axial field. However, the
absolute values are slightly different. A direct comparison for axial field (Figures 9-11)
results in variation about one to two percent between the calculated onsets using either
the linear analysis or full nonlinear equations [6].While the different field orientations
result in different magnitudes of stabilization of the basic states CCF and 2-CCF,
respectively, as discussed in Section 3.3.4, a finite value λ2 does not depend on different
field orientations. The variation effect with λ2 is almost identical for all considered field
configuration. However, in general, the modifications are slightly larger under oblique
magnetic fields. Depending on other system parameters, e.g., wavenumber k, cylinder
rotation speeds Re1,Re2, the effect is either stabilizing or destabilizing with respect to
the situation λ2 ¼ 0 (Figure 10(c) and Figure 11). Considering the effect of
elongational flow, the critical bifurcating point of primary centrifugal instabilitywill be
shifted either up or down. As detected in the linear analysis, the potential destabilizing
effect of λ2 never overcomes the general stabilizing effect of the external applied mag-
netic field, i.e., comparing λ2 ¼ 0 and any value λ2 6¼ 0.
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Following, wewill first discuss the situation for a (moderately) larger wavenumber,
taking k ¼ 3:4558 as one specific, representative example. For larger value k
(Figure 9(c)), the situation becomes more complicate. Incorporating the elongational
flow scaled by the parameter λ2 increases and decreases the growth rate, with respect to
λ2 ¼ 0, and thus shifts the stability boundaries, up or down, depending on Re2.
Figure 11 illustrates the relation between the wavenumber dependence of the
stability boundaries and of the spiral frequencies. This is of particular interest in
experiments, since the wavenumbers of some vortex structures show a strong varia-
tion when changing the magnetic field [9, 44]. Reindl et al. [9] also observed hyster-
esis between vortex flows with different k when increasing and decreasing the
Reynolds numbers Re1. The bifurcation thresholds (Figure 11, top row Re2 ¼ 0 and
the bottom row Re2 ¼ �100; the (axial) magnetic field is fixed at Hext ¼ 80 kA=m)
for m ¼ 0 and m ¼ 1 vortex flow structures in the k� Re1 diagram change when the
elongational term λ2 6¼ 0ð Þ is considered in the linearized ferrofluid equations [43].
Right column of Figure 11(2) presents the wavenumber dependence of the
corresponding marginal spiral frequencies at the onsets for m ¼ 1 SPI.
Typically, the thresholds for λ2 6¼ 0 (in Figure 11 the case of λ2 ¼ 0, lines with
squares) are shifted downward in Re1 at smaller wavenumbers k and upward at
larger k. Resulting in a fixed magnetic field, the elongational effect destabilizes
(stabilizes) the CCF state against growth of vortices with small (large)
wavenumbers, either for m ¼ 0 or m ¼ 1 perturbations. Consequently, the stability
onsets cross for different values of λ2 (λ2 ¼ 0, λ2 ¼ 0:8 in Figure 11) at a specific
value of kcross the wavenumber.
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(1) Stability boundaries of the CCF basic state against the growth ofm ¼ 0 (TVF) (blue) andm ¼ 1 (SPI)
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The (axial) magnetic field is constant withHext ¼ 80kA=m. Results from linearized equations [43].
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It is worth to mention that the crossover values of kcross for m ¼ 0 and m ¼ 1
perturbations also depend sensitive on other the control parameters, e.g., Re2. Based
on the observations in Figure 11, it is fair to assume that, depending on the
wavenumber k, the γ-point (Section 3.3.4) will change.
Similar to the stability thresholds, also the spiral frequencies (Figure 11(2))
increase with increasing λ2 when k is large and decrease for smaller k as a result of
switching on the elongational effect. Thereby, the crossing wavenumber, kcross,
separating the increase and decrease in ω is slightly smaller than the one for crossing
the marginal thresholds (Figure 11(a1,b1)). Following the speculation by Odenbach
and Müller [10] on the physical origin of the elongational effect, one can give a
reasonable explanation for such an observed wavenumber dependence of the λ2
effect on the growth rates of vortex flow. In [10], the authors argue that the
microscopic origin of a finite λ2 might be attributed to the finite asphericity of the
colloids, i.e., the presence of (short) particle chains in the ferrofluid. Small axial
wavenumber k will allow these chains more easily to remain aligned in the direction
of the magnetic field in vortex flows instead in a flow with large axial wavenumber
and large azimuthal vorticity. Larger wavenumber means smaller wavelength and
therefore more higher probability to unalign in the given field. Thus, since the
magneto-rotational dissipation in the latter flow is larger than in the former one, it
requires larger centrifugal forces, i.e., larger values of Re1, to drive the growth of a
large k flow. However, it is important to state that this argumentation also holds
some weakness: In the presence of chains, one could expect also for small k vortices
an increase of the threshold Reynolds number Re1. On the contrary, incorporating
the elongational term λ2 6¼ 0ð Þ in the magnetization balance changes the momentum
balance of the vortex flow such that the growth of vortices is enhanced for k < kcross
(left in Figure 10) and reduced for k>kcross (right in Figure 10) relative to the
reference case of λ2 ¼ 0.
4.4 Nonlinear analysis
4.4.1 Bifurcation thresholds
Following, we will consider the full nonlinear ferrohydrodynamical
equation of motions incorporating elongational flow effects (11) in order to
investigate the influence of a finite transport coefficient λ2 at different applied
magnetic fields.
The general modification in the bifurcation threshold of primary instabilities
((w)TVF) and ((w)SPI) due to finite values λ2 6¼ 0 remains qualitative as detected
and described before in the linear stability analysis in pure axial field. However, the
absolute values are slightly different. A direct comparison for axial field (Figures 9-11)
results in variation about one to two percent between the calculated onsets using either
the linear analysis or full nonlinear equations [6].While the different field orientations
result in different magnitudes of stabilization of the basic states CCF and 2-CCF,
respectively, as discussed in Section 3.3.4, a finite value λ2 does not depend on different
field orientations. The variation effect with λ2 is almost identical for all considered field
configuration. However, in general, the modifications are slightly larger under oblique
magnetic fields. Depending on other system parameters, e.g., wavenumber k, cylinder
rotation speeds Re1,Re2, the effect is either stabilizing or destabilizing with respect to
the situation λ2 ¼ 0 (Figure 10(c) and Figure 11). Considering the effect of
elongational flow, the critical bifurcating point of primary centrifugal instabilitywill be
shifted either up or down. As detected in the linear analysis, the potential destabilizing
effect of λ2 never overcomes the general stabilizing effect of the external applied mag-
netic field, i.e., comparing λ2 ¼ 0 and any value λ2 6¼ 0.
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4.4.2 Flow structure modifications
Aside the modification of the primary stability thresholds, there are further flow
structural changes/modifications which can be observed for finite value λ2.
Figure 11 shows, for different field configurations T: sx ¼ 0:1; sz ¼ 0ð Þ, A:
sx ¼ 0; sz ¼ 0:1ð Þ, O: sx ¼ 0:1; sz ¼ 0:1ð Þ, how the maxima of vorticity η vary for
either the full flow structure Δη≔η λ2 6¼ 0ð Þ � η λ2 ¼ 0ð Þ (Figure 12(a)), and reduced
2-fold subspace (Figure 12(b)) varies with λ2 for the basic state configuration
Re1 ¼ 60;Re2 ¼ 0ð Þ. Remember, that only for sx ¼ 0, one has the classical CCF, and
for any sx 6¼ 0, a modified basic state is present [6, 9, 37] (i.e., symmetry breaking
effect of transversal field). Although for a given configuration (A, T, O), the
absolute maxima of these values are significantly different, and their relative dif-
ferences Δ scale is linear with λ2 starting at zero. Lines in Figure 12 are calculated by
linear regression fitting to the numerical data points. The effect of λ2 is decoupled
from the magnetic field configuration and with this the considered flow structure.
Either for classical “pure” CCF or field modified 2-CCF, the variation in max Δηð Þ
grows linear with λ2 (Figure 12(a)) (note the significant smaller amplitude in the
m ¼ 2 subspace). Further confirmation for this is the fact that an analog linear
growth can be also found when considering other parameters, at which a supercrit-
ical flow state exists [37]. This holds for toroidally closed structures (w)TVF, as well
as for helical flow states (w)SPI. Only the absolute values in max Δηð Þ are significant
larger.
It is important to mention that the slopes in Figure 12 (for O sx ¼ 0:1; sz ¼ 0:1ð Þ)
not only depend on the applied field orientation (O) but also depend on the strength
of the applied magnetic field. With increasing the magnetic field strength sx, sz, the
slopes become steeper. This scenario is illustrated, exemplary for 2-CCF basic state
in transversal field configuration in Figure 13.
Moreover, similar characteristics hold for the different primary bifurcating
structures. Figure 14 elucidates this effect for the three different field configura-
tions A, T, and O as indicated (see also Figures 4 and 6 in [37] for another example
considering a transversal magnetic field in finite system configuration). For a given
field configuration, the slopes increase with λ2, when increasing the magnetic field
strength sx. In general, slopes are smallest for transversal and largest for oblique
fields, respectively. The variation in the slopes is continuous with increasing the
field strength, but not linear; for larger field strength, the variation in the slopes
becomes smaller.
Figure 12.
Variation of vorticity maxima with λ2 for (a) max ηð Þ ¼ η λ2ð Þ � η λ2 ¼ 0ð Þ at full solution and (b)
max η m ¼ 2ð Þð Þ ¼ η λ2ð Þ � η λ2 ¼ 0ð Þ at only 2-fold symmetric subspace (empty for A) for basic flow (CCF and
2-CCF, respectively) at Re1 ¼ 60,Re2 ¼ 0 and different field orientations: Axial (A) sx ¼ 0:0, sz ¼ 0:6;
transverse (T) sx ¼ 0:6, sz ¼ 0:0 and oblique (O) sx ¼ 0:6, sz ¼ 0:6. Lines are linear fits.
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4.4.3 Wavenumber modification and selection
As seen in the former discussion (section 4.3.2), an elongational flow can have
strong effect on the axial wavenumber k. Consider the full equations (and periodic
boundary conditions), one obtains similar results as presented in Figure 10 for
linear analysis of the marginal stability thresholds for TVF and SPI. As described
before, the agreement between the results of linear and full equations is very close
(they differ less than 2 percent).
However, in order to see such wavenumber modification from another perspec-
tive, it makes sense to study a finite system with sufficient large aspect ratio
enclosed by fixed end plates (assumed to be stationary) on top and bottom. As in a
finite system, the axial wavenumber k is natural selected by the system itself
(depending on the various system parameters), it is possible to see the direct
influence, considering a finite value λ2 on to the flow structures and their axial
wavenumbers k.
Starting with a classical TVF as initial flow state, with n ¼ 22 vortices, which
corresponds to an axial wavenumber k ¼ 3:41 in the bulk (illustrated on the most
left border in Figure 15), we consider a situation with an applied pure transversal
magnetic field which is continuously increased for two values, either ignoring any
elongational flow effect, λ2 ¼ 0 (Figure 14(a)), or considering such effect λ2 ¼ 0:2
(Figure 15(b)) (note 0.2 is quite small). In any case, either for λ2 ¼ 0 and for
λ2 ¼ 0:2, by increasing the magnetic-field strength, sx, the number of vortices is
reduced, which leads to an increase in the axial wavelength (i.e. decrease in axial
Figure 13.
As Figure 11 for basic state 2-CCF at Re1 ¼ 60,Re2 ¼ 0. Variation with λ2 of vorticity maxima
max ηð Þ ¼ η λ2ð Þ � η λ2 ¼ 0ð Þ for transversal field (T) at different field strength sx as indicated.
Figure 14.
Supercritical (w)TVF solution at Re1 ¼ 100,Re2 ¼ 0. Variation of vorticity maxima
max ηð Þ ¼ η λ2ð Þ � η λ2 ¼ 0ð Þ for (a) transversal (T), (b) axial (A) and (c) oblique (O) magnetic field
(strength as indicated). Lines are linear fits.
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effect of transversal field). Although for a given configuration (A, T, O), the
absolute maxima of these values are significantly different, and their relative dif-
ferences Δ scale is linear with λ2 starting at zero. Lines in Figure 12 are calculated by
linear regression fitting to the numerical data points. The effect of λ2 is decoupled
from the magnetic field configuration and with this the considered flow structure.
Either for classical “pure” CCF or field modified 2-CCF, the variation in max Δηð Þ
grows linear with λ2 (Figure 12(a)) (note the significant smaller amplitude in the
m ¼ 2 subspace). Further confirmation for this is the fact that an analog linear
growth can be also found when considering other parameters, at which a supercrit-
ical flow state exists [37]. This holds for toroidally closed structures (w)TVF, as well
as for helical flow states (w)SPI. Only the absolute values in max Δηð Þ are significant
larger.
It is important to mention that the slopes in Figure 12 (for O sx ¼ 0:1; sz ¼ 0:1ð Þ)
not only depend on the applied field orientation (O) but also depend on the strength
of the applied magnetic field. With increasing the magnetic field strength sx, sz, the
slopes become steeper. This scenario is illustrated, exemplary for 2-CCF basic state
in transversal field configuration in Figure 13.
Moreover, similar characteristics hold for the different primary bifurcating
structures. Figure 14 elucidates this effect for the three different field configura-
tions A, T, and O as indicated (see also Figures 4 and 6 in [37] for another example
considering a transversal magnetic field in finite system configuration). For a given
field configuration, the slopes increase with λ2, when increasing the magnetic field
strength sx. In general, slopes are smallest for transversal and largest for oblique
fields, respectively. The variation in the slopes is continuous with increasing the
field strength, but not linear; for larger field strength, the variation in the slopes
becomes smaller.
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transverse (T) sx ¼ 0:6, sz ¼ 0:0 and oblique (O) sx ¼ 0:6, sz ¼ 0:6. Lines are linear fits.
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4.4.3 Wavenumber modification and selection
As seen in the former discussion (section 4.3.2), an elongational flow can have
strong effect on the axial wavenumber k. Consider the full equations (and periodic
boundary conditions), one obtains similar results as presented in Figure 10 for
linear analysis of the marginal stability thresholds for TVF and SPI. As described
before, the agreement between the results of linear and full equations is very close
(they differ less than 2 percent).
However, in order to see such wavenumber modification from another perspec-
tive, it makes sense to study a finite system with sufficient large aspect ratio
enclosed by fixed end plates (assumed to be stationary) on top and bottom. As in a
finite system, the axial wavenumber k is natural selected by the system itself
(depending on the various system parameters), it is possible to see the direct
influence, considering a finite value λ2 on to the flow structures and their axial
wavenumbers k.
Starting with a classical TVF as initial flow state, with n ¼ 22 vortices, which
corresponds to an axial wavenumber k ¼ 3:41 in the bulk (illustrated on the most
left border in Figure 15), we consider a situation with an applied pure transversal
magnetic field which is continuously increased for two values, either ignoring any
elongational flow effect, λ2 ¼ 0 (Figure 14(a)), or considering such effect λ2 ¼ 0:2
(Figure 15(b)) (note 0.2 is quite small). In any case, either for λ2 ¼ 0 and for
λ2 ¼ 0:2, by increasing the magnetic-field strength, sx, the number of vortices is
reduced, which leads to an increase in the axial wavelength (i.e. decrease in axial
Figure 13.
As Figure 11 for basic state 2-CCF at Re1 ¼ 60,Re2 ¼ 0. Variation with λ2 of vorticity maxima
max ηð Þ ¼ η λ2ð Þ � η λ2 ¼ 0ð Þ for transversal field (T) at different field strength sx as indicated.
Figure 14.
Supercritical (w)TVF solution at Re1 ¼ 100,Re2 ¼ 0. Variation of vorticity maxima
max ηð Þ ¼ η λ2ð Þ � η λ2 ¼ 0ð Þ for (a) transversal (T), (b) axial (A) and (c) oblique (O) magnetic field
(strength as indicated). Lines are linear fits.
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wavenumber k) due to elimination of vortices in the bulk. Therefore, the
corresponding axial wavenumber k in the bulk becomes reduced. Remember that
the initial state is a classical, stationary TVF, which becomes modified to stationary
wTVF as soon as sx 6¼ 0. For the field generated wTVF, the wavy-like modulation is
not visible in Figure 15. However qualitative, the same scenario also holds for either
axial and oblique magnetic fields, with changes in the corresponding parameters
sx, sz at which the wavenumber k changes, i.e., vortices disappear.
In general, the exact field strength sx for vortex elimination and/or the number
of destroyed vortices depends on λ2. In the example of Figure 15, the initial flow has
22 vortices with an axial wavenumber k ¼ 3:41. Neglecting elongational effects
λ2 ¼ 0 (Figure 15(a)) until the parameter sx approximately reaches the value about
0.7, the flow remains stable, and the number of vortices in the flow can be reduced
to n ¼ 20 with k ¼ 3:04. Further increasing sx to about 0.85, the number of vortices
can be more reduced to n ¼ 16 with k ¼ 2:58. Hereafter, no further changes in the
number of vortices n appear, before reaching the boundary threshold, sx≈0:9. Con-
sider elongational flow λ2 ¼ 0:2 (Figure 15(b)), the behavior of the vortex state is
similar to the case neglecting such effects. The flow remains stable before the param-
eter sx reaches about 0.75. At the same time, the number of vortices is also reduced in
analog manner to n ¼ 20 with k ¼ 3:04. Hereafter, as before, the number of vortices
n remains unchanged until the parameter sx increases to the boundary threshold,
sx≈0:95. Consider values λ2>0:7, the flow structure (for given parameters) is not
affected by the magnetic-field strength. A flow with n ¼ 22 vortices corresponding to
axial wavenumber k ¼ 3:41 in the bulk is remaining in the bulk.
An interesting phenomenon, which also has been reported in experimental
studies [9] as in numerical simulations, is the fact that one or two vortex pairs can
be eliminated. However so far, there is no physical explanation for this observation/
phenomenon. Analog to the presented scenario in Figure 15 for pure transversal
magnetic field, one also finds similar reduction scenarios for pure axial and oblique
magnetic fields. As to expect, the absolute values of field strength, sx, sz, at which
the elimination of vortices happen is different, depending on the applied field.
4.5 Resume
Real ferrofluids consist of a suspension of particles with finite size and mainly
almost ellipsoid shape, as well as there are particle-particle interactions that tend to
Figure 15.
Contours of the radial velocity component u at mid-gap with variation of field strength sx at
Re1 ¼ 88:35,Re2 ¼ 0 for (a) λ2 ¼ 0 and (b) λ2 ¼ 0:2. Left border in each plot gives the initial state, a classical
TVF with n = 22 vortices corresponding to an axial wavenumber k = 3.41 in the bulk. Note that for sx ¼ 0,
only wavy-like modified flow states exist. Red (yellow) [dark gray (light gray)] corresponds to positive
(negative) values. The max (min) level is �9.98.
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form chains of various lengths and tend to agglomerate in general. One possibility in
order to make a more realistic approach for ferrofluids and to come close to such a
configuration in a real ferrofluids is to consider the effect of elongational flow. Such
a flow becomes incorporated by the symmetric part of the velocity gradient field
tensor in the nondimensional ferrohydrodynamic equations of motion (11) and
scales by a material dependent transport coefficient λ2. By such an assumption, the
latter is given by a pure scalar number, describing the strength/influence of all
former mentioned properties.
Consider either linear stability analysis or fully nonlinear equations, one finds that
incorporating such elongational flow can have either stabilization or destabilization
effect (i.e., modification in the supercritical primary bifurcation thresholds) with
respect to the reference situation in absence of such flow λ2 ¼ 0ð Þ. The modifications
due to finite value λ2 are qualitative similar and in the same range for different
considered magnetic fields, slightly largest in case of an oblique field compared to
pure axial or transversal ones. Typically, the modifications due to λ2 6¼ 0 are larger for
helical, nonaxisymmetric, m ¼ 1, (w)SPIs than for toroidally closed, axisymmetric,
m ¼ 0, (w)TVF. Thus, the regim of primary stable bifurcating (w)TVF increases.
This observation is similar and goes in hand with the previously described general
stabilization of any applied magnetic field (Section 3). There we saw that the stability
thresholds of helical flow states are shifted further than those of toroidal closed flow
structures. However, it is important and fundamental to state that the elongational
effect λ2 6¼ 0 is never big enough to over compensate the general, field-induced stabili-
zation. Only the magnitude/amplitude in shift can be reduced. Further, it is worth to
mention that linear stability analysis is limited to axial magnetic fields; as for fields
with finite transversal component, no basic state can be derived, simulations of full
nonlinear equations confirm similar effects. The modifications due to λ2 are sensitive
to various different system parameters (e.g., Reynolds numbers, radius ratio, etc.), in
particular sensitive to the axial wavenumber k. Here, smaller k are strongly effected
than larger ones. Thus, considering finite size TCS, a considered elongational flow
results in modifications of flow structures in the sense of changing number of vortices
in the bulk, which coincides with a different wavenumber selection. Thus, depending
on the particular wavenumber, the presence of any elongational effect λ2 6¼ 0 can be
either stabilizing or destabilizing for the basic state. In finite system, this results in
different selection and/or modification of number of vortex pairs within the annulus,
depending on the parameter.
Regarding the flow structural properties, a finite transport coefficient, λ2 6¼ 0,
does not change the qualitative shape of the flow pattern. Only quantitative differ-
ences can be observed. Essentially, all structural properties remain as generated/
induced due to the external applied magnetic field. Thus for instance, the azimuthal
mode-2 symmetry originated in the symmetry-breaking transverse magnetic field is
preserved; only the strength of different flow quantities is modified (in general they
increase) according to finite λ2. Mainly, the flow states become linearly enforced,
e.g., speaking in quantity of the azimuthal vorticity, which holds for both the basic
flow (CCF, 2-CCF) and the primary instabilities the supercritical centrifugal unsta-
ble flows ((w)TVF, (w)SPI).
5. Modified field dependence - internal magnetization
5.1 Introduction and motivation
Aside the properties and behavior of the magnetic particles itself and their
interaction with the applied magnetic field (see last sections), the correct
29
Interaction of Magnetic Fields on Ferrofluidic Taylor-Couette Flow
DOI: http://dx.doi.org/10.5772/intechopen.80301
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wTVF as soon as sx 6¼ 0. For the field generated wTVF, the wavy-like modulation is
not visible in Figure 15. However qualitative, the same scenario also holds for either
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sx, sz at which the wavenumber k changes, i.e., vortices disappear.
In general, the exact field strength sx for vortex elimination and/or the number
of destroyed vortices depends on λ2. In the example of Figure 15, the initial flow has
22 vortices with an axial wavenumber k ¼ 3:41. Neglecting elongational effects
λ2 ¼ 0 (Figure 15(a)) until the parameter sx approximately reaches the value about
0.7, the flow remains stable, and the number of vortices in the flow can be reduced
to n ¼ 20 with k ¼ 3:04. Further increasing sx to about 0.85, the number of vortices
can be more reduced to n ¼ 16 with k ¼ 2:58. Hereafter, no further changes in the
number of vortices n appear, before reaching the boundary threshold, sx≈0:9. Con-
sider elongational flow λ2 ¼ 0:2 (Figure 15(b)), the behavior of the vortex state is
similar to the case neglecting such effects. The flow remains stable before the param-
eter sx reaches about 0.75. At the same time, the number of vortices is also reduced in
analog manner to n ¼ 20 with k ¼ 3:04. Hereafter, as before, the number of vortices
n remains unchanged until the parameter sx increases to the boundary threshold,
sx≈0:95. Consider values λ2>0:7, the flow structure (for given parameters) is not
affected by the magnetic-field strength. A flow with n ¼ 22 vortices corresponding to
axial wavenumber k ¼ 3:41 in the bulk is remaining in the bulk.
An interesting phenomenon, which also has been reported in experimental
studies [9] as in numerical simulations, is the fact that one or two vortex pairs can
be eliminated. However so far, there is no physical explanation for this observation/
phenomenon. Analog to the presented scenario in Figure 15 for pure transversal
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the elimination of vortices happen is different, depending on the applied field.
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form chains of various lengths and tend to agglomerate in general. One possibility in
order to make a more realistic approach for ferrofluids and to come close to such a
configuration in a real ferrofluids is to consider the effect of elongational flow. Such
a flow becomes incorporated by the symmetric part of the velocity gradient field
tensor in the nondimensional ferrohydrodynamic equations of motion (11) and
scales by a material dependent transport coefficient λ2. By such an assumption, the
latter is given by a pure scalar number, describing the strength/influence of all
former mentioned properties.
Consider either linear stability analysis or fully nonlinear equations, one finds that
incorporating such elongational flow can have either stabilization or destabilization
effect (i.e., modification in the supercritical primary bifurcation thresholds) with
respect to the reference situation in absence of such flow λ2 ¼ 0ð Þ. The modifications
due to finite value λ2 are qualitative similar and in the same range for different
considered magnetic fields, slightly largest in case of an oblique field compared to
pure axial or transversal ones. Typically, the modifications due to λ2 6¼ 0 are larger for
helical, nonaxisymmetric, m ¼ 1, (w)SPIs than for toroidally closed, axisymmetric,
m ¼ 0, (w)TVF. Thus, the regim of primary stable bifurcating (w)TVF increases.
This observation is similar and goes in hand with the previously described general
stabilization of any applied magnetic field (Section 3). There we saw that the stability
thresholds of helical flow states are shifted further than those of toroidal closed flow
structures. However, it is important and fundamental to state that the elongational
effect λ2 6¼ 0 is never big enough to over compensate the general, field-induced stabili-
zation. Only the magnitude/amplitude in shift can be reduced. Further, it is worth to
mention that linear stability analysis is limited to axial magnetic fields; as for fields
with finite transversal component, no basic state can be derived, simulations of full
nonlinear equations confirm similar effects. The modifications due to λ2 are sensitive
to various different system parameters (e.g., Reynolds numbers, radius ratio, etc.), in
particular sensitive to the axial wavenumber k. Here, smaller k are strongly effected
than larger ones. Thus, considering finite size TCS, a considered elongational flow
results in modifications of flow structures in the sense of changing number of vortices
in the bulk, which coincides with a different wavenumber selection. Thus, depending
on the particular wavenumber, the presence of any elongational effect λ2 6¼ 0 can be
either stabilizing or destabilizing for the basic state. In finite system, this results in
different selection and/or modification of number of vortex pairs within the annulus,
depending on the parameter.
Regarding the flow structural properties, a finite transport coefficient, λ2 6¼ 0,
does not change the qualitative shape of the flow pattern. Only quantitative differ-
ences can be observed. Essentially, all structural properties remain as generated/
induced due to the external applied magnetic field. Thus for instance, the azimuthal
mode-2 symmetry originated in the symmetry-breaking transverse magnetic field is
preserved; only the strength of different flow quantities is modified (in general they
increase) according to finite λ2. Mainly, the flow states become linearly enforced,
e.g., speaking in quantity of the azimuthal vorticity, which holds for both the basic
flow (CCF, 2-CCF) and the primary instabilities the supercritical centrifugal unsta-
ble flows ((w)TVF, (w)SPI).
5. Modified field dependence - internal magnetization
5.1 Introduction and motivation
Aside the properties and behavior of the magnetic particles itself and their
interaction with the applied magnetic field (see last sections), the correct
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assumption of the applied magnetic field is another crucially point in describing
magnetic flows and their dynamics. The frequently used, most common assumption
is to consider the internal magnetic field within the magnetic fluid (e.g., a
ferrofluid) to be equal to the external applied field. Following, we will see that this is
only a leading-order approximation. By accounting for the ferrofluid’s magnetic
susceptibility, a uniform externally imposed magnetic field is modified by the
presence of the magnetic fluid (ferrofluid) within the annulus. The modification to
the magnetic field appears in an radial dependence 1=r2 and their magnitude scales
with the susceptibility χ. To be concrete, such modification to the imposed magnetic
field can be substantial, also for ferrofluids typically used in laboratory experi-
ments. These have significant consequences on the structural properties and
stability of the basic states, as well as on the supercritical (primary) bifurcating
solutions.
5.2 Modified internal magnetic field
As already seen in the previous sections, for solving the equation of motion (1),
we have to consider the magnetic field within the annular gap between the cylin-
ders. In the last sections, we used the simplest approach with the assumption to take
the magnetic field to be identical to the applied external field [4, 6]. However, this
simple approach is only a leading-order approximation, and depending on the
magnetic susceptibility of the ferrofluid, the magnetic field in the gap is modified.
Assuming infinitely long cylinders, the magnetic boundary conditions are
H
! ¼ H!ext �Mr e!r (14)
at r ¼ r1 and r ¼ r2, where H
!
ext is the homogeneous external applied magnetic
field in the absence of the ferrofluid-filled annulus and Mr is the radial component
of the magnetization M
!
.
The following ansatz satisfies a solenoidal field, ∇� H!¼ 0:
H
! ¼ H!ext þ a1 � b1=r2
 
cos θð Þ þ a2 � b2=r2
 
sin θð Þ  e!r
þ a2 þ b2=r2
 
cos θð Þ � a1 � b1=r2
 
sin θð Þ eθ!
(15)
and then the boundary conditions defining the external field are.
H
!
r ¼ r1ð Þ ¼ H
!
ext þ a1 � b1=r21
 
cos θð Þ þ a2 � b2=r21
 
sin θð Þ er! þ a2 þ b2=r21
 
cos θð Þ � a1 � b1=r21
 
sin θð Þ�eθ! and H
!
r ¼ r2ð Þ ¼ Hext





sin θð Þ�er! þ a2 þ b2=r22
 
cos θð Þ � a1 � b1=r22
 
sin θð Þ eθ!.
To calculate the four unknown constants a1, a2, b1, b2ð Þ from the boundary con-
ditions (12), we need the radial component of the magnetization which results from
substituting (13) into the magnetization (3):
Mr ¼ χHText þ χ a1 � b1=r2ð Þ � cNΩ a2 þ b2=r2ð Þ
 
cos θð Þ




where HText stands for the transverse component of Hext
!
. Using the continuity of
the magnetic field condition on the cylinders, the coefficients can be calculated.
Substituting them into (13), finally the resulting magnetic field is given by
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(17)
where K ¼ 2þ χð Þ2 � χ2η2. A special case of (15) when ΩcN ¼ 0. This corre-
sponds to an equilibrium magnetization and has been already observed in an earlier
work by Odenbach and Müller [38]. They considered the limit of an equilibrium
magnetization and used a similar derivation of the modification of the magnetic
field for a ferrofluid between two cylinders.
Based on (15), one can use the following magnetic field in the equation of
motion:
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characterizes the strength of the radial field dependence ζ. The ferrohydro-
dynamical equation of motion (6) and the Niklas parameters sx and sz (7) remain
unchanged/untouched from such considered radial field dependence.
5.3 Flow structural modifications
5.3.1 Primary instabilities
As we learned in previous sections, a magnetic field with a finite transverse
component modifies either basic state or primary bifurcating flow structures in a
wavy-like manner. More details of these states have been reported in numerical
simulations [6], for which a homogeneous internal magnetic field equal to the
external applied one has been supposed, as well as in real experimental studies [9].
The question now is how does the former derived radial field dependence ζ affects
the stability of the basic states (CCF and 2-CCF) and the characteristics of the
bifurcating solutions ((w)TVF and (w)SPI).
We begin our discussion by considering a purely axial applied magnetic field
(A), with fixed field strength sz ¼ 0:6, which leaves the flows, in particular its
structural properties unaffected (TVF and SPI). Figure 16 shows the influence of
the radial field parameter, ζ, (17) (exemplary chosen (a) ζ ¼ 0, (b) ζ ¼ 0:4 and (c)
ζ ¼ 0:8), on the bifurcation thresholds for TVF and SPI in an axial magnetic field.
As in absence of any field dependence, ζ ¼ 0 (Figure 16(a)), the bifurcations
continue being supercritical. Main effect on the bifurcation curves is that with
increasing ζ, the thresholds for the onset of both TVF and SPI are shifted to higher
Re1 (Figure 16(b,c)). Thereby, the threshold for the toroidally closed TVF being
shifted significantly further (to larger values Re1). Note the different scaling on the
abscissa in Figure 16(c). Aside from the enhanced stabilization of the CCF basic
state on top of the field introduced stabilization itself, one observes an important
consequence to the relative shifts in the two bifurcation curves. Consequently, the
bifurcation curve of TVF is shifted more than the one of SPI, the co-dimension-two
point, γ, is also shifted to more positive Re2 (c.f. Figure 15(a,b)). Interestingly, this
is just the opposite way of the shift with increasing field strength sz in a pure axial
magnetic field (the same holds for sx in transversal field), which we saw in Figure 7
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assumption of the applied magnetic field is another crucially point in describing
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characterizes the strength of the radial field dependence ζ. The ferrohydro-
dynamical equation of motion (6) and the Niklas parameters sx and sz (7) remain
unchanged/untouched from such considered radial field dependence.
5.3 Flow structural modifications
5.3.1 Primary instabilities
As we learned in previous sections, a magnetic field with a finite transverse
component modifies either basic state or primary bifurcating flow structures in a
wavy-like manner. More details of these states have been reported in numerical
simulations [6], for which a homogeneous internal magnetic field equal to the
external applied one has been supposed, as well as in real experimental studies [9].
The question now is how does the former derived radial field dependence ζ affects
the stability of the basic states (CCF and 2-CCF) and the characteristics of the
bifurcating solutions ((w)TVF and (w)SPI).
We begin our discussion by considering a purely axial applied magnetic field
(A), with fixed field strength sz ¼ 0:6, which leaves the flows, in particular its
structural properties unaffected (TVF and SPI). Figure 16 shows the influence of
the radial field parameter, ζ, (17) (exemplary chosen (a) ζ ¼ 0, (b) ζ ¼ 0:4 and (c)
ζ ¼ 0:8), on the bifurcation thresholds for TVF and SPI in an axial magnetic field.
As in absence of any field dependence, ζ ¼ 0 (Figure 16(a)), the bifurcations
continue being supercritical. Main effect on the bifurcation curves is that with
increasing ζ, the thresholds for the onset of both TVF and SPI are shifted to higher
Re1 (Figure 16(b,c)). Thereby, the threshold for the toroidally closed TVF being
shifted significantly further (to larger values Re1). Note the different scaling on the
abscissa in Figure 16(c). Aside from the enhanced stabilization of the CCF basic
state on top of the field introduced stabilization itself, one observes an important
consequence to the relative shifts in the two bifurcation curves. Consequently, the
bifurcation curve of TVF is shifted more than the one of SPI, the co-dimension-two
point, γ, is also shifted to more positive Re2 (c.f. Figure 15(a,b)). Interestingly, this
is just the opposite way of the shift with increasing field strength sz in a pure axial
magnetic field (the same holds for sx in transversal field), which we saw in Figure 7
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with moving the γ-point to the left toward more negative values in Re2. Consider
larger values, e.g., ζ ¼ 0:8 (Figure 15(c)), one sees that the co-dimension-two
γ-point is even shifted to Re2>50 out of the considered parameter space. As a result,
the primary instability is always the helical SPI, even with the two cylinders in
strong co-rotation. This observation is crucially different from classical TCS, both
without magnetic fields and also with assumption of an applied uniform magnetic
field. Thus, the radial field dependence, induced by the susceptibility of the
ferrofluid-filled annulus, is seen to cause major changes in the quantitative and
qualitative characteristics of the flow instabilities.
Consider a transversal magnetic field, field strength sx ¼ 0:6 (Figure 17) instead
of an axial one, the variation by increasing ζ remains virtually and qualitatively the
same, aside that now all structures are wavy-like modulated (2-CCF, wTVF, wSPI).
One finds the same preference, in the sense of stronger upshifts for toroidally closed
wTVF with the same result of a shift in the γ-point to the right to larger values in
Re2. Thus also here, for sufficiently strong ζ, e.g., ζ ¼ 0:8 in Figure 17(c), the
helical wSPI is the primary stable bifurcating solution in all presented parameter
space. Comparing both, pure axial and pure transversal field (at same field
strength), the up-shift, i.e., the stabilization is slightly larger in axial fields. This
holds for toroidally closed (w)TVF and helical (w)SPI solutions.
Finally, this effect is even more pronounced when an oblique magnetic field is
applied as illustrated in Figure 18 for field strength sx ¼ 0:6, sz ¼ 0:6. Note also the
different scale on the ordinate in Figure 17(c) highlighting the stronger shifts due
to such field configuration. One can speculate that this enforcement is due to the
axial component of the oblique field leading to a base state with w having axial
shear, and the radial field dependence ζ enhances the w component of the 2-CCF
base state. The combination of the base state azimuthal shear and this axial shear
Figure 16.
Bifurcation curves for the onset of TVF (blue) and SPI (orange) in Re2 � Re1 diagram for different ζ-values
(a) ζ ¼ 0, (b) ζ ¼ 0:4 and (c) ζ ¼ 0:8 with an applied axial magnetic field (A) with sz ¼ 0:6. ((a) is a
replot of Figure 7(c) for comparison). Note the different scale on the ordinate in (c). Simulation results of full
nonlinear equations (11) consider a short periodic TCS with axial wavenumber k ¼ 3:927 (same hold for
Figures 15 and 16).
Figure 17.
Bifurcation curves for the onset of wTVF (blue) and wSPI (orange) in parameter space for different ζ values
(a) ζ ¼ 0, (b) ζ ¼ 0:4, and (c) ζ ¼ 0:8 with an applied transversal magnetic field (T) sx ¼ 0:6. ((a) is a
replot of Figure 7(b) for comparison).
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favors the helical instability. Close to the onset, the variation of the maxima of all
flow components u, v, w is almost linear.
5.3.2 Modified flow structures
Figure 19 illustrates the flow structural properties of wTVF and wSPI in either a
transverse magnetic field T (a,b) and an oblique magnetic field O (c,d), both with
assumed radial field dependence ζ ¼ 0:8. Note, the flow structures of TVF and SPI
under a pure axial applied magnetic field are not shown, as they virtually do not
differ from the ones in absence of a magnetic field. Only the absolute values (e.g. in η)
are different. Comparing these flow structures to the ones for ζ ¼ 0 cases as earlier
presented in Figure 6 (Section 3.3.3), one sees the modulations in all structures to be
enhanced/enforced. In general, the waviness (axial variation in azimuthal direction) of
Figure 18.
Bifurcation curves for the onset of wTVF (blue) and wSPI (orange) in Re2 � Re1 diagram for different ζ-
values (a) ζ ¼ 0, (b) ζ ¼ 0:4, and (c) ζ ¼ 0:8 with an applied oblique magnetic field (O) with
sx ¼ 0:6 ¼ s� z. ((a) is a replot of Figure 7(d) for comparison). Note different scaling in (c).
Figure 19.
(See also Figures 2 and 6 for comparison to flow states without radial field dependence. The radial field
dependence is considered to be ζ ¼ 0:8. Top row: Azimuthal vorticity isosurfaces η over two axial wavelengths
with pure transversal applied magnetic field (T): (a) wTVF at Re2 ¼ 0, Re1 ¼ �130, (b) wSPI at
Re2 ¼ �150, Re1 ¼ 190; and with oblique applied magnetic field (O): (c) wTVF at Re2 ¼ 0, Re1 ¼ �150,
and (f) wSPI at Re2 ¼ �150, Re1 ¼ �200 Red (yellow) isosurfaces correspond to positive (negative) values as
indicated. The bottom row shows the mode amplitudes um,nj j of the radial velocity field u corresponding to the
structures above over the m-n-plane.
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the primary instability is always the helical SPI, even with the two cylinders in
strong co-rotation. This observation is crucially different from classical TCS, both
without magnetic fields and also with assumption of an applied uniform magnetic
field. Thus, the radial field dependence, induced by the susceptibility of the
ferrofluid-filled annulus, is seen to cause major changes in the quantitative and
qualitative characteristics of the flow instabilities.
Consider a transversal magnetic field, field strength sx ¼ 0:6 (Figure 17) instead
of an axial one, the variation by increasing ζ remains virtually and qualitatively the
same, aside that now all structures are wavy-like modulated (2-CCF, wTVF, wSPI).
One finds the same preference, in the sense of stronger upshifts for toroidally closed
wTVF with the same result of a shift in the γ-point to the right to larger values in
Re2. Thus also here, for sufficiently strong ζ, e.g., ζ ¼ 0:8 in Figure 17(c), the
helical wSPI is the primary stable bifurcating solution in all presented parameter
space. Comparing both, pure axial and pure transversal field (at same field
strength), the up-shift, i.e., the stabilization is slightly larger in axial fields. This
holds for toroidally closed (w)TVF and helical (w)SPI solutions.
Finally, this effect is even more pronounced when an oblique magnetic field is
applied as illustrated in Figure 18 for field strength sx ¼ 0:6, sz ¼ 0:6. Note also the
different scale on the ordinate in Figure 17(c) highlighting the stronger shifts due
to such field configuration. One can speculate that this enforcement is due to the
axial component of the oblique field leading to a base state with w having axial
shear, and the radial field dependence ζ enhances the w component of the 2-CCF
base state. The combination of the base state azimuthal shear and this axial shear
Figure 16.
Bifurcation curves for the onset of TVF (blue) and SPI (orange) in Re2 � Re1 diagram for different ζ-values
(a) ζ ¼ 0, (b) ζ ¼ 0:4 and (c) ζ ¼ 0:8 with an applied axial magnetic field (A) with sz ¼ 0:6. ((a) is a
replot of Figure 7(c) for comparison). Note the different scale on the ordinate in (c). Simulation results of full
nonlinear equations (11) consider a short periodic TCS with axial wavenumber k ¼ 3:927 (same hold for
Figures 15 and 16).
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Bifurcation curves for the onset of wTVF (blue) and wSPI (orange) in parameter space for different ζ values
(a) ζ ¼ 0, (b) ζ ¼ 0:4, and (c) ζ ¼ 0:8 with an applied transversal magnetic field (T) sx ¼ 0:6. ((a) is a
replot of Figure 7(b) for comparison).
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favors the helical instability. Close to the onset, the variation of the maxima of all
flow components u, v, w is almost linear.
5.3.2 Modified flow structures
Figure 19 illustrates the flow structural properties of wTVF and wSPI in either a
transverse magnetic field T (a,b) and an oblique magnetic field O (c,d), both with
assumed radial field dependence ζ ¼ 0:8. Note, the flow structures of TVF and SPI
under a pure axial applied magnetic field are not shown, as they virtually do not
differ from the ones in absence of a magnetic field. Only the absolute values (e.g. in η)
are different. Comparing these flow structures to the ones for ζ ¼ 0 cases as earlier
presented in Figure 6 (Section 3.3.3), one sees the modulations in all structures to be
enhanced/enforced. In general, the waviness (axial variation in azimuthal direction) of
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Bifurcation curves for the onset of wTVF (blue) and wSPI (orange) in Re2 � Re1 diagram for different ζ-
values (a) ζ ¼ 0, (b) ζ ¼ 0:4, and (c) ζ ¼ 0:8 with an applied oblique magnetic field (O) with
sx ¼ 0:6 ¼ s� z. ((a) is a replot of Figure 7(d) for comparison). Note different scaling in (c).
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(See also Figures 2 and 6 for comparison to flow states without radial field dependence. The radial field
dependence is considered to be ζ ¼ 0:8. Top row: Azimuthal vorticity isosurfaces η over two axial wavelengths
with pure transversal applied magnetic field (T): (a) wTVF at Re2 ¼ 0, Re1 ¼ �130, (b) wSPI at
Re2 ¼ �150, Re1 ¼ 190; and with oblique applied magnetic field (O): (c) wTVF at Re2 ¼ 0, Re1 ¼ �150,
and (f) wSPI at Re2 ¼ �150, Re1 ¼ �200 Red (yellow) isosurfaces correspond to positive (negative) values as
indicated. The bottom row shows the mode amplitudes um,nj j of the radial velocity field u corresponding to the
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all flow structures is enforced/enhanced by the radial dependent magnetic field.
However, the field-induced wTVF always remains a stationary, nonrotating, and
phase-pinned structure, irrespective of whether the radial field dependence is consid-
ered or not. On the other hand, wSPIs bifurcate as degenerated solutions, either as a
left- or right-winding SPI, depending on initial conditions. Their corresponding fre-
quencies remain mainly constant over a wide range and do not differ much (about
20% or less) from those of SPI. Comparing the stimulated modes for flow structures
when ζ ¼ 0:8 (bottom in Figure 19) to those with ζ ¼ 0 (bottom in Figure 6), one
sees general larger mode amplitudes in the additional stimulated modes for consider-
ation of an internal field dependence ζ 6¼ 0ð Þ. These larger amplitudes in the field
induced modes are also the reason for the increase in waviness.
5.4 Resume
Applying a magnetic field across a container of ferrofluid changes the
ferrofluid’s susceptibility and results in modification of the magnetic field structure
within the container. So far, most theories commonly neglect such modification,
either for convenience or simplicity, and at the end, there is also possibility of
numerical simulations in appropriate time or feasibility at all.
However, it is a matter of fact that an external applied magnetic field is modified,
depending on the magnetic susceptibility. Experimental studies [10, 38] confirmed
the modifications also for susceptibilities of commonly used ferrofluids. Consider
such modifications to the imposed magnetic field effects the basic state, its stability,
as well as the primary (supercritical) bifurcating solutions. This holds for any field
configuration, with only differences in the strength of modifications, i.e., the stabili-
zation (its magnitude; up-shift, move of the bifurcation thesholds to larger control
parameters). On the other hand, the flow structural properties remain qualitative
unaffected by such an radial field dependence, only change in quantitative manner.
They are determined only by the general kind and orientation of the applied magnetic
field. Thus, a pure axial field does not have any effect on the flow structural proper-
ties, leaving them as in absence of any field, i.e., pure TVF and pure SPI. As described
before, the presence of a finite transversal field component results in a wavy-like
modulated flow state. This is independent/untouched if the magnetic field is consid-
ered to be homogeneous or inhomogeneous with a radial field dependence. However,
consider stronger modifications to the imposed magnetic field, i.e., larger values of
the radial field dependence parameter ζ have the effect of further strengthening the
already present waviness of the structures. This holds for (w)TVF and (w)SPI alike.
An important observation is the different influence of the radial field dependence
ζ 6¼ 0ð Þ onto topological closed and helical flow states. In general, the effect of
modification in the primary bifurcation thresholds is larger for toroidally closed flow
structures compared to helical ones. As a result, their intersection point, i.e., co-
dimension γ-point is moved toward positive Re2, which is just the opposite direction,
as it moves with increasing the magnetic field strength (for any given field configu-
ration, e.g. Figure 7). The parameter space, the area for which (w)SPI bifurcate
primary stable out of the basic state, is growing, even into region of co-rotating
cylinders, i.e. Re2>0, making wSPI the favorable flow state in the system.
6. Conclusions
Although there has been significant progress in the understanding of ferrofluidic
flows in the past decades, their fully theoretical understanding is still limited. A key
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reason for this is computational high-expensive simulations, which even increase
with continuation in refining the models to make them more realistic/appropriate,
e.g., finite size effects, internal field modifications, etc. However, these model
improvements are essential and necessary to uncover the full potential of
ferrofluids, which already are used in a wide field of applications. The use in the car
industry within antishocks to provide adjustable damper settings is probably one of
the most prominent examples. However, either experiments and numerics are
essential to mutually prove each other and combined to provide new inside of
potential applications.
This chapter deals with a rotating ferrofluid between two concentric cylinders,
i.e., ferrofluid in Taylor-Couette geometry. Therefor we consider different
improvements in the model describing such magnetic particles in a flow under
external applied field. Concluding the discussions, the main points can be summa-
rized as follows:
• Any applied magnetic field changes the bifurcation thresholds of primary
solutions—the thresholds of both primary solutions, TVF and SPI, are shifted to
larger parameter values—the basic state becomes stabilized against perturbations.
• Magnetic fields with a finite transversal component break the system
symmetry and renders all flow states to be inherently 3D. As a result, the pure
flow states TVF and SPI cease to exist and are substituted by their wave-like
cousins, wTVF and wSPI. Thereby, the generated wTVF differs crucially from
the classical ones, which rotate in azimuthal direction. Instead, the magnetic
field induced wTVFs are nonrotational, phase-pinned flow solutions and
develop belly shape structure at specific azimuthal positions.
• Assuming elongational flow, in order to consider finite-size effect of the magnetic
particles and their interaction (agglomeration, particle-particle interaction and
chain formation procedures), one detects further changes in the bifurcation
threshold of the solutions. Also, this can result in further stabilization or
destabilization. However, the effect of such elongational flow is never big
enough to over-compensate the general, field-induced stabilization. Only the
magnitude/amplitude varies. The flow states remain structural as in absence of
elongational flow.
• Accounting for the changes in ferroluid’s susceptibility in the container due to
an external magnetic field, the real internal field can be approximated by 1=r2.
As before the flow, structural properties remain qualitative similar. Bifurcation
thresholds are shifted upward, toward larger Re1, whereby toroidally closed
(w)TVFs are in general preferred and shifted more than helical (w)SPI. The
result is an increase in the regime of primary bifurcating (w)SPI.
A. Appendix
A.1 Numerical method
There are various different ways to solve the ferrohydrodynamic equations of
motions (Eqs. (5) and (10)), the latter including elongational flow). All here
presented results have been obtained by a code (G1D3 [6, 7]), which combines a
finite difference method of second order in (r,z) and time (explicit) with spectral
decomposition in θ [6]:
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all flow structures is enforced/enhanced by the radial dependent magnetic field.
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either for convenience or simplicity, and at the end, there is also possibility of
numerical simulations in appropriate time or feasibility at all.
However, it is a matter of fact that an external applied magnetic field is modified,
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the modifications also for susceptibilities of commonly used ferrofluids. Consider
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ties, leaving them as in absence of any field, i.e., pure TVF and pure SPI. As described
before, the presence of a finite transversal field component results in a wavy-like
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the radial field dependence parameter ζ have the effect of further strengthening the
already present waviness of the structures. This holds for (w)TVF and (w)SPI alike.
An important observation is the different influence of the radial field dependence
ζ 6¼ 0ð Þ onto topological closed and helical flow states. In general, the effect of
modification in the primary bifurcation thresholds is larger for toroidally closed flow
structures compared to helical ones. As a result, their intersection point, i.e., co-
dimension γ-point is moved toward positive Re2, which is just the opposite direction,
as it moves with increasing the magnetic field strength (for any given field configu-
ration, e.g. Figure 7). The parameter space, the area for which (w)SPI bifurcate
primary stable out of the basic state, is growing, even into region of co-rotating
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improvements are essential and necessary to uncover the full potential of
ferrofluids, which already are used in a wide field of applications. The use in the car
industry within antishocks to provide adjustable damper settings is probably one of
the most prominent examples. However, either experiments and numerics are
essential to mutually prove each other and combined to provide new inside of
potential applications.
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i.e., ferrofluid in Taylor-Couette geometry. Therefor we consider different
improvements in the model describing such magnetic particles in a flow under
external applied field. Concluding the discussions, the main points can be summa-
rized as follows:
• Any applied magnetic field changes the bifurcation thresholds of primary
solutions—the thresholds of both primary solutions, TVF and SPI, are shifted to
larger parameter values—the basic state becomes stabilized against perturbations.
• Magnetic fields with a finite transversal component break the system
symmetry and renders all flow states to be inherently 3D. As a result, the pure
flow states TVF and SPI cease to exist and are substituted by their wave-like
cousins, wTVF and wSPI. Thereby, the generated wTVF differs crucially from
the classical ones, which rotate in azimuthal direction. Instead, the magnetic
field induced wTVFs are nonrotational, phase-pinned flow solutions and
develop belly shape structure at specific azimuthal positions.
• Assuming elongational flow, in order to consider finite-size effect of the magnetic
particles and their interaction (agglomeration, particle-particle interaction and
chain formation procedures), one detects further changes in the bifurcation
threshold of the solutions. Also, this can result in further stabilization or
destabilization. However, the effect of such elongational flow is never big
enough to over-compensate the general, field-induced stabilization. Only the
magnitude/amplitude varies. The flow states remain structural as in absence of
elongational flow.
• Accounting for the changes in ferroluid’s susceptibility in the container due to
an external magnetic field, the real internal field can be approximated by 1=r2.
As before the flow, structural properties remain qualitative similar. Bifurcation
thresholds are shifted upward, toward larger Re1, whereby toroidally closed
(w)TVFs are in general preferred and shifted more than helical (w)SPI. The
result is an increase in the regime of primary bifurcating (w)SPI.
A. Appendix
A.1 Numerical method
There are various different ways to solve the ferrohydrodynamic equations of
motions (Eqs. (5) and (10)), the latter including elongational flow). All here
presented results have been obtained by a code (G1D3 [6, 7]), which combines a
finite difference method of second order in (r,z) and time (explicit) with spectral
decomposition in θ [6]:
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f r; θ; z; tð Þ ¼ ∑
mmax
m¼�mmax
f m r; z; tð Þeinkθ, (20)
where f denotes one of u; v;w; pf g. For the parameter regimes investigated here,
mmax ¼ 8 provides adequate accuracy. For discretization, a forward time, centered
space (FTCS) algorithm is used on staggered grids in the r� z plane following the
procedure of Hirt et al. [45]. In particular, a homogeneous grid with discretization
length δr ¼ δz ¼ 0:05 and time steps δt < 3800 has been used. Here, δt defines the
time step between two iterations via FTCS algorithm of the system of coupled
equations for the amplitudes f m r; z; tð Þ of the azimuthal normal modes
�mmax ≤m≤mmax. For diagnostic purposes, the complex mode amplitudes f m,n r; tð Þ
were calculated obtained from a second axial Fourier decomposition:
f m r; z; tð Þ ¼ ∑
n
f m,n r; tð Þeinkz, (21)
where k ¼ 2π=λ is the axial wavenumber.
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Stationary Patterns on Magnetic
Colloidal Fluids
Ricardo Peredo Ortíz, Martin Hernández Contreras
and Raquel Hernández Gómez
Abstract
In this chapter, we review the experimental and theoretical modeling of struc-
tural and dynamical properties of colloidal magnetic fluids at equilibrium.
Presently, several prototype experimental systems are very well characterized. We
survey the different models, which help to reach a comprehensive knowledge of
these complex magnetic fluids. One prime example is the ongoing investigation of
the realistic interparticle potentials that drive the formation of the different phase
states observed experimentally. Further, a stochastic equation approach for the
description of tracer diffusion, viscoelasticity, and dielectric relaxation at equilib-
rium in colloidal ferrofluids is discussed.
Keywords: ferrofluids, viscoelasticity, colloidal magnetic fluids,
magnetohydrodynamics, dielectric relaxation, diffusion stochastic dynamics
1. Introduction
Colloidal magnetic fluids are made up of nanometer and micron-size ferromag-
netic particles dispersed either in electrolytes or in organic solvents [1]. Due to their
easy manipulation with magnetic or electric fields, they are having a significant
impact on diverse technological applications ranging from biomedicine [2] and
photonic devices [3, 4] up to fundamental studies that motivate the development of
modern theories of nonequilibrium condensed matter [5–10]. In this chapter, we
review the studies of static structural and dynamical properties in colloidal
magnetic fluids, which provide a comprehensive description of their bulk phase
behavior at thermal equilibrium. Presently, model magnetic colloidal systems can
be prepared with tunable interaction among particles of the hard sphere and long-
range dipolar types [11–14], especially the colloidal system constituted of micron-
size polystyrene spheres that are electrically charged and dispersed in organic
solvents [11]. In such a system, particles acquire an induced electric dipole moment
under the external static electric field. Confocal microscopy has allowed the deter-
mination of its three-dimensional bulk phase diagram as a function of applied
electric field and by taking into account the presence of a 1:1 salt. The electric and
magnetic dipole pair interaction potential is symmetric. Consequently, a
corresponding change of physical units leads to an equivalent description of the
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1. Introduction
Colloidal magnetic fluids are made up of nanometer and micron-size ferromag-
netic particles dispersed either in electrolytes or in organic solvents [1]. Due to their
easy manipulation with magnetic or electric fields, they are having a significant
impact on diverse technological applications ranging from biomedicine [2] and
photonic devices [3, 4] up to fundamental studies that motivate the development of
modern theories of nonequilibrium condensed matter [5–10]. In this chapter, we
review the studies of static structural and dynamical properties in colloidal
magnetic fluids, which provide a comprehensive description of their bulk phase
behavior at thermal equilibrium. Presently, model magnetic colloidal systems can
be prepared with tunable interaction among particles of the hard sphere and long-
range dipolar types [11–14], especially the colloidal system constituted of micron-
size polystyrene spheres that are electrically charged and dispersed in organic
solvents [11]. In such a system, particles acquire an induced electric dipole moment
under the external static electric field. Confocal microscopy has allowed the deter-
mination of its three-dimensional bulk phase diagram as a function of applied
electric field and by taking into account the presence of a 1:1 salt. The electric and
magnetic dipole pair interaction potential is symmetric. Consequently, a
corresponding change of physical units leads to an equivalent description of the
magnetic fluid phase diagrams. Novel Monte Carlo simulation methods have
41
confirmed the different experimental phases [15, 16]. Integral equations and
density functional theories have assisted in the understanding of the phases formed
by molecular liquids [17], and they have been used to gain qualitative insight into
the expected phases as a function of volume fraction and dipolar strength of colloi-
dal magnetic fluids [18–23]. Likewise, the structure factor and diffusion coefficient
of magnetic suspensions made of maghemite nanoparticles dispersed in water and
equilibrium with electrolyte solutions have also been reported [24–31]. The
measured structure factor provides the microscopic arrangements of particles
accurately. Here, we provide a Langevin stochastic approach that allows the deter-
mination of the translational and rotational diffusion of the particles in ferrofluids
[32, 33]. These dynamic properties, in turn, allow quantifying the viscoelastic and
dielectric moduli of the structural evolution of the fluid toward their equilibrium
states [34]. This approach may help to interpret recent experiments of passive
microrheology [35, 36] and Altern Current spectroscopic techniques that measure
the viscoelastic dynamics and dielectric relaxation of colloidal magnetic fluids. It is
expected these theoretical methods be extended to help to understand the
corresponding experimental observations of similar dynamics in two-dimensional
paramagnetic colloids [37] and under external fields.
2. Experimental observations of structural properties of magnetic fluids
The importance of knowing the phase diagram of a ferrofluid resides on the
information it provides about the undetermined underlying effective interaction of
the ferromagnetic particles [13]. For maghemite nanoparticles in aqueous solutions,
there have been attempts to determine such electrostatic potentials by using the
measured parameters such as dipole strength and fluid density as inputs in
Brownian dynamics simulations to reproduce the observed bulk structure factor
[30, 31].
2.1 Importance of an experimental phase diagram of maghemite colloid
There is a set of experiments in a well-characterized system of electrically
stabilized maghemite nanometer-size particles, which are dispersed in water
[24–29]. Its stabilization is reached with the citrate electrolyte. By fine-tuning the
salt concentration, the particle’s interaction was shifted from repulsive, where they
form a solid glass phase, into long-range attractive interactions that yield a fluid or
gas state behavior. These experiments have prompted the determination of the
corresponding pairwise interaction among particles [13]. The proposed interaction
consists of a Yukawa repulsive part, a Van der Waals short-range attraction and
includes an angular averaged attractive long-range pair dipole potential. There have
not been attempts to predict the phase diagram with these potentials. However, the
modeled interactions were used to determine with Brownian dynamics the
observed structure factor [30, 31]. By using a generic model of pair dipole interac-
tions together with an effective attraction associated with density gradients,
Lacoste, et al. [38] considered a quasi-two-dimensional layer of a dilute ferrofluid
subjected to a perpendicular magnetic field, and with the help of a mean field
energy approach, they found modulated phases given by stripes and hexagonal
formations. The Gibbs free energy they considered for inhomogeneous systems has
the general shape G ¼ FH � μϕ r!
 
, where FH is the Helmholtz energy; the chemi-
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Their model is a thin film of ferrofluid with a constant magnetic field acting
perpendicular to the fluid layer. Since external fields produce an inhomogeneous
distribution of particles, the volume fraction becomes a local function of position.
FH is constructed at mean field level to have the following terms: the internal energy
of the pair dipole-dipole interactions 1=2ð Þ∑i, j i 6¼jð Þ Vdd r!ij
� �
and the rotational free
energy Frot of an ideal gas of paramagnetic dipoles with polar angles as the only
degrees of freedom under a constant magnetic field. Frot is obtained from the
partition function in the canonical ensemble calculated with the total energy of
dipole m̂i with fieldH
!
interactions �∑i m̂i� H
!
, the entropic energy contribution due
to all possible spatial configurations of the finite size particles in the volume avail-
able �kBT ϕ lnϕþ 1� ϕð Þ ln 1� ϕð Þ½ � as given by the lattice gas. kB is the Boltzmann
constant and the room temperature T. The energy of particles that arise from
gradients in their concentration and therefore setting their average available local
volume is 1=2ð Þ Ð dr2 ∇ϕ r!
� �h i2
, which is provided by a continuous version of the
lattice gas model. The ferroparticles are all equal, and their energy of pairwise
interaction for two dipoles separated with the center-to-center vector distance r! is
given by Vdd ¼ � m2=rij4
� �
3rij
! � ûirij! � ûj � ûi � ûi
h i
, wherem is the particle’s constant
dipole moment, and ûi is the unitary vector orientation of particle i. Thus, the
resulting mean Gibbs energy G is mapped from the lattice gas model into a contin-
uous position dependence representation. The free energy is a function of the local
dipole moment and concentration m rð Þ,ϕ rð Þ. A ferrofluid in a continuous single
phase such as a dispersed homogenous ferrofluid is an equilibrium state with an
average concentration ϕ and bulk dipole moment m. This state is characterized by
the minimum of the free energy, that is, ∂G=∂m ¼ 0, ∂G=∂ϕ ¼ 0, which provides
the average values of bulk dipole moment and concentration above. However, it is
observed that for specific magnitudes of the external field and ferrofluid concen-
tration, there appears chaining of particles that coalescence into sheets, which at
higher field strength evolve to labyrinthine structures. The nucleation of these
structures starts with the formation of magnetization domains associated with small
clustering of particles with sizes on the order of a few microns. Short-wavelength
thermal fluctuations of this size are capable of describing the formation of
nonuniform phases. One way to analyze the formation of these phases uses the
expansion of the free energy difference [38] ΔG φ;mð Þ ¼ G φ;mð Þ �G φ;mð Þ up to
second order in the fluctuations of dipole magnetization δm ¼ m rð Þ �m, and con-
centration δϕ ¼ ϕ rð Þ � ϕ about their mean values. In the two-dimensional Fourier

















with a, b, c related to the
material parameters of ferrofluid external field m and ϕ. The uniform phase
becomes unstable to the formation of modulated nonuniform phases if the deter-
minant of the integrand gets negative at the minimum of wave number [38].
It has been recognized that ferromagnetic particles of 10 -nm size remain
dispersed [39]; however, when particles have larger sizes up to the micron scale,
experiments find they do assemble into chains, rings, and nets were several chains
bound together into an amorphous structure [40]. A mean field theory that takes
into account such topological structures was developed to explain the liquid-gas
phase transition by the formation of Y-like bounds of chains in the network [41].
There remains a quantitative verification of this theory with its experimental
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confirmed the different experimental phases [15, 16]. Integral equations and
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counterpart and with computer simulations. Another method to validate the pro-
posed model of particle’s interaction is based on the parameters that appear in the
Lennard-Jones potential that represents the Van der Waals attractions together with
the pair dipole-dipole potential, and by fitting the predicted magnetization curve as
a function of the applied magnetic field to the experimental one [42]. Even though
there is not yet a realistic model interaction potential that represents the interaction
of ferromagnetic particles, the use of fitting parameters as mentioned above has led
to the prediction of the structure factor and the birefringence as a function of the
applied field, which shows qualitative agreement with the experimental values
[22, 29–31].
2.2 Experimental phase diagram of a charged and sterically stabilized
electrorheological colloidal suspension under an electric field
Yethiraj et al. [11] made a colloidal system of charged and sterically stabilized
polymethyl methacrylate spheres of micron size in an organic solvent to have dipole
moments on particles induced by an electric field. This monodisperse suspension
shows both long-range repulsion, and attractive anisotropic interaction potential
that is fixed with the addition of salt, whereas the dipolar interaction is controlled
by the external electric field. For low Reynolds numbers and in an infinite fluid, a
solid spherical particle that sinks in the fluid reaches a terminal velocity due to a
balance of the friction force exerted by the fluid that opposes the gravitational
force on the particle. If the fluid has a dynamic viscosity η and mass density ρf ,
and the spherical particle possesses a mass density ρm, then the steady velocity is
V ¼ ρf � ρm
� �
gd2=18η, where g is the gravitational acceleration and d the particle
diameter. Thus, the effect of gravity is diminished by matching the density of the
particles to that of the solvent. The Van der Waals attraction that otherwise would
produce aggregation was reduced by matching the index of refraction to the visible.
The Van der Waals attractive energy of two spherical particles is Vvdw rð Þ ¼ � A=12ð Þ
d2= r2 � d2� �þ d2=r2 þ 2 ln 1� d2=r2� �� �, where r is the separation distance of the









� �3=2 can be made zero if the optical refractive index of the
colloidal particles np is equal to that of the solvent ns for an appropriated selection of
the frequency ν of the visible light. Here, h is the Planck constant. With confocal
microscopy studies, they observed in real-space representation crystalline struc-
tures controlled by the repulsive part of the potential, which induces a structure of
random hexagonal close packing. For longer-range repulsion, it becomes face-
centered cubic (fcc), and one can also find a body-centered cubic phase (bcc). As a
function of the electric field, a dipolar phase diagram was established. For low field,
there is a sequence of fluid-bcc-fcc (phase-centered cubic) phases. For larger values
of the field, there is string formation that coalesces into sheets that in turn coarsen
to form body-centered tetragonal crystallites. Moreover, for increasing volume
fractions, the string fluid crystallizes to a space-filling tetragonal phase. Such a rich
variety of phases can be generated controllably by the concentration of the electro-
lyte. High salt concentration screens the electrostatic repulsion becoming short-
distance hard sphere interaction whereas the small content of salt increases the
spatial range of the potential. The dipolar interaction is controlled by the external
electric field. Consequently, due to the symmetric form of the electric and magnetic
dipolar potential, a simple change of physical units leads to the similar conclusions
to be expected for a colloidal magnetic ferrofluid. For oily ferrofluids, the short-
range Van der Waals attraction and hardcore repulsion are modeled by the
44
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Lennard-Jones interaction energy VLJ rð Þ ¼ 4ε0 d=rð Þ12 � d=rð Þ6
h i
with ε0 the poten-
tial depth that can be estimated experimentally. For ferrofluid in an aqueous solvent
of dielectric constant ε and monodisperse spherical particles, due to the presence of
salt at density ρi, the Yukawa potential Vyuk rð Þ ¼ Q∗ exp �κ r� dð Þ½ �=r, κ2 ≔
4πe2ρi=εkBT is used instead, where e is the electron charge. Q
∗ is the effective
electric charge of a particle that can be measured with electrophoresis experiments.
2.3 Theoretical models of phase diagrams of dipolar colloidal fluids: computer
simulation and optimization techniques
Finite-temperature calculations of ground state free energies with Yukawa
repulsion and dipolar-dipolar interactions of varying strength were performed by
Hynninen and Dijkstra [15]. In their calculations, they used canonical Monte Carlos
simulations to obtain the free energy minimum as a function of volume fraction and
dipolar strength in three-dimensional model systems. They found a phase diagram
that contains the same phases as was observed by Yethiraj et al. [11]. However,
additionally, they predicted a new hexagonal close-packed phase at the hard sphere
repulsion limit and body-centered orthorhombic when the repulsion becomes long
range by lowering the content of electrolyte in solution. Their method allows
quicker and reliable determinations of the three-dimensional phase diagram than
the evolutionary algorithm method that searches for the ground state at zero tem-
perature for two-dimensional systems [45]. The bulk phase diagram has not been
searched yet with genetic algorithm (GA) at finite temperature. A particular detail
of GA is that to look for the minimum of the free energy, the derivative of the
energy function at each evolution step is required for finding the best-adapted
crystal structures (individuals) in the population, which is made up of several
crystal structures produced by the algorithm. The search of the best-adapted indi-
viduals (crystal phase) is done in the energy landscape. For fixed pressure and finite
temperature, the Gibbs free energy as a function of pairwise interaction strength
and particles concentration in the fluid yields a three-dimensional plot of the free
energy known as energy landscape, which has local minima and maxima. The global
minimum of an equilibrium crystal structure is reached with the assistance of a local
gradient algorithm that requires the derivative of the energy. Such a procedure
makes an indirect search of the crystal structure by sampling the energy landscape.
Thus, it becomes technically more involved to implement than the Hynninen et al.
method of MC ground state energy searches. In Figure 1, we provide two
nonequilibrium states of local minima that result from the application of a genetic
algorithm approach at zero temperature and fixed pressure.
Recently, Spiteri and Messina [16] have proposed an efficient nonlinear optimi-
zation technique that allows predicting the crystal phases of dipolar colloids at zero
temperature without the need to use derivatives of the free energies. It was found
that for a monodisperse repulsive hard sphere plus dipole-dipole interaction, the
predicted phase diagram has the same phases as was previously found by Hynninen
et al. [15] and that a knew so-called clinohexagonal prism span all known ground
state structures at any density. There remains to be verified if this prediction fulfills
at a finite temperature also.
2.4 Experimental structure factors and diffusion coefficients
The microstructural order inside of the ferrofluid is determined by the potential
interaction among particles. The measured structure factor yields the details of the
particles’ spatial geometric arrangement. The water-based maghemite ferrofluid is
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counterpart and with computer simulations. Another method to validate the pro-
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to the prediction of the structure factor and the birefringence as a function of the
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Yethiraj et al. [11] made a colloidal system of charged and sterically stabilized
polymethyl methacrylate spheres of micron size in an organic solvent to have dipole
moments on particles induced by an electric field. This monodisperse suspension
shows both long-range repulsion, and attractive anisotropic interaction potential
that is fixed with the addition of salt, whereas the dipolar interaction is controlled
by the external electric field. For low Reynolds numbers and in an infinite fluid, a
solid spherical particle that sinks in the fluid reaches a terminal velocity due to a
balance of the friction force exerted by the fluid that opposes the gravitational
force on the particle. If the fluid has a dynamic viscosity η and mass density ρf ,
and the spherical particle possesses a mass density ρm, then the steady velocity is
V ¼ ρf � ρm
� �
gd2=18η, where g is the gravitational acceleration and d the particle
diameter. Thus, the effect of gravity is diminished by matching the density of the
particles to that of the solvent. The Van der Waals attraction that otherwise would
produce aggregation was reduced by matching the index of refraction to the visible.
The Van der Waals attractive energy of two spherical particles is Vvdw rð Þ ¼ � A=12ð Þ
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electrostatically stabilized. The interparticle interaction was modeled in Ref. [13] with
a Yukawa repulsion part together with the anisotropic dipolar potential. The highest
peak of the structure factor regarding wave number k, as a function of applied field,
shows the same qualitative tendency as the experimental peak. For the same type of
pair potential, a calculation of the structure factor using the rescaled mean spherical
approximation of liquid theory was developed byWagner et al. [46]. Their calculated
structure factor compares well with the measured one in a cobalt-based aqueous
colloid. Their fabricated ferrofluid has a polydispersity in particle sizes, which were
successfully taken into account via a Shultz distribution. The microstructure in the
suspension has also been modeled by Pyanzina et al. [47] with an analytical pair
correlation function obtained through a thermodynamic expansion of the density and
dipole strength. They find excellent agreement between the theoretical calculation
and molecular dynamics data for the scattering vector dependence of the pair corre-
lation at the dilute limit. The agreement improves at low volume fraction whereas at
higher concentrations, the coincidence occurs only about the main first peak.
Recently, we determined with Langevin dynamics simulations the structure factor in
model monodisperse ferrofluids of spherical particles that interact through Lennard-
Jones plus dipolar pair potentials. As previously found [17, 42], we also find that at
the low colloid density and dipole strength, the particles are well dispersed; however,
for higher dipole moment, there is chaining of particles. If the concentration rises,
then the system shows a small cluster with few particles as can be seen in Figure 2 of
the structure factor S kð Þ.
The contact values at k = 0 yield the compressibility modulus. The material
parameters of maghemite colloid were used [40]. At low densities and magnetic
moment, there is liquid order. For higher dipole moments, formation of chain appears.
Figure 1.
Genetic algorithm prediction of minimum local structures at two densities of equally sized ferroparticles in the
aqueous colloidal magnetic fluid at T ¼ 0K and constant pressure. X, Y, and Z are Cartesian coordinates. Both
structures are simple cubic cells. The bottom structure has the highest density and the lowest enthalpy energy.
Black arrows depict the direction of the particle’s dipole moment.
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Figure 3 is a plot of the collective diffusion coefficient DC normalized to the free
diffusion of a single particle D0 in the hydrodynamic limit of zero wave number. It
is given asDc ¼ D0=S k ¼ 0ð Þ. In the left-hand side plot of Figure 3(a)with symbol ∘
the collective diffusion coefficient increases as the magnitude of dipole moment
increases at high-density limit of ρ∗ ¼ 0:9. However, a reverse behavior is shown by
this collective diffusion property when the density is very low ρ∗ ¼ ρd3 ¼ 0:1 (plot
with a symbol ●, ρ ¼ N=V, N the number of particles, and V the volume of the
fluid). We should note that in the former case, there occurs the formation of chains,
and at the highest concentration, the particles are dispersed.
The researchers in Ref. [46] also measured the wave vector-dependent collective
translational diffusion coefficient in the absence of an external field using X-ray
Figure 2.
Simulation results of structure factor versus wave number. The contact values at k=0 yield the compressibility
modulus. The material parameters of maghemite colloid were used [40]. At low densities and magnetic
moment, there is liquid order. For higher dipole moments formation of chain appears.
Figure 3.
Calculated collective diffusion coefficient Dc normalized to the free particle diffusion constant at the
hydrodynamic limit of low wavenumber k = 0. Notice that at high density, ρ∗ ¼ 0:9, this property increases
(left, black square symbol).
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correlation spectroscopy. Such a dynamical property has a known linear dependence
on the particles’ hydrodynamic interactions (HIs). The proposed theoretical hydro-
dynamic function that captures the HI among particles overestimates the experi-
mental data. On the other hand, Meriguet et al. [29] used small-angle neutron
scattering to measure the incoherent scattering function at the fixed magnetic field.
The incoherent part gives in the long-time overdamped regime, the single transla-
tional diffusion coefficient for long wave vectors k, and the coherent part provides
the collective diffusion as a function of k. Using liquid theory definitions of these
two dynamical functions, their comparison with the experimental values yields good
agreement at all wave scattering vectors k. The same collective diffusion coefficient
can be measured by forced Rayleigh scattering also [26]. In this technique, the
fluctuations in concentrations of the particles are considered a dynamic variable.We
note that similar studies have been undertaken in the case of rodlike macromole-
cules in suspension such as Tobacco mosaic virus [48]. Explicit statistical mechanics
derivations for the dynamical collective correlation functions (intermediate scatter-
ing function) have been given that fit well Brownian dynamics simulations just at
long wave numbers but fail at intermediate and short k values. In Refs. [32–34], we
proposed a Langevin equation theory for a tracer ferroparticle whose motion is




¼ �ζ0 � V tð Þ � ζ0TR �W tð Þ þ f 0 tð Þ þ F tð Þ,
I � dW tð Þ
dt
¼ �ζ0R �W tð Þ � ζ0RT � V tð Þ þ t0 tð Þ þ T tð Þ:
(1)
V,W are the translational and angular velocities of the tracer particle and
referred to a space-fixed frame at the center of mass of the tracer and following the
orientation of the main tracer axis of symmetry. M and I are the mass and particle’s
matrix of the moment of inertia, respectively. There are neither hydrodynamic
interactions among particles nor external magnetic fields. The first two terms in
Eq. (1) are the solvent friction force and torque. The short-time free particle diag-




R represent hydrodynamic drag forces and
torques. These friction and random forces are the only quantities that convey
information on the nature of the solvent. They need to be measured experimentally
or provided by a free parameter. Moreover, they ignore the molecular degrees of
freedom of position and orientation coordinates and momenta. They are coupled to
the thermally driven solvent random forces f 0 and torques t0 by fluctuation-
dissipation theorems [32–34]. The total force and torque F, T on the tracer by the
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equation of the concentration of particles around the tracer through the total force on
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correlation spectroscopy. Such a dynamical property has a known linear dependence
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The propagator χ is obtained from the diffusion Eq. (4), and it is related to the
van Hove function C r!;Ω; r!0;Ω0; t
� �





¼ Ð d3 r!00dΩ00




whose dynamical evolution is attained from
Eq. (4) after multiplying both sides by δn r!;Ω; t ¼ 0
� �
and taking further an
ensemble average. The resulting dynamical equation of the van Hove function has
at t = 0 the initial condition
Ð
d3 r!00dΩ00σ r!; r!00;Ω;Ω00
� �





. The properties in Eq. (6) depend on the knowledge of the structure
factor of the ferrofluid, which takes into account the micro-structural order of
particles inside the ferrofluid as dictated by the underlying interaction potential. It
is valid at high concentrations but ignores hydrodynamic interactions among parti-
cles. For monodisperse colloids, the tracer is equal to the other particles and the
fluid is homogeneous. Thus, the distribution of particles is neq r;Ωð Þ ¼




. Notice that the pair correlation function is defined
between the tracer orientation Ω0 0;0ð Þ, and another particle with Ω θ;φð Þ, separated
by the mean distance r ¼ r! � r!0
���
���. Due to the spatial symmetry of the potential ψ ,
the pair correlation function has the rotationally invariant expansion g r;Ω;Ω0ð Þ ¼
g rð Þ þ hΔ rð ÞΔþ hD rð ÞD1, with Δ≔ û1 � û2, D1 ≔ 3^r!12 � û1 ^r!12 � û2 � û2 � û1
h i
, where
^r! ¼ r!=r, û is the unitary dipole vector with orientation û ¼ û θ;φð Þ. Using the Fick
approximation for the Onsager coefficient, L r; r0;Ω;Ω0ð Þ ¼ ρ D0∇2 þD0R∇Ω
� �
δ r� r0ð Þδ Ω� Ω0ð Þ, the unknown propagator in Eq. (4) χ ¼ exp �tL∘σ�1ð Þ, ∘≔Ð
d3 r! dΩ can be fully determined. For a spherical particle, the free translational and
rotational diffusion coefficients are D0 ¼ kBT=ζ0, D0R ¼ kBT=ζ0R, with ζ0 ¼ 3πηsold,
ζ0R ¼ πηsold3, and ηsol the solvent viscosity. Taking the Laplace transform Δζ ωð Þ ¼Ð∞
0 dte
iωtΔζ tð Þ of the friction tensor in Eq. (6), it yields the real part of the transla-
tional and rotational diffusion coefficients of the tracer at the longtime overdamped
regime D ¼ kBT= ζ0 þ ReΔζ ω ¼ 0ð Þ
� �


































jl is the spherical Bessel function of order l, τ
∗
s, iso ¼ 1= x2 1þ 1=S00,0 xð Þ
� �� �
,
τ∗s,α ¼ S11,α xð Þ= 8π x2 þ 6ð Þ½ �, x≔ kd. The structure factor components of the dipolar
liquid are
S00,0 xð Þ ¼ 1þ
ρ∗
d3
g xð Þ � 1½ �, S11,0 xð Þ ¼ 1þ
ρ∗
3d3
hΔ xð Þ þ 2hD xð Þ½ �,
S11,1 xð Þ ¼ 1þ
ρ∗
3d3
hΔ xð Þ � hD xð Þ½ �: (8)
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These correlation function components are obtained from the Fourier transform
of their definitions
g rð Þ ¼






N4πρ∗r2 , hD rð Þ ¼ 32
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^r! ij � ûj�ûi � ûj
h iD E
N4πρ∗r2 ,
hΔ rð Þ ¼ 3








In Figure 4, Ref. [34] is provided a plot of the translational and rotational self-
diffusion coefficients of such a theory. In this picture, we compare the diffusion
coefficients with Langevin dynamics simulation results for the same diffusion coef-
ficients by using typical parameters of μ∗2 ¼ μ0m2= 4πd3kBT
� �
for the real ferrofluid
made of Fe2O3. μ0 is the magnetic permeability of vacuum. The material data are:
[40] ε0 ¼ 5:45311� 10�23J, d ¼ 10�8m, particle mass and the viscosity are
m0 ¼ 2:70710Kg, ηsol ¼ 0:852� 10�3Kg=ms, respectively.
2.5 Diffusion microrheology of colloidal magnetic fluids under no external
electric or magnetic fields
Ferrofluids are complex fluids whose viscoelastic response to weekly applied
strain rates _γ tð Þ is represented by a constitutive equation for the shear stress
σ tð Þ ¼ Ð t0 dt0G t� t0ð Þ _γ tð Þwhere the dot means time derivative and the shear modulus
is G tð Þ. In the representation of frequency space ω, the shear is σ ωð Þ ¼ G ωð Þiωγ ωð Þ.
Mason and Weitz [49] assumed that the macroscopic temporal relaxation of G tð Þ is
the same time scale of the viscosity that affects a tracer particle that diffuses in the
viscoelastic fluid. Because the shear stress divided by the strain rate has dimensions
of viscosity, Mason et al. [49] defined the viscosity as η tð Þ ¼ σ tð Þ= _γ tð Þ. Thus, they
proposed that for spherical particles undergoing translational diffusion and in the
frequency space, it is G ωð Þ ¼ iωη ωð Þ ¼ iωζ ωð Þ=3πd for a particle experiencing
Figure 4.
Translational (rotational) self-diffusion coefficients D=D0 DR=D0R
� �
versus density (a) ((c)), and dipole
strength (b) ((d)). Simulation calculations are depicted with a black symbol and theory of Eq. (6) with ∘.
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effective friction ζ ωð Þ. Here, we propose under the same conditions that the complex
shear modulus of a ferrofluid is given by G ωð Þ ¼ G0 þ iG00 ¼ iω ζ0 þ Δζ ωð Þ� �=3πd ¼
iωη ωð Þ. Since the complex viscosity of a viscoelastic media is defined by η ¼ η0 � iη0,
we find for the elastic and dissipative moduli, respectively [34]








































P000 xð Þ ¼
kBTx4 S00,0 xð Þ � 1
� �2
18π3d3ρ∗S00,0 xð Þ
, P111 xð Þ ¼ �
32kBTρ∗μ∗4j2 xð Þ2S11,1 xð Þ
9πd3
,
P110 xð Þ ¼
48kBTρ∗μ∗4j2 xð Þ2S11,0 xð Þ
9πd3
, (10)
where ω∗ ¼ ωtB, tB ¼ d2=D0. Figure 5 provides a comparison of the viscoelastic
moduli of Eq. (10) with Langevin dynamics simulations for the same parameter as
those of Figure 4.
We notice that the effective viscosity at the overdamped regime ω ¼ 0, which
results from Eq. (10), is η0 ¼ tBGo, where the storage modulus of the ferrofluid is
Go ¼ kBT=3πd3
� �
D0=D. At low volume fraction ϕ ¼ πρ∗=6 of colloidal particles in
the magnetic fluid, we found the following expression of the viscosity
η0 ≈ ηsol 1þ 5ϕ=2ð Þ, which is the known exact Einstein result for low volume frac-
tions if we assume that the free parameter ζ0 can be replaced by the approximated
form proposed by Mazur and Geigenmüller ζ0 1þ 1:5ϕð Þ= 1� ϕð Þ [50], which
describes very well the free particle diffusion coefficient for all volume fractions.
Figure 5.
Logarithmic plot of elastic G0 and loss G00 moduli as a function of dimensionless frequency ω∗ at three different
concentrations and fixed dipole moment. Theory for G0(G00) is denoted by ∘(∗) and that with simulation by •, ∗.
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2.6 Dynamic susceptibility response of a ferrofluid
The time-dependent magnetic susceptibility χ tð Þ of a ferrofluid can be measured
either under a time-oscillating external magnetic field or in its absence with Altern
Current dielectric spectroscopic techniques [51]. Our approach to calculating this
property is based on the diffusion equation Eq. (4) that leads us to an expression for
the collective dynamical property χ tð Þ regarding the friction Eq. (6). For this pur-
pose, we multiplied Eq. (4) by δn t ¼ 0ð Þ∑i, j ûi tð Þûj tð Þ, then we made a statistical
average and Fourier transformed to write the dynamical equation of the collective
magnetic tensor function
Mk tð ÞM�k t ¼ 0ð Þh i ¼ � m2μ0N=12π
� �












i tð ÞdΩûx tð Þδn r;Ω; tð Þ, (11)
where C11,1 is the transversal component of the van Hove function. We extended
the hydrodynamic approach of Hess and Klein [52] to include rotational Brownian
motion of the particles and derived the dynamical equation of the Van Hove
function





dt0dΩ0M k;Ω;Ω0; t� t0ð ÞC k;Ω0; t0ð Þ (12)
This equation is valid for colloidal suspensions of particles with axially symmet-
ric potentials, where the memory function M k;Ω;Ω0; tð Þ is related to the friction
Eq. (6), which does not require such an approximation on L [52]. The solution of
this equation for the transversal component of the van Hove function C k;Ω; tð Þ
leads to the complex susceptibility function in the frequency domain, and it is given
by χ k;ωð Þ ¼ 4πρ∗μ∗2=3ð Þ S11,0 xð Þ � iωC11,1 x;ωð Þ
� �þ 1. This equation reproduces
Figure 6.
Real χ0 and imaginary χ 00 magnetic susceptibilities of a ferrofluid normalized to the initial value of susceptibility
χ0. Picture (a) is a magnetic Cole-Cole plot and (b) depicts the susceptibility moduli versus frequency ω. The
susceptibilities were evaluated at kmax the value of the wave number at the highest first peak of the structure
factor, and k ¼ 0.
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effective friction ζ ωð Þ. Here, we propose under the same conditions that the complex
shear modulus of a ferrofluid is given by G ωð Þ ¼ G0 þ iG00 ¼ iω ζ0 þ Δζ ωð Þ� �=3πd ¼
iωη ωð Þ. Since the complex viscosity of a viscoelastic media is defined by η ¼ η0 � iη0,
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susceptibilities were evaluated at kmax the value of the wave number at the highest first peak of the structure
factor, and k ¼ 0.
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similar results of a model molecular liquid of Wei and Patey [53] who, however,
used a Kerr dynamical equation for C. Since χ ¼ χ0 þ iχ00 in Figure 6, we provide
typical plots of the real and imaginary components of the magnetic susceptibility of
the ferrofluid Fe2O3.
Alternative kinetics methods for low-density ferrofluids are given in [40].
3. Conclusion
This review highlights several active research lines on the structure and dynam-
ics in ferrofluids. These investigations are motivated by many experimental obser-
vations that colloidal ferromagnetic particles both in bulk or in thin film aggregate,
building several macroscopic structures of practical and scientific interest. As for all
applications where colloidal materials are being processed, it is necessary to under-
stand the interparticle interactions to have better control of the resulting structures
and their properties. The interactions are known experimentally under specific
conditions through the measured phase diagrams [11]; it has been found [29] that a
useful potential that represents well the structure factor of ferrofluids is a Lennard-
Jones plus dipolar interaction between pairs of particles. Therefore, our use of this
potential in an evolutionary genetic algorithm leads to Figure 1, which shows
transient metastable crystalline structures of a monodisperse ferrofluid at T ¼ 0K.
On the other hand, Figure 2 shows the predicted structure factors using material
parameters of typical Fe2O3 ferrofluid. There we observe that for low particle
density and dipole moment, the particles are dispersed in the fluid, whereas for the
highest dipole moment system, they form chains. As a consequence, there are
noticeable effects on the collective diffusion coefficient as it is shown in Figure 3,
where we notice that as the strength of the dipole moment is increased for low-
density suspensions, this property drops because of particles’ association in larger
structures (chains). However, for higher-density suspensions, particles re-disperse
again, therefore, increasing their collective diffusion. In Section 2.4, we presented
the stochastic Langevin approach to describe the diffusion of a tracer particle in
colloidal magnetic fluids. Figure 4 provides theoretical predictions of this theory for
the longtime translational and rotational self-diffusion coefficients Eq. (7) of a
ferroparticle for the same material parameters of Fe2O3. We notice that the theory
prediction has an agreement with Langevin dynamics simulations. In Section 2.5,
we described our extension of a hydrodynamic theory of colloid dynamics [52] to
include the rotational Brownian motions of ferrofluid’s particles. As a result, we
derived an equation of the complex susceptibility χ k;wð Þ that depends on the
diffusion constants D ωð Þ, DR ωð Þ of a tracer particle in the colloid, which were given
in Section 2.4. Thus, in Figure 6, we show the predicted magnetic Cole-Cole plot
and real and imaginary components of the susceptibility moduli for Fe2O3
ferrofluid. There remain further studies to find the successful comparison of this
method with well-characterized magnetic colloidal fluids and computer simulations
in model ferrofluid systems.
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Chapter 4
The Study of Magneto-Convection
Heat Transfer in a Partially Open
Cavity Based on LBM
Raoudha Chaabane
Abstract
A free convection heat transfer in a sinusoidally heated enclosure filled with
conducting fluid is presented in this chapter by Lattice Boltzmann Method (LBM).
The horizontal walls in the enclosures are insulated and there is an opening part
on the right wall. The right non-open parts of the vertical wall of the square cavity
are maintained at constant cold temperature and the left wall of the cavity is sinu-
soidally heated. The cavity is get under a uniform in-plane magnetic field. The main
aim of this study is to highlight the effectiveness of the LBM mesoscopic approach
to predict the effects of pertinent parameters such as the Hartmann number varying
from 0 to 150 where Rayleigh number is fixed at moderate value of 105 on flow
patterns. This in-house numerical code used in this chapter is ascertained and a
good agreement with literature is highlighted. The appropriate validation with
previous numerical investigations demonstrated that this attitude is a suitable
method and a powerful approach for engineering MHD problems. Findings and
results show the alterations of Hartmann number that influence the isotherms and
the streamlines widely.
Keywords: sinusoidal thermal boundary condition, MHD, partially open cavity,
free convection, LBM
1. Introduction
Convective flow and heat transfer in an open cavity has been studied due to the
extensive range of applications in engineering science and technology that consider
various combinations of imposed temperature gradients and enclosure sketches
[1–10]. Open cavity with a modified linear or sinusoidal thermal boundary condi-
tion is encountered in many practical engineering and industrial applications, such
as solar energy collection, cooling of electronic devices, material processing, grain
storage, flow and heat transfer in solar ponds, high-performance insulation for
buildings, dynamics of lakes, reservoirs and cooling ponds, crystal growing, float glass
production, metal casting, food processing, galvanizing, metal coating, and so on.
Besides, pertinent useful numerical research works had been conducted to simu-
late the MHD free convection under nonuniform thermic boundaries where recent
attention has been intensively focused on the cases of mixed boundary conditions
[11–14]. However, few results have been reported for free convection caused
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Chapter 4
The Study of Magneto-Convection
Heat Transfer in a Partially Open
Cavity Based on LBM
Raoudha Chaabane
Abstract
A free convection heat transfer in a sinusoidally heated enclosure filled with
conducting fluid is presented in this chapter by Lattice Boltzmann Method (LBM).
The horizontal walls in the enclosures are insulated and there is an opening part
on the right wall. The right non-open parts of the vertical wall of the square cavity
are maintained at constant cold temperature and the left wall of the cavity is sinu-
soidally heated. The cavity is get under a uniform in-plane magnetic field. The main
aim of this study is to highlight the effectiveness of the LBM mesoscopic approach
to predict the effects of pertinent parameters such as the Hartmann number varying
from 0 to 150 where Rayleigh number is fixed at moderate value of 105 on flow
patterns. This in-house numerical code used in this chapter is ascertained and a
good agreement with literature is highlighted. The appropriate validation with
previous numerical investigations demonstrated that this attitude is a suitable
method and a powerful approach for engineering MHD problems. Findings and
results show the alterations of Hartmann number that influence the isotherms and
the streamlines widely.
Keywords: sinusoidal thermal boundary condition, MHD, partially open cavity,
free convection, LBM
1. Introduction
Convective flow and heat transfer in an open cavity has been studied due to the
extensive range of applications in engineering science and technology that consider
various combinations of imposed temperature gradients and enclosure sketches
[1–10]. Open cavity with a modified linear or sinusoidal thermal boundary condi-
tion is encountered in many practical engineering and industrial applications, such
as solar energy collection, cooling of electronic devices, material processing, grain
storage, flow and heat transfer in solar ponds, high-performance insulation for
buildings, dynamics of lakes, reservoirs and cooling ponds, crystal growing, float glass
production, metal casting, food processing, galvanizing, metal coating, and so on.
Besides, pertinent useful numerical research works had been conducted to simu-
late the MHD free convection under nonuniform thermic boundaries where recent
attention has been intensively focused on the cases of mixed boundary conditions
[11–14]. However, few results have been reported for free convection caused
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simultaneously by both external magnetic field in partially open enclosures subjected
to a sinusoidal temperature variation in the left vertical wall although problems of this
type are frequently important, and their study is necessary for understanding the
performance of complex magneto-convection flow and heat transfer.
MHD forces generated from the interaction of induced electric currents with an
applied external magnetic field can alter the flow of an electrically conducting fluid in
the presence of magnetic field. An externally imposed magnetic field is an important
tool used to control melting flows that grow bulk crystal in semiconductor’s applica-
tions. A main purpose of electromagnetic control is to stabilize the flow and suppress
oscillatory instabilities, which degrades the resulting crystal. In literature, wide ranges
of investigations were investigated by researchers in MHD free convection [15–30]. In
such complex geometry, the balance is achieved by inertial, viscous, electromagnetic,
and buoyancy forces; finding a numerical efficient tool to predict flow and heat pattern
inside MHD cavities is a crucial aim for industrial related engineering applications.
The effect of Ra number on free convection MHD in an open cavity was inves-
tigated in [29]. Nonetheless several investigations in MHD free convection inside
partially open enclosure with sinusoidally wall have been carried out yet.
The mesoscopic approach called Boltzmann method (LBM) joined the microscopic
models and the macroscopic dynamics of a fluid. It can recover the Navier-Stokes
equation by using the Chapman-Enskog expansion [39]. LB method is not very
demanding in terms of memory requirement. In addition, in terms of computational
speed, the algorithm is generally simpler and therefore faster than many traditional
CFD schemes. It is easy for parallel computation and for implementation of irregular
boundary conditions, which is a sought task in many-needed engineering geometry.
To our best knowledge, no previous study on effects of sinusoidally heated
boundary on free convection in a partially open MHD enclosure cavity with the
LBM had already been studied so far. The main aim of this chapter is to study the
effects of linearly heated wall on flow field and temperature distribution in an open
MHD cavity filled.
The main aim of the present study is to demonstrate the use of the Lattice
Boltzmann Method (LBM) [31–40] for MHD with a simple and clear statement and
also solve MHD free convection as a left sinusoidally heated sidemixed with a partially
open right wall filled with a conducting fluid. Hartmann number varies in a wide
range from 0 to 150. First, the results of LBM are validated with previous numerical
investigations. Effects of Rayleigh, Hartmann number, and various positions of the
open side on flow field and temperature distribution are considered simultaneously.
The proposed configuration with sinusoidal temperatures on the left side wall of
a partially open cavity in the presence of a magnetic field has not been focused. A
major objective of the present study is to examine the magneto-convection in this
configuration filled with a conducting fluid confined between two horizontal walls,
which are thermally insulated. The effect of the open side on fluid flow and heat
transfer is studied numerically.
2. Governing equations and mathematical formulation
2.1 Problem statement
The considered geometries of the present problem are shown in Figure 1. They
display a two-dimensional closed, open or partially open east side cavity with the
height of H. A constant, linear, or sinusoidal temperature is imposed along the left
vertical wall. Then opening side boundaries are correlated with temperature
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conducting fluid at the cold temperature (Tc). The north and south horizontal
boundaries are adiabatic. We consider a horizontal uniform magnetic field applied
to a two-dimensional Newtonian, laminar, and incompressible conducting fluid.
The radiation effects, the viscous dissipation, and Joule heating are neglected in the
present study. The thermophysical properties of the conducting fluid are constant,
and the density variation in the liquid gallium is approximated by the standard
Boussinesq (Figure 2).
2.2 Governing equations
Governing equations for MHD free convection are written in terms of the






















































where ν ¼ μ=ρ is the kinematic viscosity and Fx and Fy are the body forces at
horizontal and vertical directions, respectively, and they are defined as follows [30]:
Figure 1.
The standard D2Q9 LBM lattice.
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range from 0 to 150. First, the results of LBM are validated with previous numerical
investigations. Effects of Rayleigh, Hartmann number, and various positions of the
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The proposed configuration with sinusoidal temperatures on the left side wall of
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configuration filled with a conducting fluid confined between two horizontal walls,
which are thermally insulated. The effect of the open side on fluid flow and heat
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The considered geometries of the present problem are shown in Figure 1. They
display a two-dimensional closed, open or partially open east side cavity with the
height of H. A constant, linear, or sinusoidal temperature is imposed along the left
vertical wall. Then opening side boundaries are correlated with temperature
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conducting fluid at the cold temperature (Tc). The north and south horizontal
boundaries are adiabatic. We consider a horizontal uniform magnetic field applied
to a two-dimensional Newtonian, laminar, and incompressible conducting fluid.
The radiation effects, the viscous dissipation, and Joule heating are neglected in the
present study. The thermophysical properties of the conducting fluid are constant,
and the density variation in the liquid gallium is approximated by the standard
Boussinesq (Figure 2).
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The standard D2Q9 LBM lattice.
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Fx ¼ R v sin γ cos γ � u sin 2γ
� �
(5)
Fy ¼ R u sin γ cos γ � v cos 2γ
� �þ ρgβ T � Tmð Þ (6)






The LBM method [31–40] with standard, two-dimensional, nine velocities
(D2Q9) for flow and temperature is used in this chapter (Figure 1a); for complete-
ness, only a brief discussion is given in the following paragraphs. The Bhatnagar-
Gross-Krook (BGK) approximation Lattice Boltzmann equation with external
forces Ftot can be written as:
f α rþ eαΔt; tþ Δtð Þ ¼ f α r; tð Þ �
Δt
τf
f α r; tð Þ � f αeq r; tð Þ
� �þ ΔtFtot (8)
where f α r; tð Þ is the particle distribution defined for the finite set of the discrete
particle velocity vectors eα. r and t are the coordinates of Eulerian node and time.
where τf is the relaxation time and f α
eq r; tð Þ is the local equilibrium distribution
function.
The equilibrium distribution can be formulated as:











Used configurations C1–4 with different boundary conditions.
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where u and ρ are the macroscopic velocity and density, respectively, and wα are
the values of the weighting constant factors for eα that must be assigned as






where c = Δx/Δt, Δx and Δt are the lattice space and the lattice time step size,
respectively, which are set to unity.
For scalar function (temperature), another distribution is defined:
gα rþ eαΔt; tþ Δtð Þ ¼ gα r; tð Þ �
Δt
τg
gε r; tð Þ � gαeq r; tð Þ
� �
(10)
The equilibrium distribution function can be written as:










For momentum equation, we have:
τf ¼ 0:5þ 3ν=c2Δt
� �
(12)
where ν is the kinematic viscosity and for the scalar:
τg ¼ 0:5þ 3α=c2Δt
� �
(13)
where α is the diffusion coefficient (thermal diffusion coefficient) and Δt is the
lattice time step. The buoyancy force term is added as an extra source term to
Eq. (1) as:
Fα ¼ 3wα gyβΔT (14)
where gy, β, and ΔT are gravitational acceleration, thermal expansion coeffi-
cient, and temperature difference, respectively.
In the LBM, the total force is
F ¼ Fx þ Fy (15)
Fx ¼ 3wkρ R v sin γ cos γð Þ � u sin 2γ
� �� (16)
Fy ¼ 3wkρ gyβ T � Tmð Þ þ R u sin γ cos γð Þ � v cos 2γ
h i
(17)
where R ¼ μHa2 and γ is the direction of the magnetic field.
After completing streaming and collision processes where the Boussinesq
approximation is considered for free convection, the macroscopic fluid quantities,
namely, the macro density, velocity (obtained through moment summations in the
velocity space), and temperature are computed.
ρ r; tð Þ ¼ ∑
k
f k r; tð Þ (18)
u r; tð Þ ¼ ∑
k
ekf k r; tð Þ=ρ r; tð Þ (19)
T ¼ ∑
k
gk r; tð Þ (20)
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3. Results and discussion
In all cases, both the computations for flow and temperature fields are based on
the D2Q9 LBM approach.
We have validated our in-house Fortran computer code for the free convection
in a square open cavity with insulated horizontal walls filled with air with a uniform
right (west) vertical temperature by reference [29]. The obtained numerical results
are compared with the numerical ones reported in [29]. It can be seen from Figure 3
that there is a good agreement for the distribution of streamlines and isotherms
among the present solution and literature and this for Pr = 0.71, Ha = 0, and
Ra = 105. The used configuration is C1 (Figure 2).
In Figure 4, the considered matter is MHD free convection in an open cavity
with linearly heated west wall (C2), which is filled with liquid gallium (Pr = 0.025)
and Ha = 150. As shown in Figure 4, an increase in Rayleigh number makes the
thermal boundary layer to become narrower for the constant parameters Pr = 0.025
and Ha = 150.
Figure 5 displays steady-state contour maps for the isotherms and the streamline
contours at Pr = 0.025 for a high Rayleigh number Ra = 106 and high Hartmann
Figure 3.
Comparison of the steady state isotherms (a) and streamlines (b) at Pr = 0.71 for Ha = 0 and Ra = 105 between
[29] and the present work.
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Figure 4.
Steady-state isotherms (b) at Pr = 0.025 and Ha = 150 for different Rayleigh numbers.
Figure 5.
Steady-state isotherms (a) and isotherms (b) at Pr = 0.025, Ra = 106, and Ha = 150.
65
The Study of Magneto-Convection Heat Transfer in a Partially Open Cavity Based on LBM
DOI: http://dx.doi.org/10.5772/intechopen.84478
3. Results and discussion
In all cases, both the computations for flow and temperature fields are based on
the D2Q9 LBM approach.
We have validated our in-house Fortran computer code for the free convection
in a square open cavity with insulated horizontal walls filled with air with a uniform
right (west) vertical temperature by reference [29]. The obtained numerical results
are compared with the numerical ones reported in [29]. It can be seen from Figure 3
that there is a good agreement for the distribution of streamlines and isotherms
among the present solution and literature and this for Pr = 0.71, Ha = 0, and
Ra = 105. The used configuration is C1 (Figure 2).
In Figure 4, the considered matter is MHD free convection in an open cavity
with linearly heated west wall (C2), which is filled with liquid gallium (Pr = 0.025)
and Ha = 150. As shown in Figure 4, an increase in Rayleigh number makes the
thermal boundary layer to become narrower for the constant parameters Pr = 0.025
and Ha = 150.
Figure 5 displays steady-state contour maps for the isotherms and the streamline
contours at Pr = 0.025 for a high Rayleigh number Ra = 106 and high Hartmann
Figure 3.
Comparison of the steady state isotherms (a) and streamlines (b) at Pr = 0.71 for Ha = 0 and Ra = 105 between
[29] and the present work.
64
Pattern Formation and Stability in Magnetic Colloids
Figure 4.
Steady-state isotherms (b) at Pr = 0.025 and Ha = 150 for different Rayleigh numbers.
Figure 5.
Steady-state isotherms (a) and isotherms (b) at Pr = 0.025, Ra = 106, and Ha = 150.
65
The Study of Magneto-Convection Heat Transfer in a Partially Open Cavity Based on LBM
DOI: http://dx.doi.org/10.5772/intechopen.84478
number Ha = 150. Configuration C2 is considered for this case. The effect of the
open right side wall is depicted in Figure 5a via streamline display.
In this chapter, we aim to test the ability of the LBM to deal with a future
complex configuration (C4), which is a MHD partially open cavity with sinusoidal
input excitation on the west wall. The horizontal walls are adiabatic. The cavity is
Figure 6.
Steady-state isotherms (a) and streamlines (b) of sinusoidally heated side walls in a partially open MHD cavity
for Ha = 150, Pr = 0.025 and Ra = 105.
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filled with liquid gallium, and the simulation is done for Ha = 50 and a moderate
Rayleigh number of Ra = 105.
Many researchers were considering a sinusoidal heating wall in their simulation
[11–14]. For brevity, we resume their important findings.
Figure 7.
Steady-state isotherms (a) and streamlines (b) of sinusoidally heated right side wall partially open MHD cavity
for Ha = 150, Pr = 0.025 and Ra = 106.
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In literature, we find that the heat transfer rate was increased as the amplitude
ratio of the sinusoidal excitation increases with Rayleigh and Hartmann numbers.
For a uniform heating wall, the heat transfer rate remains low, which makes that
the nonuniform heating of both walls is advised for enhancing and improving heat
transfer. It is proven that the heat transfer rate is increased first and then decreased
on increasing the phase deviation from 0 to pi [11–14].
In addition, with a phase deviation from 0 to 3pi/4, heat transfer rate is
enhanced for all Rayleigh numbers, and the average Nusselt number reaches its
highest value at 3pi/4.
A further finding proves that when both walls are in the same temperature
distribution in the absence of phase deviation, the heat transfer rate is low for all
values of Hartmann and Rayleigh numbers. The right wall is widely influenced by
the variation of the amplitude ratio and the phase deviation of the sinusoidal
temperature distribution. However, those physical variations have very little effect
on the left wall. Besides, an increase in Hartmann number decreases the heat
transfer [11–14].
In the present chapter, we seek to deal with a new configuration C4. For this
goal, we deal first with the configuration (C3) of Figure 2. The sidewalls of the
cavity have spatially varying sinusoidal temperature distributions. The horizontal
walls are adiabatic. Simulation is established for MHD cavity for Ha = 150,
Pr = 0.025, and Ra = 106. The heat transfer rate is highlighted within the evolution
of isotherms and streamlines inside the cavity in Figure 6.
Figure 7 shows the dynamic and thermic behavior of configuration C4. Numer-
ical results in terms of flow and thermic structure show that the flow within the
cavity takes place owing to the thermic buoyancy effects caused by the sinusoidally
heated right wall. In C3, the flow is characterized by a symmetric multicellular
behavior in which the recirculating eddies or cells of relatively high velocity are
formed within the enclosure and this in the presence of a high Hartmann Ha = 150
and a high Rayleigh number Ra = 105.
In C4, the presence of the partially open sidewall changes the flow and heat
transfer. We note the presence of a one dominant cell in the core region of the
cavity and a little cell that occurs at upper left side.
As forecasted, because of the partially open side effects, the temperature field was
sketched by a noticeable drop in its behavior near the open side of the cavity and
these both in flow and heat behaviors. Besides, we highlight that the temperature
contour maps lose the sinusoidal behavior as they move to the partially open side.
We infer that a partially open sidewall has the tendency to control efficiently the
movement of the fluid in such given configuration (C4).
We subject in the convergence criterion that the relative change in two succes-
sive iterates of the solution (temperate and velocities) at each computational point
be below a prescribed small value of 10�6.
For all simulations, the criterion convergence is considered to be reached, for
velocity and temperature when the following convergence is satisfied:
ξσþ1 � ξσ ≤ 10�6 (21)
where ξ is velocity or temperature and σ is the iteration number.
4. Conclusions
To the author’s knowledge, studies have thus far addressed a mesoscopic approach
in an MHD open cavity with sinusoidally heated wall (Figure 2). The objective of the
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present chapter is therefore to predict dynamic and thermic heat transfer in a crucial
engineering application. The cavity is investigated at the high Ra number of 105, high
Ha number (Ha = 50), and Pr number of 0.025. The present chapter extends the
study to deal with free convection in MHD open cavity with sinusoidal heated west
wall which is filled with liquid galliumwith Ha = 50 for Ra = 105. Numerical study has
been made of free convection in a square enclosure with spatially varying sinusoidal
temperature distributions on the vertical left sidewall, whereas the horizontal walls
are thermally insulated. The right wall is a partially open one. Lattice Boltzmann
method is considered for flow and heat transfer simulation of this problem inside the
cavity. After validation, the present in-house Fortran code is extended to deal with
the present complex geometry in order to highlight the workability and the ability of
LBM to deal with such mixed boundary condition sketch. This investigation demon-
strated ability of LBM for simulation of different boundary conditions at various
elements affecting the stream in a partially open cavity with sinusoidal heating
vertical wall. An analysis of the opening mass flow is highlighted in the dynamic and
thermal behavior of the streamlines and the isotherms.
Nomenclature
C lattice speed
ci discrete particle speeds
cp specific heat at constant pressure
F external forces
f eq equilibrium density distribution functions
geq equilibrium internal energy distribution functions
g gravity








X horizontal length of the cavity
Y vertical length of the cavity
Ha Hartmann number
Greek letters
ωi weighted factor indirection i
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on the left wall. Besides, an increase in Hartmann number decreases the heat
transfer [11–14].
In the present chapter, we seek to deal with a new configuration C4. For this
goal, we deal first with the configuration (C3) of Figure 2. The sidewalls of the
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walls are adiabatic. Simulation is established for MHD cavity for Ha = 150,
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of isotherms and streamlines inside the cavity in Figure 6.
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As forecasted, because of the partially open side effects, the temperature field was
sketched by a noticeable drop in its behavior near the open side of the cavity and
these both in flow and heat behaviors. Besides, we highlight that the temperature
contour maps lose the sinusoidal behavior as they move to the partially open side.
We infer that a partially open sidewall has the tendency to control efficiently the
movement of the fluid in such given configuration (C4).
We subject in the convergence criterion that the relative change in two succes-
sive iterates of the solution (temperate and velocities) at each computational point
be below a prescribed small value of 10�6.
For all simulations, the criterion convergence is considered to be reached, for
velocity and temperature when the following convergence is satisfied:
ξσþ1 � ξσ ≤ 10�6 (21)
where ξ is velocity or temperature and σ is the iteration number.
4. Conclusions
To the author’s knowledge, studies have thus far addressed a mesoscopic approach
in an MHD open cavity with sinusoidally heated wall (Figure 2). The objective of the
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present chapter is therefore to predict dynamic and thermic heat transfer in a crucial
engineering application. The cavity is investigated at the high Ra number of 105, high
Ha number (Ha = 50), and Pr number of 0.025. The present chapter extends the
study to deal with free convection in MHD open cavity with sinusoidal heated west
wall which is filled with liquid galliumwith Ha = 50 for Ra = 105. Numerical study has
been made of free convection in a square enclosure with spatially varying sinusoidal
temperature distributions on the vertical left sidewall, whereas the horizontal walls
are thermally insulated. The right wall is a partially open one. Lattice Boltzmann
method is considered for flow and heat transfer simulation of this problem inside the
cavity. After validation, the present in-house Fortran code is extended to deal with
the present complex geometry in order to highlight the workability and the ability of
LBM to deal with such mixed boundary condition sketch. This investigation demon-
strated ability of LBM for simulation of different boundary conditions at various
elements affecting the stream in a partially open cavity with sinusoidal heating
vertical wall. An analysis of the opening mass flow is highlighted in the dynamic and
thermal behavior of the streamlines and the isotherms.
Nomenclature
C lattice speed
ci discrete particle speeds
cp specific heat at constant pressure
F external forces
f eq equilibrium density distribution functions
geq equilibrium internal energy distribution functions
g gravity








X horizontal length of the cavity
Y vertical length of the cavity
Ha Hartmann number
Greek letters
ωi weighted factor indirection i
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Chapter 5
Convection Flow of MHD Couple
Stress Fluid in Vertical
Microchannel with Entropy
Generation
Abiodun A. Opanuga, Olasunmbo O. Agboola,
Hilary I. Okagbue and Sheila A. Bishop
Abstract
Entropy generation of fully developed steady, viscous, incompressible couple
stress fluid in a vertical micro-porous-channel in the presence of horizontal
magnetic field is analysed in this work. The governing equations for the flow are
derived, and nondimensionalised and the resulting nonlinear ordinary differential
equations are solved via a rapidly convergent technique developed by Zhou. The
solution of the velocity and temperature profiles are utilised to obtain the flow
irreversibility and Bejan number. The effects of couple stresses, fluid wall
interaction parameter (FSIP), effective temperature ratio (ETR), rarefaction
and magnetic parameter on the velocity profile, temperature profile, entropy
generation and Bejan number are presented and discussed graphically.
Keywords: microchannel, entropy generation, MHD, natural convection,
differential transform method (DTM)
1. Introduction
In the last decades, the study of microchannel flows has become an important
subject for researchers because of the reduction in the size of such devices which
increases the dissipated heat per unit area. The effective performance of these
devices is dependent on the temperature; as a result a comprehensive knowledge of
such flow behaviours is required for accurate prediction of performance during the
design process. These microfluidics have characteristic lengths of 1� 100 μm and
are categorised by the dimensionless quantity called the Knudsen number Knð Þ.
Researchers have shown that microchannel flows are influenced by several
parameters of which velocity slip and temperature jump occurring at the solid-fluid
interface in small-scale systems are the most important [2–4]. Velocity slip and
temperature jump become more significant at higher Knudsen number. The latter
boundary conditions are assumed at Knudsen number greater than 0.01 since
below this value the classical Navier-Stokes equations is no longer valid.
The influence of velocity slip and temperature jump on microchannel flows has
been extensively studied. Khadrawi and Al-Shyyab [5] obtained a close form
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solution of the effect of velocity slip and temperature jump on heat and fluid flow
for axially moving micro-concentric cylinders. Chen and Tian [6] applied lattice
Boltzmann numerical technique with Langmuir model for the velocity slip and
temperature jump to investigate fluid flow and heat transfer between two horizon-
tal parallel plates. The study suggested the application of Langmuir-slip model as an
alternative for the Maxwell-slip model. Earlier on, Larrode et al. [7] in his work,
slip-flow heat transfer in circular tubes, has stated the significance of fluid-wall
interaction. Moreover, Adesanya [8] has analytically studied the effects of velocity
slip and temperature jump on the unsteady free convective flow of heat-
generating/heat-absorbing fluid with buoyancy force. The study concluded that an
increase in the slip parameter enhanced fluid motion, while an increase in the
temperature jump parameter increased fluid temperature. Aziz and Niedbalski [9]
applied finite difference technique to investigate thermally developing microtube
gas flow with respect to both radial and axial coordinates. The result indicated that
increase in Knudsen number reduced local Nusselt number (Nu). Several investi-
gations regarding microchannel flows have also been carried out by Jha and collab-
orators [10–12].
From the perspective of energy management, it has been established that
thermal processes such as the microscale fluid flow and heat transfer modelling are
irreversible. This implies that entropy generation which destroys the available
energy leading to inefficiency of thermal designs exists. Therefore, the aim of this
research endeavour is the minimisation of irreversibility associated with
microchannel flow of couple stress fluid by applying the robust approach proposed
by Bejan [13] and applied by numerous researchers such as Adesanya and
collaborators [14–16], Adesanya and Makinde [17–18], Ajibade and Jha [19],
Eegunjobi and Makinde [20–21], Das and Jana [22] and more recently Opanuga and
his collaborators [23–26].
In this work, an efficient technique introduced by Zhou has been employed to
construct the solutions of the velocity and temperature profiles. Due to the accuracy
of this technique in handling numerous linear and nonlinear models of both
ordinary and partial equations, it has gained wide applications by investigators over
the last decades. Arikoglu and Ozkol [27] applied it to obtain the solution of differ-
ence equations. Biazar and Eslami [28] solved quadratic Riccati differential equation
using this method. Agboola et al. [29–30] applied it to third-order ordinary differ-
ential equations and natural frequencies of a cantilever beam. Solutions of Volterra
integral equation via this technique was obtained by Odibat [31], while Opanuga
et al. [32] compared the method with Adomian decomposition method to find the
solution of multipoint boundary-value problem and more recently in couple stress
fluid model [33].
2. Problem formulation
A fully developed laminar, viscous, incompressible and electrically conducting
couple stress fluid in a vertical parallel microchannel of width h is considered. The
x-axis is such that it is vertically upward along the plates while the y-axis is taken
normal to it. There is an asymmetric heating of the plates such that the hotter plate
y ¼ 0ð Þ is maintained at temperature T1, while the cooler plate y ¼ hð Þ is at tem-
perature T2, T1>T2ð Þ and T0 is the reference frame. Velocity slip and temperature
jump are incorporated. Furthermore, induced magnetic field effect arising due to
the motion of an electrically conducting fluid is taken into consideration (Figure 1).
Following Cheng and Weng [34], the velocity slip and temperature jump are
given as
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Figure 1.
Scheme of the vertical microchannel.
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solution of the effect of velocity slip and temperature jump on heat and fluid flow
for axially moving micro-concentric cylinders. Chen and Tian [6] applied lattice
Boltzmann numerical technique with Langmuir model for the velocity slip and
temperature jump to investigate fluid flow and heat transfer between two horizon-
tal parallel plates. The study suggested the application of Langmuir-slip model as an
alternative for the Maxwell-slip model. Earlier on, Larrode et al. [7] in his work,
slip-flow heat transfer in circular tubes, has stated the significance of fluid-wall
interaction. Moreover, Adesanya [8] has analytically studied the effects of velocity
slip and temperature jump on the unsteady free convective flow of heat-
generating/heat-absorbing fluid with buoyancy force. The study concluded that an
increase in the slip parameter enhanced fluid motion, while an increase in the
temperature jump parameter increased fluid temperature. Aziz and Niedbalski [9]
applied finite difference technique to investigate thermally developing microtube
gas flow with respect to both radial and axial coordinates. The result indicated that
increase in Knudsen number reduced local Nusselt number (Nu). Several investi-
gations regarding microchannel flows have also been carried out by Jha and collab-
orators [10–12].
From the perspective of energy management, it has been established that
thermal processes such as the microscale fluid flow and heat transfer modelling are
irreversible. This implies that entropy generation which destroys the available
energy leading to inefficiency of thermal designs exists. Therefore, the aim of this
research endeavour is the minimisation of irreversibility associated with
microchannel flow of couple stress fluid by applying the robust approach proposed
by Bejan [13] and applied by numerous researchers such as Adesanya and
collaborators [14–16], Adesanya and Makinde [17–18], Ajibade and Jha [19],
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solution of multipoint boundary-value problem and more recently in couple stress
fluid model [33].
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given as
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Figure 1.
Scheme of the vertical microchannel.
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3. Method of solution
DTM is applied in this work to obtain the solution of the velocity and tempera-
ture profiles. The results are used to calculate the entropy generation and irrevers-
ibility ratio.
3.1 Differential transformation method (DTM)
Consider a function, f xð Þ. The differential transformation of the function f xð Þ is
defined as







where f xð Þ is the given function and F kð Þ is the transformed function which is
also known as the spectrum of f xð Þ. The inverse differential transformation of F kð Þ
is given by
f xð Þ ¼ ∑
∞
k¼0
xkF kð Þ (10)
In practise, the function stated in Eq. (10) is usually represented by a finite
series of the form:
f xð Þ ¼ ∑
n
k¼0
xkF kð Þ (11)
where n is the size of the series (Arikoglu and Ozkol [27], Biazar and Eslami [28]).
To apply DTM to the problem in view, the basic properties of DTM, which are
outlined in Table 1, are invoked in Eqs. (6)–(8). Doing this, one obtains the fol-
lowing recurrence relations:
F kþ 4ð Þ ¼ 1
a2 kþ 4ð Þ! kþ 1ð Þ kþ 2ð ÞF kþ 2ð Þ � Re kþ 1ð ÞF kþ 1ð Þ �H
2 F kð Þð Þ þ G��
(12)
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Original function Transformed function
f yð Þ ¼ u yð Þ � w yð Þ F kð Þ ¼ U kð Þ �W kð Þ
f yð Þ ¼ dnu yð Þdyn F kð Þ ¼
kþnð Þ!
k! U kþ nð Þ
f yð Þ ¼ u2 F kð Þ ¼ ∑kr¼0U rð ÞU k� rð Þ
f yð Þ ¼ du yð Þdy
 2 F kð Þ ¼ ∑kr¼0 r þ 1ð Þ k� r þ 1ð ÞU r þ 1ð ÞU k� r þ 1ð Þ
f yð Þ ¼ d2u yð Þ
dy2
 2 F kð Þ ¼ ∑kr¼0 r þ 1ð Þ r þ 2ð Þ k� r þ 1ð Þ k� r þ 2ð ÞU r þ 2ð ÞU k� rþ 2ð Þ
Table 1.
Operations and properties of differential transform method.
Figure 2.
A. Couple stress parameter vs. fluid velocity. B. Couple stress parameter vs. fluid temperature. C. Couple stress
parameter vs. entropy generation. D. Couple stress parameter vs. Bejan number.
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Θ kþ 2ð Þ ¼ 1
kþ 2ð Þ!
�




rþ 1ð ÞF rþ 1ð Þ













F rð ÞF k� rð Þ
� ��
(13)
where F kð Þ and Θ kð Þ are the transformed functions of f yð Þ and θ yð Þ, respectively.
These are given by
f yð Þ ¼ ∑
∞
k¼0
ykF kð Þ, θ yð Þ ¼ ∑
∞
k¼0
ykΘ kð Þ: (14)
Figure 3.
A. Fluid wall interaction parameter vs. fluid velocity. B. Fluid wall interaction parameter vs. fluid
temperature. C. Fluid wall interaction parameter vs. entropy generation. D. Fluid wall interaction vs. Bejan
number.
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Using the recursive relations of Eqs. (12) and (13), we can obtain the differential
coefficients, F 4ð Þ, F 5ð Þ, …, F nð Þ and Θ 4ð Þ, Θ 5ð Þ, Θ nð Þ by setting k ¼ 0, 1, 2,…. The
values of F jð Þ for j ¼ 4, 5,… and Θ jð Þ for j ¼ 2, 3,… can now be evaluated in terms of
F 0ð Þ, F 1ð Þ, F 2ð Þ, F 3ð Þ, Θ 0ð Þ and Θ 1ð Þ. For convenience, the values of F 0ð Þ, F 1ð Þ,
F 2ð Þ, F 3ð Þ, Θ 0ð Þ and Θ 1ð Þ are set as unknowns such as
F 0ð Þ ¼ a1, F 1ð Þ ¼ a2,
Θ 0ð Þ ¼ b1, Θ 1ð Þ ¼ b2:
F 2ð Þ ¼ a3, F 3ð Þ ¼ a4,
(15)
The values of F kð Þ and Θ kð Þ for k ¼ 0, 1,… are now substituted back into
Eq. (14) to obtain the series solutions in the form:
f yð Þ ¼ ∑
n
k¼0
ykF kð Þ, θ yð Þ ¼ ∑
n
k¼0
ykΘ kð Þ: (16)
We next invoke the transformed form of boundary condition (8) on (16) to
determine the values of all the unknown coefficients stated in (15). Coding
Figure 4.
A. Effective temperature ratio vs. fluid velocity. B. Effective temperature ratio vs. fluid temperature. C. Effective
temperature ratio vs. entropy generation. D. Effective temperature ratio vs. Bejan number.
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Eqs. (12)–(15) in symbolic Maple software yields the approximate solution. The
results are presented in Figures 2–6.
To verify the accuracy of the results, the exact solution of the velocity profile (6)
subject to the boundary conditions (8) at βvKn ¼ 0:05, Gr ¼ 0, a ¼ 1, Re ¼ 0:1,
H ¼ 1 is obtained as.
u yð Þ ¼ ð�3:063639‘e 0:866146‘yð Þ þ 2:057901‘ Cos 0:470472‘y þ
1:‘e 1:732291‘yð Þ Cos 0:528272‘y
 þ 1:808594‘ Sin 0:4704729‘y �
0:093418‘e 1:732291‘yð Þ Sin 0:528272‘y
 Þ
(17)
The above solution is compared with DTM solution as displayed in Table 2.
3.2 Analysis of entropy generation
The local entropy generation for the flow is given as Bejan [13]:
Figure 5.
A. Rarefaction vs. fluid velocity. B. Rarefaction vs. fluid temperature. C. Rarefaction vs. entropy generation. D.
Rarefaction vs. Bejan number.
82













































are couple stress and magnetic entropy generation.





















A. Hartmann Number vs. fluid velocity. B. Hartmann Number vs. fluid temperature. C. Hartmann Number
vs. entropy generation. D. Hartmann Number vs. Bejan number.
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where SG;Nsð Þ are the dimensional and dimensionless entropy generation rates.
The ratio of heat transfer entropy generation N1ð Þ to fluid friction entropy




Alternatively, Bejan number gives the entropy generation distribution ratio
parameter; it represents the ratio of heat transfer entropy generation N1ð Þ to the












Note that N1 represents heat transfer irreversibility, while N2 denotes irrevers-
ibility due to viscous dissipation, couple stresses and magnetic field.
4. Results and discussion
In this work, investigation has been conducted on fully developed, steady,
viscous and incompressible flow of couple stress fluid in a vertical micro-porous-
channel in the presence of magnetic field. Effects of couple stress parameter að Þ,
fluid wall interaction parameter ψð Þ, effective temperature ratio (ETR) ξð Þ, rare-
faction βvKnð Þ and Hartmann number Hð Þ are presented in this section. Reasonable
intervals for the above parameters as used by Chen and Weng [32] are adopted in
this investigation: 0≤H≤10, 0≤vKn≤0:1, 0≤ψ≤10 and the selected reference values
of βvKn ¼ 0:05, ln ¼ 1:667. Furthermore, 0≤ξ≤5 and 0≤a≤2 with reference values
of a ¼ 1, ξ ¼ 0:5.














Comparison of the exact solution with the values of velocity (u).
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4.1 Influence of couple stress parameter
Figure 2A illustrates the influence of couple stress parameter on fluid velocity.
The plot shows a significant reduction in fluid velocity as the values of couple stress
parameter increase. This observation is due to the increase in the dynamic viscosity
of the fluid. In Figure 2B, it is illustrated that fluid temperature drops as couple
stress parameter increases. It is depicted in Figure 2C that fluid entropy
generation decreases at the microchannel walls as couple stress parameter increases.
However, the effect is opposite near the middle of the microchannel. The same
scenario is observed in Figure 2D; it is shown that Bejan number reduces in
value at microchannel right wall which is an indication that fluid friction irrevers-
ibility is the major contributor to entropy generation as couple stress parameter
increases.
4.2 Influence of fluid-structure interaction parameter
Figure 3A presents the effect of fluid-structure interaction parameter on fluid
velocity. It is noted that FSIP does not have any significant effect on the slip velocity
at the walls as well as the microchannel. However, Figure 3B reveals that fluid
temperature is enhanced as FSIP increases. Response to the enhancement in fluid
temperature in Figure 3B is the rise in fluid entropy generation at the hotter wall of
the microchannel, while entropy generation is reduced at the cooler wall as depicted
in Figure 3C. In Figure 3D, it is noticed that Bejan number increases at the hotter
wall of the microchannel, while it reduces at the cooler wall. The implication of the
latter is that heat transfer irreversibility is the cause of entropy generation at the
hotter wall, while on the other hand, fluid friction irreversibility is the major
contributor at the cooler wall of the microchannel.
4.3 Influence of effective temperature ratio
Next is the response of fluid velocity, fluid temperature and entropy generation
to variation in effective temperature ratio. In Figure 4, it is observed that velocity is
accelerated slightly except towards the microchannel centre and plate y ¼ 0. In
Figure 4B, fluid temperature is significantly enhanced at increasing values of
effective temperature ratio. The effect of this is noticed in Figure 4C with an
increase in entropy production approaching the microchannel plate y ¼ 1. Further-
more, Bejan number rises approaching the plate y ¼ 1 but reduces towards y ¼ 0 in
Figure 4D. It is then concluded that fluid friction irreversibility is dominant at plate
y ¼ 0, while heat transfer irreversibility is dominant at plate y ¼ 1.
4.4 Influence of rarefaction
In Figure 5A, the effect of rarefaction parameter on fluid velocity is presented.
The plot indicates that rarefaction parameter increases and fluid velocity at plate
y ¼ 0 is not significant; however, it is decelerated towards the microchannel plate
y ¼ 1. Fluid temperature is considerably enhanced at plate y ¼ 1 for different
values of rarefaction as displayed in Figure 5B. Figures 5C and 5D presents similar
results at plate y ¼ 1. Both entropy generation and Bejan number reduce as the
values of rarefaction parameter increase. The implication of this observation is
that entropy generation at microchannel wall y ¼ 1 is a consequence of viscous
dissipation.
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4.5 Influence of Hartmann number
Finally, the response of fluid velocity, temperature, entropy generation and
Bejan number to variation in Hartmann number is presented in Figure 6. In
Figure 6A, fluid velocity is found to have decelerated within the microchannel
region. The observed reduction in the motion of fluid is attributed to the presence
of applied magnetic field which usually induces a resistive type of force known as
Lorentz force. Also the presence of Ohmic heating in the flow significantly
enhanced fluid temperature as depicted in Figure 6B. Figures 6C and 6D displays
increase in fluid entropy generation and Bejan number at the microchannel walls as
Hartmann number increases from 1 to 5. It is deduced that fluid entropy generation
is induced by heat transfer irreversibility.
5. Conclusions
Entropy generation of fully developed steady, viscous, incompressible couple
stress fluid in a vertical micro-porous-channel in the presence of magnetic field is
analysed in this work. The equations governing the fluid flow are solved via an
efficient technique proposed by Zhou. Then fluid entropy generation and Bejan
number are calculated by the results obtained. This work reduces to Chen and
Weng [34] when Hartmann number, couple stress parameter, entropy generation
and Bejan number are neglected H! 0; a! 0;Ns! 0;Be! 0ð Þ. Furthermore,
it agrees with Jha and Aina [10] in the absence of couple stress parameter, entropy
generation and Bejan number a! 0;Ns! 0;Be! 0ð Þ. The present study is signi-
ficant in the cooling of microchannel devices and conservation of useful energy.
The following conclusions are made based on the results above:
1. Couple stress parameter reduces fluid velocity, velocity slip, temperature and
entropy generation.
2. Increase in fluid-structure interaction parameter increases fluid temperature.
However, entropy generation enhances at the hotter wall and reduces at the
cooler region of the microchannel. Furthermore, fluid irreversibility is
enhanced at the hot wall and increases at the cold wall.
3. Effective temperature ratio slightly enhances fluid velocity and velocity slip,
raising fluid temperature significantly.
4.An increase in the values of rarefaction mainly reduces fluid velocity
and velocity slip, increases fluid temperature and reduces entropy
generation.
5. Hartmann number decreases fluid velocity and velocity slip, while the
temperature is enhanced considerably. Entropy generation and Bejan number
are enhanced at microchannel walls.
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Nomenclature
B0 uniform magnetic field
u fluid velocity
h channel width
f t, f v thermal and tangential momentum accommodation coefficients,
respectively
Cp specific heat capacity
Re Reynolds number





T temperature of fluid
T0 reference temperature
Br Brinkman number
EG local volumetric entropy generation rate
Be Bejan number
Cv specific heats at constant volume
Ns dimensionless entropy generation parameter
Greek letters
ρ fluid density
βt, βv dimensionless variables
γs ratio of specific heat
μ dynamic viscosity
ξ effective temperature ratio
σ electrical conductivity
Ω temperature difference
η fluid particle size effect due to couple stresses
ψ fluid wall interaction parameter
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1. Couple stress parameter reduces fluid velocity, velocity slip, temperature and
entropy generation.
2. Increase in fluid-structure interaction parameter increases fluid temperature.
However, entropy generation enhances at the hotter wall and reduces at the
cooler region of the microchannel. Furthermore, fluid irreversibility is
enhanced at the hot wall and increases at the cold wall.
3. Effective temperature ratio slightly enhances fluid velocity and velocity slip,
raising fluid temperature significantly.
4.An increase in the values of rarefaction mainly reduces fluid velocity
and velocity slip, increases fluid temperature and reduces entropy
generation.
5. Hartmann number decreases fluid velocity and velocity slip, while the
temperature is enhanced considerably. Entropy generation and Bejan number
are enhanced at microchannel walls.
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Nomenclature
B0 uniform magnetic field
u fluid velocity
h channel width
f t, f v thermal and tangential momentum accommodation coefficients,
respectively
Cp specific heat capacity
Re Reynolds number





T temperature of fluid
T0 reference temperature
Br Brinkman number
EG local volumetric entropy generation rate
Be Bejan number
Cv specific heats at constant volume
Ns dimensionless entropy generation parameter
Greek letters
ρ fluid density
βt, βv dimensionless variables
γs ratio of specific heat
μ dynamic viscosity
ξ effective temperature ratio
σ electrical conductivity
Ω temperature difference
η fluid particle size effect due to couple stresses
ψ fluid wall interaction parameter
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Chapter 6
Free Convection in a MHD Open




This chapter examines the magneto-hydrodynamic (MHD) free convection in
a square enclosure filled with liquid gallium subjected to a [transverse magnetic
field] in-plane magnetic field. First, the side vertical walls of the cavity have
spatially varying linearly temperature distributions. The bottom wall is uniformly
heated and the upper wall is adiabatic. The second configuration is an open
enclosure heated linearly from the left wall. Lattice Boltzmann method (LBM) is
applied in order to solve the coupled equations of flow and temperature fields.
This study has been carried out for Ra of 105. The results show that the heat
transfer rate decreases with an increase of the Ha number which is a widely
solicited result in different engineering applications. Streamlines, isotherm
counters and Nu numbers are displayed and discussed. A good stability is
observed for all studied cases employing an in-house code. The obtained results
show that the free-convection heat transfer in the open MHD enclosure is
enhanced and it is greater to that of a uniformly heated wall.
Keywords: MHD, open cavity, free convection, LBM, heat transfer
1. Introduction
Free convection in open cavities is an important phenomenon in engineering
systems because of this it have received a considerable attention due to their appli-
cations in various industries of high-performance insulation for buildings, injection
molding chemical catalytic reactors, packed sphere beds, grain storage, float glass
production, air-conditioning in rooms, cooling of electronic devices, and geophysi-
cal problems. Extensive research studies using various numerical simulations were
conducted into free convection of open enclosures [1–5]. The latter works have
acquired a basic understanding of free convection flows and heat transfer charac-
teristics in an open enclosure with non-conducting fluid. However, in most studies,
one vertical wall of the enclosure is cooled and another one heated while the
remaining top and bottom walls are well insulated. Recently, MHD free convection
flows have attracted attention since can be are encountered in numerous problems
with industrial and technological interest, covering a wide range of basic sciences
such as nuclear engineering, fire research, crystal growth, astrophysics and metal-
lurgy [6]. Besides, the process of manufacturing materials in industrial problems
and microelectronic heat transfer devices involves an electrically conducting fluid
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teristics in an open enclosure with non-conducting fluid. However, in most studies,
one vertical wall of the enclosure is cooled and another one heated while the
remaining top and bottom walls are well insulated. Recently, MHD free convection
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with industrial and technological interest, covering a wide range of basic sciences
such as nuclear engineering, fire research, crystal growth, astrophysics and metal-
lurgy [6]. Besides, the process of manufacturing materials in industrial problems
and microelectronic heat transfer devices involves an electrically conducting fluid
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subjected to magnetic field. In this case the fluid experiences a Lorentz force
reducing the flow velocities which affects the heat transfer rate [7, 8]. In MHD free
convection flows, the balance is achieved by inertial, viscous, electromagnetic and
buoyancy forces, rendering the solution more complicated. Other useful research
works had been conducted to simulate the MHD free convection under different
conditions [9–18]. Kahveci and Oztuna [19] investigated MHD free convection flow
and heat transfer in a laterally heated partitioned enclosure. They showed that the
horizontal magnetic field is more effective in damping convection than the vertical
one. Furthermore, Kefayati et al. [20] investigated the effect of Ra number on free
convection MHD in an open cavity. Nonetheless several investigations in MHD free
convection inside open enclosure with linearly heated wall have been carried out. In
addition to conventional free convection in enclosures with uniform thermic
boundaries, recent attention has been intensively focused on the cases with mixed
boundary conditions on the walls of an open cavity [21–24].
On the other hand, the Lattice Boltzmann Method (LBM) is a new method for
simulating fluid flow and modeling physics in fluids. It has been applied extensively
within the last decade. Based on kinetic theory for simulating fluid flows and
modeling the physics in fluids [25–32], it becomes a powerful, effective and easy
numerical method, for simulation of complex flow problems with different bound-
ary conditions [33, 34].
In comparison with the conventional CFD methods, the LBM is based on the
microscopic models, mesoscopic kinetic equations. The macroscopic dynamics of a
fluid is the result of collective behavior of many microscopic particles in the system.
The LBM has been proved to recover the Navier-Stokes equation by using the
Chapman-Enskog expansion. The major advantage of this method is its explicit
feature of the governing equation, easy for parallel computation and easy for
implementation of irregular boundary conditions. To our best knowledge, no pre-
vious study on effects of linearly heated wall on free convection in an open MHD
cavity with the LBM had already been studied so far. The main aim of this chapter is
to study effects of linearly heated wall on flow field and temperature distribution in
an open MHD cavity filled with liquid gallium and also to highlight the ability of the
LBM for solving problems with various complex boundary conditions. The effects
of Ra number on streamlines, isotherms and the Nusselt number are investigated.
2. Mathematical formulation
2.1 Problem statement
The considered model is shown in Figure 1. It displays a two-dimensional open
cavity with side length of H. At first case the left vertical is maintained at high
temperature (TH). Whereas at the second case, the vertical left wall is linearly
heated. An external cold air enters into the enclosure from the east opening bound-
ary, while the fluid is correlated with open boundary at constant temperature (TC).
The horizontal walls are insulated and impermeable to mass transfer. The bottom
wall is at high temperature TH and the top one is adiabatic. The open cavity is filled
with liquid gallium with Pr number of 0.025. The gravitational acceleration acts
downward. The uniform external magnetic field with a constant magnitude B0 is
applied in the x-direction (transverse field). It is assumed that the induced magnetic
field produced by the motion of an electrically conducting fluid is negligible com-
pared to the applied magnetic field. Thermo-physical properties of the fluid are
assumed to be constant, and the density variation in the buoyancy force term is
handled by the Boussinesq approximation. The flow is two-dimensional, laminar
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and incompressible; in addition, it is assumed that the viscous dissipation and Joule
heating are neglected.
2.2 Brief introduction to LBM
A scheme of the standard D2Q9 (Figure 1) for flow and for temperature, LBM
method are used in this work [33–34] hence only brief discussion will be given in
the following paragraphs, for completeness. Therefore, classic governing equations
for MHD free convection are written in terms of the macroscopic variable






















































Where ν ¼ μ=ρ is the kinematic viscosity, Fx and Fy are the body forces at
horizontal and vertical directions respectively and they are defined as follows [25]:
Fx ¼ R v sin γ cos γ � u sin 2γ
� �
(5)
Fy ¼ R u sin γ cos γ � v cos 2γ
� �þ ρgβ T � Tmð Þ (6)







Geometry of the present study with imposed boundary conditions and standard D2Q9 velocity mode.
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In the LBM the total force is:
F ¼ Fx þ Fy (8)
Fx ¼ 3wkρ R v sin γ cos γð Þ � u sin 2γ
� �� (9)
Fy ¼ 3wkρ gyβ T � Tmð Þ þ R u sin γ cos γð Þ � v cos 2γ
h i
(10)
Where R ¼ μHa2 and γ is the direction of the magnetic field.
The functional density, velocity and temperature in the mesoscopic approach
are:
ρ r; tð Þ ¼ ∑
k
f k r; tð Þ (11)
u r; tð Þ ¼ ∑
k
ck f k r; tð Þ=ρ r; tð Þ (12)
T ¼ ∑
k
gk r; tð Þ (13)
2.3 Method of solution
To ensure that the <code simulates an approximated incompressible regime>,
the characteristic velocity of the flow (V ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffigβTH Tw � T∞ð Þ
p
) at the free convec-
tion regime must be compared with the fluid speed of sound cs. In the present
study, the characteristic velocity is selected as 0.1 of sound speed. By fixing
Ra number Ra ¼ βgyH3Pr TH � TCð Þ=ν2, Pr number Pr ¼ αν and Mach number





α are deduced. Nusselt number Nu is one of the most important dimensionless
parameters in describing the convective and thermic heat transport. For the
example, the local Nusselt number and the average value at the left side wall
are calculated as;










2.4 Algorithm of the numerical procedure
In this section, we present the steps that must be executed for the numerical
implementation:
1. Input constant parameters.
2. Calculate the relaxation times.
3. Initialize the temperature, and velocity fields for the entire computational
domain and the equilibrium distribution functions.
4.Calculate the current distribution function for propagation of temperature and
velocity.
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5. Propagate all current distribution functions to the neighbor lattices in all
directions.
6. Impose the boundary conditions.
7. Calculate the current temperature and velocity field for the entire
computational domain and the current equilibrium distribution functions
using the current temperature and velocity fields.
8.The error convergence is checked, if the error does not satisfies the
convergence criterion, go to step 4.
3. Results and discussion
For all further numerical cases, both for flow and temperature fields, the com-
putations are based on an iterative LBM used for obtaining the numerical simula-
tions. In order to validate the numerical code, the pure free convection, in a square
open cavity with insulated horizontal walls filled with air was solved, and the results
were compared with the numerical ones reported by reference [20]. The present
findings are obtained with an extended computational domain. In Figure 2, we
depict the comparison of the streamlines and isotherms of the present study with
the prediction of [20]. Obtained results demonstrate that a good agreement was
achieved. Also, in Figure 3, a comparison of isotherms and streamlines demonstrate
a good agreement with previous work [7] where the considered matter is MHD free
convection in a closed cavity with linearly heated west wall which is filled with
liquid gallium (Pr = 0.025) and Ha = 50. The present chapter extend the study to
deal with free convection in MHD open cavity with constant or linearly heated west
wall which is filled with liquid gallium with Pr = 0.025 and Ha = 50 for Ra = 105.
The heat transfer rate is highlighted within the local and average Nusselt number
in the case of linearly heated side walls. Figure 4b illustrates the variation of the
local Nusselt number at the bottom wall of the cavity Nub with the horizontal
normalized distance x/X for the case of linearly heated side walls with Ha = 50,
Pr = 0.025 and Ra = 105. The Nusselt local value at the bottom is equal to unity at the
Figure 2.
Comparison of the steady state streamlines (a) and isotherms (b) at Pr = 0.71 for Ha = 0 and Ra = 105 between
[20] (continuous lines) and the present work (dashed lines).
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putations are based on an iterative LBM used for obtaining the numerical simula-
tions. In order to validate the numerical code, the pure free convection, in a square
open cavity with insulated horizontal walls filled with air was solved, and the results
were compared with the numerical ones reported by reference [20]. The present
findings are obtained with an extended computational domain. In Figure 2, we
depict the comparison of the streamlines and isotherms of the present study with
the prediction of [20]. Obtained results demonstrate that a good agreement was
achieved. Also, in Figure 3, a comparison of isotherms and streamlines demonstrate
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convection in a closed cavity with linearly heated west wall which is filled with
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deal with free convection in MHD open cavity with constant or linearly heated west
wall which is filled with liquid gallium with Pr = 0.025 and Ha = 50 for Ra = 105.
The heat transfer rate is highlighted within the local and average Nusselt number
in the case of linearly heated side walls. Figure 4b illustrates the variation of the
local Nusselt number at the bottom wall of the cavity Nub with the horizontal
normalized distance x/X for the case of linearly heated side walls with Ha = 50,
Pr = 0.025 and Ra = 105. The Nusselt local value at the bottom is equal to unity at the
Figure 2.
Comparison of the steady state streamlines (a) and isotherms (b) at Pr = 0.71 for Ha = 0 and Ra = 105 between
[20] (continuous lines) and the present work (dashed lines).
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left (x/X = 0) and right (x/X = 1). This is an expected result due to the linearly
heated side walls. The latter is associated with the symmetry in the thermic bound-
ary conditions of the side walls of the cavity. Figure 4a–c shows clearly that the
local Nusselt number at the bottom wall Nub exhibits an oscillatory behavior with
the horizontal distance x/X and that it is exactly symmetric about the centerline of
the bottom wall. The Variation of local Nusselt number with distance at bottom wall
in the case of linearly heated side walls (Pr = 0.025 and Ra = 105) is depicted for
different Ha numbers. Figure 5b depicts the variation of the local Nusselt number
at the linearly heated side walls of the cavity Nu sides with the vertical distance y/Y
for Ha = 50 while Figure 5a depicts the variation of the local Nusselt number at the
linearly heated side walls of the cavity Nu sides with the vertical distance y/Y for
Ha = 0. In general, the values of Nu sides increase as the vertical distance y/Y
increases reaching maximum at y/Y = 1. Also, for Ha = 0, the distributions of Nu
sides along the vertical distance y/Y oscillate close to lower end of the vertical side
wall and continues with an increasing trend in its upper end. This behavior is
believed to be related the feature represented by two pairs of symmetric cells with
clockwise and counter-clockwise rotations [7].
Figures 6 and 7 display steady-state contour maps for the isotherms and the
streamlines contours at various Ha numbers (0, 50 and 100) for Pr = 0.025 and
Figure 3.
Of the steady state fluid velocity streamlines (a) and isotherms (b) of linearly heated side walls MHD
cavity for Ha = 50, Pr = 0.025 and Ra = 105 between [7] (continuous lines) and the present work (dashed
lines). Frame ranges [0.001, 0.5] (a), frame ranges [0, 1] (b).
Figure 4.
Variation of bottom Nusselt number with distance at bottom wall in the case of linearly heated side walls
(Pr = 0.025 and Ra = 105) for different Ha numbers. (a) Ha = 0, (b) Ha = 50 and (c) Ha = 150.
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Ra = 105. Numerical results in terms of flow and thermic structure show that the
flow within the cavity takes place owing to the thermic buoyancy effects caused by
the linearly heated walls, which is represented by the Ra number. The finding of
Ra = 105 in the absence of magnetic field show that the flow is characterized by a
multi-cellular behavior in which the re-circulating eddies or cells of relatively high
Figure 5.
Variation of local Nusselt number with distance at side wall for linearly heated side walls (Pr = 0.025 and
Ra = 105). (a) Ha = 0 and (b) Ha = 50.
Figure 6.
Comparison of the steady state isotherms at Ra =105 and Pr = 0.025 for different Ha numbers in the case of
linearly heated side walls. (a) Ha = 0 (b) Ha = 50 and (c) Ha = 100.
Figure 7.
Comparison of the steady state fluid velocity streamlines at Ra =105 and Pr = 0.025 for different Ha numbers in
the case of linearly heated side walls.
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Ra = 105. Numerical results in terms of flow and thermic structure show that the
flow within the cavity takes place owing to the thermic buoyancy effects caused by
the linearly heated walls, which is represented by the Ra number. The finding of
Ra = 105 in the absence of magnetic field show that the flow is characterized by a
multi-cellular behavior in which the re-circulating eddies or cells of relatively high
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Variation of local Nusselt number with distance at side wall for linearly heated side walls (Pr = 0.025 and
Ra = 105). (a) Ha = 0 and (b) Ha = 50.
Figure 6.
Comparison of the steady state isotherms at Ra =105 and Pr = 0.025 for different Ha numbers in the case of
linearly heated side walls. (a) Ha = 0 (b) Ha = 50 and (c) Ha = 100.
Figure 7.
Comparison of the steady state fluid velocity streamlines at Ra =105 and Pr = 0.025 for different Ha numbers in
the case of linearly heated side walls.
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velocity are formed within the enclosure. The main awareness is about the cells that
occur at upper left and lower right side which are circulating in the anti-clockwise
direction and the rest are circulating in the clockwise direction (see Figure 7a).
Near the adiabatic wall of the cavity, stronger cells are formed. Provided that we
implement the same boundary conditions for the left (west) and right (east) walls
of the enclosure, the two pairs of cells close to each of the linearly heated walls are
symmetric. As forecasted, because of the boundary layer effects, the temperature
field is sketched by sharp drop in its value near the adiabatic wall of the enclosure
while it increases away from it in order to reach its maximum at the bottom
boundary. Besides, we highlight that the temperature contour maps are not hori-
zontally uniform in the core region of the cavity. We infer that an in-plane magnetic
field has the tendency to slow down the movement of the fluid in the confined
enclosure. As an outcome, the recirculating cells stretch or elongated in the rising
vertical direction. In addition, the same process remains as Ha number increases
provided the lower cells merge with the primary recirculating eddies which are at
the outset positioned near the upper wall for Ha = 50 and 100 (Figures 6 and 7).
Furthermore, vertical stretching of the cells occurs in such a way that the eyes of the
cells get closer to the upper boundary. As a result, a significant reduction in the fluid
movement in the cavity is spotted. Beyond, the braking effect of the magnetic field
is discerned from the depicted circulation. When steady states are reached, tem-
perature stratification becomes ruling as the strength of the magnetic field increases
and temperature contour maps become more horizontally uniform in the core
region of the cavity. The observed dynamic and thermic behavior converge on a
quasi-conduction regime and this vanquish the overall heat transfer in the cavity.
The observed dynamic behavior is very useful and effective in the metals semicon-
ductor crystal growth industries [35] and in controlling melts (Figures 6 and 7).
To the author’s knowledge, studies have thus far addressed a mesoscopic
approach in an MHD open cavity with linearly heated wall (Figure 1). The objective
of the present chapter is therefore to predict dynamic and thermic heat transfer in a
crucial engineering application. In this section, the cavity is investigated at the high
Ra number of 105, high Ha number (Ha = 50) and Pr number of 0.025. The exit
section of flow on the open boundary moves downward and the movement of the
flow gets limited with the increment of Ha number that it influences heat transfer
from the linearly heated wall to the cold open boundary (see Figure 8). The effect
Figure 8.
Steady state fluid velocity streamlines (a) and isotherms (b) at Ha = 50, Pr = 0.025 and Ra = 105 for linearly
heated open cavity.
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of the presence of the magnetic field is clear since the isotherms recede from the
linearly heated left wall slowly and their gradient on the left wall declines extremely
which it exposes the decrease in heat transfer in the open cavity. Figure 9 illustrates
the variation of local Nusselt number with distance at bottom wall in the case of
linearly heated side wall for a MHD open cavity.
4. Conclusions
The present study considered steady state, laminar, two-dimensional MHD free
convection within a liquid gallium filled square enclosure in the presence of in-
plane magnetic field for different thermic boundary conditions. Lattice Boltzmann
Method is utilized for simulation of this problem. The results of this method are
validated in good agreement with previous numerical investigations. This investi-
gation demonstrated ability of LBM for simulation of different boundary conditions
at various elements affecting the stream. In addition this method helps to obtain
stream function and isotherm counters smoothly. The governing equations are
developed and solved by the LBM in the cases of linearly heated side walls and
linearly heated left wall with cooled open right wall. In both cases, the upper wall of
the enclosure is kept insulated. It was found that for the case of linearly heated side
walls, a multi-cellular symmetric streamline behaviour was obtained for transverse
applied magnetic fields. However, for the case of linearly heated left wall with
cooled right wall, a two-cell (one primary and one secondary) feature was obtained.
In general, the application of the magnetic field reduces the convective heat transfer
rate in the cavity. Besides, the local Nusselt number at the bottom wall of the cavity
exhibited oscillatory behavior along the horizontal distance for the case of linearly
heated side walls whereas it increased continuously for the case of linearly heated
left wall and cooled open right wall.
Nomenclature
C lattice speed
ci discrete particle speeds
cp specific heat at constant pressure
Figure 9.
Variation of local Nusselt number with distance at bottom wall in the case of linearly heated side wall for a
MHD open cavity (Pr = 0.025, Ha = 50 and Ra = 105).
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F external forces
f eq equilibrium density distribution functions
geq equilibrium internal energy distribution functions
g gravity
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