In this work, we propose a non-parametric technique for online modeling of systems with unknown nonlinear Lipschitz dynamics. The key idea is to successively utilize measurements to approximate the graph of the state-update function using envelopes described by quadratic constraints. The proposed approach is then demonstrated on two control applications: (i) computation of tractable bounds for unmodelled dynamics, and (ii) computation of positive invariant sets. We further highlight the efficacy of the proposed approach via a detailed numerical example.
I. INTRODUCTION
Characterization of system model and associated uncertainties is of paramount importance while dealing with autonomous systems. In recent times, as data-driven decision making and control becomes ubiquitous [1] , [2] , system identification methods are being integrated with control algorithms for control of uncertain dynamical systems. In computer science community, data driven reinforcement learning algorithms [3] , [4] have been extensively utilized for policy and value function learning of uncertain systems. In control theory, if the actual model of a system is unknown, adaptive control [5] , [6] strategies have been applied for simultaneous system identification and control. Techniques for system modelling and identification have been traditionally rooted in statistics and data sciences [7] , [8] . Statistical models that describe observed data, can be classified into parametric [9] , non-parametric and semi-parametric [10] models.
Parametric models assume a model structure a priori, based on the application and domain expertise of the designer. In almost all of classical adaptive control methods, parametric models are learned from data in terms of point estimates, and asymptotic convergence of such estimates are proven under persistence of excitation [11] conditions. The concept of online model learning and adaptation has been extended to systems under constraints as well, after obtaining a set or a confidence interval containing possible realizations of the system model. Gaussian Mixture Modeling (GMM) [12] , [13] has also been used to identify unknown system parameters, via an expectation maximization algorithm.
However, parametric models are restricted only to specified forms of function classes, and so to widen the richness of model estimates, non-parametric models are increasingly being utilized, whereby the model structure is also inferred from data. For non-parametric modeling of systems, Gaussian Process (GP) regression [14] has been one of the most widely used tools in control theory literature. GP regression keeps track of a Gaussian distribution over infinite dimensional function spaces, in terms of a mean function and a covariance kernel, which are updated with data. Given any system state, GP regression returns the mean function value at that state, along with a confidence interval. Kernel regression methods such as local linear regression [15] , [16] and Nadaraya-Watson estimator [17] are some other nonparametric methods for system identification and control. Estimates obtained using these methods often come with confidence intervals as detailed in [18] , instead of sets containing all possible realizations of the system, which is a critical drawback from the perspective of robust control.
The focus of this paper is to propose a simple nonparametric approach for modelling the unknown dynamics of a discrete time autonomous system. The proposed approach applies to unknown nonlinear systems with dynamics described by a state-update function that is globally Lipschitz over a bounded domain, with known Lipschitz constant. Instead of identifying the state-update function itself, we identify its graph-the set of all state and corresponding state-update function value pairs. This is done by computing envelopes of the state-update function, which are sets that contain the graph of the state-update function. These envelopes are built by using historical data of state trajectories and the Lipschitz property of the function.
The paper is divided into two parts. In the first part we describe a method to compute the envelope set which contains all possible realizations of the unknown state-update function at any given state. The authors in [19] , [20] use GP regression modeling to provide probabilistic confidence intervals on the state-update function at any given state. The key difference is that we approximate a function via a subset of the Euclidean space rather than approximating it directly in a function space. In the second part, we provide two applications of the proposed approach, namely (i) obtaining tractable set based outer approximations of the unknown state-update function and (ii) computing positive invariant sets [21] , [22] for the unknown system using the s-procedure [23] .
II. NOTATION
· denotes the Euclidean norm in R n unless explicitly stated otherwise. An open ball in R n , of radius r and centered at x is denoted as B r (x). Notation O(·) is used to describe an expression that decays to 0 as fast as its argument. The Minkowski sum of two sets A and B is given by
We use ell(c, R) to denote an ellipse that is centered at point c and has a shape matrix R = R 0.
III. PROBLEM FORMULATION Consider the discrete time autonomous, time invariant system
where the state-update function f (·) : X → X describes the system dynamics and is defined over the state space X ⊆ R n . Assumption 1: The function f (·) : X → X is continuous and differentiable over a convex and closed domain X ⊂ R n with ∇f (x) ≤ L, for all x ∈ X and some L > 0.
Now suppose that the function f (·) is unknown. The objective of this work is to compute a set containing f (x) for any state x in the state space X using trajectory data {x 0 , x 1 , x 2 , . . . } and the Lipschitz property of the unknown function f (·).
Assumption 2: The Lipschitz constant L is known. In case the Lipschitz constant L is unknown, it can be estimated using methods such as [25] . Integrating such estimation methods into the proposed work is a subject of future research.
Remark 1: The problem of characterizing L−Lipschitz un-modelled dynamics d(·) in
un-modelled dynamics can also be cast into a problem of the form (1) . In this case, we use the trajectory data {x 0 ,
. . } which is then used for computing a set containing d(x) at x ∈ X .
IV. PROPOSED APPROACH We will make use of the following definitions. Definition 1 (Graph): The graph of function f (·) : X → X is the set
(2) Definition 2 (Envelope): An envelope of function f (·) : X → X is a set E f ⊆ R n × R n , with the property
(3) We use trajectory data {x 0 , x 1 , x 2 , . . . } of the system dynamics (1) to construct an envelope of the system dynamics f (·). Observe that the trajectory data can be used to construct tuples (x k , f (x k )) = (x k , x k+1 ). In particular, at every time instant N , we have access to measurements (x k , f (x k )), for all k = 0, 1, . . . , N − 1. These measurements are utilized to construct envelopes recursively. Our approach for envelope construction is summarised as follows: 1) At time N , compute an envelope E(x N −1 ) using the tuple (x N −1 , f (x N −1 )) and the L−Lipschitz property of f (·). 2) Compute a refined envelope E f N by intersecting the envelope E f N −1 from time N − 1 with the envelope E(x N −1 ) computed in step 1), i.e.,
For 1), the envelope is obtained as the sublevel set of a quadratic function. Afterwards, 2) is obtained by using the set membership approach [26] - [29] . Finally, we use the computed envelope for obtaining a set containing the value of f (x) at any x ∈ X , using the notion of a slice of an envelope defined below. Definition 3 (Envelope Slice): The slice of an envelope E f ⊆ R n × R n at a givenx ∈ X is the set defined as
(4) Fig. 1 shows a typical realization of the proposed approach along with the associated set definitions which are detailed next.
x ȳ x Fig. 1 : Construction of an envelope for a one dimensional system to approximate the graph G(f ) (black curve) of its state-update function f (·). Tuples (x, f (x)) (red points) obtained from trajectory data are used for constructing the envelope (blue set) and its slice (yellow set) at x =x.
A. Envelope Construction
Inspired by [30] , [31] , we use quadratic constraints (QCs) as our main tool to approximate the graph of a function. A definition appropriate for our purposes is presented below.
Definition 4 (QC Satisfaction): A set X ⊂ R n satisfies the quadratic constraint specified by a symmetric matrix Q if
The following proposition uses a QC to characterize a coarse approximation of the graph of an L−Lipschitz function.
Proposition 2:
The graph G(f ) of an L−Lipschitz function f (·) satisfies the QC specified by the matrix
for any (x k , f (x k )) ∈ G(f ).
Proof: Using the definition of the L−Lipschitz property of f (·) (from Proposition 1), at any (
Therefore G(f ) satisfies the QC specified by Q f L (x k ). The following corollary then gives us the definition of the envelope E(x k ).
Corollary 1: The set defined by
is an envelope for all L−Lipschitz functions that pass
Remark 2:
The proposed formulation can also be extended to accommodate bounded noise in the measurements of x k in (1) . Suppose that the measurement model is given by
where w k belongs to a compact set W. Then the envelope that is guaranteed to contain G(f ) is given by
B. Successive Graph Approximation
At time N , the envelope E(x N −1 )) constructed in (7) using the tuple (x N −1 , f (x N −1 )) can now be used to recursively compute a new envelope E f N by refining the envelope
In the following lemma we show that the sets computed in this fashion are indeed envelopes. Lemma 1: For N ≥ 1, given a sequence {x k } N −1 k=0 obtained under the dynamics (1), we have
Proof: See Appendix. The recursion is initialized with the trivial envelope E f 0 = R n × R n . The procedure is described in Algorithm 1.
Algorithm 1: Recursive Envelope Refinement
Initialization:
Note that since the envelope at any time N is computed by intersecting with the envelope at time N − 1, they are getting successively refined, i.e.,
Now we provide a condition under which the shrinking sets generated by recursion (8) stop shrinking i.e., recursion (8) attains a fixed point. Intuitively, we would expect this to happen when the incoming tuples (x, f (x)) constructed from trajectory data have already been seen previously. The following definition formalises the notion of such trajectories. Definition 5 (Periodic Orbit [32] ): A p-periodic orbit of the discrete dynamical system (1) is the set of states obtained under dynamics x k+1 = f (x k ) with the property that x k = x k+p for some finite p ≥ 1 and for all k ≥ 0, i.e.,
Note that the set O p (x eq ) = {x eq } for all p ≥ 1 wherex eq is the fixed pointx eq = f (x eq ) of system (1) . Associated to each fixed point, one can define the set of states that converge to it as follows.
Definition 6 (Domain of Attraction [33] ): The domain of attraction of fixed pointx eq is defined as the set
The following proposition uses Definition 5 and Definition 6 to identify sufficient conditions on system trajectories for termination of the recursion (8) .
Proposition 3: Given a system trajectory denoted by the set {x 0 , x 1 , x 2 , . . . }, the recursion (8) has a fixed point if either of the following conditions hold:
. . } for some finite p ≥ 1 and some k ≥ 0. 2) x 0 ∈ D(x eq ) for some fixed pointx eq .
Proof: See Appendix. Next we present how the envelope slice is derived from the constructed envelopes for obtaining a set-valued estimate of f (x) at any x ∈ X
C. Envelope Slice Computation
The set of possible values of function f (x) at anyx ∈ X can be obtained using (7) from the function values f (x k ) collected at k = {0, 1, 2, . . . , N − 1}. From only the k-th measurement, we can obtain an estimate of the set of possible values of f (x), by constructing the slice of envelope E(x k ) at x =x, from Definition 3. We denote this slice with the set S(x k ,x) as
where we have denotedĀ(k,
with matrix M = 0 1 0 0 0 1 . Corollary 1 then implies
Proof: Expanding out (12) gives us
for each k = {0, 1, . . . , N − 1} and thus proves the claim.
As we successively collect data points (x k , f (x k )) for k = {0, 1, 2, . . . , N − 1} under dynamics (1), the set of possible values of f (x) at anyx ∈ X is refined as
with the guarantee f (x) ∈ F N (x) at any given time N ≥ 1.
Notice that F N (x) is a slice of envelope E f N at x =x, as per Definition 3. We further note that F N (x) in (14) is convex and compact, as it is an intersection of convex and compact sets (13) .
So far we have seen that the envelopes generated by Algorithm 1 are getting successively refined (in (10)) and possibly stop improving (as noted in proposition 3). But given a trajectory that yields a terminating recursion (8) , where in the state space X are the envelope slices "tight"? We use the notion of the diameter of a compact set ([24]) to quantify "tightness" or size of the envelope slice. In the following theorem, we show that if a trajectory starts in the domain of attraction D(x eq ) of a fixed pointx eq of (1), then the error in approximation of G(f ) by E f N at points arbitrarily close tox eq (measured by the diameter of the envelope slice F N (x) at any x ∈ X ), gets arbitrarily small for large enough N .
Theorem 1: Suppose we are given a system trajectory denoted by the set {x 0 , x 1 , x 2 , . . . , x N } where x 0 ∈ D(x eq ). Then for states x arbitrarily close tox eq , the diameter of 
V. APPLICATIONS
In this section we demonstrate two applications and corresponding computationally tractable algorithms that utilize the proposed approach in the paper.
A. Ellipsoidal Outer Approximation of F N (x)
In order to design computationally tractable robust optimization [34] algorithms for all realizations of f (x) at any x ∈ X and N ≥ 1, one must have a "nice" geometric representation of the envelope slice F N (x) = E f N x=x , for all N ≥ 1. We hereby propose an approach to obtain an ellipsoidal outer approximation to F N (x) for any N ≥ 1 using the s-procedure [35, Section 11.4] , having collected measurements at k = 0, 1, . . . , N − 1,
Let us parametrize an ellipsoidal outer approximation of F N (x N ), which we denote by ell(c(x), R(x)) as
where vector c(x) and matrix R(x) are the decision variables, and are functions ofx. We seek the smallest ellipsoidal set such that
From s-procedure [36] we know that the above holds true, if there exists scalars {τ 0 , τ 1 , . . . , τ N −1 } ≥ 0 such that
We reformulate the above feasibility problem (15) as a semidefinite program (SDP) in the appendix.
B. Positive Invariant Set Computation
Definition 7 (Positive Invariant Set): A set X I ⊆ X is said to be positive invariant for the system with dynamics (1) if
x ∈ X I ⇒ f (x) ∈ X I , i.e. the set X I maps to itself, under the dynamics map f (·) : X → X .
Let there be an equilibrium pointx eq defined as f (x eq ) = x eq . We wish to characterize a positive invariant set X I ⊆ X containing this equilibrium. For the sake of computational tractability, we represent this set as an intersection of n I ellipsoids, centered atx eq . We parameterize the invariant set for some P j 0 with j = 1, 2, . . . n I as follows
Observing that the tuple (x, f (x)) ∈ G(f ) ⊆ E f N consists of a point x ∈ X and its image f (x) ∈ X under the map f (·), we can use the collected Q f L (x k )'s for k = {0, 1, . . . , N −1} at any time N , to obtain a sufficiency condition for (16) as detailed in the following proposition.
Proposition 5: Suppose that we are given an approximation of G(f ) at time N , i.e., E f N = N −1 k=0 E(x k ), constructed by Algorithm 1. If there exists τ k ≥ 0, for all k = 0, 1, . . . N − 1 and P j 0, ρ jm > 0 for all j, m = 1, 2, . . . , n I , such that the following Bilinear Matrix Inequality (BMI) is feasible
for all m = 1, 2, . . . , n I , then the set X I is a positive invariant set for the system with dynamics (1).
Proof: See Appendix. One of many approaches to solving such a BMI (see [37] ) is detailed in the appendix.
VI. NUMERICAL EXAMPLE
In this section we demonstrate the approach proposed in Section IV for characterizing the un-modelled dynamics of a pendulum. We also showcase construction of a positive invariant set for this system, utilizing the tools from Section V-B.
A. Pendulum Model
The continuous time model of the considered pendulum is given by
where m is the mass, l is the length, θ is the angle the pendulum makes with the vertical axis,d(θ,θ) is an unmodelled damping force with known Lipschitz constant L d and T is a known external torque. In this work, we simulate the system with the damping forced(θ,θ) = −L dθ and characterize state-dependent bounds for the same. We write the pendulum dynamics (18) in state-space form as
where x = [θθ] is the state of the pendulum. We consider a torque T that stabilizes the pendulum's state when it's upright, i.e., whenx eq = [π 0] . We discretize system (19) and write it in the form of (1) as x k+1 = f (x k ). We then simulate the system forward in time with a variational integrator for mechanical systems, as in [38] . The simulation parameters are: m = 2kg, l = 2m and L d = 0.2N.
B. Envelope Construction for Damping Force
The discrete time model
where x k = [θ kθk ] , d(·) is the unknown damping in discrete time with Lipschitz constantL d = L d T S ml 2 and T S = 0.005s is the sampling period. Our experiment is succinctly described below:
• Trajectories up to a specified time instant N , starting from four different initial conditions
− 0.2] } are simulated (solid lines in Fig. 3 ) and stored. • Realizations of the un-modelled dynamics d(x k ) are recorded via the measurement model d(x k ) = x k+1 − F (x k ). • Having recorded the measurements (x k , d(x k )) for k = 0, 1, . . . , N − 1 along all four trajectories, we construct the estimate D N (x) (defined as in (14)) of d(x) at six different query points ( and • in Fig. 3) using Algorithm 1. From Table I , we observe that the range of un-modelled dynamics D N (x) shrinks at all query pointsx, as more data is collected. This is a direct consequence of the fact that as shown in (14) , D N (x) is obtained with successive intersection operations upon gathering new measurements. Moreover, the learned dynamics are more accurate for query points near the fixed pointx eq = [π, 0] than for query points far away, as shown in Fig. 3 
C. Computation of Positive Invariant Set
For pendulum dynamics (19) in discrete-time, we use the BMI (17) of Proposition 5 to compute an ellipsoidal positive invariant set. In this specific example, we have used all the N = 4000 samples from each of the previously collected four trajectories in Section VI-B. The number of intersecting ellipsoids n I in (17) is set as n I = 2. Fig. 4 shows the invariant set X I ⊆ X , where X = [0, 2π] × [−2.5, 2.5]. To further check numerically that the set X I in Fig. 4 is indeed a positive invariant set, we run simulations from six initial conditions inside the set. As seen in Fig. 4 , all six trajectories stay within X I .
VII. CONCLUSIONS
We presented a non-parametric technique for online modeling of systems with nonlinear Lipschitz dynamics. The key idea is to successively use measurements to approximate the graph of the function using envelopes described by quadratic constraints. Using techniques from convex optimization, we also computed a set valued estimate of the range of the unknown function at any given point in its domain, and a positive invariant set around a known equilibrium. We further Following [35, Section 11.4] finding the the minimum trace ellipsoid ell(c(x N ), R(x N )) that satisfies (15) can be posed as an SDP using Schur complement rule as:
where ξ = {R(x N ), c(x N ), τ 0 , . . . , τ N −1 } and we have used the variable nomenclature
2) Bisection Method for Positive Invariant Set Computation: Note that (17) is linear in P j for a fixed ρ jm and viceversa. This facilitates using a bisection search on ρ jm until a feasible solution is obtained. For bounded X , feasibility is guaranteed for some ρ such that all ρ jm = ρ because of continuity of (17) as well as its feasibility for ρ = 0. After iterating over ρ jm , (17) is solved as a Linear Matrix Inequality (LMI) min P1,...,Pn I ,τ0,...,τ N −1 n I j=1 trace(P j ) s.t. (17) , τ k ≥ 0, ∀k = 0, 1, . . . , N − 1.
B. Proofs
Proof of Lemma 1: For any (x, f (x)) ∈ G(f ), we have from the Lipschitz inequality,
and choosing y = x k for k = 0, 1, . . . N − 1 in the above inequality, in view of Corollary 1 yields,
Note the fact that f is globally Lipschitz ensures that the intersections are non-empty. Since this was shown for any (x, f (x)) ∈ G(f ), we can thus conclude that
The other equalities follow from (8) .
Proof of Proposition 3: We first prove the implication for when condition (1) holds. Let k be the time at which the system enters the p-periodic orbit, i.e.,
From Definition 5, we have that x k ∈ O p (x k ) for all k = k + p, . . . , N . Using (9) and the fact that f (·) is globally Lipschitz on X , we thus have E f k +p ⊆ E(x k ), for all k = k +p, . . . , N . Combining this implication with the definition of E f N +1 above yields
and so E f k +p is a fixed point for recursion (8) . Now we prove the implication for when condition (2) holds, i.e., lim k→∞ x k =x eq . Since the sets E f N = N −1 k=0 E(x k ) are non-increasing in the sense of (10), the following limit set is well defined
The last equality follows from the property of product of convergent sequences because all the limits on both sides of the equation are well defined. Computing the limits then gives us the following equality
Thus E f is a fixed point for recursion (8) .
Proof of Theorem 1: From the definition x 0 in the theorem, we have that the sequence x k ∞ k=0 converges to the fixed pointx eq of (1). From the definition of the convergence of a sequence, we have that for every > 0, there exists ā N ( ), such that
The convergent sequence is a Cauchy sequence satisfying with the same andN ( ) as above. That is,
x k1 − x k2 ≤ 2 , ∀k 2 , k 1 ≥N ( ).
Consider a subsequent queried pointx at most distance away fromx eq . We further have from the Lipschitz inequality,
From Proposition 4, we know that the possible values of f (x) lie within a sphere of radius L x k1 −x centered at f (x k1 ). The diameter of the above sphere bounds the maximum error in the estimate of f (x), i.e., y − f (x) ≤ 2L x k1 −x , ∀y ∈ S(x k1 ,x).
For k 1 chosen as in (21) , the above inequality can be written as y − f (x) ≤ 4L , ∀y ∈ S(x k1 ,x). Now for another k 2 chosen as in (21) such that f (x k1 ) = f (x k2 ), we have
The intersections of the envelopes constructed from (22) and (23) is depicted in Fig. 5 . We thus obtain a tighter bound on the error in the estimate of f (x) via the diameter of the n−2 dimensional sphere obtained at the intersection of n−1 dimensional spheres, as given by
Taking intersections using all the envelopes collected (which are non-empty due to Lipschitz property of f (·) on X ) further shrinks the possible error and hence yields the desired result.
Proof of Proposition 5: Consider any vector [x y 1] ∈ R 2n+1 such that x ∈ X I and [x y ] ∈ G(f ). Given that BMI (17) is feasible, we multiply [x y 1] ∈ R 2n+1 on both sides of (17) for any m ∈ {1, 2, . . . , n I } to get whereP j = P j −P jxeq −x eq P jx eq P jxeq − 1 . The last implication follows from the fact x ∈ X I and G(f ) ⊆ E f (as proved in Lemma 1). The last inequality further implies that G(f ) y ∈ X I , for all x ∈ X I , and hence, that X I is invariant.
