We develop and apply two calibration procedures for checking the coverage of approximate Bayesian credible sets including intervals estimated using Monte Carlo methods. The user has an ideal prior and likelihood, but generates a credible set for an approximate posterior which is not proportional to the product of ideal likelihood and prior. We estimate the realised posterior coverage achieved by the approximate credible set. This is the coverage of the unknown "true" parameter if the data are a realisation of the user's ideal observation model conditioned on the parameter, and the parameter is a draw from the user's ideal prior. In one approach we estimate the posterior coverage at the data by making a semi-parametric logistic regression of binary coverage outcomes on simulated data against summary statistics evaluated on simulated data. In another we use Importance Sampling (IS) from the approximate posterior, windowing simulated data to fall close to the observed data. We give a Bayes Factor measuring the evidence for the realised posterior coverage to be below a user specified threshold. We illustrate our methods on four examples.
Introduction
When we carry out Bayesian inference it is often convenient, even when not strictly necessary, to make approximations. We work with likelihoods and priors which only approximately equal those we would ideally use. Examples of popular approximations include pseudo-likelihoods (Besag, 1975) , synthetic likelihood (Wood, 2010) , Variational Bayes (Jordan et al., 1999) and Expectation Propagation (Minka, 2001) . The output of an approximate method is typically a sample from, or description of, an approximate posterior distribution. If we use this approximate posterior distribution to get an approximate credible set with nominal level α, we should expect the approximation to distort the coverage, so that the operational coverage of our approximate credible set is different from α. In this paper we give a procedure for testing the validity of an approximation in such settings. We ignore questions of goodness of fit. We are not aiming to calibrate coverage of the true parameter, but to measure the distortion in coverage due to target approximation.
Our approach was inspired by Geweke (2004) , and Cook et al. (2006) and later related papers including Fearnhead and Prangle (2012) , Prangle et al. (2014) and Yao et al. (2018) which exploit an idea set out by Monahan and Boos (1992) . Let π(φ) be a prior for a parameter φ ∈ Ω, let p(y|φ) be an observation model for data y ∈ Y with π(φ|y) ∝ π(φ)p(y|φ)
the posterior for φ given y. Letπ(θ) andp(y|θ) be an approximate prior and approximate likelihood for a parameter θ ∈ Ω with π(θ|y) ∝π(θ)p(y|θ) the approximate posterior for θ given y. Suppose we simulate φ ∼ π(·), y ∼ p(·|φ) and θ ∼π(·|y ). The joint conditional distribution of φ and θ, m(θ, φ|y ) say, is m(θ, φ|y ) = π(φ|y )π(θ|y ), (1.1) so, conditional on y , φ and θ are exchangeable if and only if there is no approximation andπ(θ|y ) = π(θ|y ) for all θ ∈ Ω. The joint marginal distribution m(θ, φ) is m(θ, φ) = π(φ|y )π(θ|y )p(y )dy (1.2) where p(y ) = Ω π(φ)p(y |φ)dφ is the exact marginal likelihood, so φ and θ are marginally exchangeable if there is no approximation. In work to date, Equation 1.2 has been taken as a starting point, as it gives a necessary condition on correctly distributed samples θ, which can be tested to check an approximation is good. For example, for i = 1, . . . , M , simulate φ (i) ∼ π(·), y (i) ∼ p(·|φ (i) ) and θ (i) ∼π(·|y (i) ); here y (i) ∈ Y is a data set, φ (i) , θ (i) ∈ Ω are parameter vectors, and the realisation θ (i) ∼π(·|y (i) ) might for example be the last sample in a MCMC run. The parameter vectors φ (1) , . . . , φ (M ) and θ (1) , . . . , θ (M ) can be compared by a non-parametric test such as a rank test, if the parameters are scalar, and otherwise comparing single components. Under the null, the two sets have the same distribution. If we reject the null, this is evidence forπ(θ|y) = π(θ|y). Geweke (2004) and Cook et al. (2006) use ideas along these lines to check for correct MCMC (implementation, convergence) sampling of θ ∼π(·|y ), since in their case simulation of θ ∼ π(·|y ) is possible using MCMC and they want to check it is working correctly. Yao et al. (2018) and Talts et al. (2018) move from testing MCMC convergence to diagnosing poor approximation of priors and likelihoods.
It is well known that this sort of check forπ(θ|y) π(θ|y), based on testing for exchangeable marginal distributions, can be fooled by an approximation which is far from the posterior. In particular if 0 ≤ a ≤ 1 and for all y ∈ Y our approximation is a linear combination of prior and posterior,π(θ|y ) = aπ(θ|y ) + (1 − a)π(θ) then m(θ, φ) = π(φ|y )[aπ(θ|y ) + (1 − a)π(θ)]p(y )dy = a π(φ|y )π(θ|y )p(y )dy + (1 − a)π(φ)π(θ) (1.3) and θ and φ are marginally exchangeable. The test passes withπ(θ|y) = π(θ|y) for any sample size M . The case where a = 0 (the approximate posterior is the prior) is discussed in Prangle et al. (2014) for Approximate Bayesian Computation (ABC) where it cannot be ignored, as this sort of error is a real possibility in ABC. They treat this issue by conditioning (φ, y ) on y ∈ A. One of our algorithms (Importance Sampling in Algorithm 3) uses the same idea. We explain the connection between the two approaches below Equation 2.5. The focus shifts in Rodrigues et al. (2018) from testing for good calibration to recalibration of approximate samples. This approach is discussed further in Section 4. In brief, Rodrigues et al. (2018) estimate a recalibration map and use it to map ABC-samples onto the data in an ABC regression adjustment. By contrast we extract the closely related coverage error map at the data, as it gives us the realised coverage we are achieving for an arbitrary nominal or intended coverage. In earlier work Menendez et al. (2014) give a procedure for correcting a credible interval to give the nominal frequentist coverage for a parameter φ where a consistent estimatorφ is available. In Yao et al. (2018) and Talts et al. (2018) the approximation framework is unrestricted, however these authors take Equation 1.2 as their starting point. They are interested in identifying how badly and in what ways the approximate distributionπ(θ|y) differs from the exact distribution π(θ|y). They expect an approximation error, so there seems little point in testing for one, but characterising and visualising any shift in distribution is still useful. We assume that the desired output of an analysis is a credible set, and that we have a method for estimating the credible set which involves making an approximation. Is the estimated approximate credible set good, in the following sense? In the original analysis, without an approximation, the credible set is designed to achieve the nominal coverage α for a parameter φ with two assumed properties, φ ∼ π(·) and y ∼ p(·|φ), that is φ is a draw from the prior and the data y inform φ through the observation model. We estimate the coverage our approximation actually achieves for a parameter φ satisfying these two properties. Coverage is usually taken to mean coverage of the unknown true parameter. Our definition of coverage is equivalent if we assume that the prior π(φ) is the true generative process for the unknown parameter φ and the observation model p(y|φ) is similarly correct. This is a shift from basing a test on Equation 1.2 to basing a bias estimate on Equation 1.1. This definition is appropriate as we focus on measuring approximation bias not model mispecification error. In Section 2 we introduce regression and importance-sampling (IS) methods for the purpose. Although most of our examples treat credible intervals for a real scalar variable, this is not a restriction. Our simulation-based methods apply to mea-surable credible sets, where they can be conveniently computed and specified. In our final example we work with a credible set for a finite random variable.
We may be concerned to check the posterior coverage is acceptable, for example at least α − δ, with δ > 0 specified. Suppose the user supplies α and δ, and a prior, likelihood and data, and we return an approximate credible set. We report as follows: "Here is a credible setĈ y with nominal coverage at level α. We assume the parameter is a draw from your prior and the data you provided are a draw from your observation model conditioned on the parameter. However this credible set was estimated under an approximation. We ran a test to see if our coverage differs greatly from what we would have achieved if we had not made an approximation. The Bayes factor (or if you prefer, posterior probability) for acceptable coverage at the data you gave us is X". The procedure is straightforward and illustrated in Section 5.
The methodology we describe may be computationally costly, since it may involve repeating the approximate inference procedure M times with M large. In some settings this would defeat the purpose of using an approximate scheme, since these are usually chosen to provide rapid answers. There are some mitigating factors. The runs can be processed in parallel, thus decreasing substantially the computation time. Also, for Algorithm 2, once the procedure as been run once, it can be used to evaluate the coverage at any future data set without further calibration simulation (i.e., just the simulation at the new data). However although the parallelism in particular is very helpful, it is sometimes the case that a fixed approximation is unavoidable or overwhelmingly preferred. The Ising model example in Section 5 illustrates this. Where this is the case any serious analysis must provide some measure of the impact of the approximation on the reliability of results. A measure of the kind we provide, which measures the damage done to coverage, directly addresses the impact of the approximation on a quantity central to the analysis. In this setting a check of the sort we suggest may be worthwhile. In all our examples, the likelihood only is approximated. In the notation above the approximate posterior may involve an approximation to the prior, the likelihood, or both. Talts et al. (2018) give an example with an approximate prior. Calibrating a posterior based on an approximate priorπ(θ) is a straightforward variant of our approach, so long as we can simulate the true prior φ ∼ π(·).
The remainder of the paper is structured as follows. We state our coverage estimation problem and describe two algorithms to solve it in Section 2. We show how they work on a very simple Gaussian model with a tempered likelihood in Section 3. We describe a methodology to correct credible intervals in Section 4, building on Rodrigues et al. (2018) . We give three further examples: an Ising model with a pseudo-likelihood in Section 5 illustrates all the methods in a simple setting where we have a sufficient statistic; a mixture model is analysed with a Variational Bayes approximation in Section 6; in Section 7 we calibrate the coverage of a random partition in a Dirichlet-Process model for the distribution of random effects in a hierarchical model.
Estimating coverage under an approximation
LetC y and C y be level α credible sets forπ(θ|y) and π(θ|y) respectively. These could for example be highest posterior density (HPD) sets (as in the examples in Sections 3 and 7) or equal-or lower tailed intervals (as in the examples in Sections 5 and 6). If π(θ|y) =π(θ|y) for all θ ∈ Ω thenC y = C y is an exact credible set for φ when φ ∼ π(·) and y ∼ p(·|φ), that is
In our approximation we takeC y as an approximate level α credible set for π(φ|y). In this case we refer to α as the nominal level. Denote by b(y),
(2.1) this operational coverage probability. We have additional Monte Carlo error if we use an estimateĈ y (θ) forC y computed using samples θ simulated according toπ(·|y). Let c(y) give this second realised coverage probability at Y = y, averaged over φ ∼ π(·|y) and θ ∼π(·|y), so that c(y) = Pr(φ ∈Ĉ Y (θ)|Y = y).
(2.2)
In this paper we give methods for estimating b(y) and c(y).
In the examples in Sections 3, 5 and 6 we compute or estimate b(y), asπ(θ|y) is relatively simple and we can computeC y . In the example in Section 7 we estimate c(y). We now give the estimators for c(y). Estimators for b(y) are similar but simpler as the estimateĈ y is replaced by theC y , exact forπ(θ|y). Let Q(φ) be a test distribution which we discuss below. For i = 1, . . . , M we simulate φ (i) ∼ Q(·), y (i) ∼ p(·|φ (i) ) and θ (i) = (θ i,1 , . . . , θ i,J ) with θ i,j ∼π(·|y (i) ) for j = 1, . . . , J. Here y (i) ∈ Y is an entire data vector and similarly φ (i) ∈ Ω and θ (i) ∈ Ω J for i = 1, . . . , M . We form an estimateĈ (i) =Ĉ y (i) (θ (i) ) of the approximate credible set using the sample set θ (i) and use it to compute binary values c i = I φ (i) ∈Ĉ (i) .
We have two natural choices for estimating c(y) from the "data" (c i , y (i) ) i=1,...,M with different strengths and weaknesses. Before we give these estimators we give an idealised, but impracticable, algorithm estimating c(y) consistently. See Algorithm 1. In this algorithm we simulate φ (i) ∼ π(·|y) for i = 1, . . . , M , set
Algorithm 1 (impracticable) estimation of realised coverage c(y).
1: for i = 1, . . . , M do 2: Simulate φ (i) ∼ π(·|y) and θ (i) = (θ i,1 , . . . , θ i,J ) with θ i,j ∼π(·|y), j = 1, . . . , J.
3:
Estimate a credible setĈ (i) =Ĉy(θ (i) ) from the posterior samples, and binary values c i = I φ (i) ∈Ĉ (i) . 4: end for 5: The estimated coverage isĉ(y) = M −1 i c i .
imsart-generic ver. 2014/10/16 file: ms.tex date: October 16, 2018 y (i) = y and then simulate θ (i) ,Ĉ (i) and c i as above. In this case our data is (c i , y) i=1,...,M andĉ = M −1 i c i is unbiased and consistent for c(y). Of course this is no use as we cannot simulate π(φ|y). We used this algorithm in the examples in Sections 6 and 7 to demonstrate our estimators were working.
We now give the estimators. The first method we describe is logistic regression. The test distribution is Q(φ) = π(φ) so the simulation step is that of Cook et al. (2006) and Yao et al. (2018) . See Algorithm 2. In the triple (φ, y , θ), we have m(φ, θ|y ) = π(φ|y )π(θ|y ) conditionally, so if we take any particular y we cover φ ∈Ĉ y (θ) with probability c(y ). We take a vector s(y) ∈ R p of p summary statistics computed on the data and a vector γ ∈ R p of regression parameters, and carry out logistic regression withc(y ) = logistic(s(y ) · γ) and c i ∼ Bernoulli(c(y (i) )) independent observations for i = 1, . . . , M . Our coverage estimate is simplyĉ(y) = logistic(s(y) ·γ) withγ the maximum likelihood estimator for γ. We found replacing linear logistic regression with a semi-parametric generalised additive model (a GAM) using methods outlined in Wood (2011) worked well in our examples. The vector s of summary statistics must be chosen with care. The examples in Sections 3 and 5 have a sufficient statistic so the choice of s is straightforward, and more generally we expect good results for exponential family models. In Section 6, the ABC-optimal rule given in Fearnhead and Prangle (2012) inspired the choice of s. Our regression approach did not give sensible estimates for a harder problem we tried (a large scale version of the example in Section 7). For high dimensional data vectors y ∈ R n with n large the simulated data y do not enclose the real data y and so we are making a large extrapolation of the coverage function c(y).
Algorithm 2 Estimation of realised coverage c(y) using logistic regression.
1: for i = 1, . . . , M do 2:
Simulate φ (i) ∼ π(·), y (i) ∼ p(·|φ (i) ) and θ (i) = (θ i,1 , . . . , θ i,J ) with θ i,j ∼π(·|y (i) ) for j = 1, . . . , J.
Estimate a credible setĈ (i) =Ĉy (i) (θ (i) ) from the posterior samples, and binary values c i = I φ (i) ∈Ĉ (i) . 4: end for 5: Take p summary statistics on the data s : Y → R p . Carry out logistic regression of c i ∼ s(y (i) ) onto the data yielding regression coefficientγ. 6: The estimated coverage isĉ(y) = logistic(s(y) ·γ).
The second method we describe is importance sampling (IS) with proposal distribution Q(φ) =π(φ|y). Denote by δ(y, y ) a distance function in the space of data Y. For small ρ > 0 with ∆ y = {y ; δ(y, y ) < ρ} we make an ABCstyle approximation to c(y). For φ ∼ π(·) and Y ∼ p(·|φ) define the probability function d(y),
We note an abuse of notation in Equation 2.4 where θ denotes a generic set of J samples, equivalent to one of the sample sets θ (i) , i = 1, . . . , M . Alsoπ(θ|y )
represents the joint distribution of these J samples. For example, if θ is the first J samples output by an MCMC run, thenπ(θ|y ) gives their joint distribution in Equation 2.4. Our plan is to estimate d(y) in Equation 2.4 using importance sampling, and then use this as an estimate for c(y), the realised coverage of interest. We motivate our approach by describing an approach that did not work in our setting. We might simulate (φ, y , θ) ∼ π(φ)p(y |φ)I y ∈∆yπ (θ|y ),
(2.5) using rejection with φ ∼ π(·) and y ∼ p(·|φ), and keeping only pairs (φ, y ) satisfying y ∈ ∆ y , and then θ ∼π(·|y ) as before. This approach is used in the ABC-setting of Prangle et al. (2014) and characterises our different aims and methods. While Prangle et al. (2014) start with Equation 1.2 and then restrict to y ∈ ∆ y in order to stop the prior-approximation (the a = 0 case in Equation 1.3) satisfying a coverage test, we start with Equation 1.1 and aim to estimate the realised coverage. For the purpose of removing the a = 0 solution to Equation 1.3 it may be enough to take a rather large set ∆ y . However, for estimating c(y), we need simulated data close to the real data. We would like the coverage c(y ) to be flat over y ∈ ∆ y , so that in turn d(y) c(y) is a reasonable approximation. For high dimensional simulated data y we do not hit ∆ y in the rejection stage if we use Equation 2.5. We therefore use importance sampling φ ∼ Q with proposal distribution Q(φ) =π(φ|y). This pushes our φ values into areas of parameter space where the realised y values are closer to the data y.
We weight samples (φ, y , θ) using the normalised importance weight function
in order to get a consistent estimator for d(y). This gives coverage Algorithm 3. This works well on simple problems, and even on the harder problems set out in Section 5 and 7. However, the harmonic estimator proved to be too unstable for the biggest problems we tried (again, a problem related to the example in Section 7 but involving a much larger data set). Developing a better estimator based perhaps on Sequential Monte Carlo is an obvious next step.
Algorithm 3 Importance sampler estimating the realised coverage c(y).
and normalised importance weights w i ∝p(y|φ (i) ) −1 .
7: end for 8: The estimated coverage isĉ(y) = i w i c i .
One promising choice of distance function for scalar θ (i.e. Ω = R) that seems well-adapted to our setting was suggested to us by Bardenet and Ryder (2018) .
The "Kolmogorov-Smirnov distance function" δ(y , y) = Ĝ y −Ĝ y ∞ is based on the posterior CDF G y (θ) ofπ(θ|y) at y. We are going to sample θ ∼π(·|y ) anyway, and these samples may be used to form an empirical CDFĜ y . The downside of this is that we must simulate θ ∼π(·|y ) for all the data-vectors y we simulate, not just the ones that satisfy y ∈ ∆ y , since we need these samples to compute δ(y , y) itself.
Coverage of a Normal mean
The diagnostic tools we have described cannot be "fooled" in quite the same way checks based on the exchangeability of φ and θ in Equation 1.2 can be. This point and some other strengths and weaknesses are illustrated by the following very simple example.
Suppose the prior is φ ∼ N (0, 1), the observation model is y ∼ N (φ, 1) (i.e. the data vector is a scalar, we have just a single normal observation), so that the exact posterior is π(φ|y) = N (φ; y 2 , 1 2 ). Suppose now the approximate model has a tempered likelihood,
The approximation is good when v = 1 (no approximation) and bad when v = 0 (the approximationπ(θ|y) coincides with the prior π(θ)).
Let Z α and Φ(z) be respectively the 1 − 1−α 2 quantile (recall, in this paper α is typically 0.9 or 0.95) and CDF of a standard normal and let
so that b(y) = α when v = 1 and not in general equal α otherwise (see Figure 1 ). Consider estimating b(y) using Algorithms 2 and 3. The algorithms simplify slightly as we do not need to draw samples θ ∼π(·|y ) in order to form an esti-mateĈ y forC y at simulated date y and so we estimateb(y) in Equation 2.1 rather thanĉ(y) in Equation 2.2. In Figure 1 we plot the exact operational coverage b(y) and its estimateb(y) as functions of the summary statistic s(y) = y for various values of v and ρ taking M = 10000 simulated "data points" (c i , y
At top left we see logistic regression with a GAM accurately estimates the operational coverage at all data and all approximation values. The remaining graphs show the behavior of the IS-estimator, Algorithm 3. Again we have M = 10000 but now simulate φ using the importance sampling proposal distribution -the approximate posterior itself. At top right the "easy" case α = 0.9 and v = 1 (i.e. no approximation) is in fact demanding. Although the estimator in Algorithm 3 is consistent and unbiased when v = 1 (d(y) = b(y) = α at all y-values) it is also rather skewed when α is large. At bottom left and right we see evidence that IS is asymptotically biased for b(y) as it is a consistent estimator for
However, the bias is reduced as ρ is decreased. The two methods, logistic regression and IS, expose the poor approximation at v = 0 (approximation-is-prior, corresponding to a = 0 in Equation 1.3) very well. Notice that a test based on measuring exchangeability of φ and θ would not show up this poor approximation.
In Appendix A we show that the delta-rule estimate for the variance of the unnormalised IS estimator in Algorithm 3 is finite for 0 ≤ v < 2. If the approximate posteriorπ(θ|y) is under-dispersed with respect to the true posterior π(θ|y) then the performance of the simple IS estimator we are using may be poor. We expect this property to hold in a qualitative sense in other settings.
Estimating calibration as function of nominal level
The material in this section can be omitted at first reading. It is of independent interest, and highlights the connection between our work and Rodrigues et al. (2018) . We have estimated the operational coverage b(y) and the realised coverage c(y) at the data for general credible sets respectivelyC y andĈ y of fixed nominal level α. The framework above does not require the parameter θ to be a real scalar. We now restrict attention the case where Ω = R and consider the level-α dependence of c(y) specifically for lower tail credible sets. Letq y (α) = G −1 y (α) be the level α quantile ofπ(θ|y ) where G y (θ) = θ −∞π (θ |y ) dθ is the CDF of θ at y in the approximate posterior. Let F y (φ) = φ −∞ π(φ |y ) dφ be the CDF for the true posterior given generic data y . The operational coverage we achieve with our approximationπ(θ|y) is a function of α at each y-value, and we write this as
This is the same as b(y) but the dependence on the nominal level of coverage α is explicit. Inverting Equation 4.1 gives the map from G y to F y at the data y,
We see that our coverage function b y (α) is the "distortion function" mapping the approximate CDF to the true CDF at the data. If we form estimatesb y (α) of b y (α) (using Algorithm 2 or 3) andĜ y (the empirical CDF obtained using for example MCMC targetingπ(θ|y)) we may correct or "recalibrate" G y at the data y to better estimate F y using the estimator
This idea is set out in Rodrigues et al. (2018) who use it to map φ|y to φ|y via the adjustment φ (adj) = G −1 y • G y (φ). In our setting this sort of map would be effective. When we approximate b y (α) with Pr(φ ≤q Y (α)|Y ∈ ∆ y ) we assume that b y (α) does not depend on y at least for y ∈ ∆ y . If φ ∼ π(·) and y ∼ p(·|φ) so that φ|y ∼ π(·|y ) then
x wherever the function b y does not depend on y . After adjustment Rodrigues et al. (2018) have φ (adj) ∼ π(·|y) (approximately). It is straightforward to check that b y is invertible at each y. Rodrigues et al. (2018) use an empirical estimateĜ −1 y •Ĝ y (φ) to implement the map. We do not wish to make an adjustment of the kind Rodrigues et al. (2018) make, as we do not need to map samples θ at y to samples φ (adj) at the data y. We are interested in cases where we can generate approximately distributed samples at y by sampling θ ∼π(·|y) itself. These samples could be recalibrated (at y) using Equation 4.2. For example, if we seek a corrected median estimate we can replace the median estimateĜ −1 y (0.5) forπ(θ|y) withĜ −1 y •b −1 y (0.5). Our aim is to provide an estimateĉ of the coverage of an approximate credible setĈ y , not an improved credible set. However we show how the correction may be made and give an example in Section 5.
Given sorted Monte Carlo samples θ = (θ 1 , . . . , θ J ) distributed likeπ(·|y ) (with the same abuse of notation as Equation 2.4), we estimateq y (θ; α) = θ ( αJ ) using an order statistic. The realised coverage is c y,J (α) = Pr(φ ≤q Y (θ; α)|Y = y).
Again we assume c y,J (α) d y,J (α) where now
is a function of the level. Reasoning as before,
We estimate this in Algorithm 4 using importance sampling draws from φ (i) ∼ π(·|y (i) ) and weighting by 1/p(y|φ (i) ) as before. We are estimating c y,J (α) via a consistent estimator for d y,J (α). In this setting it seems clear that following Bardenet and Ryder (2018) and using the distance function δ(y , y) = Ĝ y −Ĝ y ∞ imsart-generic ver. 2014/10/16 file: ms.tex date: October 16, 2018
Algorithm 4 Importance sampler estimating the realised coverage function c y (α).
1: for i = 1, . . . , M do 2: while δ(y (i) , y) > ρ, simulate φ (i) ∼π(·|y), y (i) ∼ p(·|φ (i) ) then 3: simulate θ (i) = (θ i,1 , . . . , θ i,J ) with θ i,j ∼π(·|y (i) ) for j = 1, . . . , J. 4: end for 5: for i = 1, . . . , M do 6: compute the step functions c i (α) = I φ (i) ≤θ i, αJ and normalised importance weights w i ∝p(y|φ (i) ) −1 . 7: end for 8: The estimated coverage function at level α isĉy(α) = i w i c i (α).
is desirable: if the CDF's are similar, at least for y ∈ ∆ y , then we may hope that the distortion functions c y,J (α) and c y ,J (α) are similar, supporting our assumption c y,J (α) d y,J (α).
Algorithm 4 makes Algorithm 3 redundant. We can use the functionĉ y (α) output by Algorithm 4 to estimate the realised coverage c(y) of our estimatê C y (θ) by evaluatingĉ y (α) at the value of α used to formĈ y (θ). However we can also correctĈ y (θ) to get a new interval with the required operational coverage. If we find the valueα say, satisfying α = c y (α) then (−∞,q y (α)] covers φ with probability α. In practice we work with estimates, so we solve α =ĉ y (α) and estimate the credible setĈ y (θ) = (−∞,q y (θ;α)] based on an adjusted level, in order to make the realised coverage match the desired nominal coverage. We give an example of this calculation in the next section (see the last paragraph and Figure 3 of Section 5). However as noted above this is a by-product of the analysis, not the essential point. We seek a quality guarantee, not a correction.
Coverage of the Ising model smoothing parameter
The image in Figure 2 is a data set quoted from Bornn et al. (2013) where it was used to illustrate adaptive Wang-Landau simulation of a binary Markov Random Field. Those authors registered it by thresholding a larger grey-level image of ice floes published in Banfield and Raftery (1992) . We will fit a binary Markov random field (MRF) to these data, and illustrate our methods on the problem of estimating the smoothing parameter, φ (also referred to as the inverse temperature, and usually denoted β, as we fit the Ising model). Here the data vector y records a N × N square array of binary values given by the grey level in the image in Figure 2 , where N = 40. In the true observation model the MRF observation model will have free boundary conditions. This is a natural modelling choice but gives an intractable likelihood for φ. We will approximate this with an observation model which has periodic boundary conditions but is otherwise identical. The likelihood for this second model is easily evaluated to machine precision. Foreshadowing our results, Figure 3 problem the coverage depends only on a scalar sufficient statistic s(y) defined below, so in Figure 3 (left) we have plotted b(y) against s(y). We can see that the coverage of our estimated credible intervalC y varies significantly over the space Y of data sets y . However our estimation methods give good estimates of the operational coverage we are achieving at the value of s(y) corresponding to the data in Figure 2 . Zhu and Fan (2018) calibrate an approximate fit to a Potts model using a coarsening procedure related to the real-space renormalisation group methods that Gidas (1989) applies in image processing. Zhu and Fan (2018) compute the frequentist coverage probabilities at chosen values of the parameter φ.
The Ising model is a well known Markov model for a binary random field. Let G be a graph with edges E and vertices V .
the number of edges connecting non-equal neighbours on the graph. In our case G is a rectangular N ×N lattice with N = 40 and a free boundary, G F = (E F , V ) say. On this graph interior vertices have degree 4, edge vertices have degree 3, and corner vertices have degree 2. We will consider also lattices G P = (E P , V ) with periodic or toroidal boundary conditions. In this case the lattice is wrapped onto a torus and all vertices have 4 neighbours.
Let φ ≥ 0 be a positive scalar smoothing parameter. The Ising model distribution for a rectangular lattice with a free boundary is
is a normalising constant. The normalising constant Z F (φ) is an intractable function of φ, for free boundary conditions, for N at all large. However, it is available from Beale (1996) in a simple closed form derived by Kaufman (1949) for the special case of periodic boundary conditions. Consider the problem of estimating the smoothing parameter φ for the data in Figure 2 . Values of φ greater than about 2 are uninteresting for image modeling purposes as the image is essentially all 0's or all 1's under the prior. We take as prior π(φ) ∝ I φ∈ [0, 2] . The posterior is
The likelihood for φ depends on the data y through the scalar quantity s(y) = f (y; E F ) only, so this statistic is sufficient. This posterior is doubly intractable, due to the Z F (φ)-dependence. One approximate solution is to replace E F in Equations 5.1 and 5.2 with E P (simply replacing Z F with Z P would be a straightforward and possibly more accurate alternative). Denote bỹ π(θ|y) ∝ 1 Z P (θ) exp (−θf (y; E P )) I θ∈ [0, 2] .
the approximate posterior obtained on making this substitution. In this case the approximate posterior density and its CDF are readily evaluated, and we can computeC y to machine precision. The result for the data in Figure 2 is C y = [0.84, 0.90]. This is exact forπ(θ|y) but only approximate for π(φ|y). We would like to know the operational coverage b(y) our approximation achieves. We now run Algorithms 2 and 3 to estimate b(y). As the credible interval under the approximation is available without simulation, the algorithms again simplify (i.e. as in Section 3 we estimate b(y) rather than c(y) in Equations 2.1 and 2.2). We made M = 1000 simulations of φ and y ∼π(·|φ) in Algorithms 2 and 3. For our algorithm to be correct this simulation should be exact. However we simulated y (i) using a simple single-site MCMC algorithm with a very large run-length. Although it is possible that this introduces another layer of bias, we took -for the purpose of this analysis -a very large run length and checked convergence carefully so that bias involved is negligible compared to the effect due to the boundary condition.
In our logistic regression in Algorithm 2 we use, as a covariate in the logistic regression, the summary statistic s(y (i) ) = f (y (i) ; E F ) where y (i) ∼ p(·|φ (i) ). In . This is the coverage we get over data space if we aim at a fixed nominal coverage equal 0.95 (i.e. α = 0.95 is fixed, as in Section 2). The curve is a semi-parametric logistic regression (a GAM computed using the R function gam() in the package mgcv, see Wood (2011)) of the coverage response c i in Algorithm 2 on the sufficient statistic, where y (i) ∼ p(·|φ (i) ) is the simulated data at φ (i) and φ (i) ∼ π(·) is a draw from the prior, for i = 1, . . . , M . In this setting, with a sufficient statistic, this is a fairly reliable estimate of the true operational coverage function b(y), interpolating the proportion of c-values equal 1 in the neighbourhood of each s(y)-value. The value of the sufficient statistic at the data is s(y) = 503, so our best estimate of b(y) at the real data y (i.e. the GAM fit at s(y)) is 0.80. As an aside, we note that if we estimate the operational coverage using linear logistic regression instead of a GAM in Algorithm 2, we get 0.85, though the nonlinear dependence in Figure 3 suggests a local linear regression windowed on data close to s(y) would be more reliable.
In Algorithm 3, we used the KS-distance δ(y, y ) = G y − G y ∞ to threshold the importance sampling estimation. We set the threshold distance at 0.5. This gave an effective sample size of 275 (out of 1000 samples). This (i.e. ρ = 0.5) may seem large, however it reflects the change in G y as y varies. The shape (and we hope the distortion function b y ) of the CDF remains almost unchanged as the location varies. Data y with similar c y functions to c y are good data so we include as much as we can. We saw a clear dependence of weight variance on KSdistance. If we set the threshold distance to 1 (the maximum possible) the ESS is reduced to 32 as there are some very large weights at larger KS-distances. Data y at large KS-distance from y is associated with parameter values φ that have large IS-weights 1/p(y|φ), so the KS-distance is helpful in stabilising our estimator in this case. Estimation of b(y) using importance sampling, Algorithm 3 yieldŝ c = 0.78 with standard deviationσ = 0.03, wherê
The convenience of semi-parametric logistic regression in this simple setting is striking. However, importance sampling was also straightforward. Suppose an operational coverage of at least 0.75 is deemed acceptable. We can test to see if the operational coverage is worse than 0.75. We assume the CLTĉ − b(y) σ ∼ N (0, 1) holds to a good approximation. This can be criticised for at least two reasons. Firstĉ is consistent for Pr(φ ∈C Y |Y ∈ ∆ y ) not b(y). Also our estimate ofσ has a much lower ESS (about 32) than the ESS for our estimate ofb itself (about 275). Since we ran the entire experiment on an inexpensive laptop in few hours without parallelism, this is easily remedied by taking M larger and ρ smaller.
Assuming the CLT is good and taking a uniform prior for b(y) ∈ U [0, 1], the Bayes factor for H0 : b(y) ≥ 0.75 against the alternative H1 : b(y) < 0.75 is
so that B 0,1 5.3, which is positive evidence for acceptable coverage.
In Figure 3 at right we plot the estimated calibration functionĉ y (α). This gives the estimated operational coverage as a function of the nominal coverage we are targeting. This function was estimated using Algorithm 4. The black arrow follows the map from a nominal coverage of 0.95 to the operational coverage (about 0.82, not a perfect match for the value 0.78 we estimated using IS in Algorithm 3 due to Monte Carlo error, but note also that we have switched from equal-tailed to lower-tail credible intervals in moving from Figure 3 (left) to (right)). We can also ask, what nominal level would give operational coverage equal 0.95? This is the inverse map represented by the red arrows. We see we should have used α = 0.98 if we wanted to cover φ ∼ π(·|y) 95% of the time.
Mixture-model parameters via Variational Bayes
Consider data from a mixture of two normal distributions y ∼ pN (µ 1 , σ 2 1 ) + (1 − p)N (µ 2 , σ 2 2 ). (6.1)
We impose 0 < p < 1 2 to ensure identifiability, and wish to estimate the location of the secondary mode µ 1 . To this end, we use Variational Bayes (VB, (Jordan et al., 1999) ). VB provides an analytical approximation to the posterior distribution π(·|y), by finding the parametric distribution which minimizes the Kullback-Leibler divergencẽ π = arg min Q∈Q D KL (Q(·)||π(·|y)) (6.2)
where Q is a parametrized set of distributions. In our example, the set Q is defined by imposing that the approximate posterior be of the form
for some values of the scalars (ν, τ, ν , τ , a, b, a , b , a , b ) , where N , G and B refer to the Normal, Gamma and Beta distributions respectively. We useπ defined by Equation 6.2 as an approximate posterior distribution. The computation of the optimalπ can be done very rapidly; we used the implementation of the R package vabayelMix (Teschendorff, 2006) . We refer the reader to Blei et al. (2017) for a review of VB, including its application to a mixture of normals. For unimodal posterior distributions, VB often provides a good estimate of the posterior mean but underestimates the posterior variance (Blei et al., 2017) , i.e. we expect approximate credible intervals to have operational coverage lower than the nominal coverage.
We implemented Algorithm 2 with M = 10000 synthetic data sets y (1) , . . . , y (M ) . For i = 1, . . . , M , each data set y (i) is a set of size n = 20 simulated from the mixture model in Equation 6.1 with parameters drawn from the priors µ
For each synthetic data set y (i) , we compute the VB approximate posterior, which we summarize by the set of statistics s(y (i) ) = (|μ
1 is the expected value of µ 1 under the VB approximate posterior π(·|y (i) ), and similarly for the other parameters. This is inspired by the ABCoptimal choice of Fearnhead and Prangle (2012) . We use the VB approximate marginal posterior for µ 1 to compute analytically a 90% credible interval C (i) =C y (i) for µ 1 |y (i) and record the binary value c i = I µ (i) 1 ∈Ĉ (i) .
We regressed (using a GAM as above) the coverage indicator c i against the set of summary statistics s(y (i) ). Note that these do not form a sufficient statistic, so we should expect some loss of precision. Note also that once this regression is performed, it can be used (at no further computational cost) to estimate the coverage of different observed data sets for the same model.
The output of the regression allows us to estimate the coverage of the VB approximate posterior given the output of VB for some observed data y. To evaluate the methodology, we estimated the coverage by simulating N test = 2000 new "observed" data sets. For each data set j = 1 . . . N test , we used VB to compute an approximate HPD 1 intervalĈ j with nominal coverage α = 0.90. We recorded the estimated coverageĉ j ∈ [0, 1] given by Algorithm 2 as well as the binary value c j = I µ (j) 1 ∈Ĉj . We then computed the cross-entropy 1 N test j −c j log(ĉ j ) − (1 − c j ) log(1 −ĉ j ).
A lower cross-entropy means we are better at estimating the operational coverage. We compare these estimated coverages to the nominal coverage ∀j,ĉ j = 0.90 and to the best constant estimator ∀j,ĉ j = 1 Ntest c j = 0.719. Algorithm 2 gave cross-entropy 0.435,ĉ j = 0.90 gave 0.773, andĉ j = 0.719 gave 0.616. The fact that we outperformĉ j = 0.90 indicates that Algorithm 2 estimates the operational coverage better than the nominal coverage. The fact that we outperformĉ j = 0.719 indicates that we are able to detect in which parts of the space the coverage is higher or lower than average. This kind of experiment is available in general.
For this model, it is also possible to implement Algorithm 1; we used the Gibbs sampler implementation of the R function rnmixGibbs of package bayesm (Rossi and McCulloch, 2017) to target π(φ|y). This gives a consistent estimator of the operational coverage of our estimator which would not be available in a real application. We treat this estimate as exact, as we ensured the MCMC sample size was large enough to make the Monte Carlo error negligible. In order to form this estimate, we generate an MCMC sample (θ j,1 , . . . , θ j,K ) ∼ π(·|y (j) ). Convergence diagnostics show that K = 1000 is reasonable. We then record as the true operational coverage the valuec j = 1 K K k=1 I θ j,k ∈Ĉj . The results are shown in Figure 4 , which plots this "true" operational coveragec j against the estimateĉ j given by Algorithm 2. The vast majority of points are close to the line y = x, indicating that our estimator is reliable. We compute the mean squared error 1 Ntest (ĉ j −c j ) 2 (i.e. ignoring the small Monte Carlo error inc j ). Using the nominal coverage of 0.9 leads to mean squared error of 0.109; Algorithm 2 leads to a 10-fold improvement with a mean squared error of 0.0106.
The mean squared error is a more convincing criterion, but we need an independent consistent estimate of the operational coverage to estimate it, while the cross-entropy can be computed when this is unavailable.
Coverage of a partition of random effects
The car90 data contains specifications of n = 111 cars, extracted from Consumer Reports, 1990 . The dependence of car price on car specifications is of interest. The dataset is available in the R package rpart (Therneau and Atkinson, 2018) . We focus on the problem of clustering the levels of a categorical variable as part of the modeling. We use these data to illustrate an approximate method for fitting a Dirichlet process model for the clustering. The output of this analysis is a credible set of partitions of the levels indicating how the levels may plausibly be grouped. For this purpose we select from the original 33 variables the engine displacement in cubic inches (x = (x 1 , . . . , x n )), the red line value (the maximum safe engine speed in rpm, z = (z 1 , . . . , z n )) and the car type (t = (t 1 , . . . , t n ) with t i ∈ T for i = 1, . . . , n and T = {small, medium, large, van, compact, sporty}).
Let S = (S 1 , . . . , S K ) be a partition of T into K sets, with K ∈ {1, 2, . . . , 6}, and for i = 1, . . . , n let s i denote the partition for car i so that s i = k is equivalent to t i ∈ S k . In our model the overall effects due to type are assumed to fall in groups: we have a separate effect γ k for each group k = 1, . . . , K, and an effect for each type within each group, η τ , τ ∈ T . The two random effect covariance matrices Σ η and Σ γ are assumed diagonal with diagonal elements h η σ 2 and h γ σ 2 respectively. The overall random effect, η ti say, for observation i is η ti = η ti + γ si (notice s i is determined from t i given S). Let γ = (γ 1 , . . . , γ K ) and η = (η 1 , . . . , η 6 ).
The model in this section clusters random effects "by covariance". If we integrate out γ ∈ R K given the partition S then we are left with a model in which random effects in the same group have a higher covariance (i.e. h γ σ 2 ) than random effects in different groups (where the covariance zero). Pauger and Wagner (2018) treat the same problem in a similar way, but use a different parameterisation and prior. They take the overall random effects for type η τ , τ ∈ T and introduce covariance terms off-diagonal in the random effects covariance matrix Σ η . They operate directly on the elements of the covariance matrix in order to explore the model space.
Given the partition S the price y in $1000 dollars is modelled using the following random and fixed effects, for i = 1, . . . , n,
The partition S is unknown. Let P denote the space of partitions of our six types (there are 203 distinct partitions). We take a Chinese restaurant process (CRP) prior π(S) for S, with clustering parameter α CRP = 1. We are modeling the random effects via a Dirichlet Process G γ ∼ DP (α, H), γ k ∼ G γ with base density H(γ k ) = N (γ k ; 0, h γ σ 2 ), k = 1, . . . , K .
Integrating over the DP random measure G γ yields the prior
We are interested in the marginal posterior distribution of S|y and estimating a HPD credible set for S. Let ψ = (β 0 , β 1 , β 2 , σ, γ, η) denote the vector of parameters besides S and h. It is often convenient (i.e.in models slightly more complex that this) to work directly with the marginal (or "collapsed") posterior π(S|y) ∝ p(y|S)π(S),
where p(S|y) is the marginal likelihood
This is not straightforward to compute. However p(y|S, h) is available in closed form and there are a number of ways one might then proceed to solve the problem without further approximation (for example using asymptotically exact MCMC). Here we make the drastic approximation of simply setting h η = h γ = h b = 10, that is we definẽ
andπ (S|y) ∝p(y|S)π(S).
We implemented MCMC targetingπ(S|y) using Metropolis Hastings MCMC updating one level of car type at each update. The level α = 0.95 HPD set is shown in Table 1 . We would like to use our calibration check to see if this Monte Carlo HPD set is reliable. The coverage probability of each partition is estimated using importance sampling, Algorithm 3, with M = 100 samples and the KSdistance function. Results are summarised in Figure 5 . We additionally estimate the realised coverage (at c(y) 0.63) using Algorithm 1 to get an unbiased and consistent estimate of c(y). We regard this as the truth, though the estimate comes with some uncertainty (horizontal lines in graph at left in Figure 5 ). This would not in general be available (if we can implement Algorithm 1 we can sample π(φ|y)). The coverage probability estimate is relatively stable with threshold ρ and approaches the true value. The effective sample size a healthy fraction of the total number of samples. Here we would conclude that we cannot trust our approximate HPD, as we estimate a realised coverage of aroundĉ = 0.55, far from the nominal coverage of 0.95. The approximation is distorting the credible set away from the set we would get if we had used the exact target. Table 1 HPD set for partition S in Section 7 usingπ(S|y). Rows are partitions sorted by posterior probability with the largest first. The second column is the cumulative sum (i.e. the CDF Gy(s)). There are 144 partitions in this HPD set. 
Conclusions
We have presented two methods for estimating the coverage of approximate credible sets. Our examples show that the realised or operational coverage can be very far from the nominal coverage; the nominal coverage should thus not be taken at face value. When we are in control of the precision of our approximation it may be convincing simply to check that credible sets are stable as precision is increased. However when we make a fixed approximation, as we do in Sections 5, 6 and 7 this standard check is no longer available, and in all cases a measure of the operational posterior coverage our posterior approximation achieves will be of interest.
One approach we considered is to sample φ ∼π(·|y), y ∼ p(·|φ) and θ ∼ π(·|y ) and report the proportion ofĈ y (θ)-sets covering φ. Notice that the data y is simulated under the true model but analysed under an approximation. This is Algorithm 3 but without windowing on the data or IS-reweighting. This approach makes sense if we think the unknown true parameter φ really is a typical state in the distribution determined byπ(φ|y). Since this procedure averages over φ and y , the coverage it estimates includes variation due to data realisation for φ values we believe are close to the true parameter. It is easily estimated. However it does not give the nominal level when there is no approximation, and if the approximation is poor, we may be measuring coverage in the wrong part of (φ, y)-space.
The calibration tools we set out apply to a wide range of approximations. For example, in setting out the approximate posterior,π(θ) andp(y|θ) need not be explicitly specified. This will be the case when we make an "algorithmic" approximation. For example, if θ ∼π(·|y) is simulated using a short MCMC run targeting π(θ|y) which has not converged, thenπ(θ|y) is only implicitly defined.
Depending on the setting, Algorithm 2 or 3 may be easier to implement. We have found that both algorithms are relatively straightforward to implement, and both can apply to a wide range of approximation algorithms. The principal weakness of our approach is judging the reliability of our reliability checks. When our coverage estimators failed the failure was spectacular (estimated coverage equal zero or one) and the reason for the failure was obvious (very small ESS or unreliable extrapolation in high dimension). A coverage estimate conditioned on the data and based on Equation 1.1 can still be fooled, but in ways that differ from tests averaging over data, and based on Equation 1.2. However more subtle errors will often be picked up using standard checks on stability. In the example in Section 5 standard logistic regression checks provide good evidence that our reliability estimate is itself reliable. In more complex settings it may be necessary to find estimators with lower mean square error.
Approximate inference schemes are essential tools in Bayesian analysis, and are gaining in popularity. We suggest that estimating the calibration of approximate credible sets can vastly improve the trust we have in the output of such schemes, or alternatively serve as a check when the approximations fail, and that the non-negligible computational time of these methods is a fair price to pay for such a check.
