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3Notations
[q] la partie entière de q
N = 2n
n−2
[[1, n]] = {1, 2, · · · , n}
Sn la sphère unité de dimension n
Sn(r) la sphère de rayon r
gcan la métrique anonique sur Sn
E la métrique eulidienne
dσ l'élément de volume assoié à (Sn−1, gcan)
dσr l'élément de volume de Sn−1(r)
vol(M) volume de la variété M
ωn volume de la sphère Sn
∆g le Laplaien de la métrique g
∆E le Laplaien de la métrique eulidienne E
|β| = k si β ∈ Nk
K(n, 2)−2 = 1
4
n(n− 2)ω2/nn
∇i = ∇∂i la dérivée ovariante
∇β = ∇β1 · · ·∇βk
Rg la ourbure salaire assoiée à g
Lg = ∆g +
n−2
4(n−1)
Rg le Laplaien onforme
GP fontion de Green en P .
T (M) l'espae tangent de M
T ∗M l'espae otangent de M
Γ(M) l'espae des hamps de veteurs C∞
Lp(M) espae de Lebesgue sur M
Hpq (M) Espae de Sobolev
Hpq,G(M) Espae de Sobolev G−invariant
H1(M) = H
2
1 (M), H1,G(M) = H
2
1,G(M)
‖ · ‖p norme sur Lp
‖ · ‖H1 norme sur H1
(·, ·)g,L2 = (·, ·)L2 produit salaire sur L2 ave la métrique g
(·, ·)g,H1 = (·, ·)H1 produit salaire sur H1 ave la métrique g
µ(g) = µN(g) l'invariant onforme de Yamabe
µG(g) = µN,G(g) l'invariant G−onforme de Yamabe
E(ϕ) énergie de ϕ
Ig La fontionnelle de Yamabe
I(M, g) le groupe d'isométries de (M, g)
C(M, g) le groupe onforme de (M, g)
G sous groupe de I(M, g)
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Introdution
Le travail présenté dans ette thèse est séparé en deux parties. La première partie est
onsarée à l'étude d'un ertain type d'équations aux dérivées partielles non linéaires sur
une variété ompate. Ensuite, on donne une signiation géométrique de es équations.
La partiularité ii est que l'un des oeients de es équations n'a pas la régularité
habituellement supposée, e qui permettra d'obtenir un "théorème de Yamabe" ave sin-
gularités. La seonde partie est onsarée à l'étude d'une onjeture de HebeyVaugon
dans le adre du problème de Yamabe équivariant.
Première partie
On onsidère une variété riemannienne (M, g) ompate de dimension n ≥ 3. On note Rg
la ourbure salaire de g. Le problème de Yamabe est le suivant :
Problème 0.1. Existe-t-il une métrique onforme à g de ourbure salaire onstante ?
On pose g˜ = ϕ
4
n−2g, où ϕ est une fontion C∞ stritement positive. g˜ est une solution du
problème de Yamabe si et seulement si ϕ est solution de l'équation suivante :
4(n− 1)
n− 2 ∆gϕ+Rgϕ = Rg˜ϕ
n+2
n−2
(1)
où ∆g = −∇i∇i est le Laplaien de g et Rg˜ est une onstante qui joue le rle de la
ourbure salaire de g˜. T. Aubin a ramené la résolution de e problème à la résolution de
la onjeture suivante :
Conjeture 0.1 (T. Aubin [?℄). Si (M, g) est une variété riemannienne ompate C∞
de dimension n ≥ 3 et non onformément diéomorphe à (Sn, gcan) alors
µ(M, g) < µ(Sn, gcan) (2)
où µ(M, g) = inf
{∫
M
|∇ψ|2 + n−2
4(n−1)
Rgψ
2dv
‖ψ‖22n
n−2
, ψ ∈ H1(M)− {0}
}
.
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6 INTRODUCTION
Il est bien onnu que µ(Sn, gcan) =
1
4
n(n−2)ω2/nn . Les travaux de T. Aubin [?℄, R. Shoen [?℄
et H. Yamabe [?℄ ont montré que ette onjeture est toujours vraie, et le problème de
Yamabe admet toujours des solutions. En d'autres termes, dans haque lasse onforme
[g], on peut toujours trouver une métrique à ourbure salaire onstante.
On note par I(M, g) et C(M, g) le groupe d'isométries et le groupe onforme de (M, g)
respetivement. Soit G un sous groupe de I(M, g). E. Hebey et M. Vaugon [?℄ ont étudié
le problème de Yamabe équivariant, qui généralise le problème de Yamabe, et que l'on
peut exprimer de la manière suivante :
Problème 0.2. Existe-t-il une métrique g0, G−invariante qui minimise la fontionnelle
J(g′) =
∫
M
Rg′dv(g
′)
(
∫
M
dv(g′))
n−2
n
où g′ appartient à la lasse G−onforme de g :
[g]G := {g˜ = efg/f ∈ C∞(M), σ∗g˜ = g˜ ∀σ ∈ G}
E. Hebey et M. Vaugon ont montré que e problème à toujours des solutions, e qui a
pour première onséquene l'existene d'une métrique g0, G−invariante et onforme à g,
telle que la ourbure salaire de g0 est onstante. La deuxième onséquene est que la
onjeture suivante est démontrée.
Conjeture 0.2 (Lihnerowiz [?℄). Pour toute variété riemannienne (M, g), ompate
C∞, de dimension n et qui n'est pas onformément diéomorphe à (Sn, gcan), il existe une
métrique g˜ onforme à g de ourbure salaire Rg˜ onstante et pour laquelle I(M, g˜) =
C(M, g).
Le travail présenté dans la première partie de la thèse est l'étude du problème de Ya-
mabe 0.1 (sans et ave la présene de symétries), lorsque la métrique g n'est pas nées-
sairement C∞. On suppose que la métrique g est dans Hp2 , où p > n, l'espae de Sobolev
des métriques dont on donnera la dénition plus loin. Grâe aux inlusions de Sobolev
Hp2 ⊂ C1,β (l'espae de Hölder d'exposant β ∈]0, 1[), les métriques sont don de lasse
C1,β. Les tenseurs de ourbures de Riemann, de Rii et la ourbure salaire sont dans
Lp. Plus préisément, si on suppose que g satisfait l'hypothèse suivante :
Hypothèse (H) : g est une métrique dans l'espae de Sobolev Hp2 (M,T
∗M ⊗T ∗M) ave
p > n. Il existe un point P0 ∈M et δ > 0 tels que g est C∞ sur la boule BP0(δ).
Alors le problème que l'on résout est le suivant :
Problème 0.3. Soit g une métrique qui satisfait l'hypothèse (H). Existe-t-il une métrique
g˜ onforme à g pour laquelle la ourbure salaire Rg˜ est onstante (même aux points où
Rg n'est pas régulière) ?
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Avant de résoudre e problème, on ommene par étudier plus généralement les équations
suivantes :
∆gϕ+ hϕ = h˜ϕ
n+2
n−2
(3)
où h est une fontion qui est supposée seulement être dans Lp(M) ('est là l'originalité de
ette étude) et h˜ ∈ R. La métrique g est supposée C∞ (la supposer C2 donnerait les même
résultats, e n'est pas un point important). On appellera es équations les équations de
type Yamabe. Comme es équations sont non linéaires et que h est dans Lp, les théorèmes
de régularité standard ne s'appliquent pas diretement. On établit le résultat suivant
(adaptation d'un théorème de N. Trudinger [?℄ au as où h n'est que dans Lp)
Théorème 0.1. Soit (M, g) une variété riemannienne ompate C∞ de dimension n ≥ 3,
p et h˜ sont deux nombres réels, ave p > n/2. Si ϕ ∈ H1(M) est une solution faible positive
non triviale de l'équation 3 alors ϕ ∈ Hp2 (M) ⊂ C1−[n/p],β(M) et ϕ est stritement positive.
La régularité donnée par e théorème est optimale.
En e qui onerne l'existene des solutions, on démontre que la fontionnelle Ig, dénie
pour tout ψ ∈ H1(M)− {0} par
Ig(ψ) =
∫
M
|∇ψ|2 + hψ2dv
‖ψ‖22n
n−2
atteint son minimum µ(g), si µ(g) < 1
4
n(n − 2)ω2/nn (où ωn est le volume de la sphère
standard Sn). On obtient alors le résultat suivant :
Théorème 0.2. Soit (M, g) une variété riemannienne ompate C∞ de dimension n ≥ 3
et p > n/2. Si
µ(g) <
1
4
n(n− 2)ω2/nn
alors l'équation (3) admet une solution stritement positive ϕ ∈ Hp2 (M) ⊂ C1−[n/p],β(M),
qui minimise la fontionnelle Ig, où β ∈]0, 1[.
Si h est G−invariante, on dénit
µG(g) = inf
ψ∈H1,G(M)−{0}
Ig(ψ)
où H1,G(M) est l'espae des fontions dans H1(M), G−invariantes. On note par OG(Q)
l'orbite du point Q ∈M . On obtient le résultat suivant :
Théorème 0.3. Si 0 < µG(g) <
1
4
n(n − 2)ω2/nn (infQ∈M cardOG(Q))2/n alors l'équation
(3) admet une solution ϕ ∈ Hp2,G(M) ⊂ C1−[n/p],β(M) stritement positive, G−invariante
et minimisante pour la fontionnelle Ig.
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Ce théorème se démontre en utilisant la méthode variationnelle (omme dans les as las-
siques où h est très régulière), les inlusions de Sobolev en présene de symétries, trouvées
par E. Hebey et M. Vaugon [?℄ et l'inégalité de la meilleure onstante en présene symé-
tries alulée par Z. Faget [?℄.
Dans le hapitre 3, on étudie l'équation (3) lorsque h = n−2
4(n−1)
Rg et g est une métrique qui
satisfait l'hypothèse (H). Ce as a une signiation géométrique, il permet de résoudre
le problème 0.3 (le problème de Yamabe ave singularités). La ourbure salaire Rg est
dans Lp(M) et l'équation (3) devient l'équation de Yamabe (1). D'après le théorème 0.2,
la résolution du problème 0.3 est ramenée à la preuve de l'inégalité µ(g) < 1
4
n(n −
2)ω
2/n
n (ette inégalité a déjà été démontrée lorsque g est C∞). Dans le as où g satisfait
l'hypothèse (H), on ommene par démontrer ertaines propriétés (onnues dans le as
C∞) : l'invariane onforme de µ(g), l'invariane onforme faible du Laplaien onforme
Lg = ∆g+
n−2
4(n−1)
Rg et l'existene de la fontion de Green pour et opérateur. Ensuite, on
démontre le résultat suivant :
Théorème 0.4. Soit M une variété ompate C∞ de dimension n, g une métrique rie-
mannienne qui satisfait l'hypothèse (H). Si (M, g) n'est pas onformément diéomorphe
à la sphère (Sn, gcan) alors µ(g) <
1
4
n(n− 2)ω2/nn .
Lorsque la métrique g est C∞, e théorème a résolu la onjeture 0.1. Les arguments utilisés
pour le démontrer dans e as sont enore valables lorsque g satisfait l'hypothèse (H). En
eet, il sut de onstruire une ertaine fontion test ϕ qui vérie Ig(ϕ) <
1
4
n(n− 2)ω2/nn .
Les fontions test onstruites par T. Aubin [?℄ et R. Shoen [?℄, sont enore utilisables
dans e as singulier.
Dans le as équivariant (en présene de symétries), le résultat obtenu est le suivant :
Théorème 0.5. Soit M une variété ompate C∞ de dimension n ≥ 3. g une métrique
riemannienne qui appartient à Hp2 (M,T
∗M ⊗ T ∗M) ave p > n/2. Si
µG(g) <
1
4
n(n− 2)ω2/nn ( inf
Q∈M
cardOG(Q))
2/n
(4)
alors l'équation (1) admet une solution stritement positive ϕ ∈ Hp2,G(M) ⊂ C1−[n/p],β(M)
G−invariante.
Les résultats sur l'uniité des solutions de l'équation de Yamabe (1), onnus lorsque la
métrique est C∞, restent valables dans le as singulier. On obtient le résultat suivant :
Théorème 0.6. Soit g une métrique dans Hp2 (M,T
∗M ⊗T ∗M), ave p > n. Si µ(g) ≤ 0
alors les solutions de l'équation (1) sont uniques à une onstante multipliative près.
Dans ette première partie, on a montré que la majorité des résultats onnus sur le pro-
blème de Yamabe et ertains dans le as équivariant, lorsque la métrique est C∞, restent
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vrais lorsque la métrique satisfait l'hypothèse (H), dénie i-dessus. Une question naturelle
que l'on peut se poser est de savoir s'il est possible de supprimer ertaines onditions dans
l'hypothèse (H). Par exemple, peut on onsidérer des métriques dans Hp2 , sans qu'elles
soit C∞ dans une boule ? La réponse semble diile et le sujet ne sera pas abordé dans
ette thèse (mais sera traité ultérieurement).
Deuxième partie
La deuxième partie de ette thèse est indépendante de la première (elles sont mathéma-
tiquement liées, mais auun résultat de la première partie n'est utilisé dans la seonde
partie).
On suppose que (M, g) est une variété riemannienne ompate C∞ de dimension n ≥ 3.
Le but prinipal des deux hapitres de ette partie est d'étudier la onjeture de Hebey
Vaugon qui s'énone omme suit :
Conjeture 0.3 (E. Hebey et M. Vaugon [?℄). Soit G un sous groupe d'isométries de
I(M, g). Si (M, g) n'est pas onformément diéomorphe à (Sn, gcan) ou bien si G n'a pas
de point xe, alors l'inégalité strite suivante a toujours lieu
inf
g′∈[g]G
J(g′) < n(n− 1)ω2/nn ( inf
Q∈M
cardOG(Q))
2/n
(5)
Cette onjeture généralise la onjeture de T. Aubin 0.1 puisque :
inf
g′∈[g]G
J(g′) = 4
n− 1
(n− 2)µG(g)
(si G = {id} les deux onjetures sont identiques).
On note par Wg le tenseur de Weyl assoié à g. Pour tout P ∈M , on dénit ω(P ) par
ω(P ) = inf{|β| ∈ N/‖∇βWg(P )‖ 6= 0}, ω(P ) = +∞ si ∀β ‖∇βWg(P )‖ = 0
où β est un multi-indie de longueur |β|.
Pour prouver la onjeture, on doit onstruire une fontion test G−invariante φ telle que
Ig(φ) < n(n− 1)ω2/nn ( inf
Q∈M
cardOG(Q))
2/n
Toute la diulté est dans la onstrution d'une telle fontion. Dans ertains as, on peut
utiliser les fontions test introduites par T. Aubin [?℄ et R. Shoen [?℄ pour démontrer
la onjeture 0.1. De nombreux as ont été traités ainsi par E. Hebey et M. Vaugon [?℄,
par ontre le as numéro 3 présenté dans le théorème suivant utilise des fontions test qui
sont diérentes de elles de T. Aubin et R. Shoen.
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Théorème 0.7 (E. Hebey et M. Vaugon). Soit (M, g) une variété riemannienne ompate
de dimension n et G un sous groupe d'isométries du groupe I(M, g). On a toujours :
inf
g′∈[g]G
J(g′) ≤ n(n− 1)ω2/nn ( inf
Q∈M
cardOG(Q))
2/n
et l' inégalité strite (5) est au moins vériée dans haun des as suivants :
1. G opère librement sur M
2. 3 ≤ dimM ≤ 11
3. Il existe un point P d'orbite minimale (nie) sous G pour lequel soit ω(P ) > (n −
6)/2, soit ω(P ) ∈ {0, 1, 2}.
Les as restant pour démontrer omplètement la onjeture sont les as où n ≥ 12 et
ω ∈ [[3, [(n− 6)/2]]]. Dans le hapitre 5, on démontre les résultats suivants :
Théorème 0.8. La onjeture 0.3 est vraie s'il existe un point P d'orbite minimale (nie)
pour lequel ω(P ) ≤ 15 ou si le degré de la partie prinipale de Rg, au voisinage de P est
plus grand ou égal à ω(P ) + 1.
Corollaire 0.1. La onjeture 0.3 est vraie si M est de dimension n ∈ [[3, 37]].
Ce théorème se démontre en eetuant des aluls longs et déliats (introduits par T. Au-
bin [?℄). Les fontions test ϕε hoisies sont dénies omme suit : pour un point P quel-
onque de M , on pose pour tout Q ∈M
ϕε(Q) = (1− rω+2f(ξ))uε(Q) (6)
ave uε(Q) =


(
ε
r2 + ε2
)n−2
2
−
(
ε
δ2 + ε2
)n−2
2
si Q ∈ BP (δ)
0 si Q ∈M −BP (δ)
(7)
où r = d(Q,P ) est la distane entre P et Q. (r, ξj) sont les oordonnées géodésiques de
Q au voisinage de P et BP (δ) est une boule géodésique de entre P , de rayon δ, xé suf-
samment petit. f est une fontion qui dépend seulement de ξ et telle que
∫
Sn−1
fdσ = 0.
C'est la préision sur le hoix de ette fontion f qui va permettre d'obtenir les résultats
énonés dans ette deuxième partie.
On obtient d'abord le théorème suivant :
Théorème 0.9. Soit (M, g) une variété riemannienne ompate de dimension n. Pour
tout P ∈M tel que ω(P ) ≤ (n− 6)/2, il existe f ∈ C∞(Sn−1), d'intégrale nulle, telle que
µ(g) ≤ Ig(ϕε) < n(n− 2)
4
ω
2/n
n−1
INTRODUCTION 11
(Ce résultat généralise don le théorème de T. Aubin [?℄, qui orrespond à ω = 0 et qui
démontre la onjeture 0.1, dans ertains as). La fontion f de e théorème est dénie
par
f =
q∑
k=1
ckνkϕk
où ϕk sont des fontions propres du Laplaien sphérique de la sphère Sn−1, νk sont les
valeurs propres assoiées et q ∈ [[1, [ω
2
]]], les onstantes ck sont données expliitement. Si f
étaitG−invariante, on pouvait onstruire, à l'aide des ϕk, des fontions test G−invariantes
qui permettraient de démontrer la onjeture 0.3 dans tous les as. Malheureusement, f
n'est G−invariante que pour un hoix partiulier des ck, et e hoix partiulier ne permet
de montrer la onjeture que dans les as énonés dans le théorème 0.8.
12 INTRODUCTION
Introdution (English version)
In the rst part of this thesis, we study a ertain kind of nonlinear partial dierential
equations on ompat manifolds. Solutions of these PDEs have a geometri meaning. The
partiularity here is that one of the oeients of this equations doesn't have the usual
regularity, whih allow us to obtain a Yamabe theorem with singularities.
The Seond part is dediated to the study of HebeyVaugon onjeture.
First part
Consider (M, g) a ompat Riemannian manifold of dimension n ≥ 3. Denote by Rg the
salar urvature of g. The Yamabe problem is the following :
Problem 0.1. Does there exists a onstant salar urvature metri onformal to g ?
Let g˜ = ϕ
4
n−2 g be a onformal metri, where ϕ is a smooth positive funtion. g˜ is a solution
of the Yamabe problem if and only if ϕ satises the following equation :
4(n− 1)
n− 2 ∆gϕ+Rgϕ = Rg˜ϕ
n+2
n−2
(8)
where ∆g = −∇i∇i is the Laplaian of g and Rg˜ is a onstant whih plays the role of
the salar urvature of g˜. T. Aubin showed that it is suient to prove the following
onjeture :
Conjeture 0.1 (T. Aubin [?℄). For every smooth ompat Riemannian manifold (M, g)
of dimension n ≥ 3, non onformal to (Sn, gcan),
µ(M, g) < µ(Sn, gcan) (9)
where µ(M, g) = inf
{∫
M
|∇ψ|2 + n−2
4(n−1)
Rgψ
2dv
‖ψ‖22n
n−2
, ψ ∈ H1(M)− {0}
}
It is known that µ(Sn, gcan) =
1
4
n(n − 2)ω2/nn . The works of T. Aubin [?℄, R. Shoen [?℄
and H. Yamabe [?℄ showed that this onjeture is always true, and the Yamabe problem
13
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has a solution. Namely, in eah onformal lass [g], there exists a onstant salar urva-
ture metri.
Denote by I(M, g) and C(M, g) the isometry group and the onformal group respetively.
Let G be a subgroup of I(M, g). E. Hebey and M. Vaugon [?℄ studied the equivariant
Yamabe problem, whih generalizes the Yamabe problem, and whih an be formulated
in the following way :
Problem 0.2. Is there some G−invariant metri g0 whih minimizes the funtional
J(g′) =
∫
M
Rg′dv(g
′)
(
∫
M
dv(g′))
n−2
n
where g′ belongs to the G−onformal lass of g :
[g]G := {g˜ = efg/f ∈ C∞(M), σ∗g˜ = g˜ ∀σ ∈ G}
E. Hebey and M. Vaugon proved that this problem has always solutions. The positive
answer would have two onsequenes. The rst is that there exists a I(M, g)−invariant
metri g0 onformal to g suh that the salar urvature Rg0 is onstant. The seond is
that the following onjeture is true.
Lihnerowiz onjeture For every ompat Riemannian manifold (M, g) whih is
not onformal to the unit sphere Sn endowed with its standard metri, there exists a me-
tri g˜ onformal to g for whih I(M, g˜) = C(M, g), and the salar urvature Rg˜ is onstant.
In this part, we study the Yamabe problem 0.1 (without and in presene of the isometry
group), when the metri g is not neessarily smooth. We suppose that the metri is in the
Sobolev spae Hp2 , where p > n. Riemann urvature tensor, Rii tensor and the salar
urvature are in Lp. More preisely, we make the following assumption on g :
Assumption (H) : g is a metri whih belongs to the Sobolev spae Hp2 (M,T
∗M⊗T ∗M)
with p > n. There exists a point P0 ∈M and δ > 0 suh that g is smooth in the ball BP0(δ).
The problem that we solve is the following :
Problem 0.3. Let g be a metri satisfying the assumption (H). Does there exists a
onstant salar urvature metri g˜ onformal to g ?
Before solving this problem, we start by studying these equations :
∆gϕ+ hϕ = h˜ϕ
n+2
n−2
(10)
where h is a funtion in Lp(M) (whih makes this work original) and h˜ ∈ R. The metri
g is assumed to be smooth. The smoothness of g is not an important point. Indeed,
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if g is C2, we will obtain the same results. This kind of equations are alled "Yamabe
type equations". We an not apply for these equations the standard regularity theorems
beause of the nonlinearity and the fat that h ∈ Lp(M). Thus, we establish the following
result (it is an adaptation of Trudinger's theorem when h is more regular).
Theorem 0.1. Let (M, g) be a smooth ompat Riemannian manifold of dimension n ≥ 3,
p and h˜ are two reel numbers suh that p > n/2. If ϕ ∈ H1(M) is nontrivial, nonnegative,
weak solution of (10), then ϕ is positive and belongs to Hp2 (M) ⊂ C1−[n/p],β(M).
For the existene of solutions of (10), we prove that the funtional Ig, dened for all
ψ ∈ H1(M)− {0} by
Ig(ψ) =
∫
M
|∇ψ|2 + hψ2dv
‖ψ‖22n
n−2
has a minimum µ(g) if µ(g) < 1
4
n(n− 2)ω2/nn (where ωn is the volume of the unit sphere
Sn). Therefore, we obtain the following :
Theorem 0.2. Let (M, g) be a smooth ompat Riemannian manifold of dimension n ≥ 3
and p > n/2. If
µ(g) <
1
4
n(n− 2)ω2/nn
then equation (10) admits a positive solution ϕ ∈ Hp2 (M) ⊂ C1−[n/p],β(M), whih mini-
mizes the funtional Ig, where β ∈ (0, 1).
If h is G−invariant, we dene
µG(g) = inf
ψ∈H1,G(M)−{0}
Ig(ψ)
where H1,G(M) is the spae of G−invariant funtions in H1(M). We denote by OG(Q)
the orbit of Q ∈M . Then,
Theorem 0.3. If 0 < µG(g) <
1
4
n(n − 2)ω2/nn (infQ∈M cardOG(Q))2/n then equation (10)
admits a positive G−invariant solution ϕ ∈ Hp2,G(M) ⊂ C1−[n/p],β(M), whih minimizes
the funtional Ig.
We prove this theorem by using the variational method (known in the lassial ase when
h is smooth), Sobolev embedding in the presene of symmetries, proven by E. Hebey and
M. Vaugon [?℄ and the best onstant inequality, omputed by Z. Faget [?℄.
In hapter 3, we onsider the partiular ase when h = n−2
4(n−1)
Rg and the metri g satises
the assumption (H). This ase has a geometri meaning. It allows us to solve the problem
0.3 (Yamabe problem with singularities). The salar urvature Rg is in L
p(M) and equa-
tion (10) beomes the Yamabe equation (8). Using theorem 0.2 to solve problem 0.3, it is
suient to prove the inequality µ(g) < 1
4
n(n − 2)ω2/nn (this inequality has been proven
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when g is smooth). When g satises the assumption (H), we establish some properties
(known in the smooth ase) : onformal invariane of µ(g), weak onformal invariane of
the onformal Laplaian Lg = ∆g +
n−2
4(n−1)
Rg and the existene of the Green funtion for
this operator. We show afterwards the following theorem :
Theorem 0.4. Let M be a smooth ompat manifold of dimension n ≥ 3 and g be a
Riemannian metri satisfying the assumption (H). If (M, g) is not onformal to (Sn, gcan),
then µ(g) < 1
4
n(n− 2)ω2/nn .
When the metri g is smooth, this theorem solves the onjeture 0.1. The arguments
used to prove it are still valid when the metri g satises the assumption (H). In fat,
it is suient to onstrut a test funtion ϕ whih satises Ig(ϕ) <
1
4
n(n − 2)ω2/nn . Test
funtions, onstruted by T. Aubin [?℄ and R. Shoen [?℄, are still useful in the singular
ase.
In the equivariant ase (in the presene of the isometry group), the result obtained is the
following :
Theorem 0.5. Let M be a smooth ompat manifold of dimension n ≥ 3 and g ∈
Hp2 (M,T
∗M ⊗ T ∗M) be a Riemannian metri with p > n/2. If
µG(g) <
1
4
n(n− 2)ω2/nn ( inf
Q∈M
cardOG(Q))
2/n
(11)
then equation (8) has a positive G−invariant solution ϕ ∈ Hp2,G(M) ⊂ C1−[n/p],β(M).
The known result about uniqueness of solutions of the Yamabe equation (8), for smooth
metris, is valid in the singular ase. Therefore, we have the following result :
Theorem 0.6. Let g be a metri in Hp2 (M,T
∗M ⊗ T ∗M), with p > n. If µ(g) ≤ 0 then
the solutions of (8) are proportional.
In this part, we showed that almost all of the results and properties known about the
Yamabe problem, and some properties in the equivariant ase, holds in the singular ase
(when the metri satises the assumption (H) dened above). A question that naturally
arises is the possibility of deleting some onditions in the assumption (H). For example,
an we onsider metris in Hp2 without the smoothness ondition in a ball ? The answer
seems diult and this question will not be treated in this thesis.
Seond part
The seond part is independent from the rst (they are mathematially linked, but the
results of the rst part are not used in the seond).
Suppose that (M, g) is a smooth ompat Riemannian manifold of dimension n ≥ 3. The
prinipal goal of the two last hapters of this part is to study HebeyVaugon onjeture
that an be stated in the following way :
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Conjeture 0.2 (E. Hebey and M. Vaugon [?℄). Let G be a subgroup of I(M, g). If (M, g)
is not onformal to (Sn, gcan) or if the ation of G has no xed point, then the following
inequality holds
inf
g′∈[g]G
J(g′) < n(n− 1)ω2/nn ( inf
Q∈M
cardOG(Q))
2/n
(12)
This onjeture generalizes naturally T. Aubin's onjeture 0.1. In fat
inf
g′∈[g]G
J(g′) = 4
n− 1
(n− 2)µG(g)
(if G = {id} then the two onjetures are the same).
Denote by Wg the Weyl tensor assoiated to g. For all P ∈M , we dene ω(P ) by
ω(P ) = inf{|β| ∈ N/‖∇βWg(P )‖ 6= 0}, ω(P ) = +∞ if ∀β ‖∇βWg(P )‖ = 0
To prove the onjeture, we need to onstrut a G−invariant test funtion φ suh that
Ig(φ) < n(n− 1)ω2/nn ( inf
Q∈M
cardOG(Q))
2/n
Thus, all of the diulties are in the onstrution of a suh funtion. For some ases, we
an use the test funtions onstruted by T. Aubin [?℄ and R. Shoen [?℄ to prove the
onjeture 0.1. They have been already proven by E. Hebey and M. Vaugon [?℄. But the
item 3, presented in the following theorem, uses test funtions dierent than T. Aubin
and R. Shoen ones.
Theorem 0.7 (E. Hebey and M. Vaugon). Let (M, g) be a smooth ompat Riemannian
manifold of dimension n ≥ 3 and G be a subgroup of I(M, g). We always have :
inf
g′∈[g]G
J(g′) ≤ n(n− 1)ω2/nn ( inf
Q∈M
cardOG(Q))
2/n
and inequality (12) holds if one of the following items is satised.
1. The ation of G on M is free
2. 3 ≤ dimM ≤ 11
3. There exists a point P with minimal orbit (nite) under G suh that ω(P ) > (n−6)/2
or ω(P ) ∈ {0, 1, 2}.
The remaining ase of the onjeture, is the ase when n ≥ 12 and ω ∈ [[3, [(n − 6)/2]]].
In hapter 5, we prove the following result :
Theorem 0.8. The onjeture 0.2 holds if there exists a point P ∈M with minimal orbit
(nite) for whih ω(P ) ≤ 15 or if the degree of the leading part of Rg is greater or equal
to ω(P ) + 1, in the neighborhood of this point P .
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Corollary 0.1. The onjeture 0.2 holds for every smooth ompat Riemannian manifold
(M, g) of dimension n ∈ [3, 37].
We prove this theorem using long and subtle omputations (introdued by T. Aubin [?℄).
We use the test funtion ϕε, dened in the following way : for an arbitrary xed point P
in M , for any Q ∈M
ϕε(Q) = (1− rω+2f(ξ))uε(Q) (13)
with uε(Q) =


(
ε
r2 + ε2
)n−2
2
−
(
ε
δ2 + ε2
)n−2
2
if Q ∈ BP (δ)
0 if Q ∈M − BP (δ)
(14)
where r = d(Q,P ) is the distane between P and Q. (r, ξj) is a geodesi oordinates
system of Q, dened in the neighborhood of P , and BP (δ) is a geodesi ball of enter P
and of radius δ, xed suiently small, and f is a funtion depending only on ξ suh that∫
Sn−1
fdσ = 0. The hoie of the this funtion f allow us to prove the results of this part.
We obtain also the following theorem :
Theorem 0.9. Let (M, g) be a ompat Riemannian manifold of dimension n ≥ 3. For
any P ∈M suh that ω(P ) ≤ (n− 6)/2, there exists f ∈ C∞(Sn−1) with vanishing mean
integral, suh that
µ(g) ≤ Ig(ϕε) < n(n− 2)
4
ω
2/n
n−1
This result generalizes T. Aubin's [?℄ theorem (whih orresponds to ω = 0 and proves
onjeture 0.1). For the above theorem, the funtion f is dened as
f =
q∑
k=1
ckνkϕk
where ϕk are the eigenfuntions of the Laplaian on the sphere Sn−1, νk are the assoiated
eigenvalues, and q ∈ [[1, [ω
2
]]]. The onstants ck are given expliitly. If f is G−invariant,
then we would onstrut, using ϕk, a G−invariant test funtion, whih would prove the
onjeture 0.2, in all the remaining ases. Unfortunately, f is only G−invariant for a
speial hoie of ck, and this partiular hoie allows us to prove the onjeture only in
the ases stated in theorem 0.8.
Chapitre 1
Théorèmes de régularité et généralités
Tout au long de ette thèse, on utilise la onvention d'Einstein pour les indies. M sera
toujours une variété ompate, sans bord, C∞ de dimension n ≥ 3, sauf mention ontraire.
On ommene par rappeler les dénitions des ourbures de Riemann, Rii, salaire et de
Weyl.
1.1 Les ourbures
Dénition 1.1. Soient (M, g) une variété riemannienne C∞ et ∇g (ou simplement ∇)
la onnexion riemannienne assoiée (i.e. la onnexion sans torsion pour laquelle g est
à dérivée ovariante nulle). On note par Γ(M) l'ensemble des hamps de veteurs C∞
dénis sur M .
1. X, Y , Z et T étant quatre hamps de veteurs dans Γ(M). La ourbure de Riemann
R est l'appliation bilinéaire antisymétrique de Γ(M)×Γ(M) dansHom(Γ(M),Γ(M)),
dénie par
R(X, Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z
On appelle tenseur de ourbure de Riemann de g le hamp de tenseur C∞ quatre
fois ovariants déni par
R(X, Y, Z, T ) = g(X,R(Z, T )Y ) = RijklX
iY jZkT l
dans une arte loale ; Rijkl sont les omposantes du tenseur de ourbure.
2. La ourbure de Rii de g est le hamp de tenseur C∞, deux fois ovariants, obtenu
en ontratant par g le tenseur de ourbure de Riemann de g de la manière suivante
Ricij = g
klRkilj
où gkl sont les omposantes de g−1.
3. La ourbure salaire de g est la trae du tenseur de Rii, notée Rg. Dans une arte
loale Rg = g
ijRicij
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Propriétés 1.1. Soient X un hamp de veteurs et ω une 1−forme. Dans un système
de oordonnées loales, (∇∂iX)k est notée ∇iXk et (∇∂iω)k est notée ∇iωk. Rappelons les
formules de permutation des dérivées ovariantes suivantes
∇ijX l −∇jiX l = RlkijXk, ∇ijωl −∇jiωl = −Rklijωk
où Rlkij = g
lmRmkij.
Pour tout hamp de tenseur C2 deux fois ovariants T :
∇ijTkl −∇jiTkl = −RmkijTml −RmlijTkm
On aura l'oasion d'utiliser es propriétés dans le hapitre 4 et l'appendie.
Dénition 1.2. La ourbure de Weyl W de la variété riemannienne (M, g), de dimension
n ≥ 3 est dénie par le hamp de tenseurs quatre fois ovariants dont les omposantes
sont
Wijkl = Rijkl − 1
n− 2(Rikgjl − Rilgjk +Rjlgik − Rjkgil) +
Rg
(n− 1)(n− 2)(gikgjl − gilgjk)
Le tenseur de Weyl est obtenu à partir du tenseur de ourbure de Riemann, en reherhant
un tenseur invariant par transformation onforme de la variété : si g˜ = efg est une métrique
onforme à g alors Wg˜ = e
fWg.
Dénition 1.3. Une variété riemannienne (M, g) est dite onformément plate si pour
tout Q ∈ M , il existe un voisinage ouvert Ω de Q et une métrique g˜ onforme à g, tels
que le tenseur de ourbure de Riemann assoié à la métrique g˜ est identiquement nul sur
Ω.
Le tenseur de Weyl est identiquement nul si la variété est de dimension 3 ou si elle est
onformément plate.
1.2 Le Laplaien
Dénition 1.4. Sur (M, g) une variété riemannienne C∞, le Laplaien ∆gf d'une fon-
tion f ∈ C2(M) est l'opposé de la trae de la hessienne de f , donné par
∆gf = −∇i∇if = −gij∇i∇jf = −gij(∂ijf − Γkij∂kf)
Dans un système de oordonnées polaires (r, ξi) (i.e. grr = 1, grξi = 0) si f(r) est une
fontion radiale alors le Laplaien de f s'érit
∆gf(r) = −f ′′(r)− n− 1
r
f ′(r)− f ′(r)∂r log
√
det g
1.3. LES ESPACES DE SOBOLEV 21
Remarques. Tout au long de ette thèse, on utilise le Laplaien géométrique déni
i-dessus, ave des valeurs propres positives.
On dénit le Laplaien ∆gf d'une fontion f ∈ H1(M) (voir plus bas pour la dénition
de H1(M)) par : pour tout ψ ∈ H1(M)
(∆gf, ψ)g,L2 = (∇f,∇ψ)g,L2
où (·, ·)g,L2 est le produit salaire standard dans L2(M) muni de la métrique g, dont on
omettra la lettre g lorsque il n y a pas d'ambiguïté.
1.3 Les espaes de Sobolev
Dénition 1.5. Soit (M, g) une variété riemannienne C∞ de dimension n, p ≥ 1 un
nombre réel, k et r sont deux entiers naturels
1. L'espae de Sobolev Hpk(M) est le omplété de l'espae {f ∈ C∞(M), |∇lf | ∈
Lp(M) ∀ 0 ≤ l ≤ k} pour la norme
‖f‖p,k =
k∑
l=0
‖∇lf‖p
2. Cr,β(M) est l'espae de Hölder des fontions Cr dont la r-ème dérivée appartient à
Cβ(M) = {f ∈ C0(M), ‖f‖Cβ := ‖f‖∞ + sup
P 6=Q
|f(P )− f(Q)|
d(P,Q)β
< +∞}
ave β ∈ [0, 1[.
C0,1(M) est l'ensemble des fontions lipshitzienne.
L'espae H2k(M) est un espae de Hilbert pour le produit salaire suivant
(f, h)Hk =
k∑
l=0
(∇lf,∇lh)L2
Dans la suite, H2k(M) est noté Hk(M).
La norme orrespondante au produit salaire sur Hk(M) est équivalente à la norme ‖·‖2,k.
Dénition 1.6. Soit (M, g0) une variété riemannienne ompate de dimension n. On
note par T ∗(M) le bré otangent de M . L'espae Hpk(M,T
∗M⊗T ∗M) est l'ensemble des
setions g (des tenseurs 2 fois ovariants) telles que dans toute arte exponentielle, les
omposantes gij de g sont dans H
p
k .
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L'espae Hpk(M,T
∗M ⊗ T ∗M) ne dépend pas de la métrique g0. On peut aussi dénir et
espae, en utilisant le théorème du plongement isométrique de Nash. Les deux théorèmes
qui suivent sont enore valables pour et espae Hpk(M,T
∗M ⊗ T ∗M).
Théorème 1.1 (Théorème d'inlusions de Sobolev). Soit (M, g) une variété rieman-
nienne ompate de dimension n.
(i) Si k et l deux entiers (k > l ≥ 0), p et q deux réels (p > q ≥ 1) qui vérient 1/p =
1/q− (k− l)/n alors Hqk(M) est inlus dans Hpl (M) et l'inlusion Hqk(M) ⊂ Hpl (M)
est ontinue.
(ii) Si r ∈ N et (k − r)/n > 1/q alors l'inlusion Hqk(M) ⊂ Cr(M) est ontinue
(iii) Si (k−r−β)/n ≥ 1/q alors l'inlusion Hqk(M) ⊂ Cr,β(M) est ontinue ave β ∈]0, 1[
dans tous les as Hqk(M) ne dépend pas de la métrique g
Une preuve détaillée du théorème est donnée dans le livre de T. Aubin [?℄, hapitre 2,
elui de Adams [?℄ ou de E. Hebey [?℄. On utilisera souvent l'espae de Hilbert H1(M)
muni de la norme
‖ϕ‖2H1 = ‖ϕ‖22 + ‖∇ϕ‖22
pour minimiser des fontionnelles. Cet espae est inlus ontinûment dans Lq(M), pour
tout q ∈ [1, 2n/(n− 2)].
Kondrakov a montré que les inlusions de Sobolev sont ompates dans les as suivants :
Théorème 1.2 (Kondrakov). Soit (Mn, g) une variété riemannienne ompate. k un
entier naturel, p et q deux nombres réels qui vérient 1 ≥ 1/p > 1/q − k/n > 0 alors
(i) l'inlusion Hqk(M) ⊂ Lp(M) est ompate
(ii) l'inlusion Hqk(M) ⊂ Cα(M) est ompate si k − α > n/q ave 0 ≤ α < 1
Grâe aux inlusions de Sobolev, on montre le résultat suivant :
Proposition 1.1. Soit (M, g) une variété riemannienne ompate de dimension n. Si
p > n/2 alors Hp2 (M) est une algèbre.
Preuve. Il sut de montrer que si ϕ et ψ sont dans Hp2 (M) alors ψϕ ∈ Hp2 (M). Par les
inlusions de Sobolev (théorème 1.1), Hp2 (M) ⊂ Cβ(M) don ϕ et ψ sont ontinues. Par
la ompaité de M et la ontinuité de ϕ et ψ :
∇(ψϕ) = ψ∇ϕ+ ϕ∇ψ ∈ Lp(M)
D'autre part
∇2(ψϕ) = ψ∇2ϕ+ ϕ∇2ψ +∇ϕ⊗∇ψ +∇ψ ⊗∇ϕ ∈ Lp(M)
En eet, |ψ∇2ϕ|+ |ϕ∇2ψ| ∈ Lp(M) par le même argument que préédemment, et omme
‖|∇ϕ||∇ψ|‖p ≤ ‖∇ϕ‖2p‖∇ψ‖2p
est borné (f. théorème 1.1) alors |∇ϕ||∇ψ| ∈ Lp(M). D'où ϕψ ∈ Hp2 (M)
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1.3.1 Théorèmes des espaes de Banah
Théorème 1.3. Un espae de Banah B est réexif si et seulement si sa boule unité
fermée est faiblement ompat.
Puisque les espaes de Sobolev sont réexifs, on utilisera e théorème omme suit : si on
a une ertaine suite de fontions (ϕi)i∈N bornée dans Hk(M) alors il existe une sous-suite
(ϕqi)i∈N qui onverge vers ϕ ∈ Hk(M) et lim inf i→+∞ ‖ϕqi‖Hk ≥ ‖ϕ‖Hk
Théorème 1.4. Soit p ∈]1,+∞[ et (ϕi)i∈N une suite bornée dans Lp(B), qui onverge
presque partout vers ϕ, alors ϕ ∈ Lp(B) et (ϕi) onverge faiblement vers ϕ dans Lp(B).
1.4 Inégalité de la meilleure onstante
Théorème 1.5 (AubinTalenti). Soit (M, g) une variété riemannienne ompate de di-
mension n. Pour tout ε > 0 il existe A(ε) > 0 tel que
∀ϕ ∈ Hp1 (M) ‖ϕ‖p∗ ≤ (K(n, p) + ε)‖∇ϕ‖p + A(ε)‖ϕ‖p
p∗ =
np
n− p et K(n, p) =
p− 1
n− p
(
n− p
n(p− 1)
)1/p[
Γ(n + 1)
Γ(n/p)Γ(n+ 1− n/p)ωn−1
]1/n
K(n, 1) =
1
n
[
n
ωn−1
]1/n
K(n, p) est la meilleure onstante au sens où pour toute onstante plus petite qui rem-
plae K(n, p), l'inégalité i-dessus devient fausse pour une ertaine fontion ϕ ∈ Hp1 (M).
La preuve détaillée du théorème de T. Aubin est reprise dans le livre [?℄. Beauoup de
travaux ont été faits depuis sur la validité de ette inégalité (sur les puissanes dans ette
inégalité aussi) lorsque ε = 0. Des résultats ont été obtenus par T. Aubin et Y.Y. Li [?℄,
R.J. Biezuner [?℄, O. Druet [?, ?℄, E. Hebey et M. Vaugon [?, ?℄...
Dans le hapitre suivant (f. théorème 1.7), on généralisera ette inégalité par l'inégalité
de Hardy.
1.5 L'inégalité de Hardy sur une variété ompate
Dénition 1.7. Soit P un point d'une variété riemannienne (M, g). ρP est la fontion
dénie par :
ρP (Q) =
{
d(P,Q) si d(P,Q) < δ(M)
δ(M) si d(P,Q) ≥ δ(M) (1.1)
ave δ(M) le rayon d'injetivité de la variété M
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La fontion ρ dépend évidemment du point P ∈ M que l'on omettra parfois dans les
notations.
Dénition 1.8. Sur une variété riemannienne (M, g), on dénit Lp(M, ργ) omme étant
l'espae des fontions u telles que ργ |u|p soit intégrable. On le munit de la norme
‖u‖pp,ργ :=
∫
M
ργ|u|pdv
où p ≥ 1 et ρ est la fontion introduite dans la dénition préédente.
Proposition 1.2. Pour tout p ≥ 1, Lp(M, ργ) muni de la norme ‖ · ‖p,ργ est un espae
de Banah
Preuve. La omplétude de l'espae Lp(M, ργ) pour la norme ‖ · ‖p,ργ déoule du fait que
Lp(M) est un espae omplet et que ‖u‖p,ργ = ‖ργ/pu‖p pour tout u ∈ Lp(M, ργ)
Théorème 1.6 (Inégalité de Hardy). Pour toute fontion u ∈ C∞o (Rn), il existe une
onstante c > 0 telle que
‖|x|γu‖p ≤ c‖|x|β∇lu‖q
où 1 ≤ q ≤ p ≤ qn/(n− lq), γ = β − l + n(1/q − 1/p) > −n/p et n > lq
Ce type d'inégalité à une dimension a été introduite par Hardy, puis généralisée pour
toute dimension, le livre de V.G. Maz'ja [?℄ est une bonne référene où on trouvera la
preuve de e théorème. Dans notre étude, on s'intéresse à ette inégalité dans le as où
β = 0 et l = 1. Dans e as préis, la onstante c = K(n, q, γ) est la meilleure onstante
dans l'inégalité i-dessus. Si pγ > −q, ette onstante est atteinte pour la fontion
x 7→ (1 + |x|(q+pγ)/(q−1))(q−n)/(q+pγ)
et K(n, q,−q) = q/(n− q). (f. [?℄, [?℄)
Théorème 1.7. Soit (M, g) une variété riemannienne ompate de dimension n et p, q et γ
des nombres réels qui satisfont (γ + n)/p = −1 + n/q > 0 et 1 ≤ q ≤ p ≤ qn/(n − q).
Pour tout ε > 0, il existe A(ε, q, γ) tel que
∀u ∈ Hq1(M) ‖u‖p,ργ ≤ (K(n, q, γ) + ε)‖∇u‖q + A(ε, q, γ)‖u‖q (1.2)
en partiulier K(n, q, 0) = K(n, q) la meilleure onstante dans l'inégalité de Sobolev
Preuve. La preuve de e théorème est quasiment identique à elle de T. Aubin (voir [?℄,
hapitre 2) dans le as des inlusions de Sobolev sur les variétés riemanniennes omplètes
à ourbure bornée.
On ommene par montrer le lemme suivant :
Lemme 1.1. Pour tout f ∈ Hq1(M) à support dans BP (δ)
‖f‖p,ργ ≤ Kδ(n, q, γ)‖∇f‖q
ave BP (δ) une boule de entre P et de rayon δ < δ(M). Lorsque δ → 0, Kδ(n, q, γ) →
K(n, q, γ)
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Preuve du lemme. On se plae dans un système de oordonnées géodésiques {r, θi},
entré en P . Soit ε > 0 donné, si δ est hoisi susamment petit, on a les estimées de la
métrique suivantes (Aubin [?℄, p. 20) :
1− ε ≤
√
gθiθi(r, θ) ≤ 1 + ε et (1− ε)n−1 ≤
√
det g(r, θ) ≤ (1 + ε)n−1
où g = dr2 + r2gθiθjdθ
idθj.
Si on pose f˜(x) = f(expP x), on obtient une fontion bien dénie sur R
n
à support dans
{x ∈ Rn; |x| < 1} qui vérie, d'après le théorème 1.6 :
(∫
Rn
|x|γ|f˜ |pdx
)1/p
≤ K(n, q, γ)
(∫
Rn
|∇f˜ |qdx
)1/q
de plus si Q = expP x ∈ BP (δ) alors
|x| = d(P,Q) = ρ(Q) et (1− ε)|∇f˜ |E(x) ≤ |∇f |g(expP x)
On déduit que
‖f‖p,γ ≤ (1 + ε)(n−1)/p‖f˜‖p,γ et ‖∇f‖q ≥ (1− ε)1+(n−1)/q‖∇f˜‖q
Finalement
‖f‖p,ργ ≤ Kδ(n, q, γ)‖∇f‖q
ave Kδ(n, q, γ) = (1 − ε)−1+(1−n)/q(1 + ε)(n−1)/pK(n, q, γ). Ce qui ahève la preuve du
lemme.
Pour terminer la preuve du théorème, on onsidère un reouvrement ni {BPi(δ)}1≤i≤m
de M qui existe puisque la variété est ompate. Soit {hi}1≤i≤m une partition de l'unité
assoiée à e reouvrement. On pose
ηi =
h
[q]+1
i∑m
k=1 h
[q]+1
k
où [q] est la partie entière de q. {BPi(δ), ηi}1≤i≤m est aussi une partition de l'unité de M
et η
1/q
i ∈ C1(M), don il existe H > 0 tel que, pour tout i ≤ m : |∇η1/qi | ≤ H
Pour tout u ∈ Hq1(M), on a
‖u‖qp,ργ = ‖uq‖p/q,ργ = ‖
m∑
i=1
ηiu
q‖p/q,ργ ≤
m∑
i=1
‖ηiuq‖p/q,ργ ≤
m∑
i=1
‖η1/qi u‖qp,ργ
Or d'après le lemme 1.1, on a pour tout i ≤ m
‖η1/qi u‖qp,ργ ≤ Kqδ (n, q, γ)‖∇(η1/qi u)‖qq
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don
‖u‖qp,ργ ≤ Kqδ (n, q, γ)
m∑
i=1
∫
M
(|∇η1/qi ||u|+ η1/qi |∇u|)qdv
≤ Kqδ (n, q, γ)
m∑
i=1
∫
M
ηi|∇u|q + µ|∇u|q−1|∇η1/qi |η(q−1)/qi |u|+ ν|∇η1/qi |q|u|qdv
≤ Kqδ (n, q, γ)(‖∇u‖qq + µmH‖∇u‖q−1q ‖u‖q + νmHq‖u‖qq)
ar il existe µ, ν ∈ R+ tel que pour tout t ≥ 0, (1 + t)q ≤ 1 + µt+ νtq
On a aussi pour tout z, y, λ ∈ R∗+ qzq−1y ≤ λ(q − 1)zq + λ1−qyq
Si on pose z = ‖∇u‖q, y = ‖u‖q et λ = qε0/(µmH(q − 1)) ave ε0 > 0 petit, on obtient
‖u‖qp,ργ ≤ Kqδ (n, q, γ)[(1 + ε0)‖∇u‖qq + A(ε0)‖u‖qq]
On peut hoisir δ et ε0 susamment petits de sorte queKδ(n, q, γ)(1+ε0)
1/q ≤ K(n, q, γ)+
ε et si on pose A(ε, q, γ) = (K(n, q, γ) + ε)A(ε0)
1/q
alors l'inégalité (1.2) est établie
Théorème 1.8. Soit (M, g) une variété riemannienne ompate de dimension n.
1. Si (γ + n)/p = −1 + n/q > 0 et 1 ≤ q ≤ p alors l'inlusion Hq1(M) ⊂ Lp(M, ργ) est
ontinue.
2. Si (γ + n)/p > −1 + n/q > 0, γ ≤ 0 et q ≤ p alors ette inlusion est ompate.
Preuve. La preuve de la première partie de e théorème est évidente ompte tenu de
l'inégalité démontrée dans le théorème 1.7. La seonde partie du théorème est établie si
on montre que Hq1(M) ⊂ Lr(M) ⊂ Lp(M, ργ) ontinûment, où la première inlusion est
ompate pour un ertain r ≥ 1 que l'on déterminera.
D'après l'inégalité de Hölder, on a pour tout u ∈ Hq1(M)
‖u‖pp,ργ =
∫
M
ργ |u|pdv ≤
(∫
M
ργr
′
dv
)1/r′
‖u‖pr
où r′ = r/(r − p). Pour que le seond membre de ette inégalité soit ni, il sut que
γr/(r − p) > −n, pour le premier fateur, et 1/r > 1/q − 1/n, pour le seond fateur.
De plus le théorème de Kondrakov 1.2 assure que si r ≥ 1 satisfait la deuxième inégalité
alors l'inlusion Hq1(M) ⊂ Lr(M) est ompate. On en déduit que l'on doit avoir
n
r
<
γ + n
p
et
n
r
> −1 + n
q
Puisque (γ + n)/p > −1 + n/q par hypothèse alors, pour que u ∈ Lp(M, ργ) et que
l'inlusion soit ompate, il sut de poser
n
r
=
1
2
(
γ + n
p
− 1 + n
q
)
Comme γ ≤ 0 on a n/r < (γ + n)/p ≤ n/p don r > p ≥ 1.
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Remarque. Puisque la fontion ρ (f. dénition 1.7) dépend de P ∈M , l'espae Lp(M, ργP )
dépend aussi du point P hoisi, et si P 6= P ′, il n'y a pas en général d'inlusions entre
Lp(M, ργP ) et L
p(M, ργP ′). Cependant les inlusions et les inégalités qu'on a déjà montrées
dans les théorèmes 1.7 et 1.8 sont valables pour tout point P ∈M .
1.6 La régularité des solutions de l'équation de type
Yamabe
Lorsque on herhe des solutions d'équations aux dérivées partielles, la première étape
donne fréquemment des solutions faibles (dans notre as, elles seront dans H1(M)). Dans
la plupart des as on trouve la régularité des solutions en appliquant le théorème de
régularité pour les opérateurs elliptiques à oeients ontinus suivant :
Théorème 1.9. Soient Ω un ouvert de Rn et L un opérateur linéaire d'ordre 2 unifor-
mément elliptique qui s'érit sous la forme
L(u) = aij∂iju+ b
i∂iu+ hu (1.3)
où aij , bi et h sont des fontions bornées dans Ck, k ∈ N.
Soit u une solution de l'équation Lu = f au sens des distributions.
(i) Si f ∈ Ck,α(Ω) alors u ∈ Ck+2,α(Ω)
(ii) Si f ∈ Hpk(Ω) alors u ∈ Hpk+2(Ω)
Ce théorème est standard, on peut en trouver une preuve dans le livre de D. Gilbarg et
N. Trudinger [?℄.
Les deux théorèmes suivants permettent de trouver la meilleure régularité des solutions
d'un ertains type d'équations. Ils sont fondamentaux pour la suite, assoiés aux théorèmes
de régularité habituels pour les opérateurs elliptiques i-dessus. N. Trudinger [?℄ avait
montré que les solutions faibles de l'équation de Yamabe (3.1) (voir hapitre 3) sont
toujours C∞ grâe à es deux théorèmes. Le premier théorème a été utilisé impliitement
par H. Yamabe [?℄ et on peut en trouver une preuve dans l'artile de J. Serrin [?℄. Le
deuxième théorème est plus spéique ar il s'applique à des équations de type Yamabe
qu'on étudiera dans le prohain hapitre.
Théorème 1.10. Sur une variété riemannienne ompate (M, g), si u ≥ 0 est une solu-
tion faible dans H1(M), non triviale, de l'équation ∆u+ hu = 0, 'est à dire si
∀v ∈ H1(M) (∇u,∇v)L2 + (hu, v)L2 = 0
ave h ∈ Lp(M) et p > n/2, alors u ∈ C1−[n/p],β(M) et est stritement positive bornée.
[n/p] est la partie entière de n/p et β ∈]0, 1[.
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Observons que si u est une fontion qui satisfait les hypothèses de e théorème alors
∆u ∈ Lp(M). Par le théorème de régularité 1.9, u ∈ Hp2 (M) et par les inlusions de
Sobolev, u ∈ C1−[n/p],β(M)
Le théorème 1.10 permet de montrer le théorème suivant :
Théorème 1.11. Soit (M, g) une variété riemannienne ompate C∞ de dimension n.
p et h˜ sont deux nombres réels, ave p > n/2. Si ϕ ∈ H1(M) une solution faible positive
non triviale de l'équation
∆gψ + hψ = h˜ψ
n+2
n−2
(1.4)
alors ϕ ∈ Hp2 (M) ⊂ C1−[n/p],β(M) et ϕ est stritement positive.
Preuve. Pour montrer e théorème, il sut de montrer qu'il existe ε > 0 tel que ϕ ∈
L(ε+2n)/(n−2)(M). En eet si ϕ satisfait aux hypothèses du théorème et qu'elle est dans
L(ε+2n)/(n−2)(M), alors elle est solution de l'équation
∆gu+ (h− h˜ϕ 4n−2 )u = 0
ave h − h˜ϕ 4n−2 ∈ Lr(M) et r = min(p, 2n+ε
4
) > n/2. Par le théorème 1.10, on en déduit
que ϕ est stritement positive bornée. Par le théorème de régularité 1.9 et les inlusions
de Sobolev, on montre que ϕ appartient à Hp2 (M) ave p > n/2.
Soient l un nombre réel stritement positif et H , F deux fontions réelles ontinues sur
R+ dénies par :
H(t) =
{
tγ si 0 ≤ t ≤ l
lq−1(qlq−1t− (q − 1)lq) si t > l
F (t) =
{
tq si 0 ≤ t ≤ l
qlq−1t− (q − 1)lq si t > l
où γ = 2q − 1, et 1 < q < n(p− 1)
p(n− 2)
Comme ϕ est une fontion positive appartenant à H1(M), H ◦ ϕ et F ◦ ϕ sont également
dans H1(M). Notons que pour tout t ∈ R+ − {l}
qH(t) = F (t)F ′(t), (F ′(t))2 ≤ qH ′(t) et F 2(t) ≥ tH(t) (1.5)
Si ϕ est une solution faible de l'équation (1.4) alors
∀ψ ∈ H1(M)
∫
M
∇ϕ · ∇ψdv +
∫
M
hϕψdv = h˜
∫
M
ϕN−1ψdv (1.6)
où N = 2n/(n− 2).
On hoisit ψ = η2H ◦ϕ, où η est une fontion de lasse C1 à support dans la boule BP (2δ)
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de rayon 2δ susamment petit telle que η = 1 sur BP (δ). Si on substitue dans (1.6), on
obtient∫
M
η2H ′ ◦ϕ|∇ϕ|2dv + 2
∫
M
ηH ◦ϕ∇ϕ · ∇ηdv = h˜
∫
M
ϕN−1η2H ◦ ϕdv−
∫
M
hϕη2H ◦ ϕdv
(1.7)
On pose f = F ◦ ϕ. On estimera les quatre intégrales i-dessus, en utilisant la fontion
f et les relations (1.5). On a ∇f = F ′ ◦ ϕ∇ϕ don, en utilisant la deuxième relation de
(1.5)
|∇f |2 = (F ′ ◦ ϕ)2|∇ϕ|2 ≤ qH ′ ◦ ϕ|∇ϕ|2
On en déduit que la première intégrale de l'égalité (1.7) est minorée par
1
q
‖η∇f‖22 ≤
∫
M
η2H ′ ◦ ϕ|∇ϕ|2dv
La première relation de (1.5) et l'inégalité de CauhyShwarz impliquent que la deuxième
intégrale de (1.7) est minorée par :
2
∫
M
ηH ◦ ϕ∇ϕ · ∇ηdv = 2
q
∫
M
ηf∇f∇ηdv ≥ −2
q
‖f∇η‖2‖η∇f‖2
Grâe à la dernière relation de (1.5), on a ϕH ◦ϕ ≤ f 2. Les deux intégrales de droite dans
(1.7) sont don majorées par :∣∣∣∣h˜
∫
M
ϕN−1η2H ◦ ϕdv −
∫
M
hϕη2H ◦ ϕdv
∣∣∣∣ ≤ |h˜|‖ϕ‖4/(n−2)N,2δ ‖ηf‖2N + ‖h‖p‖ηf‖22p/(p−1)
où ‖ϕ‖NN,r =
∫
BP (r)
ϕNdv. Si on regroupe es estimées, l'égalité (1.7) devient :
‖η∇f‖22 − 2‖f∇η‖2‖η∇f‖2 ≤ q(|h˜|‖ϕ‖4/(n−2)N,2δ ‖ηf‖2N + ‖h‖p‖ηf‖22p/(p−1)) (1.8)
Remarquons que pour tout nombre réel positif a, b, c et d, si a2 − 2ab ≤ c2 + d2 alors
a ≤ c+ d+ 2b. En utilisant ette remarque, l'inégalité (1.8) devient :
‖η∇f‖2 ≤
√
q|h˜|‖ϕ‖2/(n−2)N,2δ ‖ηf‖N +
√
q‖h‖p‖ηf‖2p/(p−1) + 2‖f∇η‖2 (1.9)
Par les inlusions de Sobolev (f. théoème 1.1) on sait qu'il existe une onstante c > 0 qui
dépend seulement de n telle que
‖ηf‖N ≤ c(‖η∇f‖2 + ‖f∇η‖2 + ‖ηf‖2)
Le hoix de q (q < N) et l'inégalité (1.9) permettent d'érire
(1− c
√
N |h˜|‖ϕ‖2/(n−2)N,2δ )‖ηf‖N ≤ c
(√
N‖h‖p‖ηf‖2p/(p−1) + 3‖f∇η‖2 + ‖ηf‖2
)
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On hoisit δ susamment petit pour que
‖ϕ‖2/(n−2)N,2δ ≤ 1/(2c
√
N |h˜|)
ensuite on fait tendre l vers +∞, on en déduit qu'il existe une onstante C > 0 qui dépend
de n, δ, ‖η‖∞, ‖∇η‖∞, ‖h‖p et |h˜| telle que
‖ϕq‖N,2δ ≤ C(‖ϕq‖2 + ‖ϕq‖2p/(p−1))
Comme
2p
p−1
q < N et que ϕ est bornée dans LN on a
‖ϕ‖qN,2δ ≤ C
Si (ηi)i∈I est une partition de l'unité subordonnée au reouvrement {BPi(δ)}i∈J de la
variété M alors
‖ϕ‖qNqN =
∑
i∈I
‖ηiϕ‖qNqN,δi ≤ C
on en déduit que ϕ ∈ LqN ave qN > N . En tenant ompte de e qui a été dit au début
de la preuve, le théorème est démontré.
Proposition 1.3. Soit (M, g) une variété riemannienne ompate, si u est une solution
faible dans H1(M) de l'équation ∆u + hu = f , où h et f sont deux fontions telles que
h ∈ Lp(M) et f ∈ Lq(M), p > n/2 et q ≥ 1, alors u ∈ Hmin(p,q)2 (M)
Preuve. Distinguons les deux as q ≥ p et q < p.
(i) Si q ≥ p . Supposons que u ∈ Lsi(M) et satisfait les hypothèses de la proposition.
Alors hu ∈ L
psi
p+si (M), don ∆u ∈ L
psi
p+si (M) ar psi/(p + si) < q. Le théorème de
régularité 1.9 assure que u ∈ H
psi
p+si
2 (M). Ensuite, les inlusions de SobolevH
r
2(M) ⊂
Ls(M) si r ≤ n/2 ave s = nr/(n − 2r) et Hr2(M) ⊂ C1−[n/r],β(M) si r > n/2
permettent d'érire

s0 = N
u ∈ Lsi+1(M) où si+1 = npsinp−(p−2n)si si si ≤
np
2p−n
u ∈ Hp2 (M) si si > np2p−n
S'il existe i ∈ N tel que si > np2p−n e qui est équivalent à psip+si > n/2 alors u ∈
C0,β(M), e qui implique que ∆u ∈ Lp(M), don u ∈ Hp2 (M) et la proposition est
démontrée. S'il existe i ∈ N tel que si = np2p−n alors u ∈ L∞(M) et on onlut par le
théorème de régularité que u ∈ Hp2 (M). Supposons que pour tout i ∈ N, si < np2p−n
alors la suite (si)i∈N est roissante majorée, don elle onverge vers s = 0 e qui est
impossible.
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(ii) Supposons que q < p alors on doit montrer que u ∈ Hq2(M). Supposons que
u ∈ Lsi(M) et satisfait les hypothèses de la proposition. Cei implique que hu ∈
L
psi
p+si (M) don ∆u ∈ Lri(M) ave ri = min(q, psip+si ). Par le théorème de régula-
rité 1.9, u ∈ Hri2 (M). Don

s0 = N
u ∈ Lsi+1(M) où si+1 = nrin−2ri si ri ≤ n/2
u ∈ Hq2(M) si ri > n/2
En eet, omme u ∈ Hri2 (M), s'il existe i ∈ N tel que ri > n/2 alors u est ontinue,
don ∆u = hu − f ∈ Lq(M) d'où u ∈ Hq2(M). Si ri = n/2 alors u ∈ L∞(M) don
hu− f ∈ Lq(M), d'où u ∈ Hq2(M).
Le seul as qui reste à étudier est bien le as où ri < n/2 pour tout i ∈ N. Dans
e as, s'il existe i ∈ N tel que q ≤ psi
p+si
alors ri = q et u ∈ Hq2(M). Sinon pour
tout i ∈ N, ri = psip+si < n/2 et on retrouve le as (i) où la suite (si) est roissante
majorée et onverge vers 0, e qui est absurde.
Proposition 1.4. Soit (M, g) une variété riemannienne ompate de dimension n et soit
L := ∆ + h un opérateur linéaire ave h ∈ Lp(M) et p > n/2. Si la plus petite valeur
propre λ de L est stritement positive alors
i. L est oerif, autrement dit il existe c > 0 tel que
∀ψ ∈ H1(M) (Lψ, ψ)L2 ≥ c(‖∇ψ‖22 + ‖ψ‖22)
ii. pour tout q > 2n/(n+ 2), L : H
min(p,q)
2 (M) −→ Lq(M) est inversible
Preuve. L admet une plus petite valeur propre, ar si λ est une valeur propre de fontion
propre ψ alors il existe C > 0 tel que
λ‖ψ‖22 = (Lψ, ψ)L2 = ‖∇ψ‖22 +
∫
M
hψ2dv ≥ −‖h‖p‖ψ‖22p/(p−1) ≥ −C‖h‖p‖ψ‖22
Don λ ≥ −C‖h‖p. Si λ est la plus petite valeur propre de L alors
λ = inf
ϕ∈H1(M)−{0}
E(ϕ)
‖ϕ‖22
où
E(ϕ) = (Lϕ, ϕ)L2 =
∫
M
|∇ϕ|2 + hϕ2dv
Alors pour tout ϕ ∈ H1(M)
E(ϕ) ≥ λ‖ϕ‖22 (1.10)
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Supposons que L ne soit pas oerif, alors il existe une suite (ψi)i∈N dans H1(M) qui
satisfait
E(ψi) <
1
i
(‖∇ψi‖22 + vol(M)2/n) et ‖ψi‖N = 1
e qui entraîne
(1− 1
i
)E(ψi) <
vol(M)2/n
i
− 1
i
∫
M
hψ2i dv
Puisque | ∫
M
hψ2i dv| ≤ ‖h‖n/2, limi→+∞E(ψi) ≤ 0. D'autre part E(ψi) ≥ λ‖ψi‖22 ave
λ > 0. Ce qui est impossible.
Il est lair que L est injetive ar si Lψ = 0 alors par l'inégalité (1.10) , ϕ = 0.
Soit f ∈ Lq(M) ave q > 2n/(n+ 2). Montrons que l'équation
∆ϕ+ hϕ = f (1.11)
admet une solution ψ ∈ Hmin(p,q)2 (M). On minimise la fontionnelle E dénie au début de
la preuve, pour ela on pose
µ = inf{E(ϕ)/ϕ ∈ H1(M),
∫
M
fϕdv = 1}
Soit (ψi)i∈N une suite dans H1(M) qui minimise E, alors
lim
i→+∞
E(ψi) = µ et
∫
M
fψidv = 1
Sans perte de généralité, on peut supposer que pour tout entier naturel i, E(ψi) ≤ µ+ 1.
Ce qui implique
c(‖∇ψi‖22 + ‖ψi‖22) ≤ E(ψi) ≤ µ+ 1
ar L est oerif. On en onlut que la suite (ψi)i∈N est bornée dans H1(M). Par le
théorème de Banah (voir setion 1.3.1) et le théorème de ompaité de Kondrakov 1.2,
on en déduit qu'il existe une sous-suite (ψj)j∈N telle que
∗ ψj ⇀ ψ faiblement dans H1(M)
∗ ψj → ψ fortement dans Ls(M) pour tout 1 ≤ s < N
∗ ψj → ψ presque partout.
En partiulier la suite (ψj) onverge fortement dans L
q/(q−1)(M) et L2p/(p−1)(M) ar q/(q−
1) < N et 2p/(p− 1) < N . Par onséquent∫
M
fψdv = 1 et
∫
M
hψ2jdv →
∫
M
hψ2dv
La onvergene faible dans H1(M) et forte dans L
2(M) entraînent que
lim
j→+∞
‖∇ψj‖2 ≥ ‖∇ψ‖2
On en onlut que E(ψ) ≤ µ et don néessairement que E(ψ) = µ. En érivant l'équation
d'EulerLagrange pour ψ, on trouve qu'elle est solution faible dans H1(M) de l'équation
(1.11). Par la proposition 1.3, on déduit que ψ ∈ Hmin(p,q)2 (M).
Chapitre 2
Étude d'équations de type Yamabe
2.1 Existene de solutions sans présene de symétries
Soit (M, g) une variété riemannienne ompate C∞ de dimension n ≥ 3. On onsidère
l'équation suivante :
∆gψ + hψ = h˜ψ
n+2
n−2
(2.1)
Où ψ ∈ H1(M), h ∈ Lp(M) ave p > n/2 et h˜ une onstante. Dorénavant, e type
d'équation s'appellera équation de type Yamabe. Dans le as partiulier h = n−2
4(n−1)
Rg,
l'équation (2.1) est elle de Yamabe qu'on verra plus en détail dans la setion 3.1. Ce type
d'équation a été déjà onsidéré par Z. Faget [?℄, lorsque h est ontinue surM et invariante
par un sous groupe d'isométries.
Pour résoudre e type d'équations, on utilisera la méthode variationnelle, qui onsiste à
trouver une fontionnelle à minimiser sur un espae bien hoisi. Dans notre as l'espae
est H1(M). On montrera ensuite que le minimum de ette fontionnelle est atteint pour
une ertaine fontion qui sera solution de l'équation d'EulerLagrange. On aura l'oasion
d'appliquer ette méthode plusieurs fois.
On se plae dans l'espae H1(M), on dénit l'énergie E de ψ ∈ H1(M) par :
E(ψ) =
∫
M
|∇ψ|2 + hψ2dv
Et on onsidère la fontionnelle Ig dénie, pour tout ψ ∈ H1(M)− {0}, par
Ig(ψ) =
E(ψ)
‖ψ‖2N
On note
µ(g) = inf
ψ∈H1(M)−{0},ψ≥0
Ig(ψ) = inf
‖ψ‖N=1,ψ≥0
E(ψ)
ave N = 2n
n−2
. On note [p] la partie entière d'un nombre réel p. Dans le as du problème de
Yamabe (i.e. h = n−2
4(n−1)
Rg), Ig est appelée la fontionnelle de Yamabe, et µ(g) l'invariant
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onforme de Yamabe (voir setion 3.1). L'un des résultats important de e hapitre est le
suivant :
Théorème 2.1. Soit (M, g) une variété riemannienne ompate C∞ de dimension n ≥ 3
et p > n/2. Si
µ(g) < K−2(n, 2)
alors l'équation (2.1) admet une solution stritement positive ϕ ∈ Hp2 (M) ⊂ C1−[n/p],β(M),
qui minimise la fontionnelle Ig (i.e. E(ϕ) = µ(g) = h˜ et ‖ϕ‖N = 1). où β ∈]0, 1[.
Dans la preuve de e théorème, on aura besoin du lemme suivant dû à H. Brezis et
E.H. Lieb [?℄
Lemme 2.1. Soit (fi)i∈N une suite de fontions dans un espae mesuré (Ω,Σ, µ). Si
(fi)i∈N est uniformément bornée dans L
p
ave 0 < p < +∞ et fi → f p.p, alors
lim
i→+∞
[‖fi‖pp − ‖fi − f‖pp] = ‖f‖pp
Preuve du théorème 2.1. On ommene par vérier que µ(g) est ni. En eet, d'après
l'inégalité de Hölder, on a
E(ψ) ≥ −‖h‖n/2‖ψ‖2N
on en déduit que µ(g) ≥ −‖h‖n/2 > −∞.
Soit (ϕi)i∈N une suite minimisante :
E(ϕi) = µ(g) + o(1), ‖ϕi‖N = 1 et ϕi ≥ 0 (2.2)
En utilisant l'inégalité de Hölder enore une fois dans l'équation i-dessus, on obtient
‖∇ϕi‖22 ≤ ‖h‖n/2 + µ(g) + o(1)
‖ϕi‖22 ≤ (vol(M))2/n
On en déduit que (ϕi)i∈N est bornée dans H1(M). Quitte à extraire une sous-suite, on
peut supposer qu'il existe ϕ ∈ H1(M) tel que
∗ ϕi ⇀ ϕ faiblement dans H1(M) par le théorème de Banah (f. setion 1.3.1).
∗ ϕi → ϕ fortement dans Ls(M), pour tout s ∈ [1, N [, par l'inlusion ompate de
Kondrakov (f. théorème 1.2).
∗ ϕi → ϕ presque partout.
On en onlut que :∫
M
|h||ϕi − ϕ|2dv ≤ ‖h‖p‖ϕi − ϕ‖22p/(p−1) → 0 fortement ar 2p/(p− 1) < N
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On pose ψi = ϕi − ϕ, alors ψi → 0 faiblement dans H1(M), fortement dans Lq(M) pour
tout q < N .
On a ‖∇ϕi‖22 = ‖∇ψi‖22 + ‖∇ϕ‖22 + 2
∫
M
∇ψi · ∇ϕdv. On en déduit que
E(ϕi) = E(ϕ) + ‖∇ψi‖22 + o(1)
Puisque E(ϕ) ≥ µ(g)‖ϕ‖2N par dénition de µ(g) et E(ϕi) = µ(g)+ o(1) par dénition de
la suite (ϕi)i∈N, on en déduit que
µ(g)‖ϕ‖2N + ‖∇ψi‖22 ≤ µ(g) + o(1) (2.3)
On applique le lemme 2.1 à la suite (ϕi)i∈N, on trouve
‖ψi‖NN + ‖ϕ‖NN + o(1) = 1 (2.4)
‖ψi‖2N + ‖ϕ‖2N + o(1) ≥ 1 (2.5)
Par le théorème 1.5
‖ψi‖2N ≤ (K2(n, 2) + ε)‖∇ψi‖22 + o(1)
l'inégalité (2.5) devient don
(K2(n, 2) + ε)‖∇ψi‖22 + ‖ϕ‖2N + o(1) ≥ 1
Si on utilise ette dernière inégalité dans (2.3), on trouve
µ(g)‖ϕ‖2N + ‖∇ψi‖22 ≤ µ(g)[(K2(n, 2) + ε)‖∇ψi‖22 + ‖ϕ‖2N ] + o(1)
Finalement
[1− µ(g)(K2(n, 2) + ε)]‖∇ψi‖22 ≤ o(1)
Si µ(g) < K−2(n, 2), on peut hoisir ε de sorte que le premier fateur de ette inégalité
soit stritement positif. On en déduit que (ψi)i∈N onverge fortement vers 0 dans H1(M),
ϕi → ϕ fortement dans H1(M) et LN (M) d'où Ig(ϕ) = µ(g).
On vient de mettre en évidene une solution non triviale de l'équation de type Yamabe
∆ψ + hψ = µ(g)ψN−1
qui satisfait ‖ϕ‖N = 1 et ϕ ≥ 0. Par le théorème 1.11, ϕ ∈ Hp2 (M) ⊂ C1−[n/p],β(M) et
ϕ > 0.
Proposition 2.1. Soit (M, g) une variété riemannienne ompate C∞. On a toujours :
µ(g) ≤ K−2(n, 2)
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Preuve. Soient P un point xé de M et uε une fontion radiale dénie sur M par
uε(Q) =


(
ε
r2 + ε2
)n−2
2
−
(
ε
δ2 + ε2
)n−2
2
if Q ∈ BP (δ)
0 if Q ∈M − BP (δ)
où r = d(P,Q) et BP (δ) est la boule géodésique de entre P et de rayon δ. Montrons que
limε→0 Ig(uε) = K
−2(n, 2), e qui entraînera l'inégalité de la proposition ar µ(g) est bien
le minimum de Ig.
Puisque uε est radiale
∇uε = ∂ruε = −(n− 2)ε(n−2)/2 r
(r2 + ε2)n/2
En intégrant le arré de e gradient sur M , on obtient :∫
M
|∇uε|2dv = (n− 2)2ωn−1εn−2
∫ δ
0
rn+1
(r2 + ε2)n
dr
En eetuant le hangement de variable t = r/ε on trouve
∫
M
|∇uε|2dv = (n− 2)2ωn−1
∫ δ/ε
0
tn+1
(t2 + 1)n
dt (2.6)
D'autre part h ∈ Lp(M) ave p > n/2 don∫
M
hu2εdv ≤ ‖h‖p‖uε‖22p/(p−1)
Par le même hangement de variable t = r/ε, on a
‖uε‖2p/(p−1)2p/(p−1) ≤
∫ δ
0
(
ε
r2 + ε2
) p(n−2)
p−1
rn−1dr ≤ ε 2p−np−1
∫ δ/ε
0
(
1
t2 + 1
) p(n−2)
p−1
tn−1dt
don ‖uε‖22p/(p−1) = O(ε2−
n
p ). Puisque p > n/2, on en déduit que
lim
ε→0
∫
M
hu2εdv = 0 (2.7)
Il nous reste à aluler ‖uε‖−2N . Lorsque on prend l'intégrale des puissanes de uε on peut
négliger le terme onstant dans l'expression de uε (des détails sur les puissanes de uε
sont donnés dans l'appendie A, équation (A.20)). D'où
‖uε‖NN = ωn−1
∫ δ/ε
0
tn−1
(t2 + 1)n
dt+O(εn−2) (2.8)
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Il est bien onnu que la fontion
vε : x 7−→
(
ε
|x|2 + ε2
)n−2
2
est solution de l'équation ∆Eu = n(n − 2)uN−1 sur Rn, où ∆E est le Laplaien eulidien
sur R
n
. C'est aussi la fontion qui réalise la meilleure onstante de l'inégalité du théorème
1.5 (page 23) sur R
n
. On a don K2(n, 2)‖∇vε‖22 = ‖vε‖2N . Autrement dit, si on alule
‖∇vε‖22 et ‖vε‖2N , en passant aux oordonnées polaires, on trouve :
(
(n− 2)2ωn−1
∫ +∞
0
tn+1
(t2 + 1)n
dt
)(
ωn−1
∫ +∞
0
tn−1
(t2 + 1)n
dt
)−n−2
n
= K−2(n, 2) (2.9)
En ombinant (2.6), (2.7), (2.8) et (2.9) on onlut que
lim
ε→0
Ig(uε) = lim
ε→0
(
∫
M
|∇uε|2dv +
∫
M
hu2εdv)‖uε‖−2/NN = K−2(n, 2)
Ce qui entraîne que µ(M, g) ≤ limε→0 Ig(uε) = K−2(n, 2).
2.1.1 Appliation
On onsidère l'équation suivante :
∆ψ +
R
ρα
ψ = R˜ψ
n+2
n−2
(2.10)
où R ∈ C0(M), α, R˜ sont deux nombres réels et ρ la fontion distane (f dénition 1.7).
On pose
Eα(ϕ) =
∫
M
|∇ϕ|2 + R
ρα
ϕ2dv
Ig,α(ϕ) =
Eα(ϕ)
‖ϕ‖2N
µα(g) = inf
ϕ∈H1(M)−{0},ϕ≥0
Ig,α(ϕ) = inf
‖ϕ‖N=1,ϕ≥0
Eα(ϕ)
Proposition 2.2. Si 0 < α < 2 et µα(g) < K
−2(n, 2) alors l'équation (2.10) admet
une solution ϕα ∈ C1−[α],β(M) stritement positive qui satisfait Eα(ϕα) = µα(g) = R˜ et
‖ϕα‖N = 1.
Preuve. Si on pose h := R/ρα ∈ Lp(M) ave 2 > n/p > α, alors ette proposition est un
orollaire immédiat du théorème 2.1
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Le as ritique α = 2
Ce as orrespond à l'équation non linéaire de Shrödinger ave le potentiel de Hardy et
l'exposant ritique. Il a été déjà étudié sur R
n
par S. Terraini [?℄ et D. Smets [?℄ qui ont
montré l'existene et non existene de solutions de l'équation i-dessous pour α = 2 et
ρ = |x| sous ertaines onditions. Le théorème obtenu ii est le suivant :
Théorème 2.2. Si µ2(g) < [1 + min(R(P ), 0)K
2(n, 2,−2)]K−2(n, 2) et
1 + R(P )K2(n, 2,−2) > 0 alors il existe ϕ2 ∈ H1(M) solution non triviale de l'équation
(2.10) pour α = 2.
Preuve. (a). On montre que µ2(g) est ni et limα→2− µα(g) = µ2(g). Pour tout ε > 0 il
existe δ > 0 tel que si Q ∈ Bδ(P ) alors |R(Q) − R(P )| < ε, de plus si ψ ∈ H1(M) et
‖ψ‖N = 1 alors
E2(ψ) ≥ ‖∇ψ‖22 −
‖R‖∞
δ2
‖ψ‖22 + (R(P )− ε)
∫
Bδ(P )
ρ−2ψ2dv
Par le lemme 1.1 et l'inégalité de Hölder :
E2(ψ) ≥ [1 + (min(R(P ), 0)− ε)K2δ (n, 2,−2)]‖∇ψ‖22 − ‖R‖∞δ−2vol(M)2/n
Si 1 +R(P )K2(n, 2,−2) > 0 alors il existe ε et δ tels que
E2(ψ) > −‖R‖∞δ−2vol(M)2/n
Le théorème de la onvergene dominée de Lebesgue, nous permet d'érire que pour tout
ψ ∈ H1(M) − {0} : limα→2− Ig,α(ψ) = Ig,2(ψ). On en déduit que limα→2− µα(g) = µ2(g).
Il existe alors α0 tel que pour tout α ∈ [α0, 2] : µα(g) < K−2(n, 2)
(b). On montre que la famille {ϕα}α∈[α0,2[ est uniformément bornée dans H1(M). Cette
famille satisfait les résultats de la proposition 2.2 don pour tout α ∈ [α0, 2[
‖ϕα‖2 ≤ vol(M)1/n et ‖∇ϕα‖22 +
∫
Bδ(P )
R
ρα
ϕ2αdv ≤ K−2(n, 2) + δ−2‖R‖∞‖ϕα‖22
Mais ∫
Bδ(P )
R
ρα
ϕ2αdv ≥ (min(R(P ), 0)− ε)K2δ (n, 2,−2)‖∇ϕα‖22
d'où
[1 + (min(R(P ), 0)− ε)K2δ (n, 2,−2)]‖∇ϕα‖22 ≤ K−2(n, 2) + δ−2‖R‖∞vol(M)2/n
Compte tenu de l'hypothèse sur R(P ), on peut hoisir ε susamment petit pour que le
premier fateur de ette inégalité soit stritement positif.
(c). Il existe une suite (αi)i∈N à valeur dans [α0, 2[ qui onverge vers 2, telle que la suite
de fontions (ϕαi)i∈N onverge faiblement dans H1(M), L
2(M, ρ−2), LN(M) et fortement
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dans Lq(M) vers une fontion ϕ2 ≥ 0, ave q < N (voir la setion 1.5 pour la dénition
de L2(M, ργ) et le théorème 1.7).
Pour tout ψ ∈ H1(M)∫
M
∇ϕαi∇ψdv +
∫
M
R
ραi
ϕαiψdv = µαi(g)
∫
M
ϕN−1αi ψdv
On veut passer à la limite dans ette égalité. C'est immédiat pour la première intégrale,
d'après la onvergene faible dans H1(M). Pour la seonde intégrale :∣∣∣∣
∫
M
R
ραi
ϕαiψ −
R
ρ2
ϕ2ψdv
∣∣∣∣ ≤
∣∣∣∣
∫
M
Rψ
ρ2
(ϕαi − ϕ2)dv
∣∣∣∣+
∫
M
|Rψϕαi ||
1
ραi
− 1
ρ2
|dv
La onvergene faible dans L2(M, ρ−2) et le théorème de la onvergene dominée de Le-
besgue impliquent que le seond membre onverge vers 0.
Comme (ϕαi)i∈N est uniformément bornée dans L
N(M), (ϕN−1αi )i∈N est uniformément bor-
née dans LN/(N−1). Alors
µαi(g)
∫
M
ϕN−1αi ψdv → µ2(g)
∫
M
ϕN−12 ψdv
On en onlut que ϕ2 est une solution faible de l'équation (2.10) pour α = 2. Il nous reste
à montrer que ϕ2 n'est pas identiquement nulle. Le théorème 1.5 montre que
1 = ‖ϕαi‖2N ≤ (K2(n, 2) + ε)(µαi(g)−
∫
M
R
ραi
ϕ2αidv) + A‖ϕαi‖22 (2.11)
Ce même théorème implique enore une fois∫
M
R
ραi
ϕ2αidv =
∫
Bδ(P )
R
ραi
ϕ2αidv +
∫
M−Bδ(P )
R
ραi
ϕ2αidv
≥ (min(R(P ), 0)− ε)(K2(n, 2,−2) + ε′)(µαi(g)−
∫
M
R
ραi
ϕ2αidv)− A‖ϕαi‖22
d'où∫
M
R
ραi
ϕ2αidv ≥
(min(R(P ), 0)− ε)(K2(n, 2,−2) + ε′)
[1 + (min(R(P ), 0)− ε)(K2(n, 2,−2) + ε′)]µαi(g)−A
′‖ϕαi‖22 (2.12)
Le dénominateur i-dessus est stritement positif, si ε et ε′ sont susamment petit. Les
onstantes A et A′ ne dépendent pas de αi. Des inégalités (2.11) et (2.12), on tire
A′′‖ϕαi‖22 ≥
1 + (min(R(P ), 0)− ε)(K2(n, 2,−2) + ε′)− (K2(n, 2) + ε)µαi(g)
1 + (min(R(P ), 0)− ε)(K2(n, 2,−2) + ε′)
Le seond membre de ette expression reste stritement positif lorsque i → +∞, alors il
existe c > 0 tel que ‖ϕ2‖22 > c
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2.2 Existene de solutions en présene de symétries
2.2.1 Le groupe d'isométries et le groupe onforme
Dénition 2.1. Soit (M, g) une variété riemannienne C∞. le groupe d'isométries I(M, g)
et le groupe onforme C(M, g) de (M, g) sont dénis par
I(M, g) = {f ∈ C∞(M,M)/f ∗g = g}
C(M, g) = {f ∈ C∞(M,M)/f ∗g = ehg, h ∈ C∞(M)}
Dénition 2.2. Soit G un sous groupe du groupe I(M, g).
1. On dit qu'une fontion f dans Hqk(M) est G−invariante si et seulement si pour tout
σ ∈ G, σ∗f = f presque partout, où k ∈ N et q ≥ 1. L'ensemble de es fontions
est noté Hqk,G(M) si k ≥ 1, LqG(M) si k = 0, et Hk,G(M) si q = 2.
2. Une métrique g′ est dite G−invariante si et seulement si G ⊂ I(M, g′)
3. [g]G est la lasse des métriques G−invariantes onforment à g dénie par :
[g]G = {g˜ = efg/f ∈ C∞(M), G ⊂ I(M, g˜)}
Résoudre l'équation de type Yamabe (2.1) en présene de symétries revient à herher
une solution G−invariante, stritement positive de l'équation (2.1), où h est fontion
G−invariante presque partout. E. Hebey et M. Vaugon [?℄ ont introduit ette équation
lorsque h est proportionnelle à la ourbure salaire Rg, qui est évidemment G−invariante.
Dans e as le problème a une signiation géométrique que l'on préisera dans le ha-
pitre 3. An de trouver des solutions à e problème, E. Hebey et M. Vaugon ont utilisé la
tehnique des points de onentration, sans utiliser l'analogue de l'inégalité de la meilleure
onstante pour l'espae H1,G(M). Cette inégalité s'avérera fondamentale pour trouver la
ondition susante dans la résolution de l'équation de type Yamabe sans présene de
symétries (2.1) (f. théorème 2.1), elle a été obtenue par E. Hebey et M. Vaugon [?℄, après
leurs travaux sur le problème de Yamabe équivariant, lorsqu'ils ont étudié les inlusions
de Sobolev pour les espaes G−invariants. Ils ont obtenu les résultats suivants :
2.2.2 Inégalité de la meilleure onstante en présene de symétries
Théorème 2.3 (HebeyVaugon). Soit (M, g) une variété riemannienne ompate de di-
mension n, G un sous groupe ompat du groupe I(M, g). Soit k la plus petite dimension
des orbites de M sous G. On pose p∗ = (n−k)p
n−k−p
si n− k − p 6= 0.
1. Si p est un réel tel que 1 ≤ p < n − k alors pour tout q ∈ [1, p∗], l'inlusion
Hp1,G(M) ⊂ LqG(M) est ontinue. De plus si q ∈ [1, p∗[ elle est ompate.
2. Si p ≥ n − k alors pour tout q ≥ 1, l'inlusion Hp1,G(M) ⊂ LqG(M) est ontinue et
ompate
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(T. Parker [?℄ avait aussi travaillé sur les inlusions de Sobolev pour les espaes G−invariants).
On note par OG(P ) l'orbite du point P sous l'ation de G. La meilleure onstante dans
es inlusions a été alulée par Z. Faget [?℄.
Théorème 2.4 (Z. Faget). Sous les hypothèses du théorème préédent, si on pose
A = min{vol(OG(Q))/Q ∈M et dimOG(Q) = k}
(si G a des orbites nies alors k = 0 et A = minQ∈M cardOG(Q)) et 1 ≤ p < n− k alors
pour tout ε > 0, il existe B(ε) tel que
∀ϕ ∈ Hp1,G(M) ‖ϕ‖pp∗ ≤ (
Kp(n− k, p)
Ap/(n−k)
+ ε)‖∇ϕ‖pp +B(ε)‖ϕ‖pp
K(n− k, p)A−1/(n−k) est la meilleure onstante.
Soit h une fontion dans LpG(M) ave p > n/2 et q ∈ [2, 2nn−2 ]. On onsidère l'équation de
type Yamabe (ave un exposant q) suivante :
∆gψ + hψ = h˜ψ
q−1
(2.13)
où h˜ est une onstante. Le but de ette setion est de herher des solutions ψ > 0 et
G−invariante dans Hp2,G. On attahera plus d'attention au as q = N = 2nn−2 . Posons pour
tout ϕ ∈ H1,G(M).
Iq,g(ϕ) =
E(ϕ)
‖ϕ‖2q
, µq,G(g) = inf
ϕ∈H1,G(M)−{0}
Iq,g(ϕ)
où E(ϕ) a été déni au début de la setion 2.1.
Notons que si q = N , l'équation (2.13) et la fontionnelle Iq,g s'identient à l'équation
(2.1) et à la fontionnelle Ig respetivement. Par ontre µ(g) ≤ µN,G(g) ar µN,G(g) est
obtenu en prenant des fontions tests dans H1,G(M) ⊂ H21 (M) (voir la setion 2.1, pour
les dénitions de Ig et µ(g)).
Proposition 2.3. Si q ∈ [ 2p
p−1
, 2n
n−2
[ et µq,G(g) > 0 alors l'équation (2.13) admet une
solution ϕq ∈ Hp2,G(M), G−invariante, stritement positive et qui minimise Iq,g, pour
h˜ = µq,G(g).
Preuve. ∗ Soit (ϕi)i∈N une suite minimisante dans H1,G(M) telle que ‖ϕi‖q = 1 et ϕi ≥ 0
alors (ϕi)i∈N est bornée dansH1,G(M), en eet (E(ϕi))i∈N est une suite onvergente dans
R, on peut don supposer qu'elle est majorée par µq,G(g) + 1, d'où
‖ϕi‖22 ≤ vol(M)(q−2)/q‖ϕi‖2q ≤ vol(M)(q−2)/q
‖∇ϕi‖22 = E(ϕi)−
∫
M
hϕ2idv
≤ µq,G(g) + 1 + C‖h‖p
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∗ Le théorème de Banah (voir setion 1.3.1) assure l'existene d'une sous-suite (ϕj)j∈N
de (ϕi)i∈N, qui onverge faiblement dans H1,G(M) vers une fontion ϕq, et que
lim inf
j→+∞
‖∇ϕj‖2 + ‖ϕj‖2 ≥ ‖∇ϕq‖2 + ‖ϕq‖2
∗ Il existe une sous-suite (ϕk)k∈N de (ϕj)j∈N, qui onverge fortement dans Lq(M) vers la
fontion ϕq si q ∈ [ 2pp−1 , 2nn−2 [. Il en résulte que ‖ϕq‖q = 1
il en résulte aussi que
µq,G(g) = lim
k→+∞
Iq,g(ϕk) ≥ Iq,g(ϕq)
on en déduit que Iq,g(ϕq) = µq,G(g), ϕg ≥ 0 et que ϕq est G−invariante presque par-
tout. Don ϕq minimise la fontionnelle Iq,g. On érit l'équation d'Euler-Lagrange pour la
fontion ϕq, on trouve :
∀ψ ∈ H1,G(M)
∫
M
∇iϕq∇iψ + hψϕq − µq,G(g)ψϕq−1q dv = 0 (2.14)
On doit montrer que l'égalité (2.14) reste vraie pour tout ψ ∈ H1(M). C'est là qu'on
utilise l'hypothèse µq,G(g) > 0 qui montre que la plus petite valeur propre λ de l'opérateur
L := ∆g+h est stritement positive. En eet si λ ≤ 0, il existe une fontion propre ψ ≥ 0
non identiquement nulle telle que
E(ψ) = (Lψ, ψ)L2 = λ‖ψ‖22 < 0
D'autre part E(ψ) ≥ µN,G(g)‖ψ‖2N > 0, e qui est absurde. Maintenant la proposition 1.4
montre que L est inversible. Comme ϕq ∈ LN/(q−1)(M) et N/(q−1) > 2n/(n+2), il existe
une unique fontion ϕ˜q solution faible de l'équation
Lϕ˜q = µq,G(g)ϕ
q−1
q
h est G−invariante, ainsi que ∆g, don σ∗ϕ˜q est solution de la même équation pour tout
σ ∈ G. Par uniité σ∗ϕ˜q = ϕ˜q, ϕ˜q est don G−invariante. D'autre part
∀ψ ∈ H1,G(M) (L(ϕq − ϕ˜q), ψ)L2 = 0
Si on hoisit ψ = ϕq − ϕ˜q alors ϕq = ϕ˜q, ar L est oerif, d'après la proposition 1.4.
Finalement ϕq est une solution faible, non triviale de l'équation
∆gϕ+ (h− µq,G(g)ϕq−2q )ϕ = 0
ave (h − µq,G(g)ϕq−2q ) ∈ Ls(M), où s = min(p, 2n(q−2)(n−2) ) > n/2. Par le théorème 1.10,
ϕq est bornée, stritement positive, don ∆ϕq ∈ Lp(M). Par le théorème de régularité,
ϕq ∈ Hp2,G(M).
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On s'intéresse maintenant au as où q = N dans l'équation (2.13). On obtient d'abord le
résultat suivant :
Proposition 2.4. Si k := infQ∈M dimOG(Q) ≥ 1 et µN,G(g) > 0 alors l'équation (2.13)
admet une solution ϕN ∈ Hp2 (M), qui minimise IN,g, G−invariante et stritement positive
pour q = N et h˜ = µG(M, g).
Preuve. D'après le théorème 2.3, si k ≥ 1, l'inlusion H1,G(M) ⊂ LNG (M) est ompate.
C'est e qui manquait pour que la preuve de la proposition 2.3 soit valable pour q = N .
ϕN est don solution faible dans H1,G(M) de (2.14). Pour montrer qu'elle est solution
faible pour tout ψ ∈ H1(M), il sut d'utiliser l'argument déjà utilisé à la n de la preuve
de la proposition 2.3, en utilisant le fait que l'inlusion H1,G(M) ⊂ L2∗G (M) est ontinue,
où 2∗ = 2(n− k)/(n− k− 2) (f. théorème 2.3). Cei entraîne qu'il existe s > 2n/(n+ 2)
tel que ϕN−1N ∈ Ls(M). Le résultat de la proposition 2.3 s'étend don à q = N lorsque
k ≥ 1.
Théorème 2.5. Soit (M, g) une variété riemannienne ompate. G un sous groupe de
I(M, g). Si
0 < µN,G(g) < K
−2(n, 2)( inf
Q∈M
cardOG(Q))
2/n
alors pour q = N , l'équation (2.13) admet une solution ϕ ∈ Hp2,G(M) ⊂ C1−[n/p],β(M)
stritement positive, G−invariante et minimisante pour la fontionnelle IN,g.
Preuve. On fait tendre q vers N pour les solutions ϕq de l'équation (2.13), obtenues
grâe à la proposition (2.3). En utilisant la proposition 2.4, le problème est résolu si
k = infQ∈M dimOG(Q) ≥ 1.
Supposons que k = infQ∈M dimOG(Q) = 0. On pose
Φ = {ϕq solution de (2.13) , ϕq > 0, ‖ϕq‖q = 1 et µq,G(g) = Iq,g(ϕq)/q ∈ [q0, N [}
l'ensemble des solutions données par la proposition 2.3, ave q0 ∈]2p/(p− 1), N [ susam-
ment prohe de N de sorte que µq,G(g) reste stritement positive pour tout q ∈ [q0, N [.
Ce qui est possible ar
∀q ∈ [q0, N [ µq,G(g) = Iq,g(ϕq) = IN,g(ϕq)‖ϕq‖−2N ≥ µN,G(g)‖ϕq‖−2N > 0
D'autre part, pour tout ε > 0, il existe ϕε ∈ Hp2,G(M) stritement positive telle que
IN,g(ϕε) < µN,G(g) + ε
Puisque
lim sup
q→N
µq,G(g) ≤ lim
q→N
Iq,g(ϕε) = IN,g(ϕε)
on en déduit que
lim sup
q→N
µq,G(g) ≤ µN,G(g) (2.15)
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L'ensemble Φ est borné dans H21 (M), en eet :
‖ϕq‖2 ≤ vol(M)1/2−1/q‖ϕq‖q ≤ 1 + vol(M)1/2−1/N
‖∇ϕq‖22 = µq,G(g)−
∫
M
hϕ2qdv
≤ Iq,g(1) + ‖h‖p‖ϕq‖22p/(p−1)
≤ ‖h‖1vol(M)−2/q + ‖h‖p‖ϕq‖22p/(p−1)
≤ C‖h‖p
où C est une onstante stritement positive qui dépend seulement de n. L'ensemble Φ
est don faiblement ompat dans H21 (M), on en déduit qu'il existe une suite (qi)i∈N qui
onverge vers N telle que
∗ ϕqi ⇀ ϕN faiblement dans H1(M).
∗ ϕqi → ϕN fortement dans Ls(M) pour tout 1 ≤ s < N .
∗ ϕqi → ϕN presque partout.
Don ϕN est néessairement G−invariante presque partout.
Puisque ϕqi satisfait l'équation (2.13) pour h˜ = µqi,G(g) et q = qi, alors pour tout ψ ∈
H1(M) : ∫
M
∇jψ∇jϕqidv +
∫
M
hψϕqidv = µqi,G(g)
∫
M
ψϕqi−1qi dv (2.16)
D'autre part, l'inlusion de Sobolev H1(M) ⊂ LN (M) et l'inégalité de Hölder permettent
d'érire
‖ϕqi−1qi ‖N/(N−1) ≤ vol(M)
N−qi
N−1 ‖ϕqi‖qi−1N ≤ c(‖∇ϕqi‖2 + ‖ϕqi‖2)N−1 ≤ C
ar Φ est bornée dans H1(M). Don, à extration de sous-suite près, ϕ
qi−1
qi
onverge
faiblement vers ϕN−1N dans L
N/(N−1)(M) (voir les théorèmes des espaes de Banah dans
la setion 1.3.1) et par l'inégalité (2.15), on peut supposer que µqi,G(g) onverge vers µ.
Par onséquent on peut passer à la limite dans (2.16), on en déduit que ϕN est solution
faible de l'équation (2.13) pour q = N et h˜ = µ. Montrons que ϕN n'est pas identiquement
nulle. Puisque ϕq est G−invariante presque partout, on peut appliquer l'inégalité de la
meilleure onstante en présene de symétrie du théorème 2.4 :
∀ε > 0 ‖ϕqi‖2N ≤ (K2(n, 2)[ inf
Q∈M
cardOG(Q)]
−2/n + ε)‖∇ϕqi‖22 +B(ε)‖ϕqi‖22
ϕqi ∈ Φ et en utilisant l'inégalité de Hölder :
‖ϕqi‖2N ≥ vol(M)2/N−2/qi‖ϕqi‖2qi = vol(M)2/N−2/qi
on peut don érire que
vol(M)2/N−2/qi ≤ (K2(n, 2)[ inf
Q∈M
cardOG(Q)]
−2/n + ε)(µqi,G(g)−
∫
M
hϕ2qidv) +B(ε)‖ϕqi‖22
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Quand i→ +∞, µqi,G(g)→ µ et vol(M)2/N−2/qi → 1 don
1 ≤ (K2(n, 2)[ inf
Q∈M
cardOG(Q)]
−2/n + ε)(µ−
∫
M
hϕ2Ndv) +B(ε)‖ϕN‖22
Comme µ < µN,G(g) < K
−2(n, 2)(infQ∈M cardOG(Q))
2/n
, on peut même supposer qu'il
existe ε0 > 0 tel que
(K2(n, 2)[ inf
Q∈M
cardOG(Q)]
−2/n + ε0)µ < 1− ε0
ela entraîne l'existene d'une onstante C(ε0) > 0 telle que
B(ε0)‖ϕN‖22 + C(ε0)‖h‖p‖ϕN‖22p
p−1
≥ ε0
alors ϕN n'est pas identiquement nulle. On vient don de montrer que ϕN est une solution
faible positive, non identiquement nulle et G−invariante presque partout de l'équation
∆gϕN + hϕN = µϕ
N−1
N (2.17)
Par le théorème 1.11, ϕN ∈ Hp2,G(M) est stritement positive. Il reste à montrer que ϕN
est minimisante pour la fontionnelle IN,g = Ig et que µ = µN(g). On revient pour elà à
la suite (ϕqi) qui onverge fortement vers ϕN dans L
s
pour tout 1 ≤ s < N . En utilisant
l'inégalité de Hölder et le fait que ‖ϕqi‖qi = 1, on a l'inégalité suivante :∫
M
ϕN−1qi ϕNdv ≤ ‖ϕN‖qi/(qi−N+1)
En passant à la limite dans ette inégalité et grâe au fait que ϕqi → ϕN fortement dans
LN−1 et que ϕN est ontinue sur M (i.e. ϕN ∈ Hp2 (M)), on en déduit que ‖ϕN‖N ≤ 1.
D'autre part, si on multiplie l'équation (2.17) par ϕN et on intégre sur M , on trouve que
µ‖ϕN‖N−2N = IN,g(ϕN ) ≥ µN,G(g)
D'où µ ≥ µN,G(g). En ombinant ave l'inégalité (2.15), on onlut que µ = µN,G(g) et
‖ϕN‖N = 1.
Remarque La méthode que l'on vient d'utiliser dans la preuve de e théorème n'est pas
valable dans le as où µq,G(g) ≤ 0, ar l'opérateur L = ∆g + h n'est plus inversible. On
verra dans la setion 3.12 que si la fontion h est proportionnelle à la ourbure salaire
Rg de g, alors on peut s'en tirer grâe au théorème d'uniité des solutions 3.7.
Si on reprend la même démarhe utilisée pour montrer le théorème 2.1 an de démontrer
le théorème 2.5, on montre qu'il existe ϕN solution faible dans H1,G(M) de l'équation
(2.13). Plus préisément ϕN est solution de l'équation (2.14), pour tout ψ ∈ H1,G(M) et
pour q = N . Pour que ϕN soit une solution de l'équation (2.14), pour tout ψ ∈ H21 (M)
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et pour q = N , il sut de montrer que l'équation Lu = µN,G(g)ϕ
N−1
N admet une unique
solution faible u = ϕ˜N ∈ H1,G(M) puis utiliser le même argument que elui de la n de
la preuve de la proposition 2.3 (voir page 42). Malheureusement, on ne peut pas onlure
qu'il existe une telle solution ϕ˜N , ar la proposition 1.4 assure l'existene d'une telle
fontion, si f ∈ Lq(M) ave q > 2n/(n+ 2), or ϕN−1N ∈ L2n/(n+2)(M).
Dans le as positif (i.e. µ(g) > 0), le théorème 2.1 est une onséquene du théorème 2.5,
en prenant G = {id}.
Proposition 2.5. Soit (M, g) une variété riemannienne ompate C∞. G un sous groupe
de I(M, g). On a toujours :
µG(g) ≤ K−2(n, 2)( inf
Q∈M
cardOG(Q))
2/n
Preuve. L'inégalité est triviale si infQ∈M cardOG(Q) = +∞. Supposons qu'il existe une
orbite minimale nie et soit P un point de ette orbite. Autrement dit
inf
Q∈M
cardOG(Q) = cardOG(P ) < +∞
OG(P ) = {Pi}1≤i≤k, P = P1 et k = cardOG(P ). Soit uε la fontion dénie dans la
preuve de la proposition 2.1, que l'on note uε,P ar elle dépend du point P qu'on avait
xé arbitrairement. Soit don uε,Pi les fontions obtenues en remplaçant P par Pi dans
l'expression qui dénit uε,P . Enn, on pose
Uε =
k∑
i=1
uε,Pi
D'autre part on hoisit δ susamment petit tel que pour tout σ ∈ G− {id}
BP (δ) ∩ Bσ(P )(δ) = ∅
Puisque uε,Pi est radiale (i.e. pour tout σ ∈ I(M, g), σ∗uε,Pi = uε,σ−1(Pi)), on en déduit par
ette onstrution que la fontion Uε est G−invariante, à support ompat et que pour
tout 1 ≤ i ≤ k :
E(Uε) =
k∑
i=1
E(uε,Pi) = kE(uε,P ) et ‖Uε‖NN = k‖uε,Pi‖NN
Finalement
Ig(Uε) = k
2/nIg(uε,P )
La proposition 2.1 montre que limε→0 Ig(Uε) = k
2/nK−2(n, 2)
Chapitre 3
Le problème de Yamabe ave
singularités
Dans e hapitre on interprétera géométriquement les résultats obtenus dans le hapitre 2.
On donnera une signiation géométrique aux équations de type Yamabe qu'on a déjà
résolues. On ommene par un rappel historique sur le problème de Yamabe.
3.1 Le problème de Yamabe
Soit (M, g) une variété riemannienne ompate C∞ de dimension n ≥ 3, Rg désigne la
ourbure salaire de g. Le problème de Yamabe est le suivant :
Problème 3.1. Parmi les métriques onformes à g, existe-t-il une métrique à ourbure
salaire onstante ?
Yamabe [?℄ avait posé e problème dans le but de résoudre la onjeture de Poinaré. Si
on pose g˜ = ϕ4/(n−2)g une métrique onforme à g, où ϕ > 0 est une fontion C∞, alors
les ourbures salaires Rg, Rg˜ sont reliées par l'équation suivante :
4(n− 1)
n− 2 ∆gϕ+Rgϕ = Rg˜ϕ
N−1
(3.1)
ave N = 2n
n−2
.
Pour résoudre e problème, il sut de herher une fontion C∞, stritement positive ϕ
solution de l'équation aux dérivées partielles non linéaire i-dessus. L'équation (3.1) est
appelée l'équation de Yamabe. On utilise la méthode variationnelle pour résoudre ette
équation. H. Yamabe a posé la fontionnelle suivante, dénie pour tout ψ ∈ H1(M)−{0}
par
Ig(ψ) =
E(ψ)
‖ψ‖2N
=
∫
M
|∇ψ|2 + n− 2
4(n− 1)Rgψ
2dv
‖ψ‖2N
(3.2)
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ensuite, il a onsidéré le minimum de Ig et a déni l'invariant onforme suivant :
µ(g) = inf
ψ∈H1(M)−{0}
Ig(ψ)
La diulté majeure dans la reherhe des solutions est le fait que l'inlusion de Sobolev
H1(M) ⊂ Lq(M) est seulement ontinue pour q = N . Par ontre ette inlusion est
ompate si 1 ≤ q < N . Yamabe a don ommené par résoudre une "sous-équation" :
4(n− 1)
n− 2 ∆gϕ+Rgϕ = µq(g)ϕ
q−1
(3.3)
où q ∈ [2, N [, N = 2n/(n − 2) et µq(g) ∈ R, ensuite a fait tendre q vers N . H. Yamabe
a armé que l'ensemble {ϕq > 0 solution de (3.3), q ∈ [2, 2n/(n − 2)[} est uniformé-
ment borné dans C0(M). Or N. Trudinger [?℄ a montré que 'est seulement vrai lorsque
µq(g) ≤ 0. Finalement, H. Yamabe a seulement réussi à résoudre le problème dans le as
négatif et nul de µ(g). Le as positif est resté ouvert jusqu'à e que T. Aubin [?℄ montre
qu'il sut de prouver la onjeture suivante pour résoudre le problème dans tout les as.
Conjeture 3.1 (T. Aubin [?℄). Si (M, g) est une variété riemannienne ompate C∞
de dimension n et non onformément diéomorphe à (Sn, gcan) alors
µ(M, g) < µ(Sn, gcan) (3.4)
où µ(M, g) = inf{Ig(ψ), ψ ∈ H1(M)− {0}}
Dans la suite, on érira µ(g) en plae de µ(M, g).
T. Aubin a montré que ette inégalité est vraie pour les variétés de dimension n ≥ 6, non
onformément plates et pour les variétés onformément plates de groupe fondamental
ni, non trivial. Le as des variétés onformément plates et des dimensions 3,4 et 5 a
été résolu par Shoen [?℄, en admettant le théorème de la masse positive. Finalement, la
onjeture i-dessus est toujours vraie. Grâe essentiellement aux travaux de Yamabe [?℄,
T. Aubin [?℄ et Shoen [?℄, le problème de Yamabe est omplètement résolu dans le as
des variétés riemanniennes ompates C∞ (voir aussi [?℄,[?℄, [?℄ pour résolution ave une
méthode topologique).
Théorème 3.1 (AubinShoen). SoitM une variétés ompate C∞, de dimension n ≥ 3.
pour toute métrique riemannienne g de lasse C∞, il existe une métrique onforme g˜ =
ϕ4/(n−2)g de ourbure salaire onstante Rg˜, où ϕ est une fontion C
∞
, stritement posi-
tive, qui minimise la fontionnelle de Yamabe Ig.
On s'intéresse maintenant au problème de Yamabe ave singularités.
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3.2 Choix de la métrique
Soit M une variété ompate C∞ de dimension n ≥ 3 et g une métrique riemannienne
sur M .
Hypothèse (H) : g est une métrique dans l'espae de Sobolev Hp2 (M,T
∗M ⊗T ∗M) ave
p > n. Il existe un point P0 ∈M et δ > 0 tels que g est C∞ sur la boule BP0(δ).
Les métriques que l'on onsidère sont dans l'espae Hp2 (M,T
∗M ⊗ T ∗M), déni dans la
setion 1.3. On a hoisi et espae de métriques pour donner un sens aux ourbures, qui
sont don dans Lp. (On peut supposer g de lasse C2 dans la boule BP0(δ) au lieu de C
∞
,
mais e n'est pas un point important).
En fait, l'objetif de ette partie est surtout d'étudier le problème de Yamabe dans le as
où la métrique g a un nombre ni de points de singularités et est C∞ en dehors de es
points, l'hypothèse (H) généralise es onditions et préise la notion de "singularité".
Par les inlusions de Sobolev 1.1, Hp2 (M,T
∗M ⊗T ∗M) ⊂ C1,β(M,T ∗M ⊗T ∗M), pour un
ertain β ∈]0, 1[. Don les métriques qui satisfont l'hypothèse (H) sont de lasse C1,β. Les
Christoels sont dans Cβ et les ourbures de Riemann, Rii et salaire sont dans Lp ar
elles font appel à la dérivée seonde de la métrique g qui est seulement dans Lp. Comme
exemple de métrique qui satisfait l'hypothèse (H), on peut onsidérer g = (1+ ρ2−α)mg0,
où g0 est une métrique C
∞
, α ∈]0, 1[ et ρ est dénie dans 1.7. Les dérivées seondes de g
ont alors des singularités du type ρ−α.
Dans la suite, beauoup de résultats seront vrais pour toute métrique dans Hp2 (M,T
∗M⊗
T ∗M), ave p > n/2 ('est la valeur minimale de p qui donne un sens à la fontionnelle de
Yamabe. Le as p = n/2 est un as ritique, il est hors de onsidération). L'hypothèse (H)
impose en plus que la métrique est C∞ dans une ertaine boule et que p > n. On rajoute
la ondition p > n pour que les Christoels de la métrique g ∈ Hp2 (M,T ∗M⊗T ∗M) soient
ontinus. L'hypothèse (H) est susante pour montrer la onjeture 3.1 (f. théorème 3.5)
et pour onstruire la fontion de Green du Laplaien onforme (f. setion 3.5).
On onsidère le problème suivant :
Problème 3.2. Soit g une métrique qui satisfait l'hypothèse (H). Existe-t-il une métrique
g˜ onforme à g pour laquelle la ourbure salaire Rg˜ est onstante (même aux points où
Rg n'est pas régulière) ?
Il est lair que si la métrique initiale g est de lasse C∞, alors le problème i-dessus n'est
autre que le problème de Yamabe 3.1 qui a été déjà omplètement résolu. On montrera
plus loin que la réponse à e problème est positive. La proposition suivante, permet de
préiser e que l'on entend par hangement de métrique onforme lorsque les métriques
sont dans Hp2 .
Proposition 3.1. Soit g une métrique dans Hp2 et ψ ∈ Hp2 (M), stritement positive. Si
p > n/2 alors la métrique g˜ = ψ
4
n−2 g est bien dénie, et elle est dans le même espae que
g.
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Preuve. Cette proposition déoule du fait que Hp2 (M) est une algèbre, pour tout p > n/2
(f. proposition 1.1, page 22).
3.3 Le Laplaien onforme
Dénition 3.1. Le Laplaien onforme d'une variété riemannienne (M, g) est l'opérateur
Lg déni par :
Lg = ∆g +
n− 2
4(n− 1)Rg
3.3.1 L'invariane onforme faible
Il est bien onnu que le Laplaien onforme lorsque g est C∞, est onformément invariant,
'est à dire qu'il vérie (3.5) fortement. On montre qu'on a toujours la même propriété
lorsque la métrique est dans Hp2 (M,T
∗M ⊗ T ∗M).
Proposition 3.2. Soient M une variété ompate C∞ de dimension n ≥ 3 et g ∈
Hp2 (M,T
∗M ⊗ T ∗M) est une métrique riemannienne sur M , ave p > n/2. Si g˜ = ψ 4n−2 g
est une métrique onforme à g, ave ψ ∈ Hp2 (M) et ψ > 0, alors L est faiblement onfor-
mément invariant, autrement dit
∀u ∈ H1(M) ψ
n+2
n−2Lg˜(u) = Lg(ψu) faiblement (3.5)
De plus si µ(g) > 0 alors le Laplaien onforme Lg = ∆g +
n−2
4(n−1)
Rg est inversible et
oerif.
Preuve. Rappelons que dvg˜ = ψ
2n
n−2dv et que
∀u, w ∈ L2(M) (u, w)g,L2 =
∫
M
uwdvg
est le produit salaire sur l'espae L2(M) muni de la métrique g.
Pour tout u, w ∈ H1(M) :
(ψ
2n
n−2Lg˜u, w)g,L2 = (Lg˜u, w)g˜,L2
=
∫
M
g˜(∇u,∇w) + n− 2
4(n− 1)Rg˜uwdvg˜
=
∫
M
ψ2g(∇u,∇w) + n− 2
4(n− 1)Rg˜ψ
n+2
n−2 (uwψ)dvg
D'autre part, on sait que les deux ourbures salaires Rg et Rg˜ sont reliées par l'équation
de Yamabe (3.1), e qui est équivalent à
Lgψ =
n− 2
4(n− 1)Rg˜ψ
n+2
n−2 faiblement
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e que l'on érit
(Lgψ, uwψ)g,L2 =
n− 2
4(n− 1)(Rg˜ψ
n+2
n−2 , uwψ)g,L2
où il y a un abus de notation ar uwψ n'appartient pas forément à L2(M). Par ontre
Lgψ ∈ Lp(M) ⊂ Ln/2(M) et uwψ ∈ Ln/(n−2)(M), le produit est don bien déni. Par
onséquent
(ψ
2n
n−2Lg˜u, w)g,L2 =
∫
M
ψ2g(∇u,∇w) + g(∇ψ,∇(uwψ)) + n− 2
4(n− 1)Rgψ(uwψ)dvg
=
∫
M
g(∇(ψu),∇(wψ)) + n− 2
4(n− 1)Rg(ψu)(wψ)dvg
= (ψLg(ψu), w)g,L2
On a utilisé le fait que uψ et wψ appartiennent à H1(M), ar on a les inlusions
Hp2 (M) ⊂ C1−[n/p],β(M), Hp1 (M) ⊂ L
pn
n−p (M) et H1(M) ⊂ L 2nn−2 (M)
Maintenant, montrons que Lg est inversible et oerif. Soit λ la plus petite valeur propre
de Lg, de fontion propre ϕ ∈ H1(M) positive, non identiquement nulle, alors
λ‖ϕ‖22 = (Lgϕ, ϕ)g,L2 = Ig(ϕ)‖ϕ‖2N ≥ µ(g)‖ϕ‖2N > 0
d'où λ > 0. Il sut don d'appliquer la proposition 1.4.
3.4 L'invariant onforme de Yamabe
Dans le as des métriques de lasse C∞, µ(g) est un invariant onforme, e qui signie
que si g et g˜ sont deux métriques onformes de lasse C∞ alors
µ(g) = µ(g˜)
(voir la setion 3.1 pour la dénition). La proposition suivante montre qu'on peut étendre
ette propriété à des métriques dans Hp2 . Elle nous permettra aussi de prendre une mé-
trique quelonque dans la lasse onforme [g] omme métrique initiale, tout en gardant la
valeur de µ(g) inhangée.
Proposition 3.3. Soit M une variété ompate C∞, de dimension n. Soit g et g˜ = ψ
4
n−2 g
deux métriques dans Hp2 , ave ψ ∈ Hp2 (M), stritement positive. Si p > n/2 alors
µ(g) = µ(g˜)
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Preuve. Soient u ∈ H1(M) une fontion test et Ig la fontionnelle de Yamabe (3.2).
Remarquons que E(u) = (Lg(u), u)g,L2. Don
Ig˜(u) = (Lg˜(u), u)g˜,L2‖uψ‖−2N
De la proposition 3.2, on en déduit que
Ig˜(u) = (Lg(ψu), ψu)g,L2‖uψ‖−2N
Finalement
Ig˜(u) = Ig(ψu) (3.6)
e qui implique que µ(g) = µ(g˜), et que et invariant dépend seulement de la lasse
onforme [g] et de la variété M .
3.5 La fontion de Green du Laplaien onforme
Dénition 3.2. Soit (M, g) une variété riemannienne ompate et P un point de M . On
appelle fontion de Green au point P d'un opérateur linéaire L, la fontion GP qui vérie
au sens des distributions
LGP = δP (⇐⇒ ∀f ∈ C∞(M) 〈GP , Lf〉 = f(P ))
La fontion de Green peut être vue omme l'inverse de l'opérateur L, lorsque e dernier est
inversible. La proposition 3.5 montre l'existene d'une telle fontion pour un opérateur du
type L = ∆+h ave h > 0 ontinue. Malheureusement, la méthode utilisée pour onstruire
ette fontion de Green n'est pas valable lorsque la fontion h est dans Lp(M). Ce as se
présente pour le Laplaien onforme Lg, ar Rg ∈ Lp(M). Mais, grâe à la proposition 3.6,
on pourra s'en tirer, et obtenir le orollaire 3.7. Pour montrer son existene lorsque h est
ontinue, on aura besoin du résultat suivant dû à G. Giraud [?℄ (On peut aussi onsulter
[?℄, page 108).
Proposition 3.4. Soit Ω un ouvert d'une variété riemannienne ompate (M, g). ϕ, ψ
deux fontions ontinues sur Ω× Ω− {(x, x) ∈ Ω× Ω} qui vérient :
|ϕ(P,Q)| ≤ c(d(P,Q))α−n et |ψ(P,Q)| ≤ c(d(P,Q))β−n
pour tout (P,Q) ∈ Ω× Ω− {(x, x) ∈ Ω× Ω}, où α, β ∈]0, n[.
alors la fontion χ dénie par :
χ(P,Q) =
∫
Ω
ϕ(P,R)ψ(R,Q)dv(R)
est ontinue sur Ω× Ω− {(x, x) ∈ Ω× Ω} et est vérie :
|χ(P,Q)| ≤


c(d(P,Q))α+β−n si α + β < n
c(1 + log d(P,Q)) si α + β = n
c si α + β > n
dans le dernier as la fontion χ est ontinue sur Ω× Ω.
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Proposition 3.5. Soit M une variété ompate C∞ de dimension n ≥ 3, h une fontion
ontinue, stritement positive et P un point de M . g une métrique qui satisfait l'hypo-
thèse (H) (f. setion 3.2). Il existe une unique fontion de Green GP de l'opérateur
L = ∆g + h qui satisfait au sens des distributions LGP = δP et
(i) GP est C
∞
sur BP0(δ)− {P}
(ii) GP ∈ C2(M − {P})
(iii) Il existe c > 0 tel que pour tout Q ∈M − {P}, |GP (Q)| ≤ cd(P,Q)2−n
Preuve. L'uniité de GP est due au fait que L est inversible. En eet, si λ est une valeur
propre de L et ϕ une fontion propre, non identiquement nulle, assoiée à λ alors
λ‖ϕ‖22 = (Lϕ, ϕ)L2 = E(ϕ) > 0
D'où λ > 0. Pour onlure, il sut d'appliquer la proposition 1.4. En e qui onerne
l'existene de ette fontion, on reprend la onstrution de T. Aubin [?℄ pour le Laplaien,
dans le as des métriques C∞. On hoisit f(r) une fontion radiale déroissante C∞
positive, égale à 1 pour r < δ/2 et nulle pour r ≥ δ(M), le rayon d'injetivité de M . On
dénit les fontions suivantes :
H(P,Q) =
f(r)
(n− 2)ωn−1r
2−n
ave r = d(P,Q)
Γ1(P,Q) = −LQH(P,Q)
∀i ∈ N∗ Γi+1(P,Q) =
∫
M
Γi(P, S)Γ1(S,Q)dv(S)
où LQH(P,Q) signie qu'on applique l'opérateur L à la fontion H(P,Q) par rapport à
Q.
On observe que Γ1 est ontinue sur M ×M − {(Q,Q) ∈ M ×M}, et il existe c > 0 tel
que pour tout P,Q ∈M :
|Γ1(P,Q)| ≤ cd(P,Q)2−n
En utilisant la proposition 3.4, on montre les inégalités suivantes :
∀i ≥ 1 |Γi(P,Q)| ≤


cd(P,Q)2i−n si 2i < n
c(1 + log d(P,Q)) si 2i = n
c si 2i > n
La fontion de Green de L s'érit
GP (Q) = H(P,Q) +
k∑
i=1
∫
M
Γi(P, S)H(S,Q)dv(S) + FP (Q) (3.7)
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où FP est une fontion que l'on détermine dans les lignes qui suivent. On prend k = [n/2]
alors Γk+1(P, ·) est ontinue (f. proposition 3.4). On veut LQGP (Q) = 0 pour Q 6= P . On
a l'identité
ψ(Q) = ∆g
∫
M
H(P,Q)ψ(P )dv(P )−
∫
M
∆QH(P,Q)ψ(P )dv(P )
(La preuve est donnée dans [?℄, page 106). D'où
ψ(Q) = L
∫
M
H(P,Q)ψ(P )dv(P )−
∫
M
LQH(P,Q)ψ(P )dv(P )
En utilisant ette dernière identité, on trouve que
LQGP (Q) = −Γk+1(P,Q) + LQFP (Q)
Puisque L est inversible, il sut de poser FP omme l'unique solution de l'équation
LFP = Γ
k+1(P, ·)
Par le théorème de régularité 1.9, FP est de lasse C
2
.
(i) Comme LgGP = 0 sur BP0(δ)−{P} et que la métrique est C∞ sur BP0(δ), le théorème
de régularité arme que GP est C
∞
sur BP0(δ) − {P}, ave P ∈ M et BP0(δ) − {P} =
BP0(δ) si P /∈ BP0(δ).
(ii) On a aussi LGP = 0 sur M − {P}. On onlut par le théorème de régularité que GP
est C2 sur M − {P}.
(iii) En observant l'expression (3.7) qui dénit GP , on remarque que le terme dominant,
au voisinage de P , est bien H(P,Q), don pour tout P 6= Q,
|GP (Q)| ≤ cd(P,Q)2−n
Proposition 3.6. Soit g une métrique dans Hp2 (M,T
∗M ⊗ T ∗M), g˜ = ψ 4n−2 g une mé-
trique onforme à g, ave ψ ∈ Hp2 (M), stritement positive et p > n/2. On suppose que
le Laplaien onforme Lg˜ admet une fontion de Green G˜P , alors Lg admet aussi une
fontion de Green notée GP et elle donnée par
∀Q ∈M − {P} GP (Q) = ψ(P )ψ(Q)G˜P (Q)
Preuve. Pour toute fontion ϕ ∈ C∞(M) :
〈ψ(P )ψG˜P , Lgϕ〉g = ψ(P )
∫
M
G˜PψLg[ψ(
ϕ
ψ
)]dvg
= ψ(P )
∫
M
G˜PLg˜
ϕ
ψ
dvg˜
= ψ(P )〈G˜P , Lg˜ϕ
ψ
〉g˜
= ϕ(P )
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La deuxième égalité i-dessus vient de l'invariane onforme faible du Laplaien onforme
(f. proposition 3.2). La troisième inégalité est réalisée ar pour tout Q ∈M − {P}
|G˜P (Q)| ≤ cd(P,Q)2−n
don GP ∈ Ls(M), pour tout 1 ≤ s < n/(n− 2) et Lg˜ ϕψ ∈ Lp(M) ave p > n/2. On peut
don hoisir s pour que 〈G˜P , Lg˜ ϕψ 〉g˜ soit ni.
Proposition 3.7. Soit M une variété ompate C∞ de dimension n ≥ 3. g une métrique
riemannienne qui satisfait l'hypothèse (H). Si µ(g) > 0, alors le Laplaien onforme Lg
admet une fontion de Green GP0, qui satisfait au sens des distributions LGP0 = δP0 et
(i) GP0 est C
∞
sur BP0(δ)− {P0}
(ii) GP0 ∈ Hp2 (M − BP0(r)) pour tout r > 0.
(iii) Il existe c > 0 tel que pour tout Q ∈ BP0(δ)− {P0}, |GP0(Q)| ≤ cd(P0, Q)2−n
Preuve. Puisque µ(g) > 0, Lg est néessairement inversible. On en déduit que si Lg
admet une fontion de Green, elle-i est unique. La proposition 2.3 permet de montrer
que l'équation
∆gψ +
n− 2
4(n− 1)Rgψ = µq,G(g)ψ
q−1
(3.8)
admet une solution ψ ∈ Hp2 (M), stritement positive (pour q < N susamment prohe
de N et G = {id}). De plus, puisque la métrique g est C∞ dans BP0(δ), les théorèmes de
régularité montrent que ψ est également C∞ dans ette même boule. La métrique g˜ :=
ψ
4
n−2 g satisfait don l'hypothèse (H). D'après l'équation de Yamabe (3.1) (f. page 47),
la ourbure salaire de la métrique g˜ est
Rg˜ =
4(n− 1)
n− 2 µq,G(g)ψ
q−N
Par onséquent, Rg˜ est ontinue et stritement positive ar µq,G(g) > 0. On est maintenant
en mesure d'utiliser la proposition 3.5, qui assure l'existene d'une fontion de Green G˜P0
du Laplaien onforme Lg˜ pour la variétéM muni de la métrique g˜. Par la proposition 3.6,
on onlut que GP0 = ψ(P0)ψG˜P0 est la fontion de Green du Laplaien Lg. Comme les
métriques g et g˜ sont C∞ sur BP0(δ) et que G˜P0 satisfait les propriétés de la proposition 3.5,
les propriétés énonées pour GP0 sont vériées.
On dit la fontion de Green GP est normalisée si
lim
r→0
r2−nGP (Q) = 1
Autrement dit, si GP est normalisée alors
LgGP = (n− 2)ωn−1δP
où r = d(P,Q) et ωn−1 est le volume de la sphère Sn−1. Lorsque il s'agit de la fontion de
Green GP0 du Laplaien onforme Lg, on peut toujours la normaliser ar elle est d'ordre
r2−n. On gardera la même notation pour la fontion de Green normalisée.
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3.6 La métrique de CaoGünther
Dans l'artile [?℄ sur le problème de Yamabe, J.M. Lee et T. Parker ont montré que sur
une variété riemannienne (M, g), il existe un système de oordonnées normale {(Ui, xi)}i∈I
et une métrique g′ onforme à g tels que det g′ = 1+O(|x|m) ave m aussi grand que l'on
veut. J. Cao [?℄ et M. Günther [?℄ ont montré (indépendamment) qu'on peut avoir, en
fait, det g′ = 1.
Dénition 3.3. Soit (M, g) une variété riemannienne ompate. g˜ est une métrique de
CaoGünther, si elle est onforme à g et s'il existe un système de oordonnées dans lequel
det g˜ = 1.
Théorème 3.2 (CaoGünther). Soient M une variété de dimension n et de lasse Ca+2,β
ave a ∈ N, β ∈]0, 1[. g une métrique riemannienne de lasse Ca+1,β, et P un point de M .
Alors il existe une fontion ϕ stritement positive, de lasse Ca+1,β
′
, ave β ′ ∈]0, β[ telle
que det(ϕg) = 1, dans un système de oordonnées normales pour la métrique ϕg d'origine
P .
On remarque que si la métrique g ∈ Hp2 (M,T ∗M⊗T ∗M) ave p > n, alors elle est de lasse
C1,β, la variété (M, g) admet une métrique de CaoGünther. Il n'est don pas utile de
supposer que la métrique g est C∞ dans une boule pour l'existene de telles oordonnées.
3.7 Le théorème de la masse positive
Dans ette setion, on rappelle les résultats obtenus au sujet de la masse positive.
Dénition 3.4. Une variété riemannienneM muni d'une métrique C∞, g est dite asymp-
totiquement plate d'ordre τ > 0, s'il existe une déomposition M = M0 ∪M∞ (ave M0
ompate) et un diéomorphisme M∞ → Rn − BR(O) pour un ertain R > 0 tels que :
gij = δij +O(ρ
−τ), ∂kgij = O(ρ
−τ−1), ∂klgij = O(ρ
−τ−2) (3.9)
quand ρ = |z| → +∞ dans les oordonnées {zi} induites sur M∞. Les {zi} sont appelés
les oordonnées asymptotiques.
On érit gij = δij + O
′′(ρ−τ ) si gij satisfait (3.9). D'une façon analogue, on peut dénir
O′′ pour tout fontion.
Dénition 3.5. Etant donné une variété riemannienne asymptotiquement plate (M, g)
ave des oordonnées asymptotiques {zi}, on dénit la masse de la façon suivante :
m(g) = lim
ρ→+∞
ω−1n−1
∫
∂BP (ρ)
∂ρ(gρρ − gii) + ρ−1(ngρρ − gii)dσρ
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Cette dénition de la masse dépend des oordonnées asymptotiques. R. Bartnik [?℄ a
montré que si (M, g) asymptotiquement plate d'ordre τ > (n− 2)/2, alors m(g) est bien
dénie et dépend seulement de la métrique g.
Le théorème de la masse positive s'énone omme suit :
Théorème 3.3. Soit (M, g) une variété riemannienne de dimension n ≥ 3, asymptoti-
quement plate d'ordre τ > (n − 2)/2, de ourbure salaire positive. La masse m(g) est
toujours positive ou nulle. De plus m(g) = 0 si et seulement si (M, g) est isométrique à
l'espae eulidien (Rn, E) muni de sa métrique anonique.
Beauoup de mathématiiens ont ontribué à la preuve de e théorème, essentiellement
T. Aubin [?, ?℄ R. Shoen et S.T. Yau [?, ?, ?℄, E. Witten [?℄.
Réemment T. Aubin [?℄ a montré que :
Théorème 3.4. Si g est une métrique de CaoGünther, Lg est inversible et si au voisinage
de P0 ∈ M la fontion de Green normalisée GP0 de Lg s'érit
GP0(Q) = r
2−n + A+O(r)
ave r = d(P0, Q), alors A > 0 sauf si (M, g) est onformément diéomorphe à la sphère
(Sn, gcan), auquel as A = 0.
On utilisera les deux théorèmes 3.3, 3.4, sous réserve de leur validité.
3.8 Théorème d'existene de solutions sans présene de
symétries
Théorème 3.5. Soit M une variété ompate C∞ de dimension n ≥ 3, g une métrique
riemannienne qui satisfait l'hypothèse (H). Si (M, g) n'est pas onformément diéomorphe
à la sphère (Sn, gcan), alors µ(g) < K
−2(n, 2).
On montre e théorème sous réserve de la validité du théorème 3.4.
Ce théorème arme que la onjeture de T. Aubin 3.1 reste vraie pour des métriques qui
satisfont l'hypothèse (H) (pas néessairement C∞ partout).
Pour montrer e théorème, on se base sur les travaux de T. Aubin et R. Shoen dans le
as où g est C∞. La stratégie est la suivante : on onstruit des fontions test pour la fon-
tionnelle Ig, à support dans des petites boules géodésiques. Puisque le problème est loal
et que la métrique g est C∞ sur la boule BP0(δ), alors la preuve du théorème i-dessus
est identique à elle dont la métrique g est C∞ sur M ('est pour ette raison qu'on a
supposé que la métrique est C∞ dans la boule BP0(δ)). On prendra don les fontions test
de T. Aubin et R. Shoen à support dans BP0(δ).
58 CHAPITRE 3. LE PROBLÈME DE YAMABE AVEC SINGULARITÉS
Preuve du théorème 3.5. Si µ(g) ≤ 0 alors l'inégalité est triviale. À partir de main-
tenant jusqu'à la n de la preuve, on suppose que µ(g) > 0. Quitte à onsidérer une
métrique onforme, on peut supposer que g est la métrique de CaoGünther donnée par
le théorème 3.2. En eet, µ(g) est un invariant onforme d'après la proposition 3.3.
Deux as se présentent :
(a) Soit (M, g) n'est pas onformément plate en P0 et n ≥ 6. Dans e as, on pose ϕε = ηvε,
η une fontion ut-o de support dans BP0(2ε), η = 1 sur BP0(ε), 2ε < δ et
vε(Q) =
(
ε
r2 + ε2
)n−2
2
r = d(P0, Q)
Comme suppϕ ⊂ BP0(δ) et que la métrique g est de lasse C∞ sur ette boule, on obtient
le lemme suivant (f. T. Aubin [?℄) :
Lemme 3.1.
µ(g) ≤ Ig(ϕε) ≤
{
K−2(n, 2)− c|W (P0)|2ε4 + o(ε4) si n > 6
K−2(n, 2)− c|W (P0)|2ε4 log 1ε +O(ε4) si n = 6
où |W (P0)| est la norme du tenseur de Weyl au point P0.
J.M. Lee et T. Parker ont donné une preuve simple de e lemme, en utilisant les o-
ordonnées géodésiques onformes en P0 (f. [?℄). Par hypothèse la métrique n'est pas
onformément plate au voisinage de P0 et n ≥ 6 don |W (P0)| 6= 0 d'où µ(g) < K−2(n, 2).
(b) Soit (M, g) est onformément plate en P0 ou n = 3, 4 ou 5 : Puisque µ(g) est un in-
variant onforme, quitte à onsidérer une métrique onforme à g, on peut supposer que la
métrique est elle de CaoGünther et que la fontion de Green normalisée GP0, onstruite
dans la proposition 3.7, s'érit :
GP0(Q) = r
2−n + A+O(r)
au voisinage de P0, ave r = d(P0, Q) (f. l'artile de J.M. Lee et T. Parker [?℄ pour la
preuve de e développement limité).
Si la métrique g satisfait l' hypothèse (H) et que (M, g) n'est pas onformément diéo-
morphe à la sphère (Sn, gcan), par le théorème 3.4, nous savons que A > 0. Considérons
alors ϕε, la fontion test introduite par R. Shoen [?℄, dénie pour tout Q ∈M par :
ϕε(Q) =


vε(Q) si Q ∈ BP0(ρ0)
ε0[GP0 − η(GP0 − r2−n −A)](Q) si Q ∈ BP0(2ρ0)− BP0(ρ0)
ε0GP0(Q) si Q ∈M −BP0(2ρ0)
ave 2ρ0 < δ, (
ε
ρ20+ε
2 )
(n−2)/2 = ε0(ρ
2−n
0 + A) et η une fontion réelle positive C
∞
, dérois-
sante sur R+, à support dans ] − 2ρ0, 2ρ0[, identiquement égale à 1 sur [0, ρ0], dont le
gradient vérie |∇η(r)| ≤ ρ−10 . Puisque la métrique g est C∞ sur BP0(2ρ0) ⊂ BP0(δ) et
que GP0 ∈ Hp2 (M −BP0(ρ0)) (voir le orollaire 3.7), alors on a l'estimée suivante de µ(g),
obtenue par R. Shoen [?℄ :
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Lemme 3.2.
µ(g) ≤ Ig(ϕε) ≤ K−2(n, 2) + cε20(cρ0 −A)
Comme A > 0 alors on peut hoisir ρ0 susamment petit (cρ0 < A) pour que µ(g) <
K−2(n, 2).
On est maintenant en mesure d'énoner le théorème qui résout le problème 3.2 pour les
métriques qui satisfont l'hypothèse (H).
Théorème 3.6. Soit M une variété ompate C∞ de dimension n ≥ 3, g une métrique
riemannienne qui satisfait l'hypothèse (H), alors il existe une métrique g˜ onforme à g
ayant une ourbure salaire Rg˜ onstante, solution du problème 3.2.
Ce théorème arme qu'il existe toujours des solutions pour l'équation de type Yamabe (2.1)
(page 33) et que l'hypothèse du théorème 2.1 est toujours satisfaite ave h = n−2
4(n−1)
Rg.
Remarque Dans l'énoné du théorème 2.1, la métrique g est supposée être de lasse
C∞. Ce théorème reste vrai si l'on suppose que la métrique est dans Hp2 ave p > n. Pour
le voir, il sut de remarquer que si g ∈ Hp2 , il existe une solution faible pour l'équation
(2.1) (preuve identique). La seule hose qui peut hanger est la régularité de la solution
faible. Dans e as, on aura la même régularité ar les oeients de ∆g sont ontinus.
Preuve. Si (M, g) est onformément diéomorphe à la sphère Sn, munie de la métrique
anonique gcan, alors il n'y a rien à montrer ar (Sn, gcan) est à ourbure salaire onstante.
Sinon (Mn, g) n'est pas onformément diéomorphe à (Sn, gcan). Au quel as, on a l'in-
égalité
µ(g) < K−2(n, 2)
par le théorème 3.5. Le théorème 2.1 nous fournit une solution ψ ∈ Hp2 (M), stritement
positive, de l'équation (2.1), où h = n−2
4(n−1)
Rg et h˜ = µ(g). D'après l'équation (3.1), la
métrique g˜ = ψ
4
n−2g est à ourbure salaire onstante Rg˜ =
4(n−1)
n−2
µ(g).
3.9 Uniité des solutions
Pour le problème de Yamabe lassique (i.e. la métrique g est C∞), on sait qu'on a uniité
des solutions à une onstante multipliative près dans le as où l'invariant onforme de
Yamabe µ(g) est négatif ou nul. Le théorème suivant, montre qu'on a toujours les mêmes
résultats lorsque la métrique est seulement de lasse Hp2 , ave p > n.
Théorème 3.7. Soit g une métrique dans Hp2 (M,T
∗M ⊗T ∗M), ave p > n. Si µ(g) ≤ 0,
alors les solutions de l'équation (3.1) sont uniques à une onstante multipliative près.
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Preuve. Soit ϕ1 et ϕ2 deux solutions stritement positives de l'équation (3.1). Les mé-
triques gi = ϕ
4
n−2
i g sont à ourbures salaires onstantes Ri, où i = 1 ou 2. On pose
ψ = ϕ1
ϕ2
, don g1 = ψ
4
n−2g2. Ce qui entraîne que ψ satisfait
∆g2ψ +
n− 2
4(n− 1)R2ψ =
n− 2
4(n− 1)R1ψ
n+2
n−2
(3.10)
Par le théorème de régularité 1.9, on en déduit que ψ est de lasse C2,β ar les oeients
du Laplaien sont C0. En eet, dans une arte loale :
∆gψ = −∇i∇iψ = −gij(∂ijψ − Γkij∂kψ)
et les Christoels sont donnés par
Γkij = g
kl(∂iglj + ∂jgil − ∂lgij)
Ils sont dans Hp1 , et ontinus si p > n. D'autre part, remarquons que R1 et R2 sont
forément de même signe. Pour le voir, il sut d'intégrer l'équation (3.10) sur M , ave
l'élément de volume de g2, et utiliser le fait que l'intégrale du Laplaien d'une fontion
C2 est toujours nulle.
Si µ(g) < 0, alors Ri < 0 pour i = 1 et 2. Supposons que ψ atteint son maximum
en Q1 ∈ M et son minimum en Q2 ∈ M alors ∆g2ψ(Q1) ≥ 0 et ∆g2ψ(Q2) ≤ 0. Par
onséquent, si on évalue l'équation (3.10) au point Q1 et Q2, on obtient les deux inégalités
suivantes :
ψ
4
n−2 (Q1) ≤ R2
R1
et ψ
4
n−2 (Q2) ≥ R2
R1
de là on tire que ψ = R2
R1
et que ϕ1 et ϕ2 sont proportionnelles.
Si µ(g) = 0 alors R1 = R2 = 0 et l'équation (3.10) est réduite à ∆g2ψ = 0, d'où ψ est
onstante.
3.10 Appliation
Prenons le as partiulier d'une métrique
gα = (1 + ρ
2−α
P0
)mg0
où g0 est une métrique riemannienne C
∞
, α ∈]0, 1[ et ρP0 la fontion distane donnée par
la dénition 1.7 (page 23). Les dérivées seondes de gα ont des singularités du type ρ
−α
,
e qui entraîne qu'il existe une fontion ontinue R0 telle que la ourbure salaire de g soit
de la forme Rgα =
R0
ρα
. Cette fontion est dans Lp(M), si p < n
α
. Comme α ∈]0, 1[ alors on
peut trouver un p > n ar n
α
> n. Pour ette valeur de p, on onlut que la métrique gα
est dans Hp2 (M,T
∗M ⊗ T ∗M) et elle satisfait l'hypothèse (H) ar la fontion ρP0 est C∞
sur BP0(δ(M))− {P0}, ave δ(M) le rayon d'injetivité de M .
3.11. LE PROBLÈME DE YAMABE ÉQUIVARIANT 61
Soit ϕ une fontion stritement positive dans Hp2 (M) et g˜ = ϕ
4
n−2 gα une métrique
onforme à gα. Si on veut que g˜ soit une métrique qui résout le problème 3.2 (f. page 49)
alors il sut que ϕ soit solution de l'équation de type Yamabe (2.10). D'après le théorème
3.6 et la proposition 2.2, une telle solution existe toujours.
3.11 Le problème de Yamabe équivariant
3.11.1 Le problème de HebeyVaugon
Soit (M, g) une variété riemannienne ompate C∞ de dimension n. G un sous groupe
du groupe d'isométries I(M, g). E. Hebey et M. Vaugon [?℄ ont onsidéré le problème
suivant :
Problème 3.3. Existe-t-il une métrique g0, G−invariante qui minimise la fontionnelle
J(g′) =
∫
M
Rg′dv(g
′)
(
∫
M
dv(g′))
n−2
n
où g′ appartient à la lasse G−onforme de g :
[g]G := {g˜ = efg/f ∈ C∞(M), σ∗g˜ = g˜ ∀σ ∈ G}
(Les dénitions sont données dans la setion 2.2).
Ils ont démontré que e problème à toujours des solutions, sous réserve de la validité du
théorème de la masse positive 3.3. La résolution de e problème a deux onséquenes.
La première est l'existene d'une métrique g0, I(M, g)−invariante et onforme à g, telle
que la ourbure salaire de g0 est onstante. En eet, si g0 = ϕ
4
n−2 g est une métrique
qui minimise J , alors ϕ est I(M, g)−invariante, solution de l'équation d'EulerLagrange
de J . Cette équation est bien elle de Yamabe (3.1), ave Rg˜ = Rg0 une onstante qui
joue le rle de la ourbure salaire de g0. La deuxième onséquene est que la onjeture
de A. Lihnerowiz [?℄ i-dessous est vraie. Par les travaux de J. Lelong-Ferrand [?℄ et
M. Obata [?℄, on sait que si (M, g) n'est pas onformément diéomorphe à (Sn, gcan) alors
le groupe onforme C(M, g) est ompat et il existe une métrique g′ onforme à g telle
que I(M, g′) = C(M, g).
Conjeture 3.2 (A. Lihnerowiz [?℄). Pour tout variété riemannienne (M, g), om-
pate C∞, de dimension n et qui n'est pas onformément diéomorphe à (Sn, gcan), il
existe une métrique g˜ onforme à g de ourbure salaire Rg˜ onstante et pour laquelle
I(M, g˜) = C(M, g).
On a déjà remarqué que les métriques qui résolvent le problème de HebeyVaugon 3.3
sont néessairement solutions de l'équation de Yamabe (3.1). Par onséquent, le problème
de Yamabe lassique, dérit à la setion 3.1, orrespond au as partiulier G = {id} du
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problème 3.3.
Au début de e hapitre, on a rappelé le problème de Yamabe, ensuite on a montré que
les équations de type Yamabe (2.1) admettent toujours des solutions, si la fontion h est
proportionnelle à la ourbure salaire Rg (f. théorème 3.6). On essaye de faire le même
travail lorsque un sous groupe G du groupe d'isométries agit sur M . Les métriques ne
seront pas néessairement C∞, mais elles vérient l'hypothèse (H) (f. setion 3.2).
Problème 3.4. Supposons que la métrique g ∈ Hp2 (M,T ∗M ⊗ T ∗M). Existe-t-il une
métrique g˜ dans la lasse onforme G−invariante de g qui minimise la fontionnelle J et
pour laquelle la ourbure salaire Rg˜ est onstante partout ?
Si la métrique g est C∞ alors e problème est exatement le problème de HebeyVaugon 3.3.
Si la métrique g˜ minimise la fontionnelle J dénie au début de la setion 3.11, alors la
ourbure salaire de g˜ est automatiquement onstante. Plus préisément, si g˜ = ψ4/(n−2)g,
ave ψ ∈ Hp2 (M), stritement positive et G−invariante, alors ψ est solution de l'équation
de Yamabe (3.1).
3.11.2 L'invariant de Yamabe G−onforme
Soit Ig la fontionnelle de Yamabe dénie par (3.2) (page 47). Pour e problème, on
onsidère seulement des fontions test dans H1,G(M), l'espae des fontions dans H1(M),
G−invariante.
Dénition 3.6. L'invariant G−onforme de Yamabe µG(g) est déni par :
µG(g) = inf
ψ∈H1,G(M)−{0}
Ig(ψ)
La proposition suivante justie la terminologie employée.
Proposition 3.8. Soit M une variété ompate C∞. g ∈ Hp2 (M,T ∗M ⊗ T ∗M) une mé-
trique riemannienne, ave p > n/2. Alors
1. µG(g) =
n−2
4(n−1)
infg′∈[g]G J(g
′)
2. Si g˜ ∈ [g]G alors µG(g˜) = µG(g).
Preuve. Pour tout g′ ∈ [g]G, il existe ψ ∈ Hp2,G(M), stritement positive telle que g′ =
ψ
4
n−2 g. Par l'équation de Yamabe (3.1) :
Rg′ = ψ
−n+2
n−2 (4
n− 1
n− 2∆gψ +Rgψ)
En intégrant ette équation sur M par rapport à l'élément de volume dvg′ , on obtient∫
M
Rg′dvg′ =
∫
M
ψ(4
n− 1
n− 2∆gψ +Rgψ)dvg = 4
n− 1
n− 2E(ψ)
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D'autre part ∫
M
dvg′ = ‖ψ‖NN
On en déduit que
J(g′) = 4
n− 1
n− 2Ig(ψ) (3.11)
En prenant la borne inférieure, on obtient la première propriété. Pour la seonde propriété,
il sut de reprendre la preuve de la proposition 3.3. En eet, si g′ est la métrique onsidérée
i-dessus alors, d'après l'équation (3.6)
∀ϕ ∈ H1,G(M) Ig′(ϕ) = Ig(ψϕ)
3.12 Théorème d'existene de solutions en présene de
symétries
Théorème 3.8. Soit M une variété ompate C∞ de dimension n ≥ 3. g une métrique
riemannienne qui appartient à Hp2 (M,T
∗M ⊗ T ∗M), ave p > n. Si
µG(g) <
1
4
n(n− 2)ω2/nn (cardOG(P ))2/n
alors l'équation (3.1) admet une solution stritement positive ϕ ∈ Hp2,G(M) ⊂ C1−[n/p],β(M),
G−invariante. De plus la métrique g˜ = ϕ 4n−2 g est solution du problème 3.4 et de ourbure
salaire onstante Rg˜ =
4(n−1)
n−2
µG(g).
Preuve. Si µG(g) ≤ 0, d'après le théorème 3.7, les solutions de l'équation de Yamabe
sont proportionnelles. Si ϕ est une solution de (3.1) alors pour tout σ ∈ G, σ∗ϕ est
également une solution. Il existe don une onstante c > 0 telle que σ∗ϕ = cϕ. D'autre
part, ‖σ∗ϕ‖2 = ‖ϕ‖2. On en déduit que c = 1 et que ϕ est G−invariante.
Supposons que µG(g) > 0. Notons que
K−2(n, 2) =
1
4
n(n− 2)ω2/nn
l'expression de K(n, q) est donnée dans le théorème 1.5 (page (1.5)). Il sut d'appliquer
le théorème 2.5 pour h = n−2
4(n−1)
Rg, qui entraîne que l'équation (3.1) admet une solution
ϕ ∈ Hp2,G(M), stritement positive et minimisante pour la fontionnelle Ig. D'après la
relation (3.11), la métrique ϕ
4
n−2 g minimise la fontionnelle J ′.
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Remarque D'après le théorème 3.8, la ondition susante, pour trouver une solution
G−invariante de l'équation de Yamabe (3.1) est que l'inégalité
µG(g) < n(n− 1)ω2/nn−1(cardOG(P ))2/n
soit toujours vraie.
On a vu que dans le as partiulier où G = {id}, ette inégalité est vraie pour toute variété
ompate (M, g), non onformément diéomorphe à (Sn, gcan), munie d'une métrique g
qui satisfait l'hypothèse (H) (f. théorème 3.5).
Dans le as où G est un sous groupe quelonque de I(M, g) lorsque (M, g) est une variété
riemannienne ompate C∞, E. Hebey et M. Vaugon [?℄ ont annoné ette inégalité sous
forme de onjeture (f. onjeture 5.1). Ils l'ont démontrée dans ertains as (f. théorème
5.2). Dans le hapitre 5, on démontre qu'elle est vraie dans de nouveaux as (par ontre,
vu la omplexité de la preuve et des arguments utilisés, on n'est pas enore en mesure
d'adapter la preuve, dans le as où la métrique est seulement dans Hp2 ).
Chapitre 4
Caluls tehniques sur la ourbure
salaire
Dans tout e hapitre, on suppose que M est une variété ompate C∞, de dimension
n ≥ 3, g est une métrique riemannienne C∞, munie de sa onnexion riemannienne, notée
∇g. On note par ∇β la dérivée ovariante ∇β1 · · ·∇βi , où β ∈ [[1, n]]i sont des multi-indies,
et |β| = i. On note par [[1, n]] l'ensemble des entiers naturels entre 1 et n.
Dénition 4.1. Soit (M, g) une variété riemannienne et Wg le tenseur de Weyl assoié
à g. On dénit l'entier ω au point P par
ω(P ) = inf{|β| ∈ N/‖∇βWg(P )‖ 6= 0}
(et si ‖∇βWg(P )‖ = 0 pour tout multi-indies β, alors ω(P ) = +∞).
Pour des raisons de simpliité, on omet P dans ω(P ). On a les propriétés suivantes :
Propriétés 4.1. Soit g˜ une métrique onforme à g. On note ω˜ l'entier déni i-dessus
assoié à la métrique g˜. Alors
ω = ω˜
ω est onformément invariant.
Preuve. Si g˜ = ϕ
4
n−2g, alors Wg˜ = ϕ
4
n−2Wg (f. remarque après la dénition 1.2), ave ϕ
une fontion C∞, stritement positive. Par onséquent
∀i < ω ∇iWg(P ) = 0⇐⇒ ∀i < ω˜ ∇iWg˜(P ) = 0
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4.1 Caluls sur l'intégrale de la ourbure salaire
Cette setion est onsarée au alul de l'intégrale de la ourbure salaire sur une sphère
de rayon r assez petit. Ces aluls ont été eetués par T. Aubin [?, ?℄, que l'on reprendra,
ave des preuves détaillées. Notons par S(r) la sphère de dimension n− 1 et de rayon r,
et par dσr l'élément de volume sur S(r). On note par
∫¯
la valeur moyenne
∫¯
M
ϕdv =
1
vol(M)
∫
M
ϕdv
L' intégrale de la ourbure salaire que l'on alulera joue un rle important dans la
fontionnelle de Yamabe (4.10). On verra que si elle est négative alors la onjeture de
HebeyVaugon 5.1 est démontrée. Mais dans ertains as, elle est positive, e qui om-
plique la preuve de la onjeture 5.1. Notons qu'on a déjà démontré que l'inégalité large
suivante est toujours vraie
µG(g) ≤ n(n− 2)
4
ω2/nn (cardOG(P ))
2/n
pour tout variété ompate (M, g), de dimension n ≥ 3 (f. proposition 2.5, page 46 ),
même dans le as où on met h une fontion quelonque à la plae de Rg. On onstate
qu'il y a ertaines informations ontenues dans Rg qu'il faut absolument utiliser pour
démontrer la onjeture.
Dénition 4.2. Soit P un point xé de M . On note µ(P ) l'entier naturel, déni omme
suit : |∇βRg(P )| = 0 pour tout |β| < µ(P ) et il existe β ∈ [[1, n]]µ(P ) tel que |∇βRg(P )| 6= 0.
Dans un système de oordonnées normales {xi} d'origine P
Rg(Q) = R¯ +O(r
µ(P )+1)
où R¯ = rµ(P )
∑
|β|=µ(P )∇βRg(P )ξβ est un polynme homogène de degré µ(P ), qui repré-
sente la partie prinipale de Rg, r = d(P,Q) = |x| et ξi = xir .
Pour des raisons de simpliité, on omet P dans µ(P ).
Le lemme 5.2, énoné dans le hapitre suivant, et le développement limité de la métrique
donnent :
Lemme 4.1. On a toujours µ ≥ ω, gij = δij + O(rω+2) et
∫¯
S(r)
Rgdσr = O(r
2ω+2) e qui
entraîne que
∫
S(r)
R¯dσr = 0 lorsque µ < 2ω + 2.
Preuve. Par le développement limité (5.3) (voir le hapitre suivant), gij = δij +O(r
ω+2).
Puisque la ourbure salaire Rg est obtenue, en dérivant deux fois les omposantes de la
métrique, alors Rg = O(r
ω). Ce qui veut dire que la partie prinipale R¯ est d'ordre µ ≥ ω.
4.1. CALCULS SUR L'INTÉGRALE DE LA COURBURE SCALAIRE 67
Intéressons nous à
∫¯
S(r)
Rgdσr, elle est d'ordre 2ω + 2. En eet, on a le développement
suivant
Rg(Q) =
2ω+1∑
m=µ
(
∑
|β|=m
∇βRg(P )ξβ)rm +O(r2ω+2)
ave r = d(P,Q) et (r, ξj) un système de oordonnées géodésiques. En intégrant ette
égalité sur la sphère S(r), sahant que l'intégrale d'un polynme homogène de degré
impair sur la sphère est nulle, on obtient
∫¯
S(r)
Rgdσr =
ω∑
m=µ
C(m,n)∆mg Rg(P )r
m +O(r2ω+2)
pour une ertaine onstante C(m,n), qui dépend seulement de n et m. Comme les our-
bures de la métrique g satisfont le lemme 5.2, pour tout m ≤ ω, ∆mg Rg(P ) = 0. Don∫¯
S(r)
Rgdσr = O(r
2ω+2)
Soit {xα} un système de oordonnées normal en P et {r, ξi} un système de oordonnées
géodésiques. Le lemme 4.1 entraîne qu'il existe un tenseur symétrique h tel que
g = E + h
ave h = O(rω+2), alors
g = E + h = (δαβ + hαβ)dxα ⊗ dxβ = dr2 + (sij + hij)(rdξi)⊗ (rdξj)
où (sij) sont les omposantes de la métrique standard sur la sphère Sn−1 et
hij =
∂xα
r∂ξi
∂xβ
r∂ξj
hαβ , hir = hrr = 0
Remarquons que hij = O(r
ω+2). On peut don déomposer (hij) de la façon suivante :
hij = r
ω+2g¯ij + r
2(ω+2)gˆij + h˜ij (4.1)
où g¯, gˆ et h˜ sont des 2-tenseurs symétriques dénis sur la sphère Sn−1. On hoisit
{ ∂
∂r
, ∂
r∂ξi
}1≤i≤n−1 et {dr, rdξi}1≤i≤n−1 omme bases loales de l'espae tangent TM et
otangent T ∗M respetivement. Notre but dans le hoix de es bases est d'avoir
gij = sij + hij, grr = 1 et gir = 0
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et d'éliminer une fois pour toutes le r2 qui apparaît, en passant aux oordonnées géodé-
siques. Les omposantes gij de l'inverse de la métrique sont
gij = sij − hij + O(r2ω+4)
où hij = siksjlhlk. On fait monter et baisser les indies, en utilisant la métrique (sij), sauf
pour la métrique g. On note par ∇ la onnexion riemannienne sur la sphère, assoiée à s.
Par des aluls direts, T. Aubin [?℄ a montré que :
Théorème 4.1.
R¯ = ∇ij g¯ijrω et∫¯
S(r)
Rdσr = [B/2− C/4− (1 + ω/2)2Q]r2(ω+1) + o(r2(ω+1))
où B =
∫¯
Sn−1
∇ig¯jk∇j g¯ikdσ, C =
∫¯
Sn−1
∇ig¯jk∇ig¯jkdσ et Q =
∫¯
Sn−1
g¯ij g¯
ijdσ
Une preuve détaillée de e lemme est donnée dans l'appendie A.
De plus T. Aubin [?℄ a montré que
Théorème 4.2. Si µ ≥ ω + 1 alors il existe une onstante C(n, ω) > 0 telle que
∫¯
S(r)
Rdσr = C(n, ω)(−∆g)ω+1R(P )r2ω+2 + o(r2ω+2)
(−∆g)ω+1R(P ) est stritement négative et Ig(uε) < n(n−2)4 ω2/nn−1.
La fontion uε est dénie plus bas (voir équation (4.8)).
On rappellera le shéma de la preuve et on donnera des détails sur e théorème dans
l'appendie A.
On onsidèrera à partir de maintenant et jusqu'à la n de ette setion que
µ = ω.
On sait que R¯ est un polynme homogène de degré ω, ∆ER¯ est don homogène de degré
ω − 2 et
∆ER¯ = r
−2(∆sR¯− ω(n+ ω − 2)R¯)
où ∆E est le Laplaien eulidien et ∆s est le Laplaien de la sphère Sn−1, muni de la
métrique s. ∆k−1E R¯ est homogène de degré ω − 2k + 2 et
∆kER¯ = r
−2(∆s − νkid)∆k−1E R¯ = r−2k
k∏
p=1
(∆S − νpid)R¯
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ave
νk = (ω − 2k + 2)(n+ ω − 2k) (4.2)
Cette suite d'entiers naturels (νk){1≤k≤[ω/2]} est déroissante. Elle est formée de valeurs
propres du Laplaien sur la sphère Sn−1 (il est bien onnu que les valeurs propres du
Laplaien géométrique sont positives et qu'elles forment une suite roissante. Nos valeurs
νk sont prises dans l'ordre opposé).
Puisque R¯ est homogène de degré ω, deux as se présentent. Soit ω est pair, alors ∆
[ω/2]
E R¯
est une onstante, mais d'après le 4ème point du lemme 5.2, ∆
[ω/2]
E R¯(P ) = 0, d'où
∆
[ω/2]
E R¯ = 0
Soit ω est impair, alors ∆
[ω/2]
E R¯ est une forme linéaire. D'après le 4ème point du lemme 5.2
∆
[ω/2]
E R¯(P ) = 0 et ∇∆[ω/2]E R¯(P ) = 0
Finalement ∆
[ω/2]
E R¯ = 0 dans tous les as.
On a r−ωR¯ ∈⊕qk=1Ek, où Ek l'espae propre assoié à la valeur propre νk, du Laplaien
∆s, sur la sphère Sn−1, et où on a noté
q = min{k ∈ N/∆kER¯ = 0}
Si j 6= k, Ek est bien orthogonal à Ej , pour le produit salaire dans L2(Sn−1) et le produit
salaire sur H1(Sn−1) dénis i-dessous, puisque si j 6= k et ϕk ∈ Ek
νk(ϕk, ϕj)L2 = (∆sϕk, ϕj)L2 = (ϕk,∆sϕj)L2 = νj(ϕk, ϕj)L2 (4.3)
Le produit suivant est bien un produit salaire sur l'ensemble des fontions dans H1(Sn−1),
d'intégrales nulles
(ϕk, ϕj)H1 = (∇ϕk,∇ϕj)L2 = νk(ϕk, ϕj)L2 = νj(ϕk, ϕj)L2 (4.4)
De plus, puisque
∫
S(r)
R¯dσr = 0 (d'après le lemme 4.1), il existe des ϕk ∈ Ek (fontions
propres de ∆s) telles que
R¯ = rω∆s
q∑
k=1
ϕk = r
ω
q∑
k=1
νkϕk (4.5)
On pose
bij =
q∑
k=1
1
(n− 2)(νk + 1− n) [(n− 1)∇ijϕk + νkϕksij]
et aij = g¯ij − bij .
On note R¯a = R¯ lorsque g¯ij = aij et R¯b = R¯ lorsque g¯ij = bij . En tenant ompte de
l'expression (4.5) de R¯, on établit les relations suivantes :
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Lemme 4.2.
∇ibij = −
q∑
k=1
∇jϕk, R¯ = R¯b = ∇ijbijrω, R¯a = ∇ijaijrω = 0 et sijbij = sijaij = 0
La preuve détaillée est donnée dans l'appendie A.
Regardons les deux as partiuliers suivants :
Si g¯ij = aij . Alors R¯ = R¯a = 0, e qui entraîne que la partie prinipale de Rg, est de degré
µ ≥ ω + 1. Par le théorème 4.2∫¯
S(r)
Rdσr =
∫¯
S(r)
Radσr < 0
Si g¯ij = bij . D'après le théorème 4.1, on a∫¯
S(r)
Rdσr =
∫¯
S(r)
Rbdσr = [Bb/2− Cb/4− (1 + ω/2)2Qb]r2(ω+1) + o(r2(ω+1))
où l'on note par Bb, Cb et Qb les intégrales B, C et Q respetivement, dénies dans le
théorème 4.1 lorsque g¯ij = bij . On peut les aluler en fontion des fontions propres ϕk,
on trouve :
Qb =
∫¯
Sn−1
bijb
ijdσ =
n− 1
n− 2
q∑
k=1
νk
νk − n + 1
∫¯
Sn−1
ϕ2kdσ
Bb = −(n− 1)Qb +
q∑
k=1
νk
∫¯
Sn−1
ϕ2kdσ
Cb = −(n− 1)Qb + n− 1
n− 2
q∑
k=1
νk
∫¯
Sn−1
ϕ2kdσ
Dans le alul de es expressions on a utilisé plusieurs fois l'identité ∇ibij = −
∑q
k=1∇jϕk
et la formule de Stokes (les aluls détaillés sont donnés dans l'appendie A).
Dans le as général (i.e. g¯ij = aij + bij), on obtient le lemme suivant :
Lemme 4.3. Si µ = ω et g¯ij = aij + bij, alors∫¯
S(r)
Rdσr =
∫¯
S(r)
Ra+Rbdσr + o(r
2(ω+1)) ≤ [Bb/2−Cb/4− (1+ω/2)2Qb]r2(ω+1) + o(r2(ω+1))
Bb/2− Cb/4− (1 + ω/2)2Qb =
q∑
k=1
uk
∫¯
Sn−1
ϕ2kdσ
ave
uk =
(
n− 3
4(n− 2) −
(n− 1)2 + (n− 1)(ω + 2)2
4(n− 2)(νk − n+ 1)
)
νk (4.6)
les nombres réels uk sont obtenus à partir des expressions Qb, Bb et Cb i-dessus (voir
l'appendie A pour une preuve détaillée de e lemme).
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4.2 Généralisation d'un théorème de T. Aubin
Dans son artile sur le problème de Yamabe, T. Aubin [?℄ a démontré que s'il existe un
point P0 ∈ M tel que ω(P0) = 0 (voir la dénition 4.1 ), alors il existe une fontion ϕε
telle que
Ig(ϕε) <
n(n− 2)
4
ω
2/n
n−1
(f lemme 3.1).
Le but de ette setion est de généraliser e résultat pour tout ω ≤ (n− 6)/2.
Soit uε et ϕε deux fontions dénies par :
ϕε(Q) = (1− rω+2f(ξ))uε(Q) (4.7)
uε(Q) =


(
ε
r2 + ε2
)n−2
2
−
(
ε
δ2 + ε2
)n−2
2
si Q ∈ BP (δ)
0 si Q ∈M −BP (δ)
(4.8)
pour tout Q ∈M , où r = d(Q,P ) est la distane entre P et Q. (r, ξj) sont les oordonnées
géodésiques de Q au voisinage de P et BP (δ) est une boule géodésique de entre P , de
rayon δ, xé susamment petit. f est une fontion qui dépend seulement de ξ telle que∫
Sn−1
fdσ = 0 et le hoix préis sera déidé plus tard.
Soit
Iba(ε) =
∫ δ/ε
0
tb
(1 + t2)a
dt et Iba = lim
ε→0
Iba(ε)
alors I2a−1a (ε) = log ε
−1+O(1). Si 2a−b > 1 alors Iba(ε) = Iba+O(ε2a−b−1) et par intégration
par parties, on établit les relations suivantes :
Iba =
b− 1
2a− b− 1I
b−2
a =
b− 1
2a− 2I
b−2
a−1 =
2a− b− 3
2a− 2 I
b
a−1,
4(n− 2)In+1n
(In−2n )
(n−2)/n
= n (4.9)
Rappelons que la fontionnelle de Yamabe Ig (f. (3.2) page 47) est dénie, pour tout
ψ ∈ H1(M), par
Ig(ψ) =
(∫
M
|∇gψ|2dv + (n− 2)
4(n− 1)
∫
M
Rgψ
2dv
)
‖ψ‖−2N (4.10)
où N = 2n/(n− 2) et ∇g est le gradient de la métrique g.
Voii don le résultat prinipal de e hapitre :
Théorème 4.3. Soit (M, g) une variété riemannienne ompate de dimension n. Pour
tout P ∈M , si ω(P ) ≤ (n−6)/2, alors il existe f ∈ C∞(Sn−1), d'intégrale moyenne nulle
et ε > 0 telles que
µ(g) ≤ Ig(ϕε) < n(n− 2)
4
ω
2/n
n−1
où ϕε est dénie par (4.7).
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Remarque L'hypothèse "ω est ni" arme que la variété (M, g) n'est pas onformé-
ment diéomorphe à (Sn, gcan).
Preuve. Soit P ∈M . On érit ω au lieu de ω(P ). Si µ ≥ ω + 1 alors l'inégalité est vraie
par le théorème 4.2. On peut don supposer que µ = ω jusqu'à la n de la preuve. On
ommene par aluler la première intégrale dans la fontionnelle (4.10), ave ψ = ϕε et
f inonnue pour l'instant, en utilisant la formule
|∇gϕε|2 = (∂rϕε)2 + r−2|∇sϕε|2
On trouve :
∫
M
|∇gϕε|2dv =
∫
M
|∇guε|2dv +
∫ δ
0
[∂r(r
(ω+2)uε)]
2rn−1dr
∫
Sn−1
f 2dσ+
∫ δ
0
u2εr
n+2ω+1dr
∫
Sn−1
|∇f |2dσ (4.11)
Le hangement de variable t = r/ε donne
∫
M
|∇gϕε|2dv = (n− 2)2ωn−1In+1n (ε) + ε2ω+4
{∫
Sn−1
|∇f |2dσI2ω+n+1n−2 (ε)+∫
Sn−1
f 2dσ[(ω−n+4)2I2ω+n+5n (ε)+ 2(ω+2)(ω− n+4)I2ω+n+3n (ε)+ (ω+2)2I2ω+n+1n (ε)]
}
(4.12)
Pour la seonde intégrale qui ontient la ourbure salaire Rg, on a∫
M
Rgϕ
2
εdv =
∫
M
Rgu
2
εdv − 2
∫
M
fu2εRgr
ω+2dv +
∫
M
f 2u2εRgr
2ω+4dv
= ε2ω+4ωn−1
∫¯
S(r)
r−2ω−2RgdσrI
n+2ω+1
n−2 (ε)−
2ε2ω+4I2ω+n+1n−2 (ε)ωn−1
∫¯
S(r)
r−ωfR¯dσr +O(ε
n−2)
(4.13)
où ω est l'ordre de la partie prinipale R¯ (voir dénition 4.2). La fontion f est dénie
sur Sn−1. Sans auune diulté, on peut la redénir sur S(r), pour tout r > 0, en posant
f(ξ/r), où ξ ∈ S(r). On garde la même notation pour ette redénition de f .
On alule d'abord le développement limité de ‖ϕε‖−2N , on a :
ϕNε (Q) =
[
1−Nrω+2f(ξ) + N(N − 1)
2
r2ω+4f 2(ξ) +O(r3ω+6)
]
uNε
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En utilisant le fait que
∫
Sn−1
fdσ = 0, on onlut que
‖ϕε‖NN =
∫ δ
0
∫
Sn−1
[1 +
N(N − 1)
2
r2(ω+2)f 2(ξ) +O(r3(ω+2))]rn−1uNε drdσ(ξ)
= ωn−1I
n−1
n +
N(N − 1)
2
ε2(ω+2)
∫
Sn−1
f 2dσI2ω+n+3n + o(ε
2ω+4)
alors
‖ϕε‖−2N = (ωn−1In−1n )−2/N
{
1+
− (N − 1)ε2(ω+2)
∫
Sn−1
f 2dσI2ω+n+3n /(ωn−1I
n−1
n )
}
+ o(ε2ω+4) (4.14)
Par (4.12), (4.13), (4.14) et les relations (4.9), on trouve que (les détails de es aluls
sont dans l'appendie A) :
Si n > 2ω + 6 alors :
Ig(ϕε) =
n(n− 2)
4
ω
2/n
n−1 + (ωn−1I
n−1
n )
−2/NIn+2ω+1n−2 ε
2ω+4×{
(n− 2)ωn−1
4(n− 1)
∫¯
S(r)
r−2ω−2Rgdσr − n− 2
2(n− 1)
∫
Sn−1
fR¯dσ +
∫
Sn−1
|∇f |2dσ+
− n(n− 2)
2 − (ω + 2)2(n2 + n+ 2)
(n− 1)(n− 2)
∫
Sn−1
f 2dσ
}
+ o(ε2ω+4)
Si n = 2ω + 6 alors
Ig(ϕε) =
n(n− 2)
4
ω
2/n
n−1 + (ωn−1I
n−1
n )
−2/Nε2ω+4 log ε−1×{
(n− 2)ωn−1
4(n− 1)
∫¯
S(r)
r−2ω−2Rgdσr − n− 2
2(n− 1)
∫
Sn−1
fR¯dσ+∫
Sn−1
|∇f |2dσ + (ω + 2)2
∫
Sn−1
f 2dσ
}
+O(ε2ω+4)
On onsidère maintenant la fontionnelle IS, dénie sur la sphère Sn−1, pour les fontions
dans H1(Sn−1), d'intégrale moyenne nulle, par
IS(f) =
∫¯
Sn−1
4(n− 1)(n− 2)|∇f |2 − [4n(n− 2)2 − 4(ω + 2)2(n2 + n+ 2)]f 2+
− 2(n− 2)2fR¯dσ
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Alors si n > 2ω + 6
Ig(ϕε) =
n(n− 2)
4
ω
2/n
n−1 +
ω
2/n
n−1I
n+2ω+1
n−2 ε
2ω+4
4(n− 1)(n− 2)(In−1n )2/N
×
{(n− 2)2
∫¯
S(r)
r−2ω−2Rgdσr + IS(f)}+ o(ε2ω+4) (4.15)
et si n = 2ω + 6
Ig(ϕε) =
n(n− 2)
4
ω
2/n
n−1 +
ω
2/n
n−1I
n+2ω+1
n−2 ε
2ω+4 log ε−1
4(n− 1)(n− 2)(In−1n )2/N
×
{(n− 2)2
∫¯
S(r)
r−2ω−2Rgdσr + IS(f)}+O(ε2ω+4) (4.16)
Remarquons que si k 6= j alors IS(ϕk + ϕj) = IS(ϕk) + IS(ϕj). En eet, ϕk et ϕj sont
orthogonales pour le produit salaire sur H1(Sn−1). D'où
IS(ckνkϕk) =
{
dkc
2
k − 2(n− 2)2ck
}
ν2k
∫¯
Sn−1
ϕ2kdσ
= −(n− 2)
4
dk
ν2k
∫¯
Sn−1
ϕ2kdσ
ave
dk = 4[(n− 1)(n− 2)νk − n(n− 2)2 + (ω + 2)2(n2 + n + 2)] (4.17)
et ck =
(n− 2)2
dk
(4.18)
Ii on hoisit les ck de sorte que IS(ckνkϕk) soit minimal. En utilisant (4.2), on peut vérier
aisément que les dk sont stritement positifs pour tout 1 ≤ k ≤ ω/2.
Maintenant, On pose
f =
q∑
1
ckνkϕk (4.19)
Il est lair que f ainsi dénie est d'intégrale nulle sur Sn−1. C'est bien la dénition de f
qu'on utilisera dans la suite de la preuve. Par l'orthogonalité des fontions ϕk, on trouve
que
IS(f) = −
q∑
1
(n− 2)4
dk
ν2k
∫¯
Sn−1
ϕ2kdσ
et par le lemme 4.3, on trouve l'inégalité suivante :
(n− 2)2
∫¯
S(r)
r−2ω−2Rgdσr + IS(f) ≤
q∑
1
(uk(n− 2)2 − (n− 2)
4
dk
ν2k)
∫¯
Sn−1
ϕ2kdσ + o(1)
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Le lemme i-dessous énoné, assure que le membre de droite de ette dernière inégalité
est stritement négatif. En utilisant les inégalités (4.15), (4.16), on en déduit que Ig(ϕε) <
n(n−2)
4
ω
2/n
n−1
Lemme 4.4. Pour tout k ≤ q ≤ [ω/2], l'inégalité suivante est toujours vraie
uk − (n− 2)
2
dk
ν2k < 0
Preuve. On rappelle l'expression des νk donnée dans (4.2) :
νk = (ω − 2k + 2)(n+ ω − 2k)
Pour tout k ∈ [[1, ω/2]], on dénit les nombres (Uk) par
Uk := (νk − n+ 1)dk{(n− 2)uk
νk
− (n− 2)
3
dk
νk}
On remarque que l'expression de Uk est polynomiale, déroissante en νk quand νk ≥ 0.
Uk = P (νk), où P est le polynme déni par
P (x) = [(n− 1)(n− 2)x− n(n− 2)2 + (ω + 2)2(n2 + n + 2)]×
[(n− 3)(x− n+ 1)− (n− 1)2 − (n− 1)(ω + 2)2]− (n− 2)3(x2 − (n− 1)x)
Le polynme dérivé est
P ′(x) = −2(n− 2)x− 2n(n− 2)3 + 2(n2 − 3n− 2)(ω + 2)2
Par hypothèse ω + 2 ≤ (n− 2)/2, don P est déroissant sur R+. Ce qui entraîne que
Uk = P (νk) ≤ P (νω/2) = Uω/2
pour tout 1 ≤ k ≤ ω/2. Il est faile de vérier que uω/2 est stritement négatif et don
Uk ≤ Uω/2 < 0.
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Chapitre 5
Autour de la onjeture de
HebeyVaugon
Dans la setion 3.11, on a étudié le problème de Yamabe équivariant, onsidéré par E. He-
bey et M. Vaugon [?℄, lorsque la métrique n'est pas néessairement C∞. On a démontré
que la ondition susante pour résoudre e problème est que la onjeture 5.1 soit vraie
(f. théorème 3.8). Malheureusement, on ne peut pas donner une preuve de ette onje-
ture, lorsque g ∈ Hp2 (M,T ∗M ⊗ T ∗M). En eet, la ourbure salaire appartient à Lp, et
plusieurs arguments utilisés dans le as C∞ ne sont plus valables dans e as.
Dans tout e hapitre, on suppose que M est une variété ompate C∞, de dimension
n ≥ 3, g est une métrique riemannienne C∞, munie de sa onnexion riemannienne, notée
∇g. On note par I(M, g), C(M, g) le groupe d'isométries et le groupe des transformations
onformes respetivement (voir la dénition dans la setion 2.2.1). Soit G un sous groupe
du groupe d'isométries I(M, g).
Ce hapitre utilise beauoup de résultats déjà démontrés dans le hapitre préédent.
5.1 La onjeture de HebeyVaugon
Conjeture 5.1 (E. Hebey et M. Vaugon [?℄). Soit G un sous groupe d'isométries de
I(M, g). Si (M, g) n'est pas onformément diéomorphe à (Sn, gcan) ou bien si G n'a pas
de point xe, alors l'inégalité strite suivante a toujours lieu
inf
g′∈[g]G
J(g′) < n(n− 1)ω2/nn ( inf
Q∈M
cardOG(Q))
2/n
(5.1)
Remarques
 Cette onjeture est la généralisation de la onjeture de T. Aubin 3.1 pour le problème
de Yamabe, qui orrespond à G = {id}. Dans e as, la onjeture est omplètement
prouvée. Elle est prouvée aussi dans le as où la métrique satisfait l'hypothèse (H),
dénie dans la setion 3.2 (voir théorème 3.5).
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 Cette inégalité est triviale si infg′∈[g]G J(g
′) est négatif.
 Si pour tout Q ∈M , cardOG(Q) = +∞, alors la onjeture est vériée trivialement.
Rappelons que la partie prinipale de la ourbure salaire R¯ est dénie dans la setion 4.1
(voir dénition 4.2).
Les résultats prinipaux de e hapitre sont
Théorème 5.1. La onjeture 5.1 est vraie, s'il existe un point P d'orbite minimale
(nie) pour lequel ω(P ) ≤ 15, ou si au voisinage de P , degR¯ ≥ ω(P ) + 1
Corollaire 5.1. La onjeture 5.1 est vraie si M est de dimension n ∈ [[3, 37]].
Preuve. Supposons que P est un point d'orbite minimale (nie) sous G (sinon la onje-
ture est trivialement vériée).
Si ω(P ) > (n− 6)/2, on onlut par le troisième point du théorème 5.2 i-dessous.
Si ω(P ) ≤ [(n− 6)/2] ≤ 15, on onlut par le théorème 5.1.
5.2 Les travaux de HebeyVaugon
E. Hebey et M. Vaugon [?℄ ont prouvé la onjeture 5.1 dans les as suivants :
Théorème 5.2. Soit (M, g) une variété riemannienne ompate, de dimension n ≥ 3 et
G un sous groupe d'isométries du groupe I(M, g). On a toujours :
inf
g′∈[g]G
J(g′) ≤ n(n− 1)ω2/nn ( inf
Q∈M
cardOG(Q))
2/n
et l' inégalité strite (5.1) est au moins vériée dans haun des as suivants :
1. G opère librement su M
2. 3 ≤ dimM ≤ 11
3. Il existe un point P d'orbite minimale (nie) sous G, pour lequel soit ω(P ) > (n−
6)/2 soit ω(P ) ∈ {0, 1, 2}.
Idées de la preuve. On s'intéresse à la démonstration du point 3 du théorème i-dessus
('est le as qui manque dans le théorème 4.3). Les hypothèses sont :
1. cardOG(P ) < +∞.
2. Il existe P ∈M tel que cardOG(P ) = infQ∈M cardOG(Q).
3. ω > [n−6
2
]⇐⇒ ∀β ∈ [[1, n]]i/i ≤ [(n− 6)/2], ∇βWg(P ) = 0.
Notons k = cardOG(P ), le ardinal de l'orbite OG(P ) = {Pi, 1 ≤ i ≤ k}, où l'on a posé
P1 = P . La troisième hypothèse implique que pour tout 1 ≤ i ≤ k, ω(Pi) > [n−62 ], puisque
le tenseur de Weyl est invariant sous l'ation du groupe d'isométries I(M, g).
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Par les travaux de J.M. Lee et T. Parker [?℄, on sait qu'on peut trouver un système de
oordonnées et une métrique onforme g′ tels que g′ satisfait :
det(g′) = 1 +O(rm) pour tout m≫ 1 (5.2)
(f. setion 3.6 ou [?℄ pour l'existene). Dans le as équivariant, on ne peut pas onsidérer
n'importe quelle métrique dans la lasse onforme [g], ependant E. Hebey et M. Vaugon
ont démontré que dans haque lasse [g]G on peut trouver au moins une métrique qui
satisfait (5.2). En utilisant les hamps de Jaobi, ils ont obtenu le développement limité
de la métrique g suivant :
Lemme 5.1.
gij(Q) = δij +
∑
ω+4≤m≤2ω+5
Cm∇p3···pm−2Rip1p2j(P )xp1 · · ·xpm−2
+ Cω
∑
pj
∇p3···p2ω+4Rip1p2j(P )xp1 · · ·xp2ω+4
+ C ′ω
n∑
q=1
∑
pj
(∇p3···pω+2Rip1p2q(P ))(∇pω+5···p2ω+4Rjpω+3pω+4q(P ))xp1 · · ·xp2ω+4 +O(r2ω+5)
(5.3)
pour tout Q au voisinage de P , où {xl} sont les oordonnées loales de Q. Cω, C ′ω et Cm
sont des nombres réels, qui dépendent de ω et m respetivement. Ces nombres sont donnés
expliitement dans [?℄.
Ce développement est le point ruial dans la preuve du lemme suivant :
Lemme 5.2. Dans haque lasse [g]G, des métriques onformes G−invariantes, on peut
trouver une métrique g′ qui satisfait
1. det(g′) = 1 +O(rm), m≫ 1
2. ∀i < ω, ∇iR′jklm(P ) = 0
3. pour tout β ∈ [[1, n]]i tel que i ≤ 2ω + 1
∇βR′(P ) = ∂βR′(P ), ∇βRic′(P ) = ∂βRic′(P ), ∇βRg′(P ) = ∂βRg′(P )
4. ∀j ≤ ω ∆jgRg′(P ) = 0 et ∇∆ω′g′Rg′(P ) = 0
où R′, Ric′ et Rg′ sont le tenseur de ourbure de Riemann, le tenseur de Rii et la
ourbure salaire de g′ respetivement.
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Remarque Dans leur artile [?℄, E. Hebey et M. Vaugon ont noté par SymβTβ le syme-
trisé du tenseur T , et par C(2, 2) l'appliation de ontration des indies deux à deux pour
les tenseurs symétrique. A titre d'exemple C(2, 2)Tij =
∑
i Tii, (C(2, 2)Tijk)l =
∑
i Tiil et
C(2, 2)Tijkl =
∑
i,j Tiijj. Ils ont montré que pour tout β ∈ [[1, n]]i tel que i ≤ 2ω + 1
C(2, 2)(Symβ∇βRg(P )) = 0
e qui est équivalent au point 4 du lemme i-dessus.
L'invariane G−onforme de µG(g) et de ω (f. propriétés 4.1, 3.8) nous permettent de
onsidérer n'importe quelle métrique, G−invariante dans la lasse [g]G (f. dénition 2.2,
page 40). Sans perte de généralités, on suppose que la métrique g et les ourbures assoiées
à g, satisfont le lemme 5.2. Soit GPi la fontion de Green du Laplaien onforme Lg au
point Pi (voir la setion 3.5 pour l'existene). En utilisant les points 1 et 4 du lemme 5.2,
on montre que le développement limité de la fontion GPi au voisinage de Pi est
GPi(x) =
1
(n− 2)ωn−1rn−2i
(1 +
n∑
p=1
ψp(x)) +O
′′(1)
où ri = d(Pi, x) et les ψp sont des polynmes homogènes de degré p qui s'annulent si
1 ≤ p ≤ [(n− 2)/2].
Considérons la métrique g˜ = G
4
n−2
P g. GP est C
∞
sur M − {P} et la variété (M − {P}, g˜)
est asymptotiquement plate d'ordre
n
2
. Les oordonnées asymptotiques sont zi = x
i
|x|2
et
ρ = |z|, où {xi} est un système de oordonnées normal en P . La massem(g˜) est bien dénie
positive ar τ = n
2
> n−2
2
. Soit G =∑ki=1GPi une fontion C∞, G−invariante, dénie sur
M − OG(P ). La fontion test utilisée par E. Hebey et M. Vaugon pour démontrer la
onjeture est wε, dénie omme suit :
wi,ε =


Grn−2i
(
ε
r2i + ε
2
)n−2
2
si ri ≤ δ
Gδn−2
(
ε
δ2 + ε2
)n−2
2
si ri ≥ δ
wε =
k∑
i=1
wi,ε
Si δ est susamment petit, alors les fontions wi,ε et wε sont bien dénies surM . Il est lair
que la fontion wε est G−invariante. Après aluls, E. Hebey et M. Vaugon obtiennent
l'inégalité suivante :
E(wε) ≤ n(n− 1)
4
ω2/nn k
2/n‖wε‖−2N − C1(m(g˜) + (n− 2)K)εn−2 + εn−2O(δ) +O(εn−1)
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où C1 et K deux onstantes positives. Alors m(g˜) + (n− 2)K > 0, et on peut hoisir δ et
ε susamment petits tels que Ig(wε) <
n(n−1)
4
ω
2/n
n k2/n. Par onséquent
µG(g) <
n(n− 2)
4
ω2/nn (cardOG(P ))
2/n
5.3 Preuve du théorème prinipal
En tenant ompte des remarques de la setion 5.1 (f. page 77) et du théorème 5.2, on
onsidère seulement le as où infQ∈M cardOG(Q) est ni, stritement positif (i.e. µG(g) >
0) et ω ≤ (n− 6)/2 . Alors il existe P ∈M tel que
OG(P ) = {Pi}1≤i≤m, m = cardOG(P ) = inf
Q∈M
cardOG(Q) et P1 = P
Un élément très important, dans la démonstration du théorème prinipal 5.1, est le hoix
des fontions test dans la fontionnelle Ig. Les fontions test préédemment utilisées par
T. Aubin et R. Shoen (voir la preuve du théorème 3.5) ne fontionnent pas ii, omme
ela avait été remarqué par E. Hebey et M. Vaugon [?℄. Les "bonnes" fontions test
seront onstruites de la manière suivante, en modiant les fontions test de T. Aubin : on
onstruit une fontion test G−invariante, à partir des fontions ϕ˜ε,i, dénie de la même
façon que ϕε (voir setion 4.2), dont on rappelle la dénition. P est un point d'orbite
minimale. Pour tout Q ∈M
ϕ˜ε,i(Q) = (1− rω+2i f˜i(Q))uε,i(Q) (5.4)
uε,i(Q) =


(
ε
r2i + ε
2
)n−2
2
−
(
ε
δ2 + ε2
)n−2
2
si Q ∈ BPi(δ)
0 si Q ∈M − BPi(δ)
(5.5)
où ri = d(Q,Pi) est la distane entre Pi et Q. Pour la simpliité : P = P1, r = r1,
ϕ˜ε = ϕ˜ε,1, f˜ = f˜1 et uε,1 = uε. BP (δ) est une boule géodésique de entre P , de rayon δ,
xé susamment petit. Les f˜i sont dénies de la façon suivante : Soit expPi l'appliation
exponentielle, dénie de B(δ), la boule eulidienne entrée en 0 et de rayon δ, dans BPi(δ).
Pour tout Q ∈ BPi(δ), on pose
f˜i(Q) = cr
−ω
i ∇ωgR(Pi)(exp−1Pi Q, · · · , exp−1Pi Q) (5.6)
où ω = ω(P ) et ∇ωgR(P ) est la ω−ème dérivée ovariante de Rg au point P , 'est un
tenseur ω fois ovariant. Dans le système de oordonnées géodésiques {r, ξj}, entré en
P , induit par l'appliation expP , f˜ s'érit :
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f˜ = cr−ωR¯ = c
q∑
k=1
νkϕk
où R¯, ϕk et νk sont dénis dans la setion 4.1 (page 66). La fontion f˜ est dénie sur la
sphère Sn−1. Le hoix de la onstante c est très important dans le lemme suivant.
Lemme 5.3. Supposons que ω ≤ (n − 6)/2. Si ω ∈ [[3, 15]] ou si degR¯ ≥ ω + 1 alors il
existe c ∈ R telle que, pour la fontion ϕ˜ε orrespondante, on a :
Ig(ϕ˜ε) <
1
4
n(n− 2)ω2/nn (5.7)
Remarque
1. Dans le hapitre préédent, on a démontré que l'inégalité de e lemme est vériée,
pour tout ω ≤ (n−6)/2, pour une fontion test ϕε (voir théorème 4.3). On remarque
que la seule diérene entre les dénitions de ϕε et ϕ˜ε est dans la onstrution des
fontions f et f˜ . En eet, f˜ est dénie à l'aide d'une onstante globale c et f à l'aide
des onstantes ck qui hangent ave les fontions propres ϕk. On verra dans la preuve
du théorème 5.1, qu'à partir de ϕ˜ε, on peut onstruire une fontion G−invariante
qui possède les "bonnes" propriétés, ette hose n'est pas possible ave les fontions
ϕε.
2. Pour ω = 16 et n susamment grand, on peut vérier qu'il n'existe pas une valeur
de c pour laquelle l'inégalité (5.7) est vraie.
Preuve. 1. Si degR¯ ≥ ω + 1, alors d'après le théorème 4.2
Ig(uε,1) <
n(n− 2)
4
ω2/nn
où uε,1 = uε est dénie par (5.5). Il sut don de prendre c = 0 et ϕ˜ε = uε.
2. Si degR¯ = ω. D'après les estimées données dans la preuve du théorème 4.3 (voir page
74), il sut de montrer qu'il existe c ∈ R telle que
IS(f˜) + (n− 2)2
∫¯
S(r)
r−2ω−2Rgdσr < 0 (5.8)
Cherhons don ette onstante c. On garde les notations de la preuve du théorème 4.3.
On a
IS(f˜) =
q∑
k=1
IS(cνkϕk) =
{
dkc
2 − 2(n− 2)2c}ν2k
∫¯
Sn−1
ϕ2kdσ
et
∫¯
S(r)
r−2ω−2Rgdσr =
q∑
k=1
uk
∫¯
Sn−1
ϕ2kdσ
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Pour montrer l'inégalité 5.8, il sut de montrer que
∀k ≤ q ≤ [ω/2] dk
2(n− 2)c
2 − (n− 2)c+ (n− 2) uk
2ν2k
< 0 (5.9)
On a don un trinme du seond degré en c, son disriminant est
∆k = (n− 2)2 − dkuk
ν2k
D'après le lemme 4.4, ∆k > 0 pour tout k ≤ q ≤ [ω/2]. Par onséquent, le trinme
i-dessus admet deux raines, notées xk < yk et données par
xk =
(n− 2)2 − (n− 2)√∆k
dk
, yk =
(n− 2)2 + (n− 2)√∆k
dk
L'inégalité (5.9) est vériée si et seulement si
q⋂
k=1
]xk, yk[6= ∅ (5.10)
Le lemme est don démontré, si l'intersetion i-dessus n'est pas vide dans les as énonés.
Puisque (dk)k est déroissante, il est faile de vérier que
∀k < j ≤ [ω
2
] xk < yj (5.11)
(voir équations (4.2), (4.17), pour la dénition de νk et dk). On vérie aussi que uω/2 < 0
(voir équation (4.6)), ela entraîne que si ω est pair alors xω/2 < 0.
i. Si ω = 3 alors k = q = 1, l'intersetion i-dessus est don non vide. Il sut de prendre
c = (x1 + y2)/2.
ii. Si ω = 4 alors k ∈ {1, 2}, x2 < 0 (ar u2 < 0) et 0 < x1 < y2. L'intersetion
]x1, y1[∩]x2, y2[6= ∅. Ce qui entraîne l'inégalité (5.7).
iii. Si ω = 5 alors k ∈ {1, 2}. Par des aluls direts, on montre que x2 < y1 (voir les
détails dans l'appendie B). Puisque y2 > x1, l'intersetion des deux intervalles n'est
pas vide.
iv. Si ω = 6 alors k ∈ {1, 2, 3} et il est immédiat de voir que x3 < 0 (ar u3 < 0),
y3 > x2 > 0 et y3 > x1 > 0. Par des aluls direts, on montre que x2 < y1 (voir les
détails dans l'appendie B). Ce qui entraîne que l'intersetion
3⋂
k=1
]xk, yk[ (5.12)
est non vide.
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iv. Si ω = 7 alors k ∈ {1, 2, 3}. Il y a trois intervalles. Par des aluls direts, on montre
que pour tout 3 ≥ j > k ≥ 1, yk > xj (voir appendie B). Puisque yj > xk pour tout
3 ≥ j > k ≥ 1 (voir inégalité (5.11)), l'intersetion des trois intervalles n'est don pas
vide.
 En se servant du logiiel "Maple", on montre que le lemme reste vrai jusqu'à ω = 15
(voir appendie B pour plus de détails).
Fin de la preuve du théorème 5.1. Sans perte de généralités, on suppose que 3 ≤
ω ≤ (n − 6)/2, ar si ω > (n − 6)/2 ou si ω ≤ 2, il sut d'appliquer le théorème
5.2. L'orbite de P sous l'ation de G est supposée être de ardinal ni et minimal (i.e.
cardOG(P ) = infQ∈M cardOG(Q)). À partir de la fontion ϕ˜ε, dénie au début de la setion
5.3, on dénit la fontion φε omme suit :
φε =
m∑
k=1
ϕ˜ε,i
φε est G−invariante. En eet, pour tout σ ∈ G, si σ(Pi) = Pj alors
uε,i = uε,j ◦ σ
d'après la dénition de f˜i, donnée par (5.6), f˜i = f˜j ◦ σ et don
ϕ˜ε,i = ϕ˜ε,j ◦ σ
Le support de la fontion ϕ˜ε est inlus dans la boule BP (δ). On hoisit δ susamment
petit tel que pour tout i ∈ [[2, m]], l'intersetion BP (δ) ∩ BPi(δ) = ∅. Don
E(φε) = (cardOG(P ))E(ϕε) et ‖φε‖NN = (cardOG(P ))‖ϕε‖NN
alors
Ig(φε) = (cardOG(P ))
2/nIg(ϕε)
Par le lemme 5.3, on en déduit que
Ig(φε) <
n(n− 2)
4
ω
2/n
n−1(cardOG(P ))
2/n
Il nous reste à remarquer que si g˜ = φ
4/(n−2)
ε g alors
J(g˜) = 4
n− 1
n− 2Ig(φε) (5.13)
ette relation est déjà établie dans la preuve des propriétés 3.8 ( voir page 62). On onlut
que
J(g˜) < n(n− 1)ω2/nn−1(cardOG(P ))2/n
où ε est hoisi susamment petit par rapport à δ.
Annexe A
Détails des aluls (Chapitre 4)
Preuve du théorème 4.1
On reprend les notations et les dénitions de la setion 4.1. Voii l'énoné du théorème
que l'on démontre dans ette setion :
Théorème A.1.
R¯ = ∇ij g¯ijrω et∫¯
S(r)
Rdσr = [B/2− C/4− (1 + ω/2)2Q]r2(ω+1) + o(r2(ω+1))
où B =
∫¯
Sn−1
∇ig¯jk∇j g¯ikdσ, C =
∫¯
Sn−1
∇ig¯jk∇ig¯jkdσ et Q =
∫¯
Sn−1
g¯ij g¯
ijdσ
Preuve. Soit don {xα} un système de oordonnées normal en P . {r, ξi} un système de
oordonnées géodésiques. On a vu que la métrique se déompose de la façon suivante :
g = E + h = (δαβ + hαβ)dxα ⊗ dxβ = dr2 + (sij + hij)(rdξi)⊗ (rdξj)
où (sij) sont les omposantes de la métrique standard sur la sphère Sn−1 et
hij =
∂xα
r∂ξi
∂xβ
r∂ξj
hαβ , and hir = hrr = 0
et que hij = O(r
ω+2). On a aussi déomposé h de la façon suivante
hij = r
ω+2g¯ij + r
2(ω+2)gˆij + h˜ij (A.1)
où g¯, gˆ et h˜ sont des 2-tenseurs symétriques dénis sur la sphère Sn−1. On hoisit
{ ∂
∂r
, ∂
r∂ξi
}1≤i≤n−1 et {dr, rdξi}1≤i≤n−1 omme bases loales de l'espae tangent TM et
otangent T ∗M respetivement. Alors
gij = sij + hij, grr = 1 et gir = 0
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Les omposantes gij de l'inverse de la métrique sont
gij = sij − hij +O(r2ω+4), grr = 1 et gir = 0
où hij = siksjlhlk. On fait monter et baisser les indies, en utilisant la métrique (sij), sauf
pour la métrique g. À partir de maintenant, on omet O(r2ω+4) qui apparaît dans l'expres-
sion de gij i-dessus, ar nos aluls sont à o(r2ω+2) près. On note par ∇ la onnexion
riemannienne sur la sphère, assoiée à s. ∇˜ la onnexion assoiée à la métrique eulidienne
E dans le orepère {dr, rdξi}, alors
∇˜i = 1
r
∇i et ∇˜r = ∂r
et ∂˜i =
1
r
∂i. Dans le système de oordonnées {xα}, det g = 1 + O(rm), et dans le sys-
tème {r, ξi}, det g = r2(n−1) det s+O(rm), ave m susamment grand. D'où tr log((δki +
sjkhij)) = 1. Par le développement limité
(log((δki + s
jkhij)))
k
i = s
jkhij − 1
2
smksjlhmjhil + o(r
2ω+4)
en tenant ompte de la déomposition (A.1), on trouve que g¯, gˆ et h˜ doivent satisfaire les
relations suivantes
sij g¯ij = 0, g¯
ij g¯ij = 2s
ij gˆij et
∫¯
S(r)
sij h˜ijdσr = o(r
2ω+2)
La première relation vient du fait que le terme d'ordre ω + 2 dans le développement de
tr log((δki + s
jkhij)) est s
ij g¯ijr
ω+2
qui doit être nul. Le terme d'ordre 2ω + 4 est (sij gˆij −
1/2g¯ijg¯ij)r
2ω+4
qui doit être également nul. Dans sij hˆij, il y a des termes d'ordre entre ω+3
et 2ω + 3 qui doivent être nuls, les termes d'ordre supérieur à 2ω + 5 sont négligeables.
Soient Γ˜kij et Γ
k
ij les Christoels de la métrique g et de la métrique eulidienne E =
dr2 + r2sijdξ
idξj respetivement. On sait que les
Cmjl = Γ˜
m
lj − Γmlj
sont les omposantes d'un ertain tenseur C, déni sur la sphère Sn−1, données par
Cmjl =
1
2
gmp(∇˜jhpl + ∇˜lhpj − ∇˜phjl), Crjl = −
1
2
∂rhjl et C
m
rj =
1
2
gmp∂rhpj (A.2)
et C irr = C
r
ri = 0. Ii les indies latins varient entre 1 et n− 1 et les indies gres varient
entre 1 et n. Dans le système de oordonnées {xα}, gαβ = δαβ + hαβ , les omposantes du
tenseur de Rii de la métrique g sont
Rαβ = ∂γΓ˜
γ
αβ − ∂βΓ˜γγα + Γ˜γγµΓ˜µαβ − Γ˜γβµΓ˜µγα
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D'après la dénition du tenseur C et le fait que les Christoels de la métrique eulidienne
Γαβγ sont identiquement nuls, on obtient l'expression suivante :
Rαβ = ∇˜γCγαβ − ∇˜βCγγα + CγγµCµαβ − CγβµCµγα
T. Aubin [?℄ montre que ette expression de Rii est enore valable si g = g0 + h, où g0
est une métrique riemannienne quelonque (pas néessairement la métrique eulidienne
E).
Dans le système de oordonnées {r, ξi}, l'expression du tenseur C i-dessus devient :
Rjl = ∂rC
r
jl + ∇˜mCmjl − ∇˜jCmml + CmmrCrjl − CmjrCrml − CrjpCprl + CmmpCpjl − CmjpCpml
En utilisant la dénition du tenseur C, on en déduit l'expression suivante des omposantes
du tenseur de Rii :
Rjl = −1
2
∂2rhjl + ∇˜mCmjl −
1
4
gmp∂rhmp∂rhjl +
1
2
∂rhij∂rhklg
ik + C iikC
k
jl − C ijkCkil (A.3)
Rrr = −∂rCmmr − CmrpCpmr (A.4)
Si h = O(rω+2) alors Rg = O(r
ω). De plus, on peut aluler R¯ la partie prinipale de Rg.
Pour ela, on doit se foaliser uniquement sur les termes d'ordre ω dans l'expression de
Rg = Rrr+ g
jlRjl. Tous les termes de Rg sont négligeables par rapport à r
ω
, sauf à priori
les deux termes suivants :
−1
2
gjl(∂rrhjl +
n− 1
r
∂rhjl) = −1
2
(ω + 2)(ω + n)sjlg¯jlr
ω + o(rω) = o(rω)
Finalement e terme également est négligeable par rapport à rω. Il ne fera pas partie des
termes de R¯. Le seond andidat est
gjl∇˜mCmjl = (sjl − hjl)∇˜m[(smp − hmp)∇˜lhjp] + o(rω)
ar gjl∇˜phjl = o(rω). Don gjl∇˜mCmjl = sjlsmp∇mlg¯jprω + o(rω). On onlut que
R¯ = ∇jpg¯jprω (A.5)
La première formule du théorème A.1 est démontrée. Par le lemme 4.1, on sait que∫¯
S(r)
Rgdσr = O(r
2ω+2)
On herhe les termes d'ordre 2ω + 2 de ette intégrale. En utilisant l'expression (A.3)
des omposantes de Rjl, on a :∫¯
S(r)
Rgdσr =
∫¯
S(r)
Rrr + g
jlRjldσr
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Ii enore, on doit se foaliser uniquement sur les termes d'ordre 2ω + 2, d'intégrales
non nulles. On doit examiner sept intégrales, six orrespondent aux termes de Rjl et une
à Rrr. Les aluls suivants sont à o(r
2ω+2) près. On a gij = sij − hij à o(r2ω+2) près.
Comme
∫
Sn−1
sijhˆijdσ = o(r
2ω+2), on n'aura pas à se souier des termes qui proviennent
de h˜ij . En se servant des relations s
ij g¯ij = 0 et g¯
jlg¯jl = 2s
jlgˆjl, on trouve que l'intégrale
orrespondant aux premiers termes de Rjl donne :
−1
2
∫¯
S(r)
(sjl − hjl)∂2rhjldσr = −
(ω + 2)2
2
Qr2ω+2 + o(r2ω+2)
où Q =
∫¯
Sn−1
g¯jlg¯jldσ
et que l'intégrale orrespondant au troisième terme de Rjl est
−1
4
∫¯
S(r)
(smp − hmp)(sjl − hjl)∂rhmp∂rhjldσr = o(r2ω+2)
L'intégrale orrespondant au quatrième terme de Rjl devient
1
2
∫¯
S(r)
siksjl∂rhij∂rhkldσr =
(ω + 2)2
2
Qr2ω+2 + o(r2ω+2)
La dernière intégrale qui donne des termes du type Qr2ω+2 est∫¯
S(r)
Rrrdσr = −
∫¯
S(r)
∂rC
m
mr − CmrpCpmrdσr = −
(ω + 2)2
4
Qr2ω+2 + o(r2ω+2)
où Cpmr et C
r
mp sont dénis par l'expression (A.2).
En utilisant la formule de Stokes (intégration par parties) et le fait que les intégrales de
type ∫¯
S(r)
sjlsmp∇mjhpldσr =
∫¯
S(r)
∇mjhmjdσr = 0
sont nulles (e sont des intégrales de la divergene d'un hamp de veteur), l'intégrale
orrespondant au seond terme de Rjl, se alule de la façon suivante :
∫¯
S(r)
gjl∇˜mCmjl dσr =
1
2r2
∫¯
S(r)
gjlgmp(∇mjhpl +∇mlhpj −∇mphjl)
+ gjl(∇mgmp)(∇jhpl +∇lhpj −∇phjl)dσr
= r2ω+2
∫¯
S(r)
− sjlg¯mp∇mj g¯pl − g¯jlsmp∇mj g¯pl + 1
2
g¯jlsmp∇mpg¯jl
− sjl∇mg¯mp∇j g¯pldσr + o(r2ω+2)
= (B − C
2
)r2ω+2 + o(r2ω+2)
DÉTAILS DES CALCULS 89
où l'on a posé
B =
∫¯
Sn−1
∇ig¯jk∇j g¯ikdσ et C =
∫¯
Sn−1
∇ig¯jk∇ig¯jkdσ (A.6)
En utilisant sij g¯ij = 0, et la dénition des C
i
jk, on a
C iik =
rω+2
2
gip(∇ig¯kp +∇kg¯pi −∇pg¯ik) + o(rω+2) = o(rω+2)
L'intégrale orrespondant au inquième terme Rjl vérie don∫¯
S(r)
gjlC iikC
k
jldσr = o(r
2ω+2)
et est négligeable devant r2ω+2. Il nous reste à aluler l'intégrale orrespondant au sixième
terme Rjl.
−
∫¯
S(r)
gjlCmjpC
p
mldσr = −
r2ω+2
4
∫¯
S(r)
(∇lg¯mk +∇kg¯lm −∇mg¯kl)
× (∇mg¯lk +∇lg¯mk −∇kg¯ml)dσr + o(r2ω+2)
= (
C
4
− B
2
)r2ω+2 + o(r2ω+2)
Finalement ∫¯
S(r)
Rgdσr = (B/2− C/4− (1 + ω/2)2Q¯)r2ω+2 + o(r2ω+2) (A.7)
Preuve du lemme 4.2
Rappelons l'énoné de e lemme :
Lemme A.1.
∇ibij = −
q∑
k=1
∇jϕk, R¯ = R¯b = ∇ijbijrω, R¯a = ∇ijaijrω = 0 et sijbij = sijaij = 0
Preuve. Les bij sont dénis omme suit :
bij =
q∑
k=1
1
(n− 2)(λk + 1− n) [(n− 1)∇ijϕk + λkϕksij ]
90 DÉTAILS DES CALCULS
En ontratant par ∇i
∇ibij =
q∑
k=1
1
(n− 2)(λk + 1− n) [(n− 1)s
im∇mj∇iϕk + λk∇jϕk] (A.8)
D'après la dénition du tenseur de ourbure de Riemann (voir setion 1.1), on a
∇mj∇iϕk = ∇jm∇iϕk − Rlimj∇lϕk
ave
Rlijm = sljsim − slmsij , Rlimj = δlmsij − δljsmi (A.9)
qui sont les omposantes du tenseur de ourbure de Riemann de la sphère Sn−1 muni de
la métrique standard s. Ii les ϕk sont des fontions propres du Laplaien sur la sphère
(il ne faut pas les onfondre ave les omposantes d'un tenseur une fois ovariant).
D'après les propriétés 1.1, on en déduit que
∇mj∇iϕk −∇jm∇iϕk = Rlimj∇lϕk
Puisque ∆ϕk = −sim∇miϕk,
sim∇mj∇iϕk = −∇j∆ϕk + (n− 2)∇jϕk = −(λk − n+ 2)∇jϕk
qu'on substitue dans l'équation (A.8). On trouve
∇ibij = −
q∑
k=1
∇jϕk (A.10)
La première formule est démontrée. Pour la seonde, il sut de aluler
∇ijbij = −
q∑
k=1
∇jjϕk =
q∑
k=1
∆sϕk = r
−ωR¯
d'après l'expression 4.5 qui dénit R¯. D'autre part, d'après le théorème 4.1
R¯ = ∇ij g¯ijrω = ∇ijaijrω +∇ijbijrω
On en onlut que ∇ijaij = 0.
Les deux dernières identités se déduisent aisément de la relation sij g¯ij = 0 et de la
dénition des bij .
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Preuve du lemme 4.3
Rappelons d'abord la dénition des intégrales Qb, Bb et Cb :
Qb =
∫¯
Sn−1
bijb
ijdσ, Bb =
∫¯
Sn−1
∇ibjk∇jbikdσ et Cb =
∫¯
Sn−1
∇ibjk∇ibjkdσ
On ommene par démontrer les formules suivantes (voir équations (4.1), (4.1) et (4.1)) :
Qb =
∫¯
Sn−1
bijb
ijdσ =
n− 1
n− 2
q∑
k=1
λk
λk − n+ 1
∫¯
Sn−1
ϕ2kdσ
Bb = −(n− 1)Qb +
q∑
k=1
λk
∫¯
Sn−1
ϕ2kdσ
Cb = −(n− 1)Qb + n− 1
n− 2
q∑
k=1
λk
∫¯
Sn−1
ϕ2kdσ
où les bij sont donnés par
bij =
q∑
k=1
1
(n− 2)(λk + 1− n) [(n− 1)∇ijϕk + λkϕksij ] (A.11)
Conernant l'intégrale Qb, par une intégration par parties et le fait que s
ijbij = 0 (voir
lemme A.1), on obtient∫¯
Sn−1
bijbijdσ =
q∑
k=1
1
(n− 2)(λk + 1− n)
∫¯
Sn−1
− (n− 1)∇jϕk∇ibijdσ
D'après (A.10) (rappelons que ∆ϕk = λkϕk), l'égalité (A) est démontrée.
Montrons la formule (A). Par dénition
Bb =
∫¯
Sn−1
∇ibjk∇jbikdσ = −
∫¯
Sn−1
bjksli∇ljbikdσ
On permute les dérivées ovariantes dans ∇ljbik, ensuite on utilise (A.10), pour avoir
sli∇ljbik = sli(∇jlbik −Rmiljbmk −Rmkljbim) = −
q∑
l=1
∇jkϕl + (n− 1)bjk (A.12)
on a utilisé (A.9) et le fait que sijbij = 0. En reprenant la dernière expression de Bb, on
en déduit que
Bb = −(n− 1)Qb −
q∑
l=1
∫¯
Sn−1
∇jbjk∇kϕldσ = −(n− 1)Qb +
q∑
l=1
q∑
p=1
∫¯
Sn−1
∇kϕp∇kϕldσ
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Sahant que {ϕl}1≤l≤q est une famille de fontions orthogonales pour le produit salaire
dans L2 et elui de H1(Sn−1) (voir équations (4.3),(4.4), page 69), l'égalité (A) est dé-
montrée. Pour montrer l'égalité (A), on établit d'abord l'identité suivante :
∇ibjk = ∇jbik + 1
n− 2(∇
mbjmsik −∇mbimsjk) (A.13)
En eet, en utilisant (A.11), (A.10) et (A.9), on obtient
∇ibjk =
q∑
l=1
1
(n− 2)(λl + 1− n) [(n− 1)∇ij∇kϕl + λl∇iϕlsjk]
=
q∑
l=1
1
(n− 2)(λl + 1− n) [(n− 1)∇ji∇kϕl − (n− 1)R
m
kij∇mϕl + λl∇iϕlsjk]
= ∇jbik +
q∑
l=1
1
n− 2[∇iϕlsjk −∇jϕlsik]
Alors
Cb =
∫¯
Sn−1
∇ibjk∇ibjkdσ = Bb + 1
n− 2
∫¯
Sn−1
∇ibji∇mbjmdσ
Si on substitue (A.10) et (A) dans la dernière égalité, on trouve l'expression (A).
Rappelons l'énoné du lemme 4.3 :
Lemme A.2. Si µ = ω et g¯ij = aij + bij, alors∫¯
S(r)
Rdσr =
∫¯
S(r)
Ra+Rbdσr + o(r
2(ω+1)) ≤ [Bb/2−Cb/4− (1+ω/2)2Qb]r2(ω+1) + o(r2(ω+1))
Bb/2− Cb/4− (1 + ω/2)2Qb =
q∑
k=1
uk
∫¯
Sn−1
ϕ2kdσ
ave
uk =
(
n− 3
4(n− 2) −
(n− 1)2 + (n− 1)(ω + 2)2
4(n− 2)(νk − n+ 1)
)
νk
Preuve. D'après le lemme 4.2 (démontré i-dessus) :
r−ωR¯ = ∇ij g¯ij = ∇ijbij et ∇ijaij = sijaij = sijbij = 0 (A.14)
Montrons que Q = Qa +Qb, B = Ba +Bb et C = Ca + Cb.
Q =
∫¯
Sn−1
(aij + bij)(aij + bij)dσ = Qa +Qb + 2
∫¯
Sn−1
aijbijdσ
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On a
aijbij =
q∑
k=1
1
(n− 2)(λk + 1− n)a
ij [(n− 1)∇ijϕk + λkϕksij ]
En intégrant sur Sn−1 l'expression i-dessus et en utilisant les relations A.14, on en déduit
que ∫¯
Sn−1
aijbijdσ = 0 et que Q = Qa +Qb (A.15)
Par un raisonnement analogue au préédent, montrons que B = Ba + Bb. D'après la
dénition de B (voir A.6), on a
B =
∫¯
Sn−1
∇i(ajk + bjk)∇j(aik + bik)dσ = Ba +Bb + 2
∫¯
Sn−1
∇iajk∇jbikdσ
Par une intégration par parties, on obtient
B = Ba +Bb − 2
∫¯
Sn−1
ajk∇i∇jbikdσ
En utilisant l'identité (A.12), érite sous la forme suivante
∇i∇jbik = −
q∑
l=1
∇jkϕl + (n− 1)bjk
et les relations (A.14), (A.15), on en onlut que∫¯
Sn−1
ajk∇i∇jbikdσ = 0 et B = Ba +Bb (A.16)
La dernière formule à établir est C = Ca+Cb. Or, d'après la dénition de C (voir (A.6)),
C =
∫¯
Sn−1
∇i(ajk + bjk)∇i(ajk + bjk)dσ = Ca + Cb − 2
∫¯
Sn−1
ajk∇i∇ibjkdσ
D'après l'identité (A.13)
∇i∇ibjk = ∇i∇jbik + 1
n− 2(∇
i∇mbjmsik −∇i∇mbimsjk)
= ∇i∇jbik − 1
n− 2
q∑
l=1
(∇kjϕl + λlϕlsjk)
Ii on a juste utilisé l'expression (A.10) et le fait que ∆ϕl = λϕl. En ontratant ette
expression de ∇i∇ibjk ave ajk, en utilisant (A.16) et les relations (A.14), on en onlut
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que
∫¯
Sn−1
ajk∇i∇ibjkdσ = 0 et C = Ca + Cb.
D'après le théorème 4.1∫¯
S(r)
Rdσr = [B/2− C/4− (1 + ω/2)2Q]r2(ω+1) + o(r2(ω+1))
et par e qu'on vient de prouver, on en déduit que∫¯
S(r)
Rdσr =
∫¯
S(r)
Ra +Rbdσr + o(r
2ω+2)
Comme ∇ijaij = 0, R¯a = 0, l'ordre de la partie Ra est don supérieur à ω + 1. D'après le
théorème 4.2,
∫¯
S(r)
Radσr ≤ 0. D'où l'inégalité du lemme.
Détails des aluls du théorème 4.3
On ommene par rappeller les dénitions données dans la setion 4.1.
Iba(ε) =
∫ δ/ε
0
tb
(1 + t2)a
dt et Iba = lim
ε→0
Iba(ε) (A.17)
alors
Iba(ε) =
{
Iba +O(ε
2a−b−1) si 2a− b > 1
log ε−1 +O(1) si b = 2a− 1 (A.18)
En eet, si 2a− b > 1,
Iba − Iba(ε) =
∫ +∞
δ/ε
tb
(1 + t2)a
dt ≤
∫ +∞
δ/ε
tb−2adt ≤ ε
2a−1−b
(2a− 1− b)δ2a−b−1
Si b = 2a− 1 alors pour ε susamment petit
I2a−1a (ε) ≤
∫ 1
0
t2a−1
(1 + t2)a
dt +
∫ δ/ε
1
1
t
dt
Par des intégrations par parties, on établit les relations suivantes :
Iba =
b− 1
2a− b− 1I
b−2
a =
b− 1
2a− 2I
b−2
a−1 =
2a− b− 3
2a− 2 I
b
a−1,
4(n− 2)In+1n
(In−2n )
(n−2)/n
= n (A.19)
Soit ϕε une fontion test dénie dans (4.7) (voir page 71). On alule Ig(ϕε). En utilisant
l'inégalité (a− b)β ≥ aβ − βaβ−1b pour 0 < b < a, on a β ≥ 2, 0 ≤ α < (n− 2)(β− 1)− n
∫
M
rαuβεdv = ωn−1
∫ δ
0
rα+n−1uβε (r)dr = ωn−1I
α+n−1
(n−2)β/2ε
α+n−β(n−2)/2 +O(εn−2) (A.20)
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Ce type d'intégrales apparait plusieurs fois dans les aluls suivants, il permet de négliger
le terme onstant dans l'expression de uε, dénie dans (4.7), lorsque l'on hoisit δ su-
samment petit et ε plus petit que δ. On ommene par aluler ‖∇ϕε‖2 (la dénition de
ϕε est donnée dans la setion 5.3). D'après la formule
|∇gϕε|2 = (∂rϕε)2 + r−2|∇sϕε|2
on a l'équation (4.11) suivante :
∫
M
|∇gϕε|2dv =
∫
M
|∇guε|2dv +
∫ δ
0
[∂r(r
(ω+2)uε)]
2rn−1dr
∫
Sn−1
f 2dσ+
∫ δ
0
u2εr
n+2ω+1dr
∫
Sn−1
|∇f |2dσ
On exprime les intégrales i-dessus, en utilisant les intégrales Iab , dénies plus haut. On
eetue le hangement de variable t = r/ε. Ce qui donne les expressions suivantes∫
M
|∇guε|2dv = (n− 2)2ωn−1In+1n +O(εn−2) et∫ δ
0
u2εr
n+2ω+1dr
∫
Sn−1
|∇f |2dσ = In+2ω+1n−2 ‖∇sf‖2
∫ δ
0
[∂r(r
ω+2uε)]
2rn−1dr
∫
Sn−1
f 2dσ = ‖f‖2
∫ δ
0
εn−2
(
(ω − n + 4)rω+3 + ε2(ω + 2)rω+1
(ε2 + r2)n/2
)2
rn−1dr
= [(ω − n+ 4)2I2ω+n+5n (ε) + 2(ω + 2)(ω − n + 4)I2ω+n+3n (ε)
+ (ω + 2)2I2ω+n+1n (ε)]‖f‖2ε2ω+4 + o(ε2ω+4)
Si on regroupe ensemble es trois intégrales, on obtient (4.12) :
∫
M
|∇gϕε|2dv = (n− 2)2ωn−1In+1n (ε) + ε2ω+4
{∫
Sn−1
|∇f |2dσI2ω+n+1n−2 (ε)+∫
Sn−1
f 2dσ[(ω − n+ 4)2I2ω+n+5n (ε)
+ 2(ω + 2)(ω − n + 4)I2ω+n+3n (ε) + (ω + 2)2I2ω+n+1n (ε)]
}
(A.21)
Pour avoir (4.14) (page 73), il sut d'érire le développement limité de ϕNε et ensuite
utiliser l'égalité (A.20).
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‖ϕε‖−2N = (ωn−1In−1n )−2/N
{
1+
− (N − 1)ε2(ω+2)
∫
Sn−1
f 2dσI2ω+n+3n /(ωn−1I
n−1
n )
}
+O(εmin(3ω+6,n−2)) (A.22)
Il nous reste seulement à aluler
∫
M
Rgϕ
2
εdv. La fontion f est dénie sur la sphère Sn−1.
On sait qu'on peut la dénir sur S(r) pour tout r > 0 en posant f(ξ/r) si ξ ∈ S(r). On
garde la même notation pour la fontion ainsi redénie. D'après le lemme 4.1, on sait que∫¯
S(r)
r−2ω−2Rgdσ = O(1), on en déduit, en eetuant le hangement de variable t = r/ε,
que ∫
M
Rgu
2
εdv = ε
2ω+4ωn−1
∫¯
S(r)
r−2ω−2RgdσI
n+2ω+1
n−2 (ε)
=
{
ε2ω+4ωn−1
∫¯
S(r)
r−2ω−2RgdσI
n+2ω+1
n−2 + o(ε
2ω+4) si n > 2ω + 6
ε2ω+4 log ε−1ωn−1
∫¯
S(r)
r−2ω−2Rgdσ +O(ε
2ω+4) si n = 2ω + 6
D'autre part R = R¯ + o(rµ) ave µ ≥ ω (f. lemme 4.1), d'où∫
M
fu2εRgr
ω+2dv = εω+µ+4Iω+µ+n+1n−2 (ε)ωn−1
∫¯
S(r)
r−µf(ξ)R¯dσ + o(εω+µ+4)
=
{
εω+µ+4Iω+µ+n+1n−2 ωn−1
∫¯
S(r)
r−µf(ξ)R¯dσ + o(εω+µ+4) si n− 6 > ω + µ
εω+µ+4 log ε−1ωn−1
∫¯
S(r)
r−µf(ξ)R¯dσ +O(εω+µ+4) si n− 6 = ω + µ
Si n > ω + µ+ 6 alors
∫
M
Rgϕ
2
εdv =
∫
M
Rgu
2
εdv − 2
∫
M
fu2εRgr
ω+2dv +
∫
M
f 2u2εRgr
2ω+4dv
= ε2ω+4ωn−1
∫¯
S(r)
r−2ω−2RgdσI
n+2ω+1
n−2 −
2εω+µ+4Iω+µ+n+1n−2 ωn−1
∫¯
S(r)
r−µf(ξ)R¯dσ(ξ) + o(ε2ω+4)
(A.23)
Si n = 2ω + 6 et µ = ω alors
∫
M
Rgϕ
2
εdv = ε
2ω+4 log ε−1ωn−1{
∫¯
S(r)
r−2ω−2Rgdσ − 2
∫¯
S(r)
r−µf(ξ)R¯dσ(ξ)}+O(ε2ω+4)
(A.24)
Rappelons que
Ig(ϕε) =
(∫
M
|∇ϕε|2dv + n− 2
4(n− 1)
∫
M
Rgϕ
2
εdv
)
‖ϕε‖−2N
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Maintenant, on a tout les ingrédients néessaires pour donner l'expression détaillée de
Ig(ϕε). On l'obtient, en ombinant (A.21), (A.22), (A.23) et (A.24) et le lemme A.3 i-
dessous. On en onlut que si n > 2ω + 6 alors
Ig(ϕε) =
n(n− 2)
4
ω
2/n
n−1 + (ωn−1I
n−1
n )
−2/NIn+2ω+1n−2 ε
2ω+4×{
(n− 2)ωn−1
4(n− 1)
∫¯
S(r)
r−2ω−2Rgdσ − n− 2
2(n− 1)
∫
Sn−1
f(ξ)R¯dσ +
∫
Sn−1
|∇f |2dσ+
− n(n− 2)
2 − (ω + 2)2(n2 + n+ 2)
(n− 1)(n− 2)
∫
Sn−1
f 2dσ
}
+ o(ε2ω+4))
si n = 2ω + 6 alors
Ig(ϕε) =
n(n− 2)
4
ω
2/n
n−1 + (ωn−1I
n−1
n )
−2/Nε2ω+4 log ε−1×{
(n− 2)ωn−1
4(n− 1)
∫¯
S(r)
r−2ω−2Rgdσ − n− 2
2(n− 1)
∫
Sn−1
f(ξ)R¯dσ+∫
Sn−1
|∇f |2dσ + (ω + 2)2
∫
Sn−1
f 2dσ
}
+O(ε2ω+4)
Lemme A.3. On a les relations suivantes pour tout n > 2ω + 6 :
(ω − n+ 4)2I2ω+n+5n + 2(ω + 2)(ω − n+ 4)I2ω+n+3n + (ω + 2)2I2ω+n+1n
− (N − 1)(n− 2)2 I
2ω+n+3
n I
n+1
n
In−1n
= −n(n− 2)
2 − (ω + 2)2(n2 + n+ 2)
(n− 1)(n− 2) I
n+2ω+1
n−2
Si n = 2ω + 6 alors
(ω − n+ 4)2I2ω+n+5n (ε) + 2(ω + 2)(ω − n+ 4)I2ω+n+3n (ε) + (ω + 2)2I2ω+n+1n (ε)
− (N − 1)(n− 2)2 I
2ω+n+3
n (ε)I
n+1
n
In−1n
= (ω + 2)2 log ε−1 +O(1)
Ces relations apparaissent dans l'expression de Ig(ϕε), omme étant le oeient du terme∫
Sn−1
f 2dσ.
Preuve. Si n = 2ω + 6 alors I2ω+n+3n (ε) = I
2ω+n+3
n + O(ε
n−2), I2ω+n+1n (ε) = I
2ω+n+1
n +
O(εn−2) et I2ω+n+5n (ε) = log ε
−1 + O(1) (f. équation (A.18)) ; la deuxième expression du
lemme est démontrée.
Maintenant, on suppose que n > 2ω + 6. En utilisant les relations (A.19), on trouve
I2ω+n+5n =
(2ω+n+4)(2ω+n+2)
4(n−1)(n−2)
In+2ω+1n−2 I
2ω+n+3
n =
(2ω + n+ 2)(n− 2ω − 6)
4(n− 1)(n− 2) I
n+2ω+1
n−2
I2ω+n+1n =
(n−2ω−4)(n−2ω−6)
4(n−1)(n−2)
In+2ω+1n−2 I
n+1
n =
n
n− 2I
n−1
n
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Il sut de montrer que le polynme P2, déni pour tout ω ∈ N par
P2(ω+2) = (ω−n+4)2(2ω+n+4)(2ω+n+2)+2(ω+2)(ω−n+4)(2ω+n+2)(n−2ω−6)
+ (ω + 2)2(n− 2ω − 4)(n− 2ω − 6)− n(n + 2)(2ω + n+ 2)(n− 2ω − 6)
est de degré 2 et est égal à
P2(ω + 2) = 4(ω + 2)
2(n2 + n+ 2)− 4n(n− 2)2
En eet, on vérie aisément que les termes de degré 4 se simplient et que P2(−X) =
P2(X), alors P2 est pair de degré 2. On en déduit que P2(X) = anX
2+bn, où bn = P2(0) =
−4n(n− 2)2 et an = P ′′2 (0)/2 = 4(n2 + n+ 2)
Théorème 4.2
Dans son artile [?℄, T. Aubin démontre le résultat suivant :
Théorème A.2. Si µ ≥ ω + 1 alors il existe une onstante C(n, ω) > 0 telle que∫¯
S(r)
Rdσr = C(n, ω)(−∆g)ω+1R(P )r2ω+2 + o(r2ω+2)
(−∆g)ω+1R(P ) est stritement négative et Ig(uε) < n(n−2)4 ω2/nn−1.
où uε est dénie dans la setion 5.3 (voir équation (4.8)).
Tout d'abord, remarquons que si
∫¯
S(r)
Rdσr < 0, d'après e qui a été fait à la setion 5.3,
il sut de prendre f = 0 pour que ϕε = uε. L'inégalité
Ig(uε) <
n(n− 2)
4
ω
2/n
n−1
est une onséquene immédiate des inégalités (4.15), (4.16).
Il sut de montrer que (−∆g)ω+1R(P ) < 0. Pour ela, T. Aubin donne un shéma assez
détaillé de la preuve. Le as ω = 1 ou 2 sont des onséquenes des travaux de E. Hebey et
M. Vaugon [?℄. Le as ω = 3 est fait par L. Zhang (ommuniation privée). La méthode
de T. Aubin marhe pour ω quelonque. Notons par SymT le symétrisé du tenseur T par
rapport à tout ses indies, et par C(2, 2) l'appliation de ontration des indies deux à
deux (voir la remarque de la setion 5.2 pour des exemples). On pose
A = C(2, 2)Sym∇αRpijq∇βRpq B = C(2, 2)Sym∇αRpijq∇β˜l∇pRqk
C˜ = C(2, 2)Sym∇αRip∇βRjp Z = C(2, 2)Sym∇αRpklq
Rijkl, Rij sont les omposantes du tenseur de ourbure de Riemann et de Rii. Tout
les aluls sont faits au point P , qu'on omettra dans les expressions pour des raisons de
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simpliité. Les indies gres sont des multi-indies de longueur ω (i.e. |β| = |α| = ω), si
ils ontiennent un tilde, alors ils deviennent de longueur ω − 2 (i.e. |β˜| = |α˜| = ω − 2).
Les indies latins sont de longueur 1. Un indie ou multi-indie noté deux fois, il y a
sommation sur et indie. sur les autres indies on onsidère toutes les permutations, an
d'avoir le symétrisé. Par des aluls ombinatoires et les identités de Bianhi, on a le
résultat suivant :
2(ω + 2)2C(2, 2)Sym∇αβklR + C(ω)I = 0
ave
I = Z + 2(ω + 3)2(A + C˜) + 2ω(ω + 3)B et C(ω) =
(ω + 1)2(ω + 2)2(2ω + 2)!
[(ω + 3)!]2
On sait qu'il existe une onstante K > 0 telle que (−∆)ω+1R = KC(2, 2)Sym∇αβklR.
Pour démontrer le théorème, il sut de montrer que I > 0. Pour ela T. Aubin onsidère
de nouveaux termes et de types de ontrations qui lui permettent d'érire I omme
somme de es termes qui vérient ertaines relations et inégalités entre eux (es relations
sont obtenues par des ontrations, en utilisant les identités de Bianhi). Grâe à es
nouvelles relations, il en déduit la positivité de I.
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Annexe B
Détails des aluls (Chapitre 5)
Lemme 5.3
On a vu que la preuve du lemme est ramenée à prouver que
q⋂
k=1
]xk, yk[6= ∅ (B.1)
où
xk =
(n− 2)2 − (n− 2)√∆k
dk
, yk =
(n− 2)2 + (n− 2)√∆k
dk
et ∆k = {(n− 2)2 − dkuk
ν2k
}
D'après le lemme 4.4, ∆k > 0 pour tout k ≤ q ≤ [ω/2]. Puisque (dk)k est déroissante, il
est faile de vérier que
∀k < j ≤ [ω
2
] xk < yj (B.2)
(voir équations (4.2), (4.17) pour la dénition de νk et dk). On vérie aussi que uω/2 < 0
(voir équations (4.6)), ela entraîne que si ω est pair alors xω/2 < 0.
Le as ω = 5
D'après les remarques i-dessus, il sut de montrer que x2 < y1. Ce qui revient à montrer
que
(n− 2)(d2 − d1) + d1
√
∆2 + d2
√
∆1 > 0
Dans e as
ν1 = 5(n+ 3), ν2 = 3(n+ 1)
d1 = 4(4n
3 + 53n2 + 10n+ 128), d2 = 4(2n
3 + 47n2 + 42n+ 104)
u2
ν2
=
n2 − 49n+ 36
8(n− 2)(n+ 2)
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Après une déomposition en éléments simples de la fration rationnelle
d2
ν2
u2
ν2
par rapport
à n, on établit que
∆2 = (n− 2)2 − d2
ν2
u2
ν2
=
2
3
n2 +
29
6
n+
1076
3
+
2842
9(n− 2) −
1104
n+ 2
+
4601
9(n+ 1)
>
2
3
(n+
29
8
)2
D'où
(n− 2)(d2 − d1) + d1
√
∆2 > −8(n− 2)(n3 + 3n2 − 16n+ 12)
+ 4(4n3 + 53n2 + 10n+ 128)
√
2
3
(n+
29
8
) > 0
Le as ω = 6
On doit enore montrer que x2 < y1. En eet l'intersetion ave l'intervalle ]x3, y3[ n'est
pas vide ar x3 < 0, y3 > x2 et y3 > x1. Il sut don de montrer que
(n− 2)(d2 − d1) + d1
√
∆2 + d2
√
∆1 > 0
Dans e as
ν1 = 6(n+ 4), ν2 = 4(n+ 2)
d1 = 4(5n
3 + 74n2 + 176), d2 = 4(3n
3 + 64n2 + 44n+ 144)
u2
ν2
=
n2 − 31n+ 18
6(n− 2)(n+ 3)
On répète les mêmes aluls que dans le as préédent. On établit que
∆2 = (n− 2)2 − d2
ν2
u2
ν2
=
1
2
n2 +
7
3
n +
892
3
+
512
3(n− 2) +
1008
n + 2
− 2028
n + 3
>
1
2
(n+
7
3
)2
D'où
(n− 2)(d2 − d1) + d1
√
∆2 > −8(n− 2)(n3 + 5n2 − 22n+ 16)
+ 2
√
2(5n3 + 74n2 + 176)(n+
7
3
) > 0
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Le as ω = 7
Par ontre dans e as, on doit vérier que l'intersetion
3⋂
k=1
]xk, yk[
est non vide. On a déjà les inégalités suivantes : y3 > x2 > 0, y3 > x1 > 0 et y2 > x1. Il
sut de montrer que y1 > x3, y1 > x2 et y2 > x3, e qui est équivalent à montrer que
∀1 ≤ i < j ≤ 3 (n− 2)(dj − di) + di
√
∆j + dj
√
∆i > 0
On reprend les mêmes aluls.
ν1 = 7(n+ 5), ν2 = 5(n+ 3), ν3 = 3(n+ 1)
d1 = 4(6n
3 + 99n2 − 14n+ 232), d2 = 4(4n3 + 85n2 + 42n+ 192)
d3 = 4(2n
3 + 79n2 + 74n+ 168)
u2
ν2
=
3n2 − 75n+ 32
16(n− 2)(n+ 4) ,
u3
ν3
=
n2 − 81n+ 68
8(n− 2)(n+ 2)
∆2 = (n− 2)2 − d2
ν2
u2
ν2
=
2
5
n2 +
5
4
n+
1413
5
− 3572
n+ 4
+
51333
25(n+ 3)
+
2862
25(n− 2)
>
2
5
(n +
25
16
)2
∆3 = (n− 2)2 − d3
ν3
u3
ν3
=
2
7
n2 − 9
14
n+
2708
21
− 11951
3(n+ 6)
+
135809
49(n+ 5)
+
1755
49(n− 2)
>
2
7
(n− 9
8
)2
On montre que les inégalités suivantes sont strites.
(n− 2)(d2 − d1) + d1
√
∆2 > −8(n− 2)(n3 + 7n2 − 28n+ 20)
+ 4
√
2
5
(6n3 + 99n2 − 14n+ 232)(n+ 25
16
) > 0
(n− 2)(d3 − d1) + d1
√
∆3 > −8(n− 2)(2n3 − 10n2 − 44n+ 32)
+ 4
√
2
7
(6n3 + 99n2 − 14n+ 232)(n− 9
8
) > 0
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(n− 2)(d3 − d2) + d2
√
∆3 > −8(n− 2)(n3 + 3n2 − 16n+ 12)
+ 4
√
2
7
(4n3 + 85n2 + 42n+ 192)(n− 9
8
) > 0
Le as 8 ≤ ω ≤ 15
Á partir de 8 jusqu'à 15, on utilise le logiiel Maple pour faire la déomposition en éléments
simples de la fration rationnelle ∆k. On obtient la forme suivante :
∆k = akn
2 + bkn+ dk +
ek
n− 2 +
fk
νk − n + 1
En utilisant enore e logiiel, on montre que
√
∆k >
√
ak(n +
bk
2ak
)
où les oeients ak, bk, dk et fk sont donnés expliitement en fontion de ω, n et k.
Ensuite, on vérie que pour tout i < j
(n− 2)(dj − di) + di
√
∆j + dj
√
∆i > (n− 2)(dj − di)
+ di
√
aj(n+
bj
2aj
) + dj
√
ai(n+
bi
2ai
) > 0
D'après e qui a été dit dans le as 7 i-dessus, l'inégalité du lemme est démontrée.
