In autonomous driving, monocular sequences contain lots of information. Monocular depth estimation, camera ego-motion estimation and optical flow estimation in consecutive frames are high-profile concerns recently. By analyzing tasks above, pixels in the first frame are modeled into three parts: the rigid region, the non-rigid region, and the occluded region. In joint unsupervised training of depth and pose, we can segment the occluded region explicitly. The occlusion information is used in unsupervised learning of depth, pose and optical flow, as the image reconstructed by depth, pose and flow will be invalid in occluded regions. A less-than-mean mask is designed to further exclude the mismatched pixels which are interfered with motion or illumination change in the training of depth and pose networks. This method is also used to exclude some trivial mismatched pixels in the training of the flow net. Maximum normalization is proposed for smoothness term of depth-pose networks to restrain degradation in textureless regions. In the occluded region, as depth and camera motion can provide more reliable motion estimation, they can be used to instruct unsupervised learning of flow. Our experiments in KITTI dataset demonstrate that the model based on three regions, full and explicit segmentation of occlusion, rigid region and non-rigid region with corresponding unsupervised losses can improve performance on three tasks significantly.
I. INTRODUCTION
N autonomous driving, it's a key issue to get the depth of the scene and its localization to construct the map. Lasers bring more accurate information [1] , [2] , but at the same time, it increases costs and needs calibration [3] . Using only inexpensive vision sensors can get dense information, which is also closer to the way people perceive information when driving. However, the traditional visual SLAM method relies heavily on artificial design features [4] . It is also not robust enough for changes in the environment, and it is easy to lose features in dynamic environments and get failed outdoors.
A method based on deep learning can obtain dense depth information [1] , and do not rely on hand-designed features. In *This work was supported in part by the Natural Science Foundation of China under Grant U1613218 and 61722309. Corresponding Author: Hesheng Wang. G. Wang [5] made with LSD-SLAM [6] shows the advantage that the monocular depth estimation based on deep learning which does not require initialization. However, supervised learning methods [7] , [8] rely on expensive truth data, which relies on expensive devices and manual labeling [9] . Recently, unsupervised learning methods are developing, which made this problem more and more independent of true value [10] - [23] . Some even only need monocular video sequences, which has recently received much attention [14] - [23] . Scene flow of each pixel in the monocular video can be obtained with optical flow and depth, which indicates the motion information in the three-dimensional (3D) environment [24] , so the optical flow estimation [25] , [26] is also very important in autonomous driving. The depth-pose net can only characterize the static information in the image and the ego-motion of the camera, while the optical flow can characterize the dynamics, just to make up for it. However, the true value of optical flow is more difficult to obtain, which makes the unsupervised learning of optical flow highly important [21] - [23] , [27] - [30] . Moreover, the occlusion problem is an important issue in the estimation of optical flow [29] , [30] , and the depth-pose can be used to calculate the occlusion mask [19] explicitly. Therefore, the joint assisted learning of depth, pose and optical flow is full of potential, and our article is to study this. The main contributions of this paper are as follows: (1) According to the motion information of each pixel in the first frame to the second frame, the first frame is divided into three parts including the occluded region, the rigid region, and the non-rigid region. Then, through the spatial geometric relationship of the point cloud obtained by depth-pose network, the occlusion problem is considered explicitly, and overlap and blank masks are designed to filter out occluded pixels that do not satisfy the pixel matching of the reconstructed image, which is the main part in the preliminary conference version [19] . In this extension version, we also make a theoretical analysis on the effectiveness of the occlusion mask. The occlusion region also does not satisfy the image reconstruction loss of the optical flow and is filtered out in the training process. And the following contribution are all novel and not included in preliminary conference version [19] . (2) When computing the image reconstruction loss of depth-pose network and optical flow network, a less-than-mean mask is added to further filter outliers. (3) An inverse depth maximum normalization method is proposed to prevent the problem of decreasing depth values Unsupervised Learning of Depth, Optical Flow and Pose with Occlusion from 3D Geometry Guangming Wang, Chi Zhang, Hesheng Wang, Jingchuan Wang, Yong Wang, and Xinlei Wang I during training. And a comparative analysis of our normalization method and the normalization method proposed by Wang et al. [16] is made. (4) Since the optical flow cannot find matching points from two consecutive frames in the occluded area to perform unsupervised training, consistency loss is proposed, which makes optical flow can be supervised by rigid flow calculated from the depth and pose information in the occluded region. The effectiveness of our systems and methods is demonstrated by experiments on the KITTI [9] and Cityscape [31] datasets. The second section introduces the related work. Our system and method are presented in the third section. The fourth section is about the experimental validation, and finally, the fifth section draws a conclusion.
II. RELATED WORK

A. Unsupervised Estimation of Depth and Pose
Unsupervised estimation of monocular depth starts from stereo image pairs [10] . After the depth of an image is estimated by the network, its projection onto another frame can be used for image reconstruction, and unsupervised training is conducted by the consistency of left and right images. Godard et al. [11] propose the depth consistency loss of the left and right cameras. Prior loss of smoothness term [10] , [11] is considered to alleviate some wrong estimates because of occlusion. Warping loss based on feature rather than direct pixel values between stereo sequences is adopted by Zhan et al. [12] to learn depth and odometry. UnDeepVO [13] uses stereo sequences for training and is tested on monocular sequences so that depth and pose network can recover spatial scale from monocular sequences.
Zhou et al. [14] implement the joint unsupervised learning of depth and ego-motion using only monocular sequences for the first time and obtain competitive results. The learning cost of depth and pose is further reduced by only using monocular sequences for training, making the data sources of these two networks more extensive and cheaper.
Iterative Closest Point (ICP) [32] is added in vid2depth [15] to perform rigid constraints on the depth estimation in 3D to improve the results. The combination of direct methods of visual odometry and pose net is tried by Wang et al. [16] to improve the effect of pose and depth estimation, and a depth normalization strategy is used to improve the effect of depth estimation. A generative adversarial network is used in GANVO [17] to judge the quality of reconstructed images, so as to train the depth and pose net. A self-adjusting threshold is adopted in DeepMatchVO [18] to block the image area from participating in the computation of projection error and epipolar geometry is introduced to add constraints.
They use warping between monocular adjacent frames, and output an explainability mask when executing pose estimation, to remove the inconsistent regions between adjacent frames, which contain the information of motion and occlusion. However, their later experiments find that the results are better without this learned explainability mask 1 . After that, CC [23] added a new mask network combined with the training of optical flow to achieve better results. However, they all require a network to estimate the mask, or lack of occlusion considerations [16] . We are inspired by the unsupervised learning of optical flow on the occlusion problem [29] , [30] and the mask discussion by zhou et al. [14] . A parameterless solution using depth and pose combined with spatial geometric relations to calculate the occlusion region explicitly is proposed in our conference version [19] , which improves the effect of depth and pose estimation. In addition, we found the disadvantages of the mean normalization strategy in the smoothness term of Wang et al. [16] , and a novel maximum normalization strategy is proposed in this paper accordingly.
B. Unsupervised Estimation of Depth, Pose and Optical Flow
With monocular sequence alone being used to estimate depth and pose, combined studies begin to appear. Edge, normal vector and depth are estimated simultaneously in LEGO [20] . Joint learning of depth, pose and optical flow is put forward in GeoNet [21] for the first time, but it only uses optical flow net to study residual part after depth and pose training. This method doesn't consider occlusion in the training of depth and pose, and still adopt the occlusion processing method of forward-backward consistency in optical flow net training, which needs to adjust the parameters according to the accuracy of optical flow estimation. The two-stage learning of optical flow is similar to the work of Alletto et al. [27] , which also divides the learning of optical flow into two parts and proposes a projection self-supervised estimation method of optical flow. Joint training of depth, pose and optical flow is implemented in DF-Net [22] , adding the cross loss in the forward-backward consistency region. Ranjan et al. reintroduce the motion mask in CC [23] by competitive collaboration training. The difference between CC [23] and SfMLearner [14] is that a mask network is added in CC [23] rather than share a partial network with pose net to distinguish dynamic and static. But occlusion between adjacent frames is not considered, and complicated iterative training, in turn, is needed.
The difference between the previous work [21] - [23] and ours is that explicit and parameterless occlusion computation is added by us in the joint learning process of the three, and its validity is analyzed in theory. The proposed strategy in occlusion regions removes the mask network [23] , making the model simpler and easier to train. At the same time, a new less-than-mean mask, depth maximum normalization strategy and new constraint loss of optical flow in the computed occlusion regions are proposed.
III. JOINT UNSUPERVISED TRAINING OF DEPTH-POSE AND OPTICAL FLOW NETWORKS
Our system depends on three networks to estimate monocular depth and to obtain the ego-motion and optical flow between two consecutive frames with only monocular video sequences. The three networks include depth estimation In this section, we first discuss the basic idea of unsupervised training using image reconstruction by depth-pose and by optical flow. Then we analyze the mismatch problem leading to region distinctions of image. And it is separately discussed how to solve this problem by designing mask and loss function in the training of depth-pose network and the training of optical flow network.
A. Image Reconstruction of Unsupervised Training of Depth-Pose Network or Optical Flow Network
In this paper, the key to unsupervised training of depth-pose network and optical flow network is image reconstruction. For three consecutive frames 
Then, point cloud ˆs Q in the adjacent frame can be obtained by ˆs
Afterward, the camera model can be used to project ˆs Q onto the image plane of the s frame, denoted as ˆ( , ) ij, that is
The formula for all relationship above is written as:
(1) Then the reconstructed image of the intermediate frame can be obtained by differentiable bilinear interpolation [33] , and the formula is
shown in Fig. 2 , where ij w is the weighting factor of each pixel. The consistency between the reconstructed image and the original image is used to perform unsupervised training of depth-pose net. [23] . The image plane at t-1 frame
The image plane at t frame Fig. 4 . The cause of the overlap mask. 1 S area can be seen at the t frame but cannot be seen at the 1 t − frame, which is because the 1 S area is blocked by the tail part of the car in the camera coordinate system of
Therefore, the pixels corresponding to the 1 S area in image t X will be mismatched with the tail portion of the car in is recorded as 1. The overlap mask The function ( , ) ts XX  is concerning the robust loss in [23] , which includes the structural similarity (SSIM) in [34] .
. But this loss function requires a correct pixel match between the reconstructed image and the original image, which cannot be achieved sometimes in the unsupervised training of depth-pose network as well as the optical flow network. We first solve the problem of the depth-pose network in Sec. III-B. Then in Sec. III-C we introduce the idea into the training of optical flow that using depth and pose to calculate occlusion, and introduce a new unsupervised loss in optical flow training.
B. Unsupervised Training of Depth-Pose Network 1) Edge Mask, Overlap Mask and Blank Mask for Occlusion
The accuracy of image reconstruction directly affects the direction of unsupervised training, and occlusion is a factor that significantly affects image reconstruction. The occlusion that some pixels in the first frame are projected outside the image of the adjacent frame has been discussed in [20] and [21] , defined as edge mask and symbolized as edg M in this paper. Schematic diagram of the edge mask is as shown in Fig. 3 . However, this is only a part of the occlusion. The example analysis of one situation in which the edge mask cannot solve is shown in Fig. 4 . Here we add an overlap mask to solve this problem. As shown in Fig. 5 , when two pixels in t X are projected into the same pixel grid of However, this does not solve all the problems. Fig. 6 shows an example that the overlap mask cannot handle. But this problem can be solved by back projection. As shown in Fig. 7 , when the pixels in the 1 t X − frame are projected onto the t X , a projection blank region is generated and some pixels in t X do not participate in the interpolation calculation. From these pixels that do not participate in the interpolation, we can obtain the blank mask
Can the edge mask, overlap mask, and blank mask solve the mismatched pixels caused by camera ego-motion during image reconstruction? We analyze the question from Set Theory. Definition 1. Define the pixels in t X as set , A pixels in
The image plane at t frame
The image plane at t-1 frame
Background S 1 area Fig. 6 . The necessary of the blank mask. For 1 S area, there are similar problems as shown in Fig. 4 . However, since the left side of the car cannot be seen in t X , it is impossible to form near pixels as in Fig. 4 to block distant pixels to filter out pixels in the 1 S area. The back projection is considered. can be obtained.
the image plane at t frame the image plane at t-1 frame Fig. 8 . Blank set corresponding to blank mask in the process of multiple mutual projection between t frame and 1 t − frame. . From this continuous reasoning, it can be indicated that there might always be new occlusion pixels that should be blank. However, since the number of pixels in the two sets is limited, finally there is no pixel to break the blanking assumption at the next step. Therefore, by continuously mutual projecting, all the mismatched pixels because of occlusions in the two sets can be removed finally. Remark 1. A single forward-backward projection can remove most of the occluded pixels and multiple projections will increase the amount of calculation, but the actual effect is low, so that only one mutual projection is executed for the experiments in this paper to get the edge, overlap and blank masks. Then these three masks are multiplied up to get the occlusion mask occ M . The formula is:
2) Less-than-mean Mask and Image Reconstruction Loss for the Training of Depth-Pose Network A few occluded, motion and reflective regions remain in the process of image reconstruction using depth-pose network. When calculating the image reconstruction loss, these outliers do not satisfy the image matching relationship, which causes a disturbance to the reconstruction loss calculation. In order to eliminate pixels that have too large reconstruction error values, all outliers larger than the average image reconstruction loss are masked by a less-than-mean mask It can be seen clearly from the difference image in Fig. 9 that because of motion, reflection, etc., the reconstruction loss of the car body is larger. Less-than-mean mask calculates the average of reconstruction loss of the whole image after masking occlusions and removes reflective area whose loss is larger than average, which shows that less-than-mean mask further eliminates outliers for training.
3) Smoothness Loss for Depth-Pose Training
Smoothness loss can make the estimated depth map () D smoother and reduces the disturbance from outliers. In the initial study of monocular depth and pose estimation, the output inverse depth, disparity 1 ( ), D − of the depth network was directly used to calculate the smoothness loss, which makes the inverse depth smoother. The basic formula is:
But from the formula, we can find that the smaller the value of 1 , D − the smaller the gradient 1 () D −  , which causes that at the end of the training, all the values in the inverse depth map are decreasing and approaching 0, making the training invalid. Wang et al. [16] proposes a normalization method that the inverse depth map is divided by But our experiments demonstrated that in the later stage of training with this normalization, the inverse depth is still approaching 0 for textureless areas and reflective areas. After
Input image
Ground-truth Mahjourian et al. [15] Ours CC [23] Fig. 11 : The visual comparison of depth estimation among Mahjourian et al. [15] , CC [23] and ours on Eigen test set [7] . The depth visualization of ground truth are obtained by interpolation. the analysis, we demonstrated that since the reconstructed pixel cannot match the target frame, image reconstruction loss in these pixels will not decrease with training, and smoothness loss will become dominant in these areas. For local areas where smoothness loss is dominant, the change of
for the full image is relatively small, which is considered to be unchanged. Thus, the smaller the inverse depth value of these regions, the smaller the smoothness loss. Therefore, in the later stage of training, the inverse depth of the region where the reconstruction error is relatively large will approach 0, that is the depth tends to infinity. In order to solve this problem, we propose to divide the inverse depth For the input of the smoothness loss function, make the following derivation: As shown in Fig. 10 , when using the mean normalization to deal with the inverse depth in the smoothness loss, the reconstruction loss of the near road area cannot be reduced, and the smoothness loss tends to make the depth infinity in 14100th generation. As the depth map at the top shows that the area turns black. And our maximum normalization smoothness loss can directly solve such problems, as shown in the depth map in the bottom, the image is still normal when training to 14100th generations.
C. Unsupervised Training of Optical Flow Assisted by Depth and Pose 1) Image Reconstruction Loss and Smoothness Loss for Unsupervised Training of Optical Flow
The image reconstruction loss of optical flow is also invalid in the occluded region, and mismatched pixels will mislead the training. Since the occluded region based on the depth-pose net has already been calculated explicitly, occlusion mask calculated by formula (5) is directly adopted to remove mismatched pixels in optical flow image reconstruction. Then like in Sec. III-B.2, the less-than-mean mask is used to further remove the outliers. Specifically, after masking the occluded regions, the pixels whose reconstruction errors are higher than the average error of the whole image are masked. The mask is denoted as
. Combined with the basic formula (2), the image reconstruction loss for optical flow is:
The smoothing loss of optical flow is the same as that of the previous unsupervised work of optical flow [21] [22] [23] . The gradient of the image is used to add a prior constraint to the gradient of the optical flow. The formula for the smoothing loss of optical flow is as follows: 
2) Consistency Loss
Occluded region cannot be trained in image reconstruction loss of optical flow, while depth and pose can obtain depth-pose flow in occluded regions. According to Wang et al. [35] , since in most cases occluded regions are rigid regions, rigid flow obtained by depth and pose could be used to supervise optical flow in occluded region. As shown in Fig. 9 , the full occlusion mask includes additional stripes which are generated from an overlap mask. The pixels masked by these stripes are not involved in the image reconstruction loss, which will not mislead the training of optical flow networks. However, in the region of these pixels, the training of optical flow will be misled if depth-pose flow is used to supervise the optical flow, as many of these pixels do not belong to the occluded region and even belong to a dynamic region where consistency between optical flow and depth-pose flow is not satisfied. Therefore, we use the edge and blank masks here. 
IV. EXPERIMENT AND EVALUATION
The experiments are mainly carried out on the KITTI dataset [9] . As many previous works report the depth estimation results obtained by training on KITTI [9] after pre-training on Cityscape dataset [31] , we also add this part. Note: The maximum depth value for the evaluation is 80m. 'CS+K' means firstly pre-training on Cityscapes dataset [31] , then training on the KITTI dataset [9] . 'K' means training on the KITTI dataset [9] only. The best results are bold in each block. 
A. Training Settings
Only one-scale images are used to the unsupervised training of depth and pose, which is different from the training of optical flow. In the unsupervised training process of the optical flow, six scales l of images are used. The total loss function for the unsupervised training of depth and pose is given by The total loss function for the unsupervised training of optical flow model is given by The network architecture in CC [23] is adopted by ours, and its optical flow network refers to PWC-Net [36] while the depth network refers to ResNet [37] .
The KITTI dataset [9] and the Cityscape dataset [31] are used for the training. The KITTI dataset is a commonly used computer vision algorithm evaluation dataset for autonomous driving scenarios which contains real image data collected from urban, rural, and highway scenes. The Cityscapes dataset is a new large-scale dataset that contains a set of different stereo video sequences recorded in street scenes in 50 different cities. 33657 samples and 11055 samples from KITTI are used as training set and validation set. 62049 samples from Cityscape are used as pre-training set. Each sample contains three consecutive frames. All images are scaled to 256 832.  Random scaling, cropping and horizontal flips are adopted for data augmentation.
The experiments are performed on a 2080Ti GPU. The training process continues until the validation error is saturated. For the best results, we first train the depth and pose network, using our maximum normalization, the occlusion mask calculated and less-than-mean mask to get the trained depth and pose models. First the models are pre-trained on Cityscape dataset, which spent 20 hours for 40000 steps. Then the models get trained on KITTI and the training process lasted about 70 hours for 149850 steps. Then we use the trained depth and pose models in the training process of optical flow, in which the occlusion region calculated by the depth and pose model is not involved in the training of optical flow. Besides, in the region masked by edge mask and blank mask, rigid flow calculated by depth and pose is used to supervise the training of optical flow. The training process of flow network lasted about 90 hours for 190K steps. We use Adam optimizer [38] with 4 as batch size [39] for the depth-pose phase and 12 as batch size for the optical flow phase, and the learning rate is always -4 10 .
B. Depth Evaluation Results
Our depth evaluation process and evaluation metrics are consistent with the previous work [21] - [23] . Our depth evaluation uses the test set of eigen et al. [7] test split. 697 images are involved in the evaluation. The evaluation process and the evaluation metrics are the same for all depth evaluation in this paper including the ablation study. The comparison of depth estimation between ours and others are listed in Table I . [11] and [12] used binocular video which means extra pose supervision because of the constant pose between binocular. Compared to [7] and [8] , our method doesn't need depth supervision. Compared to [15] , complex ICP back-propagation is not adopted in our method. Compared to [20] , our method does not need the aid of an edge network. Compare to [23] , our method does not need an extra mask network to eliminate mismatched pixels and does not need a complex training scheme based on iteration. As shown in the Table I, our method outperforms most unsupervised methods. And our methods can even obtain competitive results with binocular supervised [14] 0.021  0.017 0.020  0.015 Mahjourian et al. [15] 0.013  0.010 0.012  0.011 GeoNet [21] 0.012  0.007 0.012  0.009 GANVO [17] 0.009  0.005 0.010  0.013 Wang et al. [19] 0.009  0.005 0.008  0.007 Shen et al. [18] 0.0089  0.0054 0.0084  0.0071 Ours 0.0081  0.0044 0.0082  0.0064
Note: The lower the value is, the better the result is. [25] 10.06 30.37% -SPyNet [26] 20.56 44.78% -UnFlow-C [28] 8.80 28.94% 29.46% UnFlow-CSS [28] 8.10 23.27% -Back2Future [30] 6.59 -22.94%* Geonet [21] 10.81 --DF-Net [22] 8.98 26.01% 25.70% CC [23] 6.21 26 .41% -Ours 6.66 23.04% 22.36%* Note: 'EPE' means average endpoint error, 'F1' means the percentage of pixels whose EPE is greater than 3 pixels and greater than 5% of the ground truth. The lower "EPE" and "F1" values are better. * means that the results are obtained after supervised fine-tune and tested on the Optical Flow 2015 test set [9] . Fig. 12 : Comparison of flow estimations on KITTI 2015 flow datasets [9] among UnFlow-C [28] , CC [23] and ours.
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Ground-truth Basic Basic+Occ Basic+Occ+LTM Basic+Occ+LTM+Cons Fig. 13 : Comparison of flow estimations on KITTI 2015 flow datasets [9] among our ablation studies. It is shown that the results of flow estimation are improved by our treatment for occlusion, outliers and our consistency loss. method [11] . We believe that it is because of our elimination of the mismatched pixels in image reconstruction and our additional designs for robustness. As shown in Table Ⅱ , we first set the baseline, that is, the image reconstruction error and the smoothing loss are involved for the entire image. Then the occlusion mask, the less-than-mean mask, and the maximum normalization are involved successively as improvements. The training conditions are the same as the training setting in Sec. IV-A except for the experimental variables described in Table Ⅱ and the pretraining is not used here. Each configuration is trained from scratch. All evaluation is on the eigen et al. test split [7] . The evaluation process and the evaluation metrics are the same as Table I . The results show that each of our designs ameliorates the results.
The "Basic" takes 119991 training steps and about 40 hours. the "Basic + Occ" takes 101898 training steps and about 64 hours. The "Basic + Occ + LTM" takes 103896 training steps and about 65 hours. The "Basic + Occ + LTM+ MN" takes 103896 training steps and about 104 hours. It can be seen that the training steps of first three are similar, but the fourth one obviously increases. This is due to our normalization method. The training can be continued without the phenomenon of depth value degradation, resulting in continued growing of accuracy.
The visual comparison of the depth estimation results is shown in Fig. 11 . Our depth estimation performs better on dynamic objects such as moving persons and cars. The estimations of distant objects are also more accurate like further cars and trees. Our method can offer more details as can be observed in the traffic sign shape. The advantages are obtained by using spatial 3D geometry to mask occlusion and using the less-than-mean mask to eliminate misleading in training which occurs because of the reflected light and the mismatch on dynamic objects. In addition, smoothness loss with maximum normalization is proposed so that the training can last longer while degradation will not occur in textureless regions such as roads.
C. Pose Evaluation Results
According to the general method [14] , the camera pose is evaluated on the official KITTI odometry dataset. ORB-SLAM [4] and other recent state-of-the-art unsupervised learning results are compared in Table III . ORB-SLAM (full) has closed-loop and relocation while ORB-SLAM (short) does not. Table III shows that in unsupervised monocular method, our method calculated over 3-frame snippets achieves state-of-the-art performance which exceeds ORB-SLAM (full). We believe that in the training process, the rich mask information can assist the pose network to learn how to ignore the occlusion area for pose estimation.
D. Optical Evaluation Results
Our optical flow evaluation process and evaluation metrics are consistent with the previous work [21] - [23] , [28] . As shown in Table IV , we quantitatively compare our method with the CC [23] and other methods for optical flow estimation in KITTI 2015 training set [9] like previous work [21] - [23] , [28] . 200 samples in KITTI 2015 training set [9] are used for the evaluation of the optical flow model. The evaluation process is the same for all optical flow evaluation in this paper including the ablation study. Note that 3 cascaded networks are adopted in UnFlow-CSS [28] to refine optical flow. The method of splitting dynamic and static is adopted in CC [23] , so that in the evaluation stage, the optical flow is evaluated by combining the depth network, the pose network, the optical flow network and the mask network. Our method, which only needs a trained optical flow network, can perform close to [23] in terms of average end point and much better than [23] in terms of outlier error. Our method also outperforms [21] , [22] , which use a larger ResNet-50 network.
This process is benefited from our accurately calculated occlusion mask. When training the optical flow model, the image reconstruction error is not considered in the occlusion area, but depth and pose are used to supervise the optical flow training in the occlusion instead. This method allows the optical flow network to learn how to estimate more accurately in occluded region.
The qualitative results are shown in Fig. 12 . Our method performs better on occluded region, which benefits from our occlusion model based on 3D geometry. Compared to [23] , our flow estimation is smoother, which benefits from the usage of only one optical flow network instead of combining depth-pose flow and optical flow from 4 networks.
The ablation experiments are shown in Table V . The training conditions are the same as the training setting in Sec. IV-A except for the experimental variables described in Table Ⅱ and the best depth-pose model is used here. Each configuration for the optical flow phase is trained from scratch based on the trained depth-pose model. All evaluation is on KITTI 2015 training set [9] . The evaluation process and the evaluation metrics are the same as Table IV . Maximum number of training steps is adopted as the stopping criterion for the ablation study of optical flow, because we found that there is no obvious over-fitting even if the training of optical flow reaches 190K steps. However, it is already saturated. So, we make all training of optical flow phase last about 90 hours and about 190K steps.
As shown in Table V , experiments show that each of our designs makes the results better, whose qualitative results are shown in Fig. 13 . It is shown that there are many wrong optical flow values estimated in the edges of the basic group, that is because many of the edges are occluded regions and the optical flow network will be misled by the wrong image reconstruction in the occluded regions. To reduce errors in the occluded regions, corresponding masks are introduced from our depth-pose model. However, optical flows tend to be small as compensatory strategy for optical flow estimation in occluded regions is not learned during the training. With the consistency loss, depth and pose provide the strategy to the optical flow estimation in occluded regions, which markedly improves the estimation results. It also benefits from our depth and pose estimation.
V. CONCLUSION
The tasks of depth, pose and optical flow have close correlation. In this paper, we make use of the correlation of three tasks, so that the trained depth and pose model can assist the optical flow training, and the performance of optical flow is also improved. Our method does not require repeated iterative training [23] but can get better depth estimation, pose estimation and optical flow estimation results. Contrast experiments with others demonstrate the superiority of our approach.
The use of rigid flow computed from depth and pose to supervise optical flow on the occluded area is an approximate method, because the occluded area may not meet the rigidity assumption. The occluded area might contain dynamic objects. Fortunately, this situation is relatively rare in the entire image. More importantly, the supervised estimation with small error is better than no supervision. Therefore, supervising the optical flow in occlusion area with the rigid flow obtained by the depth and pose significantly improves the result, which makes the optical flow have a better estimation even if the pixels in the first frame cannot be found in the second frame.
In our system, estimation of depth, pose and optical flow can be realized with high quality by joint unsupervised learning from only monocular video sequences without any labeled ground truth. The depth estimation based on a single image is useful for obstacle avoidance and navigation of drones and autonomous robots as a basic perception capability. The pose estimation can realize the position estimation of autonomous robots. The optical flow estimation can provide information for other works like dynamic object tracking and speed estimation of objects. These problems have profound significance in automatic drive and service robotics.
