We present ExaGeoStat, a high performance framework for geospatial statistics in climate and environment modeling. In contrast to simulation based on partial differential equations derived from first-principles modeling, ExaGeoStat employs a statistical model based on the evaluation of the Gaussian log-likelihood function, which operates on a large dense covariance matrix. Generated by the parametrizable Matérn covariance function, the resulting matrix is symmetric and positive definite. The computational tasks involved during the evaluation of the Gaussian log-likelihood function become daunting as the number n of geographical locations grows, as O(n 2 ) storage and O(n 3 ) operations are required. While many approximation methods have been devised from the side of statistical modeling to ameliorate these polynomial complexities, we are interested here in the complementary approach of evaluating the exact algebraic result by exploiting advances in solution algorithms and many-core computer architectures. Using state-of-the-art high performance dense linear algebra libraries associated with various leading edge parallel architectures (Intel KNLs, NVIDIA GPUs, and distributed-memory systems), ExaGeoStat raises the game for statistical applications from climate and environmental science. ExaGeoStat provides a reference evaluation of statistical parameters, with which to assess the validity of the various approaches based on approximation. The framework takes a first step in the merger of large-scale data analytics and extreme computing for geospatial statistical applications, to be followed by additional complexity reducing improvements from the solver side that can be implemented under the same interface. Thus, a single uncompromised statistical model can ultimately be executed in a wide variety of emerging exascale environments.
INTRODUCTION
Big data applications and traditional high performanceoriented computing have followed independent paths to the present, but important opportunities now arise that can be addressed through their merger. A prominent big data application, geospatial statistics is increasingly performancebound. This paper describes Exascale GeoStatistics framework (ExaGeoStat), a high performance unified framework for geostatistics on manycore systems, which targets climate/environment prediction applications using geospatial statistics techniques. We believe such a framework may occupy an important role at the intersection of big data and extreme computing by allowing previously prohibitively large memory footprint applications to be deployed at desired scale on modern hardware architectures, riding the waves of software developments in computational linear algebra. ExaGeoStat is intended to close the aforementioned gap by showcasing a representative big data application, attracting the geospatial statistics community to the vast potential of high performance computing and providing fresh additional motivations for algorithm and software development to the HPC community.
Climate/environment prediction applications are among the principal simulation workloads running on today's supercomputer facilities. They usually rely on a numerical model that solves a complex set of partial differential equations, based on a combination of first-principles and empirical models tuned by measurements, on a highly resolved spatial and temporal grid, to approximate state variables. This large volume of results is then post-processed to estimate quantities of interest. Such an approach translates the original big data problem into an HPC-oriented problem and relies on PDE solvers to extract performance on the targeted architectures. Instead, ExaGeoStat employs a compute-intensive statistical model based on the evaluation of the Gaussian log-likelihood function, which operates on a large dense covariance matrix generated directly from the application datasets, using the parametrizable Matérn covariance function. The resulting covariance matrix is symmetric and positive-definite. The computational tasks involved during the evaluation of the Gaussian log-likelihood function become daunting as the number n of geographical locations grows, as O(n 2 ) storage and O(n 3 ) operations are required.
ExaGeoStat's primary goal is not to resolve this complexity challenge per se, but to delay its scaling limitation impact, by maximizing the computational power of emerging architectures. The unified framework permits to explore the computational limits using state-of-the-art high performance dense linear algebra libraries by leveraging a arXiv:1708.02835v2 [cs.DC] 16 Aug 2017 single source code to run on various leading-edge different parallel architectures: Intel Xeon, Intel manycore Xeon Phi Knights Landing chip (KNL), NVIDIA GPU accelerators, and distributed-memory homogeneous systems. To achieve this software productivity, we rely on the Chameleon dense linear algebra library 13 , which breaks down the tasks of the traditional bulk synchronous programming model of LAPACK 4 and renders them for an asynchronous taskbased programming model. The latter has received significant interest in computational science and engineering at scale, since it may exploit greater concurrency and mitigate communication overhead through fine-grained computational tasks 1, 8, 37 . It thus represents a path to the exascale era 19 . Once the numerical algorithm has been expressed in tasks linked by input-output data dependencies, the StarPU dynamic runtime system 5 is used to schedule the various tasks on the underlying hardware resources. End users write their simulation code once and StarPU allows porting to various supported architectures. ExaGeoStat may thus positively impact the day-to-day simulation work of R's 34 end users by efficiently implementing the limiting linear algebra operations on large datasets.
To highlight the software contributions and to validate the model applied to geostatistical applications, we design a synthetic dataset generator, which allows us not only to test all the software infrastructure, but also to stress the statistical model accordingly. In addition, we experiment using real soil moisture datasets from the Mississippi basin. Although we focus only on soil moisture as a parameter of interest, the same framework is able to analyze other variables that commonly employ the Gaussian log-likelihood function and its flexible Matérn covariance, such as sea surface, temperature, wind speed, etc.
The remainder of the paper is organized as follows. Section 2 describes related work, states the problem and describes the climate/environment modeling simulation using a geostatistical approach applied to the large dense covariance matrix. Section 3 highlights our contributions. Section 4 provides a case study from a large geographic region, the Mississippi basin, and notes the effect of some practical alternative representations of distance in this context. Section 5 recalls the state-of-the-art dense linear algebra libraries. Section 6 outlines the geostatistical algorithm, as implemented in the ExaGeoStat framework, and lays out the overall software stack. Performance results and analysis are presented in Section 7 using the synthetic as well as the real dataset, and we conclude in Section 8.
PROBLEM STATEMENT
Applications from climate and environmental science often deal with a very large number of measurements regularly or irregularly located in a geographical region. In geostatistics, these data are usually modeled as a realization from a Gaussian spatial random field. Specifically, let s 1 , . . . , s n denote n spatial locations in R d , d ≥ 1, and let Z = {Z(s 1 ), . . . , Z(s n )} be a realization of a Gaussian random field Z(s) at those n locations. For simplicity, assume the random field Z(s) has mean zero and stationary parametric covariance function C(h; θ) = cov{Z(s), Z(s + h)}, where h ∈ R d is a spatial lag vector and θ ∈ R q is an unknown parameter vector of interest. Denote by Σ(θ) the covariance matrix with entries Σ ij = C(s i − s j ; θ), i, j = 1, . . . , n. The matrix Σ(θ) is symmetric and positive definite. Statistical inference about θ is then often based on the Gaussian loglikelihood function:
The maximum likelihood estimator of θ is the value θ that maximizes (1) . When the sample size n is large and the locations are irregularly spaced, the evaluation of (1) becomes challenging due to the inverse and log-determinant of the n-by-n dense and unstructured covariance matrix Σ(θ) requiring O(n 2 ) memory and O(n 3 ) computational steps.
In recent years, a large amount of research has been devoted to address the aforementioned challenge through various approximations: for example, covariance tapering 24, 32, 44 , likelihood approximations in both spatial 47 and spectral 22 domains, latent processes such as Gaussian predictive processes 7 and fixed rank kriging 16 , and Gaussian Markov random field approximations 43, 42, 35, 23 ; see Sun 48 for a review. These methods each have their strengths and weaknesses. For example, Stein 45 studied the properties of the covariance tapers and showed that covariance tapering sometimes performs even worse than assuming independent blocks in the covariance; Stein 46 also discussed the limitations on the low rank approximations; and Markov models depend on the observation locations, and realignment to a much finer grid with missing values is required for irregular locations 49 . Very recent methods include nearestneighbor Gaussian process models 18 , multiresolution Gaussian process models 39 , equivalent kriging 33 , multi-level restricted Gaussian maximum likelihood estimators 12 , and hierarchical low rank representations 29 . However, all these methods reduce the computational cost by either approximating the maximum likelihood estimator, or using approximate models that may allow for exact computations. In this paper, we propose to explore the computational limits of the exact evaluation of the Gaussian log-likelihood function (1) with high performance computing and bring modern techniques to solve these fundamental computational problems in geostatistics.
Matérn Covariance Functions
To construct the covariance matrix Σ(θ) in (1), a valid (positive definite) parametric covariance model is needed. Among many possible covariance models in the literature, the Matérn family 36 has gained widespread interest in recent years due to its flexibility. The class of Matérn covariance functions 28 is widely used in geostatistics and spatial statistics 15 , machine learning 10 , as well as image analysis, weather forecast and climate science. Handcock and Stein 28 introduced the Matérn form of spatial correlations into statistics as a flexible parametric class with one parameter determining the smoothness of the underlying spatial random field. The history of this family of models can be found in 27 . The Matérn form also naturally arises as the correlation for temperature fields described by simple energy balance climate models 38 . The Matérn class of covariance functions is defined as
where r = s − s is the distance between two spatial locations s and s , and θ = (θ 1 , θ 2 , θ 3 ) . Here θ 1 > 0 is the variance, θ 2 > 0 is a spatial range parameter that measures how quickly the correlation of the random field decays with distance, and θ 3 > 0 controls the smoothness of the random field, with larger values of θ 3 corresponding to smoother fields. The function K θ3 denotes the modified Bessel function of the second kind of order θ 3 . When θ 3 = 1/2, the Matérn covariance function reduces to the exponential covariance model C(r; θ) = θ 1 exp(−r/θ 2 ) and describes a rough field, whereas when θ 3 = 1, the Matérn covariance function reduces to the Whittle covariance model C(r; θ) = θ 1 (r/θ 2 )K 1 (r/θ 2 ) and describes a smooth field. The value θ 3 = ∞ corresponds to a Gaussian covariance model, which describes a very smooth field, in fact a field, which is infinitely mean square differentiable. Realizations from a random field with Matérn covariance functions are θ 3 − 1 times mean square differentiable. Thus, the parameter θ 3 can be used to control the degree of smoothness of the random field.
In theory, the three parameters of the Matérn covariance function need to be positive real numbers but empirical values derived from the empirical covariance of the data can serve as starting values and provide bounds for the optimization. Moreover, the parameter θ 3 that controls the smoothness of the random field is rarely found to be larger than 1 or 2 in geophysical applications as those already correspond to very smooth realizations.
CONTRIBUTIONS
Our contributions can be summarized as follows:
• We introduce ExaGeoStat, a unified framework for computational geostatistics that exploits fruits of recent research in dense linear algebra (i.e., taskbased algorithms associated with dynamic runtime systems).
•
We propose a framework that is able to estimate the statistical model parameters for geostatistics applications and provide a way to predict missing values in such applications.
• ExaGeoStat relies on a single source code to target various hardware resources: shared and distributedmemory systems composed from contemporary devices, such as traditional Intel multicore processors, Intel manycore processors, and NVIDIA GPU accelerators. This eases the process of software deployment, while effectively employing the highly concurrent underlying hardware, thanks to finegrained tile-oriented parallelism and dynamic runtime scheduling.
We propose a synthetic dataset generator that can be used to perform broader scientific experiments related to computational geostatistics applications.
We demonstrate the applicability of both synthetic and real datasets to evaluate the performance of our proposed framework in terms of elapsed time number of floating-point operations (Gflop/s) on a myriad of hardware systems.
We provide a quantative performance analysis to assess the quality of the estimation of the Matérn covariance parameters and prediction operation achieved by ExaGeoStat.
CLIMATE/ENVIRONMENT DATA
In climate and environment studies, numerical models play an important role in improving our knowledge of the characteristics of the climate system, and of the causes of climate variations. These numerical models describe the evolution of many variables, for example, temperature, wind speed, precipitation, humidity and pressure, by solving a set of equations. The process involves physical parameterization, initial condition configuration, numerical integration, and data output. In this section, we use the proposed methodology to investigate the spatial variability of soil moisture data generated by numerical models. Soil moisture is a key factor in evaluating the state of the hydrological process, and has a wide range of applications in weather forecasting, crop yield prediction, and early warning of flood and drought. It has been shown that better characterization of soil moisture can significantly improve the weather forecasting. However, the numerical models often generate very large datasets due to the high spatial resolutions, which makes the computation of the widely used Gaussian process models infeasible. Consequently, practitioners divide the whole region to smaller size of blocks, and fit Gaussian process models independently to each block, or reduce the size of the dataset by averaging to a lower spatial resolution. However, compared to fitting a consistent Gaussian process model to the entire region, it is unclear how much statistical efficiency is lost by such an approximation. Since our proposed technique can handle large covariance matrix computations, and the parallel implementation of the algorithm significantly reduces the computational time, we propose to use exact maximum likelihood inference for a set of selected regions in the domain of interest to characterize and compare the spatial variabilities of the soil moisture.
We consider high-resolution daily soil moisture data at the top layer of the Mississippi basin, U.S.A., on January 1st, 2014. The spatial resolution is of 0.0083 degrees, and the distance of one-degree difference in this region is approximately 87.5 km. The grid consists of 1830×1329 = 2,432,070 locations with 2,153,888 observations and 278,182 missing values. We use the same model for the mean process as in Huang 29 , and fit a zero-mean Gaussian process model with a Matérn covariance function to the residuals; see Huang 29 for more details on data description and exploratory data analysis.
Prediction
Improving the quality of statistical forecasts is the main goal of this work. We aim to accurately estimate unknown parameters of a statistical model of a given geospatial data and set of observations to be able to predict missing observations at new locations. Assume that the problem is to predict m unknown observations Z 1 where Z 2 represents a set of n known observations. Thus, the problem can be represented as a multivariate normal joint distribution as follows 17, 25 :
Where the associated conditional distribution can be represented as:
Assuming that the observed vector Z 2 has a zero mean function (i.e., µ 1 = 0 and µ 2 = 0), the unknown vector Z 1 can be predicted using 25 :
STATE-OF-THE-ART DENSE LINEAR ALGEBRA LIBRARIES
To make the paper self-contained, this section recalls the latest developments in dense linear algebra software libraries and relevant implications.
Block Algorithms
The default paradigm behind LAPACK 4 , the wellestablished open-source state-of-the-art dense linear algebra library on shared-memory systems, is block-column algorithms. The main algorithmic idea is to decompose the matrix into successive panel and update computational phases, while the matrix is ordered in column-major format, which is illustrated in Figure 1 (a). The matrix transformations are blocked within the panel factorization phase and applied at once during the update phase. The former is typically memory-bound due to Level-2 BLAS operations while the latter is compute-intensive due to Level-3 BLAS updates occurring on the trailing submatrix. LAPACK uses the forkjoin paradigm, which has demonstrated scalability issues on multicore architectures. Its distributed version ScaLA-PACK 9 follows the same paradigm and scatters the matrix using a two-dimensional block cyclic data distribution across a grid of processors to reduce load imbalance as well as communication overheads.
Tile Algorithms
The tile algorithm methodology 2, 14, 13 consists in splitting the matrix into small tiles instead of tall panels, as seen in Figure 1(b) , so that the update of the trailing submatrix may be triggered before the current panel factorization ends. This fine-grained lookahead mechanism exposes more concurrency and enables to maximize hardware resources by removing artifactual synchronization points in-between the panel and update computational phases. The numerical algorithm can then be translated into a directed acyclic graph where nodes represent tasks and edges define data dependencies, as highlighted in Figure 1 (c).
Dynamic Runtime Systems
Once the tasks have been defined with their respective data dependencies, a dynamic runtime system 21, 6, 11, 20 may be employed directly on the sequential code to schedule the various tasks across the underlying hardware resources. Its role is to ensure that data dependencies do not get violated for correctness purposes. These runtimes enhance software productivity by abstracting the hardware complexity from end users. They are also capable of reducing load imbalance, mitigating data movement overhead and increasing occupancy on the hardware.
THE EXAGEOSTAT FRAMEWORK
This section describes the ExaGeoStat framework.
General Description
We propose a unified computational framework for geostatistical climate and environmental applications based on the maximum likelihood approach. Since the covariance matrix is symmetric, positive-definite, the computation of the maximum likelihood is composed of the Cholesky factorization followed by its corresponding solver using observations vector Z as the right-hand side. The log-determinant is calculated from the Cholesky factor by simply computing the product of the diagonal entries. The objective of this framework is not only to solve the maximum likelihood problem for a given set of real observations Z on n geographic locations but also to predict a set of unknown observations at new locations. The proposed framework also provides a generic tool to generate a reference set of synthetic observations and locations for statisticians, which can be a better reference for their experiments.
Our proposed framework has two different execution modes to deal with both synthetic and real datasets. In testing mode, ExaGeoStat generates the observations data based on a given θ vector (θ 1 , θ 2 , θ 3 ) where θ 1 is the variance parameter, θ 2 is the range parameter, and θ 3 is the smoothness parameter. In this case, the resultθ vector, which maximize the likelihood function, should have a set of values close to the initial θ vector. Moreover, testing the prediction accuracy can be done by choosing random observations from the given synthetic dataset and use the generated model to predict these observations using the other known observations. The prediction accuracy can be determined by estimating how the predicted observations are close to the actual ones.
In application mode, both observations and locations data are given, so the framework is only used to evaluate the maximum likelihood function by estimating the parameters vectorθ. The generated model can be used to predict unknown or missing observations at a set of new locations. In the following section, we discuss in details our framework infrastructure. 
Software Infrastructure
ExaGeoStat internally relies on the high performance numerical library: Chameleon 13 . Based on tile algorithm, Chameleon is a dense linear algebra library, which provides high performance solvers. Chameleon handles dense linear algebra operations through a sequential task-based algorithms. It features a backend with links to several runtime systems, and in particular, the StarPU dynamic runtime system, which has been preferred thanks to its wide hardware architecture support (Intel manycore, NVIDIA GPU, and distributed-memory systems).
StarPU is a runtime that deals with the execution of generic task graphs which are generated by a sequential task flow (STF) programming model. The tasks are sequentially given to StarPU with hints of data dependencies (i.e., read, write, and read-write). StarPU runtime starts to schedule the given tasks depending on the given data dependencies hints. The main advantage of using a runtime system such as StarPU that relies on task-based implementations is to become oblivious of the targeted hardware architecture. This kind of abstraction improves both the user productivity and creativity. Multiple implementations of the same StarPU tasks are generated for: CPU, CUDA, OpenCL, OpenMP, MPI, etc. At runtime, StarPU attempts to decide automatically which implementation will achieve the highest performance. For the first execution, StarPU generates a set of cost models which determine the best hardware selection to gain the best performance from the given tasks. This set of cost models may be kept for future executions. Figure 2 shows the structure of ExaGeoStat framework. The framework has three main software layers: ExaGeoStat which includes the upper-level functions of the framework, the Chameleon Library, which provides solvers for linear algebra operations, and the StarPU runtime, which translates the framework for execution on the appropriate underlying hardware.
The Optimization Framework
Estimating the parameter vectorθ = (θ 1 , . . . , θ q ) that maximizes the likelihood function requires several iterations of log-likelihood evaluation. In our proposed framework, we rely on an open-source C/C++ nonlinear optimization toolbox NLopt 31 to perform the optimization task. NLopt package contains 20 global and local optimization algorithms. In general, NLopt solves nonlinear optimization problems of the form min x∈R q f (x) where f represents the objective function, x represents the q optimization parameters, i.e., the parameter vector. Because we are targeting a nonlinear problem with a global maximum point, we selected BOBYQA for our proposed platform.
BOBYQA is a numeric global derivative-free boundconstrained optimization algorithm. It aims to generate a new computed point on each iteration by solving a trust region subproblem subject to a given constraints, i.e., in our case, only an upper and lower bounds constraints have been used 40 . Though BOBYQA does not require the evaluation of derivatives of the cost function, it employs an iteratively updated quadratic model of the objective, so there is an implicit assumption of smoothness.
As with the linear algebra software, we employ these optimization frameworks "out of the box," with no novel contributions herein, but only to the practical synthesis of well understood components. For now, one need merely design to the interfaces of these codes, which in the case of BOBYQA consists mainly of callbacks to the log-likehood function with a sequence of Matérn triples to be evaluated, using the observation vector and the covariance matrix. The log-likelihood function may need to be evaluated many times, but after an initial factorization the cost of each evaluation should be uniform.
Synthetic Data Generator
ExaGeoStat provides an internal data generator with a main goal of demonstrating the accuracy of the framework. This data generator can also be used as a stand-alone tool by statisticians to generate a set of guided synthetic data for their experiments with specific needs or certain conditions. Given n locations uniformly randomly distributed, the covariance matrix Σ can be built using the Matérn covariance function (i.e., equation (2)). This covariance matrix can be used to generate an observation vector Z from normal variates at the generated n locations, as follows:
∼ N (0, 1).
Algorithms 1 and 2 present the pseudo-code of the ExaGeoStat framework on the top of Chameleon library and StarPU runtime with two main sections. The data generator tool is shown in Algorithm 1. To generate a synthetic observations vector Z, the algorithm starts by randomly generating a set of n locations (line 2). The distance matrix D can be generated between n random locations (line 3). In line 4, an initial covariance matrix Σ is generated using the D matrix and the initial parameters vector θ. In line 5, a Cholesky factorization step is performed on covariance matrix Σ using the Chameleon routine dpotrf to generate the lower triangular matrix L. After generating an initial normal random vector e, a single matrix-vector multiplication operation is performed using the lower triangular matrix L and the random vector e to initiate the synthetic observation vector Z (lines 6-7). Here, Chameleon dtrmm routine is used.
Likelihood Evaluation
As mentioned, our framework has two different running modes: testing mode to build a statistical model based on a given set of parameters with the aid of synthetic set of Algorithm 1 : Synthetic Data Generator Algorithm 1: Input: initial parameter vector θ 2: Uniform random generation of n locations 3: D= genDistanceMatrix (n, n) 4: Σ = genCovMatrix (D, θ); 5: LL = dpotrf (Σ) ⇒ Cholesky factorization Σ = LL 6: Normal random generation of a vector e 7: Z = dtrmm (L, e) ⇒ Solve Z = L * e data (i.e., observations and locations) and application mode where observations and locations data is given to estimate the statistical model's parameters for future prediction of unknown observations at a new set of locations.
For both modes, with a given observation vector Z and distance matrix D, the likelihood function can be evaluated using a set of routines from Chameleon library. Algorithm 2 shows the evaluation algorithm in details based on equation (1) . The inputs of the evaluation algorithm are the observations vector Z, Distance matrix D, and initial parameters vector θ (line 1). The algorithm starts by generating the covariance matrix Σ (line 2) using the Matérn function given by equation (2). In line 3, a Cholesky factorization step is performed on the covariance matrix Σ using the dpotrf routine to generate the lower triangular matrix L. In line 4, a triangular solver dtrsm is used to solve L × Z new = Z old . Both log-determinant and dot product operations are performed in lines 5-6. In line 7, the likelihood value which should be maximize is calculated based on dotscalar and logscalar values.
Algorithm 2 : Maximum Likelihood Estimator (MLE) Algorithm
1: Input: observations vector Z, distance matrix D, and initial parameter vector θ 2: Σ = genCovMatrix (Z, D, θ)
The main goal of algorithm 2 is to evaluate the likelihood function using a certain θ vector. However, our statistical model relies on finding the parameters vectorθ which maximizes the value of the likelihood function . Thus, BOBYQA optimization algorithm is used with θ vector and value to find the optimized vectorθ for the given problem (Z, Σ). It is difficult to determine in advance the average number of iterations needed to maximize the likelihood function because it depends on several factors such as: the optimization algorithm, initial parameters vector θ, and the maximum acceptable relative tolerance (i.e., measure of error relative between the current solution and previous solution).
Prediction
The likelihood evaluation step aims at constructing a statistical model based on estimated parameters (i.e.,θ vector). This model can be used for predicting m unknown observations Z 1 with the aid of n known observations Z 2 (see equation (5)). The prediction operation can also be implemented using a set of routines from Chameleon library.
Algorithm 3 shows the prediction algorithm in details. The algorithm has set of inputs: parameter vectorθ, the observation vector Z 2 , vector of observed n locations, and a vector of new m locations with unknown observations Z 1 (Line 1). The algorithm aims at predicting the set of observations Z 1 (Line 2). In lines 3 and 4, two distance matrices are generated D 22 between the observed n locations and D 12 between the observed n locations and the new m locations. These distance matrices are used to construct two covariance matrices Σ 22 and Σ 12 (lines 5-6). In line 7, the dposv routine is used to solve the system of linear equation Z × X = Σ 22 . In line 8, the vector of unknowing observations Z 1 can be calculated using dgemm routine (i.e., matrix-matrix multiplication) Z 1 = Σ 12 × X. ⇒ Performs the matrixmatrix operation Z 1 = Σ 12 × X
Algorithm 3 : Prediction Algorithm

EXPERIMENTAL RESULTS
We have evaluated the performance of the proposed framework on three different manycore-based systems. First, a dual-socket 18-core Intel Haswell Intel Xeon CPU E5-2698 v3 running at 2.30 GHz equipped with 8 NVIDIA K80s (2 GPUs per board). Second, a dual-socket 14-core Intel Broadwell Intel Xeon E5-2680 V4 running at 2.4 GHz which represents the latest Intel commodity chip. Third, Intel manycore Knights Landing (KNL) 7210 chips with 64 cores. For distributed system experiments, we have used KAUST's Cray XC40 system, Shaheen, with 6,174 dual-socket compute nodes based on 16-core Intel Haswell processors running at 2.3GHz. Each node has 128GB of DDR4 memory running at 2300MHz. Overall, the system has a total of 197,568 processor cores and 790TB of aggregate memory. Our framework has been compiled with gcc v4.8 and linked against Chameleon library v0.9.1 with HWLOC v1.11.5, StarPU v1.2.1, Intel MKL v11.3.1, and NLopt v2.4.2 optimization library.
Environment Settings
Quantitative Results Assessment
Design Setup
In this study, the synthetic datasets are generated at irregular locations in a two-dimensional space with an unstructured covariance matrix 30, 49 . One objective in such a design is that no two locations are too close. Locations data can be generated using n 1/2 (r − 0.5 + X rl , l − 0.5 + Y rl ) for r, l ∈ {1, ..., n 1/2 }, where n represents the number of locations, and X rl and Y rl are generated using uniform distribution on (-0.4, 0.4). Figure 3 shows an example of 400 irregularly spaced grid locations in a square region.
Likelihood Evaluation Performance on Parallel Systems
The first set of experiments highlights the execution time over different target systems for a single iteration of Maximum Likelihood Estimator (MLE). We compare our framework with the state-of-the-art numerical library LAPACK 4 . LAPACK is considered as the main backbone of existing MLE implementations for geostatistical applications 26 .
We report the results of several experiments in different hardware architectures: shared memory, GPUs, and distributed memory. As the maximum likelihood evaluation problem includes an optimization operation with several likelihood evaluation iterations, we report only the time to finish one likelihood evaluation iteration. The LAPACK curves represent the performance of LAPACK variants using all threads. The figures show that ExaGeoStat outperforms LAPACK implementation over different platforms when using the same number of threads. The figures also display the scalability of ExaGeoStat using different numbers of threads. Figure 4(a) shows the execution time with 7, 18, and 36 threads compared to LAPACK implementation on Haswell processor. As shown, our implementation satisfied upto 1.14X speed-up if compared with LAPACK implementation with exploiting up to 70% the chip peak performance. Figure 4(b) shows the execution time with 7, 14, and 28 threads compared to LAPACK implementation on Broadwell processor. Our proposed platform based on Chameleon speeds up the execution time up to 1.25X with 28 threads compared to LAPACK implementation. Moreover, our implementation with 28 threads is able to reach more than 53% of the total peak performance of the Broadwell processor while LAPACK implementation can only reach up to 47% of the peak performance. The figure also shows scalability using different numbers of threads. Figure 4 (c) reports the performance of our proposed platform running on an Intel Knights Landing (KNL) processor. The scalability over different numbers of threads (i.e., 4, 8, 16, 32 , and 64) is easily seen. With the entire capability of KNL -64 threads -we achieve an overall speed-up of 1.20X compared to the LAPACK implementation. The achieved flop rate is more than 52% of the peak performance of the KNL while the LAPACK implementation achieves 40% of the peak.
For performance analysis using GPUs, a Haswell system with 8 NVIDIA K80s has been tested. Figure 4(d) shows the scalability with a different number of threads. Using 1, 2, 4, 8, and 16 GPU threads, we achieve an average of 1.1, 1.9, 3.1, 5.2, and 6.6 Tflop/s, respectively. With this high flop rate, one iteration of 100K problem size can be solved using 16 GPU threads in less than 52 seconds.
Our proposed platform has also been tested on the distributed memory Cray XC40, Shaheen, with different numbers of nodes. Figure 5 (a) reports the total execution time in terms of cores (with 32 cores per node). With small matrix sizes, benefits are modest. However, as matrix size grows, speed up saturates at higher and higher values. Ex-aGeoState is able to solve one maximum likelihood problem of dimension 700K in about 817 seconds. Figure 5(b) shows the performance over distributed memory by reporting flop rate against varying core count. Using 8192 cores, 140 Tflop/s is achieved on a problem of dimension 700K. These experiments not only report the performance of our unified platform on different hardware architectures, but also, to the best of our knowledge, they extend for the first time the exact solution of the maximum likelihood problem to such large sizes using any existing hardware architecture. In Figures 5(a) and 5(b), some lines do not extend very far because of memory limits for smaller numbers of cores.
Prediction Evaluation Performance
Here, we investigate the performance of the prediction operation (i.e., 100 unknown observations) using ExaGeoStat Framework. The prediction performance has been reported on distributed system (i.e., Cray XC40). Figure 5 (c) shows the prediction execution time on different sizes synthetic datasets up to 700K using 128, 512, 2048, and of 8192 Shaheen's cores. The scalability can easily be shown from the figures. The prediction operation for a 700K size can be evaluated in about 880 seconds. Figure 5(d) shows the performance in flop/s with different number of cores. On Shaheen, the prediction operation satisfies about 130 Tflop/s performance with 700K matrix size using 8192 cores.
Qualitative Analysis using Monte Carlo Simulations
The overall goal of the maximum likelihood model is to estimate the unknown parameters of the statistical model (θ 1 , θ 2 , and θ 3 ) of the Matérn covariance function then to use this model for future prediction of unknown observations. In this experiment, we use Monte Carlo simulation to estimate the model parameters given by θ 1 equals to 1, θ 2 equals to 0.1, θ 3 equals to 0.5 (producing an exponential covariance model).
Using our data generator tool and initial parameters vector (θ 1 = 1, θ 2 = 0.1, θ 3 = 0.5), four different synthetic datasets have been generated (i.e., 20K, 40K, 60K, and 80K) besides 100 observations vectors Z for each dataset. This experiment was repeated 100 times with different Z observations vector. The true value is denoted by a solid red line. As shown, all the results are around the correct θ vector. Moreover, we see that having more data allows estimating θ 3 , the smoothness of the process, more accurately.
Furthermore, to evaluate the accuracy of our prediction implementation, we randomly choose a set of locations and mark its observations as unknown. Then, using the estimatedθ vector, ExaGeoStat predicts observations on those locations with the aid of the other known observations. The accuracy over the prediction operation can be estimated using the Mean Square Error (MSE) between the actual observations and the predicted ones as follows:
whereŷ i represents the predicted value and y i represents the actual value at the same location. Figure 7 shows the boxplot of the Mean Square Error (MSE) using different size synthetic datasets to predict 100 unknown observations by repeating each experiment 100 times. As shown, with larger matrix size our prediction implementation has smaller MSE with 2.4e-2 as the mean error rate, 5.1e-2 as the maximum error rate, and 1.5e-2 as the minimum error rate with 80K matrix size.
Real Dataset Application
Practically, environmental applications are large-scale applications where the number of measurements usually is very large. These measurements are distributed irregularly in a certain geographical region, which can be modeled as a realization from the Gaussian spatial random field. In this study, we have evaluated our unified framework using a soil moisture data coming from Mississippi region, USA (more details are given in section 4). Because locations in soil moisture dataset are given by longitude and latitude pairs, the location space is a non-Euclidean space. Thus, in this experiment, we use two different distance metrics to generate the covariance matrix of the given locations with three different cases. First, using the original longitude and latitude values, normal Euclidean Distance metric has been used to estimate the θ vector. We name this case as Euclidean Distance using Original dataset (EDO). Second, using the original longitude and latitude values, the Great-Circle Distance (GCD) metric has been used to compute the distance between any given two locations. The best representation of the great-circle distance is the haversine formula given in 41 :
where hav is the haversine function: hav(θ) = sin 2 θ 2 = 1−cos(θ) 2
, and d is the distance between the two locations, r is the radius of the sphere, ϕ 1 and ϕ 2 are the latitude of location 1 and latitude of location 2, in radians, respectively, and λ 1 and λ 2 are the counterparts for the longitude. Finally, a simple transformation has been applied to the original soil moisture dataset to transform the data space from non-Euclidean space to Euclidean space by multiplying the longitude values by 87.5/111 (i.e., At Mississippi area, the distance between two degrees of longitude is about 87.5 km and the distance between two degrees of latitude is about 111 km). After this Euclidean Distance can be used and we name this case as Euclidean Distance using Transformed dataset (EDT).
For soil moisture measurements from such a large spatial region, it is very likely that the process exhibits nonstationarity, i.e., the spatial variability of the soil moisture may vary in space. Thus, before fitting a statistical model, it is necessary to understand the features of the dataset in order to choose an appropriate model. To examine whether it is reasonable to fit a stationary model to the whole spatial region, we proposed to divide the entire region into disjoint subregions and apply our computationally efficient methods to fit stationary Gaussian process models with a Matérn covariance function to each of the subregion, and then compare the spatial variability across regions by the parameter estimation. The division is only for studying the behavior of soil moisture dataset and does not mean that our method is limited to stationarity models. Our method can directly be used on non-stationary covariance models without modification. However, the stationary covariance models are essential in any geospatial analysis and serve as the cornerstones to more complex non-stationary models.
We consider two different division strategies for this given dataset, as shown in figure 8 , where the locations are divided into 16 subregions (i.e., 1a, 1b,...etc.) and 8 subregions (i.e., 1, 2, ...etc.). The parameter estimation of the Matérn covariance is summarized in Tables 1 and 2 in three different cases (i.e., EDO, EDT, and GCD). Because GCD uses the actual sphere distance between the given locations (i.e., latitudes and longitudes metric), the optimized GCD spatial range parameter θ 2 needs to be scaled down to the Euclidean distance metric or vice versa. In both tables, we chose to report the scaled GCD optimized spatial range values by dividing these values by 111 (i.e., scale over latitude range). From both tables, we can see that the marginal variance θ 1 obviously changes across regions, suggesting that the local variability shows obvious non-stationarity. The same observation can clearly be seen with the spatial range parameter θ 2 . However, the smoothness parameter θ 3 hardly changes across different regions. In the future study, we may merge the subregions having similar parameter estimates and fit one stationary model to the combined region, while for those who have very different parameter estimates careful investigation of the covariance is needed.
We have also estimated the accuracy of each distance metric by validating the estimated model parameters using prediction evaluation process. We picked up 100 observations from each region and marked them as unknown. Each distance metric and corresponding θ parameters are used to estimate the MSE between the actual observations and the predicted ones. As shown, it seems there is not a distance metric that is uniformly better.
CONCLUSION AND FUTURE WORK
This paper highlights the new ExaGeoStat framework for estimating the maximum likelihood function in the context of climate and environmental applications beside the ability to predict missing observations across certain locations. This framework provides a full machine learning pipeline (i.e., estimation, model fitting, prediction) for geostatistics data.
ExaGeoStat is able to run on a wide range of hardware architectures with decent performance, thanks to the high performance dense linear algebra library Chameleon associated with StarPU runtime system. We have successfully applied the framework on synthetic and real datasets. Since the calculation is done without any approximations, the estimated parameters can be used as a reference to assess different approaches. The goal would be to generate an online database containing an ensemble of parameter estimates.
As future work, we plan to investigate hierarchical matrix approximations based on H-matrices, which allow to replace dense sub-blocks of the exact matrix with low-rank approximations in an accuracy-tunable manner, significantly reducing memory footprint and operation count without compromising the required accuracy of the applications 3 . We also plan to implement an R wrapper to ease the process of integration with the statistics community.
