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Abstract 
Cenzer, D. and J. Remmel, Polynomial-time Abelian groups, Annals of Pure and Applied 
Logic 56 (1992) 313-363. 
This paper is a continuation of the authors’ work (1991), where the main problem considered 
was whether a given recursive structure is recursively isomorphic to a polynomial-time (p-time) 
structure. In that paper, a recursive Abelian group was constructed which is not recursively 
isomorphic to any polynomial-time Abelian group. We now show that if every element of a 
recursive Abelian group has finite order, then the group is recursively isomorphic to a 
polynomial-time group. Furthermore, if the orders are bounded, then the group is recursively 
isomorphic to a polynomial-time group (A, +“) with universe A being the set of tally 
representations of natural numbers Tal(w) = {l}* or the set of binary representations of the 
natural numbers Bin(w). We also construct a recursive Abelian group with all elements of 
finite order but which has elements of arbitrary large finite order which is not isomorphic to any 
polynomial-time group with universe Tal(o) or Bin(w). Similar results are obtained for 
structures (A, f), where f is a permutation on the set A. 
0. Introduction 
In some recent work [l, 4, lo], a systematic study of polynomial-time models 
and their relation to recursive models has been undertaken. Here we say that a 
structure d = (A, {Rf}i,s, {f”}ieT, {Cf}i,(/), (where the universe A of ~2 is a 
subset of (0, l}*) is recursive if A is a recursive subset of (0, 1) *, each relation 
R” is recursive, and each function f” is partial recursive. Similarly we say that a 
structure sP= (A, {Ry}i,s, {ff}ieT, {c~}~~~), is polynomial-time if A is a 
polynomial-time subset of {0, l}*, each relation R” is polynomial-time, and each 
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function {f”} is the restriction of a polynomial-time function to A. For example, 
Grigorieff [4] studied recursive and polynomial-time linear orderings. He showed 
that every recursive linear ordering is recursively isomorphic to some polynomial- 
time linear ordering and that every recursive linear ordering is isomorphic to a 
polynomial-time linear ordering (in fact, a real time linear ordering) whose 
universe is the binary representation of the natural numbers, Bin(o). Note that 
the difference between these two results is that in the first result we do not specify 
the universe of the polynomial-time linear ordering in advance. Indeed, Cenzer 
and Remmel [l] showed that one cannot replace isomorphism by recursive 
isomorphism in the second result by constructing a recursive linear ordering 
isomorphic to w + w* which is not recursively isomorphic to any polynomial-time 
linear ordering whose universe is Bin(w) where w denotes the natural numbers 
under the usual ordering and o* denotes the negative integers under the usual 
ordering. Remmel [lo] classified the isomorphism types of recursive linear 
orderings which are not recursively isomorphic to any polynomial-time linear 
ordering whose universe is Bin(w). More generally, Grigorieff [4] showed that 
each recursive structure with only finitely many relation symbols and no function 
symbols is recursively isomorphic to a polynomial-time structure and Cenzer and 
Remmel [l] strengthened this result by showing that any purely relational 
recursive structure is recursively isomorphic to a polynomial-time structure. In 
contrast, Cenzer and Remmel [l] showed that there exists a recursive structure 
with a single unary function which is not recursively isomorphic to any 
polynomial-time structure and that there is a recursive structure with one unary 
relation and one unary function which is not even isomorphic to any polynomial- 
time structure. Thus when one studies a certain class C of structures, a number of 
questions immediately arise. 
(1) Is every recursive structure in C isomorphic to a polynomial-time structure? 
(2) Is every recursive structure in C recursively isomorphic to a polynomial- 
time structure? 
(3) Is every recursive structure in C isomorphic to a polynomial-time structure 
with a specified universe such as the binary or tally representation of the natural 
numbers? 
(4) Is every recursive structure in C recursively isomorphic to a polynomial- 
time structure with a specified universe such as the binary or tally representation 
of the natural numbers? 
The main purpose of this paper is to study the four questions above for 
recursive and polynomial-time Abelian groups and for recursive and polynomial- 
time permutation structures. Here a permutation structure (A, f) consists of a set 
A and a permutation f of the set A. First we shall consider permutation structures 
(A, f) where A is a subset of Bin(o) and f is a l-l function from A onto A. 
Given a E A the orbit of(a) of a under f is of(a) = {b E A: (31 E N)(f”(a) = b v 
f”(b) = a)}. Th e order lalf of a under f is card(Of(u)). Clearly the isomorphism 
type of (A, f) is determined by the number of orbits of size k for k = 1, 2, . . . , o. 
In this paper we prove that every recursive permutation structure (A,f) is 
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isomorphic to a polynomial-time permutation structure. Moreover, if (A,f) has 
an infinite orbit or has infinitely many orbits of size k for some k E w, then (A, f) 
is isomorphic to a polynomial-time structure (B, g) where B may be taken to 
either the binary representation of the natural numbers Bin(w) or the tally 
representation of the natural numbers Tal(o). Now it is not the case that every 
recursive permutation structure is recursively isomorphic to a polynomial-time 
structure because Cenzer and Remmel [l] proved that there exists a recursive 
permutation structure (B, g) which is not recursively isomorphic to any 
polynomial-time structure. The recursive permutation structure (B, g) con- 
structed in [l] had both infinite and finite orbits and we strengthen this result in 
the present paper by constructing a recursive permutation structure with only 
infinite orbits which is not recursively isomorphic to any polynomial-time 
structure. In contrast we show that any recursive permutation structure in which 
every orbit is finite is recursively isomorphic to some polynomial-time permuta- 
tion structure. However, we show that there exist recursive permutation 
structures with only finite orbits which are not recursively isomorphic to any 
polynomial-time permutation structure (C, h) where C = Bin(w) or C = Tal(w). 
Finally we show that if (B, g) is a recursive permutation structure with at least 
one but only finitely many infinite orbits or is a permutation structure with no 
infinite orbits but having infinitely many orbits of some fixed finite size k, then 
(B, g) is recursively isomorphic to a polynomial-time permutation structure 
(C, h) where we may take C to be either Bin(w) or Tal(o). 
Our results for Abelian groups to a certain extent parallel our results for 
permutation structures. We do not know whether every recursive Abelian group 
is recursively isomorphic to a polynomial-time Abelian group. However, we show 
that every finitely generated Abelian group is recursively isomorphic to a 
polynomial-time Abelian group over Bin(o) or Tal(w). Also we show that every 
Abelian group where all elements have finite order is recursively isomorphic to a 
polynomial-time Abelian group. In contrast to these two positive results, we 
construct recursive Abelian groups where all elements have finite order which are 
not isomorphic to any polynomial-time Abelian group over Bin(w) or Tal(o). 
Finally we show that if we start with a recursive Abelian group G for which there 
is a finite bound on the order of elements of G, then G is recursively isomorphic 
to a polynomial-time Abelian group H where the universe of H may be taken to 
be either Bin(w) or Tal(o). 
The outline of this paper is as follows. In Section 1, we deal with preliminaries 
and basic definitions. In Section 2, we explore some necessary and sufficient 
conditions for when certain subsets of (0, l}* are polynomial-time isomorphic to 
either Bin(u) or Tal(w). These results will be used repeatedly in later sections. 
Then in Section 3, we prove our results on recursive permutation structures and 
in Section 4, we prove our results on recursive Abelian groups. In Section 5, we 
consider the connection between our results and the work of the Russian school 
of Mal’tsev, Ershov, Goncharov, Khisamiev and others on constructivizable 
groups. 
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1. Preliminaries 
Some definitions are needed. Let Z be a finite alphabet. Then Z* denotes the 
set of finite strings of letters from 2 and Z’” denotes the set of infinite strings of 
letters from 2, where w = (0, 1, 2, . . . } is the set of natural numbers. For any 
natural number IZ, tal(n) = 1” is the tally representation of n and bin(n) = 
i,, i, * * . i, E (0, l}* is the binary representation of II if II = i. + 2. il + - . . + 
2” - i,. In general, the k-ary representation b,(n) = i&, * . - i, if n = i,, + i, - k + 
* - * + i, * k’. Then we let Tal(w) = { tal(n): n E o}, we let Bin(o) = {bin(n): n E 
w} and, for each k > 3, we let Bk(m) = {b,(n): II E o}. Occasionally, we will 
want to say that &(w) = Bin(o) and that B,(o) = Tal(w). 
For a string (T= (a(O), o(l), . . . , a(n - l)), ((31 denotes the length n of cr. The 
empty string has length 0 and will be denoted by 0. A constant string u of length 
n will be denoted by k”. For m < (01, o 1 m is the string (a(O), . . . , u(m - 1)); o 
is an initial segment of r (written a -C t) if o = t r m for some m. The 
concatenation (T * t (or sometimes just at) is defined by 
u* z = (a(O), a(l), . . . , o(m - l), r(O), r(l), . . . , z(n - l)), 
where ) ul = m and (z( = n; in particular we write o-u for u * (a) and a-u for (a) * u. 
Our basic computation model is the standard multitape Turing machine of [5]. 
Note that there are different heads on each tape and that the heads are allowed to 
move independently. This implies that a string (T can be copied in linear time. 
Let t(n) be a function on natural numbers. A Turing machine M is said to be 
t(n) time bounded if each computation of M on inputs of size II requires at most 
t(n) steps. If t can be chosen to be a polynomial, then M is said to be 
polynomial-time bounded. A function f(x) on strings is said to be polynomial- 
time (p-time) if there is a polynomial-time bounded Turing machine M which 
computes f(x) on input x. A set of strings or a relation on strings is p-time if the 
characteristic function is p-time. Similar definitions can be given for other 
complexity classes, such as exponential-time. 
Let Cpi be the partial recursive function computed by the ith Turing machine 
M,. Given a string u E (0, l}*, we write #o)L if Mi gives an output in s or fewer 
steps when started on input string CJ. Thus the function c#$ is uniformly 
polynomial-time. We write $,(a)l if (Els)(~#$(a)J) and +,(a)? if not #,(a)J. 
Let r be some complexity class of sets (and functions), such as partial 
recursive, primitive recursive, exponential-time, polynomial-time (or p-time). We 
say that a set or function is r-computable if it is in r. 
Definition 1.1. A structure 
is a r-computable structure if 
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(i) A is a r-computable subset of 2*, where 2 is some finite alphabet, 
(ii) for each i E S, Rf is a r-computable relation, and 
(iii) for each i E T, f” is a r-computable function from A’(‘) into A, where A is 
an t(i)-ary function. (More formally, fp is the restriction to A’(‘) of a 
r-computable function f from (Z’*)@) into Z*.) 
For a group, we will distinguish two types of computability. The structure of a 
group % is determined by the binary operation, which we will denote by the 
addition sign +c, since we are interested in Abelian groups. However, the 
inverse operation, denoted by invc, may also be included as an inherent part of 
the group. Thus we have the following distinction. 
Definition 1.2. A group % is r-computable if (G, +d, e”) is r-computable, and 
is fully r-computable if (G, +c, inv”, e”) is r-computable. 
It is easy to see that any recursive group is also fully recursive, since invG(a) 
can be computed as the least member b of G such that a +” b = eG, where the 
elements of G are ordered first by length and then lexicographically for elements 
of the same length. 
On the other hand, the fully p-time groups make up a proper subclass of the 
p-time groups, as shown by the following. 
Proposition 1.3. There is a p-time group 57= (G, +(7, invG, e”) which is not fully 
p-time. 
Proof. We will make use of the following simple observation. For any p-time 
unary function f, there is by definition a polynomial p(t) such that for any x in the 
domain off, f(x) can be computed in time ~p(jxl). Now this immediately implies 
that the length If (x)1 ~~(1x1) as well. We will construct the group 92 to be 
isomorphic to the group 29 of integers as follows. We will represent the negative 
integers by tally numbers and the positive integers by binary numbers. It follows 
from the observation above that the inverse function cannot be p-time, so that 
this group will not be fully p-time. The formal definition of $3 is as follows. 
Let G = {tal(n): 12 > 0} U {O-bin(n): IZ E w)} and let eG = 00. Then invG(OO) = 
00 and for each 12 > 0, invc(O-bin(n)) = tal(n) and inv”(tal(n)) = O-bin(n). For 
anyxEG, OO+G~=~+GOO=~. Foranym>Oandanyn>O, let 
O-bin(m) +G O-bin(n) = O-bin(m + n), 
tal(m) +G tal(n) = tal(m + n), 
and 
tal(m) +G O-bin(n) = O-bin(n - m), if m s n, 
and tal(m - n), if 12 cm. 
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The only difficulty is to check that the last clause of the addition can be 
performed in polynomial-time. We will use part of Lemma 2.1 below, which says 
that bin(x) can be computed from tal(x) in polynomial-time and that tal(x) can be 
computed from bin(x) in time which is bounded by a polynomial in the length 
x = Ital( of the output (but not of course in time polynomial in the length of 
the input bin(x)). Thus, given tal(m) and bin(n), we can compute bin(m) and 
then compare it with bin(n). If we determine that m s IZ, then we can compute 
tal(m) +G O-bin(n) = O-bin(n - m) by using standard binary subtraction. If we 
determine that n < m, then we can compute tal(n) in time which is bounded by a 
polynomial in the length 12 = (tal(n)( s Ital(m Then we can compute tal(m) + 
G O-bin(n) = tal(m - n) by using standard tally subtraction. 0 
A group may also be given by specifying a subtraction operation -G, where 
a -Gb = a +G inv(b). It is clear that if 93 is a fully r-computable group, then -G 
is also r-computable. On the other hand, it is easy to see that if (G, -“) is 
r-computable, then 93 is fully computable, since invG(u) = eG -Gu and a +G b = 
a -G invG(b). Thus we will occasionally specify a group by giving the subtraction 
operation. Now in our results, we will always use the version of r-computability 
which gives the better theorem. For example, when we show that there is a group 
$9 which is not recursively isomorphic to any polynomial-time group, we mean 
any group with p-time addition (but not necessarily p-time subtraction). When we 
prove that every Abelian group % with all elements of finite order is recursively 
isomorphic to a p-time group, then we will actually construct a fully p-time group 
which is recursively isomorphic to 3. 
Definlition 1.4. For any complexity class r and any structures 
d = (A, {R?)~,s, {fe)icr, {ci)icu) 
and 
we say that d and 93 are r-isomorphic if there is an isomorphism f from ~4 onto 
93 and r-computable functions F and G such that f = F r A (the restriction off to 
A) andf-’ = G 1 B. 
2. Polynomial-time sets and isomorphisms 
There are several standard universes for recursive structures. There is the set 
_Z*, where Z is a finite alphabet and in particular where 2 = (0, l} or {l}. There 
is the set Tal(o) of tally representations of natural numbers, the set Bin(o) of 
binary representations of natural numbers and, for any k, the set Bk(w) of k-at-y 
representations of natural numbers. In recursion theory, all of these sets are 
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recursively isomorphic and therfore interchangeable. For our purposes, we must 
consider carefully which of these isomorphisms are polynomial-time, or even 
polynomial-time in one direction. This is the main topic of the present section. 
We first consider the coding functions which are basic to recursion theory. For 
any finite alphabet _Z’, there is a natural embedding p of .X* into (0, l}* given as 
follows. We may suppose that 2 c (0, 1,2, . . . , n} for some n. Let p(0) = 0 and, 
for o= (i,, . . . , ik), let 
p( 0) = 1’1-0 * 1’2-0 * * . . * l’k-0. 
The function p is actually an isomorphism from w* onto (0, l} * and has an 
inverse p-l. It is also clear that, for each II, the set p[{O, 1, . . . , n}*] is 
linear-time (uniformly in n). Thus we can assume that an arbitrary structure has 
universe a subset of (0, l}*. 
The coding function (cr,, a,, . . . , c&)~ for ol, . . . , ok E (0, l}* is now defined 
by 
( 01, 02, . . . 9 gk)k = o(o,-2 * 02-2 * * ’ ’ * ok_,?! * ok). 
Let Qk = {(a,, 02,. . . , ok)k: ai E (0, l}* for each i}. The projection functions 
~tf from Qk onto (0, l}* are implicitly defined by the equation 
o= (++ d(@, . . . > d@))k. 
The subscript k will normally be omitted. It is easy to see that the sets Qk and 
Bk(w) are all linear-time and that the fUrdOnS J$, and (e, . . . , -)k are all 
computable in linear time. 
Given two subsets A and B of (0, l} *, define 
and 
A@B={(O,a): a EA} U ((1, b): b E B}. 
It is clear that if A and B are p-time, then both A 63 B and A X B will also be 
p-time. 
Now, for each k, a natural number in (reverse) k-ary form is simply a string 
CrE (0, 1, . . . ) k - l}* which is either 0 or else ends with an element of 
(1,. . . , k - l}. Thus the set Bk(w) of k-ary representations of natural numbers is 
a linear-time subset of (0, 1, . . . , k - l}*. Tal(w) = {l}* is of course a linear- 
time subset of (0, l}*, but is not polynomial-time isomorphic to the whole set. 
(This will follow immediately from Lemma 2.2 below.) For a string o = b,(n) E 
Bk(w), let &(a) be the unary representation 1” of 12. The following lemma will 
be used frequently. 
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Lemma 2.1. For each k > 1, 
(a) B’ ( ) . I’ m o 1s mear-time isomorphic to (0, l}*; 
(b) there is a polynomial p such that for all n, both the computation of 
pFlk(bk(ln)) = 1” and the inverse computation of p;‘(ln) = bk(n) can be computed 
in time p(n); 
(c) the function u;’ is polynomial-time computable; 
(d) for each n > 0 and u = b,(n), k’“‘-’ < n + 1 s kl”‘. 
Proof. (a) The map from {0, l}* is given by mapping any string (T to (a-1) - 1, 
where here a-1 is an element of Bin(o) and - is the usual binary subtraction. 
(b) The standard algorithms are clearly polynomial-time. The k-ary repre- 
sentation b,(n) can be obtained from the string 1” by repeatedly dividing the 
string by k and recording the remainder. The unary representation can be 
obtained from the k-ary representation o = eOel . * . e, by recursively generating 
the sequence 1, lk, . . . , lk’ and appending lelk’ to the current value of the unary 
representation. 
(c) This follows immediately from (a), since y;’ has input 1” = (l”1. 
(d) This is immediate from the representation of n = e,, + e, . k + . . . + e, . k’ 
as b,(n) = e,,e, . f . e,. 0 
Next we need two lemmas about polynomial-time structures and 
isomorphisms. 
Lemma 2.2. Suppose that SQ is a polynomial-time structure and that C# is a 
polynomial-time set isomorphism from A onto a set B. Then 93 is a polynomial- 
time structure, where the functions and relations on B are defined to make $ an 
isomorphism of the structures. 
Proof. To simplify the proof, let us say that A has one function f” and one 
relation RA. Observe first that B is a polynomial-time set, since b E Be 
@-l(b) EA. The function f” is polynomial-time, since fB(b,, . . . , b,) = 
44fA($-‘(b,)>. . . , $r-l(b,))). The relation RB is polynomial-time, since 
RB(b,, . . . , b,)eRA($-‘(b,), . . . , 61@,)). •I 
Lemma 2.3. Let d be a p-time structure with universe A c Bin(o) and let $33 be 
the image of ~4 under the mapping u = u2. Then 
(a) if d is p-time, then 93 is exponential-time; 
(b) if SB ti p-time and, for all functions fA, IfA(xo, . . . ,x,)1 is bounded by 
some fixed constant multiple of (xoI + * . . + Ix,1 for all but finitely many (n + l)- 
tuples (x0, . . . , x,), then 93 is p-time. 
(c) if 93 is p-time, then .# is exponential-time. 
Proof. To simplify the argument, we suppose that d has just one unary relation 
RA and one n-ary function f”. 
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(a) We will show that the set B is p-time, that the relations RE are p-time and 
that the functions f” are exponential-time. The test for membership in B is the 
following. Given y E Tal(o), compute x = p-‘(y) and test whether x E A. This 
can be done in polynomial-time since p-l is p-time by Lemma 2.1(c), A is 
polynomial-time and 1x1 s (yl. 
Given a relation R and an element y of B, the test for RB(y) is the following. 
Again compute x = y-‘(y) and then test for RA(x). This is clearly p-time by the 
same argument as above. 
Given a function f and elements yO, . . . , y, E B, the computation of 
f”(Y”7 . . . , yn) is as follows. First, compute xi = pP1(yi) for each i. This 
computation can be done in polynomial-time by Lemma 2.1(b). Next compute 
X =fA(x,, Xl, . . . ) x,). This can be done in polynomial-time because f is p-time 
and, for each i, J_qJ s J yjJ. Since we can safely ignore the case where xi = 0 for 
i=O . . , n, we can assume that the length 1x1 is bounded by a((~,[ + * . *+ Ix,~)“ 
for &me constants a and k. Let v = max{Jx,(: i = 0, 1, . . . , n} and u = 
max{ly,l: i = 0, 1, . . . , n}. Then 
(xl s a(lxol + . * * + IX,l)k =s a(n?J) k = ankvk = c(vk), 
for some c. But Jxi( 4 1 + logo y,)) for each i, so that 1x1 c c(log(2u))k. Now for all 
natural numbers z > 0, (log(z))k s c’z for some constant c’ so that (xl 4 c”u for 
some constant c”. Finally, compute p(x) = y. Then there is a natural number such 
that x = bin(m) and y = tal(m). By Lemma 2.1(d), we see that 1 y( = m < 2’“’ < 
2”‘“. By Lemma 2.1(a), we see that the computation of y from x takes time 
polynomial in m and hence takes time exponential in u. Thus the entire 
computation takes time exponential in (y,( + * . . + (yn(. 
(b) Given (a), we only need to show that the functionfB is p-time. Now let the 
constant c be such that IfA(xo, . . . , x,)l s c(lxol + * . . + Ix,l) for all but finitely 
many (n + 1)-tuples (x,,, . . . , x,). Given elements y,, . . . , y,, of B, the computa- 
tion of fB(yO, . . . , yn) is the same as given in (a). Now note that, for each i, 
21”8’ c 2yi (by Lemma 2.1(d)), so that 
2lXnl+lXII+~~~+IX”l = 2l”“l . . . 2’““’ < 2°C’ . IYOI * IYll . * * IYnl. 
Again, since we can safely ignore finitely many exceptional cases, we may 
assume that (xl c c(lxOl + (x1( + . . . + Ix,l). We also have, from Lemma 2.1(c), 
that lyl<2 lx’. It follows that 
lYl<2 
WI < ~~lxol+IxII+~~~+Ix.l~ =s (2” . IYOI . IYII * . . IY?ll)‘- 
Now by Lemma 2.1(a), the final part of the computation takes time linear in y 
and therefore polynomial in the input (yo, y,, . . . , y,). 
(c) We will show that the set A is exponential-time, that the relations RA are 
exponential-time and that the functions f” are exponential-time. The test for 
membership in A is the following. Given x E Bin(o), compute y = P(X) and test 
whether y E B. The computation of y can be done in exponential-time since by 
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Lemma 2.1 the time required is bounded by a polynomial in 1~1~ 2’“‘. Then 
testing y E B can also be done in polynomial-time in 1 y 1, and therefore in 
exponential-time in Ix I. 
Given a relation R and an element x of A, the test for RA(x) is the following. 
Again compute y = p(x) and then test for RA(x). This can be done in time 
exponential in 1x1 by the same argument as above. 
Given a function f and elements x0, . . . , x, E A, the computation of 
fA(xo, . * . , x,) is as follows. First, compute yi = p(xi) for each i. This computa- 
tion can be done in polynomial-time in )yil by Lemma 2.1(b) and hence in 
exponential-time in (xii. Next compute y = fA(xo, x1, . . . , x,). Since f is p-time, 
we can compute y in polynomial-time in u = max{ Iy,(, . . . , I ynl} and hence in 
exponential-time in u = max{ 1x01, . . . , (x,J}, since v c 2”. Finally, compute 
x = /P(y) =f(xo, . . . , x,). Again the computation of x is polynomial-time in 1 y( 
and hence exponential-time in U. Thus the entire computation is exponential-time 
in (lx,1 + - . * + I&l)- 0 
We can now characterize those subsets of {l}* which are polynomial-time 
isomorphic to Tal(w) = {l}* and put conditions on those subsets of (0, l}* which 
are polynomial-time isomorphic to Tal( 0). 
Lemma 2.4. (a) Let A be a p-time subset of Bin(o) which is polynomial-time 
isomorphic to Tal(o) and let ao, al, . . . list the elements of A in the standard 
ordering, first by length and then lexicographically. Then for some j, k and all 
n 23, n S (a,(jand (a,[ Cnk. 
(b) Let A be a p-time subset of Tal(o) and let a,, a,, . . . list the elements of A 
in the standard ordering. Then the following are equivalent: 
(1) A is p-time isomorphic to Tal(o) = { 1) * ; 
(2) for some k and all n 2 2, la,J s nk; 
(3) the canonical map taking 1” to a, is p-time. 
Proof. (a) Let @ be a p-time isomorphism from Tal(o) onto A. Then for some k, 
the computation of Cp(1”) for n 2 2 takes time at most nk, so that l$(l”)l c nk for 
all n 2 2. Moreover, assume that we have chosen k so that l@(O)1 and l+(l)1 are 
<2k. Thus, for each n 32, there are at least n + 1 elements 
e(O), $(l), @(ll), . . . , @(l”) all having length Snk. Since the elements a,, are 
listed in order by length, it follows that a, s nk for n 2 2. Note that since there 
are only 3 elements x of (0, l}* with 1x1~ 1, [a,( 2 2 for all n 2 3. Thus since @-’ 
is polynomial-time, there is a j such that I@-‘(a,)1 s (anJi for all n 3 3. Moreover, 
assume that for all x E (0, 0, l} fl A, I@-‘(x)1 < 2j. Let mi = I@-l(ai)l for each 
i <n. Since @-‘(ai) E Tal(w), this means that #-‘(a;) = 1”r. Since C$ is an 
isomorphism, there are, for each n > 3, at least n + 1 distinct natural numbers, 
mo, . . . , m,, all =%(an(j. It follows that n s lanli if n 3 3. 
(b) (1) =$ (2). This follows immediately from (a). 
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(2) j (3). First note that the map from a, to 1” is p-time even without (2), by 
the following reasoning. Given a E A, we simply test all numbers 1” with x < a for 
membership in A. Then a = a,, where n is the number of elements of A found. 
To see that this computation is p-time, suppose that we can test 1” EA in time 
c . nk for n > 0 and that we can test 0 E A in time c. Then we can test 1’ E A for all 
i c n in total time 
c(1 + 1+ 2k + . * * + n”) c c(1 + 2 + 3 + . * . + n”) 6 Cnktl. 
Now given that (a,( < nk for all n, we can compute a, from 1” in polynomial- 
time by testing all strings 1’ E Tal(o) with i < nk for membership in A. As in the 
argument above, this will be polynomial-time since there are only nk strings to 
check. Then a, will be the nth element of A found. 
(3) 3 (1). This is obvious. Cl 
It is important to note that the argument from (2) to (3) strongly depended on 
the fact that, for any a E Tal(w), there are only (al elements x of Tal(o) such that 
lx) < Ial. The argument fails for Bin(u), since, for example, if a = bin(2”), then 
(a( =n + 1 and there are 22” elements x of Bin(w) such that 1x1 < (al. 
Lemma 2.5. Let Bk(0) be the set of k-ary representations of natural numbers. 
Then 
(a) the addition, subtraction, multiplication and division (with remainder) 
functions from Bk(u) X Bk(0) to Bk(W), the order relation on Bk(0) and the 
length function from Bk( 0) to Bk( 0) are all p-time; (As L~.SUU~, m - n is Set to 0 if 
m <n); 
(b) Bin(o)\ {l}* i.s p-time isomorphic to Bin(o). 
Proof. (a) Just use the standard algorithms. 
(b) For n l Bin(o)\{l}*, let e(n) =n + 1- (nl. Then @ is p-time from (a). It 
can be seen that 4 is an isomorphism from Bin(o) \ {l}* onto Bin(o). 0 
Lemma 2.6. (a) Let A be a p-time subset of Tal(o). Then A CI3 Tal(o) is p-time 
isomorphic to Tal(w) and A 63 Bin(w) is p-time isomorphic to Bin(w). 
(b) Let A be a nonempty p-time subset of Tal(o). Then A x Tal(o) is p-time 
isomorphic to Tal(o) and A x Bin(o) is p-time isomorphic to Bin(o). 
Proof. (a) First observe that A CD Tal(o) is p-time isomorphic to the set 
C = (2~: a E A} U (2n + 1: n E Tal(o)} by the obvious isomorphism. Now let 
co, Cl, . . . enumerate C in increasing order. Since C contains every odd number, 
it is clear that c n s 2n + 1. It follows from Lemma 2.4 that C is p-time isomorphic 
to Tal(o). 
Next, A Cl3 Bin(w) is certainly p-time isomorphic to (A CI3 Tal(o)) @ (Bin(o) \ 
Tal(w)). Now by the preceding discussion, A Cl3 Tal(o) is p-time isomorphic to 
324 D. Cenzer, 1. Remmel 
Tal(o). It follows that A CEl Bin(w) is p-time isomcrphic to Tal(o) CD (Bin(w)\ 
Tal(w)) which is clearly p-time isomorphic to Bin(o). 
(b) If A has only one element, this is obvious. If A has at least two elements, 
let a be one of them. Then A X Tal(w) is p-time isomorphic to ({a} x Tal(w)) CD 
((A\ {a}) X Tal(o)). Now the first part of this sum is obviously p-time isomorphic 
to Tal(o) and second part is p-time isomorphic to some p-time subset of Tal(o). 
It now follows from part (a) that the sum is p-time isomorphic to Tal(o). The 
exact same argument works for Bin(o). 0 
Lemma 2.7. For each k 3 2, the set Bk(w) and the set (0, 1, . . . , k - l}* are both 
polynomial-time isomorphic to (0, l}*. 
Proof. The isomorphism from Bin(w) to (0, l}*, is given as follows. For any 
input number n in binary form, first compute n + 1 and then delete the ‘1’ from 
the end of the string. The isomorphism from Bk(w) to B,(o) is the natural 
mapping which takes the k-ary representation of a number n to the j-ary 
representation. The algorithm consists of repeatedly dividing by j and recording 
the remainder. Finally, observe that (0, 1, . . . , k - l}* is p-time isomorphic to 
Tal(o) x Bk(u) by the mapping which takes (l”, X) to 0” *x. Since Bk(w) is 
p-time isomorphic to Bin(w), it follows from Lemma 2.6(b) that (0, 1, . . . , 
k - l}* is also isomorphic to Bin(o). Cl 
3. Recursive versus polynomial-time permutations 
In this section, we consider recursive permutations of the natural numbers as 
well as recursive injections from o to w. Among other results, we show that any 
recursive permutation of the natural numbers with all orbits finite, is recursively 
isomorphic to a polynomial-time permutation of a polynomial-time set. Further- 
more, if the orbit size is bounded, then the set may be taken to be Tal(o) or 
Bin(w). Finally, we construct an example of a recursive permutation in which the 
orbits are all finite but the sizes of the orbits are unbounded and which is not even 
isomorphic to any polynomial-time permutation with universe Tal(w). 
Definition. Let f be a permutation on a set A and let a E A. The orbit ~?~(a) of a 
under f is 
of(a) = {b E A: (3n E w)(f”(a) = v v f”(b) = a)}. 
The order laJf of a under f is card(Qf(a)). 
We recall the following result from [l]. 
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Theorem 3.1. There is a recursive structure (A, f) consisting of a set with a 
permutation which is not recursively isomorphic to any polynomial-time 
structure. El 
We will call the structure (A, f) a permutation structure if A is a set and f is a 
permutation on A. The construction in [l] gave a permutation on Tal(o) which 
had both finite and infinite orbits. This naturally leads to the consideration of 
permutations in which all (or almost. all) the orbits are finite. We begin with 
permutations in which all orbits are finite. 
Recall the following definitions from [l]. 
Definition. (i) A p-time function f is honest p-time if there is a polynomial 
function q such that for all xi, . . . , x,, 
y =f (xl, . . . , -4 ---, (vi ~n)(kl ~dlrl)). 
(ii) A p-time structure SB is honest p-time if all of its functions are honest 
p-time. 
(iii) A structure J$ has honest witnesses if for any quantifier-free formula 
#(Y, Xl, . . . 9 x,), there is a polynomial q such that for any a,, . . . , a,, E A, if 
dk(3y) $(Y, aI,. . . , a,), then there is a z EA with Jz( ~q()(a,, . . . , a,)() such 
that ti L +(z, a,, . . . , zJ. 
Theorem 3.2. Let (A, f) b e a recursive permutation structure with all orbits finite. 
Then (A, f) is recursively komorphic to an honest polynomial-time structure 
(B, f “)- 
Proof. If A is finite, this is trivial. Suppose therefore that A is infinite; then we 
may assume that A = Tal(o). For each a EA, let t(a) be the time required to 
compute f(a) and let T(a) be the total time rquired to compute the orbit of a, 
that is, 
T(a) = 2 t(b). 
b+(Q) 
The procedure for computing T(a) from a is simply to compute and store the 
successive iterations f”(a) until one of them comes back to a, while keeping track 
of and adding the times t(f”(a)). Thus the function T(a) is recursive (assuming as 
we are that all orders are finite). Note of course that if a and b are in the same 
orbit, then T(a) = T(b). N ow define the recursive isomorphism I$ with domain A 
by 
#(a) = a-OIT(“), 
and define the polynomial-time set B by setting B = {@(a): a EA}. 
The procedure for testing whether a string o E (0, l}* is in B is as follows. First 
see whether o = 1”Ol’ for some n and t. If not, then of course o 4 B. If so, then 
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compute the orbit of a = 1” in time bounded by f. If the computation is completed 
in exactly time t, then t = T(a) and o E B. If the computation is completed earlier 
or if it is not yet completed at time t, then u $ B. This shows that B is a 
polynomial-time set. 
The permutation f” is defined by f”(a^OIT(“)) =f(~)-Olr’~(~)). Since 
T(f(a)) = T(a), the computation of OIT(f(“)) is immediate. Now recall that t(u) is 
the time required to compute f(u) and that f(u) 6 T(u). Thus the time required to 
compute f(u) is bounded by the length of ~-01~‘“’ and hence we can compute 
f(,)-OIr’f’“” in polynomial-time in the length of a-Olr@). This shows that f” is a 
polynomial-time function. It is clear from the definition of (B,fB) that the 
function $I is an isomorphism from A onto B. Moreover, the function f” is honest 
p-time because, for any a, f-‘(u) s T(u) and T(f-‘(a)) = T(u). 
This completes the proof of Theorem 3.2. 0 
The next question to consider is when a recursive permutation of the natural 
numbers is recursively isomorphic, or even isomorphic, to a polynomial-time 
permutation with a specified universe such as Bin(o) or Tal(o). Results are 
obtained for the more general setting of one-to-one functions, or injections, from 
the set A into itself. Of course, if all the oribts of an injection f are finite, then f is 
actually a permutation. We begin with a special case where some of the orbits are 
infinite. 
Theorem 3.3. Let f be a recursive injection of an infinite recursive set A into itself 
with only finitely many orbits. Then (A, f) is recursively isomorphic to a 
polynomial-time structure (B, f “) where B may be taken to be either Tal( o)or 
Bin(w). 
Proof. Fix B to be either Tal(w) or Bin(w). It is clear from Lemma 2.6 that we 
can ignore the finitely many finite orbits and that it is sufficient to consider a 
single infinite orbit. There are two cases. 
Case 1. There is an element a in the orbit which is not in the range off. In this 
case, A = of(u) = {f”( a : n E w}. Then we define the permutation f B by f “(x) = ) 
n + 1 for all x E B. (Here + is the plus appropriate to either Tal(w) or Bin(w) 
depending on our choice of B.) The recursive isomorphism $ is then given by 
4(b) = b,((least n)(f”(u) = b)), 
where i = 1 if B = Tal(w) and i = 2 if B = Bin(o). 
Case 2. The range off is all of A. In this case, let a be an arbitrary element of 
a. We have A = C+(u) = {f’(u): i E SF}. Now let the polynomial-time set C = 
B@B and define f’ by f”((l,X))= (1,x+1), f”((O,O))= (1,0) and 
f”( (0, x + 1)) = (0, x). It is clear that (C, f”) is p-time and is recursively 
isomorphic to (A, f). Now by Lemma 2.6, C is p-time isomorphic to B, and it 
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follows from Lemma 2.2 that (C, f”) is p-time isomorphic to a p-time structure 
(B, f”). It then follows that (A, f) . IS recursively isomorphic to (B,fB). q 
Given a recursive injection f from a recursive set A into itself, define the 
spectrum of f by Spec(A, f) = { n E o: (3~ eA)(JaJf = n)} and define the finite 
and infinite parts of A by Fiq(A) = {a E A: [aG < o} and Infr(A) = {a E A: (U(~ = 
w}. It is clear that Spec(A,f) is a recursively enumerable (r.e.) subset of w and 
that Fiq(A) is an r.e. subset of A. Note also that each infinite orbit 0”(a) is an 
r.e. subset of A. 
Theorem 3.4. Let f be a recursive injection of an infinite recursive set A into itself, 
with at least one but only finitely many infinite orbits. Then (A, f) is recursively 
isomorphic to a polynomial-time structure (B, f ") where B may be taken to be 
either Tal(w) or Bin(w). 
Proof. Fix B to be either Tal(w) or Bin(w). Since only finitely many orbits are 
infinite, it follows from the note above that Inf7(A) is a finite union of r.e. sets 
and is therefore r.e. But Fi+(A) is also r.e. and the two sets together partition 
the recursive set A. It follows that both are recursive. Now by Theorem 3.2, 
Fi+(A) is recursively isomorphic to some polynomial-time structure (C, f “). 
Moreover, it is easy to see from the proof of Theorem 3.2 that C is contained in 
the set Q of all strings u E (0, l}* such that o has at most one 0. But it is easy to 
see that Q is polynomial-time isomorphic to Tal(w) X Tal(w), which in turn is 
polynomial-time isomorphic to Tal(o) by Lemma 2.6. It thus follows that C is 
polynomial-time isomorphic to a polynomial-time subset of Tal(w). Hence by 
Lemma 2.2, Finf(A) is recursively isomorphic to some polynomial-time structure 
(D, f “) where D 5 Tal(w). By Theorem 3.3, Inff(A) is recursively isomorphic to 
some polynomial-time structure (B, g”). Now define the structure (E, f “) by 
letting E = D CEI B and f”(x) = f”( x I xED and f”(n)=gB(x) if xEB. It is ) ‘f 
clear that E is polynomial-time and that (E, f “) is recursively isomorphic to 
(A, f). But E is p-time isomorphic to B by Lemma 2.6. It now follows from 
Lemma 2.2 as in the proof of Theorem 3.3 that (A, f) is recursively isomorphic to 
(%fB). 0 
Next we shall consider what happens when f is a recursive injection from a 
recursive set A into itself where f has no infinite orbits. This means that (A, f) is a 
recursive permutation structure. We shall see that under these circumstances, we 
need to assume that the size of any orbit off is bounded by some fixed number k 
to be certain that (A, f) is recursively isomorphic to a polynomial-time structure 
over Tal(o) or Bin(w). Let us call a permutationfinitury if all orbits are finite and 
manic if there are no two disjoint orbits of the same size. We shall start by 
considering the simplest case where all orbits off have the same size. 
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Theorem 3.5. Let (A, f) be an infinite recursive permutation structure such that all 
orbits have the same size q for some finite q. Then (A, f) is recursively isomorphic 
to a polynomial-time structure (B, f B), where B may be taken to be either Tal(w) 
or Bin(o). 
Proof. Fix B to be either Tal(o) or Bin(o). For the purposes of this proof, we 
shall let n, q and i be the appropriate representations of the natural numbers n, q 
and i in B and let + denote addition with respect to B. 
Define the permutation f” by f”(nq + i) = nq + i + 1, if i + 1 <q, and nq, if 
i + 1 = q. We may assume that A = Bin(w). Now define the set I of initial 
elements of orbits by 
i E I e (Vu < i)(Of(a) # Of(i)). 
Then, for a E A, let n(a) be the number of elements of I strictly below a, let 
i(a) be the unique element of It7 Of(a), and let r(a) be the unique r such that 
f r(i(a)) = a. Th en we can define the recursive isomorphism $ from (A, f) onto 
(B,f’) by @(a) = n(a)q + r(a). 0 
Theorem 3.6. Let (A, f) be a finitary recursive permutation structure such that for 
some q E o, there are infinitely many orbits of size q. Then (A, f) is recursively 
isomorphic to a polynomial-time structure (B, f “) where B may be taken to be 
either Tal( o) or Bin(w). In particular, every infinite finitary recursive permutation 
structure (A, f) with a finite upper bound on the size of the orbits of (A, f) is 
recursively isomorphic to a polynomial-time structure (B, g) where B may be taken 
to be either Tal(o) or Bin(o). 
Proof. Fix B to be either Tal(o) or Bin(w). 
Let C = {a E A: lalf = q}. Clearly C is a recursive subset of A, because to 
decide if x E C, we need only compute x, f(x), . . . , f’“‘(x), and then x E C if and 
only if x, f(x), . . . , f (4-‘)(x) are distinct and x = f’“‘(x). 
It follows from Theorem 3.5 that (C, f 1 C) . is recursively isomorphic to some 
p-time permutation structure (B, gB). It follows from Theorem 3.2 and our 
argument in Theorem 3.4 that (A \C, f 1 (A \ C)) is recursively isomorphic to 
some p-time structure (E, f”) where E c_ Tal( 0). Now let K = B @ E and let f k 
be defined in the natural way, that is, f “( (0, x)) = (0, g”(x)) and f”(( 1, x)) = 
(1, f”(x)). Then there is an obvious recursive isomorphism between (A, f) and 
(K, f “) which maps C to (0) x B and maps A\C to {I} x E. But it follows from 
Lemma 2.6 that K is p-time isomorphic to B and then from Lemma 2.2 that both 
(K, f “) and (A, f) are recursively isomorphic to a p-time permutation 
(B,f?. ‘J 
There remains the problem of finitary recursive permutations which do not 
have infinitely many orbits of one size. In this situation we want to know under 
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what conditions we can find a recursive isomorphism (or even an isomorphism) to 
a p-time permutation of the natural numbers, in either binary or tally repre- 
sentation. Before turning to this question, we first examine the possible spectra of 
a recursive permutation. We will restrict ourselves primarily to manic permuta- 
tions, This is sufficiently general because of the following. 
Proposition 3.7. For any finitary recursive permutation f of a recursive set A, there 
is a recursive subset B of A such that f is manic on B and Spec(A, f) = Spec(B, f). 
Proof. We may assume that A = Bin(o). Define B as follows. 
b E B e (Vu < b)[jalf = lbG-+ of(a) = of(b)]. 
B is a recursive since we assume that all elements have finite order. 0 
Theorem 3.8. (a) For any nonempty recursive enumerable subset P of w \ {0}, 
there k a manic finitary p-time permutation f of a p-time subset A of Bin(w) with 
Spec(A, f) = P. 
(b) Any two manic finitary recursive permutations with the same spectrum are 
recursively isomorphic. 
Proof. (a) Let P be the union of an effective increasing sequence P” of sets in the 
usual way, so that it requires time s to check whether a E P” for any a and s. 
Define the polynomial-time set A by 
A = {(l”, l”, 1’): n E P’+‘\P* A i<n}. 
Define the polynomial-time permutation f by 
f((l,z, 1”, lj)) = (I”, I”, Ii+*, 1 if i + 1 <n, (l”, l”, l”}, if i + 1 = It. 
(b) Let (A, f) and (B, g) be manic recursive finitary permutations with the 
same spectrum. We may assume that A, B c Bin(o). The recursive isomorphism 
C#J from (A, f) onto (B, g) is defined and computed as follows. Given a E A, first 
compute the order IaIr = n and then find the least element x of 
{a, f(a), . . . , f@‘)(a)} and the number i 4 n such that a = f ‘i)(x)_ Next find the 
least y E B such that ]y Jg = n. Then #$a) = g”‘(y). q 
Note that the set and permutation defined in the proof of part (a) of Theorem 
3.8 are actually linear-time. Next we show that if tal[P] = (1”: n E P} is actually a 
p-time set, then we can strengthen part (a) of Theorem 3.8 to ensure that we can 
specify the universe of A to be either Tal(w) or Bin(w). 
Theorem 3.9. For any nonempty infinite subset P of w\(O) such that tal[P] is 
p-time, there is a manic finitary p-time permutation structure (B, f) with 
Spec(B, f) = P, where B may be taken to be either Tal(w) or Bin(w). 
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Proof. First let B = Tal(o). Let the set P be enumerated in increasing order as 
n,<n,<**.. The permutation f will be defined so that the oribit of size n, is an 
initial segment of B and, for each k, the orbit of size nk is an initial segment of B 
minus the orbits of size <nk. Thus 
f(tal(n, + nl + . ’ ’ + nk-, + i)) 
I tal(n, + - “+nk_l+i+l), ifi+l<nk, = tal(nO +. . . + Q-~), if i + 1 = nk. 
It is easy to see that this permutation is p-time on B, since to compute f(1”) it 
is only necessary to test whether 1” e tal[P] for each m s n + 1, thus determining 
the sequence no, nl, . . . up to n + 1, and then using this to express n in the form 
n,+ *. * +&-I + 1. 
Next let B = Bin(o). In this case, we cannot compute the index k such that 
n = nk from input n E P in polynomial-time. We get around this difficulty by 
partitioning Bin(w) into o copies of Tal(w) and likewise partitioning P into o 
p-time sets P,. We then define p-time permutations fn on B, with spectrum P,, as 
in part (a) of Theorem 3.8. Finally, the structures (Bn,fn) are joined together to 
make a p-time structure (B, f”). (The construction actually uses B = (0, l}* \ 
{l)*J which is p-time isomorphic to Bin(o) and easier to partition.) The p-time 
partition of {0,1}*\(l)* is defined by letting B, = {O”+‘lk: II, k E o} and for 
i b 1, Bi = {bin(i)Yl”+‘^ k. 1  n, k E co}. It is easy to see that each Bi is p-time 
isomorphic to Tal(o) X Tal(o) and hence is p-time isomorphic to Tal(o). Let g 
be a p-time isomorphism from Tal(o) onto B o. Now since tal[P] is p-time, for 
each n we can test 0,1, . . . , 1” for membership in tal[P] in polynomial-time in n. 
Thus the function h such that 
h(l”) = (fk where card(tal[P] n (1’: r s n}) = k, 
n 
:: :” “, :::[:!I 
is polynomial-time. Now let P,, = {k: h(lk) = tal((2n + 1)2’) for some r} for each 
n > 0. It easily follows that for all n 2 0, tal[PJ is a polynomial-time set. Note 
that P = IJ, P,, and that P, is infinite for each n. Moreover, since we can factor a 
number n in tally into an odd number times a power of 2 in polynomial-time in 
In], it follows that the function k such that 
i 
0, if 1” $ Tal[P], 
k(1”) = {bin(n), l’), if h(1”) = tal((2n + 1)2’) & n 2 1, 
(0, 19, if h(1”) = ta1(2’), 
is also a polynomial-time function. This given, our idea is to uniformly construct a 
p-time manic permutation on B, with spectrum P, via our construction for the 
case B = Tal(w). More precisely, given x E (0, l}*\(l)*, we first factor x = 
u*o’+‘l” where u E {O} U {bin(n): n 2 1). We next compute g-‘(o’+‘l’) = tal(n). 
Polynomial-time Abelian groups 331 
WethencomputekonO,1,...,1”+‘andfindno<n,<...<n,_,<nl~n+1 
such that k(lY) = (a, 1’). Then if 1” = tal(n, + . . . + nj-1 + i), where i < nj, we 
let f(x) = o * g(tal(nO -I- . -. +nj_-1 +i + l)), and if i=n,, then we let f(x) = 
(7 *g(tal(nO + . . . + TZ~_~)). Because k, g and g-’ are polynomial-time, it easily 
follows that f is a polynomial-time function. Moreover, it is easy to see that the 
structure (B,, f 1 B,) is a finitary manic permutation with spectrum P,. Thus 
since {0,1}*\(l)* = lJ, B, and f = U, (f r II,), it follows that ((0, l}*\{l}*,f) 
is a finitary manic permutation with spectrum P. Since f is p-time, ((0, l}*\ 
{l}*,f) is a p-time structure. But (0, l}*\{ l} * is p-time isomorphic to 
(0, l}* and hence is p-time isomorphic to Bin(o). It then follows from Lemma 
2.2 that (0, l}*\{l}*,f) is isomorphic to a p-time structure (Bin(o), f). 0 
Corollary 3.10. Let Q be a recursively enumerable set with an infinite subset P 
such that tal[P] is p-time. Then any finitary manic recursive permutation (A, f) 
with Spec(A, f) = Q is recursively isomorphic to a p-time structure (B, f B), where 
B may be taken to be Tal(w) or Bin(o). 
Proof. We may assume that 0 $ Q. Fix B = Tal(o) or Bin(o). Let (A, f”) be a 
manic recursive permutation with Spec(A, f”) = Q, which exists by Theorem 3.8. 
Let P be an infinite subset of Q such that tal[P] is p-time. 
Now define the infinite recursive subset C of A to be 
It follows from Theorem 3.9 that there is a p-time permutation structure 
(B, g”), with Spec(B, g”) = P and it follows from Theorem 3.8(b) that (C, f) is 
recursively isomorphic to (B, g”). It follows from Theorem 3.2 and our argument 
in Theorem 3.4 that (A\C, f) is recursively isomorphic to some p-time structure 
(E, f “) where E E Tal(o). Then (A, f) . IS recursively isomorphic to the p-time 
structure (B, g”) G3 (E, f “), It now follows from Lemma 2.6 that B G3 E is p-time 
isomorphic to B, so that (A, f) . IS recursively isomorphic to a p-time permutation 
structure (B, f”) by Lemma 2.2. Cl 
We conclude the positive results on finitary permutations with the following. 
Theorem 3.11. For any r.e. degree d, there is an infinite r.e. set Q of w \ (0) of 
degree d such that any manic finitary recursive permutation (A, f) with 
%=(A, f) = Q is recurisvely isomorphic to a p-time permutation structure (B, f ), 
where B may be taken to be either Tal(o) or Bin(o). 
Proof. Let D be an arbitrary r.e. set of degree d and let Q = (2n + 2: n E D} U 
(2n + 1: n E o}. Then Q has the same degree as D and Q has a subset P, the set 
of odd numbers, such that tal[P] is p-time. The result now follows from Corollary 
3.10. 0 
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Here is the basic result which will imply that there are recursive permutations 
which are not isomorphic to polynomial-time permutations over Tal(o) or 
Bin(w). 
Lemma 3.12. Let B be either Bin(w) or Tal(w). Then there is an infinite recursive 
subset M of w such that, for any finitary manic polynomial-time permutation f of 
B, Spec(B, f) is not a subset of M. 
Proof. Let g,, g,, . . . be an effective list of the p-time functions on B and, for 
each e, n E w, let f,(n) = g,(b,(n)), where i=l if B=Tal(w) and i=2 if 
B = Bin(w). For simplicity, let [aIf=  !a(,, (&,(a) = Qe(a) and Spec(B, fe) = Se. 
The construction must ensure the following requirements. 
(R,) Either (0) fe is not an injection, or 
(1) fe has an infinite orbit, or 
(2) fe has two disjoint orbits of the same finite size, or 
(3) Spec(B, fe) is not a subset of M. 
We will define the set M in stages. At stage s, we will have s + 1 elements 
mO<m,<.+ . <m, in M” along with a certain finite subset I” of w x w of 
restraints which will prevent numbers from coming into M at stage s or at any 
later stage. 
The initial stage of the construction proceeds as follows. Compute fo(0). There 
are then two cases. 
Case 1. If J,(O) = 0, then we have 1 E Spec(B, fo). Thus we can ensure 
requirement (R,) by setting m, = 2, thus passively restraining 1 from ever coming 
into M. We let Z” = 0. 
Case 2. If fo(0) # 0, then we let m, = 1 and let I0 = ((0, 0)). This means that we 
will restrain IO), from ever coming into M. 
At stage s + 1, we are given m, <. * . < m, and the set P of previous restraints. 
Now let k = mf and compute the orbits OS+,(a) for a < k as far as f$k?l(a). (Thus 
some orbits will not yet be complete and others may have a nonempty 
intersection which has not yet been discovered.) There are three cases now. 
Case 0. There are distinct x, y s rn: such that fs+l(x) =f,+,(y). 
In this case, we have already ensured requirement (Z?,,,) by clause (0). Thus 
we let Z'+l = I” and we let m,+l be the least m > m, which does not violate any of 
the restraints (t, b) E Z’+l. That is, we start by considering m, + 1, m, + 2, . . . in 
order. Then for a given m, + i where i > 0, we compute for each (t, b) E Zs+l the 
sequence b, f,(b) f i2’(b) , flmsfi)b). If for some (t, b) E P+‘, we find that 
b, f,(b) 2 f?‘(b) ’ f , . . . , 
pn.:+b) a re all distinct and f jms+"(b) = b so that (b If = 
m, + i, then we go on to consider m, + i + 1 and otherwise we let m,,, = m, + i. 
Case 1. There is some orbit, say Q+r(a), which has more than m, elements. 
In this case, let a be the least such and put (s + 1, u) into the set of restraints, 
so that Z’+’ = P U {(s + 1, a)}. Then let m,,, be the least m > m, which does not 
violate any of the restraints (t, 6) E Z’+‘, that is, such that Ibl, fm. Since we will 
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keep these restraints active throughout the construction, we see that either 
I4 SC1 = w or else it is finite but not in M. 
Case 2. Each orbit has m, or fewer elements. 
In this case, all of the orbits must be completed and there must be at least 
m, + 1 different orbits. Now there are only m, possible sizes for these orbits 
(1, 2, . . . , m,), so that there must be two orbits of the same size under f$+i. Thus 
we have satisfied part (2) of the requirement (R,,,). Then we again let I”+’ = I” 
and let m,,, be the least m > m, which does not violate any of the restraints 
(t, 6) E Is+‘. 
Now the set M = {m,,, ml, . . . } is recursive since 
m EM @ (3s<m)m =m,. 
Now let us check that no finitary manic p-time permutation g, of B has a 
spectrum which is a subset of M. Suppose that g, is a permutation of B. Consider 
what happens at stage s of the construction. Since g is a permutation, Case 0 
cannot apply at stage s, and since g, is manic, Case 2 cannot apply at stage s. 
Therefore Case 1 must apply, so that there is an element a with jals = m > m,_l 
such that (s, a) is in I’ for all t 2s. Since g, is finitary, m is also finite. Now the 
restraint means that m #m, for any t, so that m $ M. Thus Spec(B, f) is not a 
subset of M. q 
Note that the argument in Lemma 3.12 did not use the fact that the functions 
g,, g,, . . _ are polynomial-time except to guarantee that we could compute the 
first k elements of the orbit of a under g, for any a E B, k > 0, s 2 0. That is, our 
argument in Lemma 3.12 works for any recursive list of infinite recursive 
permutation structures. Thus, for example, there is one set M which works 
simultaneously for both Bin(w) and Tal(w) and for all primitive recursive 
permutations. 
Theorem 3.13. There is an infinite recursiue subset M of o such that, for any 
finitary manic recursive permutation f of a recursive set A with Spec(A, f) a-subset 
of M, (A, f) is not isomorphic to any primitive recursive permutation of either 
Tal(w) or of Bin(o). 
Proof. Let B be either Bin(o) or Tal(o) and let M be given by the remark after 
Lemma 3.12. Now suppose that f is a recursive permutation of a recursive set A 
with Spec(A, f) c M. Suppose by way of contradiction that (A, f) were isomor- 
phic to a primitive recursive permutation g of B. Then Spec(B, g) = Spec(A, f) c 
M. This contradicts the choice of M and proves the result. Cl 
Theorem 3.14. For any r.e. degree d, there is a set P of degree d such that no 
finitary manic recursive permutation f of a recursive set A with Spec(A, f) = P can 
be isomorphic to any primitive recursive permutation of either Tal(w) or of 
Bin(w). 
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Proof. LetM={m,,<m,<...} b e g iven by Theorem 3.13 and let D be an r.e. 
set of degree d. Observe that any subset P of M satisfies the conclusion of 
Theorem 3.13 as well as M. Now define an r.e. subset P of M with degree d by 
P = {m,: i E II}. P has the same degree as D since P and D are recursively 
isomorphic. Cl 
Combining Theorems 3.11 and 3.14, we see that the Turing degree of the set 
Spec(A,f) does not determine whether a finitary recursive permutation (A,f) is 
recursively isomorphic to a polynomial-time permutation over Tal(w) or Bin(o). 
We next wish to consider nonfinitary recursive permutations and injections 
again where we weaken our notion of isomorphism from recursive to arbitray. 
Our next theorem shows that in this case there is no difference between the 
isomorphism types of recursive and p-time injections. We need the following 
lemma. 
Lemma 3.15. Let A be an r.e. set and let f be a recursive function from A into 
itself. Then there is a recursive function C$ which maps o one-to-one and onto the 
set A and a recursive function g such that r#~ is an isomorphism from (6.1, g) onto 
(A, f ). 
Proof. Let A = {G(O), G(l), . . .}, where $ is a recursive function which enumer- 
ates A without repetition. Define the function g by g(n) = (least m)(f (G(n)) = 
4(m)). This function is total since f (G(n)) must always be in A. Then the 
function Q, serves as the isomorphism mapping (0, g) to (A, f). Cl 
Note that (A, f) and (0, g) are not necessarily recursively isomorphic, since A 
might not be recursive. In fact, the mapping @-’ cannot be extended to a total 
recursive function from o to o unless the set A is recursive, since we would have 
A = {a: $($-‘(a)) = a}. 
Theorem 3.16. Let f be a recursive injection of an infinite recursive set A into 
itseff. Then (A, f) . IS komorphic to a p-time structure (B, h), where B may be 
taken to be either Bin(o) or Tal(o). 
Proof. Let B be either Bin(o) or Tal(w). We may assume without loss of 
generality that A is the set w of natural numbers. Let f be a recursive injection of 
the natural numbers into itself. Then the orbits are of three kinds. There are 
finite orbits and we let A, denote the set of all elements of A of finite order. Next 
there are the orbits 4(a) of type o, that is, where a is not in the range off so 
that {f”(a): n E o} is an orbit. We let Al be the set of all elements of A 
belonging to an orbit which has an element not in the range off. Finally there are 
the orbits of type 27, that is, orbits of the form {f”(a): n E w} U {f-“(a): n > 0) 
for some a. We let A2 be the set of all elements of A in orbits of type 2. It 
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suffices to show that each of (A,,f r A,), (A,,f 1 A,) and (A,,f r AJ is 
isomorphic to a p-time permutation of B, since B CI3 B 63 B is p-time isomorphic 
to B. 
We will assume that each of the sets (Aj) is infinite. If not, then the argument is 
naturally simpler. 
Recall that A0 is an r.e. set. It follows from Lemma 3.15 that (A”, f / Ao) is 
isomorphic to a recursive structure (0, g). It now follows from Theorem 3.2 that 
(0, g) is isomorphic to a p-time structure (B, fo). 
The arguments for A, and A, can be done together. Here it does not matter 
that A, is not a recursive set. The argument of Theorem 3.3 shows that any 
infinite orbit is isomorphic to a p-time structure (B, f”). Now let C be a p-time 
subest of Tal(o) with the same number of elements as there are orbits in Ai. 
Define a p-time injection gi on the p-time set (C x B) by g;(c, b) = (c, fs(b)). It is 
clear that (A;, f) is isomorphic to the p-time structure (C x B, gi) and it follows 
from Lemmas 2.2 and 2.6 that (C X B, gi) is isomorphic to a p-time structure 
(B,_O •I 
Next we show that if the recursive injection f on the recursive set A has 
infinitely many infinite orbits, then this result cannot be improved from 
isomorphic to recursively isomorphic. 
Theorem 3.17. (a) There is a recursive permutation f of a recursive set A, with 
infinitely many orbits, all of type SC, such that (A, f) cannot be recursively 
embedded in any p-time structure. 
(b) There is a recursive injection f of a recursive set A, with infinitely many 
orbits, all of type w, such that (A, f) cannot be recursively embedded in any p-time 
structure. 
Proof. We will give the proof of part (a) and leave the similar proof of part (b) to 
the reader. 
Let (B,, g,, #J enumerate effectively all possible triples consisting of a p-time 
subset B, of Bin(o), a p-time function g, and a (partial) recursive function Ge of 
one variable. We want to build a recursive set A and a recursive permutation f of 
A which satisfies the following requirements. 
(R,) & is not an isomorphism from (A, f) into (B,, g,). 
We will build A as the effective disjoint union of subsets A,, so that the 
definition of the permutation f on A, will guarantee that condition (R,) is 
satisfied. The idea of the proof is as follows. We will start to build in A, two 
copies of the integers and we will watch to see if Ge ever converges on the two 
zeros. If there is a stage t such that #= converges on both zeros, assume that s is 
the least such stage t. Then at stage s, we will have defined two copies of 
{-s, -s+l,... ,o, l)...) s - 1, s} where f is the usual successor function on 
each of the two copies. Then at stage s + 1, we will act to meet requirement (R,) 
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as follows. We will compute the images bo,, and b,,, of the two zeros 0 and 0’ and 
their orbits as far as g, (B+l)(bi,e). Now if we find that bo,, and bl., are in the same 
orbit or that g, is not one-to-one, then we will continue to build two distinct 
copies of the integers, so that 0 and 0’ are in different orbits. This will clearly 
ensure requirement (R,). On the other hand, if we find that b,,, and b,., still 
appear to be in different orbits, then we will put the second copy of {-s, . . . , s} 
at the end of the first copy at stage s + 1 and then continue to add one new 
element to each end at later stages. Now there are two possibilities. First, b,,,, and 
bl,, may end up in different orbits. This clearly ensures requirement (R,) is 
satisfied. Second, we may have some t > 2s + 1 so that bi,, = gc)(b,_i,,) for i = 0 
or 1. Then bo,, and bl,, are in the same orbit and we have put 0 and 0’ into the 
same orbit at stage s + 1, but bo,, and b,,, are farther apart than 0 and 0’. Thus 
requirement (R,) is once again satisfied. 
Formally, the elements of A, will all have one of four forms, O’lO”, o’l”, 1’01” 
or 1’0”. The set A, and permutation fe of A, are defined in stages. 
As long as at least one of @(Oe) or #“(l’) is undefined, we let A”, = {Vl” : a s 
s} u (0’10”: 0 <a 6 s} U { 1’0”: a c s} U { 1’01”: 0 < a G s}. The function fz is de- 
fined according to cases by fz(OelO) = gela’+’ and fz(leOa) = l’O’+’ for a <s, 
f~(l”OlO”) = 1’01” and fz(OelOn+‘) = 0’10” for 1 <a <s, fz(OelO) = 0’ and 
fz( leO1) = 1’. Thus fz(Oels) and f:(lYY) are undefined and (A”,, fz) is isomorphic 
to two copies of {-s, --s + 1, . . . , -1, 0, 1, . . . , s - 1, s} with the usual succes- 
sor function. 
When we reach the first stage s + 1 at which both b,,, = &+l(V) and 
b,,, = @+‘(le) are defined, we do the following. Compute gc’(bi,,) for i = 0, 1 
and for all t s 2s + 1. These are two cases. 
Case 1. If we find that either bl,, = gt)(bo,,) or bo,, = g!)(bl,,) for some t c 2s + 1 
or we find that g, is not one-to-one, then we continue the construction as above at 
stage s + 1 and for all later stages. 
Case 2. Otherwise, we let AS+’ = A” U {O’lo-‘+‘, O’l’+‘} and define 
f:+l(,‘lCY+‘) = O’lo-‘, fz+l(Oels) = 1’01” and fS,+‘(l’OF) = Oels+‘. Thus, _we have 
inserted the second copy of {-s, . . . , s} at the end of the first copy and then 
added one more element onto either end. At later stages k + 1 we continue to 
add O’l“+’ and O”lOk+’ to the set A, and to define ft so that f~“(VlO”“) = 0’10“ 
and ft+i(Oelk) = O’lk+‘. In this case, we have fiti+‘) = 1”. 
Finally, let A, = USA”, and let fe = lJ,fz. Let A = IJ, A, and let f = lJ,fe. It is 
clear that A and f are recursive, since given any string (J in one of the four forms, 
we know in advance how far it takes for the construction to decide whether o E A 
and to compute f(a). 
Now let us check that (A, f) is not recursively isomorphic to any p-time 
structure. That is, let us check that each requirement (R,) is satisfied. Now if 
either of @Joe), Gc(le) fails to converge, then of course the requirement is 
satisfied. Suppose, therefore, that we have bi,, = ~$~(i”) for i = 0, 1 and let s be the 
least such that both bi,, = &“(i’). As above, there are two cases. 
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Case 1. Suppose that bi,, =g$)(bl+,) for i = 0 or 1 and for some t 6 2s + 1 or 
that g, is not one-to-one on {g$)(bi,,): t s 2s}. In this case, the construction 
ensures that 0’ and 1’ are in different orbits, so that q5e is not an isomorphism. 
Case 2. Suppose that bi,, #g~‘(b,_i,,) for i = 0 or 1 and for any t s 2s + 1. This 
includes the possibility that bo,, and bl,, are in the same orbit, but farther apart 
than 2.s + 1 and also the possibility that bo,, and b,,, are in different orbits. Then 
. the construction ensures that f @+‘)(Oe) = l”, so that once again $e cannot be an 
isomorphism. 
Note that in the argument above, we ensured that all orbits of (A, f) were of 
type 2:. However, by a slight modification of the proof, we could have ensured 
that all orbits were of type w. This completes the proof of Theorem 3.17. q 
Notice that it does not matter to the proof whether the orbits of the bi are finite 
or infinite, but it is crucial that the orbits of A are infinite, so that we can put off 
deciding whether 0’ and 1’ are in the same orbit for as long as necessary. 
Note that the argument in Theorem 3.17 can be done for any recursive list of 
infinite recursive permutation structures (or injections). Thus the result actually 
holds for primitive recursive structures as well as p-time structures. 
Corollary 3.18. Let f c be any recursive injection of a recursive set C into itself 
with infinitely many infinite orbits. Then there is a recursive structure (B, f “) which 
Is isomorphic to (C, f “) but is not recursively isomorphic to any primitive 
recursive structure. 
Proof. Let C and f c be given. Now C has infinitely many infinite orbits, so that 
there must either be infinitely many orbits of type 9’ or infinitely many orbits of 
type w. Suppose first that there are infinitely many orbits of type %. Let (A, f”) 
be given by Theorem 3.17(a) so that (A, f”) consists of infinitely many orbits all 
of type % and (A, f “) is not recursively isomorphic to any primitive recursive 
structure. We may assume without loss of generality that A and C are disjoint. 
Now let B =A U C and let fB =fA Uf”. Then (B, f”) is isomorphic to (C, f”) 
since the two structures have the same orbits of finite type and the same orbits of 
type o and both have infinitely many orbits of type 9. On the other hand, 
(B, f “) cannot be recursively isomorphic to any primitive recursive structure, 
since such an isomorphism would be a recursive embedding of the substructure 
(A, f “) into a primitive recursive structure. If (C, f “) has infinitely many orbits of 
type w, then we simply let (A, f”) be the structure with infinitely many orbits of 
type o which is not recursively embeddable in any primitive recursive structure 
and apply the same argument. 0 
Finally, let us return to the notion of honest structures. Recall from Theorem 
3.2 that every finitary recursive permutation is recursively isomorphic to an 
honest p-time permutation. 
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Lemma 3.19. Zf f is an honest p-time injection from a recursive set A G (0, l}* 
into itself, then the range off is recursive. 
Proof. Let the polynomial 4 be given by the definition of honest so that 
Y =f(X)-+bI ~q(lyl). Then 
y~f]Al @ (3x)[~~A~Ixl~q(lyl)~~=f(x)l. •I 
We need to consider the notion of a p-time enumeration of an r.e. set B, that 
is, a uniformly p-time sequence B” of subsets of B such that, for each s, B, is 
either empty or contains a single element x where 1x1 <s, and such that only 
1x1 + s steps are required to test ‘x E B”’ for any x and s. This implies that the 
relation ‘x E B”’ is linear-time. 
We can see that every r.e. set B has such an enumeration by the following 
argument. Let B = {4(O), G(l), . . .} enumerate B without repetition, where C#J is
a recursive function. Then for s = (i, n), let x E B”ex = #(n) A (i = 0 v 
6l(n)?). 
Lemma 3.20. For any r.e. set B G Tal(o), there is a p-time injection f of Tal(o) 
into itself such that f [Tal(w)] has the same degree as B. 
Proof. Let A be Tal(o). Since we are only interested in the degree of B, we may 
assume that B contains only odd numbers. Let B” be a p-time enumeration of B 
as defined above. Now define the function f recursively as follows. 
For any n, f (12”) = a, where a is the least even number in Tal(w) not in 
{f (1”): m < 2n). 
For any n, f (12n+1) =tal(x), w h ere x is the unique number less than n which is 
in B”, if any, and is the least even number in Tal(o) not in {f (1”): m <n}, 
otherwise. 
It is easy to see that f is an injection and that f [A] = B U ‘8, where ‘8 is the set 
of even numbers, so that f [A] is Turing equivalent to B. To see that f is p-time, 
first consider the map g from Tal(o) to Tal(o) where g(1”) = lk if and only if k is 
the number of odd members of U,<, B”, which is also the number of odd 
members of {f (1”): m < 2n). Then g( 1”) can be computed by checking, for all 
s <n, whether 1” E B’ for some t <n. Note that each such check can be done in 
linear-time in n so that we can compute g in polynomial-time. Now it is clear that, 
for any a E Tal(o), f (2a) = 4a - 2g(a) and that f (2a + 1) =x, if x E B,,, and 
f (2a + 1) = 4a + 2 - 2g(a), otherwise, where the operations of addition, subtrac- 
tion and multiplication are those of tally arithmetic. Thus f is also polynomial- 
time. 0 
Theorem 3.21. There is a p-time injection f” of a recursive set A into itself such 
that (A, f”) is not recursively isomorphic to any honest p-time structure. 
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Proof. Let B ~Tal(o) be an infinite nonrecursive r.e. set, let A be Tal(o) and 
let f” be the injection defined in Lemma 3.20 with fA[A] having the same degree 
as B and therefore nonrecursive. But if (A, f”) were recursively isomorphic to an 
honest p-time structure (C, fC), then the range off” would be Turing equivalent 
to the range of fC, which is recursive by Lemma 3.19. Cl 
4. Polynomial-time Abelian groups 
In this section, we show that any recursive Abelian group with all elements of 
finite order is recursively isomorphic to a polynomial-time group and that if the 
orders are bounded, then the polynomial-time group may be taken to have 
universe Tal(w) or Bin(o). We show that if the orders are not bounded, then it is 
not always possible to take the universe to be Tal(w) or Bin(o). We also consider 
recursive Abelian groups with elements of infinite order. 
We recall the following result from [l]. 
Theorem 4.1. There is a recursive Abelian group 3 which is not recursively 
isomorphic to any polynomial-time Abelian group. 
We begin with some of the standard Abelian groups. S?’ is the group of integers 
with the usual addition. For any natural number n > 1, Z(n) is the cyclic group of 
order n. For a prime number p, the group Z(p”) is the inverse limit of the 
sequence Z(p”), or more concretely, the set of rational numbers with de- 
nominator equal to a power of p and addition modulo 1. The additive group of 
rational numbers is denoted by 2. We will frequently be concerned with products 
of these basic Abelian groups. 
Definition. For any sequence s&, &,, . . of Abelian groups, where S& = (Ai, +i 
-it ei), the direct product & = @,, ~4, is defined to have domain A = 
((6, oz, *. . I o~):/cEw, o,EAi for 1 =S i Sk and ok # ek}, identity eA = 0, and 
addition +A and subtraction -A defined as follows: for (T = (u,, a,, . . . , a,) and 
r= (r,, tz,. . . , rn),cJ+A/-At=p=(~1,~2,...,~k),wherek=max{i:(i~ 
mAi~n~o,+i/-;zi#ei)vm<i~rnvn<i~m} and,foriGk, 
i 
Ui +j / -j tjj for i S min(m, n), 
Pi = Uis forn<isk, 
zi9 formcisk. 
In particular, we write e. % to be the direct product of a countably infinite 
number of copies of 3, 
Definition. Let B be either Bin(u) or Tal(o). For any complexity class r, the 
sequence SeO, &I, . . . of Abelian groups, where SQ, = (A,, +n, -n, e,) is said to 
be uniformly r-computable over B if 
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(i) {(b(n), a): a EA,} is a r-computable subset of B x B, where b(n) = 
bin(n) if B = Bin(w) and b(n) = tal(n) if B = Tal(o); 
(ii) the functions F(b(n), a, b) = a +,, b and G(b(n), a, b) = a -n b are both 
the restrictions of r-computable functions from B3 into B, where we set 
F@(n), a, b) = G(b( n , a, b) = 0 if either a or b is not in A,,; ) 
(iii) the function from Tal(o) into B defined by e(tal(i)) = e; is r-computable. 
Lemma 4.2. Let B be either Bin(o) or Tal(o) and let r be one of the following 
complexity classes: recursive, primitive recursive, exponential-time, polynomiul- 
time. Suppose that the sequence &i = (Aj, +;, -i> ei) of Abeliun groups is 
r-computable over B. Then 
(a) the direct product d of the sequence is recursively isomorphic to a 
r-computable group with universe contained in B; 
(b) if Ai is a subgroup of Ai+1 for all i, and if there is a r-computable function f 
such that, for all a E IJi Ai, a E AlCO,, then the union Ui S& is recursively 
isomorphic to a r-computable group with universe contained in B; 
(c) if the sequence is finite and one of the components has universe B, then the 
product is recursively isomorphic to a r-computable group with universe B; 
(d) if the sequence is infinite and if each component has universe B, then the 
product is recursively isomorphic to u r-computable group with universe Bin(o); 
(e) if each component has universe Tal(o) and there is a uniform constant c 
such that for any i and any U, b E Ai, 1~ +i bJ and JU -; b) are both ~c(juj + IbJ), 
then the product is recursively isomorphic to a r-computable groups with universe 
Tal(o). 
Proof. (a) We will use the fact that the coding and uncoding functions are all 
computable in linear-time. Suppose first that B = Bin(o). Here is the procedure 
for testing u E A. First look for the unique k (if any) such that o E Qk. Since 
k < lb(a), this can be done in r-time. Next check, for all i <k that the ith 
projection ~&(a) E Ai and that X:(U) # e;. 
Given o= (uI,. . . , a,) and z = (z,, . . . , zn) in A, the computation of 
u + / -A t according to the definition above is clearly r-computable. 
(b) The universe A is r-computable since a E A iff a E A,,,. Then a +A / 
-A b = a +; / -i b, where i = max{f(u), f(b)} so that it easily follows that 
+A / -A are r-computable. 
(c) This part follows directly from Lemmas 2.2 and 2.6. 
(d) First suppose that B = Tal(w). Then 
A = { (tal(n,), tal(n,), . . . , tal(nk)): k E w, tal(n,) E Ai for 1~ i s k 
and tal(nk) # ek}. 
The p-time isomorphism between A and Bin(w) is given by mapping 
(tal(nI), tal(nz), . . . , tal(nk)) to tal(n,)~O~tal(n,)~O~~ . mAtal and mapping 0 
to 0. 
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Next suppose that B = Bin(o), 
A = {(a,, 02,. . . , ok}: k E w, ui E Bin(o) for 1 G i c k and a, # ek}. 
For any o E Bin(w), let o- be the result of deleting the ‘1’ from the end of the 
string o + 1. (This map is the p-time isomorphism of Bin(o) onto (0, l}* from 
Lemma 2.7.) Then we can define a p-time isomorphism between A and B3(m) by 
mapping (a,, a,, . . . , ok> to a;20;2. . 1 oi. Since B3(u) is p-time isomorphic 
to Bin(o), it follows that A is p-time isomorphic to Bin(o). 
In either case, Lemma 2.2 now completes the proof of part (d). 
(e) If the product is finite, this follows from part (c). If the product is infinite, 
then by part (d) the product is recursively isomorphic to a group & with universe 
Bin(u). The assumption that Ia + / -i bJ 4 c(lal + lb]) implies by inspection that 
la +Abj ~c(lal + 161). It now follows from Lemma 2.3 that .c& is recursively 
isomorphic to a p-time group with universe Tal(o). 0 
Lemma 4.3. Each of the groups 3, ~&2(k), Z(p”) and 9 are isomorphic to 
polynomial-time groups (a) with universe Bin(o); (b) with universe Tal(o). 
Proof. A set isomorphism from the integers onto the natural numbers can be 
given by mapping each nonnegative integer II to 2n and each negative integer -n 
to 2n - 1. It is easy to see that the corresponding addition and subtraction 
operations on natural numbers are p-time, using either standard representation 
Tal(o) or Bin(o). 
The group ‘9 = &, Z(n) has for its universe the set B,(w). The addition and 
subtraction operations are now coordinatewise. These are certainly p-time on 
B,(w), so that, by Lemmas 2.2 and 2.7, % is recursively isomorphic to a model 
with universe Bin(o). Furthermore, the addition and subtraction operations 
+ G/ -G have the property that Ja +G / -GbJ s max(lal, lbl). It follows from 
Lemma 2.3 that pk is a recursive isomorphism from $4 to a model with universe 
Tal( w). 
The group Z(p”) may be realized as the set of strings BP(w) where e,,e, . . . e, 
represents the rational e,p-’ + e,p-* + . . * + erp7 It is easy to see that this is 
p-time and once again we have Ja +G / -G bJ =G max(lal, lbl). It follows that pk 
gives a recursive isomorphism to a model X with universe Tal(o). Furthermore, 
it can be seen that la +H / -Hbl c (aI + Ib(. 
The set Q of rational numbers is usually represented as the set of elements of 
three kinds: positive rationals as ordered pairs (m, n) of positive integers such 
that m and n are relatively prime, negative rationals as -4, where q is a positive 
rational and the identity element OQ as (0, 1). Let Tal(Q)+ = 
{(tal(m), tal(n)): m, n > O&m, n are relatively prime} and let Bin(Q)’ = 
{(bin(m), bin(n)): m, n > O&m, n are relatively prime}. Note that it is possible 
to compute the greatest common divisor of m and n in polynomial-time when m, 
n are represented either in tally form or in binary form. Thus Tal(Q)+ is a p-time 
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subset of Tal(w) x Tal(o) and Bin(Q)’ is a p-time subset of Bin(w) x Bin(o). 
Also, A = { (1, n): n > 0} is a subset of Tal(Q)+ which is p-time isomorphic to 
Tal(w) and Tal(Q) + is the disjoint union of this set together with the p-time set 
C = Tal(o)+ n {(ful(m), tal(n)): m > l}. Now C is p-time isomorphic to a p-time 
subset of Tal( o), since Tal( o) X Tal(o) is p-time isomorphic to Tal(w) by 
Lemma 2.6. Thus Tal(Q) + is p-time isomorphic to the disjoint union of a copy of 
Tal(o) together with a p-time subset of Tal(o). It follows from Lemma 2.6 that 
Tal(Q)+ is p-time isomorphic to Tal(o). Now we can represent the set Q in tally 
form by a set Tal(Q) which is p-time isomorphic to two copies of Tal(Q)+ 
together with the identity element. Thus the universe Tal(Q) is p-time isomorphic 
to a copy of Tal(o). The fact that we can compute the greatest common 
denominator of m and it in polynomial-time in tally representation implies that 
the operations on Tal(Q) can be performed in polynomial-time. Thus 9 is 
isomorphic to a p-time group with universe Tal(o). The argument for Bin(o) is 
similar. 0 
The groups of Lemma 4.3, together with all finite Abelian groups, will be 
called basic groups. Now it is clear from Lemma 2.6 that any finite product of 
basic groups is recursively isomorphic to a p-time group with universe Tal(o) and 
to a p-time group with universe Bin(w). A classical theorem of Abelian groups 
says that any finitely generated Abelian group is a finite product of cyclic groups, 
which are either % or Z(n) for some n (see [6]). Moreover, it is easy to see that 
any two finitely generated Abelian groups which are isomorphic are recursively 
isomorphic. This gives the following result. 
Theorem 4.4. Any finitely generated recursive Abelian group is recursively 
isomorphic to a p-time Abelian group, where the universe may be taken to be 
either Bin(o) or Tal(w). •i 
A natural question is then whether any group 99 which is isomorphic to a p-time 
groups is necessarily recursively isomorphic to that group. A recursive structure 
ti is called recursively categorical if any recursive structure 93 which is isomorphic 
to ti is recursively isomorphic to .&. In [ll], Smith characterized the recursively 
categorical primary groups as follows. (Smith follows the Russian school in 
referring to recursively categorical structures as autostable.) 
Theorem 4.5 (Smith [ll]). A recursive p-group G is recursively categorical iff 
either 
(1) G = CL,, Z(p”) @ F or 
(2) G -@i<,, Z(p”) @@<, Z(p”) @F, where F is a finite p-group and 
m, n Eo. Cl 
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Corollary 4.6. Any recursively categorical p-group ‘3 is recursively isomorphic to 
a polynomial time group X; furthermore, the universe of X may be taken to be 
either Tal(w) or Bin(o). 
Proof. This follows immediately from Lemmas 2.2, 2.6, 4.2 and 4.3. 0 
Note that every product of basic groups is recursively categorical. For example, 
the group % = @<-, Z(2) CI3 BiCo Z(4) is not recursively categorical. Thus there 
is a recursive group X which is isomorphic to % but is not recursively isomorphic 
to %. The main result of this section shows that such an X will nonetheless be 
recursively isomorphic to a polynomial-time group. A group is said to be torsion 
if all elements have finite order and torsion-free if all elements (except the 
identity) have infinite order. 
Theorem 4.7. Any recursive Abelian torsion group 3 = (G, +G, -G, e”) is 
recursively isomorphic to a polynomial-time group. 
Proof. We may assume that the universe G of our group is just the set Bin(o) 
and also that eG = 0. We first renumber the elements of G as follows. For each 
k E o, let Gk = ({1,2, . . . , k}) be the group generated by the first k elements. 
Now for each g in G, let k(g) be the least k such that g E Gk. We then order the 
elements of G in the following way. We say that a precedes b if either 
k(a) < k(b), k(a) = k(b) and Ial <lbl, k(a)=k(b) and (a( = Jbl and a is 
lexicographically less than 6. Since all elements of G have finite order, this 
ordering has order type w and is recursive. Now list the elements of G in this 
order as {a”, a,, . . . }. The idea of this renumbering is to make ai +G / -G ai occur 
in the list as soon as possible after ai and aj. We now define the recursive group 
d = (A, So, -A, 0) where A = Tal(o) and, for any natural numbers m, n and p, 
m+A/-An=p @ a,-FG/ -Ga,=ap. 
It is clear that J&! is recursively isomorphic to Ce via the map which takes i to ai. 
Now for each k, let Ak be the subgroup of (A, +“) generated by the set 
(1,. . . , k}. By the definition of & given above, it follows that Ak is an initial 
segment of A. Now suppose that i +A / -A j = k and i s j. It is clear that k E Aj. 
Since Ai is an initial segment of A, it follows that (0, 1, . . . , k} cAj so that 
Ak c Ai. 
We are now ready to define the polynomial-time group 99 = (B, +“) which is 
recursively isomorphic to .& and therefore recursively isomorphic to 3. For each 
k, let y(k) be the total time needed to compute each of the sums and differences 
a+“/ -* b, where a and b range over Ak. Now let 4(k) =O“l”@) and let 
B = {#(k): k E w}. Let O* = e(O) and define the operations +s and -B so as to 
make @J a group isomorphism. 
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It remains to be shown that the set B and the operations + / -B are 
polynomial-time. Given Ok l’, do the following to see whether it belongs in B. 
First, attempt to generate a list of the elements of Ak from the set {1,2, . . . , k}. 
This requires that each possible sum a +A b, for a, b E Ak, be computed at most 
once and therefore takes time at most c . v(k) for some fixed constant c. Thus we 
carry out this process for time c . t and if the process is not finished, then 0“l’ is 
not in B. If the process finishes, then we perform all the operations and keep 
track of the total time required. Again, this will take time at most c, . v(k) for 
some fixed constant c,; without loss of generality we may assume that c, = c. Thus 
we carry out the process for time c . t and if the process is not finished, then Okl’ 
is not in B. If the process finishes, then we compare the total time computed with 
t and Okl’ E B if and only if this time exactly equals t. Now this entire procedure 
takes no more time than 2ct. Thus B is a polynomial-time set. 
Given two elements 0’1”“’ and 0’1”” of B, compute the sum (respectively 
difference) Oklv(k) = @l’(i) +B / _B Ojlv(j) as follows. Assume, without loss of 
generality, that i c j. First, compute k = i +A / -A j. This takes time less than 
c . v(j), where c is the constant discussed above. Now as above, generate a list of 
the set A, from the set {1,2, . . . , k}, perform all of the operations a +A / -A b 
where a, b range over Ak, and keep track of the total time y(k) required to 
perform those operations. Since Ak cAj, this can all be done in time 2c . v(j). It 
follows that the addition and subtraction operations of $33 are polynomial-time. 
This completes the proof of Theorem 4.7. 0 
The next question we consider is which groups, having all elements of finite 
order, are recursively isomorphic to a polynomial-time group with a specified 
universe such as Tal(o) or Bin(w). Theorem 4.4 and Corollary 4.6 provide us 
with a broad class of examples, but do not include, for example, the group 
% = @i<o Z(2) @ &o Z(4). M oreover the fact that 93 is not recursively categor- 
ical implies that a recursive group X which is isomorphic to 93 cannot necessarily 
be effectively factored into a produoct of two recursive groups, one isomorphic to 
$i~wZ(2) and the other isomorphic to @i<o Z(4). Thus in this case, we cannot 
immediately use the fact that @i<w Z(2) and @i<, Z(4) are recursively isomor- 
phic to p-time groups with universe Bin(o) to conclude that X is recursively 
isomorphic to p-time groups with universe Bin(o). Our goal is to show that every 
recursive torsion Abelian group G where there is a bound on the orders of 
elements of G is recursively isomorphic to a p-time Abelian group with universe 
either Tal(w) or Bin(o). However, to reach that goal we shall have to prove a 
series of lemmas. 
We first reduce our problem to the case of primary groups. A group G is said 
to be p-primary, where p is a prime number, if every element g of G has order a 
power of p. The Fundamental Theorem of Abelian groups implies that every 
torsion Abelian group is a direct product of primary groups. 
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Lemma 4.8. Any recursive torsion Abelian group $2 is recursively isomorphic to a 
p-time direct product of primary groups over B, where B may be taken to be either 
Tal(o) or Bin(o). 
Proof. We may assume that 9? is a p-time group with universe contained in 
Tal(w) as constructed in the proof of Theorem 4.7. This means that, given g E G, 
we can compute the tally representation of the order of g, tal(o(g)) = lo@), in 
linear-time in (gl. For each prime p, let G(p) be the set of elements of G such 
that o(g) is a power of p. It is well known from elementary group theory that 
each G(p) is a subgroup of G and that, if G is a torsion group, then G is the 
direct product of the groups G(p). Since we can compute lo@) in linear-time in 
lgl, it follows that G(p) is a p-time group for each p. ‘Now let .&, = G(pn), where 
p,, is the nth prime. We must show that the sequence {.&n}n<o is uniformly 
p-time computable over B. Let b(n) = tal(n) if B = Tal(w) and b(n) = bin(n) if 
B = Bin(o). 
To see that R = {(b(n), g): g E A,} is a r-computable subset of B x B, note 
that since we can compute lo@) . in linear-time in Igl, we can also compute l°Cg) in 
linear-time in ((b(n), g)l. N ow for any m E o, we can test that m is a prime in 
polynomial-time in m = (1”l. Hence we can find the number of primes p c o(g) in 
polynomial-time in I(b(n), g)l. Say that there are k primes x so(g). Then we 
compute b(k) and compare it to b(n). If b(n) > b(k), then (b(n), g) 4 R. If 
b(n) s b(k), then the nth prime p,, s c Jgl for some c. We can thus find tal(p,) in 
polynomial-time in ((b(n), g)) in this case. But then by successively dividing 
tal(o(g)) by tal(p,), we can check in polynomial-time whether o(g) =p: for some 
t. If for some t, o(g) =pi, then (b(n), g) E R and otherwise (b(n), g) $ R. Thus 
R is a p-time set. Now let .&, = (A,, +n, -,). Then since +n = +, and -n = -o, 
it easily follows that the functions F and G are p-time, where 
F(b(n), a, b) = 
a+,b, if a, b EA,, 
0, otherwise, 
and 
if a, b EA,, 
otherwise. 
Thus (&i, &, . . .) . 1s uniformly p-time computable over B and clearly G is 
recursively isomorphic to ei sQi. The result now follows from Lemma 4.2. Cl 
We note that to be able to apply Lemma 4.8 to prove that a recursive torsion 
Abelian group G is recursively isomorphic to a p-time group with, say, universe 
Bin(o), one has to know a lot about the groups G(p). For example, if G(p) is 
nontrivial for at most finitely many p and there is a p such that G(p) is recursively 
isomorphic to a p-time group over Bin(o), and then we could use Lemma 4.2(c) 
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to show that G is recursively isomorphic to a p-time group with universe Bin(o). 
Thus our next step is to concentrate on primary groups. 
In particular, we will concentrate on p-primary groups ‘3 which are direct 
products of cyclic groups of the form 93 = @_, Z(JI~)~(~), where each e(i) is either 
finite or o. Once again, for a recursive group G, this factorization cannot be done 
recursively (see [ll]). In particular, let A = {al, a2, . . . } be a recursive set of 
elements of G each having order pm. Then the subgroup generated by A is r.e. 
but not necessarily recursive essentially because a small element of G may be a 
linear combination of large elements of A. However, it is possible to construct an 
independent set B of elements such that every element generated by B is a linear 
combination of relatively small elements of B. 
We need to introduce the notion of an integer multiple of an element of a 
group and the notion of independence. For an integer i and an element g of a 
group %= (G, +G), we define i. g by the following. Let 0. g = OG and for each 
i>O,let(i+1)~g=i~g+Gg.Also,foranyi~O,let(--i)~g=OG--Gi~g.N~~ 
elements g,, . . . , g, of 3 are said to be dependent if there exist integers iI, . . . , i, 
such that 
iI * g1 + G . . q+Gi, .g,=OG 
with not all ik * gk = OG, and are said to be independent otherwise. Then an 
infinite set A of elements of 93 is said to be dependent if some finite subset of A is 
dependent; A is independent otherwise. 
Lemma 4.9. Let 3 be a recursive p-primary group of bounded order which is 
isomorphic to a direct product @ Z(P~)~(~) with each e(i) =S o and let pm be the 
maximal order of an element of G. If e(m) is o, then there is a recursive subgroup 
H of G which is generated by an infinite independent recursive set of elements all of 
order pm. 
Proof. We may assume that the universe G = Tal(w). We will define the infinite 
independent set B = {b,, bz, . . .} which will generate H by recursion as follows. 
First, let b. be the least element of order pm. Now given b,, bl, . . . , b,, let b,+, 
be the least element b of order pm which is independent of the previous elements 
b . . . , 6, and such that the elements of (6, b,,, . . . , b,) \ ( bo, . . . , b,) are all 
gieater than n. To see that such a b exists, note that since e(m) is infinite, there is 
an infinite independent set of elements of G all having order pm and independent 
of {b,, . . . , b,}. At most n of these elements can generate a new element of 
(0, 1,2, . . . , n}. Thus there are infinitely many b satisfying the required 
properties in the definition of b,+l. Note that our construction ensures that 
ne(B)ifandonlyifne({bo,..., b,} ) . Thus, in particular n E B if and only if 
n E {b,, . . . , b,} and hence B is recursive. Moreover, since all elements have 
order up”‘, it follows that for any finite set S, we can effectively decide if n E (S). 
Thus we can effectively decide whether n E ({b,, . . . , b,}) and hence (B) is also 
recursive. 0 
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Now let us say that two subgroups K and H of a group $3 are independent of 
each other if K n H = {OG}. Then K is said to be maximal independent of H if K 
is independent of H and for any subgroup J such that H is a proper subgroup of J. 
J is not independent of H. 
Lemma 4.10. Let G be a recursive Abelian torsion group and let H be any 
recursive subgroup of G. Then there is a recursive subgroup K of G which is 
maximal independent of H. 
Proof. We may assume without loss of generality that the universe G of Ce is 
Tal(o) and that OG = 0. The set K is defined as the increasing union of the 
uniformly recursive subsets K, c (0, 1, . . . , n - l} by putting n E K,, if and only if 
(K,JJ{n})nH={OG}. Th is condition is recursive since the order of each 
element of G is finite and hence each finitely generated group is finite. Thus K is 
recursive. It is not clear by induction that each K,, is independent of H and, 
hence, it follows that K is independent of H. It is easy to see that K is a subgrop 
of 9. Now suppose by way of contradiction that K was not maximal independent. 
Then we have some element n such that K U {n} is independent of H. But it now 
follows from the construction that n E K,,. This contradiction completes the proof 
of Lemma 4.10. q 
Lemma 4.11. Let 59 be an Abelian group such that for some fixed prime p and 
natural number m, pm * x = OG for all x E G. Let H be a subgroup generated by 
some independent set of elements all of order pm and let K be a subgroup of G 
which is maximally independent of H. Then 3 is the direct product of H and K. 
Proof. Note first that for any element x of H, if x has order pm-‘, then x =pi - y 
for some y E H. (Say x = cl . h, + * . . + ck . hk, where hl, . . . , hk are independent 
and have order pm. Then pm+cl * hI + . . - +pmmick . hk = 0. It follows from the 
definition of independence that each p m-i~t - h, = 0. Thus pi divides each c,, that 
is, for each t, there is a b, such that c, =pi - b,. Now x =pi . (b, . hI + - . - + 
bk - hk).) Now let K be maximal independent of H. Certainly H II K = (0). It 
remains to be shown that, for any g E G, there exist h E H and k E K so that 
g=h+k. 
We need the following claim. 
Claim. ForanyxEG, ifpi+‘-xEKbutp’-x$K, thenpi-xEH@K. 
Proof of Claim. Since K is maximal independent of H and pi - x $ K, we must 
have cpi - x + k = h for some natural number c, some k E K and some h # 0 in H. 
Express c in the form c =pr + s, where 0 <s <p. Then rp’+’ - x + sp’ . x + k = h. 
But r-p’+‘. x E K, so that spi *x + k, = h, where k, E K. Now if s = 0, then we 
would have k, = h, which violates the assumption that K is independent of H. 
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Thus 0 < s <p. Hence s and p are relatively prime and there are q and t with 
qs + pt = 1. Then we have qspi . x = q - (h - k,) and ptp’ - x = tpi+l * x = kz E K, 
sothatp’.x=(qs+pt)p’*x=q.(h-k,)+k,EH@K, asdesired. Cl 
Now let g E G be given. There are two cases. 
Case 1. Suppose that, for any i with 0 <pi <o(g), pi . g $ H 63 K. This implies 
that (KU {g>) is independent of H, so that g E K and certainly g E H GB K. 
Case 2. Suppose that, for some i with 0 <pi <o(g), pi . g E H G3 K. If i = 0, 
then we are done. Otherwise, we will have pi . g E H G3 K, but p’-l* g 4 H G3 K. 
We will deduce a contradiction from this, as follows. Say that pi - g = h + k for 
some h E H and k E K. We have 
O=p”‘-g=p”+(h+k). 
Since K is independent of H, it follows that pm-’ . h = 0 = p”-’ . k. Then by the 
first observation above, we have h =pi . h, for some hl E H. Thus pi - (g - h,) = 
kEK. Now let kl=g-h,, so that pi-g=p’-hl+p’-kl and pi-k,gkEK. 
There are now two subcases. 
(a) If pi-’ - k, E K, then pi-’ . g = pi-’ * hl + p’-’ . k, E H $ K, which con- 
tradicts our assumption above. 
(b) If p’-’ . kl r$ K, then by the Claim we have pi-’ . k, E H @3 K. In this case, it 
follows as in (a) that p’-’ . g is in H @ K, yielding the same contradiction as in 
case (a). q 
We are now ready for our main theorem on recursive Abelian groups of 
bounded order. 
Theorem 4.12. Let % be an infinite recursive Abelian group with bounded order. 
Then 93 is recursively isomorphic to a polynomial-time group with universe Tal( w) 
and to a polynomial-time group with universe Bin(w). 
Proof. Fix B = Bin(w) or Tal(w). Let 33 be a recursive Abelian group with 
bounded order. Since the orders are bounded, there is a finite set P of primes 
such that % is recursively isomorphic to the direct sum CPcP S(p). Thus, by 
Lemma 4.2, we may assume that 53 is a primary group and that % is isomorphic to 
the direct sum @i Z(P~)~(~). Thus, for some fixed prime p and natural number m, 
P m . x = OG for all x E G. The result is proved by induction on m. There are two 
possible cases. 
Case 1. Suppose that e(m) is finite. Then the subgroup H generated by the 
elements of order pm is finite. Now let K be a maximal recursive subgroup of G 
which is independent of H, by Lemma 4.10. Then by Lemma 4.11, G is 
recursively isomorphic to the direct sum H 63 K. Now K has bounded order 
c P m-1, so that, by induction, we may assume that K is recursively isomorphic to 
a p-time group with universe B. Since H is finite and therefore of course p-time, it 
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now follows from Lemma 4.2 that H @ K is recursively isomorphic to a p-time 
group with universe B. 
Case 2. Suppose that e(m) is infinite. By Lemma 4.9, there is a recursive 
subgroup H generated by some independent set of elements all of order pm, that 
is, H is isomorphic to @;<, Z(p’“). Now by Lemma 4.10, there is a recursive 
subgroup K of G which is maximally independent of H. By Lemma 4.11, G is 
recursively isomorphic to the direct sum of H and K. By Theorem 4.7, we may 
assume that K is p-time and by Corollary 4.6, we may assume that H has universe 
B and is p-time. It now follows from Lemma 4.2 that H @ K is p-time isomorphic 
to a group with universe B. This completes the proof of Theorem 4.12. 0 
For groups with all elements of finite order, but no upper bound on the orders, 
we will give some examples of recursive groups which are recursively isomorphic 
to p-time groups with standard universe and some which are not. 
Given a recursive Abelian group % with universe G, define the spectrum of % 
by 
Spec(%) = {prime powersp” E o: (3~ E G) lalc =p”}. 
It is clear that Spec(%) is a recursively enumerable (r.e.) subset of o. Observe 
that for any prime p and any j, if p’ E Spec( %) and i < j, then pi E Spec( 9). Let us 
say that a set P of prime powers is hereditary if for all primes p and natural 
numbers j, pi E P A i <j-p’ E P. Let us say that P is locally bounded if, for all 
primes p, {i: pi E P} is bounded. 
We define the finite and infinite parts of G by Fin(G) = {a E G: (ale < w} and 
Inf(G) = {a E G; JuJg = o}. It is clear that Fin(G) is an r.e. subset of G and that 
each finitely generated subgroup of G is an r.e. subset of G. 
Let us call a group % manic if % is a torsion Abelian group such that, for any 
prime p, the subgroup S(p) is cyclic. Note that for any manic group % and any 
number n, there is at most one subgroup of % of order II. We would like to know 
under what conditions we can find a recursive isomorphism (or even an 
isomorphism) to a p-time group with universe the natural numbers, in either 
binary or tally representation. Before turning to this question, we first examine 
the possible spectra of a recursive group. We will restrict ourselves primarily to 
manic groups. This is reasonably general because of the following. 
Theorem 4.13. (a) For any nonempty recursively enumerable hereditary set P of 
prime powers, there is a recursive Abelian group 99 with Spec( %) = P; furthermore 
for any prime p, if there is an upper bound on {i: pi E P}, then S(p) may be taken 
to be cyclic. Thus, if P is locally bounded, then % is manic. 
(b) Let & and 93 be two recursive manic torsion groups which have the same, 
locally bounded, recursive spectrum P. Then ~4 and 93 ure recursively isomorphic. 
Proof. (a) Let P be the union of an effective increasing sequence P” of sets in the 
usual way, so that P” = 0, at most one 4 E Pr+l \P for each s, and it requires time 
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cs to check whether a E P” for any a and s. Define the uniformly recursive 
sequence 3(p) of groups as follows. For each p, S(p) will be the union of the 
sequence %pb,n, defined as follows. For each rz, C$,, will be isomorphic to the 
cyclic group Z(p’n), where i, is the largest i such that pi E P”. Let G,,n denote the 
universe of Y$,. To begin with Gp,O = (0) where 0 +G~ 0 = 0. For each n, there 
are two cases in the definition of %~,n+l. If Pn+’ \ P” does not contain a power pi 
of p such that i >i,, then %p,n+l = Y&. If pi E PE+‘\Pn and i >i,, then the 
universe G,,n+l = {i} x (Z(p’)\Z(p’+) U Gp,n and the operations are defined so 
that spp,, is a subgroup of 9&+i. It follows from the proof of Lemma 4.2 that the 
union S(p) = LJ, $,, is recursive uniformly in p and that the direct sum 
+?= @, S(p) is recursive. 
(b) Given that P is recursive and locally bounded, we can define the partial 
recursive function 8 from the set of primes into o by 8(p) = (the least 
i)(p”’ 4 P). Then we can define partial recursive functions pA and ,uLg which map 
the set of primes p E P into A by pA(p) = (the least a E A)(\al =peCp)) and 
similarly for ~1~ and B. The recursive isomorphism v from & onto 3 is defined 
and computed as follows. Given a E A, first compute the order (ulA and express 
this in the form ]ulA =p:l . p? * * . p$. Now find the unique sequence e,, . . . , e,, 
such that a = e, . pA(pl) + -. . + e, . c~A(PJ. Then v(u) = eI. ,dpd +. . . + 
en - CL~(P”). 0 
Theorem 4.14. Let B = Tal(o) or Bin(w). For any nonempty, infinite, hereditary, 
locally bounded set Q of prime powers such that tal[Q] is polynomial-time, there is 
a manic p-time Abelian torsion group 93 with universe B and with Spec(93) = Q. 
Proof. First let B = Tal(o). Define the subset P = {pi E Q: p is prime and 
pi+’ I$ Q}. Note that to test if x E tal[P], first we ask if x E tal[Q]. If x $ tal[Q], 
then x 4 tal[P]. If x E tal[Q], then n = tal(p’) for some prime p and some i. Now 
there is a fixed polynomial r(x) such that we can test whether q is prime in r(q) 
steps. That is, we can test whether tal(q) is the tally representation of a prime in 
time r(]tal(q)]). It follows that for each s, we can test each of tal(O), . . . , tal(s) 
for being prime in time bounded by 
Thus we can search tal(O), . . . , tal(]x]) = x and find all the primes p1 <pz < + . . < 
p,, which are less than 1x1 in polynomial-time in 1x1. We can then divide x by 
tal(Pj) for each j 6 n to find the unique Pk such that Pk divides x. Again this can 
be done in polynomial-time in (xl. Finally, we can successively divide by pk = p to 
find the i such that x = tal(p’). Since i CX, it easily follows that we can find i and 
p in polynomial-time in (xl. Then we can compute tal(p) . x = tal(p’+‘) and ask if 
tal(p’+‘) E tal[Q]. Th en x E P if and only if tal(p’+‘) $ tal[Q]. Thus tal[P] is a 
p-time subset of Tal(w). Let the set P be enumerated in increasing order as 
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po<pl<“‘. A natural Abelian group with spectrum Q is the direct sum 59 of 
the sequence Sn = Z(p,). Note that for each prime power pk in Q, we have a 
power pi E P with i 2 k and % will have a component group .%(p’) and therefore 
will have an element of order pk as well. We will represent the group 3’(pi) as the 
set of integers {tal(O), . . . , tal(p’ - 1)) with the operation being addition mod pi. 
Thus the universe G of 3 will consist of the 0 which represents the 0 of Ce plus all 
codes of finite sequences ((tal(iJ, . . . , tal(&)) such that each i, <pt for each 
t S k and ik #O. The group operation of 93 is defined componentwise in the 
obvious fashion. Note that the group operation of B is polynomial-time. 
Next we will define a p-time Abelian group 93 with universe Tal(o) and show 
that 93 is isomorphic to 3 and therefore is manic and has spectrum Q. Now it is 
easy to show that each 12 > 0 has a unique representation in the form 
n=i,+i,‘p,+‘.‘+ik.p,.p,‘.‘pk_,, where i,<p, for tck and ik>O. Now 
the most natural map from G to B would be to send (i,,, . . . , ik) E G to 
tal(io + ilpO + ’ ’ ’ + &pop1 . ’ - p&_l). 
Unfortunately, if the operations on B are defined so as to make this map an 
isomorphism, then the operations are not necessarily p-time. That is, in such a 
situation, we would have in particular OB -BpOpl . . ‘pk_-l = (pk - l)p,p, - . . 
pk__l and pk may be much larger than pop1 . . . pk-_l for infinitely many k, so that 
it is not possible to make this computation in polynomial-time. 
Instead we modify this map so that whenever the computation of a sum or 
difference in B requires us to replace a k-coordinate x by pk -x, pk will be less 
than the sum of the sizes of the two kth coordinates involved in the operation. 
The map from 3 to B is defined as follows. First #(0) = 0. Next if 
(io, . . . , ik) E %so that i,<p,for t<k and i,>O, then 
#((L . . . , ik)) = td(jo+jl *PO+ ’ ’ ’ + jk ‘PO ’ . ‘pk-l), 
where for t s k, 
1 
24, if 2i, < p,, 
I’ = 2(pt - i,) - 1, if 2i, apt. 
It is easy to check that jf <pt for all t s k and that # maps 3 onto Tal(o). 
Now the group structure on B is defined so that @ is an isomorphism. Thus it is 
easy to check that if m=jo+jl’po+‘.‘+jk’po”.pk__l and n=b,+b,.p,+ 
. ..+b..po. - .pI_l where k <I, then tal(m) +B tal(n) = tal(co + cr .pO + . . . + 
ct~Po”*Pt-1) and tal(m) -B tal(n) = tal(d, + d, .po + . - . + d, .po. . Ops_l) 
where co, . . . , c, and do, . . . , d, are defined by cases as follows. 
Case 1. k<l. Then t=s=l and c,=d,=b, for k<r<l. Next c, and d, for 
r 6 k are defined according to cases as follows. 
Case l(a). j, = 2i, and b, = 2a,. Note in this case j, is the image of i, modp, and 
b, is the image of a, modp,. Then 
2(i, + a,), if 2(i, + a,) < p,, 
c, = 
2(p, - (ir + a,)) - 1, if 2(i, + a,) apr, 
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and 
d = 2Gr - 41, I if i, 2 a,, r %(a, - i,) - 1, if i, <a,. 
Case l(b). j, = 2i, and 6, = 2a, - 1. Note in this case jr is the image of i, modp, 
and b, is the image of -a, modp,. Thus 
1 2(i, - a,), if i, 3 a,, ” = 2(u, - i,) - 1, if i, < a,, 
and 
d = 2(i, + a,), I if 2(i, + a,) < pr, r 2(p, - (ir + a,)) - 1, if 2(i, + a,) 2 pr. 
Case l(c). j, = 2i, - 1 and b, = 24. Note in this case jr is the image of -i, 
modp, and b, is the image of a, modp,. Thus 
I 2(4 - i,>, if i, S a,, “= 2(i,-a,)-1, if &>a,, 
and 
d = 2(i,+h)- 1, 
i 
if 2(i, + a,) G pr, 
r 
2(p, - (6 + a,)), if 2(i, + a,) > p,. 
Case l(d). jr = 2i, - 1 and b, = 2~2, - 1. Note in this case j, is the image of -i, 
modp, and b, is the image of -a, modp,. Thus 
and 
1 
2(i, + a,) - 1, if 2(i, + a,) G pr, 
c, = 
2(pr - (6 + a,)), if 2(i, + 4) > pr, 
d = 2(a, - i,), 
1 
if i, G a,, 
r 2(i,-a,)-1, ifi,>u,. 
Case 2. k = 1. In this case we define co, . . . , cl and do, . . . , d, according to 
Cases l(a)-l(d). Then t is the largest j such that cj # 0 and s is the largest j such 
that dj # 0. Note that if no such j exist, then in either case the corresponding sum 
or difference is set equal to 0. 
It now easily follows from the fact that tal[P] is a p-time subset of Tal(w) and 
from our remarks preceding the definition of 4 that the operations on B are 
p-time. That is, there is some polynomial h(x) such that it takes at most h(s) 
steps to check if tal(s) E tal[P]. Thus we can find the set of all tal(y) G tal(s) such 
that tal(y) E tal[P] in time bounded by 
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Let PO, . . . , pI be the elements of P which are SS. Next we compute the 
products tal(pJ, tal(pJ . tal(p,), . . . until we find a k< t such that 
tal(p,) - tal(pl + - . tal(p,_r) 6 tal(s) but tal(p,) * tal(pl) . - . tal(pk) > tal(s). Note 
that for such a k, tal(p,) . tal(p,) * - - tal(p,J s tal(s2) so that we can find such a k 
in polynomial-time in s. If there is no such k < t, then we set k = t + 1 and we 
know that tal(p,J * tal(pJ . * . tal(p,) 6 tal(s) and if s = i,+,(II:=,pi) + r, then 
i, <P~+~ since otherwise P*+~ SS. Then finally by successive divisions starting with 
tal(s) bypO...Pk-1, Po”‘pk-2,. . . , p. and computation of the remainders, we 
can find io, . . . , ik such that @(tal(s)) = (tal(i,,), . . . , td(&)). It thus follows that 
given tal(n) and tal(m), we can find the decompositions m = jO + j, . p. + . . . + 
jk’p0” .pk_, and n = b, + b, *p. + . - . + b, .po * .;P,_~ in polynomial-time in 
m + n. Then it is easy to check that the group operations are polynomial-time in 
1io+.* ‘+j,1+1b,+.’ . + b/l again using the fact that we can find all elements of 
Tal[P] of length ss in polynomial-time in s so that we can decide in 
polynomial-time in s + k whether pk <s. Thus 55’ is our desired polynomial-time 
group with universe Tal(u). 
Note that the key to our proof that 3 is a polynomial-time group is the fact that 
it is possible in tally representation to compute a list of all primes below a given 
number tal(n). However it is not at all clear that this is possible in binary 
representation, so we shall have to use a different argument to produce our 
polynomial-time group with universe Bin( 0). 
We will use a modified form of the argument from Theorem 3.9 to get a p-time 
group with universe Bin(w). Recall that p-time partition tal[P] = U,, tal[P,] and 
the function h from the proof of Theorem 3.9. Also, let (2, = {p” E Q: pi E P, for 
some k s i}, so that Q = U,, Q,, and Q, fl Q, = { 1) for all m Z-n. Now, for any 
n, define the group &,, to have universe Tal(w) and operations defined and 
computed as follows. Given tal(n), tal(x), tal(y) E Tal(o), first compute a list 
PO<PI <* . . <pk-l of the prime powers below x + y which are in P,. This can be 
done in polynomial-time in n +x + y, since we only have to test, for each 
p <x + y, whether p is a prime power and whether h(tal(p)) = tal((2n + 1)2’) for 
some r. Then find jO <PO, . . . , jk <pk and b. <PC,, . . . , bk <pk such that 
x =jO +ji ‘Pi + . ’ . +jk ‘PO ‘p, . . ‘pk__l 
and 
Note that by our argument above, we can find jo<po, . . . , jk_-l <pk_,, jk in 
polynomial-time in 1x1 and We Can find b,<p,, . . , bk-, <pk-_l, bk in 
polynomial-time in 1~1, so that both sets can be found in polynomial-time in 
IX + yl. Then we can define the sequences co, . . . , c, and do, . . , , d, exactly as we 
did in Case 2 in polynomial-time in 1x1 + ly). Then 
x+,y=c,+c,.p,+...+c,.p,,.p,...p,_, 
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and 
Thus the sequence .G$,, dl, . . . is uniformly p-time computable and each 
component has universe Tal(w). It follows from Lemma 4.2 that the product 
@n & is recursively isomorphic to a p-time group with universe Bin(o). 
It follows from the construction that, for each rr, the component group .& is 
manic and has spectrum Spec(d,) = Q,. (Also, for i #j, Spec(.&) rl Spec(dj) = 
{l}.) It follows that Spec(&) = Q. Cl 
Corollary 4.15. Let Q be a recursively enumerable hereditary Locally bounded set 
with an infinite hereditary subset P such that tal[P] is p-time and (Q - P) U (1) is 
hereditary. Then any manic recursive Abelian group ~4 with Spec(A) = Q is 
recursively isomorphic to a p-time group 93, where B may be taken to be either 
Bin(o) or Tal(o). 
Proof. Fix B to be either Bin(o) or Tal(o). It follows from Theorem 4.13 that 
there is a manic recursive Abelian group .& with Spec(A) = Q. Define recursive 
sets 
Mi = {m: all prime factors of m are in P} 
and 
M2 = {m: no prime factors of m are in P}. 
Now define infinite manic recursive subgroups VZi of .# to be 
Ci = {a E A: lalA E Mi}. 
It is clear that Spec(C,) = P, that Spec(C,) = (Q \P) U {l} and that SB is 
recursively isomorphic to the product C1 x Cz. It follows from Theorem 4.14 that 
there is a manic p-time Abelian group 93, = (B,, +81) with Spec(93i) = P and with 
B1 = B and it follows from Theorem 4.13(b) that %$ is recursively isomorphic to 
93,. It follows from Theorem 4.7 that %$ is recursively isomorphic to some p-time 
group 9&= (B2, +Bz), where B2tTal(w). It now follows from Lemmas 2.2, 2.6 
and 4.2 that 93r @ 9$. is recursively isomorphic to a p-time group W with universe 
B, so that d is also recursively isomorphic to a p-time group with universe B. 0 
We conclude the positive results concerning the spectrum of p-time groups with 
the following. 
Theorem 4.16. For any r.e. degree d, there is an infinite recursively enumerable set 
Q of primes (and l), of degree d, such that any manic recursive Abelian group & 
with Spec(A) = Q is recursively isomorphic to a p-time group (B, f B), where B 
may be taken to be either Bin(o) or Tal(w). 
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Proof. Let po, pI, . . . enumerate the prime numbers in increasing order. Let D 
be an arbitrary r.e. set of degree d and let Q = {p2,,: n ED} U (pzn+,: n E o} U 
(1). Then Q is hereditary and locally bounded, has the same degree as D and has 
an infinite subset P = {P*~+~: n E o} such that tal[P] is p-time. The result now 
follows from Corollary 4.15. Cl 
Next we wish to construct a spectrum of a recursive group which cannot be the 
spectrum of any p-time group with a pre-specified universe. Our next result is the 
key lemma which will imply that there are recursive manic Abelian groups which 
are not isomorphic to polynomial-time groups over either Tal(w) or Bin(o). 
Lemma 4.17. Let B be either Bin(o) or Tal(w). Then there is an infinite recursive 
set M of primes (and 1) such that, for any finite manic polynomial-time Abelian 
group $23 with universe B, Spec(B) is not a subset of M. 
Proof. This proof is similar to that of Lemma 3.12. We may assume, without loss 
of generality, that 0 is always the identity element of any group with universe B. 
In order to simplify our notation, for this proof we shall write B = (0, 1, . . .} 
where n will denote either tal(n) or bin(n) depending on our choice of B. Let 
fo>fl>. . . be an effective list of the p-time 2-place functions on B. Let 
9?& = (B, fe). For simplicity, let lalus, = la], for any a E B, and let P, = Spec(B,), 
assuming that fe is an addition operation on B which makes $!& an Abelian group. 
Let pl, pl, . . . list the prime numbers in increasing order. The construction must 
ensure the following requirements. 
(R,) Either (0) 93e is not an Abelian group with identity 0, or 
(1) 9$ has an element of infinite order, or 
(2) Z& has an element of order p* for some prime p, or 
(3) 9?& has two distinct subgroups of the same finite prime order, or 
(4) Spec(B,) is not a subset of M. 
Now the order lalp of an element a may not be a prime. Therefore we need 
some way to control the prime factors of laj,. We will now define a recursive 
function r~ such that for any 9 and any r > q(q), r either is divisible by p2 for 
some prime p or r has a prime factor bigger than q. Given q, q(q) is simply the 
product of all of the prime numbers p s q. 
We will define the set M in stages. At stage s, we will have s + 1 elements 
mO<m,<.* - Cm, in M” along with a certain finite subset I” of o x w of 
restraints which will prevent numbers from coming into M at stage s or at any 
later stage. Let m, = 1, MO = {l} and Z” = 0. 
The initial stage of the construction proceeds as follows. Compute X,(1, 1). 
There are then two cases. 
Case 1. If j&l, 1) = 0, then we have 2 E Spec(B, fo) or else B. is not an Abelian 
group with identity 0. Thus we can ensure requirement (R,) by setting m, = 3, 
thus passively restraining 2 from ever coming into M. We let P = 0. 
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Case 2. If fo(1, 1) # 0, then we know that either 9& is not an Abelian group with 
identity 0 or (Ilo > 2 and therefore either has a prime factor m > 2 or is divisible 
by 4. Now let ml = 2 and let Z, = ((1, 0)). This means that either B, will have an 
element of order 4, thus satisfying requirement (R,) by part (3), or we will 
eventually restrain at least one of the prime factors of Ill0 from every coming into 
M. 
At stage s + 1, we are given m, < * . - < m, and the set Z’ of previous restraints. 
Moreover, assume by induction that for every (a, e) E I”, either 
(i) ]a(, G q(ms) and th ere is a prime factor m < m, of Ial, such that m # mi for 
any iSs, or 
(ii) la(, s q(ms) and 1 u e is I . d ivisible by a prime squared, or 
(iii) Ial, > s&). 
Now let k = 1 + ~(112,)’ and compute i * u in %J+, for each a c k and each i G k. 
This will produce a set of equivalence classes [a], where a and b are equivalent if 
either b = i . a or a = i . b for some i G k. Note that every number a G k belongs 
to some equivalence class, but numbers greater than k can also belong. Now all 
we need is that the computation of i . a in 9& produces a sequence of distinct 
elements up until it produces 0. If this is ever violated, then %~+i s not an 
Abelian group, so that we will have satisfied the requirement (R,). In this case, 
we let F+’ = Z’ and we choose m,,, be the least prime p > m, which does not 
violate any of the restraints (t, b) E F’. That is, ms+i is the least m such that (i), 
(ii) or (iii) above are satisfied for all restraints in I’+‘. Otherwise, there are two 
cases again. 
Case 1. There is some equivalence class which has more than q(ms) elements. In 
this case, let a be the least such that [u] has more than q(mS) elements. It follows 
that l4s+I > q(m,). now put (a, s + 1) into the set of restraints, so that 
Z ‘+’ = I” U {(s + 1, a)}. Since we will keep this restraint active throughout the 
construction, we see that either Jul,,, = u or else it is finite and has a prime factor 
p such that either p $ M or p2 divides (al,,,. 
Then let m,,, be the least prime p > m, which does not violate any of the 
restraints (t, b) E I”+‘. That is, m,,, is the least m such that (i), (ii) or (iii) are 
satisfied for all restraints in Z’+‘. 
Case 2. Each class has q(m,) or fewer elements. In this case, Jul,,, =G q(m,) for 
all a 6 k and each equivalence class is a cyclic subgroup of Be. Now, since 
k = 1 + y(m:), there must be at least q(ms) different subgroups among the 
classes. Since there are no more than v(m,) possible orders (that is, numbers 
between 2 and q(m,)) for these subgroups, there must be two distinct subgroups 
of the same order in B,+i. It follows from this that Be has two distinct subgroups 
of some prime order and is therefore not manic. Thus we have satisfied part (2) 
of the requirement (R,,,). 
Then we again let m,,, be the least m > m, which does not violate any of the 
restraints (t, b) E PC’. 
Now the set M = {m,, m,, . . .} is recursive since m E M ($ (3s < m)(m = m,). 
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Next let us check that no finitary manic p-time Abelian group 93 = 9& with 
universe B has a spectrum which is a subset of M. Consider what happens at stage 
s of the construction. Since %s is manic, Case (2) cannot apply at stage s. 
Therefore Case 1 must apply, so that there is an element a with lal, = m > 
q(m,_,) such that (a, e) is in I’ for all t 2s. Since 9$ is finitary, m is also finite. 
Thus there must be a stage t > s such that either condition (i) or (ii) is satisfied. 
That is, 1~1~ G q(m,) and there is a prime factor m < m, of JuJp such that either 
(i) m#m,foranyiGt, or 
(ii) Ial, is divisible by m2. 
In case (i), we have m E Spec(B), but m 4 M. In case (ii), we have m2 E Spec(%), 
whereas M contains no prime powers pi where i > 1. In either case, Spec(%?) is 
not a subset of M. Cl 
Note that the argument can be done simultaneously for any recursive list of 
infinite recursive Abelian groups with a slight modification of the proof. Thus we 
can find one set M which will work for both Bin(o) and Tal(o) and for all 
primitive recursive manic Abelian torsion groups. 
Theorem 4.18. There is an infinite recursive set M of prime numbers (and 1) such 
that, for any manic recursive torsion Abeliun group ti with Spec(&) c M, Sp is not 
isomorphic to any primitive recursive Abeliun group with universe B = Tal(o) or 
Bin(w). 
Proof. Let B be either Bin(w) or Tal(o), let M be given by the remark after 
Lemma 4.17, and suppose that 9 is a manic recursive Abelian group with 
Spec(%) c M. Suppose by way of contradiction that ‘9 were isomorphic to a 
primitive recursive Abelian group 93 with universe B. Then Spec(53) = 
Spec(&) c M. This contradicts the choice of M and proves the result. 0 
Theorem 4.19. There is a recursive torsion Abeliun group 3 which is not 
isomorphic to any primitive recursive Abeliun group 93 with universe the set of 
natural numbers in either tally or binary notation. 
Proof. This is immediate from Theorems 4.13 and 4.18. 0 
Theorem 4.20. For any r.e. degree d, there is a set M of prime numbers (and l), 
of degree d, such that no manic recursive torsion Abeliun group % with 
Spec(%) = M can be isomorphic to any primitive recursive Abeliun group with 
universe the set of natural numbers in either binary or tally representation. 
Proof. Let the recursive set M = {m,, < m, < . * -} be given by Theorem 4.18 and 
let D be an r.e. set, containing 0, of degree d. Observe that any subset P of M 
satisfies the conclusion of Theorem 4.18 as well as M. Now define an r.e. subset P 
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of M with degree d by P = {mi: i E D}. P has the same degree as D since P and D 
are recursively isomorphic. q 
Thus the degree of the set Spec(&) does not determine whether a recursive 
torsion Abelian group ti is recursively isomorphic to a p-time Abelian group with 
universe either Tal(o) or Bin(o). 
Next we wish to consider recursive Abelian groups with elements of infinite 
order. 
Theorem 4.21. There is a recursive torsion-free Abelian group % such that 93 
cannot be recursively embedded in any p-time Abefian group. 
Proof. Let (B,, g,, Ge) enumerate effectively all possible triples of p-time subsets 
(B,) of Bin(o), 2-place p-time functions g, and partial recursive functions $)e of 
one variable. Let s3, be the structure (B,, g,). 
We will build ‘3 as the effective product of subgroups G,, so that the definition 
of +G on G, will guarantee that c$= is not an isomorphism from 59 into %J. Each 
set G, will be either 3 X 3? or a subset thereof. Now if $e were an embedding of 
3 into 9&_, then +: would be an embedding of G, into CZ_$, where Cp: is defined as 
follows. For each natural number e, let g, be the natural embedding of G, into 
Bi Gi, SO that g,(x) is the coded sequence of length e which consists of e - 1 
zeros followed by ‘x7; that is, g,(x) = (0, 0, . . . , 0, _r). Then @L(x) = #e(ge(x)). 
Therefore we will meet the following set of requirements. 
(R,) Either 9J is not an Abelian group or $J: is not an isomorphism from G, 
into !3$. 
The idea of the proof is as follows. We will start to build in G, the structure 
3 x 5%‘. At the same time, we will watch to see if $: ever converges on both 
(1,O) and (0,l) at some stage s + 1. At stage s, we will have defined the 
set GS,={--s+l,..., -l,O,l,..., s-11)X{-s+l,..., -l,O,l,..., s-l} 
and the natural operations (x1, x2) +e (yl, y2) = (x1 + y,, x2 + y2); the operations 
are only defined when the values fall into G”,. If $: converges on both (1,0) and 
(0,l) at stage s, then we will act to ensure that we meet requirement (R,) as 
follows. We will compute the images b, = $:(l, 0) and b2 = Cp:(O, 1) and compute 
(2s - 1). bl in 9$, that is, compute the sequence b,, 2 - b I, . . . , (2s - 1) - bl , 
where 2 * bi = g,(bi, bi) and (n + 1) * bi =ge(bi, n * bi). 
Case 1. If b2 = i - b, for some i =s 2s - 1, then at stage s + 1 and at every 
successive stage t >s, we simply extend the definition of G, so that G: = 
{-t+l,..., -l,O,l,..., t-1)x{-t+l,..., -l,O,l,..., t-l} and the 
natural operations are defined to make G, look like % x 3. In this case, we see 
that in 9$, the image b2 of (1,0) is a multiple of the image b, of (0, l), whereas 
(0,l) is not a multiple of (1,O) in G,, so that $J cannot be an embedding of G, 
into %),. Thus condition (R,) will be satisfied. 
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Case 2. If b2 # i . b, for any i < 2s - 1, then we start at stage s + 1 to define G, so 
that (0, 1) = (& - 1) . (1, 0) in G,. Thus, we will define G, = {--s + 1, . . . , -1, 
0, 1, . . . , s - 1) x 2 and define the operation +e so that G, is isomorphic with 
9’ by the mapping q(x, y) = x + (a - 1)~. The definition of (xi, .x2) +e (yl, y2) is 
in 3 cases. 
Case 1. If --s <xi + y, <s, then the sum is (x1 + y,, x2 +y2). 
Case 2. If x1 + y1 < -s, then the sum is (xi + y, + 2s - 1, x2 + y2 - 1). 
Case 3. If x, + y1 2 s, then the sum is (x1 + yi - 2s + 1, x2 +x2 + 1). 
This means that at any stage f >s, the set G:+l= {-s + 1, . . . , 
-1, 0, 1, . . . , s - l} x {--t + 1, . . . , -1, 0, 1, . . . , t - 1) and the operation +e is 
the restriction of +e defined above to G:+l. In this case, we will once again satisfy 
requirement (Rp). 
Finally, let % = ee G,. Our construction ensures that the groups G, are 
uniformly recursive and hence it follows from Lemma 4.2 that % is recursive. 
Now let us check that 9 is not recursively isomorphic to any p-time structure. 
That is, let us check that each requirement (R,) is satisfied. Now if either of 
@:(O, l), #:(l, 0) fails to converge, then of course the requirement is satisfied. 
Suppose, therefore, that we have b1 = #:(l, 0) and 6, = @:(O, 1) and let s be the 
least such that both values have converged at stage s + 1. As above, there are two 
cases. 
Case 1. Suppose that b2 = (2s - 1) . b, in 9$. In this case, the construction 
ensures that (0,l) # (2s - 1) * (1, 0) in SC, so that C#J: is not an isomorphism from 
G, into C&. 
Case 2. Suppose that b2# (2s - 1) . bl in Z$. Then the construction ensures 
that (0,l) = (2s - 1) . (1, 0) in G,, so that once again $: cannot be an embedding. 
This completes the proof of Theorem 4.21. Cl 
Note that as in the previous theorems, the proof of Theorem 4.21 works for 
any recursive list of infinite Abelian groups and therefore the result holds for 
primitive recursive groups as well as p-time groups. 
Notice that it does not matter to the proof whether the orders of b, and b2 are 
finite or infinite, but it is crucial that the orders of (1,0) and (0,l) are infinite, so 
that we can put off deciding whether (1,0) and (0,l) are in the same cyclic 
subgroup of SC for as long as necessary. 
Observe that the group Ce constructed in Theorem 4.21 is isomorphic to the 
direct sum of w copies of 9, and is therefore isomorphic to a p-time group. 
Finally, let us return to the notion of honest structures. The results here 
parallel those of [l] on Boolean algebras. The group-theoretic analogy of an atom 
is an element which is not divisible by p. 
Definition. For any element g of a p-primary group 99, g is divisible in B if there 
is some element h E 54 such that g =p * h. Div(%) is the set of divisible elements 
of %. 
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Theorem 4.22. (a) Every honest recursive group is finite. 
(b) If the p-primary Abelian group Ce has p-time honest witnesses, then Div(%) 
is recursive (in fact, exponential-time). 
Proof. (a) Note that if 93 is honest, then there can only be finitely many pairs 
(g, h) such that g +G h = OG. Thus G must be finite. 
(b) We have y E Div(%)e(Sx)(p * x = y). If 3 has p-time honest witnesses, 
then there is a polynomial q such that 
@)(P * x = Y) e Px)(lzl c 4(1Y I) A P . z = Y). 
Then to test whether y E Div( S), we have only to check whether p . z = y for 
all z with z G q(lxl). For any subset G of Bin(w), this is clearly exponential-time. 
If G c Tal(o), then Div(%) is actually p-time. •! 
Observe that Div(%) is always an r.e. set. 
Theorem 4.23. For any prime p and any r.e. degree d, there is a p-primary 
polynomial time Abelian group 3 with Div(%) of degree d. 
Proof. Let D be an r.e. set of degree d and let D = US D” be the usual 
representation of D in stages. We will define the group % to be the effective 
product of groups Se, defined as follows. For each e, there are two possibilities. 
(1) If e $ D, then 
%e={(O,i.p):OSiip} 
with addition coordinatewise mod p2, so that SC is isomorphic to Z(p) and (0, p) 
is not divisible by p in Se. 
(2) If e E DS+l\D”, then 
C$={(O, i*p):O Si<p}U{(s+l,j):lGj<~~ 
and j is not a multiple of p}. 
The operations are defined on SC to depend only on the second coordinate, so 
that $ is isomorphic to Z(p’) and (0,~) is divisible by p in SC. 
It is easy to see that this definition is uniformly p-time, so that the resulting 
product 53 is a p-time group by Lemma 4.2. Now recall the natural embedding g, 
of SC into $3 given by g,(a) = (0, 0, . . . , a), where a is the eth coordinate. Then 
e E D e g,((O, p>) e Div(‘%, 
so that D is recursive in Div(%). On the other hand, 
(0, x) E Div( Se’,) e e E D 
and 
(s + 1, x) $ Div(%J, for all x, 
so that the relation a E Div(9&) is uniformly recursive in e and D. 
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Then 
(x0, . . . , x,-~) E Div(%) e (Ve <n) x, E Div(Y$), 
so that Div(%) is recursive in D. •! 
Corollary 4.24. For any prime p, there is a p-time Abelian group 93 which is not 
recursively isomorphic to any p-time Abelian group with honest witnesses. 
Proof. Let d be any r.e. but nonrecursive degree and let % be the p-time Abelian 
group given by Theorem 4.23 with Div(%) of degree d. Suppose now that % were 
recursively isomorphic to a p-time group 68 with p-time honest witnesses. It 
follows that Div(B) is recursively isomorphic to Div(%) and is therefore of degree 
d and nonrecursive. This now contradicts the result of Theorem 4.22. 0 
5. Constructive Abelian groups versus p-time Abelian groups 
In this section, we consider the relation between the theory of constructive 
Abelian groups, as developed by the Russian school of Mal’tsev, Ershov, 
Goncharov, Khisamiev and others. Our primary source is the recent survey paper 
by Khisamiev [7]. We will cite only a few of the many theorems of the Russian 
school and indicate some of the ways in which these theorems relate to the results 
of the present paper. 
Most of our results concern the relation between recursive and feasible Abelian 
groups. The results of the Russian school concern the place of recursive Abelian 
groups in the family of all Abelian groups. Combining these results, we can get an 
idea of the place of feasible Abelian groups in the family of Abelian groups. 
Mal’tsev first developed the notion of constructive (recursive) Abelian groups. 
A group G is said to be constructivizabfe if G is isomorphic to a recursive group. 
Mal’tsev showed in [8] that various fundamental groups, including those of 
Lemma 4.3, are constructivizable. Ershov [3] showed that each such group G is 
strongly constructivizabfe, meaning {(m, al, . . . , a,) : @,“(a,, . . . , a,)} is recur- 
sive, where #,,, is some effective listing of the formulas of group theory. It follows 
from this that any finitely generated Abelian group is strongly constructivizable. 
Thus by Theorem 4.4, every finitely generated Abelian group is isomorphic to a 
p-time group with standard universe. 
Lemma 4.2 generalizes the well-known fact (see Khisamiev [7, Proposition 
1.21) that the product of a recursive sequence of recursive groups is recursive. It is 
immediate that each of the groups of Theorem 4.5 is in fact isomorphic to a 
recursive group. Lemma 4.8 can be viewed as an improvement of Corollary 1.3 of 
[7], which shows that any recursive torsion group can be recursively decomposed 
into a product of its p-primary subgroups. 
Dobritsa [2] and Nurtazin [9] characterize the constructivizable Abelian groups 
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by showing that G is constructivizable if and only if G is isomorphic to a 
recursively enumerable subgroup of the product $ {Z(p”): p a prime} @ @m 2. 
Khisamiev studies products of fundamental p-groups. Corollary 3.1 of [7] 
shows that any countable p-group of bounded order is constructivizable. It 
follows that any Abelian group of bounded order is constructivizable. Combining 
this with Theorem 4.12, we see that every Abelian group of bounded order is 
isomorphic to a p-time group with standard universe. The character x(A) of a 
product @Z(p”l) is defined to be {(m, k): Izi = m for at least k distinct values of 
i}. Among other results, Corollary 3.4 of [7] shows that the product A C3 
&,, Z(p”) is constructivizable if and only if x(A) is E”,. Thus by Theorem 4.7, 
any group A @ Bw Z(P”) such that x(A) is 2: is isomorphic to a p-time group. 
Our notion of the spectrum of a group is of course related to the character. We 
use it in Theorem 4.13 to obtain a family of constructivizable groups and in 4.14 
to obtain a family of feasible groups. Khisamiev’s result on the character of A of 
course implies the existence of Abelian p-groups which are not constructivizable. 
We observe that the methods of Theorems 4.18, 4.19 and 4.20 can of course be 
modified to obtain spectra which cannot belong to any non-constructivizable 
groups. 
The rank of a group G is the cardinality of a maximal linearly independent 
subset of G, where the coefficients in a linear combination are taken from 55 Any 
torsion-free group of rank 1 is isomorphic to a subgroup of L!L Mal’tsev [8] 
defined the characteristic of such a group G to be {(p, n): l/p” E G} and showed 
that G is constructivizable if and only if the characteristic is recursively 
enumerable. Nurtazin [9] showed that a torsion-free recursive Abelian group is 
recursively categorical if and only if G has finite rank. We show in Theorem 4.21 
that not every recursive torsion-free Abelian group is recursively isomorphic to a 
feasible group. The construction in this theorem builds a group which does not 
have finite rank. 
Khisamiev constructs in Corollary 8.1 a recursive torsion-free Abelian group 
such that Div(G) is not recursive. It follows that such a group does not have 
honest witnesses. Our Theorem 4.24 is a feasible version of Khisamiev’s result. 
The method of 4.24 can easily be modified to give a similar result for recursive 
groups which would be an improvement of the result of Khisamiev. 
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