Louisiana State University

LSU Digital Commons
LSU Historical Dissertations and Theses

Graduate School

1989

Methods of Parameter Estimation of Linear Regression Models
for Yield Prediction.
Man Yong Shin
Louisiana State University and Agricultural & Mechanical College

Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_disstheses

Recommended Citation
Shin, Man Yong, "Methods of Parameter Estimation of Linear Regression Models for Yield Prediction."
(1989). LSU Historical Dissertations and Theses. 4878.
https://digitalcommons.lsu.edu/gradschool_disstheses/4878

This Dissertation is brought to you for free and open access by the Graduate School at LSU Digital Commons. It
has been accepted for inclusion in LSU Historical Dissertations and Theses by an authorized administrator of LSU
Digital Commons. For more information, please contact gradetd@lsu.edu.

INFORMATION TO USERS
The most advanced technology has been used to photograph and
reproduce this manuscript from the microfilm master. UMI films the
text directly from the original or copy submitted. Thus, some thesis and
dissertation copies are in typewriter face, while others may be from any
type of computer printer.
The quality of this reproduction is dependent upon the quality of the
copy submitted. Broken or indistinct print, colored or poor quality
illustrations and photographs, print bleedthrough, substandard margins,
and improper alignment can adversely affect reproduction.
In the unlikely event that the author did not send UMI a complete
manuscript and there are missing pages, these will be noted. Also, if
unauthorized copyright material had to be removed, a note will indicate
the deletion.
Oversize materials (e.g., maps, drawings, charts) are reproduced by
sectioning the original, beginning at the upper left-hand corner and
continuing from left to right in equal sections with small overlaps. Each
original is also photographed in one exposure and is included in
reduced form at the back of the book.
Photographs included in the original manuscript have been reproduced
xerographically in this copy. Higher quality 6" x 9" black and white
photographic prints are available for any photographs or illustrations
appearing in this copy for an additional charge. Contact UMI directly
to order.

U n iv e r sity M icrofilm s I n t e r n a t i o n a l
A Bell & H o w ell I n f o r m a t i o n C o m p a n y
3 0 0 N o r th Z e e b R o a d . A n n Arbor. Ml 4 8 1 0 6 - 1 3 4 6 U S A
3 1 3 .7 6 1 -4 7 0 0

800/5 2 1 -0 6 0 0

O rd er N u m b e r 9 0 2 5 3 4 0

M eth o d s o f p a ram eter estim a tio n o f lin ear regression m od els for
y ie ld p red iction
S hin, M an Y ong, P h .D .
The Louisiana State University and Agricultural and Mechanical Col., 1989

UMI

300 N. Zeeb Rd.
Ann Arbor, MI 48106

METHODS OF PARAMETER ESTIMATION OF LINEAR REGRESSION
MODELS FOR YIELD PREDICTION

A Dissertation

Submitted to the Graduate Faculty of the
Louisiana State University and
Agricultural and Mechanical College
in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy

in
The School of Forestry, Wildlife, and Fisheries

by
Man Yong Shin
B.A., Kyung-Hee University, 1981
M.A., Kyung-Hee University, 1983
M.S., Iowa State University, 1986
December 1989

ACKNOWLEDGEMENTS

I wish to express my special thanks and sincere gratitude to
my major professor, Dr. Quang V. Cao, for providing me the
opportunity to pursue this program and for his understanding and
guidance during the course of this research.

I would also like to

thank the other members of my committee, Drs. Jimmy L. Chambers,
Luis A. Escobar, James E. Hotvedt, and Ben D. Jackson, for their
advice and encouragement during the course of this study.
My appreciation is also extended to the Committee on Southern
Forest Tree Improvement and the USDA Forest Service, for the data
used in this study.

I am also grateful to both graduate and

undergraduate students in the School of Forestry, Wildlife, and
Fisheries for their friendship and advice during my stay at LSU.
The deepest gratitude goes to my parents in Korea, for
supporting me in many ways throughout my long academic career.

And

finally, to my wife Tae Hee, who has understood and supported me
for last six and half years in the United StateB of America. I
would also like to share this great pleasure with my lovely kids,
Gee Hae and Samuel.

ii

TABLE OF CONTENTS
Page
ACKNOWLEDGEMENTS ............................................

ii

TABLE OF C O N T E N T S ...........................................

iii

LIST OF T A B L E S ..............................................

vi

A B S T R A C T ....................................................

viii

INTRODUCTION ................................................

1

STUDY I:

Biased Estimation of Parameters for Yield
Prediction Models.

Abstract ...............................................

4

Introduction ...........................................

5

Literature Review .....................................

7

Ridge r e g r e s s i o n .................................

8

Principal components regression .................

11

James-Stein estimation ..........................

13

Materials and Methods .................................

15

D a t a ..............................................

15

P r o c e d u r e ........................................

19

Model form for yield pre d i c t i o n ............

20

Hulticollinearity diagnostics ..............

20

Biased estimation of parameters
for yield m o d e l s ............................

26

Ridge r e g r e s s i o n ......................

26

Principal components regression ......

28

Stein-rule estimator ..................

29

Evaluation criteria ........................

30

iii

Page
Results and Discussion ................................

32

Summary and Conclusions ...............................

39

STUDY II:

Calibration of Yield Prediction Models for A
Specific Locality and A Specific Seed Source.

A b s t r a c t ...............................................

40

Introduction ..........................................

41

Literature Review .....................................

43

Calibrating regression models in forestry ......

43

Stein-rule estimation ............................

44

Materials and Methods .................................

47

D a t a ..............................................

47

P r o c e d u r e ........................................

52

Model forms for yield prediction ...........

52

Stein-rule estimator for calibrating
yield prediction models ....................

53

Evaluation criteria ........................

54

Results and Discussion ................................

56

Calibration of yield models

to a locality .......

56

Calibration of yield models

to a seedsource ....

64

Summary and Conclusions ...............................

73

STUDY III: Use of the Kalman Filter Technique to Update Yield
Prediction Models.
A b s t r a c t ...............................................

74

Introduction ..........................................

75

Literature Review .....................................

77

Updating forest inventories .....................

77

iv

Page
Updating regression parameter estimates ........

78

Kalman filter estimation ........................

79

Materials and Methods .................................

81

D a t a ..............................................

81

P r o c e d u r e ........................................

81

Model form for yield p r e d i c t i o n ............

84

Kalman filter estimator for updating
yield prediction models ....................

84

Prior information ...........................

85

Evaluation criteria ........................

88

Results and Discussion ................................

89

Prior information from the HillFarm data set ...

89

Prior information from other localities of
the Southvide Seed S o u r c e .......................

94

Summary and Conclusions ...............................

101

LITERATURE CITED ............................................

103

V I T A ........................................................

110

v

LIST OF TABLES
Number

Page
STUDY I

1.

2.

3.

4.

5.

6.

7.

8.

Number of plots present In the Southvlde Loblolly Pine
Seed SourceData,
bylocality and seed source .........

17

Data summary of stand variables for the fit and test
data s e t s ..............................................

IB

Simple correlations among independent variables used
in the yieldprediction model ..........................

22

Variance inflation factor analysis for the fit
data s e t ...............................................

23

Condition numbers and variance proportions for the fit
data set as multicollinearity diagnostics ...........

25

Parameter estimates of the yield prediction model
............
from six different estimation methods

33

Evaluation statistics from six estimation methods for
the test data set and the pooled data s e t ..........

34

Ranks of evaluation statistics for six estimation methods
for the test data set and the pooled data set ......
36

STUDY II
1.

2.

3.

4.

5.

6.

Stand attributes for the fit and test data sets,
by l o c a l i t y ..........................................

48

Stand attributes for the fit and test data sets,
by seed s o u r c e .......................................

50

Parameter estimates of Burkhart et al. (1972) 's model
for twelve localities in the fit data set, using OLS
and Stein-rule estimators ............................

57

Evaluation statistics for three estimation methods,
by criterion and locality
............

59

Sum of ranks over twelve localities for three
estimation methods ...................................

62

Parameter estimates of Burkhart et al. (1972) 's model
for fifteen seed sources in the fit data set, using
OLS and Stein-rule esti m a t o r s .......................

65

vi

Number
7.

6.

Page
Evaluation statistics for three estimation methods,
by criterion and seed s o u r c e ........................

67

Sum of ranks over fifteen seed sources for three
estimation methods ...................................

70

STUDY III
1.

2.

3.

4.

5.

6.

7.

6.

9.

Number of plots for the West Gulf region states from
the Southvide Loblolly Pine Seed Source Study ......

B2

Stand attributes of the fit and teBt data sets
used in this s t u d y ...................................

63

Stand attributes of two different sources of prior
information used in this s t u d y ......................

67

Prior information used in this study based on the
Hill Farm data s e t ...................................

90

Parameter estimates of the yield prediction model when
prior information was based on the Hill Farm data set,
by estimation methods ................................

91

Evaluation statistics for three estimation methods vhen
prior information vas based on the Hill Faro
data s e t ..............................................

92

Ranks of evaluation statistics for three estimation
methods vhen the Hill Farm data set vas used as
prior i n f ormation....................................

93

Prior information based on parameter estimates of
seven l o c a l i t i e s............................... „.....

95

Parameter estimates of the yield prediction model vhen
prior information vas based on seven localities from
the Southvide Loblolly Pine Seed Source Study ......

96

10.

Evaluation statistics for three estimation methods vhen
prior information vas based on seven localities from
the Southvide Loblolly Pine Seed Source Study ......
96

11.

Ranks of evaluation statistics for three estimation
methods vhen the seven localities vere used as
prior infor m a t i o n ....................................

vii

99

ABSTRACT

Different parameter estimation methods of yield prediction
models vere investigated using data from the Southvide Loblolly
Pine Seed Source Study.
studies.

This project consisted of three distinct

Each study dealt vith a possible situation in vhich other

parameter estimation methods rather than the ordinary least squares
(OLS) estimator might be used.

Three different evaluation

statistics were computed to select the "best'' estimation method for
each situation.
The objective of the first study vas to select the best
estimator for a yield model vhich had multicollinearity among
independent variables.

Three types of biased estimators vere

compared vith the ordinary least squares estimator in terms of the
predictive ability of the yield model.

Ridge estimators vere

better than the OLS estimator in dealing vith multicollinearity
problems.

Among methods used for selecting the ridge parameter k,

Mallows's (1973)

statistic provided the best ridge estimator.

On the other hand, principal components and Stein-rule estimators
performed poorly compared to the OLS estimator in prediction
problems.

Hovever, the improvement of yield prediction by ridge

estimator vas not enough in terms of volume per acre.

Thus, the

OLS estimator might be preferable due to the simplicity.
The second study dealt vith the calibration of yield
prediction models to a specific locality and seed source by using
Stein-rule estimators.

The Stein-rule estimators provided better
viii

yield prediction for a specific locality than OLS estimators.

For

seed sources, however, the Stein-rule estimators offered little
gain in prediction compared vith the OLS estimators.
In the third study, Kalman filter estimators vere used to
update yield prediction models by combining OLS estimators from the
sample data vith some prior information.

Two different sources of

prior information were applied in this study.

Kalman filter

estimators performed better in both cases than OLS estimators.
Kalman filter estimators also predicted yield better vhen prior
information vas obtained from inside the study area than from
outside of the study area.

ix

INTRODUCTION

Regression techniques are used to predict the variable of
interest based on the relation between two or more quantitative
variables.

Yield prediction models are regression equations that

express yield per unit area as a function of age, measures of site
quality, and stand density.

Yield per unit area can be easily

predicted by substituting the Btand attributes from inventory data
into the yield model.
Coefficients of yield models have primarily been estimated by
using the ordinary least squares (OLS) estimation method, due to
several favorable properties of the OLS estimator.

The OLS

estimator is unbiased and has the smallest variance among all
linear unbiased estimators.

However, precise yield prediction

under some situations may not be accomplished vith the OLS
estimation method.

Other parameter estimation techniques should be

considered as alternative to OLS in order to improve yield
prediction.
There are several problems associated with forestry data.
When a yield prediction model is developed, multicollinearity might
be considered because of its bad effects on the yield prediction.
The adverse effects of multicollinearity on regression models have
been emphasized by numerous authors (Hoerl and Kennard 1970a,
1970b; Brown and Beattie 1975; Chatterjee and Price 1977; Mitchell
and Hann; 1979; Belsley et al. 1980; Bare and Hann 1981).
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To deal

vith the multicollinearity problem, biased estimation methods often
have been

used as alternatives to the OLS technique.

These

methods result in estimators that are biased but have lover mean
squared error compared to OLS estimators.

Hovever, research is

needed to determine vhich biased estimator performs better than the
OLS estimator in terms of

prediction capability of yield models.

Another possible problem that forest managers may face is the
application of yield models, that are based on the entire region,
to a small subregion of interest.

The variability in environmental

factors of the small subregion is not fully explained by the
regional model.

So far, a fev estimation techniques have been

adopted to adjust the regional parameters.

A Stein-rule estimator

can be used to calibrate yield prediction models to different
subregions.

In this process,

the regional parameter estimates are

appropriately veighted to fit to a specific locality or seed
source.
The other problem is to improve the precision of yield models
vithout collecting more sample data.

This can be done by updating

OLS parameter estimates vith some prior information.

These types

of modification methods are knovn as feedback procedures.
Kalman filter estimation is one of the feedback procedures
that combines the OLS estimate vith prior information by using
Bayesian estimation methodology.

The Kalman filter estimator is

simple and very straightforvard in application because no
assumption is made in the distributional form of the sample data
except for the assumption on the errors.

The Kalman filter

estimator should be evaluated against GLS estimator to select a
proper parameter estimation method for yield prediction models.
With the consideration of the possible situations described
above, this study vas divided into three distinct cases and
conducted to identify the "best* estimation method for each case.
The objectives of this study are as follows:
1) to improve the precision of yield models by using biased
estimations,
2) to calibrate yield modelB for different localities and different
seed sources by using a Stein-rule estimator, and
3) to update yield models by using Kalman filter estimation
techniques.

STUDY I
BIASED ESTIMATION OF PARAMETERS FOR YIELD PREDICTION MODELS
ABSTRACT

Three types of biased regression estimators vere compared to
the ordinary least squares (OLS) estimator in order to select the
■best* estimator vhen multicollinearity existed.

The biased

estimators vere ridge regression, principal components regression,
and Stein-rule estimators.

The evaluation vas conducted based on

the predictive ability of a yield model developed by Matney et al.
(1988).

A total of 522 plots from the data of the Southvide

Loblolly Pine Seed Source study vas used in this study.
All three ridge estimators vere better than OLS in terms of
predictive ability.

The ridge estimator obtained by using Mallovs's

(1973) C^ statistic performed the best.

On the other hand, the

other tvo biased estimators, principal components and Stein-rule
estimators (James and Stein 1961), performed poorly vhen compared to
the OLS estimator.

Thus, ridge estimators can be recommended as an

alternative estimator vhen multicollinearity exists among
independent variables.

Hovever, The performances of all estimators

did not shov any enough difference in terms of evaluation
statistics.

Thus, the OLS estimator might be preferable due to its

simplicity.
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INTRODUCTION

Foresters are often required to make estimates of wood volume
yield.

Yield estimation accomplishes a key role in supporting

management plans and determining the amount of cutting on the
forest.

Therefore, accurate yield prediction is essential to

effective forest management planning.
Multiple linear regression techniques have been employed in the
development of yield prediction models since Hackinney and Chaiken
(1939) first applied them to loblolly pine stands.

Model parameters

usually have been estimated using the ordinary least squares (OLS)
method, that produces estimates that have lover variance than other
linear unbiased estimators.

However, the OLS estimators can have

large variance when multicollinearity exists among variables in the
data.
Yield prediction models require stand variables such as age,
density, and site index as independent variables.

Since the yield

models are developed by multiple linear regression techniques, the
presence of multicollinearity should be considered in the estimation
of parameters for the prediction models.

If high correlation exists

between some of the independent variables, then the regression model
is said to contain multicollinearity between these variables.
Problems can arise depending on the degree of multicollinearity that
the regression model exhibits (Marquardt 1970; Kmenta 1971).

When

high multicollinearity is involved in a regression model, there are

some adverse effects on parameter estimates such as imprecise
estimates and incorrect signs of regression coefficients.
To avoid most of the pitfalls of the OLS method in the presence
of multicollinearity, biased estimation techniques such as ridge
regression, principal components regression, and Stein-rule
estimators have been used.

Since the 1970's, much research has been

conducted on obtaining biased estimators vith better overall
performance than OLS vhen multicollinearity is present (McDonald and
Galarneau 1975; Gunst and Mason 1977; Dempster et al. 1977; Bare and
Hann 1981).
The concerns of multicollinearity have been recently addressed
in forestry.

Mitchell and Hann (1979) discussed ridge regression

methodology for dealing vith multicollinearity and also presented an
algorithm for obtaining the coefficients in ridge regression.

Bare

and Hann (1981) concluded, in the development of a basal area grovth
model for ponderosa pine, that the use of ridge regression produced
precise and stable estimates of model parameters.
Past vorks on- the biased estimation methods, especially in the
field of forestry, mainly focused on mean squared error (MSE) of
parameter estimates for the selection of good regression estimators.
Hovever, this study concentrated on the predictive ability of the
models in selecting the "best* estimator because that is vhat the
users (forest managers) are interested in.
In this study, biased estimation techniques for dealing vith
multicollinearity are presented and evaluated to select the "best*
estimator in terms of predictive ability of yield models.

LITERATURE REVIEW

Among the many possible estimators of coefficients in a linear
regression model, least squares estimator has been the most popular.
It is an unbiased estimator of the regression parameters and has the
smallest variance of all unbiased linear functions.

Hovever, the

least squares estimator can be extremely unstable vhen there exists
multicollinearity in the data.
of high multicollinearity.

There are two major adverse effectB

First, it results in the possibility of

very imprecise estimates of the regression coefficients.

Second,

high multicollinearity can cause wrong signs of regression
coefficients from what are expected (Hoerl and Kennard 1970a, 1970b;
Brown and Beattie 1975).

Chatterjee and Price (1977) pointed out

that vhen a new independent variable is added or deleted, regression
coefficients affected by multicollinearity are drastically changed.
To obtain appropriate estimators under conditions of
multicollinearity,

therefore, considerable attention has been

focused on biased estimation of the parameters of a linear
regression model.
A number of alternatives to OLS may be preferable although they
produce biased estimates.

The objection to bias may not be strong

depending upon the intended use of the regression models (Hocking
1976).

The important issue would appear to be whether or not the

resulting estimators perform better than the OLS estimation method.
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Ridae Regression
Ridge regression sacrifices unbiasedness to obtain parameter
estimates that have a smaller mean squared error (HSE).

The ridge

estimator proposed by Hoerl and Kennard (1970a) is
bRR = (X'X + kI)-1X'y

(1)

where
bRR = the ridge estimator,
X

= standardized

matrix of independent variables,

X'

= transpose of

X,

y

= standardized

dependent variable vector,

I

= identity matrix, and

k

= ridge parameter.

Since the 1970's, there has been much interest in ridge
regression.

The

many researchers

concept of ridge regression hasbeenexamined

by

(Harquardt 1970; Mayer andWillke 1973; McDonald

and Schving 1973; McDonald and Galarneau 1975).

Much of the

discussion centered around the choice of the constant k.

It is

recognized that the OLS estimator is unlikely to be a satisfactory
estimator vhen the design matrix (X'X) is badly conditioned due to
multicollinearity.
problem.

Ridge regression can be used to remedy this

The important step in ridge regression is to choose a

value for k such that the ridge estimator has smaller mean squared
error than the OLS estimator.

To improve the coefficients of the

models, numerous methods have been proposed for determining the
value of k.

The ridge trace is one common technique proposed by

Hoerl and Kennard (1970a,

1970b).

The ridge trace is a plot of all

regression coefficients over a range of values for k.

A k value is

chosen vhen the regression coefficients first become stable in the
ridge trace.

Marquardt (1970) proposed another method based on the

variance inflation factor (VIF).

VIF is the diagonal elements of

the inverse of the correlation matrix.

Marquardt proposed a k value

such that the maximum VIF of ridge estimator is between 1 to 10, and
close to 1 if possible.

Simulation studies have been conducted to

determine the improvement of the mean squared error of estimates
(McDonalds and Galarneau 1975; Dempster et al. 1977; Hoerl and
Kennard 1976;

Gibbons 1983).

Some other criteria have been proposed to select k vhen the
prediction capability of the model is more important than the
precision of coefficients of the models.
been sketchy so far.

Research on this topic has

Myers (1986) summarized three general criteria

to select the value of k for prediction performance of regression
models.

The criteria are Mallows's (1973) C -like statistic,
P

Allens's (1974) PRESS-like statistic, and the generalized cross
validation (GCV) proposed by Golub et al.

(1979).

Cp vas proposed by Hallows (1973) as a criterion for selecting
a regression model.

is a measure of total squared error.

Mallows's criterion in a ridge regression context, C^, has been used
by some researchers to select k.

Erikson (1981) used ridge

regression to directly estimate lagged effects in marketing and
discussed the
ridge regression.

statistic as one of the prediction criteria for
Li (1986) discussed the asymptotic optimality of

in the setting of ridge regression.

Allen (1974) proposed PRESS (predicted residual sum of squares)
as a cross validation technique for the selection of a suitable
regression model.

When prediction capability is an important

criterion for a choice of k, a PRESS-like statistic can be used in
ridge regression.

This statistic is very similar to the PRESS

statistic in OLS.

The method consists of dropping one observation

at a time, estimating the model, and predicting its left-out
observation.

The sum of squares of the predicted residuals is

computed for each choice of k.

Delaney and Chatterjee (1986), using

Monte Carlo simulation technique, evaluated several methods of
choosing ridge parameter k including the PRESS-like statistic.
Erickson (1981) also reviewed the PRESS-like statistic and compared
it with other prediction criteria.
The generalized cross validation (GCV) advocated by Golub et
al.

(1979) provides another criterion to choose k for improving the

prediction capability of a model.

This technique selects the k that

minimizes a weighted mean squared prediction error.
derived as a function of the design matrix.

The weights are

Golub et al.

(1979)

showed that the GCV does not require an estimate of variance.

The

GCV statistic has been used to choose ridge parameter k in several
studies (Erikson 1981; Delaney and Chatterjee 1986; Li 1986; Bates
et al. 1987).
Bare and Hann (1981) introduced ridge regression to the field
of forestry, using it to select independent variables during the
development of a basal area growth model for ponderosa pine.

They

concluded that the use of ridge regression produced a meaningful
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predictive model vith interpretable coefficients.

However, no study

so far has been done to improve the predictive capability of yield
modelB based on data vith multicollinearity problems.

Principal Components Regression
Principal components regression has received considerable
attention as a method for dealing vith ill-conditioned data (Massy
1965; Johnson et al. 1973; Lott 1973; Fomby and Hill 1978 ).
Principal components regression is a method of inspecting the sample
data or design matrix X'X for directions of variability and using
this information to reduce the dimensionality of the estimation
problem.
The occurrence of small eigenvalues of correlation matrix X'X
is a warning of the presence of multicollinearity problem.

Terms

that have reasonably small eigenvalues of X'X are deleted to obtain
principal components estimators.

Thus, the principal components

estimator is given by
r

-i

where
bpg

- the

principalcomponents estimator,

e

= jth

eigenvalue ofX'X,

J

v
c

J
j

r

= jth eigenvector of X'X,
= v 'X'y, and
-j "

= number of terms to be retained so that (p-r) terms are
deleted from p parameters.

The most important thing in principal components regression is

hov to determine the (p - r) terms to be deleted in order to reduce
the dimensionality of the estimation problem.
discussed two approaches on this topic.

Judge et al.

(1985)

The first approach, vhich

vas somevhat arbitrary, involved deleting those components
associated vith small eigenvalues.

The second approach vas based

upon tests of hypotheses using classical or HSE tests.

Hill et al.

(1977) provided a listing of such tests and their interpretations.
Lott (1973) and Hassy (1965) discussed alternative methods of
selecting terms to eliminate.

The methods utilized the observed

values of the response variable and did not necessarily result in
eliminating the terms vith the smallest eigenvalues.
disadvantage is that R

2

The

may decrease as terms are deleted.

Mansfield (1975) demonstrated that even the procedure using response
variables to decide vhich terms to eliminate did not consistently
identify the proper terms in cases of strong multicollinearity.
So far, limited studies have been conducted in the field of
forestry using principal components regression.

Fries (1965) used

eigenvalues and eigenvectors to find the pattern of variation in
Btem form for different species.

Kozak and Smith (1966) also used

similar approaches to estimate tree taper but concluded that simpler
methods vere adequate.

Principal components regression (Liu and

Keister 1977) vas used to develop equations for defining stem
tapers.

Nevcomer and Myers (1984) also adopted principal components

analysis to separate form variance from size variance for 7 tree
species and to express form variance as a Bet of independent linear
functions of the measured variables.
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James-Stein Estimation
James and Stein (1961) proposed a compromise estimator for the
mean of a multivariate normal distribution having a uniformly lover
mean squared error than the sample mean:
0JSE(i) = (1

C>*i

(3)

where
0 J S E < i )

= James-Stein estimator for group

X±

= sample average for group i,

C

n< 2
= <k - 2)V / I X . ,

nA

= number of observations in group

k

= number of groups, and

V

= common variance of groups.

i,

i=1 X

i,

There exists a risk of the estimator (3) being smaller than
that of X

for k>2 (Stein 1955; James and Stein 1961).

Efron and

Morris (1972a, 1972b, 1973a, 1973b, 1975) used the empirical Bayes
approach to develop the James-Stein rule.

Their estimator is

modified by Lindley and Smith (1972) as follows:
0JSE(i) ■ U * (1 " D)(X± - U)

(4)

where
k
U = I X, / k,
i=l

1

D = (k - 3)V/S, and

k

2

S = I (X. - U) .
i=l

1

James-Stein estimators have not performed consistently well in
simulation studies.
only one

In Vinod's (1978) simulation they

of three cases.

did well

in

Gunst and Mason's (1977)simulation shoved

that there is no proof that mean squared error of James-Stein
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estimators is lover than that for OLS.

Their results indicated that

James-Stein estimators performed better than OLS when the columns of
the design matrices were not close to being dependent, but were not
much of an improvement for nearly collinear data.
James-Stein estimators were first used in forestry in the early
1980's by Burk and Ek (1982) to improve estimation efficiency in
forest inventory problems.

After comparing the estimator vith

maximum likelihood estimators, they concluded that the James-Stein
estimator improved the precision of inventory in terms of total mean
squared error.

Green (1986) discussed the James-Stein estimator as

an empirical Bayes estimation to update forest inventory.
For the estimation of regression coefficients, Mayer and Willke
(1973) discussed the use of Stein-rule estimators of the form:
&gR = d « b

(5)

where
bgR = Stein-rule estimator,
Jj

= ordinary least squares estimator,

d

= max CO, (1 - cv/b'b)3 for 0 < c < 2<p-2)/(h*2>,

v

= the error sum of squares using &,

p

= the number of eigenvalues of X'X, and

h

= the number of degrees of freedom on which v is based.

They chose a weight d that provided smaller mean squared error than
least squares estimators.

James and Stein (1961) shoved that mean

squared error of the Stein-rule estimator (5) vbb minimized if
c=(p - 2)/(h + 2).

MATERIALS AND METHODS

Data
Data for this study came from the Southvide Loblolly Pine Seed
Source Study, which was established in 1952-1953 to determine the
genetic variation associated with geographic variation for loblolly
pine (Wells and Wakeley 1966).

Seeds from 15 geographic areas

involving 9 Southern states were obtained.

The seedlings from these

sources were planted at each of 12 locations in a randomized
complete block design with 4 replications.

Because of drought after

establishment, however, only 2 replications remained in 3 locations.
Each replication in this study was regarded as a plot.
522 plots was available.

A total of

Each seed source plot contained 121 trees

on a 6 ft x 6 ft spacing.

The inner 49 trees on each plot were

measured at 1, 3, 5, 10, 15, 20, and 25 years after planting,
although the last three measurements at some locations were made at
age 16, 22, and 27 instead.
Height of the 49 measurement trees on each plot were noted at
time of planting, and survival was recorded the first May and June
thereafter.

Diameter at breast height was recorded starting at the

tenth growing season.
Total cubic-foot volume outside bark per acre was computed
using Burkhart et al.'e (1972) individual tree volume equation.
Also, the mean height of the tallest 50 percent of surviving trees
at each age was used as average height of the dominants and
15
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codominants for each plot. This approach was employed by Golden et
al.

(1981) on the same data set because crown class data were not

available.
The number of plots used in this study by locality and seed
source is presented in Table 1.

Because only data after the tenth

growing season are generally available for the development of growth
and yield models, data collected before age 10 were not used to
estimate parameters of yield prediction models.

Furthermore,

remeasurements from these permanent plots formed time series data.
The autocorrelation among the error terms of the time series data
was detected (p > 0.1) by Durbin-Watson test (Neter et. al. 1985).
To remove the effect of autocorrelation problems on yield prediction
models, only one age class from each plot was randomly selected.
This process was adopted to simulate the temporary plot data similar
to those used for developing yield modelB.
Yield prediction data for this Btudy were divided randomly into
a fit data set and a test data set.

Regression coefficients of the

model were estimated from the fit data set.

The test data set was

used to validate the ability of the yield models to accurately
predict volume yield for an independent data set.

The fit data set

consisted of 261 plots randomly selected from a total of 522 plots
available.
data set.

The remaining 261 plots were withheld to form the test
This half-and-half data splitting method is popular when

the collection of new data is neither practical nor possible for
model validation (Snee 1977).

The fit and test data sets were found

to be similar in stand attributes (Table 2).

Table

Number of plots present In the Southvlde Loblolly Pine Seed Source Study Data, by
locality and seed source

Local

Seed Source Number

Numbe:

301

303

305

03

4

4

4

07

6

10

6

13
15

4
4

4

307

309

311

4
4

6

4
4

315

4

317

321

323

325

327

4

4

4

4

10

6

10

4

84

4

4

4

4

36

Number of plots
4

4

4

4

4

4

319

4

5

4

4

17

4

4

4

4

4

4

25

4

4

4

4

4

4

26

4

4

4

28

2

4

2

29

4

4
2

2

4
4

4

2

2

4

4

4

4

2

36

4

4

36
4

32

4

36

4

4

4

2

4

2

4

2

34

4

4

4

4

36

4

8

4

8

4

68

2

2

2

36

32

4

8

4

36

2

2

2

40

4

8

4

4

4

4

4

4

4

4

8

4

8

4

72

30

60

30

30

30

30

16

30

30

30

60

30

56

30

522

Total

4

4

4

329

2

4
2

16

Table 2.

Data summary of stand variables for the fit and test data
sets

a/
Variable

Number
of obs.

Minimum

Maximum

Mean

set - - - 261

10

27

18

261

18

79

48

N

261

24

1185

540

V

261

123

6779

2597

Age (years)
Hd

- - Test data set - - - - 261

10

27

18

261

14

78

49

N

261

49

1160

480

V

261

121

6751

2620

Age (years)
Hd

Notations:
Hg = Average height of the dominant and codominants in feet.
N = Number of trees per acre.
V = Total volume per acre in cubic-foot outside bark.

Procedure
The process of data standardization was employed before fitting
the model.

Standardization is merely a transformation on variables

that eliminates all units of measurements and forces the
standardized variables to have the same mean and the same amount of
variability.

The standardized variables are computed from:
y±* = (1
x

iyi - y)/sy

* = (l/TiTT) (x.
iJ

- x >/s

3

(6)
(7)

3

where

ft
y^

= the ith observation of the standardized dependent variable,

y^ = the ith observation of the original dependent variable,

ft
x^

= the ith observation of the standardized jth independent
variable,

x^

= the ith observation of the original jth independent
y = mean

x

= mean

of the observations for the original dependent

variable,
variable,

of the observations for the original jth independent

variable,
8^ = the standard deviation of the original dependent variable,
s

= the standard deviation of the original jth independent
3

variable, and
n = number of observations.
Two main advantages of standardization of data are known.

One is to

eliminate rounding error when precision is low for computing inverse
of the X'X matrix.

The other is to enable regression coefficients

to be more directly comparable.

Parameter estimates for the

original yield prediction model are given by

j=l J J

where
b

= parameter estimate of the original jth independent variable,

ft
b

= parameter estimate of the standardized jth independent

J

variable, and
b^ = parameter estimate of the intercept for the original model.

Model form for yield prediction
The model form developed by Natney et al.

(1988) for yield

prediction was used for this study:
ln(V) = b

u

+ b.(1/A) + b_ ln(H.)/A

l

z

u

+b„ln(N)/A

3

+ b. ln(H.)

4

d

(11)

where
V = total cubic-foot volume outsidebark

per acre,

A = total stand age in years,
H'j = average height of the dominants and codominants in feet
N = number of surviving trees per acre, and
ln(x) = natural logarithm of x.

Multicollinearitv diagnostics
Multicollinearity means that the model has redundant
information because of linear dependency among independent
variables.

In this study, four diagnostics (simple correlations

among independent variables, variance inflation factors (VIFs),
system of eigenvalues of X'X, and variance decomposition
proportions) were used to detect the strength of the linear
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dependencies and how much the variance of each regression
coefficient is inflated.
Correlation is a measure of the intensity of association.
multiple regression,

In

however, the simple correlations do not always

underscore the extent of the multicollinearity problem because
multicollinearity often involves associations among multiple
independent variables.

Even though the simple correlations do not

indicate the extent of multicollinearity, they may provide guideline
values to see which one-on-one associations exist (Myers 1986).

The

values of simple correlations among independent variables are
presented in Table 3.

As a general rule if the correlation

coefficient between the values of two independent variables is
greater than 0.8 or 0.9, then multicollinearity is a problem (Judge
et al. 1988).

In this study, the absolute values of correlation

coefficients among independent variables ranged from 0.8385 to
0.9863, signifying a degree of multicollinearity.
The VIFs represent the inflation that each regression
coefficient experiences above the ideal level if the correlation
matrix were an identity matrix.

They provide more a productive

approach for detection than do simple correlations.

They indicate

which coefficients are adversely affected and to what extent.

It is

generally known that if VIF exceeds 10 there should be at least some
concern with multicollinearity (Myers 1986).

As shown in Table 4,

the VIFs of variables 1/A and ln(H.)/A were 222.1 and 120.8,
d
respectively, indicating that a multicollinearity problem should be
suspected.
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Table 3.

Simple correlations among independent variables used in
the yield prediction model

a/
Variable

1/A

1/A

1.0000

ln(Hd )/A

ln(H.)/A
d

ln(H)/A

ln(H.)
d

0.9863

0.9646

-0.9085

1.0000

0.9472

-0.8385

1.0000

-0.8858

ln(N)/A

ln(H.)
_______d ____

1.0000

— ' Notations:

A = Stand age in years.
= Average height of the dominant and codominants in feet.
N = Number of trees per acre.
ln(x) = Natural logarithm of x.
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Table 4.

Variance Inflation factor analysis for the fit data set

§/
Variable

1/A

Variance inflation factor

222.1

ln(Hd >/A

120.8

ln(N)/A

14.5

ln(Hd )

18.8

— f Notations:

A = Stand age in years.
Hd = Average height of dominants and codominants in feet.
N = Number of trees per acre.
ln(x) = Natural logarithm of x.
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Eigenvalues of the correlation matrix can also be used to
detect the multicollinearity problem.

A near-zero eigenvalue

indicates a strong linear dependency.

Multicollinearity can be

measured in termB of the condition number of correlation matrix
which is given by

(1 2 )

where
0.

= the condition number of the ith eigenvalue,

Aniax = the largest eigenvalue of the correlation matrix, and
Aj = the ith eigenvalue of the correlation matrix.
A large condition number is evidence that the regression
coefficients are unstable.

When the condition number exceeds 30,

multicollinearity should be suspected (Belsley et al. 1980).

Table

5 shows that the smallest eigenvalue in this study had a condition
number of 36.38, signifying a multicollinearity problem.
It should be emphasized that a seriouB multicollinearity does
not deposit its effect on only one regression coefficient.

The

variance decomposition proportions should be analyzed to determine
what proportion of the variance of each coefficient is attributed to
each dependency.

According to the analysis of variance proportions

in this study (Table 5), the precision of estimating regression
coefficients for 1/A and ln(H^)/A was damaged by the linear
dependency with high variance proportions for the smallest
eigenvalue.

It seems that the variable ln(H .) does not have a lot
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Table 5.

Condition numbers and variance proportions for the fit
data set as multicollinearity diagnostics

Variance proportion
Eigenvalue

Condition number

1/A

ln(H.)/A
d

ln(N)./A

ln(H .)
d

3.767300

1.0000

0.0003

0.0006

0.0046

0.0033

0.177395

4.6004

0.0006

0.0115

0.0090

0.2114

0.052379

6.4009

0.0075

0.0270

0.9475

0.0214

0.002046

36.3021

0.9916

0.9609

0.0309

0.7640
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of variation.

Thus, based on the analysis of variance proportions,

the variables 1/A and ln(H^)/A basically seem to be the same.
Based on the above diagnostics, some multicollinearity vas
detected in the data.

As a result, an alternative estimation method

to OLS should be recommended for the yield prediction model.

Biased estimation of parameters for yield models
In addition to ordinary least squares estimators, biased
estimators such as ridge regression, Stein-rule estimator, and
principal components regression were obtained to determine which
estimation technique performs best in terms of the improvement of
the prediction capability of the yield model.
Ridge Regression —

The performance of the ridge regression

estimator depends on how well the ridge parameter k is determined.
Obviously, in yield prediction models with multicollinearity, the
prediction capability should be improved by using an appropriate
value for k.

In this study, three criteria of choosing k were

Mallows's (1973) C -like statistic, Allens's (1974) PRESS-like
P
statistic, and the generalized cross validation (GCV) proposed by
Golub et al.

(1979).

Mallows's criterion in a ridge regression context is
CR =SSEk /£2 - n + 2 * 2 tr(Hfc)
where
SSEk = the sum of squared error using ridge regression,
a 2 = the mean squared error from OLS estimation,

n = number of observation,

(13)
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c hat matrix in ridge regression, which is computed by
X(X'X + kI)-1X', and
tr(Hfc) = trace of the hat matrix for ridge regression.
The PRESS-like statistic,

a modification of Allens's PRESS, used in

this study is given by
PR (Ridge) = <l/n>?

[ e2

./(I - h,, . >2 ]

(14)

where
k
h^

= the ith residual for specific value of k, and
k = the ith diagonal elements of hat matrix.

On the other hand, the generalized cross validation (GCV) advocated
by Golub et al.

(1979) is to select a value for k that minimizes a

weighted mean squared error prediction.
GCV

=

The criterion is given by

SSEk/(n - II + tr(Hk >] >2

(15)

Most ridge regression is applied to the standardized form of
the model.

The ridge estimator (1) in standardized form is given by
b*
- RR

=

(R
+ kl)_1r
xx
xy

(16)

where
Rxx = the correlation matrix of independent variables, and
rxy = the vector of simple correlation of the independent
variables and the dependent variable.
For different values of k from 0 to 1, the three criteria Ck
statistic, PR(Ridge), and GCV were computed using the standardized
form of the data.

A value of k which minimized the statistic was

chosen for each criterion.

The parameters of the yield prediction

model were then estimated from equation (16), resulting in three
yield equations.
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Principal components regression -- The reduction of the
dimension of the estimation problem implies a trade-off that
balances bias against reduced sampling variances.

These

considerations are particularly important in the case of principal
components regression.

The matrix form of a linear regression model

can be transformed as follows:
X.

=

X£

♦

e

X.

=

XPP'ji

♦

X.

=

Zft

e

♦

e
(17)

where
Y_ = vector of dependent variable from standardized data,

X = matrix of independent variables from standardized data,
P = the orthogonal eigenvectors of X'X,
P = the unknown parameters to be estimated,
e = vector of errors distributed aB N(0, 0*1),
ft = P' , and
Z = XP which is the matrix of principal components.
The principal components estimator of £ is obtained by deleting one
or more of the principal components, applying OLS to the resulting
model and making a transformation back to the original parameter
space.

The matrix Z

can be partitioned into two parts, Z^ to be

retained and Z^ to be deleted.

Thus the

model (17) can be rewritten

as

IWhen &

2

Z£

♦

+ £

Is set equal to zero, the least squares estimator of
A

easily computed

from ftj = (Z^'Z^)

is

-1

Z^'£.

The principal components
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estimator is obtained from an inverse linear transformation:
fepC

=

P A

(19)

The major question in the principal components regression is
how to select components for deletion.

The simplest vay is to

select Z2 associated vith small eigenvalues.

Based on the

eigenvalue analysis, in this study, one eigenvalue had the condition
number of 36.38 (Table 5). Thus, one principal component
corresponding to the small eigenvalue was deleted and the principal
components estimator (19) was computed.
Stein-rule Estimator —

Vinod and Ullah

(1981) discussed a

Stein-rule estimator in the regression context.

The estimator is

derived by the Bayesian interpretation vith a prior distribution of
|~N(0, «?<X'X>";*■), where tf2 is the variance of

£.

In other vords,

the Stein-rule estimator is a compromise between the sample
information and prior information of the estimates.

Since the prior

information £ has mean zero, the estimator shrinks the OLS estimator
toward the origin.

As a result, the Stein-rule estimator is given

by
bgR

=

II - <ps2/b'X'Xb)1 b

(20)

where
bgR = Stein-rule estimator,
b = ordinary least squares estimator,
p = the number of eigenvalues of X'X,
s

2

= the mean squared error from the OLS, and

X = matrix of independent variables from the standardized data.
The Stein-rule estimator weights the OLS estimator by the
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factor 0 $ 1- (ps /b'X'Xb) £ 1.

The yield prediction model was

fitted to estimate coefficients using the estimator (20).

The

resulting equation should have a lover HSE over the OLS equation.

Evaluation criteria
Parameter estimates of the yield prediction model vere obtained
from the fit data set using each of the biased estimation methods.
In addition, the OLS technique was employed to estimate the
parameters of the model.

Thus, six final equations vere evaluated

to determine vhich method provided the "best" results in terms of
prediction performance of the model under the multicollinearity
situation.
To evaluate the estimation methods, candidate estimators vere
compared based on the folloving three evaluation criteria.
1. Mean difference,

vhich is a measure of bias of a model.
n

Diff = <l/n>£ Diff
i=l
vhere
Diff^ = y^ - y^ = difference betveen the ith observed and
predicted volume per acre, and
n = the number of observations.
2. Mean absolute difference, vhich is a measure of precision of
a model.
_____________

n

IDiffI = (1/n)£ IDiff± I
i=l
3. Mean squared difference, vhich is similar to the mean
absolute difference, but is more more sensitive to outliers.
Diff2 = (1/n)£ (Diff± )2
i= l
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These statistics vere computed separately for the test data and
the pooled data (both fit and test data setB).

The test data

represented an independent data set, whereas the pooled data vere
regarded as the representative of the population.
The evaluation criteria vere computed based on volume per acre
rather than the logarithm of volume vhich was the dependent variable
in the yield model.

This vas because volume per acre was really the

variable of interest.
The final six equations vere ranked relative to one another
based on each criterion, vith rank 1 corresponding to the smallest
value.

Then the overall rank vas calculated as the sum of the ranks

over three criteria.

The "best" system of yield prediction equation

vas the one vith the smallest overall rank.

RESULTS AND DISCUSSION

The k values fro* prediction-oriented selection criteria ranged
from 0.00012 to 0.00065.

The minimum values for C., the PRESS-like
K

statistic, and generalized cross validation vere obtained when k vas
0.00013, 0.00065, and 0.00012, respectively.
conservative (close to zero).
data,

These k values vere

Hocking (1976) reported that for his

statistic vas more conservative in producing a smaller k

value than the ridge trace and VIF criteria.

In this study, the

PRESS-like criterion produced the least conservative (largest k)
biased estimation of the coefficients, vhereas C^ and GCV resulted
in similar values for k.
Six sets of coefficients of the yield prediction model (11)
vere obtained from the fit data set (Table 6).

The six estimation

methods vere OLS, three ridge estimators based on different criteria
of choosing k, principal components regression, and Stein-rule
estimator.

The results of evaluation on the test data set and the

pooled data set are presented in Table 7.
For both validation data sets, three ridge regression methods
performed slightly better than the OLS.

Especially, ridge

estimator based on the C^ statistic performed better than the OLS
for all evaluation statistics.

The principal components estimator

had the smallest mean difference and the largest mean absolute and
squared difference for both data sets.

Thus, thiB estimator vas not

only the least biased but also the least precise for yield
32
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Table 6.

Parameter estimates of the yield prediction model from
six different estimation methods

Parameter Estimates
Estimator

cr

a/

OLS
J-S

b2

b3

b4

0.2038

-61.7273

3.0816

8.7655

1.8884

0.2186

-61.6054

3.0755

8.7482

1.8847

0.0998

-59.9155

2.6386

8.7320

1.9162

-0.2487

-53.9804

1.2856

8.6080

2.0048

GCV

0.1035

-60.0494

2.6873

8.7345

1.9142

PC

-2.5309

-21.3997

-7.1846

8.4873

2.5945

Ck
PR(Ridge)

o

bl

Notation:
OLS = Ordinary least squares estimator,
J-S = James-Stein estimator,
C. = Ridge estimator based on Hallovs's (1973) statistic
(k = 0.00013),
PR(Ridge) = Ridge estimator based on Allens's (1972) PRESS-like
statistic (k = 0.00065),
GCV = Ridge estimator based on the generalized cross
validation (k = 0.00012), and
PC = Principal component estimator.

Table 7.

Evaluation statistics from six estimation methods for the test data set and the pooled
data set

Estimator

Pooled data set--------1

Diff

IDiffI

Diff

OLS

118. 92

395.58

330725

182.40

422.36

365786

J-S

120.11

396.32

332054

183.53

423.07

367181

117.97

394.40

329112

180.76

421.61

363798

118.80

395.16

330482

180.24

423.68

365003

GCV

118.94

395.33

330436

181.98

422.62

365417

PC

101.66

405.09

335177

157.51

435.73

369511

Ck
PR(Ridge)

a/

----------- Test data s e t ---------a/
b/
>_c/
Diff
IDiffI
Diff

n
Diff = (1/n)£ Diff., where Diff. =
. .
i
i

= difference between the ith observed and predicted
volume per acre.

b/.
n
1DiffI = (1/n) £ IDiff± ).
i=l
Diff

= (1/n) I (Diff > .
i=l
<o
A
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prediction.

On the other hand, the Stein-rule estimator

consistently performed worse than the OLS estimator for all
evaluation statistics in both validation data sets.
The ranks based on the three criteria are presented in Table 8.
The overall ranks were similar for both the test data set and the
pooled data set, indicating that each estimator performed
consistently for an independent data set as well as for the
population.
Ridge estimators performed slightly better than OLS estimators.
The

criterion produced the best improvement in terms of

prediction capability of the model.

The PRESS-like and GCV criteria

also provided some improvement of prediction over the OLS and ranked
second and third, respectively, in both validation data sets (Table
8).

However, the ridge estimators gained 1 to 2 cubic feet per acre

in mean difference and mean absolute difference for both validation
data sets.

This amount of improvement by ridge estimators over OLS

estimators may not be meaningful in practical applications.

These

results vere similar to those obtained by Delaney and Chatterjee
(1986), who compared ridge estimators to OLS estimator through Honte
Carlo simulations.

They concluded that, for the predictive ability,

the OLS estimator performed as well as the ridge estimator from
PRESS-like statistic and even better than the ridge estimator from
GCV.
This study shoved that the use of OLS estimators might be
preferable for the predictive ability of the model when the data
have a multicollinearity problem.

Judge et al.

(1988) discussed a

Table 8.

a/
Ranks of evaluation statistics from six estimation nethos for the test data set and the pooled
data set

udX9
Estimator

IDiffl

Diff*"

Total

Diff

IDiffl

Diff^

Total

Rank
sum

Overall
rank

OLS

4

4

4

12

5

2

4

11

23

4

J-S

6

5

5

16

6

4

5

15

31

6

2

1

1

4

3

1

1

5

9

1

3

2

3

8

2

5

2

9

17

2

GCV

5

3

2

10

4

3

3

10

20

3

PC

1

6

6

13

1

6

6

13

26

5

Ck
PR(Ridge)

~

Diff

Numbers to represent relative performances of six estimation methods (1 being the best and 6 being the
The overall ranks vere determined by the sum of the ranks over three evaluation statistics.
worst).

co
o>
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near-exact Multicollinearity situation in vhich the ill effects of
small eigenvalues vere cancelled out, resulting in good predictions
from the OLS estimator.
The principal components estimator ranked fifth overall, belov
the OLS estimator (Table 8).

It ranked first in terms of mean

difference for both validation data sets, but ranked last in the
other tvo criteria (mean absolute difference, and mean squared
difference).

Residual plots revealed that principal components

estimator produced residuals vhich vere more symmetrical about the
zero line as compared vith OLS estimators.

In other vords, the

principal components estimator provided more systematical
overprediction and underprediction than the OLS estimator.

As a

result, bias based on mean difference vas lover for principal
components estimators.
The better overall performance of the OLS estimator over the
principal components estimator vas not expected and might be due to
the data structure.

Kozak and Smith (1966) suggested that OLS

estimators vere adequate for estimating tree taper rather than
principal components regression methods.
The Stein-rule estimator consistently performed poorly for both
data sets in this study (Table 7).

The Stein-rule estimator ranked

last overall for both data sets (Table 8).

This indicates that

James-Stein estimator did not improve prediction in this study vhen
multicollinearity vas involved.

It is knovn that Stein-rule

estimator is better than OLS in terms of lover mean squared error
(USE) of estimates, provided there are at least three parameters to

be estimated.

However, this estimator was not frequently used in

the 1960's and early 1970's, despite its theoretical superiority
(Vinod and Ullah 1961).

The lack of faith on this estimator was the

main reason this estimator was not frequently used.

Researchers

were not sure whether or not their data from practical problems
could meet the assumptions such as normal distribution and
independence of errors in order to use this estimator.

Moreover,

some simulation studies failed to prove the superiority of this
estimator over the OLS in terms of mean squared error (Gunst and
Mason 1977; Vinod 1978).

Draper and Van Nostrard (1979) suggested

that Stein-rule estimator did not produce much of an improvement for
nearly collinear data.

SUMMARY AND CONCLUSION

This study vas conducted to select the "best" estimation method
of linear regression yield models vith multicollinearity.

Attention

has been focused on biased estimation techniques for dealing vith
multicollinearity.

Several biased estimators were compared to

select the best estimator in terms of predictive ability of yield
models vith the OLS estimator.
Based on three evaluation statistics, ridge estimators vere
slightly better than the OLS in their performances.

Hovever, care

should be focused on the method of choosing ridge parameter k.

In

this case, the choice of k in ridge regression should be restricted
to prediction-oriented selection
criteria such as C^, PRESS-like, and GCV statistics.
Ridge estimator vith k based on the C^ statistic vas the "best"
in terms of the predictive ability.

The Stein-rule and principal

component estimators did not perform as veil as OLS estimators in
prediction problems for the data used in this study.
Even though ridge estimators performed veil in this study, the
gain in yield prediction vas small.

OLS might be used safely in

estimating parameters of yield equations even though
multicollinearity problems exist.
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STUDY II
CALIBRATION OF YIELD PREDICTION MODELS FOR A SPECIFIC
LOCALITY AND A SPECIFIC SEED SOURCE

ABSTRACT

A Stein-rule estimator vas employed to calibrate yield
prediction models to a specific locality and a specific seed source.
Data from 12 localities and 15 seed sources from the Southvide
Loblolly Pine Seed Source Study were used in this study.

The yield

model form developed by Burkhart et al.

Three

(1972) was used.

approaches for parameter estimates of the yield prediction model
were evaluated: the ordinary least squares (OLS) for the entire
region, the OLS for a specific subregion, and a Stein-rule estimator
which is a compromise of the previous two approaches.
The Stein-rule estimator provided more precise yield prediction
than the two OLS estimators for calibrating the model to a specific
locality and to a specific seed source.

The gain in terms of the

predictive ability by the Stein-rule estimator vas not as pronounced
for seed sources as for localities.
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INTRODUCTION

Mathematical models for yield prediction have been fitted to
data from vide geographical areas and broad ranges of site using the
ordinary least squares (OLS) estimation technique.

In many cases,

however, forest managers are interested in yield prediction for
specific subregionB such as counties and stands.

The yield modelB

do not necessarily provide precise prediction for specific
applications of small subregions (Smith 1983).

The main reason for

poor performance is that regional yield models do not fully account
for the variation in site quality, climatic conditions, drainage
pattern, and genotypic characteristics of a specific forest area
(Gertner 1984).

For regional estimates these unexplained factors

are usually averaged out, but for subregional estimates, this may
not be the case.

Thus, the resulting estimates may have large

variances.
On the other hand, the OLS estimation fitting to sample data
for the subregion may not result in good yield prediction due to the
small size of the data set.

Therefore, it is frequently desirable

to adjust the regional parameters to different subregions using
sample data from the subregions.

An alternative to OLS should be

adopted which uses all available information on the subregion and
therefore improves the predictive ability of yield models.
Stein-rule estimators can be used in calibrating models for
this purpose.

These estimators incorporate prior information (which
41

is previous knowledge about the parameters) from the entire region
with sample information from the subregion to provide precise yield
prediction for the subregion of interest.

When forest managers have

many localities of interest and want to precisely estimate
regression coefficients of yield models for each of the localities,
a Stein-rule estimator can be computed by combining information from
all localities and from that specific locality.
Similarly, forest geneticists may be interested in yield
prediction equations for different seed sources in order to reveal
the genetic effects on volume yield.

In this case, the Stein-rule

estimator can also be employed to improve the predictive ability of
yield models for a specific seed source, which is considered a
subregion.
The objective of this study is to calibrate yield prediction
models for a specific locality and a specific seed source by using a
Stein-rule estimation method in order to improve the predictive
ability of yield models.

LITERATURE REVIEW

The following literature review is focused on the calibration
efforts of regression models in forestry and on the applications of
Stein-rule estimators.

Calibrating Regression Models in Forestry
Calibration methods are used to adjust the parameters of a
regional model to a subregion of interest.

Calibration techniques

use all available information on the subregion and possibly provide
more precise parameter estimates for the subregional model.
in the field of forestry,
models have been used.

Thus,

some calibration techniques for regression

Stage (1981), in his forest growth

projection system (PROGNOSIS), employed a regression revision
procedure for localizing an individual tree diameter increment
model.

The model vas localized by revising only the intercept term,

while the other parameters were kept constant.
Smith (1983) used an annual adjustment factor to localize
estimates of annual diameter growth for individual trees provided by
STEMS, a regional growth projection system.

The annual adjustment

factor is simply the ratio of the mean observed diameter growth from
the subregion to the mean regional predicted diameter growth.
A sequential Bayesian procedure vas adopted by Gertner (1984)
to localize a nonlinear diameter increment model.

The regional

parameters of the model were sequentially adjusted for each time
43
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period, using information from previous periods.

Unlike linear

models, the nonlinear model required an iterative procedure for
parameter adjustment.

Stein-Rule Estimation
James and Stein (1961) proposed a biased estimation technique.
The estimator is

where
0 =

James-Stein estimator for group i,

■J 9

y^ = sample average for group i,
62 = common variance for groups, and
k = number of groups.
Since that time, efforts for the application of this estimator have
been made, mainly by Efron and Morris (1972a, 1972b,
1975).

1973a, 1973b,

They used the empirical Bayes approach to develop a

Stein-rule estimator.

The development provides more useful

information for both identifying appropriate applications and for
generalizing and extending the James-Stein results.
Morris (1977) used formal Bayesian ideaB given by Baranchik
(1970) to derive an estimator very similar to that of James and
Stein (1961).
variance case.

The estimator is minimax and admissible for the equal
Morris (1977) derived estimators for both the equal

and unequal variance among groups.
Literature dealing vith applications of the Stein-rule
estimators are limited.

Carter and Rolph (1974) applied a procedure
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very similar to the James-Stein estimator to estimation of fire
alarm probabilities.

Stein-rule estimator vas used by Fay and

Herriot (1979) vith census data to improve income estimates for
small communities.

Looney and Brock (1979) used Stein-rule

estimator to improve small area estimates based on the data from
National Center for health statistics.
In forestry literatures, Stein-rule estimators have mainly been
employed to estimate forest inventory.

A Stein-rule estimator vas

first used in forestry in the early 1980's by Burk and Ek (1982).
They applied Stein procedures to simultaneous estimation problems in
forest inventory.

Green (1986) discussed the James-Stein estimator

as an empirical Bayes estimation to update forest inventory.
recently, Green et al.

More

(1987) estimated volume harvested per acre in

softvoods and hardvoods by county in Louisiana, using a Stein-rule
estimator.
Stein-rule estimators have been also used in the context of
regression models (Mayer and Willke 1973; Gunst and Mason 1977;
Vinod and Ullah 1981).

Vinod and Ullah (1981) discussed Stein-rule

estimators and derived a Stein-rule estimator using Bayesian
interpretation for regression models.

Efron and MorriB (1972b)

shoved that an empirical Bayes approach can be used to derive a
Stein-rule estimator of linear regression models.

Lindley and Smith

(1972) modified the James-Stein estimator to obtain a Stein-rule
estimator:
b^ = b + (1 - A/(A + V)) ( ^ - b>

(2)
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where
= Lindley's Stein-rule estimator,
b = parameter estimates obtained by
= parameter estimates obtained by

OLS for the entire region,
OLS for the ith subregion,

A = common variance of sample data for that subregion, and
V = variance of parameter estimates

forthe entire region.

In the field of forestry, the application of Stein-rule
estimators for regression models is limited.

Green and Stravderman

(1986) used a Stein-rule estimator to simultaneously estimate
coefficients in 18 eastern hardwood volume equations.

They

concluded through simulation that the Stein-rule estimator was
biased, but produced better predictions than the least squares
estimates.

MATERIALS AND METHODS

Data
Data used in this study also came from the Southvide Loblolly
Pine Seed Source study (described in study I>.

The data set

consists of 12 localities and 15 seed sources.
Similar to the biased estimation study, only data for age 10
and thereafter vere used to estimate parameters of yield models for
different localities and seed sources.

Also, one age class from

each plot vas randomly selected in order to remove the effect of
autocorrelation due to remeasurements of each plot.
For each of 12 localities, data vere randomly divided into a
fit data set and a test data set using a half-and -half data
splitting method.

The fit data set (248 plots) vas used to estimate

coefficients of the yield model.

The remaining 249 plots vhich

formed a test data set vere vithheld to validate the prediction
capability of the model.

The pooled data (fit and test data sets)

vere also used to validate the model's prediction capability for the
population.

The stand attributes for the fit and test data sets are

presented by locality in Table 1 and by seed source in Table 2.
Total cubic-foot volume outside bark per acre vas computed by
using Burkhart et al.'s (1972) individual tree volume equation.
Average height of dominants and codominants for each plot vas
computed by the mean height of the tallest 50 percent of surviving
trees at each age.
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Table 1.

Stand attributes for the fit and test data sets, by locality

a/
Locality
Number

Location

Volume

- - -

b/
Age

c/
d/
H . TPA
Number
of Plots

Fit Data Set

-

-

-

Volume

-

-

-

Age

H.

TPA

Number
of Plots

Test Data Set -

-

-

03

Worcester County, ND

2659

16.4

46

621

18

2467

17.5

43

672

18

07

Craven County, NC

2349

18.2

52

440

41

2489

18.2

53

457

41

13

Newberry County, SC

3076

19.7

48

739

18

2745

15.3

40

928

18

15

Dooly County, NC

2300

16.4

38

815

18

2160

16.1

38

834

18

17

Spalding County, GA

3403

17.8

47

561

16

3498

19.3

51

493

15

25

Coosa County, AL

1777

17.9

45

280

18

1833

17.5

48

297

18

26

Talladega County, AL

3051

16.1

48

784

9

3567

16.4

52

779

11

26

Pearl River County, MS

2357

17.4

39

986

17

1813

15.2

33 1105

17

29

Winston County, HS

1638

17.8

49

200

18

1948

18.4

51

216

17

32

Washington Parish, LA

4354

19.6

58

611

34

4657

17.7

56

743

34

-u

CO

4

Table 1.

Locality
Number

(Continued).

Location

Volume

-

-

-

Age

Hd

TPA-

Fit Data Set

Number
of Plots
-

-

Volume

-

-

-

-

Age

Hd

TPA

Number
of Plots

Test Data Set - - -

36

Cherokee County, TX

1845

14.2

45

275

6

1150

13.3

40

337

6

40

Clark County, AR

4955

16.9

52

566

35

4458

18.8

56

480

36

—

Total volume per acre outside bark in cubic-foot.

— 1 Stand age in years.

c/
— Average height of dominants and codominants in feet.
—^ Number of trees per acre survived.
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Table 2.

Stand attributes for the fit and test data sets, by seed source

Seed Source
Number

Reigon

Volume

“ ” -

Age

H . TPA

Number
of plots

Fit Data Set

- - -

Volume

- - -

Age

TPA

Test Data Set

Number
of plots
- -

301

Eastern HD

2409

18.1

49

591 '

14

3082

18.8

54

568

13

303

Southeastern NC

3085

19.4

56

437

30

2863

17.6

50

538

28

305

Eastern NC

2122

15.9

46

515

15

2899

17.3

50

569

14

307

Western SC

2372

16.6

48

493

15

2799

19.9

54

378

15

309

Southwestern GA

2271

16.4

46

513

14

2775

16.6

49

583

14

311

Northwestern GA

2416

17.6

46

436

15

2396

18.1

49

449

15

315

Northern AL (Cullman)

3133

16.4

47

624

7

3329

19.6

48

726

7

317

Northeastern AL

1552

15.9

43

424

15

2261

15.5

43

497

15

319

Northern AL (Jefferson) 2682

18.1

51

498

12

2724

19.2

50

531

15

321

Northeastern HS

2491

19.3

52

388

15

2754

17.6

49

536

14

323

Southeastern LA

3034

19.5

56

485

28

2473

16.7

48

533

29

U)

o

Table 2.

(Continued).

Seed Source
Humber

Reigon

Volume

-

-

-

Age

Hd

TPA

Number
of plots

Fit Data Set

Volume

-

-

-

Age

Hd

TPA

Test Data Set

Number
of plots
-

-

325

Eastern TX

4390

19.0

45

638

13

2570

14.5

44

640

15

327

Southwestern AR

2507

17.0

45

596

28

2497

16.6

42

710

25

329

Western TH

1862

15.3

42

502

■15

2518

19.0

49

454

15

331

Northwestern GA

3256

20.5

55

459

15

2602

18.5

50

406

15

-
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Procedure
Let us assume that data are available for the entire region,
but our interest iB focused on a specific Bubregion.

There exist

three possible approaches for parameter estimates of yield
prediction models.
The first approach involved the use of OLS technique to
estimate regression coefficients of yield models using data from the
entire region.
data.

This approach had an advantage of utilizing all

However, the vide range of data from the entire region

resulted in predictions not specific enough for the subregion.

In

the second approach, the OLS technique vas employed to estimate
regression coefficients of yield models using only data from the
subregion of interest.

This approach concentrated on that specific

subregion at the expense of losing information from other
subregions.

A Stein-rule estimator vas used in the last approach to

combine sample information from the subregion and prior information
from the entire region.

This approach provides a compromise of the

previous two approaches.
' Furthermore, two scenarios vere considered in this study.

In

the first scenario, each of the 12 localities vas considered as a
subregion.

The second scenario assumed that each of the 15 seed

sources vas a subregion.

Model forms for yield prediction
In this study, a yield prediction model developed by Burkhart
et al.

(1972) vas used.

The model form is given by
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log(V ) * bQ + b ^ l / A )

+ b2 <Hd /A) + b3 <N/100) + b4 <A)tlog(N)]

(3)

where
V = total cubic-foot volume outside bark per acre,
A = stand age In years,
= average height of the dominants and codominants In feet.
N = number of surviving trees per acre, and
log(x) = logarithm (base 10) of x.

Stein-rule estimator for calibrating yield prediction models
Stein-rule estimators can be considered as the weighted average
of least squares estimators from
region. Vinod and Ullah (1981)

the subregion and from the

entire

discussed a Stein-rule estimator

in

the regression context based on Lindley and Smith's (1972) approach.
The estimator is given by
b = b + [ 1 - ps2/((b, - b)'X'X(b, - b))](b, - b)
-b
—
~i
—
-i —
“i
—

(4)

where
b = Stein-rule estimator,
~s
b

= ordinary least squares estimates obtained from fitting yield
model over the entire region,

b^ = ordinary least squares estimates obtained from fitting yield
models over the ith subregion,
p
s

= the number of independent variables in yield model,

2

= the estimated mean squared error obtained from the data of
the ith sample data, and

X

= matrix of independent variables for sample data.
Since this estimator vas derived using Bayesian interpretation,

several underlying assumptions related to Bayes theory needed to be
made.

The yield prediction model can be expressed in general vith

the following mathematical notation:
y. =

X|

+

e

(5)

where
y. = vector of dependent variable in the yield prediction model,
£ - parameters to be estimated in the yield prediction model, and
e = vector of errors in the yield model.
One assumption for this model is that the dependent variable y. is
normally distributed vith mean X£

and variance <^I.

Another

assumption is that the parameter £ of the yield prediction model for
the entire region is also normally distributed vith mean b and
covariance djf(X'X) *, where 6^ is the variance of £.
The Stein-rule estimator (4) vas employed to calibrate the
yield prediction model (3) for a specific subregion.

Evaluation criteria
The three approaches in each of the two scenarios mentioned
above vere evaluated based on three evaluation criteria, which
included mean difference (Diff), mean absolute difference (IDiffl),
and mean squared difference (Diff^).

These criteria defined in

study I.
These three statistics vere computed separately for the test
data and the pooled data (both fit and test data sets).

The test

data represented an independent data set, whereas the pooled data
represented the population.
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A ranking method vas then adopted to evaluate the performances
of the three approaches.

A rank of one to three (one being best)

vas given to each criterion.

The overall rank vas computed as the

sum of the ranks for all subregions (localities or seed sources)
separately for the test data and pooled data sets.

Finally, the sum

of overall ranks for test data and pooled data sets vas used to
decide the "best* estimation method for calibration of yield
prediction models.

l

RESULTS AND DISCUSSION

For each of the 12 localities and 15 Beed Bources, the
performances of the Stein-rule and OLS estimators in terms of
predictive ability were evaluated.

Results and discussion for each

scenario are give separately as follows.

Calibration of yield models to a locality
Ordinary least squares estimates of regression coefficients of
the yield model (3) were obtained for all localities, using the fit
data set.
(Table 3).

Stein-rule estimator vas then computed for each locality
The resulting yield prediction equations of 12

localities were evaluated. The three statistics and their
corresponding ranks were found for both the test and pooled data
sets (Table 4).

Overall ranks for the estimators vere then

determined based on the ranks of all localities (Table 5).
As expected, Stein-rule estimators performed consistently well
on both data sets and ranked first overall.

Out of 12 localities,

t

the Stein-rule estimators performed better than the two OLS
estimators in 8 and 9 localities for the test data set and pooled
data set, respectively. For the rest of localities, they ranked
second on both data sets.
Based on the mean difference (Diff), which represented a
measure of bias of the model, Stein-rule estimator provided less
bias than OLS estimators in both validation data sets.
56

This result
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Table 3.

Locality
Number

Parameter estimates of Burkhart et al. (1972) 's model
for twelve localities in the fit data set, using OLS and
Stein-rule estimators

Estimators
...

b_
^

b.
1

b_
A

b„
W

b.
*X

a/
All

OLSAU

1.0421

2.1140

0.3418

0.0273

0.0232

W

03

OLS c/
Stein

2.1857
2.0843

-5.0778
-4. 4401

0.2595
0.2668

0.0444
0.0249

0. 0121
0.0131

07

OLS
Stein

1.5950
1.5187

-5.0524
-4.0627

0.3881
0.3817

0.0532
0.0496

0.0148
0.0160

13

OLS
Stein

1.3101
1.3053

-5.3441
-5.2109

0.4991
0.4963

0.0490
0.0486

0. 0150
0.0152

15

OLS
Stein

2.6563
2.6069

-6.9597
-6.6823

0.2745
0.2766

0.0222
0.0224

0.0065
0.0070

17

OLS
Stein

3.9555 -15.2941
3.8441 -14.6283

0.1058
0.1148

0.0541
0.0531

-0.0024
-0.0014

25

OLS
Stein

1.6598
1.5469

4.9101
4.3992

-0.0092
0. 0549

0.0281
0.0280

0.0260
0.0255

26

OLS
Stein

1.5741
1.4611

0.2206
0.6230

0. 2780
0.2916

0.0233
0.0242

0.0178
0.0190

28

OLS
Stein

0.7869
0.8111

4.5444
4.3138

0.3460
0.3474

0.0184
0.0192

0.0250
0.0248

29

OLS
Stein

1.2517
1.2071

-1.0563
-0.3805

0. 3178
0.3229

0.0649
0.0569

0.0236
0.0235

32

OLS
Stein

1.0666
1.0623

-0.8278
-0.3188

0.4588
0.4386

0.0265
0.0266

0. 0192
0.0199
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Table 3.

(Continued).

Locality
Number

Estimators

—

b0

bl

b2

b3

b4

36

OLS
Stein

2.7394 -19.6690
1.8580 -8.3564

0.6254
0.4781

0.1058
0.0651

-0.0127
0.0060

40

OLS
Stein

1.7632
1.6058

0.2054
0.2352

0.0341
0. 0326

0.0216
0.0220

-0.7301
-0.1092

Ordinary least squares estimates for all twelve localities.

b/ Ordinary least squares estimates for that locality.
c/
— Stein-rule estimates for that locality.

t

Table 4.

Locality
Humber

Evaluation statistics for three estimation methods, by criterion and locality.

Estimator

- - - - a/
Diff

Test Data Set
b/
IDiffI

- - - - - ---- ^c/
Diff

_ _ _ _

Pooled data set

- - - ^
Diff

Diff

IDiffl

131.82 (3)
-2.15 (1)
11.57 (2)

388.91 (3)
188.79 (1)
199.02 (2)

238053 (3)
60649 (1)
67213 (2)

19
7
11

Hank
Sum

d/
03

0LSA11
OLS
Stein

138.33 (3)
-7.57 (2)
6.94 (1)

408.95 (3)
190.79 (1)
209. 08 (2)

273400 (3)
65868 (1) '
77141 (2)

07

0LSA11
OLS
Stein

21.56 (1)
127.09 (3)
113.75 (2)

404.38 (3)
386.33 (2)
383.41 (1)

246598 (3)
231703 (2)
227475 (1)

-61.03 (2)
73.03 (3)
■ 55.80 (1)

342.82 (3)
298.44 (2)
296.66 (1)

180894 (3)
151382 (2)
148615 (1)

15
14
7

13

0LSA11
OLS
Stein

-263.73 (3)
73.16 (2)
67. 66 (1)

393.49 (3)
179.41 (2)
179.23 (1)

340570 (3)
45812 (2)
45777 (1)

-315. 32 (3)
36.49 (2)
31.05 (1)

472.11 (3)
158.04 (2)
157.84 (1)

420857 (3)
36824 (2)
36536 (1)

18
12
6

15

0LSA11
OLS
Stein

-129.18 (3)
-55.03 (1)
-56.72 (2)

178.54 (1)
184.88 (3)
181.84 (2)

112007 (3)
45653 (2)
43528 (1)

-151.23 (3)
-25.26 (1)
-28.36 (2)

260.13 (3)
130.59 (2)
129.23 (1)

181894 (3)
33167 (2)
31920 (1)

16
11
9

17

0LSA11
OLS
Stein

370.82 (3)
-227.82 (2)
-198.41 (1)

593.84 (1)
638.44 (3)
618. 74 (2)

575946 (2)
614763 (3)
571623 (1)

531.13 (3)
-103.85 (2)
-73.35 (1)

747.15 (3)
460.51 (2)
450.44 (1)

896183 (3)
407907 (2)
389206 (1)

15
14
7

25

0LSA11
OLS
Stein

75.08 (1)
406.41 (3)
358.22 (2)

227.17 (1)
626.45 (3)
562.28 (2)

100802 (1)
681389 (3)
541566 (2)

125.41 (1)
245.80 (3)
236.33 (2)

322.54 (1)
638.42 (3)
585.02 (2)

198869 (1)
752711 (3)
607689 (2)

6
18
12

Table 4.

(Continued).

- - - -

Teat Data Set
Locality
Nunber

Estimator

Diff

Pooled data set

- - - -

IDiff1

i
Diff2

Diff

IDiffi

Diff2
798822 (3)
197424 (2)
167860 (1)

Rank
Sua

26

0L5A11
OLS
Stein

-592.66 (3)
228.60 (2)
69.99 (1)

592.66 (3)
313.68 (2)
298.03 (1)

699595 (3)
248019 (2)
174291 (1)

647.30 (3)
132.83 (2)
-18.10 (1)

647.30 (3)
289.01 (1)
304.53 (2)

28

0LSA11
OLS
Stein

-454.90 (3)
39.05 (2)
-1.98 (1)

454.90 (3)
155.34 (2)
132. 95 (1)

416210 (3)
48594 (2)
39254 (1)

-522.24 (3)
17.72 (1)
-27.44 (2)

539.86 (3)
168.62 (2)
163.90 (1)

695191 (3)
62277 (1)
66107 (2)

18
10
8

29

0LSA11
OLS
Stein

272.95 (3)
-143.56 (2)
-44.49 (1)

366.55 (3)
295.14 (2)
250.45 (1)

227317 (3)
219932 (2)
150602 (1)

252.25 (3)
-70.56 (2)
6.00 (1)

337.96 (3)
253.73 (2)
226.16 (1)

201415 (3)
153660 (2)
112592 (1)

18
12
6

32

0LSA11
OLS
Stein

-54.45 (1)
-90.08 (3)
-81.21 (2)

412. 32 (1)
513.22 (3)
486.82 (2)

329939 (1)
399306 (3)
357941 (2)

-59.75 (3)
-32.36 (1)
-33.43 (2)

515.81 (3)
437.66 (2)
431.05 (1)

523989 (3)
305544 (2)
293531 (1)

12
14
10

36

0LSA11
OLS
Stein

182.87 (1)
337.49 (3)
272.50 (2)

311.82 (1)
425.26 (3)
374.90 (2)

186567 (1)
225389 (3)
199914 (2)

131.79 (1) 334.70 (2)
1696.63 (3) 1696.63 (3)
161.91 (2) 296.38 (1)

175253 (2)
4044788 (3)
136382 (1)

8
18
10

18
11
7

Table 4.

(Continued).

Test Data Set
Locality
Number
40

Diff

Estimator
0LSA11
OLS
Stein

654.51 (3)
-607.15 (2)
-292.29 (1)

IDiffl
807.18 (1)
1008.64 (3)
842.80 (2)

- - - - Diff2
1302473 (1)
2584182 (3),
1589345 (2)

Diff

Pooled data set
IDiffl

939.08 (3) 1084.20 (2)
-248.75 (2) 1197.18 (3)
48.14 (1) 1056.87 (1)

- - - Diff2

7409968 (2)
7512683 (3)
6769766 (1)

Rank
Sun
12
16
8

n
~
Diff = (l/ n ) H D i f f ., where Diff. = y. - y. = difference between the ith observed and predicted volume
i-i

1

l

i

i

___ ______

IDiffl = (1/n)CIDiffI.
i=l
—^
2
Diff

n
2
= (1/n)C(Diff) .
i=l

d/
Values in parentheses denote the ranks of the estimators relative to one another for that statistic.

Table 5.

Sun of ranks over twelve localities for three estimation methods

- Estimator

Diff

Test Data Set

IDiffl

Diff

2

- - - a/
Nunber
Total of 1st

- - - - Sun of ranks - - - -

-

- Diff

Pooled data set

IDiffl

Diff12

- -

Total

- -

Sum of ranks - - - -

Nunber
of 1st

Rank
sun

Overall
rank

0LSA11

28

24

27

79

4

31

32

32

95

1

174

3

OLS

27

29

28

84

1

23

25

25

73

2

157

2

Stein

17

19

17

53

8

18

15

15

48

9

101

1

The nunber of localities where that estimator was ranked first (out of 12 localities).
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was not expected because OLS estimators are unbiased, whereas
Stein-rule estimators are biased.
explanations.

There are two possible

First, the evaluation was conducted using validation

data sets different from the fit data set.

Second, the evaluation

statistics vere based on volume per acre, not logarithm of volume
which is the dependent variable of the yield model.

OLS estimators

therefore did not provide unbiased prediction for volume yield.
The mean absolute difference (IDiffI) and mean squared

5>

difference (Diff ) of volume per acre vere measures of precision of
the model.

The ranks based on these two statistics show that

Stein-rule estimators provided more precise yield predictions than
the other two estimators.
The OLS estimator derived from a specific locality ranked
second, better than the overall OLS estimator in predicting volume
yield.

It was expected that OLS estimates for the entire region

provided poorer yield prediction for a specific locality because the
yield model for the entire region did not fully explain the
variation among localities in site quality, local climatic changes,
t

interaction between trees, etc.

(Turnbull 1977).

In order to reveal the amount of improvement from the
Stein-rule estimator over the OLS from a specific locality, the
average mean difference and the average mean absolute difference
from 12 localities were computed for these two estimators in both
validation data sets.

In the test data set, the Stein-rule

estimator was better than the OLS by 64.90 cubic feet per acre in
mean difference and by 33.09 cubic feet per acre in mean absolute

64
difference.

In the case of pooled data set, the Stein-rule

estimator also gained by 162.83 and 134.88 cubic feet per acre for
the mean difference and the mean absolute difference, respectively.
Therefore, the calibration of yield models to a specific
locality using the Stein-rule estimator should provide large
improvement in terms of bias and precision when this technique is
applied to large areas.
Stein-rule estimators appeared to be promising for calibrating
yield prediction models to a specific locality.

Thus, the

prediction capability of yield models could be improved by
incorporating information from the entire region with sample
information from that locality.

For this purpose, Stein-rule

estimators was useful under the usual normality assumptions.

Calibration of yield models to a seed source
Stein-rule estimation technique was adopted to calibrate the
yield model (3) to each of the 15 seed sources.

The resulting

parameter estimates from three estimators are presented for 15 seed
t

sources (Table 6).
Using three statistics, the performances of the three
estimators vere evaluated for each seed source.

Ranks by each seed

source (Table 7) and overall ranks for the three estimators (Table
8) vere then determined based on the evaluation statistics.
Stein-rule estimator performed well .on both validation data
sets and ranked first overall.

Although the Stein-rule estimator

was superior to the other tvo estimators on both validation data
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Table 6.

Parameter estimates of Burkhart et al. (1972) 's model
for fifteen seed sources in the fit data set, using OLS
and Stein-rule estimators

>ed source
imber
Estimator

bQ

bl

b2

b3

b4

a./
t

All

0LSA11

0.9482

4.1577

0. 3174

0.0177

0.0251

301

OLS
Stein

0.4403
0.4840

4.3980
4.3773

0. 3883
0. 3822

0.0380
0.0362

0.0266
0.0264

303

OLS
Stein

1.3633
1.3248

-5.7465
-4.8286

0. 4893
0. 4733

0.0663
0.0618

0.0140
0.0150

305

OLS
Stein

2.2068
1.9287

-2.8618
-1.3105

0.2371
0.2548

0.0182
0.0181

0.0129
0.0156

307

OLS
_ 1.2585
Stein
1.1662

-6.3059
-3.1917

0.5402
0.4739

0.0708
0.0550

0.0152
0.0181

309

OLS
Stein

1.8227
1.6678

-4.4894
-2.9571

0.3304
0.3281

0.0380
0.0344

0.0147
0.0165

311

OLS
Stein

2.3403
2.2478

0.0732
0.3445

0.0108
0.0311

0.0340
0. 0329

0.0173
0.0178

315

OLS
Stein

1.2630
1.2628

-2.2461
-2.2440

0.5234
0.5233

0.0339
0.0339

0.0152
0.0152

317

OLS
Stein

0.5441
0.6518

2.8020
3.1632

0.4174
0.3908

0.0375
0.0322

0.0282
0.0274

oLs
Stein

1.4156
1.2403

-5.4168
-1.8256

0.4587
0.4057

0.0497
0.0377

0.0155
0.0191

321

OLS
Stein

1.6868
1.3449

-5.6826
-1.1272

0.4532
0.3903

0.0528
0.0365

0.0115
0.0178

323

OLS
Stein

2.0418
1.8670

-4.6460
-3.2391

0.3001
0.3029

0.0300
0.0280

0.0133
0.0152

319

Table 6.

(Continued).

Seed source
Number
Estimator

-

bo

bl

b2

b3

b4

325

OLS
Stein

1.9774
-0.3653

-6.1293
17.2871

0. 3591
0.2641

0.0280
0. 0046

0. 0150
0.0380

327

OLS
Stein

0.7727
0.7869

8.5346
8.1809

0.2755
0.2788

-0.0005
0.0010

0.0274
0.0272

329

OLS
Stein

1.2565
1.0512

1.8834
3.3980

0.2774
0. 3040

0.0294
0.0216

0.0237
0.0246

331

OLS
Stein

1.9363
1.7327

-7. 5163
-5.1112

0.3803
0. 3674

0.0593
0.0507

0.0113
0.0142

Ordinary least squares estimates for all fifteen seed sources.

4

Table 7.

Seed
Source
Number

Evaluation statistics for three estimation methods, by criterion and seed source

_ _ _ _ _

Test Data Set

_ _ _ _ _

IDiffl

Diff

Estimators

Diff

301

0LSA11
OLS
Stein

-516.37 (3)
247.83 (2)
109.28 (1)

547.60 (3)
350.12 (2)
288.90 (1)

508638 (3)
204761 (2)
137447 (1)'

303

0LSA11
OLS
Stein

67.15 (3)
7.41 (1)
26.31 (2)

382.37 (1)
427.49 (3)
392.95 (2)

305

0LSA11
OLS
Stein

2.70 (1)
217.13 (3)
69.00 (2)

307

0LSA11
OLS
Stein

309

311

_ _ _ _ _

Pooled data set

Diff

IDiffl

_ _ _ _ _
_
Diff

Rank
Sum

-490.95 (3)
127.38 (2)
13.45 (1)

552.12 (3)
333.25 (2)
308.62 (1)

480053 (3)
184555 (2)
149647 (1)

18
12
6

277070 (1)
346606 (3)
280078 (2)

67.26 (3)
32.60 (1)
33.60 (2)

420.98 (1)
448.27 (3)
425.83 (2)

359642 (2)
381291 (3)
346113 (1)

11
14
11

256.37 (2)
312.09 (3)
253.72 (1)

110087 (1)
201196 (3)
112424 (2)

-39.22 (2)
82.28 (3)
-6.93 (1)

326.75 (2)
389.52 (3)
309.38 (1)

193169 (1)
382509 (3)
240236 (2)

9
18
9

191.18 (3)
25.85 (1)
91.19 (2)

549.21 (1)
754.00 (3)
671.86 (2)

491328 (1)
1032742 (3)
751746 (2)

56. 41 (1)
-138.65 (3)
-69.58 (2)

470.82 (1)
656.15 (3)
569.75 (2)

381020 (1)
1172340 (3)
831497 (2)

8
16
12

0LSA11
OLS
Stein

132.09 (3)
122.35 (2)
103.36 (1)

367.98 (1)
376.18 (3)
375.48 (2)

313867 (2)
318312 (3)
300758 (1)

50.79 (2)
63.52 (3)
36.57 (1)

316.34 (3)
273.00 (1)
286. 20 (2)

209099 (3)
185709 (2)
184024 (1)

14
14
8

0LSA11
OLS
Stein

-61.41 (2)
-431.72 (3)
-10.81 (1)

403.97 (1)
593.89 (3)
414. 79 (2)

291178 (2)
759760 (3)
282619 (1)

47. 97 (1)
-257. 31 (3)
63.48 (2)

392. 28 (1)
525. 01 (3)
414.87 (2)

330587 (2)
642930 (3)
329281 (1)

9
18
9

Table 7.

Seed
Source
Number

(Continued).

_ _ _ _ _
Estimators

Diff

Test Data Set
IDiffl

- - - - _
Diff

- - - - -

Pooled data set

Diff

IDiffl

- - - - Diff

Rank
Sum

315

0LSA11
OLS
Stein

-51.65 (1)
-234.58 (3)
-120.56 (2)

500.70 (1)
704.82 (3)
542.07 (2)

331473 (1)
724669 (3)
385224 (2)

177.04 (3)
-105. 50 (2)
83.44 (1)

513.68 (3)
497.43 (1)
500.17 (2)

487152 (3)
439744 (2)
410936 (1)

12
14
10

317

0LSA11
OLS
Stein

286.87 (3)
233.49 (1)
257.66 (2)

340.02 (1)
378.08 (3)
349.17 (2)

277843 (3)
242690 (1)
249748 (2)

911.38 (3)
788.54 (1)
851.43 (2)

1137.00 (1).
1179.68 (3)
1148.72 (2)

1783145 (3)
1018005 (1)
1419312 (2)

14
10
12

319

0LSA11
OLS
Stein

-173.88 (2)
-375.38 (3)
-145.56 (1)

513.91 (2)
631.26 (3)
491.04 (1)

548003 (2)
664273 (3)
467813 (1)

-129.32 (2)
-203.11 (3)
-85.49 (1)

455.28 (2)
628.66 (3)
384.53 (1)

422300 (2)
533578 (3)
317255 (1)

12
18
6

321

0LSA11
OLS
Stein

252.85 (2)
-285.73 (3)
-19.97 (1)

295.64 (2)
341.46 (3)
248.75 (1)

205883 (3)
201497 (2)
93590 (1)

307.02 (3)
-149.27 (2)
76. 34 (1)

388.52 (3)
359.03 (2)
282.50 (1)

299121 (3)
241702 (2)
159338 (1)

16
14
6

323

OLSA11
OLS
Stein

57.77 (2)
176.82 (3)
-43.84 (1)

364.62 (1)
376.61 (2)
398.62 (3)

246338 (1)
295527 (3)
251226 (2)

5. 39 (1)
113.67 (3)
-94.20 (2)

460.50 (2)
438.03 (1)
510.93 (3)

343355 (2)
331025 (1)
411279 (3)

9
13
14

325

0LSA11
OLS
Stein

-72. 81 (1)
2087.98 (3)
815.51 (2)

390.32 (1)
2087.98 (3)
856.27 (2)

390485 (1)
5005210 (3)
1190010 (2)

718.70 (1)
2876. 93 (3)
1409. 94 (2)

1163.95 (1)
2876.93 (3)
1573.35 (2)

1843489 (2)
2295348 (3)
1600384 (1)

7
16
11

Table 7.

Seed
Source
Number

(Continued).

Test Data Set

- - - -

IDiffl

Diff

Estimators

Diff

327

0LSA11
OLS
Stein

94.66 (1)
122.90 (3)
108.01 (2)

350.18 (1)
412.02 (3)
410.27 (2)

219000 (1)
249514 (3)
243811 (2) '

329

0LSA11
OLS
Stein

152. 20 (2)
-167.28 (3)
-26.76 (1)

429.14 (3)
416.34 (2)
386.81 (1)

331

0LSA11
OLS
Stein

34.95 (2)
-55.45 (3)
-3.31 (1)

371.08 (3)
273.73 (1)
296.92 (2)

Pooled data set
Diff

IDiffl

Diff2

Rank
Sum

72. 21 (1)
86. 51 (3)
73.01 (2)

364.11 (1)
420. 37 (3)
418.73 (2)

252013 (1)
269830 (3)
265718 (2)

6
18
12

410001 (2)
432248 (1)
386812 (3)

183.20 (3)
-78.95 (2)
37.02 (1)

325. 32 (3)
301.72 (2)
277.28 (1)

262264 (3)
246575 (2)
229176 (1)

16
14
6

250146 (3)
146170 (1)
173347 (2)

32.07 (3)
-16.47 (2)
7. 40 (1)

420.20 (3)
326.14 (1)
351.66 (2)

360742 (3)
249939 (1)
289299 (2)

17
9
10

»

Table 8.

S uri of ranks over fifteen seed sources for three estimation methods

■- Estimator

Diff

Test Data Set - - - - - a/
r ^
Number
Total of 1st
IDiffl
Diff
Diff

-

Pooled data set

IDiffl

Diff2

- -

Total

Number
of 1st

Rank
sum

Overall
rank

f

- - - -

Sum of ranks

- - - -

- - - -

Sum of ranks - - - -

0LSA11

31

24

27

82

7

32

30

33

95

5

177

2

OLS

37

40

39

116

2

36

34

34

104

3

220

3

Stein

22

26

24

72

7

22

26

23

71

8

143

1

g/
— The number of seed sources where that estimator was ranked first (out of 15 seed sources).

o
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sets, the performance of the Stein-rule estimator was not as good as
expected.

Out of 15 seed sources, the Stein-rule estimator

performed better than the two OLS estimators in only 7 and 8 seed
sources for the test data set and the pooled data set, respectively
(Table 8).

This result might be due to the fact that the difference

in yield prediction was not as pronounced in seed sources as in
localities.
On the other hand, the OLS estimator for all seed sources
ranked second overall and performed almost as veil as the Stein-rule
estimators in the test data set.

In the pooled data set, Stein-rule

estimators vere somevhat better than the OLS for all seed sources in
terms of predictive ability of volume yield.
Unlike the results from different localities, the OLS estimator
for a specific seed source performed vorst overall among the three
estimators (Table 8).

Since yields from different seed sources vere

similar, OLS estimators derived from the entire data set should give
better yield predictions than those from a specific seed source
(vith fever observations).
t

The average mean difference for 15 seed sources vas 143.24
cubic feet for the OLS from the entire region and 130.08 cubic feet
for the Stein-rule estimator in the test data set.

Thus, the

Stein-rule estimator resulted in a reduction of 13.16 cubic feet per
acre in mean difference for test data set.

The Stein-rule estimator

vas also 21.80 cubic feet per acre lover in mean difference for the
pooled data set.
Hovever, the OLS from the entire region vas better than the

Stein-rule estimator in terms of mean absolute difference for both
validation data sets.

By using the Stein-rule estimator, the

precision of the yield model vas lost by 20.96 and 3.64 cubic feet
per acre for the test data and pooled data sets, respectively.
Even though Stein-rule estimator ranked first overall, the gain
obtained from the Stein-rule estimator may not justify the complex
calibration procedures.

OLS technique might be appropriate in this

case and a single regression equation might be adequate for all 15
seed sources in this study.

I

SUNHARY AND CONCLUSIONS

The main objective of thiB study was to calibrate yield
prediction models to a specific locality or seed source by using a
Stein-rule estimator.

Twelve localities and fifteen seed sources

vere used for this study.

OLS technique vas employed to obtain the

parameter estimates for the entire region and also for each
subregion (locality or seed source).

By combining these tvo types

of estimators, the Stein-rule estimator was employed to provide more
precise yield prediction for a specific locality and a specific seed
source of interest,.
As expected, Stein-rule estimators performed veil for
calibrating a yield prediction model to a specific locality, ranking
first.

For seed sources,

Stein-rule estimators vere just slightly

better than OLS estimators, but might not be worth the extra
efforts.
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STUDY III
USE OF THE KALHAN FILTER ESTIMATION TECHNIQUE TO UPDATE
YIELD PREDICTION MODELS

ABSTRACT

The Kalman filter estimation technique vas employed to update
yield prediction models.

Two different sources of prior

information vere used to modify the estimates from the sample data
using the Kalman filter.

The Kalman filter and tvo OLS estimators

vere evaluated based on the predictive ability of the resulting
yield models.
The Kalman filter estimator performed better than the other
estimators for both validation data sets.

Also, plot data

collected inside of the study area formed better prior information
than those from outside of the sample data range.

This indicated

that the quality of prior information vas important in using
feedback procedures such as the Kalman filter approach.
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INTRODUCTION

The ordinary least squares (OLS) estimation methods have been
adopted to estimate parameters of yield prediction models using
sample data collected from the area of interest.

Researchers

always face the dilemma of choosing between lower cost of data
acquisition and better model performance.
collected,

the better such models perform.

Obviously the more data
It is thus desirable to

develop a system that efficiently uses all available information
rather than collecting additional data to improve yield estimates.
This system can be developed by feedback procedures that
modify parameter estimates of models by combining prior information
with existing sample data.

The feedback procedures have been

mainly conducted by using Bayesian estimation methodology for
updating forest inventory (Ek and Issos 1978a, 1978b; Green and
Strawderman 1985; Green 1986).

Kalman filter estimation technique

is another feedback procedure.

Unlike Bayesian estimators, the

Kalman filter is simple and intuitive because no assumption is made
t
of the distributional form of the prior and sample data.
The only
assumption is that the errors are independent and identically
distributed.

The Kalman filter has been used in forest inventory

systems (Dixon and Howitt 1979) and in localizing site index
equations (Walters and Burkhart 1987).

A similar method can be

applied to the improvement of yield estimates from regression
methods.
75

In this study, the Hainan filter estimator vas used to update
yield prediction models.

Its performance vas then evaluated

against those of traditional OLS estimators.

LITERATURE REVIEW

The following literature review is focused on past work on
updating forestry inventory and on updating regression coefficients
in forestry. Literature related to Kalman filter estimator is also
reviewed.

Updating Forestry Inventory
Updating parameters from a model means improving the precision
of the model using all possible information.

The updating efforts

in forestry fields have mainly'centered on forest inventory.

Much

research for updating forest inventory has been done by Ek and
associates (Ek and Issos 1978a, 1978b; Burk and Ek 1982).

They

applied James-Stein and empirical Bayes procedures to increase the
precision and efficiency of estimates for stand basal area and
stand volume.

Prior information from nearby stands vere merged

with current information based on a forest survey from the area of
interest.

Through simulation studies and analytical methods they
t

found that significant gains in efficiencies of the estimates could
be realized, particularly when current information is limited due
to smali survey data.
Dixon and Hovitt (1979) used the Kalman filter in a forest
inventory system.

They provided the conditional mean and

conditional covariance of the inventories using the Kalman filter
approach.

They also compared the Kalman filter to a recursive
77

78
estimator proposed by Ware and Cunia (1962) and concluded that the
variance of the Kalman filter estimator vas almost always less than
the variance of the Ware and Cunia estimator.
Green (1986) reviewed some updating procedures such as
empirical Bayes and composite estimator for forestry inventory.
The composite estimator, a kind of Bayesian estimator, is basically
a weighted average of two or more other estimators.

Updating Regression Parameter Estimates
Green and Stravderman (1985), in the development of individual
tree volume equations for both' pine and hardwood, examined the
feasibility of using empirical Bayes estimators (Zellner 1971; Box
and Tiao 1973) to construct volume equations vith greater
predictive ability.

They compared empirical Bayes estimators to

weighted least squares estimators and concluded that the empirical
Bayes estimators should be used to improve the predictive ability
of volume equations only when good prior information vas available.
They also found that the estimators could be used to reduce the
l

amount of field data necessary to produce an estimate vith a stated
allowable error.
More recently, Walters and Burkhart (1987) presented a
procedure for the prediction of height-age relationship through the
use of updated equations.

A site index equation vas updated to a

particular stand by applying the Kalman filter estimator.
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Kalman Filter Estimation
Filtering 1b the estimation of the current state of a system
based on the current sample and all prior samples and information.
It is similar to empirical Bayes estimation.

However, filtering

does not need any assumptions except that the errors are
independent and identically distributed, whereas the empirical
Bayes estimation requires the standard normality assumptions.
Kalman filter theory was introduced as an alternative approach to
the classical estimation problem by Kalman (1960).

The theory,

which is commonly used in engineering fields, is a sequential
implementation of the Goldberger-Theil mixed estimator (Thell 1963)
that combines prior information in linear models.

Diderrich (1985)

derived the updating step of the Kalman filter estimator that is
equivalent to the Goldberger-Theil mixed estimator.
Many researchers (Bierman 1976; Mehra 1979; Sorenson 1980;
Sallas and Harville 1981; Diderrich 1985) indicated the connection
between least squares estimation and the Kalman filter theory.
Sallas and Harville (1981) used the Kalman filter to obtain
t
recursive estimators, which were extended to mixed models.
Diderrich (1985) concluded that the Kalman filter is just least
squares estimation made into a recursive process by combining prior
information with sample information.

However, such

oversimplifications result in loss of important insight as an
estimation of a dynamic process (Welch 1987).

The Kalman filter

estimator can successfully be used in time series data.
Duncan and Horn (1972) introduced parameter update equations

eo
based on a random coefficients regression theory as a natural
extension of conventional regression theory.

By expressing prior

expectation as part of the observation vector, they derived a
linear unbiased estimator vith the minimum MSE for the coefficients
of a simple regression equation and then extended the results to
the Kalman filter model.
A Bayesian approach to regression theory presents another vay
to view the Kalman filter derivation.

Heinhold and Singpurvalla

(1983) derived the basic equations of Kalman filter theory from a
Bayesian point of view.

They established the joint density of the

parameter and the predicted residuals, conditional on previous
observations.

Broemeling (1985) viewed Kalman filtering as part of

a Bayesian treatment of general linear models.
In the field of forestry, Kalman filter estimators vere used in a
forestry inventory system (Dixon and Hovitt 1979) and localizing site
index equations (Walters and Burkhart 1987).

MATERIALS AND METHODS

Data
A portion of the data set from the Southvide Loblolly Pine
Seed Source study vas used in this study.

A total of 226 plots

from the West Gulf region (Louisiana, Mississippi,

Arkansas, and

Texas) vas chosen to develop a yield prediction model.

The

detailed information about the data used in this study is presented
in Table 1.

Similar to the previous studies, only one age class

from each of 226 plots vas randomly selected to form a data Bet to
simulate temporary plot data often used for developing yield
models.
A half-and-half data splitting method vas adopted to divide
the West Gulf region data into a fit and test data set.

The fit

data set, representing sample data, vas used to estimate parameters
of yield prediction models using the OLS estimator.

The test data

set, representing an independent data set, vas vithheld to evaluate
the performances of yield models from different regression
t
estimators. The pooled data set, vhich vas the combined fit and
test data sets, vas used to represent the population.

The summary

of the stand attributes for both fit and test data sets is shovn in
Table 2.

Procedure
In this study, regression coefficients of a yield model vas
81
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Table 1.

Number of plots for the West Gulf region states from the
Southvide Loblolly Pine Seed Source Study

Lcality number

State

Number of plots

28

Mississippi

34

29

Mississippi

36

32

Louisiana

68

36

Texas

40

Arkansas

16
72

226

Total

I

Table 2.

Stand attributes of the fit and test data sets used in
this study

a/
Variable

Number of
observations

Mean

Minimum

Maximum

- Fit Data S e t --------Age

113

19

10

27

113

53

18

80

N

113

505

24

2099

V

113

3824

168

7133

Hd

- Test Data S e t -------113

17

10

27

113

47

18

77

N

113

510

49

2198

V

113

2915

106

6307

Age
Hd

Notation:
Age = Plantation age in years,
H'j = Average height of the dominant and codominants in feet,
N = Number of treeB per acre, and
V = Total outside-bark volume per acre incubic-foot.
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updated to improve its predictive ability using feedback
procedures.

The Kalman filter estimator resulted from combining

the sample data and prior information.

Model form for yield prediction
The model form for yield prediction developed by Burkhart et
al.

(1972) vas used in this study.

The model form is given by

log(V) = bQ + b^(1/A) + b2 (Hd /A) ♦ b3 (N/100) + b ^ (A )[log(N )]

(1)

where
V = total cubic-foot volume outside bark per acre,
A = stand age^in years,
= average height of dominants and codominants in feet,
N = number of surviving trees

per acre,

and

log(x) = logarithm (base 10) of x.
Total cubic-foot volume outside bark per acre vas computed
using Smalley and Bower's (1968) individual tree volume equation.
The mean height of the tallest 50 percent of surviving trees
each age vas considered as average height
t
codominants for each plot.

at

of the dominants and

Also, as in the previous studies, the

dependent and independent variables vere standardized such that
they have the same mean and variance.

This process enhanced the

precision in computing the inverse matrices.

Kalman filter estimator for updating yield prediction models
If there exists some prior information, it can be combined
vith sample data to update yield models.

The prior information is

B5
defined as
(2)
where
= a prior estimate of the parameter £
£

,

= parameter to be- estimated, and

e = error vector of mean 0 and covariance matrix P.
HP
Also, the sample information can be defined as follows:
X. =

*

(3)

£

where
Y. = vector of dependent variable,

X.= Matrix of.independent variables, and
e = error vector of mean 0 and covariance matrix W.
In addition, the error vectors e and e are assumed to be
HP
“
uncorrelated.

With this assumption, the Kalman filter estimator is

given by:
(4)
where
b,.- = the Kalman filter estimator, and
K = PX'[W + XPX'] * which is the gain calculation
In this study, the Kalman filter estimator (4) vas employed to
update the yield prediction model (1) combining information from
sample sample data vith prior information.

Prior information
In order to access the importance of the quality of prior
information, two scenarios vere considered in this study.

The
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first scenario involved using an available data set as prior
information.

Data from 55 plots in a different study conducted at

the Hill Farm Research Station vere selected for this purpose.

The

yield model (1) vas fitted to the Hill Farm data set using OLS to
obtain parameter estimates and the covariance matrix.

This

information vas combined vith the sample data from the West Gulf
region to update the yield model using the Kalman filter estimator
(4).
In the second scenario, it vas assumed that no data vas
available.

Prior information came from different sets of

coefficients for the same yield model.

For this purpose,

regression coefficients vere obtained from each of the Beven
remaining localities of the Southvide Seed Source Study.
summary for these localities is presented in Table 3.

Data
Prior

information of the parameters for the yield model vas assumed to
have mean and covariance equal to the sample mean and sample
covariance of the seven sets of parameter estimates.

Green and

Stravderman (1985) used the published 6 coefficients of individual
t

tree volume equations as prior information.
The tvo different types of prior information used in this
study might reveal hov prior information affected the results of
updating yield models.

The first source of prior information vas

obtained from inside of the sample data range.

On the other hand,

the second source of prior information came from outside of the
West Gulf region.

Thus, this study may provide insights on the
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Table 3.

Variable

Stand attributes of tvo different sources of prior
information used in this study

Number of
observations

Mean

Minimum

Maximum

- Hill Farm data set - - Age

55

17

10

2'J

55

51

19

78

N

55

507

92

1200

V

55

3133

182

6211

Hd

- - - Southvide Seed Source localities outside of
the West Gulf region - 296

18

10

27

296

46

22

72

N

296

735

123

2642

V

296

3493

709

12484

Age
Hd

t
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importance of the quality of prior information in feedback
procedures.

Evaluation criteria
three yield models from different parameter estimation methods
were evaluated in this study.
fitted to the sample data.
prior information.

One included the OLS estimates

Another had its estimates based on

Sometimes these estimates can be directly

applied to the stand of interest without collecting other data.
The third included Kalman filter estimates obtained by combining
OLS estimates with .the prior information.
The three candidate yield models were evaluated based on mean
difference (Diff), mean absolute difference (IDiffI), and mean squared

2

difference <Diff ).

These evaluation criteria were described in detail

in the previous studies.

These criteria were computed separately for

the test data and the pooled data (combined fit and test data sets).
The test data set represented an independent data set, whereas the
pooled data set represented the population.
l

The yield models were ranked based on each criteria, with rank
number one being best.

For each estimator, the overall rank was

calculated as the sum of ranks for all three criteria.

Finally, the

■best* estimator was determined by the one with the smallest overall
rank.

RESULTS AND DISCUSSION

It is apparent that the success of updating models depends
upon the choice of the prior information available.

In this study,

two different sources of prior information were used to update
yield prediction models with the Kalman filter estimator.

Prior information from the Hill Farm data set
The parameter estimates of the yield equation and their
covariance matrix were obtained from the Hill Farm data set (Table
4).

These values used as prior information.

The three estimates -

- OLS estimates from the sample data and from the prior
information, and the Kalman filter estimates - - are presented in
Table 5.

The resulting three yield prediction equations were

evaluated based on three statistics for both the test data set and
the pooled data set (Table 6).

The Kalman filter estimator

provided gains of 16.94 and 11.81 cubic feet per acre over the OLS
in mean difference for test and pooled data sets, respectively.

In

t

addition, this estimator also reduced mean absolute difference by
22.63 and 23.67 cubic feet per acre for the test and pooled data
sets.
Based on these evaluation statistics, overall ranks of the
estimators were determined (Table 7).

As expected, the Kalman

filter estimator ranked first in both of the validation data sets,
whereas the OLS estimator based on the sample data ranked second,
89

Table 4.

Prior information used In this study based on Hill Farm
data set

Parameter Estimates
b0
2.3375

bl
-7.9635

b2
0.2896

b3

b4

-0.0062

0.0119

Covariance matrix of parameter estimates

bo
bo
bl
b2
b3
b4

bl

b2

b3

b4

0.253414

-0.684965

-0.045962

0.000644

-0.001712

-0.684965

3.142385

0.076970

-0.008212

0.006555

-0.C45962

0.076970

0.010387

0.000069

0.000224

0.000644

-0.008212

0.000069

0.000071

-0.000015

-0.001712

0.006555

0.000224

-0.000015

0.000016
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Table 5.

Parameter estimates of the yield model when prior
Information was based on the Hill Farm data set, by
estimation method

i

o

cr

a/
Estimator

bl

b2

b3

b4

OLS

1.3319

-3.5991

0.4567

0.0319

0.0180

Prior

2.3357

-7.9635

0.2896

-0.0062

0.0119

Kalman filter

1.6925

-7.8390

0.4682

0.0344

0.0142

~ 1 Notation:

OLS = Ordinary least' squares estimates from the fit data
set,Prior = Parameter estimates from the prior information
based on the Hill Farm data set, and
Kalman filter = Kalman filter estimates obtained by combining the
sample data with the prior information.

1
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Table 6.

Evaluation statistics for three estimation methods vhen
the prior information was based on the Hill Farm data set

a/
Estimator

b/
1Diff1

Diff
-

OLS
Prior
Kalman filter

Prior

.

Kalman filter

400.99

416481

16.33

495.41

623339

-27.32

378.37

354731

Pooled Data Set

-

-33.47

435.33

468967

51. 39

567.68

677481

-21.66

411.66

403114

—/ Mean difference.
Mean absolute difference.
c/
- Mean squared difference.

t

- -

-44.26

OLS

Test Data Set

---- •5C/
Diff

»

Table 7.

Ranks of evaluation statistics for three estimation methos when the Hill Farm data set was
used as prior information

Estimator

---------- Test data set
,
„
Diff
IDiffI
Diff

Total

Diff

Polled datas e t ---------,,
IDiffI
Diff
Total

Rank
sum

Overall
rank

OLS

3

2

2

7

2

2

2

6

13

2

Prior

1

3

3

7

3

3

3

9

16

3

2

1

1

4

1

1

3

7

1

Kalman filter

1

and the OLS estimator from prior information ranked last overall.
Kalman filter estimators can be expected to perform better
than OLS estimators only when good prior information vas available.
In this study, the prior information came from data collected in
Northern Louisiana, which is located within the study area of the
West Gulf region.

Thus, this type of prior information should be

valuable in improving parameter estimates of yield models.

Green

and Strawderman (1985) traced different results in tree volume
prediction to the quality of prior information.

Previous height

measurements vas used by Walters and Burkhart (1987) as excellent
prior information for refining parameter estimates of site index
equations.

Prior information from other localities of the Southwide Loblolly
Pine Seed Source
A different set of prior information vas adopted in updating
yield models.

Parameter estimates from the other seven localities

of the Southwide Loblolly Pine Seed Source Study are shown in Table
t

8.

The mean and covariance matrix computed from these estimates

constituted prior information in this scenario.

The OLS estimator

was used to estimate parameters of the yield model (1) using the
same sample data from the West Gulf region.

The Kalman filter

estimator (4) vas then employed to modify the OLS estimates with
the prior information.

Parameter estimates for the three

estimation methods are shown in Table 9.

For the resulting yield

prediction equations, the same statistics were used to evaluate
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Table 8.

Prior information based on parameter estimates of Beven
localities

Parameter Estimates
Locality
numbers

Location

bo

bl

b2

b3

b4

03

Maryland

1.8445

-4.0227

0. 2781

0.0522

0.0159

07

North Calorina

1.7265

“2.3223

0.2899

0.0266

0.0190

13

South Calorina

1.7558

-6.8030

0. 4093

0.0541

0.0127

15

North Calorina

2.0505

-3.1658

0.3026

0.0239

0.0120

17

Gorgia

2.4767 -■10.2309

0.3590

0.0658

0.0065

25

Alabama

1.4499

-5.0658

0.5096

0.0568

0.0181

26

Alabama

2.0876

-3.9396

0.2853

0.0278

0.0125

Covariance matrix of Darameter estimates

bo

b1

b2

b3

b4

0.107621

-0.460573

-0. 013310

0.000310

-0.001247

bl

-0.460573
'

7.197977

-0. 092083

-0.037601

0. 008482

b2

-0.013310
'

-0.092083

0. 007375

0.000880

0.000043

0.000310

-0.037601

0. 000880

0.000296

-0.000022

-0.001247
'

0.008482

0. 000043

-0.000022

0.000018

bo

b3
b4
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Table 9.

Parameter estimates of the yield model vhen prior
information vas based on seven localities from the
Southwide Loblolly Pine Seed Source Study

Estimator

bo

bl

b2

b3

b4

OLS

1.3319

-3.5991

0.4567

0.0319

0.0180

Prior

1.9131

-5.0786

0.3477

0.0439

0.0138

Kalman filter 1.4365

-3.8187

0.4346

0.0336

0.0173

t
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their performances for both validation data sets (Table 10).

The

resulting ranks from these evaluation criteria are shown in Table
11 .
The Kalman filter estimator also performed better than the OLS
as

in the previous situation.

However, in this case, the amount

of improvement over the OLS was not as large.

The Kalman filter

reduced the mean difference only by 3.39 and 5.74 cubic feet per
acre for the test and pooled data sets, respectively.

A reduction

of mean absolute difference by 4.99 and 9.14 cubic feet per acre
was obtained by the Kalman filter estimator over the OLS.
The results were consistent for all statistics for both data
sets.

Again, the Kalman filter estimator ranked first, with the

OLS estimator second.

The estimator from prior information ranked

last again and provided worse results than in the previous case
where the prior

information was from the Hill Farm data set.

This

might be due to the difference in the qualities of two sources
prior information.
The prior information used in this case was from plots outside
t
of the West Gulf region, but the Hill Farm data were collected in
the same region

as the sample data.'

The estimator based solely on

prior information did provide poorer prediction of volume yield
when the prior information was outside of the sample data range.
The same logic probably explained why the Kalman filter estimator
consistently performed better when the prior information was from
the Hill Farm data set, based on the evaluation statistics.

The

results indicated how important the quality of prior information
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Table 10.

Evaluation statistics for three estimation methods when
prior information vas based on seven localities from the
Southwide Loblolly Pine Seed Source Study

Estimator

Diff

Diff2

IDiff1
-

Test Data Set

- - -

OLS

-44.26

400.99

416481

Prior

184.68

860.12

744735

Kalman filter

-40.85

396.00

397205

-33.47

OLS
Prior
Kalman filter

t

.

Pooled Data Set

- -

435.33

468967

55. 67

931.11

933674

-27.73

426.19

453329

Table 11.

Ranks of evaluation statistics for three estimation methos vhen the seven localities vere
used as prior information

.. Taaf aava Bel *
,
Estimator

Diff

IDiff1

Diff2

Polled Qdla SBl
Total

Diff

IDiff1

Diff5

Total

Rank
sum

Overall
rank

f

OLS

2

2

2

6

2

2

2

6

12

2

Prior

3

3

3

9

3

3

3

9

16

3

1

1

1

3

1

' 1

1

3

6

1

Kalman filter

(O

co

vas in applying the Kalman filter estimation technique.

Green and

Stravderman (1985) found little difference between empirical Bayes
and least squares methods for loblolly pine in terms of predictive
ability of individual tree volume equations.

Moreover, they

concluded that for red maple, least squares vas superior to
empirical Bayes estimation method.

This might be because the prior

information used in that study vas based on equations from data
collected at areas outside of the range of the sample data.

SUMMARY AND CONCLUSIONS

The objective of this Btudy vas to update yield prediction
models using the Kalman filter estimation method.

A total of 226

plots from the West Gulf region (Louisiana, Mississippi, Arkansas,
and Texas) comprised the sample data.

After the data vere randomly

divided into the fit and test data sets, the yield prediction model
vas fitted to the fit data set using the OLS technique.

The OLS

estimates vere then modified by additional information (prior
information) using the Kalman filter estimator.

In this study, tvo

different sets of prior information vere used.

One vas the Hill

Farm data set collected vithin the study area.

The other came from

parameter estimates of the yield model fitted to data from seven
localities located outside of the study area.
For both types of prior information, the Kalman filter
estimator ranked better that the OLS estimators.

Also, the Kalman

filter estimates from the first source of prior information (Hill
Farm data set) provided better prediction of volume yield than
t

those from the second source of prior information (outside of the
sample data range).

The OLS estimators ranked second and the

estimators based solely on the prior information ranked last
overall as expected.
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The Kalman filter technique is a promising approach to update
yield prediction models.

However, this estimator should be used

with caution because the improvement in prediction requires good
prior information.
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