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Resum del Projecte 
Aquest projecte té com a objectiu l'estudi de l'optimització d'una xarxa complexa 
d'interconnexió a partir de la llargada dels seus enllaços i la mesura del nombre de 
camins geodèsics que hi passen (grau d’intermediació dels enllaços o edge 
betweenness). En aquest treball, en base a propietats rellevants de xarxes 
complexes reals (distribució de graus, distància mitjana, diàmetre, clustering, grau 
d’intermediació de nodes i enllaços, etc.), es considera una xarxa inicial amb una 
estructura predefinida (aleatòria, amb enllaços a nodes més propers o en forma de 
malla), i s’estudia quina és la funció de cost que permet optimitzar aquesta xarxa i 
produir  una xarxa amb propietats específiques (en particular una distribució 
potencial de graus), comparables a les de xarxes reals de dimensions similars o 
proporcionals. Donat que la optimització de xarxes complexes cal fer-la a partir de 
mecanismes d’optimització combinatòria, s’’han utilitzat dos mètodes per a realitzar 
les simulacions: Simulated annealing (o recuita simulada), i Threshold Accepting (o 
algorisme del llindar).  La primera part de les simulacions utilitza el mètode 
d’optimització de la recuita simulada (programat amb llenguatge C) a partir de grafs 
inicials aleatoris de tipus Erdös-Renyi i també grafs inicials amb enllaços als nodes 
més propers. Els resultats indicatius obtinguts amb les diferents funcions de cost 
considerades mostren que els grafs resultants del procés d’optimització no 
produeixen en general xarxes complexes amb distribucions de grau tipus potencial 
(o scale-free), tot i que tenen algunes semblances. La segona part de les 
simulacions utilitza el mètode del llindar (escrit amb Python i fent servir el paquet 
NetworkX) a partir d’un graf inicial tipus malla i amb grau mig proper a 8. En aquest 
cas els resultats obtinguts amb diferents funcions de cost donen lloc a xarxes amb 
una distribució de graus potencial pròpies de xarxes scale-free, en el cas en què la 
funció de cost és directament proporcional al grau d’intermediació dels enllaços i 
manté una proporció logarítmica quant la distància geogràfica entre els nodes. Els 
resultats obtinguts en aquest cas s’han comparat amb la xarxa real d’aeroports 
mundial, confirmant una explicació simple a la seva topologia i propietats. 
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Resumen del Proyecto 
Éste proyecto tiene como objetivo el estudio de la optimización de una red 
compleja a partir de la longitud de sus enlaces i la medida del nombre de caminos 
geodésicos que le pasan (grado de intermediación de los enlaces o edge 
betweenness). En este trabajo, en base a las propiedades relevantes de las redes 
complejas reales (distribución de grado, distancia media, diámetro, clustering, grado 
de intermediación de nodos y enlaces, etc.) se considera una red inicial con una 
estructura predefinida (aleatoria, con enlaces a los nodos más cercanos o tipo 
malla), y se estudia cuál es la función de coste que permite optimizar ésta red y 
generar una red de propiedades específicas ( en particular una distribución potencial 
de grados), comparables con las redes reales de dimensiones similares o 
proporcionales. Dado que la optimización de las redes complejas debe hacerse a 
partir de mecanismos de optimización combinatoria, se han utilizado dos métodos 
para la realización de las simulaciones: Simulated annealing (o recocido simulado), 
y Threshold Accepting (o algoritmo del umbral). La primera parte de las 
simulaciones utiliza el método de optimización del recocido simulado (programado 
en lenguaje C) a partir de los grafos iniciales aleatorios de tipo Erdös-Rényi i 
también para grafos iniciales con enlaces a los nodos más cercanos. Los resultados 
indicativos obtenidos con las diferentes funciones de coste consideradas muestran 
que los grafos resultantes del proceso de optimización no producen en general 
redes complejas con distribución de grado de tipo potencial (o scale-free), aunque 
mantienen algún parecido. La segunda parte de las simulaciones utiliza el método le 
umbral (escrito en Python y utilizando el paquete NetworkX) a partir de un grafo 
inicial de tipo malla y con un grado medio cercano a 8. En éste caso los resultados 
obtenidos con las diferentes funciones de coste dan lugar a redes con distribución 
potencial de grados típicas de redes scale-free, en el caso en que la función de 
coste es directamente proporcional al grado de intermediación de los enlaces i 
mantiene una proporción logarítmica respecto a la distancia geográfica entre los 
nodos. Los resultados obtenidos en éste caso se han comparado con la red real de 
aeropuertos mundial, confirmando una explicación simple a su tipología y 
propiedades. 
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Abstract 
In this project we study the optimization of a complex network based on the 
geographical length of the links and the number of geodesic paths that go through 
them (edge betweenness). By considering relevant properties of real complex 
networks (degree distribution, average distance, diameter, clustering, degree of 
intermediation of nodes and links, etc.), we generate initial networks with a 
predefined structure (random networks and a networks with links to the closest 
nodes) and we study cost functions that optimize the network to create a new 
network with properties comparable to the real size networks (including a power law 
degree distribution). We use two methods to perform the optimization: Simulated 
annealing, and Threshold Accepting. The first set of simulations use simulated 
annealing (programmed in C) starting with an initial Erdös-Rényi random graph and 
also graphs with links to the closest nodes. The results obtained with the different 
cost functions considered show that the optimized graphs do not display power law 
distributions. The second set of simulations use the Threshold Accepting method 
(written in Python and with the NetworkX package) based on an initial grid graph 
type with average degree near to 8. In this case the results obtained with different 
cost functions lead to power law degree distribution typical of scale-free networks, 
when the cost function is proportional to the product of the edge betweenness and 
the logarithm of the geographical distance between nodes. The results obtained in 
this case are compared with the actual network of world airports, suggesting a 
simple explanation to their structure and properties. 
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1 Introducció 
1.1 Context del projecte 
La optimització de recursos dins una xarxa ocupa sempre un punt important en 
qualsevol estudi de xarxes d’interconnexió. L’objectiu de qualsevol disseny és 
sempre acomplir les expectatives de qualitat proposades i a la vegada aconseguir-
ho amb el mínim de recursos possible, dins un pressupost prefixat. No cal dir que en 
la majoria dels casos la dificultat rau en aconseguir un disseny òptim. 
La teoria de grafs permet representar qualsevol xarxa i determinar un conjunt de 
propietats d’utilitat a partir del conjunt d’eines d’estudi de què disposa. Aquest 
projecte tracta la influència que exerceixen algunes de les propietats bàsiques dels 
grafs si es tenen en compte dins de processos d’optimització de xarxes 
d’interconnexió. 
1.2 Objectius 
L'objectiu d'aquest PFC és l'estudi de  l'optimització d'una xarxa d'interconnexió 
en base a la llargada dels seus enllaços i la mesura del nombre de camins 
geodèsics que hi passen (grau d’intermediació dels enllaços o edge betweenness). 
A partir d’un graf amb unes condicions inicials establertes el procés d’optimització 
trobarà quin és aquell graf que millor satisfà el compromís entre llargada i edge 
betweenness segons una funció de cost predefinida. Donat que es tracta d’un 
problema NP, on la dificultat per solucionar-lo creix de forma exponencial a mesura 
que augmenta la mida de la xarxa, serà necessari utilitzar un mètode d’optimització 
combinatòria. En aquest cas s’utilitzaran dos mètodes d’optimització combinatòria: 
Simulated annealing o recuita simulada i Threshold Accepting o mètode del llindar 
que permetran trobar una aproximació prou bona a la solució òptima i veure així la 
importància grau d’intermediació dels enllaços en aquest procés d’optimització. 
Amb els resultats obtinguts s’elaboraran els informes estadístics necessaris per 
veure quin és el model més adient de la funció de cost 
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2 Teoria de grafs 
 La teoria de grafs és una de les eines més importants per poder estudiar la 
topologia i el comportament de qualsevol xarxa complexa. 
 Qualsevol xarxa amb un conjunt de nodes i enllaços es pot representar en 
forma de vèrtexs (o nodes)  i arestes (o enllaços). Per exemple, en una  xarxa 
social, els vèrtexs podrien ser els individus, les nacionalitats, edats... i les arestes les 
relacions entre ells, la distància geogràfica, etc. En una representació mes completa, 
podríem incloure pesos per determinar diferents graus de coneixement entre els 
individus, establint entre ells relacions unidireccionals o bidireccionals. 
 Els primers estudis en teoria de grafs se centraven principalment en l’anàlisi 
de grafs de mida reduïda o de famílies de grafs amb certes propietats (simetries, 
etc,), a partir de propietats topològiques dels vèrtexs i arestes (camins, cicles, etc.). 
Més recentment, i en gran part degut a l’aparició de nous avenços tecnològics,  els 
objectius d’estudi s’han centrat més en el comportament global y les propietats 
estadístiques de grafs de mida gran com per exemple xarxes socials o la WWW. 
Malgrat això, hi ha una altra raó per la que l’estudi dels grafs ha anat canviant el seu 
objectiu al llarg dels anys: Per una xarxa senzilla, una representació gràfica del graf 
mostra de forma quasi immediata una idea de l’estructura global de la xarxa, amb la 
informació sobre els nodes millor connectats, la densitat dels enllaços. Ara bé, la 
majoria de xarxes complexes i que son objecte d’estudi en aquest treball, estan 
formades per conjunts de centenars o milers de vèrtex i en aquests casos, una 
representació directa en paper no proporcionaria el mateix grau d’informació. És 
principalment per aquest motiu, per el que la utilització de mètodes estadístics és 
tan important per avaluar el comportament i les propietats de les xarxes complexes. 
 Així doncs, a més de ser de utilitat saber quin és el node més ben connectat 
de la xarxa, o quin és el camí més curt per anar del node A al node B, ens interessa 
conèixer altres propietats del graf com per exemple: quin és el paràmetre que millor 
mesura la connectivitat d’un graf <en mitja> i com afectaria a la connectivitat 
eliminar un cert percentatge d’enllaços. 
 Vist això, en aquest capítol es definiran quines son les propietats 
estadístiques i els paràmetres de mesura que proporcionen la informació necessària 
per l’estudi de les xarxes complexes i que es tindran en compte en aquest treball. 
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2.1 Definicions bàsiques 
 Una definició més formal del concepte de graf i les seves propietats seria la 
següent1: 
Un graf G = (V,E) és una estructura combinatòria formada per un conjunt finit i no 
buit V=V(G) d’elements anomenats vèrtexs o nodes i un conjunt E=E(G) de parells 
no ordenats d’elements diferents de V anomenats arestes ó branques.  
Dos vèrtex son adjacents si hi ha una aresta que els uneix. 
Ordre: L’ordre d’un graf és el nombre de vèrtexs que té: n = |V|. 
Mida: La mida és el nombre de branques: m = |E| 
El grau d’un vèrtex i, i que aquí denotem ki, és el nombre de branques (arestes ) 
incidents amb i . De la mateixa manera el grau d’un graf G és  = maxi V ki. Un graf 
és -regular si el grau de tots els seus vèrtex és . 
Un graf és complet d’ordre d, Kd, si és un graf sense bucles ni branques múltiples 
tal que tot vèrtex és adjacent a tot altre. 
Dos grafs son isomorfs, si existeix una bijecció entre els dos conjunts de vèrtexs 
que conserva les adjacències. 
Un camí és una sèrie de enllaços consecutius que uneixen dos vèrtexs d’un 
mateix graf. La longitud del camí es defineix com el nombre d’enllaços del 
intervenen. 
Si tenim un camí P format per una sèrie d’enllaços (e1, e2, e3 )  P = e1 +e2 +...+en 
per n 3 i afegim un e0 que enllaça v0 i vn, tenim un circuit. Si tenim un circuit on tots 
els vèrtex que uneix son diferents tenim un cicle. 
Un camí geodèsic entre una parella de vèrtexs és el camí més curt que els uneix, 
i que per definició és la distància entre aquests dos vèrtexs. Es pot donar el cas que 
hi hagi més de un camí geodèsic per a una parella de vèrtexs. 
Un camí hamiltonià es un camí en el que s’inclouen tots els vèrtexs ( no 
necessariament a través de tots els enllaços) del graf. Mentre que un camí Eulerià 
és un camí on s’inclouen tots els enllaços ( no necessàriament a través de tots els 
vèrtexs) del graf. 
14 
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Un graf és connex, quan existeix almenys un camí geodèsic entre qualsevol 
parella de vèrtexs. 
 
fig. 1 graf G(7,6) no connex i no directiu : ordre:7;mida:6;grau=4.  
2.2 Propietats bàsiques 
En aquest subapartat es definiran aquelles propietats d’un graf que donaran la 
informació necessària per l’anàlisi i l’estudi de les xarxes complexes que seran 
objecte d’estudi en aquest treball. Les mesures que es tindran en compte seran: 
Diàmetre, distància mitjana, clustering, i betweenness. 
2.2.1 Diàmetre i distància mitjana 
La distància entre dos vèrtexs i i j d’un graf d(i,j) es defineix com el nombre 
d’arestes que conté el camí més curt entre i i j, o dit d’una altra manera el nombre de 
“salts” necessari per viatjar d’un node a un altre de la xarxa. 
 La màxima distància entre qualsevol parella de vèrtex, D = maxi,j Vd(i,j), és el 
diàmetre del graf.  
 La distància mitjana del graf es defineix com el promig de la distància per a 
totes les parelles de vèrtexs. 
Vji
jid
nn
d
,
),(
)1(
1
. 
 
 
2.2.2 Coeficient d’agrupament o clustering 
El clustering mesura el grau de “connectivitat” d’un graf,  és a dir, mesura 
l’agrupament que existeix entre els nodes d’un graf. Valors de clustering propers a 0 
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indiquen que gran quantitat de vèrtexs son adjacents a un vèrtex donat i no ho son 
entre sí, mentre que valors propers a la unitat mostren que hi ha connexions entre 
gairebé cada parella d’aquests vèrtexs. 
 Hi ha dues definicions vàlides per calcular el clustering2 d’una xarxa però en 
el nostre cas utilitzarem la definició proposada per Watts & Strogatz, ja que és la 
mes utilitzada.  
 Es defineix el clustering CG d’un graf G, com el promig de Ci per a tots els 
vèrtex del graf: 
)(;
i
GViCC iG
 
 Per a cada vèrtex i del graf G, es defineix Ci com la fracció de les ki(ki-1)/2 
branques  possibles entre els veïns de i que realment son presents a G. Més 
exactament: 
)1(k
2
i
i
i
i
k
C , 
on  i és el nombre de branques que connecten els ki vèrtexs adjacents al vèrtex i.  
 Una definició equivalent per Ci  i que es pot calcular de forma gràfica és la 
següent : 
 
iencentratstriplesn
iaconnectatstrianglesn
Ci
___º
___º
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fig.1 El clustering associat al node central Ci és 1/3, ja que té 3 vèrtexs adjacents i de les tres 
combinacions possibles que hi ha de connectar-los (línies discontínues), únicament existeix 
una. De la mateixa manera, només hi ha un triangle dels tres possibles 
 
 També es pot calcular el coeficient de clustering a partir de la matriu 
d’adjacència del graf. En aquest cas tenim:  
jkik
kj
ij
ii
i aaakk
C
,
2
)1)((
1
 
 
Tot seguit es mostra un exemple representatiu: 
 
fig. 2. Per aquest cas el clustering total del graf és:  
15
13
1
3
2
3
2
11
5
1
C  
 
2.2.3 Distribució de graus en un graf  
La distribució de graus d’un graf és la gràfica que representa la fracció de vèrtexs 
de la xarxa que tenen grau k. La distribució de graus pot venir caracteritzada per 
1 
2 
4 
5 
3 
Ci 
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una funció de distribució P(k), on pk és probabilitat de que escollint un vèrtex a 
l’atzar a la xarxa ( de manera uniforme) tingui grau k. 
 Per a un graf aleatori, la distribució de graus segueix la distribució de Poisson 
!k
e
p
k
k
 per  = <k>, on <k> és el grau mig del graf. 
 També hi ha un altre tipus de distribució molt comú en xarxes reals amb un 
nombre elevat de nodes, es tracta de distribucions de grau potencial on P(k) ~ k- , 
amb propietats molt especials i que es tractaran en capítols successius. A la figura 
següent podem veure un exemple dels dos tipus de distribucions definides:  
 
 
fig. 3 Exemples representatius de distribucions de graus típiques: A l’esquerra distribució 
de Poisson. A la dreta distribució potencial.  
   
2.2.4 Grau d'intermediació 
 La mesura del grau d'intermediació ens dóna informació sobre la importància 
relativa que te un node o un enllaç respecte la resta en un graf determinat. Per 
aquest motiu és necessari definir dos tipus de graus d'intermediació: Grau 
d'intermediació d'un vèrtex o betweenness centrality (BC) i  grau d'intermediació 
d'un enllaç o edge betweenness3,4:  
Per a un graf G=(V,E) amb u,v,w  V i e  E tenim:  
2.2.4.1 Grau d'intermediació d'un vèrtex o 
betweenness centrality (BC) 
 La betweenness del vèrtex w, BC(w), és la suma, per a tota parella de vèrtexs 
u i v diferents de w, dels quocients entre el nombre de camins geodèsics de tots els 
parells de vèrtexs u i v que passen pel vèrtex w, uv(w) , i el nombre de camins 
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geodèsics de tots els parells de vèrtexs u i v (que no tenen perquè passar per w), 
uv.  
Per a la majoria de càlculs sovint cal normalitzar aquest resultat. Així, hem de 
dividir per (n-1)(n-2), que és el nombre de parelles de vèrtexs que hi ha en un graf 
d’ordre n en el que no es considera el vèrtex w. 
Vwvu uv
uv
v
w
nn
BC
)2)(1(
1
 
2.2.4.2 Edge betweenness 
 La betweenness de l’enllaç és la suma per tota parella de vèrtex u i v, dels 
quocients entre el nombre de camins geodèsics que passen per l’enllaç e, i el 
nombre de camins geodèsics entre u i v que no tenen perquè passar per e. En 
aquest cas es normalitza entre el total de parelles entre u i v. 
 
Vvu uv
uv
e
e
nn
BC
)1)((
1
 
 
Vegem un exemple per a un graf no dirigit: 
 
 
  
1 
2 
 
5 
2 
5 4 
 
3 
e1 
e2 e5 
e4 e3 
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A la taula anterior podem veure com es realitza el càlcul de la contribució de la bt 
per a cada node o enllaç. Tot i no semblar una tasca complicada, requereix conèixer 
la totalitat del graf en cada moment, i una sola variació en un enllaç canvia el 
resultat completament. Si tenim en compte que per a cada valor ha de calcular el 
total de camins geodèsics que passen per el node/enllaç en qüestió podem fer-nos a 
la idea del cost computacional que suposa un sol canvi. 
   
Enllaços  Nodes 
 
 
e1 e2 e3 e4 e5 
 
1 2 3 4 5 
12, 21 
13, 31 
14, 41 
15, 51 
1 
1 
1 
1 
0 
0 
1/2 
1 
0 
1 
1/2 
0 
0 
0 
1/2 
0 
0 
0 
1/2 
0 
0 
0 
0 
0 
0 
1 
1 
1 
0 
0 
1/2 
0 
0 
0 
0 
0 
0 
0 
1/2 
0 
23, 32 
24, 42 
25, 52 
0 
0 
0 
0 
1/2 
1 
1 
1/2 
0 
0 
1/2 
0 
0 
1/2 
0  
0 
0 
0 
0 
0 
0 
0 
1/2 
0 
0 
0 
0 
0 
1/2 
0 
34, 43 
35, 53 
0 
0 
0 
1/2 
0 
1/2 
1 
1/2 
0 
1/2 
0 
0 
0 
1/2 
0 
0 
0 
1/2 
0 
0 
45, 54 0 0 0 0 1  0 0 0 0 0 
eBC  8/20 7/20 7/20 5/20 5/20  
vBC
 
0 7/12 2/12 1/12 2/12 
20 
[Optimització de xarxes d’interconnexió a partir del grau d’intermediació dels enllaços]           
 
 
 
   
    
3 Xarxes complexes 
Fins fa relativament poc, els estudis que s’havien realitzat en xarxes complexes  
en basaven en models senzills (grafs aleatoris tipus Erdös-Renyi, grafs amb molta 
simetria, etc.) que per qüestions de complexitat en els càlculs, i  degut a la dificultat 
de poder fer estudis més exhaustius, no eren molt properes a la realitat. En estudis 
recents, s’ha pogut comprovar que moltes de les xarxes que representen sistemes 
complexos no tenen l’estructura aleatòria que s’havia suposat fins aleshores. 
3.1 Tipus de xarxes complexes 
En aquest apartat donarem una visió general de la estructura d’algunes xarxes 
complexes existents al món real, veurem quines són les propietats més importants i 
com a partir d’elles es podrà extreure el model  que servirà com a punt de partida 
per a la resta de l’estudi. 
Entre  els tipus de xarxes que podrem trobar tenim quatre grans grups: xarxes 
socials, xarxes d’informació, xarxes tecnològiques i xarxes biològiques. 
3.1.1 Xarxes socials 
 Es considera una xarxa social com un conjunt de persones o grups de 
persones que segueixen un patró de contactes o interaccions entre ells (amistat, 
negocis, etc.). Tot i que aquest tipus de xarxes s’han estat investigant des dels anys 
30, estudis més recents s’han centrat més en fer anàlisis a “xarxes de col·laboració” 
Petit Mon15, que es definiran en el proper capítol de Xarxes scale-free . Un exemple 
n’és  la xarxa de col·laboració que hi ha entre els actors de Hollywood, documentat 
exhaustivament a www.imdb.com, i des d’on a partir del nom de dos actors que 
apareguin a la web, es pot calcular la distància en nombre de salts que hi ha entre 
ells a partir de les seves col·laboracions en pel·lícules5. 
3.1.2 Xarxes d’informació 
També anomenades xarxes de coneixement (“knowledge networks”). Dins de les 
xarxes d’informació  es poden destacar dos exemples: 
 El primer seria la relació de cites que hi ha entre publicacions acadèmiques6, 
a partir de les publicacions i les referències entre elles. Cal comentar però, que la 
xarxa resultant és directiva i sense cercles, donat que no es pot fer referència a un 
article que encara no s’ha escrit. 
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 Un altre exemple és la xarxa www10 considerant el conjunt de pàgines web i 
els seus hiperlinks com a vèrtexs i arestes respectivament. En aquest cas la xarxa 
resultant és també Petit Mon, i el graf també és directiu, amb la diferència que 
alguns enllaços son bidireccionals i es poden donar cercles. 
3.1.3 Xarxes tecnològiques 
 Aquest tipus de xarxes han estat, almenys en principi, dissenyades per 
l’home per a distribuir recursos. Hi ha diversos exemples: les xarxes elèctriques, les 
xarxes de rutes aèries, ferroviàries, xarxa telefònica, correus...fins i tot els circuits 
electrònics7 son una forma de xarxa de distribució tecnològica. Un dels casos més 
interessants és Internet, sobretot en quan al funcionament de les connexions entre 
els grans routers. 
Per estudiar la xarxa primer cal tenir en compte una sèrie d’aspectes: La 
infraestructura física que permet aquestes connexions no és fàcil d’implementar ja 
que depèn de diferents organitzacions. La forma de fer-ho és mitjançant programes 
que realitzen traces entre dos punts. Les dades dels nodes intermedis son 
emmagatzemades fins que es determina l’estructura global de la xarxa. Ara bé, com 
a conseqüència d’aquesta metodologia sempre hi ha un conjunt de vèrtexs (així com 
un conjunt de enllaços) que mai son mostrejats, de forma que aquesta aproximació 
pot arribar a ser prou bona, però no òptima8. 
 Un dels punts més interessants d’aquestes arquitectures es que les seves 
estructures estan governades per l’espai i la geografia, de forma que la distància 
entre els seus nodes juga un paper important, tot i que encara no es sap fins a quin 
punt. 
3.1.4 Xarxes biològiques 
 Hi ha nombrosos sistemes biològics que també formen xarxes complexes. 
L’exemple més característic  son els camins metabòlics9, basats  en la representació 
dels substrats i amb enllaços unidireccionals que representen les reaccions 
metabòliques existent i donen lloc als productes. 
 Una altra tipus de xarxa biològica és la xarxa reguladora genètica. 
L’expressió d’un gen, la producció per transcripció i traducció de les proteïnes per a 
les quals es codifica el gen, pot ser controlada per la presència d’unes altres 
proteïnes, tant activadors com inhibidors, de manera que el genoma per si mateix 
forma una xarxa de commutació amb vèrtexs que representen les proteïnes i 
enllaços dirigits que representen les dependències entre elles. 
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 Per tancar el capítol es mostra una taula on es poden observar els diferents 
tipus de xarxes que hi ha a la realitat amb les propietats més importants definides 
anteriorment.  
 
fig. 4  En aquesta taula es presenten les propietats principals d’algunes xarxes complexes. 
Primer si es tracta de grafs dirigits o no, n=nodes, m=enllaços, z=grau mig,l = distància mitja, 
 =exponent de la distribució potencial, C(1)= definició alternativa del clustering, 
C(2)=definició de clustering utilitzada
.
2 
3.2 Xarxes scale-free 
 El terme scale-free s’aplica en general a aquelles xarxes que a mesura que 
s’afegeixen nodes no canvia el factor d’escala de la seva distribució dels graus. Un 
exemple de xarxes complexes d’aquest tipus és la WWW, que ha mantingut la seva 
distribució de graus tot i haver augmentat considerablement el nombre de nodes i 
enllaços en els últims anys. 
 En aquest capítol introduirem quina és la naturalesa de les xarxes scale-free  
i n’estudiarem les propietats principals: 
 Distribució potencial de graus 
 Correlació entre graus 
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 Adjunció preferent 
 Robustesa i vulnerabilitat 
 Propagació de virus i vacunació 
3.2.1 Distribució potencial de graus 
 Durant més de 40 anys, la comunitat científica havia assumit que les xarxes 
complexes eren aleatòries i seguien el model proposat per Erdös i Rényi l’any 1959.  
 Partint d’aquestes hipòtesis, a partir d’una distribució aleatòria dels nodes, el 
sistema resultant hauria de ser molt democràtic, en quant a nombre de enllaços per 
node. D’aquesta manera, la majoria de nodes tindrien aproximadament el mateix 
nombre d’enllaços i seguirien una distribució de Poisson ben determinada, on trobar 
nodes de grau molt per sota o per sobre de la mitja seria gairebé impossible. 
 A l’any 1999, però, Réka Albert, Hawoong Jeong i Albert-Laszló Barabási van 
estudiar la topologia de la World Wide Web10,11 amb l’objectiu de determinar les 
propietats globals de la xarxa. En un principi, les seves conjectures els van dur a 
pensar que trobarien una xarxa aleatòria, degut al gran nombre de pàgines web i al 
gran nombre població amb interessos diferents però els resultats però no van ser els 
previstos. 
 El mecanisme que s’encarregava de fer el recompte saltava des d’una pàgina 
web a un altre i recollia tots els enllaços que trobava. Tot i que únicament  van poder 
explorar una part molt petita de la xarxa, va ser suficient per veure que la WWW es 
sostenia a partir de molt pocs nodes amb un nombre molt elevat  d’enllaços. Mes del 
80% de les pàgines tenien menys de 4 enllaços, i menys d’un 0.01% de tots els 
nodes tenien més de 1000. 
 Fent un recompte de quantes pagines web tenien exactament k enllaços 
(links), es va demostrar que l’ histograma resultant seguia una distribució de graus 
potencial, és a dir, la probabilitat de que un node fos connectat a k nodes era 
proporcional a 1/kn. El valor de n per enllaços de entrada era aproximadament 2. En 
definitiva, era quatre vegades més probable que qualsevol node tingués la meitat del 
nombre d’enllaços d’entrada que un altre. El resultat era evident, és tractava d’un 
altre tipus de distribució totalment diferent a la aleatòria, era una xarxa lliure 
d’escala12,13, i d’aquí el nom scale-free  .  
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Més formalment, el terme scale-free es refereix per totes les funcions f(x) que 
resten inalterables, tot i aplicar-les-hi  factors multiplicatius o modificadors d’escala14.  
De la mateixa manera, el terme de “distribució de grau potencial” es refereix  a 
solucions particulars i en el nostres propòsits podem considerar els dos termes com 
sinònims. 
En les següents representacions podem veure alguns exemples de distribucions 
potencials existents a la realitat. Noteu que ambdós eixos de coordenades es troben 
en escala logarítmica a excepció del cas e: 
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fig. 5 Les gràfiques següents  mostren les distribucions de grau acumulades per a diferents 
exemples de xarxes reals. L’eix horitzontal correspon al grau k (en el cas de xarxes dirigides 
com les citacions i  la WWW correspon als enllaços entrants). Les gràfiques (c)(d)(f) tenen una 
clara distribució potencial; (b) segueix una distribució potencial quan el grau és elevat, però 
per graus baixos es desvia lleugerament. (e) te una distribució exponencial ( veure escala) i 
finalment (a) sembla tenir dos tipus de distribucions potencials  amb diferents exponents2. 
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3.2.2 Distribució de les distàncies – efecte 
petit-món 
 El fet que la distribució de graus en una xarxa complexa sigui scale-free  no 
implica que la distribució de la distància entre nodes també segueixi aquesta regla. 
Tot i que es poden donar a la vegada, hi ha molts casos en que la distribució de la 
distància no és scale-free. Normalment el marge de valors que pot prendre es troba 
entre 4,5,6. Aquest efecte és conegut amb el nom de “Small-World effect” o efecte 
petit-món, on certs enllaços entre nodes poden connectar dues parts molt distants 
en el graf.. 
 Un estudi important realitzat amb models “small-world” (petit-món) va ser el 
que va realitzar el psicòleg Stanley Milgram als anys 60. El seu estudi va consistir en 
enviar un centenar de cartes a la població de Nebraska15, dient que la reenviessin 
als seus coneguts, fins que el conegut d’algun d’ells fos un agent de la borsa de 
Boston.  La majoria de les cartes es van perdre però sobre una quarta part van 
aconseguir l’objectiu. Analitzant els resultats, Milgram va comprovar que d’origen a 
destí les cartes havien tingut <en mitja> sis individus. Aquest experiment va ser 
l’origen del concepte de ”six degrees of separation” que va anomenar John Guare 
unes dècades més tard16 i pel que es demostrava que la distància mitja per posar en 
contacte dues persones del món a partir de coneguts era de sis salts. Sembla ser 
que el conegut portal de missatgeria instantània de Microsoft (Messenger) ha 
demostrat que la separació és de 6,6 salts a partir de l’estudi realitzat sobre les 
converses mantingudes entre els seus usuaris17. 
 Aquest fenomen també es pot trobar a la WWW, on d’una manera semblant 
la distància entre dues pagines web està en 19 clics;  i en la xarxa de coautors, on 
diferents científics estan directament connectats quan han col·laborat en algun 
article. 
 Tot i això, podríem pensar que el concepte small-world no té ni molt menys 
un secret màgic. Si una persona coneix 1000 persones i aquesta a la vegada  1000 
més, en dos salts ja tindríem 1 milió de persones, i en 4 salts arribaríem al total de la 
població mundial. El problema està en que la informació sovint està solapada, i a 
més, sobretot en la societat, el clustering, que es traduiria en persones de  
interessos comuns, és molt elevat. 
 Amb tot això, el que s’entén és que els conceptes de “petit mon” i  scale-free 
son totalment compatibles en una mateixa xarxa i tot i haver petits clústers entre 
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nodes, a la vegada estan agrupats en grups més grans que afavoreixen la 
connectivitat global. 
3.2.3 Correlació entre graus: assortativity 
Una altra característica important de les xarxes scale-free  és veure la relació que 
hi ha entre nodes del mateix grau18. Aquesta tendència dels vèrtexs a associar-se (o 
dissociar-se) amb altres vèrtexs de grau similar es pot observar a partir del càlcul de 
la correlació entre graus, prenent un vèrtex i i representant el seu grau en funció del 
grau mig dels veïns de i. 
 
 
fig. 6 Representació de la correlació entre graus. 
 Una idea similar és representar el clustering del vèrtex en funció del seu grau. 
En aquest cas, l’objectiu és veure fins a quin punt  valors clustering elevat implica un 
grau elevat en els nodes veïns. D’altra banda, si es produeix una tendència 
dissociativa, un vèrtex amb un grau alt estarà connectat a vèrtexs de grau baix, tant 
el clustering com el grau mig disminuiran en funció del grau. 
 L’objectiu de l’estudi  és  conèixer el grau de connectivitat que hi ha entre els 
hubs de la xarxa. Així, en el cas associatiu, veurem que els hubs estan ben 
connectats entre ells. De la mateixa manera en el cas dissociatiu, la majoria de 
enllaços connectats als hubs estan aïllats. 
3.2.4 Adjunció preferent 
 Com ja s’ha comentat breument al punt 3.2.1, una de les sorpreses més 
importants que es van donar en l’estudi de les diferents xarxes complexes va ser la 
existència de nodes altament connectats -també anomenats hubs. Per explicar el 
motiu d’existència d’aquests hubs es proposarà com a exemple el mateix que van 
fer servir Barabási per a les seves proves. 
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 Des del seu llançament al 1990 amb una única pàgina, la WWW ha 
experimentat un enorme creixement, amb mes de tres mil milions d’entrades al 2003 
i sobre 19,2 mil milions al 2005 (Yahoo). El model de creixement però, s’ha 
mantingut al llarg dels anys, i el que és més important, la seva distribució potencial 
no ha canviat. 
 No tots els nodes son iguals, quan una nova pàgina es crea l’autor pot decidir 
enllaçar-la allà on vulgui. Si tenim en compte que la majoria de la població coneix 
només una petita part, la tendència natural serà connectar la web al lloc on sigui 
més accessible i on tothom la pugui veure. Amb aquest mecanisme, els nous nodes, 
tendeixen a enllaçar-se als millor connectats, fet que  afavoreix encara més aquests 
hubs, dotant-los de més connexions i fent-los mes “atractius” per a nous nodes. 
Aquesta preferència a l’hora d’escollir el node d’enllaç es coneix amb el nom 
d’adjunció preferent. Si tenim en compte que es tracta d’un model de creixement, 
aquesta realimentació constant afavoreix que els nodes més antics tinguin més 
probabilitat de esdevenir hubs en el futur, tot i que com veurem més endavant no té 
perquè ser així. 
 Aquest grau tan alt de creixement, unit a l’adjunció preferent dóna una bona 
raó per entendre l’existència d’un nombre tan elevat de xarxes scale-free  en 
qualsevol tipus d’entorn natural o artificial.  
 Investigacions en els diferents tipus de d’adjunció preferent expliquen que el 
mecanisme de generació de hubs tendeix a ser lineal. Un nou node es connectarà 
amb probabilitat doble, a un node antic que tingui almenys el doble d’enllaços que el 
seu veí. D’altra banda si es força a que la probabilitat sigui 4 vegades més gran, el 
resultat serà un únic hub que compartirà totes les connexions. 
 
 
fig. 7 Exemple del creixement d’una xarxa scale-free segons el model Barabási-Albert . Els 
nous nodes tenen “preferència” a connectar-se als existents amb més enllaços, per la seva 
pròpia conveniència, amb l’objectiu de convertir-se en hubs. 
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3.2.5 Resiliència i vulnerabilitat 
 Aquest tipus de xarxes son a la vegada molt robustes i molt vulnerables, tot 
depèn del tipus d’atac al que siguin sotmeses. Barabási i Jeong van realitzar proves 
sobre una xarxa scale-free  amb dos tipus d’atacs. En primer lloc van dirigir-se de 
forma aleatòria i uniforme als nodes de la xarxa, mentre que en una altra prova van 
atacar directament als hubs. 
 En xarxes aleatòries ( Poisson ) donat que gran part de nodes tenen el mateix 
nombre d’enllaços, els dos tipus d’atacs els afectaren de la mateixa manera. A les 
poques iteracions la connectivitat entre els elements restants del graf ja estava molt 
malmesa i la “caiguda” de la xarxa era inevitable. 
 Les xarxes scale-free  tenen dos tipus de comportament enfront els atacs. En 
el cas de ser atacades de forma aleatòria demostren gran robustesa, ja que “per 
probabilitat” la majoria de nodes tenen molt pocs enllaços ( o veïns ), i tot i eliminar 
molts nodes, la seva connectivitat es veu afectada només de forma local. D’altra 
banda, si els atacs van dirigits als hubs les conseqüències solen ser desastroses. 
Únicament eliminant molt pocs nodes la connectivitat de la xarxa passa a un estat 
crític. Segons les proves realitzades per Barabási, únicament eliminant el 5% dels 
hubs, la distància per creuar la xarxa es duplicava. A partir d’aquí es va demostrar 
que eliminant entre el 5 i el 15% dels nodes millor connectats (començant pel més 
gran) n’hi hauria prou per fer caure qualsevol xarxa d’aquest tipus. 
 Per poder mesurar el grau d’afectació a la xarxa quan s’eliminen nodes i/o 
enllaços, existeix el que s’anomena “giant component”, que per al nostre estudi, es 
podria simplificar amb el node que té més connexions. En les següents figures 
podem veure gràficament l’afectació de l’eliminació de enllaços i nodes en diferents 
tipus de xarxes. 
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fig. 8 Exemple d’eliminació d’enllaços en una xarxa amb 50 nodes, 116 branques i Grau mig 
4.64. Després d’ eliminar el  25 % d’enllaços (hi ha 576 branques), el grau mig ha baixat fins a 
3.04, la distància mitja ha augmentat però encara s’aprecia la connexitat en el graf. 
 
    
 
fig. 9 Exemple d’eliminació aleatòria del 20% dels enllaços  en una xarxa scale-free , 
concretament la G-nutella. Al principi la “giant component” o component millor connectada té 
574 nodes, i després de l’atac 427. A simple vista es veu que l’estructura gairebé no canvia i la 
connectivitat no es veu molt afectada. 
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fig. 10 El mateix exemple d’abans, però en aquest cas hem eliminat els 22 nodes millor 
connectats (el 2,8% dels enllaços). La Giant component resultant té sols 301 nodes i es veu 
clarament que la xarxa ja no és connexa. 
3.2.6 Propagació de virus i vacunació  
 Quan es parla de virus en l’estudi de xarxes, sempre s’intenta veure quin és 
el llindar a partir del qual el virus es propagarà per tota la xarxa i farà trontollar la 
seva estructura. 
 Estudis recents han demostrat que per a aquest tipus de xarxes el llindar és 
zero, és a dir, qualsevol virus per senzill que sigui, s’escamparà ràpidament per la 
xarxa i la infectarà sencera. De la mateixa manera que els hubs son la clau per 
interconnectar punts molt distants de la xarxa, també ho son per escampar un virus 
a traves de la xarxa sols perquè un petit node s’hi posi en contacte.  
 En el cas contrari, si tenim una xarxa i el que volem és immunitzar als seus 
membres, no n’hi hauria prou amb fer una campanya aleatòria dels membres, ja que 
possiblement algun hub quedaria al marge. Per tant en aquest cas s’haurien de 
vacunar el 90% per tenir una certa efectivitat.  
 En comptes de campanyes de vacunació  aleatòries, el que es podria fer 
seria immunitzar únicament als hubs i als nodes millor connectats, i així els individus 
infectats no podrien propagar-se. De vegades però, el problema està en identificar 
els hubs, com és comú en les xarxes socials. 
3.2.7 Entrebancs amb la realitat 
 Tot i que el model scale-free  ha tingut una gran acceptació per explicar el 
funcionament de moltes xarxes complexes reals, no és una excepció de la majoria 
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de models matemàtics i per tant no encaixa al 100%. Veiem sinó alguns punts no 
tan atractius: 
No tenir ben especificada l’adjunció preferents ( es tracta de probabilitats ) fa que 
en alguns entorns les mateixes restriccions d’adjunció puguin comportar la restricció 
de l’evolució del model. Així, un exemple proposat per Louis Amaral ho explica11. Si 
prenem la xarxa dels aeroports i les rutes aèries, els nous vols voldrien connectar-se 
al hub (aeroport ) de més enllaços i el que comportaria seria la sobrecàrrega 
d’aquest Hub, fent que si hagués anat a un aeroport de 2º nivell potser hagués 
funcionat millor. 
En el cas de la WWW, el creador d’una nova web podria (com és el cas) no 
conèixer la totalitat de la xarxa, i no donar a conèixer la seva pàgina al millor hub, de 
forma que la seva connectivitat es veuria reduïda pel fet de no estar ben connectat 
de bon principi. 
Una altra limitació és la “competició entre nodes”. Si el fet de acumular enllaços 
és l’únic factor important del creixement de la xarxa, els nodes més antics sempre 
tindran preferència sobre els nouvinguts. Com es pot comprovar la realitat no és 
així, i tenim clars exemples com és el cas de Youtube. 
No obstant això, ja s’han realitzat estudis per explicar quins son els motius per els 
que  les xarxes complexes de vegades no responen al 100% amb la realitat.  En el 
cas de la xarxa d’aeroports mundial es parla de consideracions geopolítiques i de 
l’existència de comunitats dins la xarxa global19,20.  Dins l’estudi d’aquestes 
comunitats aquest estudis s’introdueixen els conceptes l’índex de grau dins la 
comunitat respecte la xarxa global, així com el coeficient de participació. 
L’índex de grau dins la comunitat o z-score mesura quan de ben connectat esta 
un node i respecte als altres nodes de la comunitat i es defineix com: 
i
i
s
si
i
kk
z  
On ki és el nombre de enllaços del node i  cap a nodes de la mateixa comunitat si, 
is
k  és la mitja de k  sobre tots els nodes de la comunitat  si, i  
is
 és la desviació 
estàndard de k a si. 
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El coeficient de participació mesura la connectivitat dels nodes d’una comunitat 
respecte a nodes d’altres comunitats dins la xarxa, de manera que es defineix el 
coeficient de participació Pi del node i com: 
 
2
1
1
MN
s i
is
i
k
k
P  
On kis és el nombre d’enllaços del node i a nodes en la comunitat s, i ki és el grau 
total del node i. 
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4 Models de xarxes complexes  
 Com hem vist en capítols anteriors, la teoria de grafs és una eina molt potent 
per poder explicar el comportament de qualsevol tipus de xarxa. Juntament amb 
l’estadística i la informàtica, permeten simplificar i esquematitzar  les xarxes més 
complexes i traduir-les a expressions més senzilles de tractar.  
 El fet d’haver diferents tipus de grafs que expliquen el comportament de 
xarxes complexes, fa pensar que les pautes que els regulen han de ser diferents en 
cada cas. En aquest capítol es presenten diferents models per generar grafs, així 
com les regles utilitzades per generar cadascun d’aquests models, amb l’objectiu de 
determinar quines son aquestes “lleis” i patrons de comportament que expliquen de 
forma simplificada el funcionament de la majoria de xarxes complexes. Aquests 
models seran analitzats mitjançant simulacions i mètodes probabilístics i seran 
contrastats amb els models existents. 
 
4.1 Models clàssics 
4.1.1 Grafs aleatoris Erdös-Rényi 
És el model més simple i fou introduït per Paul Erdös i Alfred Rényi l’any 1959. El 
principi de funcionament és el següent: 
 Es considera el conjunt de nodes n  V d’un graf buit G=(V). Llavors, entre el 
total de branques possibles, s’escriuen o no els enllaços en funció d’una probabilitat  
p prefixada igual per totes les branques. 
 Com cadascun dels grafs generats son diferents entre sí, les propietats 
resultants hauran de ser calculades de forma estadística. 
Per un graf de ordre n, mida m, i probabilitat d’existir els enllaços p. Els 
paràmetres més importants seran: 
El nombre total de branques, m, estimat a la fi de la construcció del graf serà: 
 
2
)1(
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pnE  
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2
)1(nn
 és el nombre màxim d’enllaços que pot tenir un graf de grau n.  
La probabilitat de tenir un graf G(n,m) és: 
m
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m ppmnGP 2
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El grau mig <k> 
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La distribució de graus es calcularà de la següent manera: 
 
Per a que un vèrtex tingui grau k, durant k vegades s’ha de donar probabilitat p, 
en canvi, per a que no tingui grau k, s’ha de donar (n-1-k) vegades el amb 
probabilitat (1-p). Si el graf té 
!)!(
!
kkn
n
n
k
 possibilitats, tenim que el resultat és 
una distribució binomial, per si aproximem per la Distribució de Poisson en els dos 
límits 0, pn  i n,p constant, tenim 
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El diàmetre serà18: 
)ln(
)ln(
k
n
D  
Nota: l’increment d’un graf aleatori de 10.000 a 100.000 nodes nomes influiria en 
un augment del diàmetre de 4 a 5  
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fig. 11Graf aleatori de 16 nodes i 24 enllaços. 
4.1.2 Model petit-món Watts-Strogatz  no 
determinista 
 L’any 1998 Watts i Strogatz21 van descriure un tipus de grafs en els que el 
seu diàmetre restava gairebé inalterable a mida que augmentava el nombre de 
vèrtexs, encara més lent que l’augment en els grafs aleatoris. El model funciona així. 
Es pren un graf circulant Cn,  (0), i a continuació es tria el vèrtex 0 i la branca 
adjacent al vèrtex 1. Amb probabilitat p, es reconnecta aquesta branca a un vèrtex 
escollit uniformement a l’atzar entre la resta de vèrtexs, evitant la duplicació de 
branques. El procediment es continua per a tots els vèrtexs del graf, i tot seguit es fa 
el mateix amb  la branca del vèrtex 0 adjacent al vèrtex 2 , i així  fins al vèrtex /2. 
 Si p = 1, és a dir que sempre hi ha una nova reconnexió, el graf resultant és 
aleatori, mentre que per p = 0 no hi ha canvis. El cas més interessant es produeix 
per valors intermitjos, per ex. per p=0.01, on s’obtenen xarxes petit mont amb un 
clustering elevat i amb diàmetre i distància mitja propers al del graf inicial. Vegem un 
exemple senzill de generació de model petit mon. 
A la figura següent podem veure un exemple gràfic de la generació del model. 
 
fig. 12. Les figures següents representen la generació de xarxes petit mon amb el model 
Watts-Strogatz. (1) graf circulant C16,4 ( 16 nodes amb enllaços als 4 nodes adjacents). (2) 
després d’aplicar el model Watts-Strogatz per una p <1, donant com a resultat una xarxa petit 
mon. 
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4.1.3 Model de Barabási-Albert  
 El seu model es basa en dos conceptes: creixement i adjunció preferent.. 
aquest model es construeix a partir d’un model simple de grafs , afegint nous vèrtexs 
i  connectant-los a vèrtexs existents seleccionats proporcionalment pel seu grau . 
L’algorisme de creixement és el següent: 
Es parteix amb un nombre de vèrtex desconnectats m0, sense cap enllaç 
S’afegeixen nous vèrtexs al graf en cada iteració, per cada nou vèrtex,  
s’afegeixen m’  noves branques que connecten el nou vèrtex amb un ja existent. La 
probabilitat que el nou vèrtex es connecti a un vèrtex existent i depèn del seu grau ki 
segons 
nj
j
i
k
k
,1
P(ki)  
A partir d’aquestes senzilles regles, Barabási i Albert van demostrar analíticament 
que el graf tendeix a un estat amb invariància d’escala, és a dir, encara que 
augmenti el nombre de iteracions la distribució de graus no canvia i queda descrita 
per una llei potencial P(k)  k-    on =3. Aquesta distribució potencial de graus és la 
que demostra l’existència de hubs amb molts d’enllaços en front a  vèrtexs amb un 
grau molt proper a 1. En aquest cas cal destacar el següent: 
La distribució de graus és invariant d’escala degut  a l’adjunció preferent, 
altrament, el grau es distribueix en base a una funció exponencial. 
El diàmetre D, en un càlcul analític demostra que és 
))ln(ln(
)ln(
n
n
D  
El clustering és 5 vegades superior al d’un graf aleatori de dimensions de grau i 
mida comparables, i cau segons l’ordre del graf amb proporció C  n-0.75. 
 
 
4.2 Models deterministes 
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 A diferencia dels models aleatoris també es poden generar xarxes petit mon i 
amb invariància d’escala a partir de mètodes deterministes22, amb l’avantatge que 
és més fàcil calcular els paràmetres rellevants del graf. En aquest capítol 
introduirem les variants deterministes als models presentats anteriorment amb la 
seves respectives comparacions. 
4.2.1 Model Watts-Strogatz determinista 
A partir del graf circulant Cn,  es trien h vèrtex com a hubs i després, es fa servir 
un graf de diàmetre petit d’ordre h per interconnectar els hubs. D’aquesta manera el 
clustering total és elevat i el diàmetre es redueix considerablement.  Els dos models 
es poden comparar a la següent gràfica: 
 
fig. 13 Comparació dels models determinista i aleatori en el càlcul del clustering i el 
diàmetre segons el model de Watts i Strogatz 
4.2.2 Grafs petit-món fractals 
Els treballs realitzats en grafs per Makse , Song i Havlin23, demostren que moltes 
xarxes complexes reals poden considerar-se fractals, mentre que alguns models 
com el de Barabási-Albert no tenen aquesta propietat.  
 La modificació d’alguns grafs fractals permet convertir-los en grafs petit-món 
deterministes amb els avantatges que contempla. Segons aquests autors,  la 
propietat d’autosimilitud d’aquest tipus de xarxes presenta major robustesa –que els 
models simples de scale-free – a atacs dirigits a hubs, demostrant que qualsevol 
xarxa modular, com una xarxa cel·lular, requereix una estructura fractal, 
conseqüència directa de la seva evolució. 
A la següent gràfica podem veure la modificació de diferents models fractals per 
convertir-los en petit món24. 
 
39 
 [Optimització de xarxes d’interconnexió a partir del grau d’intermediació dels enllaços] 
 
 
 
   
 
 
 
fig. 14 (a dalt) Grafs Sierpinski (gsket, carpet i tetra de esquerra a dreta). (a baix) modificats 
per ser petit mon. 
4.2.3 Grafs jeràrquics 
S’entén per grafs jeràrquics a aquells que presenten una certa estructura modular 
que resulta en una jerarquia en els seus graus. A més de ser petit mon amb 
invariància d’escala, cal que el coeficient d’agrupament tingui un comportament del 
tipus Ci  1/ki. 
 El mecanisme determinista per obtenir un graf jeràrquic es basa en 
considerar un graf complet Kn, marcar un vèrtex com “arrel” i connectar-hi n-1 
rèpliques del graf. El pas següent seria agafar el graf resultant (de n2 vèrtexs) i 
tornar a connectar a l’arrel n-1 rèpliques, obtenint un graf de n3 vèrtexs. I així 
successivament. 
 Els diversos tipus de grafs jeràrquics depenen entre d’altres, del tipus de graf 
inicial, i de la introducció de més branques. Tot i això, un cop fixar el graf inicial ja no 
cal ajustar més paràmetres. 
 Aquest mecanisme es podria entendre com un producte jeràrquic de grafs. 
Segons això, els grafs resultants presenten una jerarquia en quant al seu grau amb 
una distribució exponencial. D’altra banda, amb aquest producte s’obtenen subgrafs 
del producte cartesià dels factors (tots x tots). Algunes de les propietats  del 
producte cartesià es mantenen en el producte jeràrquic com diàmetre i distància 
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mitjana petits i l’existència d’algorismes d’enrutament simples i protocols de 
comunicació òptims. 
4.2.4 Arbres de cliques recursius deterministes 
Hi ha altres construccions més complexes que els grafs jeràrquics que es poden 
construir a partir de grafs complets. Un arbre de cliques recursiu es pot generar de 
la següent forma 
Com a punt de partida per t=0, es pren un graf complet de dimensió d, Kd = 
K(d,0). 
Per K(d,t) es trien un o més (depèn del resultat que es vol obtenir) dels d-cliques 
de K(d,t-1)  i s’afegeix per cadascun d’ells, un nou vèrtex  que es connecta a tots els 
vèrtex del cliques. 
 
De forma gràfica tenim el següent: 
 
fig. 15 Construcció d’un arbre de cliques per d=6 i agafant alguns  dels cliques de K(d,t-1) 
Els tipus de grafs resultants depenen de la dimensió d i del nombre de cliques 
que es prenen. Així tenim la següent taula: 
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fig. 16 Taula de construccions basades en cliques recursius deterministes. El grau 
(columna esquerra), Construcció obtinguda afegint alhora un vèrtex a cada d-clique, amb 
repetició (columna central) i sense repetició (dreta) 
4.2.5 Arbres de cliques recursius aleatoris 
  
 El mateix que hem fet abans per la generació de arbres de cliques amb 
construccions deterministes es pot fer també amb construccions de grafs aleatòries. 
Les diferencies entre els dos models estan, per exemple en l’exponent de la llei 
potencial per a la distribució de graus. D’altra banda, per construccions aleatòries és 
possible introduir un paràmetre per controlar part de les propietats estructurals de la 
xarxa. Ajustant adequadament aquest paràmetre , és possible la introducció a cada 
pas d’un únic vèrtex adjacent als d’un clique o de diversos vèrtexs que s’uneixen a 
diferents cliques, fins i tot a tots els cliques com en el cas determinista. A la següent 
taula podem veure el cas de grafs a partir de cliques recursius aleatoris. 
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fig. 17 Taula de construccions basades en cliques recursius aleatoris. El grau (columna 
esquerra), Construcció obtinguda afegint alhora un vèrtex a cada d-clique 
25
, amb repetició 
(columna central) i sense repetició (dreta) 
4.2.6 Fitness model 
 Tot i que en la majoria de contextos l’adjunció preferent esta assumida, n’hi 
ha d’altres on no es pot considerar. En algunes situacions, els nous nodes no 
coneixen el grau de tota la resta de vèrtexs de la xarxa. D’altra banda, és cert que 
quan dos vèrtexs estan connectats, ho fan per un motiu en comú que els aporta un 
benefici mutu. Per exemple en les xarxes socials els individus poden estar 
connectats per amistat, autoritat etc.. En aquests sistemes, sobretot en els que 
mantenen una topologia scale-free , esta clar que hi ha una raó que esta fora de 
l’adjunció preferent. 
 Tenint en compte això, existeixen una sèrie de variables que realitzen una 
funció similar a l’adjunció preferent. Els models que segueixen aquest tipus de 
variables son els anomenats “fitness models”.  La construcció seria la següent: 
Es crearia un graf G=(V) amb un nombre elevat de vèrtexs N  V. Per a cada 
vèrtex i-èssim hi ha un fitness xi; determinat per un nombre real que mesura la 
importància d’aquest vèrtex envers la resta ( per ex. el seu grau ). Aquest fitness 
s’adjudica seguint una distribució de probabilitat p(x) que inicialment la suposem 
aleatòria. 
Per a cada parella de vèrtexs i, j es dibuixa un enllaç amb probabilitat f(xi,xj), en 
funció de la importància dels vèrtexs. 
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Segons aquest model, si f(xi,xj) és constant, i tindrem un model aleatori com el de 
Erdös Rényi [4.1], i evidentment no donarà lloc a una xarxa SF. 
Ara bé, si pel contrari, la funció densitat de probabilitat del fitness p(x) té una 
distribució potencial, el resultat serà una xarxa SF18 
4.2.7 Grafs optimitzats  
 En alguns casos, la topologia d’un graf està dissenyada adequadament per 
desenvolupar una tasca de forma òptima. Aquesta classe de grafs sovint 
s’anomenen “grafs econòmics”, i les estructures d’arbre son bones candidates, ja 
que es connecten n vèrtexs amb el mínim nombre d’enllaços possible ( n-1).  Els 
exemples que millor expliquen la dinàmica d’aquests grafs econòmics, son les 
xarxes de transport a traves dels enllaços del graf. 
 Un dels models més representatius i més interessants és la xarxa dels vasos 
sanguinis del cos humà9. En aquest cas, la xarxa està optimitzada per portar els 
nutrients a totes les parts del cos amb el mínim nombre de matèria transportada, 
amb la restricció de mantenir el flux constant per a tots els vasos. Tot i això,  aquest 
fenomen no nomes succeeix al cos humà. Les xarxes fluvials i els vasos interns de 
les plantes també transporten els seus continguts de la forma més eficient. 
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5 Algorismes d’optimització 
combinatòria 
 Entre els tipus de problemes d’optimització que ens podem trobar,  n’hi ha 
que son relativament fàcils de resoldre, on el temps de resolució creix linealment 
(polinòmicament) amb la mida del problema, en els que es poden trobar les 
solucions ràpidament aplicant algorismes exhaustius (o voraços). Hi ha però, un 
altre tipus de problemes en què la seva dificultat de resolució creix de forma 
exponencial, son els “problemes NP26” per als quals no es pot garantir una solució 
òptima en un interval de temps raonable. En un problema NP, un cop obtinguda un a 
solució, aquesta es pot verificar en un interval de temps polinòmic. Hi ha però un 
subconjunt de problemes NP, els NP-complets. Un problema és NP-complet, si , a 
més de ser NP, l’algorisme que el resol es pot aplicar a altres problemes NP. 
 A conseqüència de la gran quantitat de problemes que hi ha d’aquest tipus en 
el mon real, i la clara necessitat de poder-los resoldre de forma ràpida i eficient, es 
van impulsar el desenvolupament de procediments eficients per trobar bones 
solucions encara que no fossin les òptimes, però si bones aproximacions en 
intervals de temps raonables. 
 Aquests mètodes, en els que la qualitat de la solució és tan important com el 
temps que cal per trobar-la són els anomenats mètodes heurístics o aproximats. 
Aquests mecanismes proporcionen sovint una bona aproximació a la solució, però 
no necessàriament la òptima. Lògicament el temps invertit per un mètode exacte per 
solucionar aquest tipus de problema seria d’una magnitud molt superior, i en alguns 
casos impracticable.  
 Un exemple de problema d’optimització combinatòria el trobem en el famós 
“problema del viatjant”(o travelling salesman problem, introduït al segle XIX per WR 
Hamilton), on s’intenta trobar la ruta òptima que ha de seguir un viatjant per passar 
per totes les ciutats on ha de realitzar vendes sense passar dues vegades per la 
mateixa i fent el mínim de kilòmetres. 
 Si es tractes sols d’una desena de ciutats, tenim 10! possibles solucions 
(3628800) i  mitjançant algorismes que provessin totes les possibles combinacions 
es trobaria a la solució optima de forma ràpida. Però únicament augmentant el 
nombre de ciutats fins a 30, tindríem 30! (2.65·1032 possibilitats!!!). La dificultat per 
calcular les solucions creix de forma factorial i no pot ser tractat amb un algorisme 
convencional. 
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  Entre la gran varietat de mètodes d’optimització combinatòria existents 
triarem el Simulated annealing o recuita simulada,  i el Threshold Accepting o 
algorisme del llindar, que per les característiques del problema i la simplicitat de la 
seva implementació els fan idonis per aquest treball. 
 
5.1 Simulated annealing (SA) 
 Des que l’any 1983 Kirkpatrick va introduir el concepte, s’ha demostrat que és 
un mecanisme molt potent i molt exitós per resoldre un gran nombre de problemes 
d’optimització27. 
 La recuita simulada és una variant de recerca “local” que permet moviments 
ascendents per evitar caure en solucions intermèdies locals distants de la solució 
optima o d’una molt propera.  
 El nom ve de la idea en que estava basat un algorisme dissenyat als anys 50 
per Metròpolis i els seus col·laboradors on  simulava el refredament del material.  Un 
exemple per explicar el funcionament seria el de la formació de cristalls de 
molècules de sucre. Tenim que les molècules en una solució de aigua molt calenta i 
sucre es mouen aleatòriament. Si la temperatura de la mescla baixa ràpidament, les 
molècules de sucre es solidifiquen en estructures complicades i caòtiques. D’altra 
banda, si la temperatura baixa molt lentament, el sucre forma estructures 
cristal·lines en una disposició ordenada i bilions de vegades més grans que les 
molècules. 
 Aquestes molècules estan distribuïdes de forma natural en diversos llindars 
energètics. A mida que la temperatura baixa, l’energia <en mitja> també ho fa, i les 
molècules es reordenen per formar el cristall, encara que encara hi ha molècules 
que romanen en un estat d’energia superior. Entre aquestes molècules, i les que 
estan en un estat inferior tot i pertànyer a un de superior, es produeix un intercanvi i 
una reordenació que fa que cadascuna d’elles vagi al nivell que li pertoca, 
minimitzant l’energia en conjunt i completant el cristall. Aquesta transferència 
d’energia entre molècules de diferent nivell afavoreix la reordenació i la creació del 
cristall, però te un problema, i es que és necessari un temps per realitzar-ho, d’aquí 
la importància del temps que es dediqui en baixar de temperatura el sucre. En 
conseqüència, la formació o no del cristall indica si les molècules han trobat un estat 
de mínima energia ,estant disposades de forma ordenada,o be si el descens brusc 
de la temperatura ha deixat una massa poc estructurada . 
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5.1.1 Funcionament 
El funcionament del Simulated annealing (SA) és lleugerament diferent al de 
mètodes d’optimització local usuals (mètodes voraços). Aquests parteixen d’una 
solució inicial i introdueixen canvis de forma aleatòria. Si els canvis milloren la 
qualitat de la solució s’accepten, i si pel contrari, els canvis proporcionen una solució 
pitjor, es rebutgen. Amb aquest mecanisme les solucions trobades poden arribar a 
ser bones aproximacions locals,  però no tenen perquè ser optimes de forma global i 
de fet poden quedar molt lluny d’un òptim. 
 Una forma d’evitar aquest problema és acceptar amb una certa probabilitat, 
alguns d’aquests canvis que empitjoren la solució, però sempre de forma controlada 
ja que en cas contrari l’algorisme divergeix i s’allunya de l’objectiu. 
 SA controla aquests moviments ascendents i descendents mitjançant una 
funció de probabilitat que fa disminuir la probabilitat d’acceptar nous canvis a mida 
que l’algorisme s’apropa a la solució. Aquesta funció té com a origen el model de les 
molècules de sucre comentat anteriorment, i a partir de lleis de termodinàmica 
s’aproxima a una temperatura t. Així, la probabilitat  P de que un increment energètic 
de magnitud  ΔE s’accepti es pot aproximar per: 
)(
][ kt
E
eEP  
On k es la constant de Boltzmann (k 1.3806503·10-38 J/K). En l’algorisme de 
Metròpolis es genera una pertorbació aleatòria en el sistema i es calculen els canvis 
d’energia resultants: si hi ha una caiguda energètica, s’accepta el canvi; si hi ha un 
augment de l’energia, s’accepta amb la probabilitat esmentada anteriorment. El 
procés es repeteix durant un nombre predefinit de iteracions en sèries decreixents 
de temperatura fins que es determina que el sistema ha convergit en una solució 
molt bona o molt propera a la solució optima. 
 A tot això, la constant de Boltzmann no afecta a la capacitat de convergir del 
sistema, pel que normalment no s’utilitza. El paràmetre  t , també anomenat 
temperatura, segueix la pauta de refredament físic. Així una solució que suposi un 
increment Δ en la funció de cost s’acceptarà amb probabilitat P[ΔE]. Per tant, si es 
permet que la variable t prengui valors prou petits, la convergència serà local ja que 
la probabilitat d’acceptar un canvi serà gairebé 0. Segons això, i a partir d’estudis 
realitzats, si t decreix prou lentament el sistema convergirà a la solució optima, això 
si, penalitzarà en el temps que necessitarà l’algorisme per arribar-hi.  
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 L’esquema de l’algorisme seria el següent: 
 
 
 
 
 
 
És relativament senzill que SA funcioni, el que és més complicat és que funcioni 
bé. Això és degut a que té una sèrie de decisions i paràmetres que cal tenir en 
compte per obtenir solucions d’una certa qualitat. En aquest apartat veurem el 
conjunt de regles/decisions genèriques que permeten ajustar l’algorisme per obtenir 
els millors resultats i aprofitar el màxim les seves capacitats. 
5.1.2 Decisions genèriques 
 Estan bàsicament lligades als paràmetres que controlen el “refredament”. Des 
de l’interval de temperatura de treball, la velocitat a la que es reduirà paulatinament 
(t = (t)) i les condicions de parada: 
Donada una funció de cost f(s) a minimitzar dins un entorn N(s)  
Donada una funció de reducció de temperatura ,   [0,1]. 
Donat un nombre de iteracions K per cada interval de temperatura  
Donat un criteri de parada de temperatura final  tfinal 
1. Inicialitzar temperatura inicial elevada   Tk =  T0  (T0>0) 
2. Generar solució inicial     s0 amb cost f(s0). 
3. Mentre no s’assoleixi la temperatura final  T < tfinal  
3.1 REPETIR K vegades  
Modificar lleugerament la solució trobada s0 i obtenir nova solució s 
Si nova solució MILLOR que anterior   ACCEPTAR CANVI  s0= s 
Si nova solució PITJOR que anterior 
Generar aleatòriament u  U(0,1). 
Si u < 
)
))()((
( 0
T
sfsf
e     ACCEPTAR CANVI  s0 = s  
 3.2 DISMINUIR temperatura    T = ·T  
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Temperatura inicial: Donat que es parteix d’una solució inicial aleatòria i l’objectiu 
és una solució optima i independent de les condicions inicials, la temperatura inicial 
haurà de ser prou alta com per poder acceptar un nombre prou elevat de solucions 
intermèdies i el resultat sigui independent de les condicions inicials. 
 Si es tracta d’un problema ben estructurat i tenim dades com per fer una 
estimació del valor, es pot partir d’un t0 que accepti els canvis amb una certa 
probabilitat i així evitar passar per totes aquelles solucions “distants”. En cas que no 
es conegui caldrà fixar una t0 mes elevada, de forma que el sistema s’escalfarà per 
evitar condicionaments abans de començar el procés d’optimització. 
Velocitat de refredament: La velocitat de refredament és un dels altres 
paràmetres importants a tenir en compte. En diferents estudis s’ha comprovat que  
el salt de temperatura entre iteracions implementat pot ser de diferents tipus però els 
millors resultats s’obtenen amb un descens geomètric. Per t= ·t amb | |<1  s’ha 
demostrat empíricament que els millors resultats s’obtenen per valors de  entre 0.8 
i 0.99. Això és degut a que per a valors alts de temperatura  la baixada és prou 
ràpida com per evitar els mínims relatius i que a mida que la temperatura assoleix 
valors baixos  l’interval queda reduït i dóna temps a l’algorisme per convergir prop 
de la solució optima. 
Per exemple, per =0.9 amb t0=300 tenim el següent: 
200-180-162-145,8-131,2-118,1- ... -30,019-27,017-24,315-21,884-19,695- ... -
10,467-9,420-8,478-7,630-6,867-6,181-5,563-5,006- ... -1,031-0,928-0,835-0,751-
0,676-0,609-0,548-0,493- ... -0,102-0,091-0,082-0,074-0,067-0,060-0,054-0,049-
0,044-0,039-0,035-0,032-0,029-0,026-0,023-0,021-0,019-0,017-0,015-0,014-0,012-
0,011-0,010-  
Com podem comprovar, per les primeres iteracions el descens de temperatura és 
de l’ordre de desenes de graus, mentre que en els últims instants del procés es 
redueix a mil·lèsimes de grau. 
Nombre de repeticions: En nombre de repeticions, es creu que el valor òptim per 
a tenir prou mostres en cada interval és de NxN, per N igual al nombre d’enllaços 
(en aquest cas). Tot i això en alguns casos no és ni molt menys necessari arribar a 
aquest nombre i es poden prendre valors més baixos penalitzant lleugerament la 
qualitat de la solució trobada. D’altra banda, també es pot considerar la possibilitat 
de augmentar el nombre d’iteracions a mida que l’algorisme convergeix, ja que 
permet reduir el cost computacional (i en definitiva el temps de càlcul) en les 
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primeres iteracions quan hi ha un major percentatge de canvis que milloren la 
solució, i dedicar més temps al tram final del procés quan hi ha menys nombre de 
canvis que milloren la solució i cal tenir en compte més possibilitats. 
Temperatura final: La temperatura final és la temperatura en la que l’algorisme 
s’aturarà i donarà com a definitiva la solució que tingui emmagatzemada en aquell 
moment, és doncs el criteri de parada del procés d’optimització. La temperatura final 
s’ajustarà al moment en què el sistema no proposi durant un període llarg 
d’iteracions, cap solució de cost menor a l’anterior, és a dir, quan aparentment el 
sistema ja no pugui millorar la solució que té. Aparentment el criteri de parada de 
l’algorisme hauria de ser 0 en un cas ideal, però força abans l’algorisme ja haurà 
convergit en una aproximació prou bona (o la optima en alguns casos) i fixar com a 
temperatura final 0 no aportaria res. És per aquest motiu que normalment no es fixa 
mai 0 com a límit de sortida de l’algorisme. Diversos estudis 28 han arribat a la 
conclusió que  per 
1
ln
s
t  
on  és la probabilitat que una solució estigui a menys distància que  de l’òptim. 
Tot i que d’altres han demostrat que s’obtenen resultats similars de forma més 
senzilla: únicament acabant el programa un cop s’han superat un determinat nombre 
d’iteracions sense cap acceptació. 
5.1.3 Decisions específiques per a cada 
problema. 
 Les decisions específiques es refereixen sobretot a la definició de l’espai de 
les solucions, l’estructura dels entorns,  la funció de cost i la solució inicial. 
Està generalment acceptat que  la solució inicial ha de ser generada de forma 
aleatòria. Per a la resta no hi ha regles definitives però calen una sèrie de  factors a 
tenir en compte. 
 Tot i que en les primeres proves els entorns eren tots de la mateixa mida, 
avui s’ha comprovat que no té perquè se així, sinó que sols cal complir que una 
solució es pugui obtenir a partir d’una altra a traves de canvis o moviments vàlids. 
 Per garantir el temps de càlcul cal que les rutines de l’algorisme que es 
repetiran més sovint siguin el  més ràpides possible, com p ex. càlcul del cost d’una 
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solució, generació de la nova solució aleatòria.... El que es tracta és de posar el 
mínim de restriccions afavorint la velocitat, ja que la rapidesa compensarà les 
possibles desviacions que es donaran pel fet de no haver inclòs totes les 
restriccions. En el càlcul de la funció de cost, sempre que sigui possible es farà el 
càlcul a partir de les modificacions respecte la solució anterior, per evitar haver de 
tornar a calcular de nou el cost amb la conseqüent pèrdua de temps que implica. 
 Un altre aspecte a tenir en compte és la simplificació en el càlcul del factor de 
Boltzmann. Del que es tracta és de crear una taula on mirar directament els valors 
de l’exponencial sense necessitar de haver-los de calcular en cada iteració. Així, es 
podrien memoritzar 1000 posicions, per cada t, per exemple Δ [t/200, 5t], a la 
posició i-éssima tindríem  e-Δ/t = e-i/200  de forma que l’índex per mirar a la taula es 
calcularia Δ·(200t), arrodonint i acotant els valors entre 1 i 1000. 
  
5.2 Threshold Accepting (TA) 
Aquest mètode d’optimització combinatòria va ser introduït per primera vegada 
l’any 1990 per G.Dueck i T.Scheuer29. El mecanisme té una estructura similar a SA 
però amb diferències en els criteris d’acceptació que el fan més senzill 
d’implementar i ajustar, a la vegada que requereix menys cost computacional (no ha 
de fer càlculs probabilístics ni generar nombres aleatoris ) fent-lo més ràpid.  
5.2.1 Funcionament 
De la mateixa manera que a SA si la nova solució generada (a partir d’una lleugera 
modificació de l’anterior) és pitjor que l’anterior s’acceptarà o no en funció d’una 
probabilitat p determinada (5.1.1),al mètode basat en el llindar (TA) una solució que 
empitjora el resultat s’acceptarà sempre i quan es trobi dins un llindar de tolerància 
predefinit, i que disminueix a mesura que augmenta el nombre d’iteracions del 
procés d’optimització.  
L’esquema de l’algorisme és el següent: 
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Donada una funció de cost f(s) a minimitzar dins un entorn N(s). 
Donat un nombre màxim d’iteracions MAX_ITER del procés d’optimització 
Donat un llindar d’acceptació inicial T0 (T>0) i un llindar acceptació mínim Tmin  
1. Generar solució inicial    s0 amb cost f(s0). 
2. Mentre llindar T > Tmin 
Mentre no s’arribi al nombre màxim d’iteracions MAX_ITER 
Modificar lleugerament la solució trobada s0 i obtenir nova solució s 
Calcular ΔE=f(s)-f(s0) 
Si nova solució MILLOR que anterior ACCEPTAR CANVI  s0= s 
Si nova solució PITJOR que anterior  
però dins llindar acceptació (ΔE < T)  ACCEPTAR CANVI  s0 = s 
Disminuir  llindar acceptació  (exemple: T = T*0.99) 
5.2.2 Paràmetres de control 
  
Son bàsicament el llindar d’acceptació i el nombre d’iteracions a realitzar: 
Llindar d’acceptació: És el valor màxim que s’utilitza com a referència per decidir 
si una nova solució s’accepta tot i empitjorar el resultat en comparació amb la 
solució anterior. Per tal de que el procés d’optimització sigui el més independent 
possible de les funcions de cost, el llindar d’acceptació sol ser un paràmetre de tipus 
percentual (%). Per tant  el llindar d’acceptació es calcularà sempre en funció del 
cost de la solució inicial, per exemple un llindar de valor T0=cost_inicial*0.01,  es 
traduirà a que només s’acceptaran els canvis que empitjoren el cost amb un marge 
de 1% de tolerància.  
Nombre d’iteracions: Són el nombre de passos màxim que realitzarà l’algorisme. 
A cada  iteració l’algorisme genera una nova solució i en calcula el cost, compara 
amb la solució anterior i en funció del resultat obtingut decideix si cal acceptar-la o 
no. 
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Per tal d’arribar a que l’algorisme convergeixi, és necessari disminuir el llindar 
d’acceptació a mesura que augmenta el nombre d’iteracions. Aquest fenomen es 
podria assimilar a la velocitat de refredament comentada a l’apartat 5.1.2. Es pot 
definir un interval de nombre de iteracions per disminuir el llindar o bé un nombre 
d’iteracions consecutives amb les que no hi ha millora de cost. Valors típics de 
disminució del llindar son per exemple T=T*0.99.  
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6 Simulacions i resultats 
En aquest capítol es recullen les simulacions realitzades per l’estudi de com el 
afecta el grau d’intermediació dels enllaços en el procés d’optimització de xarxes 
complexes. Els estudis realitzats es poden subdividir en dos grans blocs en funció 
dels mecanismes d’optimització emprats, les condicions inicials (graf inicial), i les 
funcions de cost avaluades: 
A.  
 Optimització mitjançant el mètode Simulated annealing (SA) 
 Generació del model a partir de grafs aleatoris Erdös Renyi i a partir de 
grafs amb enllaços entre nodes més propers (grau mig de 2 a 5).  
 Proves amb diferents funcions de cost 
 Programació en llenguatge C 
B.  
 Optimització mitjançant Threshold Accepting (TA) 
 Generació del model a partir d’una malla de nodes amb enllaços als  
nodes més propers (grau mig 8)  
 Proves amb diferents funcions de cost 
 Programació en Python (NetworkX) 
6.1 Generació del model A 
 En aquest capítol es proposa un mètode que permet generar una xarxa 
scale-free a partir d’un graf aleatori i poder determinar la influència de determinats 
paràmetres en la topologia de les xarxes resultants. 
  Tot i això, ja s’han realitzat algunes investigacions sobre la importància 
d’alguns paràmetres en el procés de generació de xarxes d’invariància d’escala. 
 En un dels articles de Ferrer Cancho i R.Solé (2003)30, es va comprovar que 
la importància de la distància entre nodes , juntament amb  un paràmetre anomenat 
densitat de la xarxa   jugava un paper decisiu en el procés de generació de xarxes 
scale-free invariants d’escala. 
En els seus estudis es prenia un graf no dirigit amb un conjunt de nodes i 
branques prefixat, amb una distribució dels enllaços aleatòria,. Llavors, a partir de la 
matriu de distancies entre nodes i l’ anteriorment esmentat  paràmetre de densitat 
de xarxa 
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1n
k
, 
on n el nombre de nodes i <k> el grau mig, es construïa la funció de cost següent: 
)1()( dE  
On d, és la distància entre nodes (en nombre de salts ), i  un paràmetre que 
permetia controlar la combinació lineal de d i . A partir del procés de minimització 
es defineix un tipus d’entropia H( ) basada en el promig de la distribució de graus 
dels nodes. 
k
n
k
kH
1
1
log)(  
 on  k  és el nombre de vèrtexs de grau k. 
Després de  realitzar proves per diferents valors de  , l’estudi mostra que per 
valors de  =0.01 el resultat son distribucions de grau exponencials, per  =0.08 
s’obtenen topologies scale-free mentre que per valors  =0.5 ens trobem xarxes en 
estrella. L’interval entre els dos últims pertany a xarxes amb presència d’un nombre 
elevat de hubs. Vegeu la gràfica següent: 
 
fig. 18 Promig de l’entropia H( ) ( 50 proves)  per n=100 on es pot observar els valors de  
per als quals s’obtenen les diferents topologies 
30
. 
En estudis anteriors també es va investigar sobre la importància d’alguns 
paràmetres en les xarxes scale-free (SF), com és el cas dels relatius a la 
betweenness centrality dels vèrtexs. Aquests estudis tenien l’objectiu de prevenir les 
congestions de transit en la majoria de xarxes de comunicacions, on el dimensionat 
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té un paper tan important, es va intentar quantificar la informació que  passava per 
cada node d’una xarxa amb un paràmetre anomenat “càrrega” ( load 31).  
Es parteix del principi (no sempre és així) en el que qualsevol intercanvi 
d’informació utilitza la ruta més curta ( el camí geodèsic ), i en el cas d’existir més 
d’una, el paquet es fragmenta en el nombre de rutes curtes existents. Així, es 
defineix 
)( ji
kl  com  cadascuna de les contribucions sobre un vèrtex k de cada parell 
(i j). La càrrega o load es defineix com la quantitat d’informació que passa per un 
node determinat quan tots estan transmetent informació a la vegada entre ells. 
ji
ji
kk ll
,
)(  
S’ha comprovat que aquest paràmetre load  manté una distribució potencial (   
2.2) per gairebé totes les xarxes de l’experiment. A més, com a  conseqüència de 
que la distribució de graus en la majoria de xarxes SF compren aquests valors (2 <  
 3), es parla de propietat genèrica de les xarxes SF. 
En aquest cas però, no es genera un model a partir del load, sinó que es parteix 
d’una xarxa SF i s’analitza i es representa el paràmetre load ,  per tant, no es parla 
que una optimització d’aquest paràmetre porti a una xarxa SF, sinó que una xarxa 
SF te una distribució potencial del paràmetre load. 
Aquests estudis han despertat l’interès en l’efecte de la betweenness en les 
xarxes SF, i donat que els estudis anteriors s’han dedicat principalment a la càrrega 
en els nodes, és interessant obrir una nova línia de recerca en l’efecte de la 
betweenness de cadascun dels enllaços que conformen una xarxa, i parlar així de la 
importància d’uns enllaços envers els altres. 
Utilitzant aquest punt de partida s’han generat diferents models que estudien més 
en profunditat aquesta característica de les xarxes complexes, comparant els 
resultats i veient fins a quin punt és important tenir-ho en compte. 
Si bé és cert que totes les simulacions persegueixen trobar el model més adient 
per modelar una xarxa SF i hi ha variacions importants entre elles,  la línia de 
recerca ha seguit sempre un model que s’ha mantingut en tot moment. 
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6.1.1 Algorisme principal 
 Per cadascun dels casos d’estudi cal veure l’evolució des del graf inicial i el 
final després del procés d’optimització. Per aquest motiu cal emmagatzemar les 
dades inicials i els resultats per més endavant poder aplicar els mètodes estadístics 
necessaris i extreure’n les conclusions. 
 D’altra banda, l’estudi comprèn variacions en les funcions de cost i la mida de 
les xarxes d’estudi i per aquest motiu cal ajustar el mecanisme del SA per a 
cadascun dels casos.  
L’esquema següent mostra a grans trets el model de funcionament utilitzat: 
1. Es genera un d’un graf inicial a partir d’un dels tres mètodes diferents  en funció 
del cas d’estudi: 
 Graf aleatori Erdôs-Rényi 
 Graf amb enllaços a nodes més propers ( s’explicarà en detall al capítol 6.2.2) 
 
2. Es calculen i es s’emmagatzemen els paràmetres inicials: 
 Cost inicial 
 Diàmetre 
 Clustering 
 Distància mitja 
 betweenness acumulada  
 Generació fitxers de sortida amb el graf resultant per altres aplicacions 
(Mathematica, llista adjacències) 
3. Inicialitzar les variables del SA 
4. Repetir Mentre la temperatura > temperatura mínima 
 Repetir NK vegades. 
o Modifiquem lleugerament el graf 
o Calcular cost actual () 
o cost = cost_inicial – cost_actual 
o Si  cost > 0  ( implica millora) 
 s’accepta la modificació 
 cost_inicial = cost_actual 
o Si cost < 0   (implica empitjorament )  
 Triar nº aleatori entre 0 i 1 
 Si nombre aleatori < 
aTemperatur
t
e
cos
     
 s’accepta la modificació 
 cost_inicial = cost_actual 
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 Si NO  
 No s’accepta la modificació (no fem res) 
 Fi Repetir NK vegades 
 Disminució de la temperatura ( t = 0,9*t ), tornar a pas 4. 
5. Es calculen i es s’emmagatzemen els paràmetres finals: 
 Cost final 
 Diàmetre 
 Clustering 
 Distància mitja 
 betweenness acumulada  
 Generació fitxers de sortida amb graf resultant per altres aplicacions 
(Mathematica, llista adjacències) 
6. S’emmagatzemen totes les dades als fitxers de resultat per al seu estudi. 
 
6.1.2 Característiques i funcions rellevants 
En aquesta part s’explicarà quins criteris s’han utilitzat per a la implementació de 
les funcions principals del programa així com la seva utilitat dins el procés 
d’optimització. Si es vol entrar més en detall sobre la definició de les funcions es pot 
consultar l’annex adjunt al document.  
D’altra banda, les particularitats per a cada cas, com la generació del graf inicial, i 
la implementació de les diferents funcions de cost s’explicaran en detall en el proper 
capítol de Simulacions i resultats (6.2). 
En primer lloc s’explicaran aquelles funcions que s’ha decidit que no s’inclouran 
en la funció de cost i per tant no intervindran en el procés d’optimització: Clustering, 
distància mitja, diàmetre i grau mig. 
Tot seguit, s’entrarà en el detall de les característiques de les funcions més 
rellevants que s’han hagut de tenir en compte en quan a restriccions de disseny: 
connexitat del graf; perquè formen part de la funció de cost: distància i betweenness; 
i finalment perquè intervenen en l’extracció d’informació per avaluar la qualitat de les 
solucions: clustering, distància mitja, diàmetre  i fitxers de sortida.  
6.1.2.1 Connexitat 
La connexitat del graf és una restricció en el procés d’optimització, ja que si no 
existeix almenys un camí entre qualsevol parella de nodes, la resta de l’estudi no te 
sentit. 
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Esta clar que el graf inicial ha de ser connex, però en el cas dels grafs aleatoris  
no és just forçar manualment que ho sigui ja que les propietats estadístiques es 
veurien afectades  i no interessa. 
Per solucionar-ho, el què s’ha fet és  generar el graf sense tenir en compte si és 
connex o no, i llavors fer la comprovació. Cal tenir en compte que la densitat de 
branques és prou elevada com perquè el graf sigui connex de bon principi. En 
qualsevol cas, si no compleix aquesta condició, el programa generarà de nou un 
altre fins un nombre màxim d’intents. 
6.1.2.2 Grau d'intermediació - betweenness 
El càlcul del grau d'intermediació és imprescindible en el procés d’optimització i 
per tant cal calcular-la en cadascuna de les iteracions. Malauradament, per la seva 
complexitat, és el procés que requereix més cost computacional, i per aquest motiu 
ha marcat clarament la durada de les simulacions. 
Per a cada node, es calculen en nombre de camins per anar a qualsevol altre 
node de la xarxa, i la distància en nombre de salts. Finalment i un cop tots els nodes 
tenen el seu vector amb les distancies i els camins, es calcula la bt per cadascun 
dels enllaços. 
En un principi s’havia intentat veure fins a quin punt era necessari recalcular de 
nou tots els valors de bt per a tots els enllaços en cada iteració, intentant acotar la 
influencia d’una sola modificació, però es va comprovar que per lleugera que fos, 
afectava gairebé a la totalitat dels càlculs. Per tant a cada iteració es recalcula el 
grau d’intermediació dels enllaços. 
6.1.2.3 Distància dels enllaços 
La distància dels enllaços és, juntament amb la betweenness, un dels factors més 
importants a tenir en compte en el procés d’optimització d’una xarxa. El cost d’un 
enllaç és proporcional a la seva capacitat i a la seva distància. La capacitat d’un 
enllaç ve determinada per el seu grau d’utilització, la llargada depèn de la distància 
física dels nodes que connecti. Segons això, el procés avalua la viabilitat d’introduir 
enllaços més llargs i menys capacitat enfront a enllaços més curts i de més grau 
d’utilització. 
La distància dels enllaços es calcula directament a partir de les posicions que 
ocupen els nodes dins una malla prefixada. 
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6.1.2.4 Coeficient d'agrupament - clustering 
El clustering dóna informació rellevant sobre com ha millorat el grau de 
connectivitat entre el graf inicial e el final, sense necessitat de recórrer a una 
representació gràfica que podria no ser prou clara. 
D’altra banda, aquest paràmetre, permet tenir més informació sobre la qualitat de 
les solucions trobades i poder realitzar una comparació amb grafs existents. 
El procediment per al càlcul del clustering d’un node utilitzat és el següent: Primer 
es marquen els enllaços que estan connectats al node. Llavors es compten tots els 
enllaços possibles que es poden donar entre la resta de parelles de nodes del graf i 
es fa el quocient amb els que realment existeixen. Un cop s’ha completat, es treu el 
promig per a tots els nodes. Malgrat això, en el nostre cas, el càlcul del clustering 
finalment no intervé en el procés d’optimització i per tant, únicament es calcula al 
principi i a la fi del procés per a comparar els resultats. 
6.1.2.5 Distància mitjana, diàmetre 
La distància mitjana s’obté com el promig de la distància en nombre de salts que 
hi ha per arribar d’un node a qualsevol altre de la xarxa. S’ha aprofitat aquesta 
mateixa funció per extreure el valor màxim, el diàmetre. 
6.1.2.6 Modifica graf 
Dins aquest apartat s’han agrupat les modificacions que es poden fer a un graf en 
cadascuna de les iteracions del procés d’optimització. 
Hi ha tres modificacions bàsiques  que permeten a l’algorisme optimitzar la funció 
de cost en un interval més reduït i trobar millors resultats, proporcionant més 
combinacions possibles. 
La funció afegeix enllaç selecciona aleatòriament  dos nodes que no tinguin cap 
enllaç que els uneixi, i els crea un enllaç. 
La funció elimina enllaç allibera un enllaç existent a la xarxa per a poder ser de 
nou utilitzat per connectar dos nous nodes. 
D’altra banda, la funció canviar enllaç selecciona un enllaç a l’atzar i canviar un 
dels seus extrems, connectant-lo a un altre node (sempre i quan no hi hagi un altre 
enllaç que l’uneixi prèviament, mantenint sempre la connexitat del graf). Aquesta 
funció agilitza el procés d’afegir i eliminar branques i augmenta l’eficiència del 
programa afegint a la vegada un nou enllaç i eliminant-ne un altre. 
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Tot i això, per trobar resultats òptims, és necessari donar llibertat al nombre 
d’enllaços del graf i per tant les funcions de afegir/ treure enllaç han de ser-hi 
presents per poder evitar els mínims relatius. 
6.1.2.7 Fitxers de sortida 
Per poder aprofitar al màxim l’estudi, el programa proporciona diferents fitxers de 
sortida compatibles amb la majoria de software dedicat a l’estudi de la teoria de 
grafs. 
Així doncs, a part de treure un fitxer de text pla amb les dades inicials i finals de 
cost, betweenness, clustering, distància mitja, i distribució de graus, el programa 
també genera dos fitxers amb els grafs inicial i final per poder continuar l’estudi amb 
altres programes de gestió de grafs: NetworkX i Mathematica. 
NetworkX:. Es tracta d’un paquet de Python per la creació, modificació i operació 
amb grafs32. El format que accepta és en llista d’adjacències sense redundància. En 
el cas que ens ocupa el programa treu el graf inicial i el final en aquest format, al 
que anomena graf_inicial.grf, graf_final.grf. Cal afegir que aquest software, unit al 
package gràfic PyGraphviz permet una representació gràfica dels grafs de forma 
ràpida i intuïtiva, força útil en aquest cas. 
Mathematica33: Software de càlcul i anàlisi matemàtica que juntament amb el 
package Combinatorica, permet l’estudi, la representació i l’anàlisi de les propietats 
estadístiques dels grafs. El format del fitxer és específic i es representa mitjançant 
l’extensió “.m”. És aquest software és el que s’ha utilitzat per representar 
l’estadística dels resultats obtinguts. 
6.2 Simulacions i resultats A 
Per a realitzar les simulacions s’ha construït un programa en llenguatge C al que 
se li han incorporat mòduls en funció de quin era el cas d’estudi. La decisió d’utilitzar 
C i no un altre (VBasic, Java, Python, etc) ha estat deguda a la flexibilitat a l’hora de 
poder compilar tant a maquines Windows com Unix (Xserve), com per l’eficiència 
(no es necessari tenir maquines virtuals i no requereix de processadors molt 
potents), de forma que es reduís al màxim el temps de càlcul.  
Els equips que s’han utilitzat per a les simulacions son les maquines disponibles 
al departament de Matemàtica Aplicada IV (MA-4) de la UPC – ETSETB, ja que per 
la durada de les simulacions i per la possibilitat d’executar vàries instancies del 
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programa a diferents màquines hagués estat inviable realitzar-ho a un ordinador 
convencional. Les característiques dels servidors utilitzats son les següents: 
 
Xserve5: 
Model Name: Xserve 
Model Identifier: Xserve2,1 
Processor Name: Quad-Core Intel Xeon 
Processor Speed: 3 GHz 
Number Of Processors: 2 
Total Number Of Cores: 8 
L2 Cache (per processor): 12 MB 
Memory: 32 GB 
Bus Speed: 1.6 GHz 
Boot ROM Version: XS21.006C.B06 
 
Xserve4: 
Xserve3: 
Xserve2: 
Xserve1: 
 
Model Name: Xserve G5 
Model Identifier: RackMac3,1 
Processor Name: PowerPC G5  (3.1) 
Processor Speed: 2.3 GHz 
Number of CPUs: 2 
L2 Cache (per CPU): 512 KB 
Memory: 8 GB 
Bus Speed: 1.15 GHz 
Boot ROM Version: 5.1.7f2 
 
 
Un cop establert el model inicial en el capítol anterior, el pas següent és 
determinar quins son els jocs de dades inicials que permetran obtenir més 
informació per arribar a l’objectiu de l’estudi, i a la vegada poder identificar de forma 
ràpida quins paràmetres ens poden esbiaixar la solució i invalidar la simulació. 
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El punt de partida de les simulacions no hauria d’influir en els resultats obtinguts, 
donat que fem servir mètodes d’optimització combinatòria que eviten aquest 
fenomen, però de vegades els punts de partida de les simulacions es troben dins de 
mínims relatius d’energia de forma que el procés ha de modificar tant el punt de 
partida per a poder optimitzar que li és impossible fugir d’aquest mínim. Per aquest 
motiu en algun dels casos es proposaran punts de partida alternatius.  
Les simulacions s’han dividit en 3 blocs en funció del graf inicial de partida: 
 Graf inicial aleatori tipus Erdös Rényi 
 Graf inicial amb enllaços als nodes més propers 
 
A la vegada, per a cadascun dels casos s’han realitzat proves amb les diferents 
funcions de cost que teníem previstes, per avaluar el comportament del procés 
d’optimització i extreure’n conclusions dels resultats.  
Cal indicar que, un cop realitzades les simulacions, i degut a que la versió 1.3 de 
NetworkX va proporcionar una funció per a calcular la edge betweenness, es van fer 
comprovacions de consistència de resultats i la no coincidència va portar a descobrir 
errors de programació en aquest càlcul tant a NetworkX (error en la normalització) 
com en el programa en C (es deixaven de comptar certs camins). Després 
d’analitzar de l’error, s’ha considerat que aquest no afecta la validesa dels resultats 
obtinguts quan el graf inicial és de tipus aleatori o bé un graf de proximitat.  
6.2.1 Graf inicial aleatori tipus Erdös Rényi 
En aquest apartat es mostren els resultats de l’optimització de la xarxa a partir de 
una solució inicial aleatòria. Els grafs aleatoris es caracteritzen per tenir entre 
d’altres propietats, un clustering força baix, a partir de les simulacions es veurà com 
augmenta,  i es considerarà per decidir quina de les funcions  de cost és mes adient 
per al model, i poder acotar la resta de simulacions. 
El codi font del programa es pot consultar a l’annex A.1 
6.2.1.1 Generació del graf inicial 
No es pot dir que generar un graf aleatori sigui una tasca complicada, però sí cal 
anar amb compte amb una sèrie d’aspectes: 
Donat el gran nombre de simulacions que cal fer per treure les estadístiques, la 
generació de nombres aleatoris ha de ser el més “aleatòria” possible. La majoria de 
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compiladors inclouen dins les seves llibreries funcions que generen seqüències 
pseudo-aleatòries a partir d’una llavor o  paràmetre inicial. Per tant cal modificar 
aquesta llavor en cadascuna de les execucions, per no repetir la simulació amb els 
mateixos paràmetres. 
En aquest projecte, el graf inicial s’ha creat a partir del model de graf aleatori 
d’Erdôs Rényi (4.1). A partir d’un nombre fixat de nodes, es creen enllaços entre 
totes les possibles parelles de vèrtexs amb una probabilitat p, que determinarà la 
densitat d’enllaços de la xarxa.  
Entre els diferents casos que s’han utilitzat com a punt de partida hi ha els 
següents: 
#nodes p 
#enllaços 
aprox. 
diàmetre 
aprox. 
grau mig 
aprox. 
distància mitja 
aprox. 
100 0.1 460-480 4 8 2.2 
200 0.05 950-1000 4 10 2.6 
300 0.014 610 - 680 8 4 4.1 
300 0.025 1000-1100 5 7 3.1 
400 0.015 1100-1200 6 5 3.5 
500 0.030 1500-1700 6 6 3.7 
 
En tots els casos, els nodes es disposen inicialment de forma aleatòria en una 
malla  de dimensions 50 x 50, sense variar la seva posició en tot el procés. Amb una 
probabilitat p prefixada, s’intenten connectar totes les possibles parelles de vèrtexs 
donant lloc al graf inicial. Abans de començar el procés, es verifica si el graf és 
connex, a més de calcular algunes de les propietats d’interès en aquest estudi 
(diàmetre, distància mitja, grau mig, cost inicial, betweenness i clustering ) i que més 
endavant seran de nou avaluades, per poder veure l’evolució.  
Cal comentar que les dades corresponents  al diàmetre i distància mitja estan 
calculades a partir del nombre de “salts” i no a partir de la distància física en el graf. 
Com es veurà més endavant, la funció de cost incorpora la distància física, ja que la 
distància en nombre de salts ja es troba implícita en el càlcul de la betweenness de 
l’enllaç. 
Tot i que s’han fet proves per les diferents densitats de nodes, el compromís entre 
la durada de les simulacions i la escalabilitat de la informació trobada ha fet 
decantar les proves amb xarxes aleatòries cap a grafs amb 300 nodes, i P =0.025. 
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Així s’ha pogut comparar amb major facilitat els resultats obtinguts a totes les 
simulacions. En l’últim subapartat s’ha realitzat la prova per a grafs amb 300 nodes, i 
P =0.014, per poder obtenir resultats comparables a la resta de simulacions. 
 
6.2.1.2 Diferents funcions de cost per graf inicial 
N=300 i  P=0.025 
Per poder  fer una bona estimació de la funció de cost que modela una xarxa SF, 
s’han fet servir diferents hipòtesis basades en les investigacions recents 
comentades anteriorment. 
L’objectiu principal és aconseguir una funció de cost simple i eficaç que permeti 
veure clarament la influencia dels seus paràmetres a la solució trobada. 
D’una banda, el cost d’una xarxa bé donat per el cost dels nodes d’interconnexió i 
de l’altra per el cost dels enllaços que hi intervenen. A la vegada el cost d’un enllaç 
depèn de la seva capacitat i de la seva distància, i el cost d’un node, depèn de la 
quantitat d’informació que hagi de gestionar. 
En estudis anteriors s’ha comprovat que l’escalabilitat dels nodes segueix una 
distribució potencial, amb nodes molt ben connectats amb funcions de hub i d’altres 
més aïllats i sense tant de pes. Vist el que succeeix amb els nodes, es pot intuir que 
els enllaços poden tenir un funcionament semblant. 
A partir d’aquesta hipòtesi, s’han considerat 4 possibilitats per modelar el seu 
comportament dins una xarxa: 
 
Enllaços
sbetweennesciadistfCAS *tancos:1 1  
 
Enllaços
sbetweennesciadistfCAS *tancos:2 22  
 
Enllaços
ciadis sbetweennesetfCAS *cos:3 tan3  
 
Enllaços
sbetweennesciadistfCAS *)tanlog(cos:4 4  
On es considera: 
  Distància: distància física entre els nodes del graf 
  Betweenness: com la bt de l’enllaç 
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6.2.1.3 CAS 1 
 
En aquest cas tant la distància com la betweenness s’escalen linealment: 
 
Enllaços
sbetweennesciadistfCAS *tancos:1 1  
 
S’han realitzat 10 simulacions, cadascuna d’elles partint d’un graf aleatori  
generat a l’inici de cada simulació. En les figures següents es poden veure les 
distribucions de graus abans i després del procés d’optimització per aquest cas: 
 
 
 
fig. 19 Promig distribució inicial de Graus en graf aleatori Erdôs-Rényi per 300nodes,  
p=0.025 
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fig. 20 Promig distribució final de Graus per 300 nodes, p=0.025. Promig per 10 simulacions 
amb  fcost=distància*betweenness. 
 
En el graf inicial es pot veure com la distribució de Graus inicial segueix  una 
distribució de Poisson on el valor mig correspon al grau mig dels nodes del graf. 
En canvi, al graf final s’intueix una distribució de graus amb tendència a ser 
potencial entre 5 i 20 (veure escala logarítmica d’ambdós eixos), però amb els 
extrems força distants. Aquest fet podria dur a pensar que hi ha una component molt 
forta que no permet que hi hagi molts nodes amb pocs enllaços, fet que és una de 
les propietats de les xarxes SF. Per tant és necessari veure fins a quin punt la 
relació entre distància i betweenness hi té alguna cosa a veure. 
 
El promig de les propietats bàsiques dels grafs a l’inici i a la fi de les simulacions 
és el següent: 
 promig inicial promig final 
clustering 0,02890 0,20045 
dist. mitja 3,06 2,77 
diàmetre 5,56 4,00 
 
El promig inicial presenta un clustering molt baix, típic de grafs aleatoris mentre 
que un cop s’ha optimitzat augmenta en un factor 10, tot i això, no és prou alt com 
en els casos presentats al capítol 3 que es de 0.7-0.8. 
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La distància mitja i el diàmetre han millorat però tenint en compte les dimensions 
del graf i el nombre d’enllaços tampoc es pot dir que hi hagi millores significatives. 
Per acabar amb aquesta simulació es presenta un exemple de la topologia dels 
grafs utilitzats en una de les simulacions. 
 
 
fig. 21 Exemple representatiu del procés de simulació per N=300, p=0.025 fcost=dist*bt on 
el graf inicial (esquerra) i final (dreta) estan representats amb NetworkX. El dibuix mostra la 
mida dels nodes proporcional al seu grau per poder obtenir una imatge més clara del procés. 
Els nodes millor connectats son 275 i 259 amb graus 73 i 74 respectivament. 
Els resultats representats a la fig. 21, mostren que el procés d’optimització ha 
donat lloc a dos hubs (nodes 275 i 259) a partir dels quals surten la majoria 
d’enllaços. Malgrat això, també es pot veure com hi ha un entramat poc clar als 
extrems, conseqüència directa del fet de no haver molts nodes amb pocs enllaços. 
Es pot concloure per aquest cas, que el procés d’optimització no porta, almenys 
en principi, cap a una solució òptima, bé sigui per les característiques pròpies de 
intentar optimitzar una xarxa aleatòria, bé per la escalabilitat distància-bt a la funció 
de cost, o simplement perquè la funció de cost no contempla alguns aspectes. 
6.2.1.4 CAS 2 
Aquest cas, igual com els casos 3 i 4,  han sorgit a partir de l’hipòtesi que la 
distància i la betweenness no segueixin els mateixos patrons d’escala. Per aquest 
motiu, introduint funcions no lineals en l’expressió del cost, el pes donat a cadascun 
dels factors de l’expressió es veu alterat i podem fer un pas endavant en l’estimació 
de la f de cost: 
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Enllaços
sbetweennesciadistfCAS *tancos:2 22  
 
 
Ara es pretén donar més pes a la distància dels enllaços que a la betweenness, 
de forma que petites variacions en la distància proporcionin diferencies de cost prou 
significatives com per a  influir en la optimització global del graf.  
 
 
S’ha fet un promig de 6 simulacions i els resultats els podem comparar a la taula 
següent:  
 
 promig inicial promig final 
clustering: 0,02655 0,18737 
dist. mitjana: 3,06 3,37 
diàmetre: 5,83 5,33 
 
El clustering ha augmentat degut a l’aparició de hubs, però  la distància mitja en 
nombre de salts ha augmentat a conseqüència de donar massa pes a la distància i 
forçar que no hi hagi enllaços llargs. El promig resultant el podem veure a la figura 
següent: 
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fig. 22 Promig distribució final de Graus per 300 nodes, p=0.025. Promig per 6 simulacions 
amb  fcost=distància
2
*betweenness 
La distribució potencial es manté dins el marge de graus 6-20, però el nombre de 
nodes amb pocs enllaços continua essent baix. Pel que fa al nombre de Hubs ha 
augmentat, conseqüència directa d’haver donat més pes a la distància, fet que ha 
generat enllaços més curts i per tant més Hubs però de menys nombre de enllaços. 
 
 
fig. 23 Exemple representatiu del procés de simulació per N=300, p=0.025 del cas per a 
fcost=distància
2
*betweenness. Graf inicial (esq.) i final (dreta representats amb NetworkX amb 
mida de nodes proporcional a nombre d’enllaços que contenen. Es pot veure l’augment del 
nombre de Hubs però a la vegada, la mida dels nodes ens indica que no contenen tants 
individus. 
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6.2.1.5 CAS 3 
 
Aquest cas es segueix la mateixa idea de l’anterior afavorint la distància envers la 
betweenness però a traves d’una funció exponencial, que proporciona encara més 
pes a la distància.  
Enllaços
ciadis sbetweennesetfCAS *cos:3 tan3  
Com era d’esperar, l’efecte de la distància s’accentua més que en el CAS 2, 
obtenint major nombre de hubs però de menor quantitat de nodes.   
 
fig. 24 Promig distribució final de Graus per 300 nodes, p=0.025. Promig de 3 simulacions 
per fcost=exp(distància)*betweenness 
 
El procés d’optimització ha millorat el clustering en un factor 3, però no hi ha 
millores substancials en el diàmetre i la distància mitja. 
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 promig inicial promig final 
clustering: 0,031646 0,10832 
dist. mitja: 3,072832 3,128049 
diàmetre 6 5 
 
 
fig. 25 Exemple representatiu del procés de simulació per N=300, p=0.025 del cas per a 
fcost=exp(distància)*betweenness. Graf inicial (esq.) i final (dreta representats amb NetworkX 
amb mida de nodes proporcional a nombre d’enllaços que contenen.Com es pot comprovar 
els hubs gairebé no s’identifiquen. 
 
 
6.2.1.6 CAS 4 
 
Al contrari que en els casos anteriors s’ha optat per normalitzar  les distancies per 
intentar que la bt assoleixi major pes en el procés d’optimització. 
 
Enllaços
sbetweennesciadistfCAS *)tanlog(cos:4 4  
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El resultat obtingut estarà més lligat a la bt i per tant els nodes millor connectats al 
principi encara esdevindran més rellevants, sense tenir tant en compte la llargada 
dels enllaços. El promig resultant ha optimitzat lleugerament els camins però no la 
distància, i per tant la distribució de graus té una certa tendència a ser potencial 
sense arribar-hi  i l’aparença del graf s’ha mantingut gairebé aleatòria.  
Cal afegir que el procés d’optimització s’ha vist afectat, degut a la lleugera 
variació del cost entre iteracions, el procés s’ha alentit i ha resultat ser menys 
eficient. D’aquí que en la taula comparativa de propietats no hi hagi gairebé 
diferencies.  
 
 
  inicial final 
clustering: 0,0294845 0,049705 
dist.: 3,11 2,79 
diàmetre 5,5 4 
 
 
 
 
fig. 26  Promig distribució final de Graus per 300 nodes, p=0.025. Promig de 3 simulacions 
per fcost=Log(distància)*betweenness 
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fig. 27  Exemple representatiu del procés de simulació per N=300, p=0.025 del cas per a 
fcost=log(distància)*betweenness. Graf inicial (esq.) i final (dreta representats amb NetworkX 
amb mida de nodes proporcional a nombre d’enllaços que contenen. No es detecten 
diferències. 
6.2.1.7 Simulacions addicionals per a graf inicial 
N=300 i P=0.014 
Per tal de poder comparar els resultats amb altres mètodes s’han fet unes proves 
per una densitat d’enllaços menor amb l’objectiu d’obtenir a grafs amb grau mig 
inferior. 
Donat que la funció de cost que ha proporcionat  els resultats més propers a una 
xarxa scale-free és la del cas 1, s’ha utilitzat la mateixa per a grafs amb N=300, 
P=0.014. Els resultats obtinguts son els següents: 
 
 
fig. 28Promig distribució inicial de Graus en graf aleatori Erdôs-Rényi per 300nodes i 
p=0.014 
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fig. 29Distribució final de Graus en graf aleatori Erdôs-Rényi per 300nodes i p=0.014. 
Promig per 3 simulacions amb  fcost=distància*betweenness 
 
 
Els resultats: 
 promig inicial promig final 
clustering 0,092943 0,380948 
dist. mitja 4,054723 3,007737 
diàmetre 8,33 5,00 
 
 
A diferència del cas vist en el punt 6.2.1.3 els resultats obtinguts de forma general 
son millors. En l’apartat anterior (6.2.1.3) el clustering arriba a 0,2, mentre que en 
aquest cas és de 0,38. D’altra banda el fet de baixar la densitat d’enllaços de la 
xarxa tot i que s’ha partit des d’una distància mitjana i diàmetre superiors, fa millorar 
el procés d’optimització. Fins i tot en el cas de la distància mitja s’ha gairebé igualat 
( CAS 1 tenia 2,77 i ara 3,00). 
L’efecte d’aquesta millora és degut possiblement a que una menor densitat 
d’enllaços en general fa que s’accentuï encara més la necessitat d’aparició de hubs i 
per tant l’efecte del procés d’optimització sigui més visible. 
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fig. 30 Exemple representatiu del procés de simulació per N=300, p=0.014 del cas per a 
fcost= distància*betweenness. Graf inicial (esq.) i final (dreta representats amb NetworkX amb 
mida de nodes proporcional a nombre d’enllaços que contenen. El node millor connectat a la fi 
del procés és el 234 amb grau113. 
 
 
6.2.2 Graf inicial amb enllaços als nodes més 
propers 
A més de veure quins efectes poden tenir sobre el graf les diferents funcions de 
cost, cal veure fins a quin punt les condicions inicials del graf poden influir en el 
resultat un cop aplicat el procés d’optimització.  
Un dels comportaments bàsics que hi ha en el creixement de  les xarxes SF és 
l’adjunció preferent, a partir de la qual un nou node es connecta a la xarxa als nodes 
amb millor connectivitat, afavorint la creació de hubs i consolidant la distribució de 
grau potencial. 
 
A la realitat, els nous nodes sovint, sigui per problemes de cost o simplement 
perquè desconeixen quins son els nodes millor connectats, es connecten als nodes 
més propers. En aquest capítol s’ha optimitzat una xarxa resultant d’aplicar aquest 
comportament per veure quins efectes podria tenir sobre l’evolució del graf utilitzar 
aquest punt de partida. 
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La funció de cost utilitzada ha estat la del Cas1 
 
Enllaços
sbetweennesciadistfCAS *tancos:1 1  
  
que per els resultats obtinguts s’ha considerat més adient. 
 
El codi font del programa es pot consultar a l’annex A.2 
6.2.2.1 Generació del graf inicial amb restricció de 
proximitat 
Es parteix d’una malla on inicialment es distribueixen els nodes de forma 
aleatòria. Tot seguit es fixa un grau màxim per a cada node i  es connecta als nodes 
veïns per ordre de més proper a més llunyà. En el cas que un dels nodes al que es 
vol connectar tingui un grau màxim predefinit es continua el procés per al següent 
més proper. 
Un graf inicial amb aquesta topologia té propietats molt diferents al del graf inicial 
aleatori del capítol anterior. Tan el  clustering com distància mitja i diàmetre prenen 
valors més elevats, en definitiva, el cost inicial és molt més gran i per tant el procés 
d’optimització parteix d’una solució menys bona, amb els avantatges i inconvenients 
que comporta: d’una banda el procés d’optimització és més llarg però de l’altra es 
poden evitar mínims relatius que amb el graf inicial aleatori podia estar condicionant.  
 
6.2.2.2 Diferents densitats d’enllaços 
En aquest cas es divideixen els casos d’estudi en funció del grau mig d’enllaços 
de cada node, per poder veure com influeix la densitat d’enllaços en els resultats. 
Per tant el fet d’escollir un graf amb un menor nombre de nodes afavorirà tant la 
durada de les simulacions com la representació del graf inicial/final en els casos 
representatius. 
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Tot i això, igual com en el cas anterior es reserva un punt per fer un cas similar 
(en quan a nombre de nodes i densitat d’enllaços) al del punt 6.2.1.7, amb N=300 i 
grau mig 3 
#nodes Grau màx. Grau mig 
#enllaços 
aprox. 
Diàmetre 
aprox. 
Dist. Mitjana 
aprox. 
200 3 2 266 32 13.42 
200 4 3 375 15 7.17 
200 5 4 477 11 5.53 
200 6 5 584 10 4.88 
 
Per a cadascun dels casos s’han realitzat 3 simulacions, prou representatives per 
veure l’evolució dels grafs. 
 
6.2.2.3 Grau mig 2 
 
Tal i com es pot observar a la taula següent, les propietats del graf han millorat 
notablement respecte al punt de partida.  
 
FIX200-3 inicial final 
clustering 0,12167 0,73830 
dist, mitja 13,42 2,51 
diàmetre 32 5 
 
Els resultats obtinguts han mostrat grafs amb un únic Hub principal, i la resta de 
nodes amb graus entre 1 i 3. El promig resultant es pot veure a la gràfica següent: 
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fig. 31 Promig resultant per simulació amb restricció de proximitat. Promig per 3 
simulacions, cas1:grau mig 2.  
 
Finalment, s’ha seleccionat un dels casos com a exemple representatiu: 
 
 
a)   b)  
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c)  
fig. 32 Exemple representatiu per simulació amb restricció de proximitat, cas1:grau mig 2; 
Representació gràfica amb Mathematica amb les posicions reals dels nodes a la malla, abans i 
després del procés d’optimització. Les figures mostren els graf inicial(a) i final (b) on els 
enllaços han passat de estar connectats entre nodes propers, a connectar-se en majoria a un 
únic Hub. Per a poder veure millor el resultat, la figura inferior (c) mostra l’estructura amb 
representació SpringElectrical de Mathematica del graf final. 
 
6.2.2.4 Grau mig 3 
 
El fet d’incrementar el grau mig dels enllaços fa que la connectivitat entre els 
nodes sigui més elevada, afavorint la formació de hubs secundaris, i aconseguint 
que el nombre de nodes de grau baix augmenti respecte les simulacions anteriors. 
 
 
FIX200-4 inicial final 
clustering 0,17833 0,39641 
dist. mitjana 7,17 2,92 
diàmetre 15 4 
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D’altra banda, per graus compresos entre 3 i 15 es pot veure l’estructura potencial 
present en les xarxes SF, tot i que en els extrems no s’arriba a assolir 
completament. 
 
fig. 33 Promig resultant per simulació amb restricció de proximitat. Promig per 3 
simulacions, cas2:grau mig 3 
En la mostra escollida, es pot veure com en aquest cas el fet de tenir un major 
nombre d’enllaços que en el cas 2 afavoreix l’aparició  de hubs secundaris. 
a) b)  
81 
 [Optimització de xarxes d’interconnexió a partir del grau d’intermediació dels enllaços] 
 
 
 
   
 
c)  
fig. 34 Exemple representatiu per simulació amb restricció de proximitat, cas2:grau mig 3; 
Representació gràfica amb Mathematica amb les posicions reals dels nodes a la malla, abans i 
després del procés d’optimització. Graf inicial (a), graf final(b); Estructura 
SpringElectrical(Mathematica) del graf final (c) on apareix el hub principal i almenys 5 hubs 
secundaris prou diferenciats. 
 
6.2.2.5 Grau mig 4 
Aquest cas, juntament amb el següent (6.2.2.6), tenen especial rellevància ja que 
comparteixen  el nombre d’enllaços que s’ha utilitzat en les simulacions per al graf 
inicial aleatori.    
En el graf inicial aleatori es parteix d’un clustering molt baix i les millores en quan 
a clustering, distància mitjana i diàmetre no varien molt respecte a l’inici. En aquest 
cas el punt de partida son uns paràmetres de connectivitat pitjors, i un cop acabat el 
procés d’optimització dona lloc a valors similars als obtinguts en el cas aleatori. En 
quan la distribució de graus és lleugerament millor, possiblement degut a que des 
del punt de vista de funció de cost, el graf aleatori estava proper a un mínim relatiu 
del qual l’algoritme tenia problemes per sortir-ne, i a partir d’unes condicions inicials 
pitjors el procés d’optimització  no esta tan condicionat. Malgrat tot en ambdós casos 
els resultats son similars. 
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FIX200-5 inicial final 
clustering 0,20117 0,30192 
dist. 5,53 2,96 
diàmetre 11 4 
 
 
 
fig. 35 Promig resultant per simulació amb restricció de proximitat. Promig per 3 
simulacions, cas3:grau mig 4. 
Finalment en el següent exemple representatiu es pot comprovar l’existència d’un 
únic Hub principal seguit de 6 hubs secundaris que agrupen la resta de nodes. Un 
cop més es posa de manifest que l’augment del nombre d’enllaços  ha fet sorgir 
nous hubs secundaris que redueixen l’impacte dels enllaços llargs en el càlcul de la 
fcost. 
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a) b)  
c)  
fig. 36 Exemple per simulació amb restricció de proximitat, cas3:grau mig 4; Representació 
gràfica amb Mathematica amb les posicions reals dels nodes a la malla, abans i després del 
procés d’optimització. Graf inicial (a), graf final(b); Estructura SpringElectrical(Mathematica) 
del graf final (c) on es distingeixen un hub principal i almenys 7 hubs secundaris. 
 
6.2.2.6 Grau mig 5 
En aquesta última simulació s’ha augmentat la densitat un punt més per 
comprovar com afecta el fet de fixar la densitat d’enllaços en resultats del procés 
d’optimització. Així si el nombre d’enllaços és baix, la tendència és cap a un únic 
hub (apartat 6.2.2.3), mentre que el fet de fixar el nombre d’ enllaços augmenta el 
cost total i sorgeix la necessitat de fer-los més curts per minimitzar el cost, amb 
l’aparició de hubs secundaris que marquen salts intermedis. 
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Com es pot veure a la taula, la distància mitja i el diàmetre experimenten una 
millora substancial, mentre que el clustering es manté similar a la resta de 
simulacions en valors propers al 0.3. 
 
FIX200-6 inicial final 
clustering 0,24278 0,28773 
dist. 4,88 2,86 
diàmetre 10 4 
 
 
 
 
 
fig. 37 Promig resultant per simulació amb restricció de proximitat. Promig per 3 
simulacions,, cas4:grau mig 5 
 
La topologia és gairebé la mateixa tot i que l’aspecte del graf resultant és més 
dens pel fet de tenir un major nombre d’enllaços. 
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a) b)  
c)  
fig. 38 Exemple per simulació amb restricció de proximitat, cas4:grau mig 5; Representació 
gràfica amb Mathematica amb les posicions reals dels nodes a la malla, abans i després del 
procés d’optimització. Graf inicial (a), graf final(b); Estructura SpringElectrical(Mathematica) 
del graf final (c) S’identifiquen aparentment 3 hubs, però els resultats de la 0 mostren 
l’existència de varis hubs secundaris de grau entre 10 i 15. 
6.2.2.7 Simulacions addicionals per a graf amb N=300 
grau mig 6 
 
De la mateixa manera que en el cas anterior, també s’han realitzat simulacions 
per a densitats d’enllaços superiors, comparables al cas aleatori 6.2.1.7. 
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Els resultats obtinguts son els següents: 
 
 
FIX300-6 inicial final 
clustering 0,24137 0,13950 
dist. 5,22 3,074 
diàmetre 11 5 
 
Tant la distància mitjana com el diàmetre son similars al cas del graf aleatori i han 
millorat respecte les condicions inicials.  
 
 
 
fig. 39 Promig resultant per simulació amb restricció de proximitat. N=300 grau mig 6. 
La topologia resultant no es pot identificar correctament degut a la densitat del 
nombre de nodes, l’únic que aporta informació és la representació c) on es distingeix 
un hub principal i multitud de hubs secundaris: 
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a) b)  
c)  
 
fig. 40 Exemple per simulació amb restricció de proximitat, cas4:grau mig 5; Representació 
gràfica amb Mathematica amb les posicions reals dels nodes a la malla, abans i després del 
procés d’optimització. Graf inicial (a), graf final(b); Estructura SpringElectrical(Mathematica) 
del graf final (c) on es distingeix un únic hub envoltat de multitud de hubs secundaris. 
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6.3 Generació del model B 
En aquest capítol es proposa un mètode que permet generar una xarxa scale-free 
a partir d’un graf inicial de tipus malla amb enllaços als nodes veïns més propers. 
Aquest model es caracteritza perquè el punt de partida és idèntic per a totes les 
simulacions i tots els enllaços tenen la mateixa llargada. 
6.3.1 Algorisme principal 
Per cadascun dels casos d’estudi cal veure l’evolució des del graf inicial i el final 
després del procés d’optimització. Per aquest motiu cal emmagatzemar les dades 
inicials i els resultats per més endavant poder aplicar els mètodes estadístics 
necessaris i extreure’n les conclusions. 
L’esquema següent mostra a grans trets el model de funcionament utilitzat: 
1. Es genera el graf inicial de tipus malla i grau mig 8 
2. Es calculen i es s’emmagatzemen els paràmetres inicials: 
 Cost inicial 
 Diàmetre 
 Clustering 
 Distància mitja 
 Distribució de graus 
3. Inicialitzar comptador nombre iteracions 
4. Repetir fins a nombre MAX_ITERACIONS 
 Es fa una copia del millor_graf (a l’inici el graf inicial) i s’emmagatzema en 
una nova variable nou_graf 
 modificar (nou_graf) 
 Calcular cost(nou_graf)  
 Si  cost(nou_graf) < cost(millor_graf)  ( implica millora) 
o cost(millor_graf)  = cost(nou_graf) 
o millor_graf = nou_graf 
 Si No 
o Si cost(nou_graf) < (cost(millor_graf) + T0 ) (implica empitjora )  
 cost(millor_graf)  = cost(nou_graf) 
 millor_graf = nou_graf 
o Si NO  
 No s’accepta la modificació (no fem res) 
  
 Generació fitxer de sortida amb millor_graf en llista adjacències 
 Si la iteració és múltiple de 200  
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o Disminució del llindar ( T0 = 0,9*T0 ), tornar a pas 4. 
 
5. Es calculen i es s’emmagatzemen els paràmetres finals: 
 Cost final 
 Diàmetre 
 Clustering 
 Distància mitja 
 
6.3.2 Característiques i funcions rellevants 
En aquest model s’utilitza Python com a llenguatge de programació i les funcions 
de càlcul desenvolupades en el model anterior es troben ja implementades a les 
llibreries estàndard de NetworkX: 
Per un graf (G), prèvia importació de les llibreries de NetworkX, 
import NetworkX as NX 
s’han utilitzat les funcions següents: 
 Edge betweenness: 
o NX.edge_betweenness_centrality(G,normalized=False) 
Cal comentar que per al càlcul de edge betweenness s’ha normalitzat 
posteriori ja que el càlcul normalitzat per la funció estàndard no es 
corresponia amb la definició correcta (2.2.4.2)  
 Clustering: 
o NX.average_clustering(G) 
 Distància mitjana: 
o NX.average_shortest_path_length(G) 
 Diàmetre: 
o NX.diameter(G) 
 
 
La resta de funcions s’han implementat de la mateixa manera que en el cas 
anterior, a diferencia de la funció de generació de fitxers de sortida, que en aquest 
cas no es generen resultats per Mathematica, i el format en llista d’adjacències per 
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NetworkX s’ha substituït per el format “*.pckl” donat que la plataforma d’anàlisi dels 
resultats no canvia i no aplica generar els grafs resultants en altres formats. 
6.4 Simulacions i resultats B 
Per a realitzar les simulacions s’ha construït un programa en llenguatge Python. 
L’avantatge d’utilitzar Python i no un altre és degut a que el propi programa disposa 
d’un paquet que incorpora funcions per operar amb grafs i calcular-ne les seves 
característiques i propietats més rellevants. Malgrat això, el rendiment és força més 
baix, i tot i utilitzar l’algorisme d’optimització del llindar (TA), que requereix menys 
cost computacional que Simulated-Annealing (SA), la durada de les simulacions s’ha 
vist incrementada. 
Els equips que utilitzats per a les simulacions son les maquines disponibles al 
departament de Matemàtica Aplicada IV (MA-4) de la UPC – ETSETB, esmentades 
en el capítol 6.2. 
De la mateixa manera que en el model A, s’utilitzen diferents funcions de cost per 
veure la influencia de la Edge Betweenness (EBC) en relació amb la distància entre 
els nodes. 
 
6.4.1 Graf inicial malla grau 8 
Es parteix d’un graf inicial en forma de malla amb un grau mig de nodes proper a 
8.  Tal i com es pot veure a la fig. 41, els nodes de l’interior del graf tenen grau 8, 
mentre que en els extrems el grau és inferior per tal d’aconseguir una malla plana. 
Com es pot observar, la llargada dels enllaços també és diferent en funció del veí al 
que es connecta : 1 per enllaços en horitzontal i vertical, en canvi, 1,414 en 
diagonal. De forma similar a com s’ha estudiat en el cas 6.2.2.1, els nodes 
únicament tenen enllaços als més propers de manera que tant la distància mitjana 
com el diàmetre inicials son molt elevats.  
Les dades inicials son: 
Nodes: 256 
Enllaços: 930 
Grau mig:   7.2656 
Diàmetre =  15.000000  
Distància mitjana =  7.4750  
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Clustering  =  0.4750 
 
 
fig. 41 Exemple del graf inicial utilitzat per realitzar les simulacions del model B. Malla de 
16x16 amb grau mig proper a 8, excepte en els extrems. 
6.4.2 Avaluació diferents funcions de cost 
Les funcions de cost objecte d’estudi en capítol  son les següents: 
 
Enllaços
sbetweennes
ciadis
ciadis
tfCAS *
tan
max_tan
cos:1 1  
 
Enllaços
sbetweennestfCAS 2cos:2  
 
Enllaços
sbetweennes
ciadis
ciadis
LogtfCAS *
tan
max_tan
*2cos:3 3  
On es considera: 
 Distància: distància física o geogràfica entre els nodes del graf posicionats 
dins la malla 
 Betweenness: com el grau d’intermediació de l’enllaç o EBC 
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6.4.2.1 CAS 1 
En aquest cas la distància i la betweenness s’escalen linealment, tot i que la 
distància esta normalitzada a l’invers. Aquesta normalització afavoreix per dos 
enllaços amb la mateixa bt la creació d’enllaços llargs enfront els curts. 
Els resultats per a una de les simulacions a la iteració 20.000 son els següents: 
Enllaços
sbetweennes
ciadis
ciadis
tfCAS *
tan
max_tan
cos:1 1  
Nodes: 256 
Enllaços: 930 
Grau mig:   7.2656 
Diàmetre =  4.000000  
Distància mitjana =  2.6948  
Clustering.  =  0.0588 
 
El graf resultant  és el següent: 
 
 
fig. 42 Exemple graf resultant per simulació amb malla nodes 16x16, i CAS 1. Representació 
Spring (NetworkX), amb diàmetre de nodes proporcional al seu grau. 
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fig. 43 Resultat per simulació del  CAS 1. Distribució de graus estadística (esquerra) i 
acumulada (dreta) 
 
6.4.2.2 CAS 2 
En aquest cas únicament s’ha tingut en compte la influencia de la edge 
betweenness per tal de veure quina era el seu paper dins el procés d’optimització. 
Els resultats per a una de les simulacions a la iteració 19.800 son els següents: 
Enllaços
sbetweennestfCAS 2cos:2  
Nodes: 256 
Enllaços: 930 
Grau mig:   7.2656 
Diàmetre =  4.000000  
Distància mitjana =  2.4980 
Clustering.  =  0.1454 
 
 
El graf resultant  és el següent: 
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fig. 44 Exemple graf resultant per simulació amb malla nodes 16x16, i CAS 2. Representació 
Spring (NetworkX), amb diàmetre de nodes proporcional al seu grau. 
 
 
fig. 45 Resultat per CAS 2. Distribució de graus estadística (esquerra) i acumulada (dreta) 
 
6.4.2.3 CAS 3 
En aquest cas s’ha decidit utilitzar una funció logarítmica per modelar la influència 
de la distància. L’objectiu és aconseguir que un enllaç llarg permeti el pas de més 
camins curts que un enllaç curt, de forma similar al que passa en xarxes reals de 
comunicacions o de transport. 
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Els resultats per a una de les simulacions a la iteració 32.200 son els següents: 
Enllaços
sbetweennes
ciadis
ciadis
LogtfCAS *
tan
max_tan
*2cos:3 3  
Nodes: 256 
Enllaços: 930 
Grau mig:   7.2656 
Diàmetre =  4.000000  
Distància mitjana =  2.6400 
Clustering.  =  0.0936 
 
El graf resultant  és el següent: 
 
 
 
fig. 46 Exemple graf resultant per simulació amb malla nodes 16x16, i CAS 3. Representació 
Spring (NetworkX), amb diàmetre de nodes proporcional al seu grau. 
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fig. 47 Resultat CAS 3. Distribució de graus estadística (esquerra) i acumulada (dreta) 
 
6.4.3 Comparació amb xarxa real 
Un cop obtinguts els resultats dels apartats anteriors s’han comparat amb les 
dades reals de la xarxa d’aeroports mundial corresponents proporcionades per 
Roger Guimerà a ref. 19. 
La xarxa d’aeroports mundial és pot modelar com una xarxa de nodes (aeroports) 
i enllaços (vols directes entre aeroports) resultant ésser petit-món, amb distribució 
de graus potencial i clustering elevat19,34. 
A partir de l’obtenció dels grafs amb les dades reals de les xarxes d’aeroports 
s’han calculat les seves propietats així com les representacions corresponents a les 
distribucions de grau estadístiques i acumulades, tant per la xarxa global com per 
les subxarxes existents.  
La xarxa d’aeroports de Nord Amèrica té les següents propietats: 
Nodes: 940 
Enllaços: 3446 
Grau mig:   7.3319 
Diàmetre =  13.000000  
Distància mitjana =  4.1333 
Clustering  =  0.5175  
 
El graf que representa la xarxa d’aeroports de Nord Amèrica és el següent: 
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fig. 48 Exemple graf de la xarxa d’aeroports de Nord Amèrica mitjançant la representació 
amb el mètode Spring a NetworkX 
 
 
 
 
fig. 49 Distribució de graus estadística (esquerra) i acumulada (dreta) de xarxa d’aeroports 
de Nord Amèrica, amb 1064 nodes 
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La xarxa d’aeroports d’Àsia i Orient Mitjà té les següents propietats: 
Nodes: 706 
Enllaços: 2574 
Grau mig:   7.2918 
Diàmetre =  9.000000  
Distància mitjana =  3.5489 
Clustering  =  0.4661  
 
El graf que ho representa és el següent: 
 
 
fig. 50 Exemple graf de la xarxa d’aeroports d’Àsia i Orient Mitjà mitjançant la representació 
amb el mètode Spring a NetworkX 
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fig. 51 Distribució de graus estadística(esquerra) i  acumulada(dreta) de la xarxa 
d’aeroports d'Àsia i Orient Mitjà. 
 
La xarxa d’aeroports global té les següents propietats: 
Nodes: 3618 
Enllaços: 14142 
Grau Mig:   7.8176 
Diàmetre =  17.000000  
Distància mitjana =  4.4396 
Clustering  =  0.4957  
 
El graf que ho representa és el següent: 
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fig. 52 Exemple graf de la xarxa d’aeroports global mitjançant la representació amb el 
mètode Spring a NetworkX 
 
 
 
 
fig. 53 Distribució de graus estadística(esquerra) i acumulada (dreta) de la xarxa 
d’aeroports global. 
 
Si comparem les dades obtingudes amb  les simulacions realitzades al cas 3 
(6.4.2.3) podem comprovar com els resultats serien escalables a la xarxa real 
d’aeroports de Nord Amèrica, i fins i tot en mesura també a la xarxa d’aeroports 
global, amb més nodes de grau 2 que de grau 1 en ambdós casos, així com 
probabilitats acumulades amb distribució potencial entre grau 10 i 30 molt similars. 
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7 Conclusions 
En aquest projecte s’ha estudiat la influència del grau d’intermediació dels 
enllaços en el procés d’optimització d’una xarxa d’interconnexió. S’ha realitzat 
l’estudi prenent com a base l’edge betweenness, i comprovant com afecta el 
compromís entre la “importància relativa” d’un enllaç (entesa a partir del nombre de 
camins geodèsics que hi passen)  i la distància física o geogràfica del propi l’enllaç, 
que sens dubte és una restricció de cost econòmic prou important a tenir en compte 
en el disseny d’una xarxa d’interconnexió. 
En les diferents funcions de cost dels casos 1-4 (Capítol 6.2.1) s’ha vist la 
influència d’un paràmetre respecte l’altre sobre un graf inicial aleatori, i com 
afectaven en el procés d’optimització. La introducció de funcions no lineals dins la 
funció de cost ha permès canviar el pes de la distància envers l’edge betweenness, 
donant lloc a solucions de menor o major qualitat en relació al clustering, distància 
mitja i distribució de graus potencial. Lluny de funcions de cost complexes, els 
millors resultats s’han trobat per al primer dels casos, on la distància i el grau 
d’intermediació dels enllaços tenen el mateix pes en la funció de cost. També cal 
destacar el cas 2 (6.2.1.4), que tot i no assolir els resultats del primer cas, ha donat 
lloc a un nombre major de hubs secundaris. Aquest fet encara que implica un cost 
més elevat, pot considerar-se interessant si es té en compte que la xarxa resultant 
no seria tan vulnerable a atacs dirigits a nodes principals. 
En la segona part (Capítol 6.2.2) s’ha vist quin és el resultat si el graf inicial no és 
aleatori si no que parteix des d’una solució inicial on els nodes tenen un grau màxim 
predefinit i els enllaços estan establerts entre els nodes més propers. El que s’ha 
pogut comprovar és que encara que el grau dels nodes és gairebé el mateix, les 
zones amb més densitat de nodes han estat més susceptibles de esdevenir hubs, 
en part per la reducció de cost en la distància dels enllaços com també de la 
rellevància dels enllaços entre nodes propers i amb moltes connexions. A mida que 
el grau dels nodes s’incrementa la probabilitat de aparèixer nous hubs secundaris 
augmenta ja que el procés d’optimització tendeix a generar sempre enllaços curts i 
amb valors baixos de l’edge betweenness), i també pel fet de tenir un nombre 
d’enllaços prefixat al graf. 
El capítol 6.3 s’ha realitzat partint d’una xarxa amb forma de malla on el grau mig 
de cada node (a excepció dels exteriors) era el mateix (8). En aquest cas, els 
paràmetres inicials son molt diferents als casos anteriors i el punt de partida té un 
valor de la funció de cost molt elevat. El clustering és pràcticament nul i les 
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distancies entre nodes llunyans son molt elevades degut a que no hi ha enllaços 
“llargs”. Per aquesta raó, l’algorisme d’optimització ha partit d’una solució amb molta 
energia que li ha permès evitar caure en mínims relatius, com en els casos 6.2.1 i 
6.2.2 
De les funcions de cost avaluades, la que ha obtingut els millors resultats per 
obtenir una xarxa scale-free similar a la xarxa d’aeroports mundial, ha estat la funció 
en la que la distància s’escala de forma logarítmica, tal i com es mostra a al capítol 
6.4.3. Per aquest motiu es podria concloure en què l’escalat logarítmic de la 
distància entre nodes és un punt a tenir en compte en el procés d’optimització de 
xarxes complexes ja que fa que es doni més importància al fet d’estar connectat i el 
grau d’utilització d’aquest enllaç (EBC) que no pas a la pròpia distància de 
separació. Aquest fet podria afavorir la creació de comunitats, tal i com es 
comentava al capítol 3.2.7, amb nodes que contenen enllaços llargs i aparentment 
costosos que interconnecten amb altres nodes llunyans, com és el cas de la xarxa 
mundial d’aeroports. 
En aquest estudi s’han estudiat únicament les propietats bàsiques dels grafs, 
però tant els grafs inicials utilitzats com les solucions trobades han estat generats 
com a fitxers compatibles amb la majoria de software d’estudi de xarxes ( 
Mathematica, Python i llista d’adjacències), per tant es podrien utilitzar dintre de 
noves línies de recerca. 
Seria interessant repetir el model B, per a la funció de cost amb escalat de la 
distància logarítmic  per a una malla de nodes i enllaços més gran i realitzar proves 
suficients com per obtenir resultats estadístics i poder així extreure’n conclusions 
més fiables,  que per raons de cost computacional no ha estat possible realitzar en 
aquest estudi.  
D’altra banda, donat que el càlcul de la betweenness d’un enllaç requereix saber 
la totalitat de camins geodèsics existents entre tots els nodes, caldria contemplar la 
possibilitat d’utilitzar aproximacions numèriques que simplifiquessin el càlcul i 
permetessin abordar xarxes de mida més gran i que ja s’utilitzen en alguns casos.  
103 
 [Optimització de xarxes d’interconnexió a partir del grau d’intermediació dels enllaços] 
 
 
 
   
 
A Annex  
A.1 Model A: Programa optimització graf 
inicial capítol 6.2.1 
 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
#include <time.h> 
#include <string.h> 
 
 
// parametres a fixar 
#define  DIMENSIO     50     
#define  MAX_NODES    300 
#define  PROB_ERDOS   0.975309912028 
#define  NK           7500 
#define  TEMP_INICIAL 650 
#define  TEMP_MINIMA  0.1 
    
// exp -0.1   = 0.904837418036 -> per n=100  m~476   Diam=4 
// exp -0.05  = 0.951229424501 -> per n=200  m~967   Diam=4 
// exp -0.025 = 0.975309912028 -> per n=300  m~1140  Diam=5 
// exp -0.015 = 0.985111939603 -> per n=400  m~1233  Diam=6 
// exp -0.013 = 0.98708413502  -> per n=500  m~1645  Diam=6 
 
//parametres de control 
#define  MAX_ENLLACOS 1500 
#define  MAX          10000   
#define  TRUE 1 
#define  FALSE 0 
 
 
typedef struct{ 
 int A;  /*A i B sonels indicadors dels nodes que uneix */ 
 int B; 
 float distància;  /* distància de l'enllaç */ 
 double bt;/*betweenness*/ 
}Tenllac; 
 
typedef struct{ 
  
   int num_enll;  /* nombre d'enllaços del node */ 
 int posicio[2];  /* posicio del node dins el mon */ 
   int enllacos[MAX_ENLLACOS];  /* guarda l'identificador de l'enllaç q 
te*/ 
   float clust; /* clustering associat al node */ 
}Tnode; 
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typedef struct{ 
 int malla[DIMENSIO][DIMENSIO];  /* dimensio del mon */ 
   Tnode nodes[MAX_NODES];         /* vector amb els nodes */ 
 Tenllac arestes[MAX_ENLLACOS];  /* enllacos numerats e */ 
 int distància[MAX_NODES][MAX_NODES];  /* matriu de distancies entre 
nodes */ 
 int diàmetre; 
 float clustering; 
 float distància_mitja; 
 float graumig; 
}Tgraf; 
 
 
/* CUES UTILITZADES PER AL CALCUL DELS PARAMETRES DEL GRAF */ 
/* FIFO */ 
typedef struct { 
  int   slot[MAX]; 
    int   dimensiones; 
    int   head; 
    int   tail; 
 } Tfifo; 
void init_fifo(Tfifo *f, int dimensiones) 
{  f->tail=0; f->head=0; f->dimensiones=dimensiones;} 
int fifo_llena(Tfifo *f) 
{ if (f->head>f->tail) { 
 if(MAX-f->head+f->tail==f->dimensiones)   return(TRUE); 
 else   return(FALSE);} 
 else 
 { if(f->tail-f->head==f->dimensiones)  return(TRUE); 
  else   return(FALSE);} } 
int fifo_vacia(Tfifo *f) 
{if(f->head==f->tail)  return(TRUE); 
 return(FALSE); }  
int fifo_elementos(Tfifo *f) 
{  if(f->head<=f->tail)  return(f->tail-f->head); 
  else   return(MAX-f->head+f->tail); } 
int put_fifo(Tfifo *f, int *nuevo) 
{ 
   if(fifo_llena(f)==TRUE)  /*return(FALSE)*/ {printf("stack 
overflow");exit(1);}; 
 f->slot[f->tail]=*nuevo; 
 f->tail=(f->tail+1)%MAX; 
 return(TRUE);} 
int get_fifo(Tfifo *f, int *nuevo) 
{  if(fifo_vacia(f)==TRUE)  return(FALSE); *nuevo=f->slot[f-
>head]; 
  f->head=(f->head+1)%MAX; 
  return(TRUE); } 
 
 
 
/* VARIABLES GLOBALS */ 
 
Tgraf mon; 
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float f,temperatura; 
float cost_inicial,cost_actual; 
int NUM_ENLLACOS; 
int recompte[MAX_NODES]; 
 
/***************************************/ 
// funcio que retorna el recompte de nodes amb un grau determinat per 
extreure’n les estadistiques 
 
void comptar(){ 
for(int e=0;e<=MAX_NODES;e++){recompte[e]=0;} 
for(int j=0;j<MAX_NODES;j++){recompte[mon.nodes[j].num_enll]++;}} 
 
/***************************************/ 
// funció encarregada d’escriure en el fitxer de sortida totes les dades 
calculades relatives al graf inicial i final dins el process d’optimització 
 
void escriu(char *arxiu,int cas) 
{ 
FILE *fitxer; 
 
switch(cas) 
{ 
case 0: // gravació dades inicials 
comptar(); 
fitxer = fopen(arxiu,"wb"); 
fprintf(fitxer,"\nDIMENSIO:%i\nMAX_NODES:%i\nNUM_ENLLACOS:%i",DIMENSIO,M
AX_NODES,NUM_ENLLACOS); 
fprintf(fitxer,"\ncost_inicial:%f\nclustering:%f\ndistància 
mitja:%f\ndiàmetre:%i\ngrau 
mig:%f\n",cost_inicial,mon.clustering,mon.distància_mitja,mon.diàmetre,mon.
graumig); 
fprintf(fitxer,"\nrecompte"); 
for(int 
x=0;x<=(MAX_NODES)/4;x++){fprintf(fitxer,"\n%d\t%d",x,recompte[x]);} 
//fprintf(fitxer,"\n\nENLLAC\tnodeA\tnodeB\tdistància\tbetwenness\n"); 
//for (int e=0;e<NUM_ENLLACOS;e++){ 
//fprintf(fitxer,"%d:\t%d\t%d\t%f\t%f\n",e,mon.arestes[e].A,mon.arestes[
e].B,mon.arestes[e].distància,mon.arestes[e].bt); 
//} 
fclose(fitxer); 
break; 
 
case 1: // fi del process d’optimització 
comptar(); 
fitxer = fopen(arxiu,"ab"); 
fprintf(fitxer,"\ncost_final:%f\nclustering:%f\ndistància 
mitja:%f\ndiàmetre:%d\ngrau 
mig:%f\n",cost_inicial,mon.clustering,mon.distància_mitja,mon.diàmetre,mon.
graumig); 
fprintf(fitxer,"\nrecompte"); 
for(int 
x=0;x<=(MAX_NODES/2);x++){fprintf(fitxer,"\n%d\t%d",x,recompte[x]);} 
//fprintf(fitxer,"\n\nENLLAC\tnodeA\tnodeB\tdistància\tbetwenness\n"); 
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//for (int e=0;e<NUM_ENLLACOS;e++){ 
//fprintf(fitxer,"%d:\t%d\t%d\t%f\t%f\n",e,mon.arestes[e].A,mon.arestes[
e].B,mon.arestes[e].distància,mon.arestes[e].bt); 
//} 
fprintf(fitxer,"\n******************************************************
********************\n"); 
fclose(fitxer); 
break; 
} 
} 
 
/***************************************/ 
// funcio que genera el fitxer amb el graf en format llista 
d’adjacències per a poder ser llegit desde NetworkX 
  
void networkx(char *arxiv,char *cua) 
{ 
int A,B,n; 
FILE *fitxer; 
char arxiu[25]; 
strcpy(arxiu,arxiv); 
strcat(arxiu,cua); 
fitxer = fopen(arxiu,"w+"); 
for (n=0;n<MAX_NODES;n++) 
{ 
   fprintf(fitxer,"\n%i ",n); 
   if(mon.nodes[n].num_enll>0){ 
   for(int e=0;e<mon.nodes[n].num_enll;e++){ 
   A=mon.arestes[mon.nodes[n].enllacos[e]].A; 
   B=mon.arestes[mon.nodes[n].enllacos[e]].B; 
   if(B>n) fprintf(fitxer,"%d ",B); 
 else {if (A>n) fprintf(fitxer,"%d ",A);} 
 }} 
} 
fclose(fitxer); 
} 
 
/***************************************/ 
// funcio que genera el fitxer amb el graf en format specific *.m per a 
poder ser llegit des de Mathematica 
 
void mathematica(char *arxiv,char *cua){  
int A,B,e=0,n; 
FILE *fitxer; 
char arxiu[25]; 
strcpy(arxiu,arxiv); 
strcat(arxiu,cua); 
fitxer = fopen(arxiu,"wb"); 
 
// Mon de 0 a N-1, mathematica de 1 a N 
if(mon.arestes[e].A==0)  fprintf(fitxer,"\n\nGraph[{{{%i,%i},EdgeWeight 
->%f}",MAX_NODES,mon.arestes[0].B,mon.arestes[0].bt); 
else  fprintf(fitxer,"\n\nGraph[{{{%i,%i},EdgeWeight -
>%f}",mon.arestes[0].A,mon.arestes[0].B,mon.arestes[0].bt);  
107 
 [Optimització de xarxes d’interconnexió a partir del grau d’intermediació dels enllaços] 
 
 
 
   
 
for (e=1;e<NUM_ENLLACOS;e++){ 
if(mon.arestes[e].A==0)fprintf(fitxer,",{{%i,%i},EdgeWeight -
>%f}",MAX_NODES,mon.arestes[e].B,mon.arestes[e].bt); 
else fprintf(fitxer,",{{%i,%i},EdgeWeight -
>%f}",mon.arestes[e].A,mon.arestes[e].B,mon.arestes[e].bt);} 
fprintf(fitxer,"},{{{%i.,%i.}}",(mon.nodes[0].posicio[1]+1),(mon.nodes[0
].posicio[0]+1)); 
for (n=1;n<MAX_NODES;n++){  
fprintf(fitxer,",{{%i.,%i.}}",(mon.nodes[n].posicio[1]+1),(mon.nodes[n].
posicio[0]+1));} 
fprintf(fitxer,"}]"); 
fclose(fitxer);  
} 
 
/***************************************/ 
// funció que calcula el clustering del graf 
void clustering(){ 
 
int aux,ereals,epossibles; 
int enllacos[NUM_ENLLACOS]; 
Tfifo veins; 
 
for(int i=0;i<NUM_ENLLACOS;i++) enllacos[i]=0; 
init_fifo(&veins,MAX_NODES); 
for (int i=0;i<MAX_NODES;i++){ 
   //posem els veins a la cua 
   for(int p=0;p<NUM_ENLLACOS;p++) enllacos[p]=0; 
   ereals=0; 
   epossibles=0; 
   if(mon.nodes[i].num_enll>1){ 
   for(int j=0;j<mon.nodes[i].num_enll;j++){ 
      if(mon.arestes[mon.nodes[i].enllacos[j]].A==i) 
put_fifo(&veins,&(mon.arestes[mon.nodes[i].enllacos[j]].B)); 
      else put_fifo(&veins,&(mon.arestes[mon.nodes[i].enllacos[j]].A));} 
   // marquem els enllacos de cadascun dels nodes veins    
   while(fifo_vacia(&veins)== FALSE) 
   { 
   get_fifo(&veins,&aux); 
   for(int k=0;k<mon.nodes[aux].num_enll;k++){ 
   enllacos[mon.nodes[aux].enllacos[k]]++;} 
   } 
   for(int c=0;c<NUM_ENLLACOS;c++){ 
   if(enllacos[c]==2) ereals++;} 
   epossibles=(mon.nodes[i].num_enll)*(mon.nodes[i].num_enll-1)/2; 
   mon.nodes[i].clust =(float) ereals/epossibles; 
   }/* fi if num_enll>1*/ 
   else mon.nodes[i].clust=1; 
} 
for(int k=0;k<MAX_NODES;k++){ 
//printf("\nnode:%i ->clustering:%f",k,mon.nodes[k].clust); 
mon.clustering += mon.nodes[k].clust;} 
mon.clustering = (mon.clustering/MAX_NODES); 
} 
 
108 
[Optimització de xarxes d’interconnexió a partir del grau d’intermediació dels enllaços]           
 
 
 
   
    
/***************************************/ 
// funció que calcula la distància mitja i el diàmetre del graf, aixi 
com el grau mig dels nodes 
 
void distànciametre(){ 
int i,w,l,grau; 
Tfifo cua; 
for(int j=0;j<MAX_NODES;j++){for(int 
k=0;k<MAX_NODES;k++){mon.distància[j][k]=-1;}} 
 
for(int x=0;x<MAX_NODES;x++){ 
  init_fifo(&cua,MAX_NODES); 
  put_fifo(&cua,&x); 
  mon.distància[x][x]=0; 
  while (!fifo_vacia(&cua)) { 
  get_fifo(&cua,&i); 
  l=mon.distància[x][i]; 
     for (int e=0;e<mon.nodes[i].num_enll;e++){  
     if (mon.arestes[mon.nodes[i].enllacos[e]].A==i) 
w=mon.arestes[mon.nodes[i].enllacos[e]].B; 
     else w=mon.arestes[mon.nodes[i].enllacos[e]].A; 
     if (mon.distància[x][w]==-1) { 
           mon.distància[x][w]=l+1; 
             put_fifo(&cua,&w);}   
     } 
  } 
} 
//calcula diàmetre i distància mitja 
mon.distància_mitja=0; 
mon.diàmetre=0; 
for (int j=0;j<MAX_NODES;j++){ 
   for (int k=0;k<MAX_NODES;k++){ 
      mon.distància_mitja +=mon.distància[j][k]; 
      if(mon.distància[j][k]>mon.diàmetre) 
mon.diàmetre=mon.distància[j][k];}} 
 
mon.distància_mitja= mon.distància_mitja/(MAX_NODES*(MAX_NODES-1)); 
 
/* ara el grau mig */ 
grau=0;; 
for (int j=0;j<MAX_NODES;j++){ 
grau+=mon.nodes[j].num_enll;     
} 
mon.graumig=grau/MAX_NODES; 
 
} 
/***************************************/ 
 
/* funcio que a partir del node, el vector amb el nombre de nombre de 
camins que hi ha del node als seus veins, i el vector de distancies a la 
resta de nodes, calcula la betweenness dels enllaços per els que hi passa( 
sense normalitzar), la normalització es troba implícita  a la funció de 
cost*/ 
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void bet(int n, int camins, int dist[]) 
{ 
int j, vei_j; 
for (j=0; j<mon.nodes[n].num_enll; j++) { 
   if(mon.arestes[mon.nodes[n].enllacos[j]].A != n)  vei_j = 
mon.arestes[mon.nodes[n].enllacos[j]].A; 
   else vei_j = mon.arestes[mon.nodes[n].enllacos[j]].B; 
   if (dist[vei_j] < dist[n]) { 
      if ((camins!=0) && (mon.arestes[mon.nodes[n].enllacos[j]].bt != -
1.0)) { 
          mon.arestes[mon.nodes[n].enllacos[j]].bt += 1.0/(float)camins; 
          bet(vei_j, camins, dist);} 
   } 
} 
} 
 
/***************************************/ 
/* funcio que per a cada node li genera el vector de camins I el vector 
de distancies per després calcular la bt dels enllaços */ 
 
void betwenness_enllac() 
{ 
int dist[MAX_NODES],camins[MAX_NODES],vei_j,d,trobat,e,i,k,j; 
 
for(e=0;e<NUM_ENLLACOS;e++){mon.arestes[e].bt=0.0;} 
for(i=0;i<MAX_NODES;i++) 
{ 
for(k=0;k<MAX_NODES;k++){ dist[k]=-1; camins[k]=0;} 
for (j=0; j<mon.nodes[i].num_enll; j++) 
         {if(mon.arestes[mon.nodes[i].enllacos[j]].A != i)  vei_j = 
mon.arestes[mon.nodes[i].enllacos[j]].A; 
          else vei_j = mon.arestes[mon.nodes[i].enllacos[j]].B; 
          if (mon.arestes[mon.nodes[i].enllacos[j]].bt != -1.0)    
          {dist[vei_j]=1; 
           camins[vei_j]=1;}} 
         d=1; 
         trobat=1; 
         while(trobat) 
         {  trobat=0; 
            for (k=0; k<MAX_NODES; k++) { 
            if (dist[k] == d) { 
                  for (j=0; j<mon.nodes[k].num_enll; j++) { 
                      if (mon.arestes[mon.nodes[k].enllacos[j]].bt != -
1.0) { 
                       if(mon.arestes[mon.nodes[k].enllacos[j]].A != k)  
vei_j = mon.arestes[mon.nodes[k].enllacos[j]].A; 
                       else vei_j = 
mon.arestes[mon.nodes[k].enllacos[j]].B; 
                        
                       if ((dist[vei_j] == -1) || (dist[vei_j] > d+1)) { 
                        dist[vei_j]=d+1; 
                        camins[vei_j]=1;} 
                       else if (dist[vei_j] == d+1) camins[vei_j]++;}} 
                     trobat=1;}} 
110 
[Optimització de xarxes d’interconnexió a partir del grau d’intermediació dels enllaços]           
 
 
 
   
    
                   d++;} 
         for (k=0; k<MAX_NODES; k++) { 
          bet(k,camins[k],dist);} 
} 
} 
 
/***************************************/ 
// funció que verifica si el graf és connex. Important sempre que es 
modifica un enllaç del graf 
 
int connex() 
{ 
   Tfifo cua2; 
   int *nou,c; 
   int trobat[MAX_NODES];  
   for (int i=0;i<MAX_NODES;i++) trobat[i]=0; 
   init_fifo(&cua2,MAX); 
   nou=(int*)malloc(sizeof(int)); 
   if(nou==NULL) {printf("error malloc"); exit(1);} 
   do{*nou=rand()%(MAX_NODES-1);} while(mon.nodes[*nou].num_enll==0); 
   put_fifo(&cua2,nou);  
   
   while(fifo_vacia(&cua2)==FALSE){ 
  get_fifo(&cua2,nou); 
  
  trobat[*nou]=1; /* ja que per entrar al bucle hem forçat que 
tingui un enllac almenys */ 
      for(int aux=0;aux<mon.nodes[*nou].num_enll;aux++) 
      { 
      if (mon.arestes[mon.nodes[*nou].enllacos[aux]].A == *nou){ 
            if 
(trobat[mon.arestes[mon.nodes[*nou].enllacos[aux]].B]==0){ 
                        
put_fifo(&cua2,&(mon.arestes[mon.nodes[*nou].enllacos[aux]].B)); 
                        
trobat[mon.arestes[mon.nodes[*nou].enllacos[aux]].B]=1;}} 
                         
      if (mon.arestes[mon.nodes[*nou].enllacos[aux]].B == *nou){ 
            if 
(trobat[mon.arestes[mon.nodes[*nou].enllacos[aux]].A]==0){ 
                  
put_fifo(&cua2,&(mon.arestes[mon.nodes[*nou].enllacos[aux]].A)); 
                  
trobat[mon.arestes[mon.nodes[*nou].enllacos[aux]].B]=1;}} 
      } 
  } 
  c=0; 
  for (int v=0;v<MAX_NODES;v++){ 
  if(trobat[v]!=1) c=1;  
  } 
  free(nou); 
  if (c==1) return 0;  // NO CONNEX 
  else return 1;       // CONNEX 
} 
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/* distància FÍSICA al graf, hi hagi o no enllac,li passem els dos nodes 
*/ 
float distància(int cap1, int cap2){  
 
int n1i,n1j,n2i,n2j,disti,distj; 
 
n1i=mon.nodes[cap1].posicio[0]; 
n1j=mon.nodes[cap1].posicio[1]; 
n2i=mon.nodes[cap2].posicio[0]; 
n2j=mon.nodes[cap2].posicio[1]; 
disti=abs(n1i-n2i); 
distj=abs(n1j-n2j); 
return (sqrt((disti*disti)+(distj*distj))); 
} 
 
/***************************************/ 
// funció que inicialitza el graf aleatori amb el mètode ERDOS-RENYI amb 
probabilitat p 
void inicialitza_mon_erdosrenyi() 
{ 
int i,j,n,n1,n2,e; 
i=j=n=n1=n2=e=0; 
/* posem tot a -1 */ 
/* mon */ 
for (int i=0;i<DIMENSIO;i++){ 
   for(int j=0;j<DIMENSIO;j++) 
      mon.malla[i][j]= -1; 
} 
/* situem els nodes aletoriament al mon */ 
n=0; 
while(n<MAX_NODES){ 
   i=rand()%(DIMENSIO-1)+1;             
   j=rand()%(DIMENSIO);             
   if (mon.malla[i][j]==-1){ 
      mon.malla[i][j]=n; 
      mon.nodes[n].posicio[0]=i; 
      mon.nodes[n].posicio[1]=j; 
      mon.nodes[n].num_enll=0;  
      n++;} 
} 
/* posem els enllacos */    
NUM_ENLLACOS=0; 
for(int n1=0;n1<MAX_NODES;n1++){ 
        for(int n2=n1+1;n2<MAX_NODES;n2++){ 
                if(e<MAX_ENLLACOS){  
                if(PROB_ERDOS<(float(rand())/float(RAND_MAX))) 
                { 
                mon.nodes[n1].enllacos[mon.nodes[n1].num_enll]=e; 
                mon.nodes[n2].enllacos[mon.nodes[n2].num_enll]=e; 
                mon.nodes[n1].num_enll++; 
                mon.nodes[n2].num_enll++; 
                mon.arestes[e].A=n1;  mon.arestes[e].B=n2;  //per 
dibuixar millor 
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                mon.arestes[e].distància=distància(n1,n2);  
                e++;                                                 
                }} 
        } 
}        
NUM_ENLLACOS=e; 
//printf("\nnombre d'enllacos creats:%i\n",NUM_ENLLACOS); 
}/* fi funcio inicialitza */ 
 
/***************************************/ 
//funció que canvia un extrem d’un enllaç al graf 
 
Tenllac canviar_enllac(int *index_antic){ 
 
Tenllac antic; 
int e,A,nouA,j,repetit; 
/* mirem que l'enllac que canviarem no influeixi en la "connexitat" del 
graf*/ 
 
do{e=rand()%(NUM_ENLLACOS);} 
while(mon.nodes[mon.arestes[e].A].num_enll<2 || 
mon.nodes[mon.arestes[e].B].num_enll == (MAX_NODES-1) ); 
A=mon.arestes[e].A; 
/* ens guardem com estava l'enllac per si l'hem de tornar a introduir*/ 
*index_antic=e; 
antic.A=mon.arestes[e].A; 
antic.B=mon.arestes[e].B; 
antic.distància=mon.arestes[e].distància; 
// treiem l'enllac del node A  
for(int i=0,j=0;i<mon.nodes[A].num_enll;i++){ 
if(mon.nodes[A].enllacos[j]==e) 
   j++; 
mon.nodes[A].enllacos[i]=mon.nodes[A].enllacos[j]; 
j++; 
} 
mon.nodes[A].num_enll=mon.nodes[A].num_enll-1; 
 
/* triem un nou node a l'atzar*/ 
do{ 
/* nouA, hem de vigilar que: 
  1)que l'extrem B no estigui conectat a tots els nodes--> contemplat 
anteriorment  
  2)no repetim enllac ja sigui pq triem el mateix d'abans o pq 
nodeA==nodeB 
  3)QUE AL TREURE DEIXEM DUES SUBXARXES..CRIDAREM CONNEX() MES 
ENDAVANT*/ 
 
nouA=rand()%(MAX_NODES); 
repetit=FALSE;  
if(nouA == antic.B) repetit = TRUE; // A==B 
for(int rep=0;rep<NUM_ENLLACOS;rep++){ 
if((mon.arestes[rep].A==nouA && 
mon.arestes[rep].B==antic.B)||(mon.arestes[rep].A==antic.B && 
mon.arestes[rep].B==nouA)){ 
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repetit=TRUE;}} 
} 
while(repetit==TRUE); 
mon.arestes[e].A=nouA; 
mon.arestes[e].distància=distància(nouA,mon.arestes[e].B); 
mon.nodes[nouA].enllacos[mon.nodes[nouA].num_enll]=e; 
mon.nodes[nouA].num_enll++; 
return antic; 
} 
 
/***************************************/ 
// funcio que retorna endarrera si el canvi d’enllaç implica un 
empitjorament I l’algoritme decideix que no s’ha de considerar. 
 
void torna_endarrera(int index_antic,Tenllac antic){ 
 
int A, nouA; 
A=mon.arestes[index_antic].A; 
for(int i=0,j=0;i<mon.nodes[A].num_enll;i++){ 
if(mon.nodes[A].enllacos[j]==index_antic) 
   j++; 
mon.nodes[A].enllacos[i]=mon.nodes[A].enllacos[j]; 
j++; 
} 
mon.nodes[A].num_enll=mon.nodes[A].num_enll-1; 
nouA=antic.A; 
mon.arestes[index_antic].A=nouA; 
mon.arestes[index_antic].distància=antic.distància; 
mon.nodes[nouA].enllacos[mon.nodes[nouA].num_enll]=index_antic; 
mon.nodes[nouA].num_enll++; 
} 
 
/***************************************/ 
// funció de cálcul del cost on s’implementen les diferents funcions de 
cost emprades en el treball 
 
float cost(){ 
float cost_total=0; 
betwenness_enllac(); 
for(int e=0;e<NUM_ENLLACOS;e++){ 
mon.arestes[e].bt=(2*mon.arestes[e].bt)/(MAX_NODES*(MAX_NODES-1)); /* 
variacio bt normalitzada*/ 
 
cost_total+= mon.arestes[e].distància*mon.arestes[e].bt;} 
/*cost_total+=exp(mon.arestes[e].distància/10)*mon.arestes[e].bt;}*/ 
/*cost_total+=pow(mon.arestes[e].distància,2)*mon.arestes[e].bt;}*/ 
return cost_total; 
} 
 
/***************************************/ 
// funció que mostra la informació rellevant dels enllaços que componen 
el graf, important per revisio 
 
void mostra_enllacos() 
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{ 
int e; 
for (int i=0;i<MAX_NODES;i++){ if(mon.nodes[i].num_enll==0){printf("NODE 
AILLAT:%i\n",i);}} 
printf("\nENLLAC\tnodeA\tnodeB\tdistància\tbetwenness\n"); 
for (e=0;e<NUM_ENLLACOS;e++){ 
printf("%i:\t%i\t%i\t%f\t%f\n",e,mon.arestes[e].A,mon.arestes[e].B,mon.a
restes[e].distància,mon.arestes[e].bt); 
} 
} 
 
/****************/ 
// PROGRAMA PRINCIPAL 
 
int main(int argc, char *argv[]) 
{ 
   Tenllac antic; 
   int index_antic,acceptat,iscon,bons,intents,dolents; 
   clock_t start,end; 
 float temps,temps2; 
   srand(time(NULL)); 
   char net[25]; 
   char math[25]; 
    
   if(argc!=2){printf("\nescriu la capçalera del fixer de 
sortida");exit(1);} 
   strcpy(net,argv[1]); 
   strcpy(math,argv[1]); 
    
    
   
  inicialitza_mon_erdosrenyi(); 
   
// ES VERIFICA QUE EL GRAF INICIAL SIGUI CONNEX DURANT UN NOMBRE LIMITAT 
D’INTENTS 
 
  intents=0; 
  while(connex()==0 && 
intents<5){inicialitza_mon_erdosrenyi();intents++;} 
  if (intents==5){printf("\nhem superat el maxim d'intents, torna-hi"); 
exit(1);} 
    
   cost_inicial=cost(); 
   distànciametre(); 
   clustering(); 
   escriu(argv[1],0); // S’ESCRIUEN LES DADES INICIALS AL FITXER DE 
SORTIDA 
   networkx(net,"netx_ini.grf"); // S’EXPORTA GRAF INICIAL FORMAT NX 
   mathematica(math,"math_ini.m"); // S’EXPORTA GRAF INICIAL FORMAT 
MATHEM. 
  // SA 
 
   bons=0; 
   acceptat=0; 
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   dolents=0; 
    
   temps=difftime(end,start); 
   temperatura=TEMP_INICIAL; 
   while(temperatura>TEMP_MINIMA){ 
   temperatura=0.9*temperatura; 
//   printf("\n%f",temperatura); 
   for(int k=0;k<NK;k++){ 
      antic=canviar_enllac(&index_antic); 
      iscon=0; 
      iscon=connex(); 
      if(iscon==1){ 
            cost_actual=cost();  
            f=cost_inicial-cost_actual;   
            if(f<0){ //si el canvi empitjora  
            dolents ++; 
                    
if((exp(f/(0.001*temperatura)))>(float(rand())/float(RAND_MAX))){ 
               acceptat++; 
                     cost_inicial=cost_actual;} 
                     else {torna_endarrera(index_antic,antic);}} 
            else{bons++;cost_inicial=cost_actual;} 
      }//fi ifconnex 
      else{torna_endarrera(index_antic,antic);} 
      }// fi for  
   //   printf("\tcost: %f\tbons: %i  \tdolents:%d, dolentsqsi: 
%d\n",cost_inicial,bons,dolents,acceptat);   
 
  acceptat=0; 
  bons=0; 
  dolents=0; 
   
  }//fi SA 
  
   // ARA ESCRIVIM ELS RESULTATS 
   distànciametre(); 
   clustering(); 
   escriu(argv[1],1); 
   networkx(net,"netx_fi.grf"); 
   mathematica(math,"math_fi.m"); 
   exit(1); 
     
    
   }/*fi main*/ 
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A.2 Model A: Programa optimització graf 
inicial capítol 6.2.2 
 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
#include <time.h> 
#include <string.h> 
 
 
 
// parametres a fixar 
#define  DIMENSIO     50     
#define  MAX_NODES    200 
#define  GRAU_MIG     3    /*APROXIMAT */ 
#define  NK           5000 
#define  TEMP_INICIAL 650 
#define  TEMP_MINIMA  0.1 
    
 
//parametres de control 
#define  MAX_ENLLACOS 2000 
#define  MAX          10000   
#define  TRUE 1 
#define  FALSE 0 
 
 
typedef struct{ 
 int A;  /*A i B sonels indicadors dels nodes que uneix */ 
 int B; 
 float distància; 
 double bt;/*betweenness*/ 
}Tenllac; 
 
typedef struct{ 
  
   int num_enll; 
 int posicio[2]; 
   int enllacos[MAX_ENLLACOS];  /* guarda l'identificador de l'enllaç q 
te*/ 
   float clust; 
}Tnode; 
 
typedef struct{ 
 int malla[DIMENSIO][DIMENSIO]; 
   Tnode nodes[MAX_NODES]; 
 Tenllac arestes[MAX_ENLLACOS];  /* enllacos numerats e */ 
 int distància[MAX_NODES][MAX_NODES]; 
117 
 [Optimització de xarxes d’interconnexió a partir del grau d’intermediació dels enllaços] 
 
 
 
   
 
 int diàmetre; 
 float clustering; 
 float distància_mitja; 
 float graumig; 
}Tgraf; 
typedef struct{ 
        int node;        
        float dist; 
}t_dist; 
 
 
/* FIFO */ 
typedef struct { 
  int   slot[MAX]; 
    int   dimensiones; 
    int   head; 
    int   tail; 
 } Tfifo; 
 
 
/* GESTIO FIFO */ 
void init_fifo(Tfifo *f, int dimensiones) 
{  f->tail=0; f->head=0; f->dimensiones=dimensiones;} 
int fifo_llena(Tfifo *f) 
{ if (f->head>f->tail) { 
 if(MAX-f->head+f->tail==f->dimensiones)   return(TRUE); 
 else   return(FALSE);} 
 else 
 { if(f->tail-f->head==f->dimensiones)  return(TRUE); 
  else   return(FALSE);} } 
int fifo_vacia(Tfifo *f) 
{if(f->head==f->tail)  return(TRUE); 
 return(FALSE); }  
int fifo_elementos(Tfifo *f) 
{  if(f->head<=f->tail)  return(f->tail-f->head); 
  else   return(MAX-f->head+f->tail); } 
int put_fifo(Tfifo *f, int *nuevo) 
{ 
   if(fifo_llena(f)==TRUE)  /*return(FALSE)*/ {printf("stack 
overflow");exit(1);}; 
 f->slot[f->tail]=*nuevo; 
 f->tail=(f->tail+1)%MAX; 
 return(TRUE);} 
int get_fifo(Tfifo *f, int *nuevo) 
{  if(fifo_vacia(f)==TRUE)  return(FALSE); *nuevo=f->slot[f-
>head]; 
  f->head=(f->head+1)%MAX; 
  return(TRUE); } 
 
/*********************************************************************/ 
 
/* variables globals */ 
 
Tgraf mon; 
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float f,temperatura,lambda; 
float cost_inicial,cost_actual; 
int NUM_ENLLACOS; 
int recompte[MAX_NODES]; 
t_dist nd[MAX_NODES]; 
 
/***************************************/ 
 
void networkx(char *arxiv,char *cua) 
{ 
int A,B,n; 
FILE *fitxer; 
char arxiu[25]; 
strcpy(arxiu,arxiv); 
strcat(arxiu,cua); 
fitxer = fopen(arxiu,"w+"); 
for (n=0;n<MAX_NODES;n++) 
{ 
   fprintf(fitxer,"\n%i ",n); 
   if(mon.nodes[n].num_enll>0){ 
   for(int e=0;e<mon.nodes[n].num_enll;e++){ 
   A=mon.arestes[mon.nodes[n].enllacos[e]].A; 
   B=mon.arestes[mon.nodes[n].enllacos[e]].B; 
   if(B>n) fprintf(fitxer,"%d ",B); 
 else {if (A>n) fprintf(fitxer,"%d ",A);} 
 }} 
} 
fclose(fitxer); 
} 
void comptar(){ 
for(int e=0;e<=MAX_NODES;e++){recompte[e]=0;} 
for(int j=0;j<MAX_NODES;j++){recompte[mon.nodes[j].num_enll]++;} 
 
} 
 
/***************************************/ 
 
void escriu(char *arxiv,int cas) 
{ 
FILE *fitxer; 
char arxiu[25]; 
strcpy(arxiu,arxiv); 
strcat(arxiu,".txt"); 
 
switch(cas) 
{ 
case 0: 
comptar(); 
fitxer = fopen(arxiu,"w+"); 
fprintf(fitxer,"\nDIMENSIO:\t%i\nMAX_NODES:\t%i\nNUM_ENLLACOS:\t%i\n",DI
MENSIO,MAX_NODES,NUM_ENLLACOS); 
fprintf(fitxer,"\ncost_inicial:\t%f\nclustering:\t%f\ndist 
mitja:\t%f\ndiàmetre:\t%i\ngrau 
mig:\t%f\n",cost_inicial,mon.clustering,mon.distància_mitja,mon.diàmetre,mo
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n.graumig); 
fprintf(fitxer,"\nrecompte"); 
for(int 
x=0;x<=(MAX_NODES)/2;x++){fprintf(fitxer,"\n%d\t%d",x,recompte[x]);} 
fprintf(fitxer,"\n\nENLLAC\tnodeA\tnodeB\tdistància\tbetwenness\n"); 
for (int e=0;e<NUM_ENLLACOS;e++){ 
fprintf(fitxer,"%d:\t%d\t%d\t%f\t%f\n",e,mon.arestes[e].A,mon.arestes[e]
.B,mon.arestes[e].distància,mon.arestes[e].bt); 
} 
fclose(fitxer); 
break; 
 
case 1: 
comptar(); 
fitxer = fopen(arxiu,"a+"); 
fprintf(fitxer,"\ncost_final:\t%f\nclustering:\t%f\ndist 
mitja:\t%f\ndiàmetre:\t%d\ngrau 
mig:\t%f\n",cost_inicial,mon.clustering,mon.distància_mitja,mon.diàmetre,mo
n.graumig); 
fprintf(fitxer,"\nrecompte"); 
for(int 
x=0;x<=(MAX_NODES);x++){fprintf(fitxer,"\n%d\t%d",x,recompte[x]);} 
fprintf(fitxer,"\n\nENLLAC\tnodeA\tnodeB\tdistància\tbetwenness\n"); 
for (int e=0;e<NUM_ENLLACOS;e++){ 
fprintf(fitxer,"%d:\t%d\t%d\t%f\t%f\n",e,mon.arestes[e].A,mon.arestes[e]
.B,mon.arestes[e].distància,mon.arestes[e].bt); 
} 
fprintf(fitxer,"\n***************\n"); 
fclose(fitxer); 
break; 
} 
} 
 
/***************************************/ 
 
void mathematica(char *arxiv,char *cua){ 
int A,B,e=0,n; 
FILE *fitxer; 
char arxiu[25]; 
strcpy(arxiu,arxiv); 
strcat(arxiu,cua); 
fitxer = fopen(arxiu,"wb"); 
 
fprintf(fitxer,"\n\nGraph[{{{%i,%i},EdgeWeight -
>%f}",(mon.arestes[0].A)+1,(mon.arestes[0].B)+1,mon.arestes[0].bt);  
for (e=1;e<NUM_ENLLACOS;e++){ 
fprintf(fitxer,",{{%i,%i},EdgeWeight -
>%f}",(mon.arestes[e].A)+1,(mon.arestes[e].B)+1,mon.arestes[e].bt);} 
fprintf(fitxer,"},{{{%i.,%i.}}",(mon.nodes[0].posicio[1])+1,(mon.nodes[0
].posicio[0])+1); 
for (n=1;n<MAX_NODES;n++){ 
fprintf(fitxer,",{{%i.,%i.}}",(mon.nodes[n].posicio[1])+1,(mon.nodes[n].
posicio[0])+1);} 
fprintf(fitxer,"}]"); 
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fclose(fitxer);  
} 
 
/***************************************/ 
 
void clustering(){ 
 
int aux,ereals,epossibles; 
int enllacos[NUM_ENLLACOS]; 
Tfifo veins; 
 
for(int i=0;i<NUM_ENLLACOS;i++) enllacos[i]=0; 
init_fifo(&veins,MAX_NODES); 
for (int i=0;i<MAX_NODES;i++){ 
   //posem els veins a la cua 
   for(int p=0;p<NUM_ENLLACOS;p++) enllacos[p]=0; 
   ereals=0; 
   epossibles=0; 
   if(mon.nodes[i].num_enll>1){ 
   for(int j=0;j<mon.nodes[i].num_enll;j++){ 
      if(mon.arestes[mon.nodes[i].enllacos[j]].A==i) 
put_fifo(&veins,&(mon.arestes[mon.nodes[i].enllacos[j]].B)); 
      else put_fifo(&veins,&(mon.arestes[mon.nodes[i].enllacos[j]].A));} 
   // marquem els enllacos de cadascun dels nodes veins    
  
   while(fifo_vacia(&veins)== FALSE) 
   { 
   get_fifo(&veins,&aux); 
   for(int k=0;k<mon.nodes[aux].num_enll;k++){ 
   enllacos[mon.nodes[aux].enllacos[k]]++;} 
   } 
   for(int c=0;c<NUM_ENLLACOS;c++){ 
   if(enllacos[c]==2) ereals++;} 
   epossibles=(mon.nodes[i].num_enll)*(mon.nodes[i].num_enll-1)/2; 
   mon.nodes[i].clust =(float) ereals/epossibles; 
   }/* fi if num_enll>1*/ 
   else mon.nodes[i].clust=1; 
} 
for(int k=0;k<MAX_NODES;k++){ 
//printf("\nnode:%i ->clustering:%f",k,mon.nodes[k].clust); 
mon.clustering += mon.nodes[k].clust;} 
mon.clustering = (mon.clustering/MAX_NODES); 
} 
 
/***************************************/ 
 
void distànciametre(){ 
int i,w,l,grau; 
Tfifo cua; 
for(int j=0;j<MAX_NODES;j++){for(int 
k=0;k<MAX_NODES;k++){mon.distància[j][k]=-1;}} 
 
for(int x=0;x<MAX_NODES;x++){ 
  init_fifo(&cua,MAX_NODES); 
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  put_fifo(&cua,&x); 
  mon.distància[x][x]=0; 
  while (!fifo_vacia(&cua)) { 
  get_fifo(&cua,&i); 
  l=mon.distància[x][i]; 
     for (int e=0;e<mon.nodes[i].num_enll;e++){  
     if (mon.arestes[mon.nodes[i].enllacos[e]].A==i) 
w=mon.arestes[mon.nodes[i].enllacos[e]].B; 
     else w=mon.arestes[mon.nodes[i].enllacos[e]].A; 
     if (mon.distància[x][w]==-1) { 
           mon.distància[x][w]=l+1; 
             put_fifo(&cua,&w);}   
     } 
  } 
} 
//calcula diàmetre i distància mitja 
mon.distància_mitja=0; 
mon.diàmetre=0; 
for (int j=0;j<MAX_NODES;j++){ 
   for (int k=0;k<MAX_NODES;k++){ 
      mon.distància_mitja +=mon.distància[j][k]; 
      if(mon.distància[j][k]>mon.diàmetre) 
mon.diàmetre=mon.distància[j][k];}} 
 
mon.distància_mitja= mon.distància_mitja/(MAX_NODES*(MAX_NODES-1)); 
 
/* ara el grau mig */ 
grau=0;; 
for (int j=0;j<MAX_NODES;j++){ 
grau+=mon.nodes[j].num_enll;     
} 
mon.graumig=grau/MAX_NODES; 
} 
 
/***************************************/ 
 
void bet(int n, int camins, int dist[]) 
{ 
int j, vei_j; 
for (j=0; j<mon.nodes[n].num_enll; j++) { 
   if(mon.arestes[mon.nodes[n].enllacos[j]].A != n)  vei_j = 
mon.arestes[mon.nodes[n].enllacos[j]].A; 
   else vei_j = mon.arestes[mon.nodes[n].enllacos[j]].B; 
   if (dist[vei_j] < dist[n]) { 
      if ((camins!=0) && (mon.arestes[mon.nodes[n].enllacos[j]].bt != -
1.0)) { 
          mon.arestes[mon.nodes[n].enllacos[j]].bt += 1.0/(float)camins; 
          bet(vei_j, camins, dist);} 
   } 
} 
} 
 
/***************************************/ 
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void betwenness_enllac() 
{ 
int dist[MAX_NODES],camins[MAX_NODES],vei_j,d,trobat,e,i,k,j; 
 
for(e=0;e<NUM_ENLLACOS;e++){mon.arestes[e].bt=0.0;} 
for(i=0;i<MAX_NODES;i++) 
{ 
for(k=0;k<MAX_NODES;k++){ dist[k]=-1; camins[k]=0;} 
for (j=0; j<mon.nodes[i].num_enll; j++) 
         {if(mon.arestes[mon.nodes[i].enllacos[j]].A != i)  vei_j = 
mon.arestes[mon.nodes[i].enllacos[j]].A; 
          else vei_j = mon.arestes[mon.nodes[i].enllacos[j]].B; 
          if (mon.arestes[mon.nodes[i].enllacos[j]].bt != -1.0)    
          {dist[vei_j]=1; 
           camins[vei_j]=1;}} 
         d=1; 
         trobat=1; 
         while(trobat) 
         {  trobat=0; 
            for (k=0; k<MAX_NODES; k++) { 
            if (dist[k] == d) { 
                  for (j=0; j<mon.nodes[k].num_enll; j++) { 
                      if (mon.arestes[mon.nodes[k].enllacos[j]].bt != -
1.0) { 
                       if(mon.arestes[mon.nodes[k].enllacos[j]].A != k)  
vei_j = mon.arestes[mon.nodes[k].enllacos[j]].A; 
                       else vei_j = 
mon.arestes[mon.nodes[k].enllacos[j]].B; 
                        
                       if ((dist[vei_j] == -1) || (dist[vei_j] > d+1)) { 
                        dist[vei_j]=d+1; 
                        camins[vei_j]=1;} 
                       else if (dist[vei_j] == d+1) camins[vei_j]++;}} 
                     trobat=1;}} 
                   d++;} 
         for (k=0; k<MAX_NODES; k++) { 
          bet(k,camins[k],dist);} 
} 
} 
 
/***************************************/ 
 
int connex() 
{ 
   Tfifo cua2; 
   int *nou,c; 
   int trobat[MAX_NODES];  
   for (int i=0;i<MAX_NODES;i++) trobat[i]=0; 
   init_fifo(&cua2,MAX); 
   nou=(int*)malloc(sizeof(int)); 
   if(nou==NULL) {printf("error malloc"); exit(1);} 
   do{*nou=rand()%(MAX_NODES-1);} while(mon.nodes[*nou].num_enll==0); 
   put_fifo(&cua2,nou);  
   while(fifo_vacia(&cua2)==FALSE){ 
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  get_fifo(&cua2,nou); 
 // printf("\nhe tret:%i",*nou); 
  trobat[*nou]=1; /* ja que per entrar al bucle hem forçat que 
tingui un enllac almenys */ 
      for(int aux=0;aux<mon.nodes[*nou].num_enll;aux++) 
      { 
      if (mon.arestes[mon.nodes[*nou].enllacos[aux]].A == *nou){ 
            if 
(trobat[mon.arestes[mon.nodes[*nou].enllacos[aux]].B]==0){ 
                        
put_fifo(&cua2,&(mon.arestes[mon.nodes[*nou].enllacos[aux]].B)); 
                        
trobat[mon.arestes[mon.nodes[*nou].enllacos[aux]].B]=1;}} 
                         
      if (mon.arestes[mon.nodes[*nou].enllacos[aux]].B == *nou){ 
            if 
(trobat[mon.arestes[mon.nodes[*nou].enllacos[aux]].A]==0){ 
                  
put_fifo(&cua2,&(mon.arestes[mon.nodes[*nou].enllacos[aux]].A)); 
                  
trobat[mon.arestes[mon.nodes[*nou].enllacos[aux]].B]=1;}} 
      } 
  } 
  c=0; 
  for (int v=0;v<MAX_NODES;v++){ 
  if(trobat[v]!=1) c=1;  
  } 
  free(nou); 
  if (c==1) return 0;  // NO CONNEX 
  else return 1;       // CONNEX 
} 
 
/***************************************/ 
 
float distància(int cap1, int cap2){  
 
int n1i,n1j,n2i,n2j,disti,distj; 
 
n1i=mon.nodes[cap1].posicio[0]; 
n1j=mon.nodes[cap1].posicio[1]; 
n2i=mon.nodes[cap2].posicio[0]; 
n2j=mon.nodes[cap2].posicio[1]; 
disti=abs(n1i-n2i); 
distj=abs(n1j-n2j); 
return (sqrt((disti*disti)+(distj*distj))); 
} 
 
/***************************************/ 
 
void bombolla(int cap1)//calcula i ordena mètode bombolla les distancies 
a tots els nodes 
{    int i, j; 
     int temp2; 
     float temp; 
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  //   printf("\n origen\n"); 
     for (int d=0;d<MAX_NODES;d++)  
     {   nd[d].node=d; 
         nd[d].dist=distància(cap1,d);   //distància; 
    //     printf("\nnode:%i,dist:%f",nd[d].node,nd[d].dist); 
     } 
     for (i=1; i<MAX_NODES; i++) 
          for (j=0; j<MAX_NODES - i; j++) 
               if (nd[j].dist > nd[j+1].dist) 
                    { 
                    /* Intercanvi */ 
                    temp = nd[j].dist; 
                    temp2 = nd[j].node; 
                    nd[j].dist = nd[j+1].dist; 
                    nd[j].node = nd[j+1].node; 
                    nd[j+1].dist = temp; 
                    nd[j+1].node = temp2; 
                    } 
//printf("\n resultat\n"); 
//for (int d=0;d<MAX_NODES;d++)  
  //   printf("\nnode:%i,dist:%f",nd[d].node,nd[d].dist); 
} 
 
/***************************************/ 
 
void inicialitza_mon_proximitat() 
{ 
int existeix,aux,recorre,i,j,n,n1,n2,e,f; 
i=j=n1=n2=e=recorre=aux=0; 
/* posem tot a -1 */ 
/* mon */ 
for (int i=0;i<DIMENSIO;i++){ 
   for(int j=0;j<DIMENSIO;j++) 
      mon.malla[i][j]= -1; 
} 
/* situem els nodes aletoriament al mon */ 
n=0; 
while(n<MAX_NODES){ 
   i=rand()%(DIMENSIO-1)+1;             
   j=rand()%(DIMENSIO);            //  sense re 
   if (mon.malla[i][j]==-1){ 
      mon.malla[i][j]=n; 
      mon.nodes[n].posicio[0]=i; 
      mon.nodes[n].posicio[1]=j; 
      mon.nodes[i].num_enll=0; 
      n++;} 
} 
/* posem els enllacos de distància més curta possible*/    
for(int n=0;n<MAX_NODES;n++) 
{ 
bombolla(n); 
//printf("\n\tbombolla:%i",n); // calcula distància d'un node a tots els 
enllaços i ho ordena de mes proper a mes llunyà 
/* donat que hi ha un nombre fix d'enllaços i no els assignem de forma 
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aleatòria, 
el que fixarem sera el grau mig */ 
f=0; 
recorre=0; 
while(e<MAX_ENLLACOS && recorre<MAX_NODES){ 
n1=n; 
n2=nd[recorre].node; 
//printf("\nn1:%i,n2:%i",n1,n2); 
if (n1!=n2 && mon.nodes[n2].num_enll<GRAU_MIG-1 && 
mon.nodes[n1].num_enll<GRAU_MIG ){ 
if (mon.nodes[n1].num_enll==0 || mon.nodes[n2].num_enll==0 ) 
{     mon.nodes[n1].enllacos[mon.nodes[n1].num_enll]=e; 
      mon.nodes[n2].enllacos[mon.nodes[n2].num_enll]=e; 
      mon.nodes[n1].num_enll++; 
      mon.nodes[n2].num_enll++; 
      if (n1<n2){ mon.arestes[e].A=n1;  mon.arestes[e].B=n2;}        
else { mon.arestes[e].A=n2;  mon.arestes[e].B=n1;} 
      mon.arestes[e].distància=distància(n1,n2);  
       
      e++; 
      f++; 
      recorre++;} 
else{ 
existeix=FALSE; 
aux=0; 
while(existeix==FALSE && aux<=e){ 
if ((mon.arestes[aux].A==n1 && mon.arestes[aux].B==n2) || 
(mon.arestes[aux].A==n2 && mon.arestes[aux].B==n1)) 
existeix=TRUE; 
aux++; 
} 
if (existeix == FALSE){ 
mon.nodes[n1].enllacos[mon.nodes[n1].num_enll]=e; 
mon.nodes[n2].enllacos[mon.nodes[n2].num_enll]=e; 
mon.nodes[n1].num_enll++; 
mon.nodes[n2].num_enll++; 
if (n1<n2){ mon.arestes[e].A=n1;  mon.arestes[e].B=n2;}  else { 
mon.arestes[e].A=n2;  mon.arestes[e].B=n1;} 
mon.arestes[e].distància=distància(n1,n2);  
e++; 
f++; 
recorre++;} 
} 
} /* fi if n1!=n2 */ 
recorre++; 
}/* fi while e*/ 
NUM_ENLLACOS=e; 
} 
}/* fi inicialitza */ 
 
/***************************************/ 
 
Tenllac canviar_enllac(int *index_antic){ 
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Tenllac antic; 
int e,A,nouA,j,repetit; 
/* mirem que l'enllac que canviarem no influeixi en la "connexitat" del 
graf*/ 
 
do{e=rand()%(NUM_ENLLACOS);} 
while(mon.nodes[mon.arestes[e].A].num_enll<2 || 
mon.nodes[mon.arestes[e].B].num_enll == (MAX_NODES-1) ); 
A=mon.arestes[e].A; 
/* ens guardem com estava l'enllac per si l'hem de tornar a introduir*/ 
*index_antic=e; 
antic.A=mon.arestes[e].A; 
antic.B=mon.arestes[e].B; 
antic.distància=mon.arestes[e].distància; 
// treiem l'enllac del node A  
for(int i=0,j=0;i<mon.nodes[A].num_enll;i++){ 
if(mon.nodes[A].enllacos[j]==e) 
   j++; 
mon.nodes[A].enllacos[i]=mon.nodes[A].enllacos[j]; 
j++; 
} 
mon.nodes[A].num_enll=mon.nodes[A].num_enll-1; 
 
/* triem un nou node a l'atzar*/ 
do{ 
/* nouA, hem de vigilar que: 
  1)que l'extrem B no estigui conectat a tots els nodes--> contemplat 
anteriorment  
  2)no repetim enllac ja sigui pq triem el mateix d'abans o pq 
nodeA==nodeB 
  3)AL TREURE DEIXEM DUES SUBXARXES..CAL CRIDAR CONNEX() MES ENDAVANT*/ 
nouA=rand()%(MAX_NODES); 
repetit=FALSE;  
if(nouA == antic.B) repetit = TRUE; // A==B 
for(int rep=0;rep<NUM_ENLLACOS;rep++){ 
if((mon.arestes[rep].A==nouA && 
mon.arestes[rep].B==antic.B)||(mon.arestes[rep].A==antic.B && 
mon.arestes[rep].B==nouA)){ 
repetit=TRUE;}} 
} 
while(repetit==TRUE); 
mon.arestes[e].A=nouA; 
mon.arestes[e].distància=distància(nouA,mon.arestes[e].B); 
mon.nodes[nouA].enllacos[mon.nodes[nouA].num_enll]=e; 
mon.nodes[nouA].num_enll++; 
return antic; 
} 
 
/***************************************/ 
 
void torna_endarrera(int index_antic,Tenllac antic){ 
 
int A, nouA; 
A=mon.arestes[index_antic].A; 
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for(int i=0,j=0;i<mon.nodes[A].num_enll;i++){ 
if(mon.nodes[A].enllacos[j]==index_antic) 
   j++; 
mon.nodes[A].enllacos[i]=mon.nodes[A].enllacos[j]; 
j++; 
} 
mon.nodes[A].num_enll=mon.nodes[A].num_enll-1; 
nouA=antic.A; 
mon.arestes[index_antic].A=nouA; 
mon.arestes[index_antic].distància=antic.distància; 
mon.nodes[nouA].enllacos[mon.nodes[nouA].num_enll]=index_antic; 
mon.nodes[nouA].num_enll++; 
} 
 
/***************************************/ 
 
float cost(){ 
float cost_total=0; 
betwenness_enllac(); 
for(int e=0;e<NUM_ENLLACOS;e++){ 
mon.arestes[e].bt=(2*mon.arestes[e].bt)/(MAX_NODES*(MAX_NODES-1)); /* 
variacio bt normalitzada*/ 
 
cost_total+= mon.arestes[e].distància*mon.arestes[e].bt;} 
return cost_total; 
} 
 
/***************************************/ 
 
void mostra_enllacos() 
{ 
int e; 
for (int i=0;i<MAX_NODES;i++){ if(mon.nodes[i].num_enll==0){printf("NODE 
AILLAT:%i\n",i);}} 
printf("\nENLLAC\tnodeA\tnodeB\tdistància\tbetwenness\n"); 
for (e=0;e<NUM_ENLLACOS;e++){ 
printf("%i:\t%i\t%i\t%f\t%f\n",e,mon.arestes[e].A,mon.arestes[e].B,mon.a
restes[e].distància,mon.arestes[e].bt); 
} 
} 
 
/****************/ 
 
int main(int argc, char *argv[]) 
{ 
   Tenllac antic; 
   int index_antic,acceptat,iscon,bons,intents,dolents; 
   clock_t start,end; 
 float temps,temps2; 
   srand(time(NULL)); 
   char net[25]; 
   char math[25]; 
   NUM_ENLLACOS=MAX_NODES*GRAU_MIG; 
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   if(argc!=2){printf("\nescriu la capçalera del fixer de 
sortida");exit(1);} 
   strcpy(net,argv[1]); 
   strcpy(math,argv[1]); 
   
  inicialitza_mon_proximitat(); 
   
  intents=0; 
  while(connex()==0 && 
intents<5){inicialitza_mon_proximitat();intents++;} 
  if (intents==5){printf("\nhem superat el maxim d'intents, torna-hi"); 
exit(1);} 
    
   cost_inicial=cost(); 
   distànciametre(); 
   clustering(); 
   escriu(argv[1],0); 
   networkx(net,"_netx_ini.grf"); 
   mathematica(math,"_math_ini.m"); 
 //  for(int h=0;h<MAX_NODES;h++)   printf("\nnode:%i 
grau:%i",h,mon.nodes[h].num_enll); 
  // SA 
 
   bons=0; 
   acceptat=0; 
   dolents=0; 
    
   temps=difftime(end,start); 
   temperatura=TEMP_INICIAL; 
   while(temperatura>TEMP_MINIMA){ 
   temperatura=0.9*temperatura; 
//   printf("\n%f",temperatura); 
   for(int k=0;k<NK;k++){ 
      antic=canviar_enllac(&index_antic); 
      iscon=0; 
      iscon=connex(); 
      if(iscon==1){ 
            cost_actual=cost();  
            f=cost_inicial-cost_actual;   
            if(f<0){ //si el canvi empitjora  
            dolents ++; 
                    
if((exp(f/(0.001*temperatura)))>(float(rand())/float(RAND_MAX))){ 
               acceptat++; 
                     cost_inicial=cost_actual;} 
                     else {torna_endarrera(index_antic,antic);}} 
            else{bons++;cost_inicial=cost_actual;} 
      }//fi ifconnex 
      else{torna_endarrera(index_antic,antic);} 
      }// fi for  
      printf("\tcost: %f\tbons: %i  \tdolents:%d, dolentsqsi: 
%d\n",cost_inicial,bons,dolents,acceptat);   
 
  acceptat=0; 
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  bons=0; 
  dolents=0; 
   
  }//fi SA 
  
   // ARA ESCRIVIM ELS RESULTATS 
   distànciametre(); 
   clustering(); 
   escriu(argv[1],1); 
   networkx(net,"_netx_fi.grf"); 
   mathematica(math,"_math_fi.m"); 
   exit(1); 
    
}/*fi main*/ 
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A.3 Model B: Programa optimització graf 
inicial capítol 6.4.1 
# optimitzacio d'una malla per la edge-BC no normalitzada i funció de 
cost amb escalat logarítmic de la distància 
#  
# 
import networkx as NX 
import pylab as P 
from math import exp, log, sqrt 
import operator 
import random 
try: 
    import matplotlib.pyplot as plt 
except: 
    raise 
 
# definicio parametres inicials 
N = 16                  # Mida graf 
MaxIter = 20000         # nombre maxim d'iteracions 
simname = "G256-log-"   #nom fitxer sortida 
MaxDist = 2.0*(N**2)     
 
# definicio de funcio de cost (segons cas) 
def costG(G): 
    bc = NX.edge_betweenness_centrality(G,normalized=False) 
    edges = NX.edges(G)     
    total = 0 
    for i in range(len(bc)): 
        cost = 0 
        edg = bc.keys()[i] 
        edgbc = bc.values()[i] 
        vtxin = edg[0] 
        vtxfi = edg[1] 
        dist = (vtxfi[0]-vtxin[0])**2+(vtxfi[1]-vtxin[1])**2 
        cost = log(MaxDist/dist)*edgbc 
        total = total + cost             
    return(total) 
                             
 
# generacio del graf inicial malla amb grau mig 8 
G = NX.grid_2d_graph(N,N,False) 
for i in range(1,N-1): 
    for j in range(1,N-1): 
        G.add_edge((i,j),(i+1,j+1)) 
        G.add_edge((i,j),(i-1,j+1))     
for i in range(0,N-1): 
    G.add_edge((0,i),(1,i+1)) 
    G.add_edge((N-1,i),(N-2,i+1)) 
for i in range(1,N-1): 
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    G.add_edge((i,0),((i+1),1)) 
    G.add_edge((i,0),((i-1),1)) 
               
 
NODES=NX.number_of_nodes(G) 
nod=NX.nodes(G) 
EDGES=NX.number_of_edges(G) 
correctfactor=(EDGES-1)*(EDGES-2)/(NODES*(NODES-1)) 
 
random.seed() 
init_cost=costG(G) 
best_cost=init_cost 
print 'Cost inicial: ', best_cost 
print 
best_graph = NX.Graph() 
best_graph = G.copy() 
T0 = init_cost*0.01 
 
 
print NX.info(G) 
print 'Diameter =  %f ' % (NX.diameter(G)) 
print 'Avg Clust Coeff.  =  %-6.4f ' % (NX.average_clustering(G)) 
print 'Avg Dist. NX =  %-6.4f ' % (NX.average_shortest_path_length(G)) 
print 'Distribucio de graus ', NX.degree_histogram(G) 
print 'T0: %-2.4f ' % T0, 'cost: %-2.4f ' %  init_cost 
print 
 
 
for iters in range(1,MaxIter): 
    current_cost = costG(G) 
     
    if (current_cost < best_cost): 
        best_graph.clear() 
        best_graph = G.copy() 
        best_cost = current_cost 
    GG = NX.Graph() 
    GG = G.copy() 
    if (iters % 200 == 0): 
        T0 = T0*0.9 
        print 
        print '---------------------------------------------------------
-' 
        print 'Iter %d' % iters, 'BEST %-2.4f ' %  best_cost, ' T0 %-
2.4f ' % T0, ' G: %-2.4f ' %  current_cost 
        print NX.info(G) 
        print 'Diameter =  %f ' % (NX.diameter(G)) 
        print 'Avg Clust Coeff.  =  %-6.4f ' % 
(NX.average_clustering(G)) 
        print 'Avg Dist. NX =  %-6.4f ' % 
(NX.average_shortest_path_length(G)) 
        print 'Distribucio de graus ', NX.degree_histogram(G) 
        fname=simname+"bst_"+str(iters)+'.pckl' 
        best_graph.name = fname 
        NX.write_gpickle(best_graph,fname) 
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        fname=simname+"cnt_"+str(iters)+'.pckl'         
        GG.name = fname 
        NX.write_gpickle(GG,fname)         
    u = random.randint(0,NODES-1) 
    while (GG.degree(nod[u]) == 1): 
        u = random.randint(0,NODES-1) 
        print "_p1_", 
##            print 'PROBLEM 1 chosen node has degree = 1' 
    v = random.randint(0,GG.degree(nod[u])-1) 
    while (GG.degree(GG[nod[u]].keys()[v]) == 1): 
        v = random.randint(0,GG.degree(nod[u])-1) 
        print "_p2_", 
##            print 'PROBLEM 2 tchosen link has a node with degree <= 1' 
    GG.remove_edge(nod[u],GG[nod[u]].keys()[v]) 
    w = random.randint(0,NODES-1) 
    while ( (u == w) or (GG.has_edge(nod[u],nod[w])==True)): 
        w = random.randint(0,NODES-1) 
        print "_p3_", 
##            print 'PROBLEM 3 chosen new node is the same' 
    GG.add_edge(nod[u],nod[w])         
    costGG = costG(GG) 
         
    if (costGG < current_cost): 
        G.clear() 
        G = GG.copy() 
    elif ((costGG < (current_cost + T0)) and (random.random() < 0.2)): 
        G.clear() 
        G = GG.copy() 
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