Persistent homology allows us to create topological summaries of complex data. In order to analyse these 6 statistically we need to choose a topological summary and a metric space where these topological summaries 7 exist. While different representations of the persistent homology may contain the same information (as they 8 come from the same persistence module) they can lead to different statistical conclusions because the metric 9 spaces they lie in are different. The best choice for analysis will be application specific. In this paper we will 10 discuss distance correlation which is a non-parametric tool for comparing data sets that can lie in completely 11 different metric spaces. In particular we can calculate the distance correlation between different choices of 12 topological summary (e.g. bottleneck distance persistence diagrams vs L 2 function distances between 13 persistence landscapes). For a variety of random models we compare some different topological summaries via 14 the distance correlation between the samples. We will give examples of performing distance correlation 15 between topological summaries to another measurement of interest -such as a paired random variable or a 16 parameter in the random model used to generate the persistent homology. This article is meant to be 17 expository in style, so we will include the definitions of standard statistical quantities to make the paper 18 accessible to non-statisticians. 19 1 Introduction
Definition 2.2. Let X be a random element with values in a connected metric space (X , d X ) with distribution µ. For x ∈ X we call E[d X (x, X)] the expected distance of X to x, and denote it by a µ (x). We say that X has finite first moment if for any x ∈ X the expected distance to x is finite. In this case we can then set D(µ) := E[a µ (X)]. For X with finite first moment we can define its doubly centred distance function as
It is worth observing that d µ is not a distance function. Lyons showed in [15] that a µ (x) > D(µ)/2 for all x as 148 long as the support of µ contains at least two points. This implies d µ (x, x) < 0 for all x. 149 Definition 2.3. Let X and Y be metric spaces. Let θ = (X, Y ) be a probability distribution over the product space X × Y with marginals µ and ν such that X and Y both have finite first moment. We define the distance covariance of θ as dcov(θ) = d µ (x, x)d ν (y, y )dθ 2 ((x, y), (x , y ))
The distance variance is a special case where have two identical copies as the joint distributions θ X = (X, X).
Here we have dvar(θ X ) = d µ (x, x ) 2 dθ 2 ((x, x )) which is always non-negative, and zero only in the case of a distribution with support a single point (see [15] ).
150
The distance correlation of θ = (X, Y )) is defined as dcor(X, Y ) = dcov(X, Y ) dvar(θ X ) dvar(θ Y ) . These examples demonstrate how distance correlation is much more useful when the joint distribution is not a multivariate Gaussian. Image source: wikipedia [27, 28] Remark. There are some variations of notation with regard to whether to include a square root in the definition of distance covariance and correlation. In the introduction of distance correlation in [23] , the authors restricted to 152 Euclidean spaces. Euclidean spaces are metric spaces of negative type, and such spaces have the property that the 153 distance correlation is always non-negative. They could thus define the distance covariance as 154 d µ (x, x)d ν (y, y )dθ 2 ((x, y), (x , y )). We will follow the notation of [15] and use dCov to denote the square root 155 of dcov; dCov(X, Y ) = dcov(X, Y ) = d µ (x, x)d ν (y, y )dθ 2 ((x, y), (x , y )). We will also use dVar as the 156 square root of the distance variation and dCor to denote the square root of the the distance correlation, which is was taken.
163
The estimation of the distance correlation of a joint distribution by sample distance covariances is reasonable. In 164 other more technical words this means that if θ n is the sampled joint distribution from n iid sample of θ then 165 dcov(θ n ) → dcov(θ) with probability 1. (See Proposition 2.6 in [15] ). This justifies the approximation of the 166 distance correlation via simulations. This is particularly important when dealing with distributions for which 167 there is no closed expressions, which is usually the case when dealing with topological summaries 168
The following procedure computes the sample distance covariance between paired samples As straightforward application of the definition shows that the distance correlation of a product measure is always zero. To see this observe that when θ is a product of θ X and θ Y then 
Proposition 2.6.
[15] For spaces of negative type it is always true that distance covariance is non-negative. 184 We have further nice properties when the metric space is of strong negative type 185 Definition 2.7. A metric space has strict negative type is a space of negative type and if x 1 , . . . x n ∈ X and α 1 , α 2 , . . . α n such that i α i = 0 and n i,j=1 α i α j d(x i , x j ) = 0 then the α i are all zero. By extending to distributions of infinite support we get the definition of strong negative type. A metric space (X , d) has strong negative type if it has negative type and for all probability measures µ 1 , µ 2 we have
The notion of strong negative type was first defined in [29] . Lyons [15] used it to characterize the spaces where 186 that we can test for independence of random variables. The challenge is then how to implement such a test given 187 a sample distance correlation which will probably not be zero even when the variables are independent.
188
Theorem 2.8. [15] Suppose that X and Y have strong negative type and θis a probability measure on X × Y 189 whose marginals have first finite moment. If dcov(θ) = 0 then θ is a product measure.
190
This means that given paired random variable (X, Y ) with joint distribution θ then we can test for independence 191 by computing dcov(θ) and deciding they are independent if dcov(θ) = 0 and not independent if dcov(θ) > 0.
192
There are a range of spaces that are proven to be of strong negative type, including all separable Hilbert spaces.
193
Theorem 2.9.
[15] Every separable Hilbert space is of strong negative type and if (X, d) has negative type, then 194 (X, d r ) has strong negative type when 0 < r < 1.
195
A list of metric spaces of negative type appears as Theorem 3.6 of [16]; in particular, this includes all L p spaces for 196 1 ≤ p ≤ 2. On the other hand, R n with the l p -metric is not of negative type whenever 3 < n < ∞ and 2 < p < ∞.
197
The distance correlation still contains useful information even when the spaces are not of strong negative type. It 198 is just more powerful as a test statistic when the spaces are of strong negative type. This is analogous to how the 199 Pearson correlation coefficient still is evidence of a relationship between two variables even when the joint 
203
Distance correlation lends itself to non-parametric methods. One possibility is to combine it with permutation 204 tests to construct p-values for independence. Permutation tests construct a sampling distribution by resampling 205 the observed data. We can permute the observed data without replacement to create a null distribution (in this 206 case a distribution of distance correlation values under the assumption that the random variables are 207 independent.) The use and exploration of permutation tests in relation to distance correlation is beyond the scope 208 of this paper. We direct the interested reader to the future directions section for more details. Persistent homology has become a very important tool in TDA. Certainly there are many choices that are made in 212 any persistent homology analysis with much of the focus lying on the different options of the filtration function.
213
In this paper we want to highlight another choice -the metric space of the topological summary we use. Examples 214 include persistence diagrams with bottleneck distance, persistence landscapes or rank function with an L p 215 distance, or one of the many kernel representations. The choice of which topological summary we use to represent 216 this persistent homology, and the choice of metric in this space of topological summaries will affect any statistical 217 analysis and whether the summary captures the information of relevance to the application.
218
For spaces of strong negative type, distance correlation is known to have the additional nice properties. As a rule, functional spaces with an L 2 metric and those lying in a reproducing kernel Hilbert space are of strongly negative 220 type. This implies that the Euler and Betti curves with an L 2 metric are of strong negative type, and that the 221 space of persistence scale shape kernels is of strong negative type. We characterise which of the spaces of 222 persistence landscapes are of strong negaitive type and show that the space of persistence diagrams is never of 223 strong negative type.
224
Theorem (Theorem 3.2). The space of persistence diagrams is not of negative type under the bottleneck or any of 225 the Wasserstein metrics.
226
Theorem (Theorem 3.4). We can prove the following statements about which metrics for the space of persistence 227 landscapes is of negative type and of strong negative type.
228
(a) The space of persistence landscapes with the L 2 norm of strong negative type.
229
(b) The space of persistence landscapes with the L p norm of negative type when 1 ≤ p ≤ 2 230 (c) The space of persistence landscapes with the L 1 norm is not of strong negative type, even when restricting to 231 persistence landscapes that arise from persistence diagrams.
232
(d) The space of persistence landscapes with the L ∞ norm is not of negative type, even when restricting to 233 persistence landscapes that arise from persistence diagrams.
234
It is an open question as to whether the Sliced Wasserstein metric is of strong negative type; if it is separable then 235 it will be. 
242
Note that the Betti curves do not contain the "same" information as the persistence diagrams but instead contain 243 strictly less information. 244 We can consider functional distances between these curves. In this paper we consider both L 1 and L 2 distances.
245
Since L 2 (R) is a separable Hilbert space it is of strong negative type. In comparison L 1 (R) is of negative type but 246 not of strict negative type (see [15] ). For an explicit counterexample the reader can modify the one used for the 247 p = 1 case in the persistent landscapes section. 
For tractability we will impose some 253 finiteness conditions, namely that only finitely many classes have infinite lifetimes and that the sum of all the finite 254 lifetimes is finite. This restriction is not onerous in applications where generally we have finite sized data as input.
• There are countably infinite copies of an abstract element representing the diagonal in the plane which we 259 denote by ∆ 260 Let D denote the space of all persistence diagrams. We will consider a family of metrics which are analogous to 261 the p-Wasserstein distances on the space of probability measures and to the L p distances on the space of functions 262 on a discrete set.
Recall that ∆ represents the diagonal in R 2 . With a slight abuse of notation we write (a, b) − ∆ p to denote the
should also think of L −∞ , L −∞ and R 2+ ∪ ∆ as three separate disjoint parts of a larger space.
269
Given persistence diagrams X and Y we can consider all the bijections from the set of off-diagonal points and 270 copies of ∆ in X, to the set of off-diagonal points and copies of ∆ in Y . This set is non-empty as it contains the 271 bijection which matches everything to a copy of ∆ in the other diagram. Each bijection provides a transport plan 272 from X to Y . Analogous to the definition of Wasserstein distances, we will define our family of metrics in terms of 273 the cost of most efficient transport plan.
274 in constant) to stability results for the other.
284
We feel that the choice of setting q = p is cleaner in theory and in practice. The coordinates of the points within a 285 persistence diagram have particular meanings; one is the birth time and one is the death time. They are often 286 infinitesimally independent (even though not globally so). For example, if we have generated our persistence 287 diagram from the distance function to a point cloud then each persistence class has its birth and death time 288 (infinitesimally) determined by the location of two pairs of points which are often distinct. Whenever these pairs 289 are distinct, moving any of these four points will change either the birth or the death but not both. The
290
distinctness of the treatment of birth and death times as separate qualities may seem more philosophically 291 pleasing to the reader in the setting of barcodes.
292
Unfortunately the geometry of the space of persistence diagrams is complicated and statistical methods not easy 293 to apply. For example, there are challenges even in computing the mean or median of a finite samples (see [?, ?] ). Figure 2 : The off-diagonal points used in the persistence diagrams in the counterexamples for p ≤ 2.4. diagram off-diagonal points weight Proof. We will need to construct two different counterexamples for the different p-Wasserstein metrics; one for 300 small p and one for large p. Note that the bottleneck metric is the case where p = ∞.
301
For small p, consider two separate squares with unit edge length that are sufficiently far apart as displayed in 302 Figure 2 . Each persistence diagram will be a union of a pair of corners sharing an edge in one of the squares and 303 then a pair of corners diagonally opposite each other on the other square. We can then weight the diagrams by 304 which square contains diagonally opposite points . A list of the diagrams is in Table 1 . 305 We have the following distance matrix for within group distances (that is the matrix (d p (x i , x j )) i,j which is the 306 same as the matrix (d p (y i , y j )) i,j by symmetry):
2 1/p 2 1/p 2 1/p 2 1/p 4 1/p 4 1/p 4 1/p 2 1/p 0 2 1/p 2 1/p 4 1/p 2 1/p 4 1/p 4 1/p 2 1/p 2 1/p 0 2 1/p 4 1/p 4 1/p 2 1/p 4 1/p 2 1/p 2 1/p 2 1/p 0 4 1/p 4 1/p 4 1/p 2 1/p 2 1/p 4 1/p 4 1/p 4 1/p 0 2 1/p 2 1/p 2 1/p 4 1/p 2 1/p 4 1/p 4 1/p 2 1/p 0 2 1/p 2 1/p 4 1/p 4 1/p 2 1/p 4 1/p 2 1/p 2 1/p 0 2 1/p 4 1/p 4 1/p 4 1/p 2 1/p 2 1/p 2 1/p 2 1/p 0 This implies that the i,j d p (x i , x j ) = 32 · 2 1/p + 24 · 4 1/p . Similarly i,j d p (y i , y j ) = 32 · 2 1/p + 24 · 4 1/p . 308 Furthermore, d(x i , y j ) = 2 1/p for all i, j and hence i,j d p (x i , y j ) = i,j d p (y i , x j ) = 64 · 2 1/p .
309
The sum of interest, using the weighting in Table 1 , is:
= 64 · 2 1/p + 48 · 4 1/p − 128 · 2 1/p = 48 · 4 1/p − 64 · 2 1/p . Now 48 · 4 1/p − 64 · 2 1/p > 0 exactly when p < ln(2)/ ln(4/3) which holds when p < 2.409. Thus this is a 310 counterexample showing that persistence diagrams with W p , p < 2.409, is not of negative type. 311 We now will construct a counterexample for space of persistence diagrams under p-Wasserstein distance with 312 p ≥ 2.4. For large p, consider separate squares with unit edge length that are sufficiently far apart as displayed in 313 Figure 3 . 314 We will construct our counterexample with persistence diagrams containing points listed in Figure 3 . We will have 315 two sets of persistence diagrams X and Y and we will be giving a weight of 1 to all the persistence diagrams in X 316 and a weight of −1 to all the persistence diagrams in Y .
317
Each persistence diagram in X will have 4 off-diagonal points; one corner point from each of the squares labelled 318 with upper case letters, and e 1 and e 2 . An example is {A 1 , B 2 , e 1 , e 2 }. There are a total of 16 such persistence 319 diagrams.
320
Each persistence diagram in Y will have 4 off-diagonal points; one corner point from each of the squares labelled 321 with lower case letters, and E 1 and E 2 . An example is {c 1 , c 2 , E 1 , E 2 }. 322 same corner share an edge diagonally opposite corners example diagram number of such x ∈ X d p (x, Figure 2 .
For every pair of persistence diagrams (x, y) with x ∈ X and y ∈ Y we have d p (x, y) = 8 1/p (0.5). This implies that 323 the total between group pairwise distances are 32 · 16 · 8 1/p (0.5).
324
To compute the within group distances we first observe that the symmetry of the counterexample ensures that the 325 sum of distance x∈X d p (x, x ) is the same for all x ∈ X and that this is also the same as y∈Y d p (y, y ) for all 326 y ∈ Y . This means we can compute for a fixed x ∈ X. We can split the remaining x ∈ X into cases depending on 327 how many of the off-diagonal points in the persistence diagrams are the same as that in x , are on the same edge 328 of the corresponding square as that in x , or are diagonally opposite corners of the corresponding square. We 329 describe this distribution in The persistence landscapes constructed from persistence homology lie in a function space. We can consider the L p space of these functions with L p -norm
where λ k (t) = λ(k, t) and 1 ≤ p ≤ ∞.
is of negative type and of strong negative type.
343
344
(b) The space of persistence landscapes with the L p norm of negative type when 1 ≤ p ≤ 2 345 (c) The space of persistence landscapes with the L 1 norm is not of strong negative type, even when restricting to 346 persistence landscapes that arise from persistence diagrams.
347
(d) The space of persistence landscapes with the L ∞ norm is not of negative type, even when restricting to 348 persistence landscapes that arise from persistence diagrams.
349
Proof. (a) The space of persistence landscapes with the L 2 norm form a separable Hilbert space. Applying
350
Theorem 2.9 shows it is of strong negative type.
351
(b) As discussed in [5] these function spaces are L p function spaces. From Theorem 3.6 in [16] we know that 352 these are of negative type when 1 ≤ p ≤ 2.
353
(c) The space of persistence landscapes with p = 1 norm is of negative type but not of strong negative type. We can construct a counterexample using only distributions of landscapes that arise from persistent homology. To this end it is sufficient to provide appropriate barcodes, each with finitely many bars, as every such barcode can be realised. Let
Since all the bars in each barcode are disjoint only the first persistence landscape in non-zero. We have 354 d(X 1 , X 2 ) = 2 = d(Y 1 , Y 2 ) and d(X i , Y j ) = 1 for all i, j. If we weight each of the X i with 1 and the Y i by −1 355 then α k α l d(Z k , Z l ) = 0 which means that the space of persistence landscapes with p = 1 norm is of 356 non-strict negative type.
357
(d) For p = ∞ the space of persistence landscapes is not of negative type. We can construct a counterexample using only distributions of landscapes that arise from persistent homology. Again we can to this via examples of barcodes. Let Since all the bars in each barcode are disjoint only the first persistence landscape in non-zero.
358
It is straightforward to compute the L ∞ distances between the corresponding persistence landscapes. Let 359 pl(Z) denote the persistence landscape of Z. We see that d ∞ (pl(X i ), pl(X j )) = 1 = d ∞ (pl(Y i ), pl(Y j )) when 360 i = j and d ∞ (pl(X i ), pl(Y j )) = 0.5 for all i, j. If we weight each of the X i with 1 and the Y i by −1 we get 361 our counterexample showing that the space of persistence landscapes with the L ∞ distance is not of negative 362 type. The persistence scale space kernel is a modification of scale space theory to a persistence diagram setting. Extra 366 care is needed to consider the role of the diagonal. The idea is to consider the heat kernel with an initial heat 367 energy of Dirac masses at each of the points in the persistence diagram with the boundary condition that it is zero 368 on the diagonal. There is a parameter of the time the diffusion takes place. More formally, it is defined in [18] as 369 follows.
370
Definition 3.5. Let R 2+ = {x = (x 1 , x 2 ) ∈ R 2 : x 1 > x 2 } denote the space above the diagonal, and let δ p denote a Dirac delta centered at the point p. For a given persistence diagram D, we now consider the solution u : R 2+ × R ≥0 → R, (x, t) → u(x, t) of the partial differential equation
The persistence scale space kernel at scale σ > 0 is then defined to be k σ (D) := u| t=σ .
371
These k σ (D) lie in L 2 (R 2+ ) whenever D has finitely many points.
372
It has a nice closed expression using a clever observation that it is the restriction of the solution of a PDE with an initial condition where below the diagonal we start with the negative of the Dirac masses over the reflection of the points in the diagram above the diagonal. For x ∈ R 2+ and t > 0 we have
The metric for the space of persistence scale shape kernels is that of L 2 (R 2+ ). The closed form for the persistence scale space kernel allows a closed form of the pairwise distances in terms of the points in the original diagrams. In particular for diagrams F and G and fixed σ > 0, this distance can be written in terms of a kernel k σ (F, G). where
and the corresponding distance function is d(k σ (F ), k σ (G)) = (k σ (F, F ) + k σ (G, G) − 2k σ (F, G)) 1 2 .
373
Observe that L 2 (R 2+ ) is a separable Hilbert space. This implies we can apply Theorem 2.9 to say it is of strong 374 negative type.
375
Corollary 3.6. The space of persistence scale shape kernels is of strong negative type. The Sliced Wasserstein distance between persistence diagrams, introduced in [7], is a modification of the sliced 378 Wasserstein distance between measures. This modification is analogous to that used the define Wasserstein 379 distances between persistence diagrams. A "slice" here is a straight line through the origin. The distance between 380 persistence diagrams X and Y with respect to this slice is the the 1-Wasserstein distance of the projection of the 381 points in each persistence diagram onto this line (adding appropriate points on the diagonal). We then integrate 382 over all the lines through the origin to get the total distance. More formally the definition in [7] is as follows.
383
Definition 3.7. Given θ ∈ R 2 with θ 2 = 1, Let L(θ) denote the line {λθ : λ ∈ R}, and let π θ : R 2 → L(θ) be the orthogonal projection onto L(θ). Let Dg 1 and Dg 2 be two persistence diagrams and let µ θ 1 = p∈Dg1 ∆ π θ (p) and µ θ 1 = p∈Dg1 ∆ π θ •π∆(p) , and similarly for µ θ 2 , where π ∆ i the orthogonal projection onto the diagonal. Then, the Sliced Wasserstein distance is defined as: In order to get a Hilbert space structure, the authors in [7] construct a kernel, with bandwidth parameter σ > 0, in the standard way (see [26] ). They construct a kernel
The distance function d kSW with
does define a Hilbert space.
390
If this reproducing kernel Hilbert space is separable then it will be of strong negative type. This separability 391
property is an open question. For the simulations and elevation data studied later we used the Approximate Wasserstein distances with "Hera", 394 see [11] to compute the Wasserstein and the bottleneck distances between the persistence diagrams. Persistence 395 landscapes computations were done using the persistence landscapes toolkit, see [6] .
396
The differences in metric can dramatically affect the statistical analysis of a data set. It is important to choose a 397 summary such that the differences in the raw data that are of interest are reflected in the distances between their 398 corresponding topological summaries.
399
The key idea in this section is to take the same random object and then to record different topological summaries 400 of it. Once we compute its persistent homology we can construct its persistence diagram, or its persistence 401 landscape, etc. Although they contain the same persistent homology information, they lie in different metric 402 spaces. We then compare the pairwise distances using distance correlation.
403
The inputs we are considering in this simulation study are a variety of standard families of random filtrations of 404 cell complexes. These include variations on random abstract complexes and random geometric complexes. In this simulation we construct random graphs over 100 vertices where each edge had independently chosen 407 weights. We then get a filtration of graphs where we include all edges with weight less than the filtration 408 parameter. We then constructed the corresponding filtration of the flag complexes. This was performed 100 times 409 to construct samples of the distribution of persistent homology for such complexes using [3] . An example 410 persistence diagram is shown in Figure 4 .1. We then computed the distance correlation between the different 411 topological summaries which is also shown in Figure 4 .1. In this simulation we construct random directed graphs over 100 vertices where each directed edge had 414 independently chosen weights. We then get a filtration of directed graphs where we include all the directed edges with weight less than the filtration parameter. We then constructed the corresponding filtration of directed flag complexes (see [19] ). This was performed 100 times to construct samples of the distribution of persistent topological summary dCov(·, γ) persistence scale space kernel, σ = 0.001 0.96 1-Wasserstein 0.95 L 1 of β 1 0.95 L 2 of β 1 0.95 2-Wasserstein 0.94 persistence landscape L ∞ 0.94 persistence scale space kernel, σ = 0.01 0.93 persistence landscape L 2 0.92 persistence landscape L 1 0.92 Sliced Wasserstein kernel, σ = 1 0.66 persistence scale space kernel, σ = 1 0.60 Sliced Wasserstein kernel, σ = 0.01 0.40 Table 3 : (Square roots of) distance correlation between topological summaries and the parameter γ.
From this random filtration of the complete graph over S we constructed the corresponding clique filtration and dCor(·, T RI) dCor(·, geodesic distance) TRI 1 0.73 Geodesic dist 0.73 1 2-Wasserstein 0.93 0.74 persistence scale space kernel, σ = 1 0.74 0.64 persistence scale space kernel, σ = 10 0.75 0.63 L 1 of β 1 0.75 0.65 L 2 of β 1 0.77 0.63 Table 4 : (Square roots of) distance correlation between elevation topological summaries and Terrain Ruggedness Index and the geodesic distance between samples. Figure 4 : A typical persistence diagram and the sampled square root of distance correlation (dCor) between different topological summaries for Erdos-Renyi complexes. Figure 5 : A typical persistence diagram and the sampled square root of distance correlation (dCor) between different topological summaries for Directed Erdos-Renyi complexes. Figure 6 : A typical persistence diagram and the sampled square root of distance correlation (dCor) between different topological summaries for alpha complexes built from random points clouds sampled from torus lying in R 4 . Figure 7 : A typical persistence diagram and the sampled square root of distance correlation (dCor) between different topological summaries for alpha complexes built from random points clouds sampled from the unit cube.
Future directions

