Abstract. We show that if Y is a locally compact metrizable space with finite covering dimension, then the crossed product C * -algebra C0(Y ) ⋊ R associated to any continuous flow on Y has finite nuclear dimension. This generalizes previous results for free flows, where this was proved using Rokhlin dimension techniques. This result is also analogous to the one we obtained earlier for possibly nonfree actions of Z on Y . As an application, we obtain bounds for the nuclear dimension of C *
Introduction
Nuclear dimension for C * -algebras was introduced by Winter and Zacharias in [WZ10] , as a noncommutative generalization of covering dimension. Since then, it has come to play a crucial role in structure and classification of C * -algebras: indeed, it is now known that simple unital separable C * -algebras with finite nuclear dimension and which satisfy the UCT are classified via the Elliott invariant ( [TWW17, EGLN15] ). It was shown in [WZ10] that if Y is a locally compact metrizable space, then dim nuc (C 0 (Y )) coincides with the covering dimension of Y , and the property of having finite nuclear dimension is preserved under various constructions: forming direct sums and tensor products, passing to quotients and hereditary subalgebras, and forming extensions. There has been considerable interest in seeing to what extent finite nuclear dimension is preserved under forming crossed products, which in particular led to the development of the notion of Rokhlin dimension for various group actions; see [HWZ15, HP15, Sza15, SWZ17, Gar17] for actions of finite groups, Z, Z m , and compact group actions.
The case of flows, that is, actions of R, was addressed in a joint paper [HSWW17] by the authors and Szabó and Winter. We developed a theory of Rokhlin dimension for flows which to a great extent parallels the theory for actions of Z (though the technicalities worked out to be rather different). This generalized Kishimoto's Rokhlin property for flows ([Kis96] ). In particular, we showed that if α is a flow on a C * -algebra A with finite Rokhlin dimension, and A has finite nuclear dimension, then the crossed product A ⋊ α R has finite nuclear dimension. We furthermore showed that if Y is a locally compact metrizable space with finite covering dimension, then any flow α on C 0 (Y ) induced from a free topological flow on Y has finite Rokhlin dimension. Thus, C 0 (Y ) ⋊ α R has finite nuclear dimension.
This leaves the case of non-free flows. Those cannot have finite Rokhlin dimension. We addressed the parallel case of non-free Z-actions on topological spaces in [HW17] , where we showed that if Y is a locally compact metrizable space with finite covering dimension and α is any automorphism of C 0 (Y ) then C 0 (Y ) ⋊ α Z has finite nuclear dimension. As in the case of actions of Z, non-free actions of R are quite prevalent. Indeed, if Y is a compact smooth manifold then any vector field on Y gives rise to a flow, but typically such flows may have fixed points or periodic orbits.
The purpose of this paper is to provide a parallel to [HW17] for possibly non-free flows. We show in Theorem 8.1 that if Y is a locally compact, metrizable with finite covering dimension, and α is a flow on C 0 (Y ), then dim nuc (C 0 (Y ) ⋊ R) ≤ 5 dim(Y ) 2 + 12 dim(Y ) + 6 .
In fact, this estimate for flows implies a similar estimate for Z-actions, by applying the mapping torus construction to obtain a flow from a Z-action (see Corollary 8.5). Thus we also recover the main theorem of [HW17] , albeit with a less sharp bound. It is worth pointing out that despite the similarity between these results, there is some significant difference in the technical tools used in them (see the comments after Corollary 8.5).
As an application, we give an estimate to the nuclear dimension of C * -algebras associated to orientable line foliations. It was shown by Whitney ([Whi33] ) that any orientable line foliation on a locally compact metrizable space arises from a flow. A crucial object in the study of index theorems for foliations ( [CS84] ) is the construction of the holonomy groupoid G F of a foliation F and the C * -algebra C * (G F ) thereof (see also [MS06] for a discussion of C * -algebras associated to foliations). However, for an orientable line foliation F, this foliation C * -algebra C * (G F ) typically differs from the crossed product by the flow that gives rise to the foliation.
To make a link between foliation C * -algebras and crossed product C * -algebras, we develop a general theory for a kind of groupoid homomorphisms between topological groupoids that we call fiberwise groupoid covering maps (see Definition 9.1). They have the ability to induce quotient maps between the corresponding maximal groupoid C * -algebras (see Theorem 9.10 and 9.11). A canonical quotient map from the transformation groupoid of a flow to the holonomy groupoid G F of the induced foliation is shown to be a fiberwise groupoid covering map (see Proposition 10.5). As a consequence, C * (G F ) can be obtained as a quotient of the crossed product associated to the flow (see Corollary 10.6). Thus we have dim nuc (C * (G F )) ≤ 5 dim(Y ) 2 + 12 dim(Y ) + 6 .
where Y is the underlying space of the foliation (see Corollary 10.7). We now briefly sketch the idea of our proof of the main theorem. The basic idea is similar to the case of integer actions, though the techniques are different. The case in which the flow has uniformly compact orbits, that is, when all points are fixed or periodic with period bounded by some constant R, was already done in [HW17, Section 3] (indeed, we included it in that generality for use in the present paper), except for an estimate of the covering dimension of the quotient space Y /R, which we complete in Section 5. We showed there that one can find in such a case a bound on the nuclear dimension of C 0 (Y ) ⋊ α R, which, crucially, does not depend on the maximal period length R. Now, if we fix a some R > 0, we can consider the set of points which are periodic with orbit length ≤ R, which we denote by Y ≤R , and we let Y >R = Y \Y ≤R . Then one shows that Y ≤R is an invariant closed subset, and we have an equivariant extension
Although the restriction of α to C 0 (Y >R ) does not necessarily have finite Rokhlin dimension, we can use a quantitative version of the techniques we used in [HSWW17] , based on [BLR08] and [KR15] , to construct dimensionally controlled long and thin covers of C 0 (Y >R ), provided "long" means "not too long compared to R". This technique, which was used in [HSWW17] to construct Rokhlin elements, is then used to construct decomposable approximations for C 0 (Y >R ) ⋊ α R, for certain finite subsets and a level of precision which improves as R increases. (One could also use those covers to construct Rokhlin-type elements and then use them to construct decomposable approximations; however in the abelian setting, constructing suitable flow-wise Lipschitz partitions of unity, which in the setting of [HSWW17] is a step towards constructing Rokhlin elements, is enough to obtain the required decomposable approximations, with an improved bound, so we do not need those Rokhlin elements for our result.) Having constructed those decomposable approximations for both C 0 (Y >R ) ⋊ α R and for C 0 (Y ≤R ) ⋊ α R, we patch them together to get decomposable approximations for C 0 (Y ) ⋊ α R in a manner similar to the one done in [HW17] for the case of Z-actions, where the required precision of the final approximation predetermines how large R has to be at the beginning of this analysis.
We note that in previous proofs of finite nuclear dimension for uniform Roe algebras and, more generally, groupoid C * -algebras, such as those in [WZ10] and [GWY17] , Arveson's extension theorem is used in the construction of the downward completely positive map in the nuclear approximation. In our case, we give instead an explicit description of this map as a sum of compositions of compressions by a partition of unity of the unit space and conditional expectations associated to the clopen inclusion of relatively compact subgroupoids into larger ones. In the course of doing this, we prove a general result that any clopen inclusion of locally compact groupoids induces a conditional expectation between their reduced groupoid C * -algebras (see Theorem 6.2). Aside from simplifying the proof somewhat, the fact that it keeps track of the Cartan subalgebras could make it useful for future work. (1) G 0 is locally compact Hausdorff in the relative topology inherited from G; (2) there is a countable family C of compact Hausdorff subsets of G such that the family C 0 C ∈ C of interiors of members of C is a basis for the topology of G. (In particular, G is locally Hausdorff;) (3) for any u ∈ G 0 , G u is locally compact Hausdorff in the relative topology inherited from G; (4) G admits a (left) Haar system {λ u } u∈G 0 , in the sense that each λ u is a positive regular Borel measure on the locally compact Hausdorff space G u , such that (a) the support of each λ u is the whole of G u , (b) for any g ∈ C c (G), the function g 0 given by the integral G u g dλ u , belongs to C c (G 0 ), (c) for any x ∈ G and f ∈ C c (G), we have
Note that most of the technicality in this definition is due to our need to deal with the non-Hausdorffness of certain groupoids coming from holonomies of line foliations. If a locally compact groupoid is indeed Hausdorff, then the existence of a Haar system is known to be a consequence of the first three axioms, Nevertheless, the uniqueness may still fail (a counterexample is given by the pair groupoid construction below); hence we always fix a left Haar measure as part of the data of a locally compact groupoid.
Example 2.4. Basic examples of locally compact (Hausdorff) groupoids include:
(1) the pair groupoid 1 X × X for a locally compact metrizable space X, where (X × X) 0 is the diagonal, d(x, y) = (y, y), r(x, y) = (x, x) and (x, y)·(y, z) = (x, z), for any x, y, z ∈ X, and the positive regular Borel measures on X with full support are in one-to-one correspondence with the left Haar measures of X × X; (2) the transformation groupoid X ⋊ α G for an action α of a locally compact group G on a locally compact metrizable space X, which is defined to be
, 1 , r(x, g) = (x, 1) and
, where the left Haar measure of G induces a left Haar system for X ⋊ α G; 1 It is also known as the trivial groupoid in [Pat99] .
(3) if G is a locally compact groupoid and U is an open subset of G 0 , then G U , the reduction of G to U , as defined by {x ∈ G | d(x) ∈ U, r(x) ∈ U }, is an open subset of G that inherits the structure of a locally compact groupoid from G, where the left Haar system is induced by the inclusion
The main motivation for considering Haar systems lies in the representation theory for a groupoid G, which is often better studied through representations of the convolution * -algebra C c (G), where the convolution product is defined by the formula (c.f., [Pat99, (2.20) and (2.21)])
for any f, g ∈ C c (G) and any x ∈ G, and the * -operation is given by
for any f ∈ C c (G) and any x ∈ G (c.f., [Pat99, (2.22)]). Important for us is the reduced C * -algebra of a locally compact groupoid G. To this end, we write {λ u } u∈G 0 for the right Haar measure corresponding to the left Haar measure λ = {λ u } u∈G 0 , where
and any x ∈ G v ; thus in terms of the inner product, we have
It is known that the C * -seminorm induced by Ind v is bounded by the I-norm (c.f., [Pat99, (2.25)]) and thus sup v∈G 0 Ind v(f ) < ∞. In fact, this estimate works for any * -representation.
Definition 2.5. Let G be a locally compact groupoid with a left Haar system λ.
We may write C * (G) and C * r (G) instead of C * (G, λ) and C * r (G, λ) if the Haar system λ is clear from the context. Also useful for us is the canonical embedding (2.5.1)
is the multiplier algebra of C * r (G), so that for any f ∈ C 0 (G 0 ) and for any g in the dense subalgebra C c (G) in C * r (G), the convolution product of g by f from the left and right are also in C c (G) and are given by
for any x ∈ G.
Example 2.6. For the groupoids in Example 2.4, we have:
(1) for any locally compact Hausdorff space X and a positive regular Borel measure µ on X with full support, the reduced C * -algebra of its pair groupoid X × X together with the left Haar measure associated to µ is isomorphic to the algebra of compact operators on L 2 (X, µ) (c.f., for example, [Pat99, Theorem 3.1.2]); (2) for any action α of a locally compact group G on a locally compact metrizable space X, the reduced C * -algebra of its transformation groupoid is isomorphic to the reduced crossed product C 0 (X) ⋊ r G, and in fact, when G is unimodular with a Haar measure m, the canonical identification between C c (X ⋊ G) and C c (G, C c (X)), where a function on X × G is identified with an iterated function on G and X, intertwines the convolution products and the * -operation. Here the convolution product and the * -operation on C c (G, C c (X)) are defined by
for any g ∈ G and x ∈ X, so that it forms a dense subalgebra of C 0 (X) ⋊ r G; (3) if G U is the reduction of a locally compact groupoid G to an open subset U of the unit space G 0 , then the inclusion
, whose image coincides with the hereditary subalgebra C 0 (U ) · C * r (G) · C 0 (U ), where we used the canonical embeddings
). Next we review some facts about order zero maps and nuclear dimension. If A = A 0 ⊕A 1 ⊕. . .⊕A d is a C * -algebra, and ϕ (k) : A k → B are order zero contractions into some C * -algebra B for k = 0, 1, . . . , d, we say that the map ϕ = d k=0 ϕ (k) is a piecewise contractive (d + 1)-decomposable completely positive map.
The following fact concerning order zero maps is standard and used often in the literature. It follows immediately from the fact that cones over finite dimensional C * -algebras are projective. See [Win09, Proposition 1.2.4] and the proof of [WZ10, Proposition 2.9]. We record it here for further reference.
Lemma 2.7. Let A be a finite dimensional C * -algebra, let B be a C * -algebra and let I ⊳ B be an ideal. Then any piecewise contractive (d + 1)-decomposable completely positive map ϕ : A → B/I lifts to a piecewise contractive (d+1)-decomposable completely positive map ϕ : A → B.
We record for the reader's convenience a few lemmas from [HW17] which we will re-use in this paper. 
Lemma 2.9 ([HW17, Lemma 1.3]). Let G be a locally compact Hausdorff and second countable group, and let A be a G-C * -algebra. Then any countable subset S ⊂ A is contained in a G-invariant separable C * -subalgebra B ⊂ A with dim nuc (B) ≤ dim nuc (A). In particular, A can be written as a direct limit of separable G-C * -algebras with nuclear dimension no more than dim nuc (A).
Lemma 2.10 ([HW17, Lemma 1.4]). Let X be a locally compact Hausdorff space, let G be a locally compact Hausdorff group, and let α : G X be a continuous action. Suppose U is a G-invariant open subset of X. Then there is a quasicentral approximate unit for
We record the following two results from classical dimension theory, which are used later in the paper. Those two results apply to the case of metrizable spaces, since any metrizable space is paracompact, Hausdorff and totally normal. For a discussion of different variants of paracompactness and normality, we refer the reader to [Pea75, Chapter 1, section 4]. 
Subtubular covers for flows without short periods
In this section, we study the case where there is a nontrivial lower bound on the periods, i.e. Y = Y >R for some R > 0. Our aim is to show that when this lower bound R is large enough, we can obtain covers of the space by long enough tubes (or subsets of tubes) with controlled dimensions, and these in turn yield partitions of unity made up of almost invariant functions. The content of this section parallels and extends [HSWW17, Section 6] , where the case of free flows is treated. Thus unsurprisingly, this section also makes uses of technical results from [KR15] (which is a generalization of results from [BLR08] ).
Before we introduce the necessary terminology borrowed from [BLR08] and [KR15] , we point out that we are not using the full power of the constructions and results in those papers. Instead we are looking at a somewhat simplified situation: while in those papers, they need to consider a proper action by a discrete group G which commutes with the flow, this is of no particular interest to us in the present paper, and thus we consider only the flow itself. In other words, we take G to be the trivial group.
Definition 3.1 (cf. [BLR08, Definition 2.2]). A box (or a tube) is a compact subset B ⊂ Y such that there exists a real number l = l B with the property that for every y ∈ B, there exist real numbers a − (y) ≤ 0 ≤ a + (y) and ε(y) > 0 satisfying
Moreover, for any tube B, the following data are associated to it:
(1) The length l B ; are defined by 
and the open central slice is defined by
Intuitively speaking, what a tube is to a dynamical system of R is what a Rokhlin tower is to a dynamical system of Z, in that they function as a local trivialization of the action. (1) The maps a ± : B → R, y → a ± (y) are continuous; (2) There exists ε B > 0 depending only on B such that the numbers ε(y) appearing in the definition of a tube can be chosen so that ε(y) ≥ ε B holds for all y ∈ B; (3) The map
is a homeomorphism, whose inverse is given by the map
Remark 3.3. The last statement in the previous lemma can be turned into an alternative definition for tubes: a tube is a pair (S, l), where S ⊂ Y is compact, l > 0, and the map
is an embedding. To relate to Definition 3.1, we can establish, for any y ∈ S and t ∈ − l 2 , l 2 , the identities
Recall that per α (y) = inf {t > 0 | α t (y) = y} is the minimal period of the orbit of y. Observe that the existence of a tube B around a point y ∈ Y requires the necessary condition l B < per α (y). In fact, this is also sufficient: Occasionally we will need to stretch a tube, as formalized in the following lemma, whose proof is immediate from the definition. In order to study the nuclear dimension of the crossed product C 0 (Y ) ⋊ R, we would like to decompose Y in a dimensionally controlled fashion into open subsets such that the flow is trivialized when restricted to each open subset. This motivation leads to the definition of tube dimension in [HSWW17, Definition 7.6], which works well for free flows. In our current situation, we need a quantitative generalization of the notion of tube dimension.
Notation 3.7. Given a topological space X with a collection U of subsets of X, its multiplicity mult(U ) is the infimum of natural numbers d satisfying that the intersection of any d+ 1 pairwise distinct elements in U is empty, while its chromatic number chrom(U ) is the infimum of natural numbers d satisfying that U can be written as a union of d + 1 many families of disjoint subsets of X. (1) for any y ∈ K, there is We shall prove that for a flow α on a locally connected, locally compact and metrizable space Y with finite topological dimension, when the lower bound on the periods is not too small compared to L, any compact subset K ⊂ Y possesses a subtubular cover with width ≥ L and multiplicity ≤ d + 1. For this, we will need to invoke a result by Kasprowski and Rüping ([KR15, Theorem 5.3]), which itself is an improvement of a construction of the so-called "long thin covers" by Bartels, Lück and Reich ([BLR08, Theorem 1.2, Proposition 4.1]). Since we are dealing with a simplified situation, we shall give a somewhat different formulation of their theorem that is sufficient for our purposes, cf. Remark 3.12. Remark 3.12. We explain some deviation from the original formulation of the above theorem in [KR15] :
(1) In the original version, the authors consider not only a flow Φ on Y , but also a proper action of a discrete group G that commutes with Φ, and the cover they produce is required to be a so-called Fin-cover with regard to the second action: it is invariant, and for each open set U in the cover, only finitely many elements of G fix U , while any other element carry U to a set disjoint from U ([KR15, Notation 1.3(4)]). Since this is not needed for proving our main result, we drop this assumption, or equivalently, we assume this extra group G that appears in their theorem to be the trivial group, in which case the Fin-cover condition is automatic. it is only claimed that the cover has dimension at most 5 dim +1 (Y ), but in fact the cover they obtained has multiplicity at most 5 dim +1 (Y ). 
and t y + L + δ y < l Uy 2 . Define the set V y = Φ (ty−δy,ty+δy) (S) ∩ U y . Then using the local trivialization, we see that
By the compactness of K, there is a finite subset {y 1 , . . . ,
Define a finite subcollection U ′ of U to be {U y 1 , . . . , U yn }. By our construction above, U ′ satisfies Condition 1 in Definition 3.9, while it inherits Conditions 2 and 3 from U . Therefore U ′ is a subtubular cover of K with width ≥ L and multiplicity ≤ d + 1.
From subtubular covers to partitions of unity
In order to apply Definition 3.9 and Corollary 3.13 to the context of C * -algebras, our next step is to show that because the subtubular covers we obtained have large overlaps along flow lines, they give rise to partitions of unity that are almost flat along the flow lines. What follows is a refinement of the argument presented in [HSWW17, Section 8].
Definition 4.1 ([HSWW17, Definition 7.11]). Let Φ : R Y be a flow and F : Y → X a map to a metric space (X, d). The map F is called Φ-Lipschitz with constant δ, if for every y ∈ Y , the map t → F (Φ t (y)) is Lipschitz with constant δ. In other words, we have
for all y ∈ Y and t ∈ R.
As in [HSWW17, Remark 8.12], one convenient way to produce flow-wise Lipschitz functions from any given function is to smear it along the flow. More precisely, for any bounded Borel function f on Y and any
This has the advantage that it preserves, if applied to a family of functions, the property of being a partition of unity. This works for the following generalization of partitions of unity.
Definition 4.2 ([HSWW17, Definition 7.14]). Let X be a topological space and A ⊂ X a subset. Let U = {U i } i∈I be a locally finite collection of open sets in X such that A ⊂ U . Then a partition of unity for A ⊂ X subordinate to U is a collection of continuous functions {f i | X → [0, ∞)} i∈I such that (1) for each i ∈ I, the support of f U is contained in U i ∈ I; (2) for all x ∈ A, one has i∈I f i (x) = 1.
Also useful for us are certain simplicial techniques common in dimension theory, which allows us to pass from the weaker notion of multiplicity to the stronger one of chromatic number. • a set Z 0 , called the set of vertices, and • a collection of its finite subsets closed under taking subsets, called the collection of simplices. We often write σ ∈ Z to denote that σ is a simplex of Z. We also associate the following structures to Z:
(1) The dimension of a simplex is the cardinality of the corresponding finite subset minus 1, and the (simplicial) dimension of the abstract simplicial complex is the supremum of the dimensions of its simplices. (2) The geometric realization of an abstract simplicial complex Z, denoted as |Z|, is the set of tuples
Similarly for a simplex σ of Z, we define its closed (respectively, open) geometric realization |σ| (respectively, |σ|) as follows:
(3) Although usually |Z| is equipped with the weak topology, for our purposes we consider the ℓ 1 -topology, induced by the 
(5) The simplicial cone CZ is the abstract simplicical complex
where ∞ is an additional vertex. More concretely, we have (CZ) 0 = Z 0 ⊔ {∞}, each simplex σ in Z spawns two simplices σ and σ ⊔ {∞} in CZ, and all simplices of CZ arise this way. (6) A subcomplex of Z is an abstract simplicial complex Z ′ with Z ′ 0 ⊂ Z 0 and Z ′ ⊂ Z. It is clear that there is a canonical embedding |Z ′ | ⊂ |Z| preserving the ℓ 1 -metric.
As in [HSWW17, Section 8], by making use of the smearing technique and certain simplicial techniques, we can obtain the passage from a subtubular cover as in Corollary 3.13 to a certain partition of unity that we can later use to estimate the nuclear dimension of the crossed product C * -algebra. The idea is:
(1) shrink the cover along the flow lines -the width of the cover tells us how long we can do this without destroying the covering ability of the shrunken sets; (2) use [HSWW17, Lemma 8.15] pick a partition of unity subordinate to the shrunken cover; (3) apply [HSWW17, Lemma 8.13] to smear this partition of unity to get a new one that is flow-wise Lipschitz, in which process the supports of the functions are allowed to grow back to the original unshrunken cover; (4) in order to obtain a control on the chromatic number (instead of just the multiplicity), we make use of the nerve complex of the original cover: viewing the above flow-wise Lipschitz partition of unity as a flow-wise Lipschitz map from the space to the nerve complex of the original cover, we can use it to pull back a canonical partition of unity on this finite dimensional simplicial complex subordinate to a canonical cover with controlled chromatic number. (1) F is α-Lipschitz with constant δ; (2) for any vertex v ∈ Z 0 (the vertex set of Z), the preimage of the open star around v is contained in a tube
and Q = 20L. Now given any flow α on a locally connected, locally compact and metrizable space Y with topological dimension ≤ d and any compact subset
, which is also a compact subset of Y >Q , and then apply Corollary 3.13 with K in place of K, to obtain a subtubular cover of K with width ≥ L and multiplicity 
Then by [HSWW17, Lemma 8.16 ], the collection f U U ∈U is a partition of unity for the inclusion K ⊂ X subordinate to U , whose members are α-Lipschitz with the constant 1 L , and so is the function 1 X −
Hence by [HSWW17, formula (8.2) in Lemma 8.21], if we let Z = N (U ), the nerve complex of U (see [HSWW17, Definition 8 .19]), we have a map
which is α-Lipschitz with regard to the l 1 -metric with constant
Finally, the preimage of the open star around each vertex U ∈ U is contained in supp( f U ) ⊂ U , which is in turn contained in a tube B U .
The following lemma allows us to shrink the support of a partition of unity in a way that respects the Lipschitz constants.
Lemma 4.5. Let (X, dist) be a metric space and let d ∈ N and η > 0. Suppose {f i } i∈I is a partition of unity for X such that
(1) for any subset F ⊂ I with cardinality greater than d+1, we have i∈F f i = 0; (2) for any i ∈ I, f i is Lipschitz with constant η.
Then for any r ∈ 0, 1 η(d+1) , there is a partition of unity {g i } i∈I for X such that
Proof. Choose ε ∈ ηr,
which is possible because ηr < 1 d+1 and the strict inequality (4.5.1) holds when we replace ε with ηr. Now define
So h is Lipschitz with constant 1. Hence for each
Since for any x ∈ X, we have i∈I f i (x) = 1 and our assumption on {f i } i∈I implies that the number of i ∈ I with f i (x) > 0 is between 1 and d + 1, we have
Similarly, one checks that the function i∈I (h•f i ) is Lipschitz with constant (d+ 1)η.
Consequently, we may define a new partition of unity {g i } i∈I for X by
Then for any i ∈ I, we have supp(g i ) = supp(h • f i ) and thus N r supp(g i ) ⊂ supp(f i ) o . A direct computation using the ranges and the Lipschitz constants of i∈I (h • f i ) and h • f i , for i ∈ I, shows that each g i is Lipschitz with a constant equal to the left-hand side of (4.5.1), and thus also the right-hand side, as desired. (1) for any i ∈ I, f i is α-Lipschitz with constant η; Set r = δL. Since 2(d + 2)(d + 3)(2d + 5) · (d + 2) · r < 1, we can apply Lemma 4.5 to {ν σ } σ∈CZ and r to obtain a partition of unity {µ σ } σ∈CZ for |CZ| satisfying (4.6.5) for any σ ∈ CZ, N r supp(µ σ ) ⊂ supp(ν σ ) o ; (4.6.6) for any σ ∈ CZ, µ σ is Lipschitz with constant
Define I = Z, that is, the collection of all simplices in Z. Then there is a
We claim that {f σ } σ∈I together with the decomposition I = d l=0 I (l) is a partition of unity for the inclusion K ⊂ Y satisfying the required conditions. First, by (4.6.4), we know that F (y) ∈ |Z| for any y ∈ K, which then implies σ∈Z ν σ (F (y)) = 1 and ν σ (F (y)) = 0 for any σ ∈ CZ \ Z. By (4.6.5), this implies µ σ (F (y)) = 0 for any σ ∈ CZ \ Z and thus σ∈Z µ σ (F (y)) = 1 because {µ σ } σ∈CZ is a partition of unity for |CZ|. This shows that {f σ } σ∈I is a partition of unity for the inclusion K ⊂ Y . It remains to verify the three conditions in the statement of the proposition.
(1) For any σ ∈ I, since we know the Lipschitz constants of µ σ and F , we see that f σ is Lipschitz with a constant equal to
and thus it is also Lipschitz with constant η, because of (4.6.1). (2) For any σ ∈ I, since F is Lipschitz with constant δ and δL = r, we have 
Actions with bounded periods
In this section, we shift our attention to the case where a flow (Y, R, α) has bounded periods, i.e. Y = Y ≤R for some R > 0. Notice that this is equivalent to saying that there is R > 0, such that for any y ∈ Y , the orbit of y is equal to { α t (y) | t ∈ [0, R]}. In particular, this implies (and in fact is equivalent to) the following condition defined more generally for a locally compact Hausdorff second countable group G and a locally compact Hausdorff space Y : Proof. Observe that the metrizability of a locally compact Hausdorff space is equivalent to the separability of its C * -algebra. Since the quotient map π : Y → Y /R is a proper map between two locally compact Hausdorff space, by the Gelfand duality, we see that C(Y /R) embeds into C(Y ) and thus the separability of the former follows from that of the latter.
We would like to estimate the dimension of Y /R, for which it is helpful to recall the notion of local dimension.
Definition
]).
If X is a weakly paracompact normal space (e.g., if X is metrizable), then locdim(X) = dim(X).
Returning to the case of R-actions, we have: Let l B be the length of the tube B and let R be such that Y = Y ≤R . We claim that for any x ∈ Y /R, we have
Indeed, for any y ∈ π −1 (x)∩S B , we know that the orbit
surjective. Now for any t ∈ D, by Lemma 3.2, we know that the map α − (y) :
is injective, which implies by translation that the map α − (y) : 
To finish the proof, we observe that since both S B and π(S B ) are compact Hausdorff, the topology of the latter coincides with the quotient topology induced by the continuous surjection π| S B : S B → π(S B ). Furthermore, it follows from (5.5.1) that π| S B is a finite-to-one map. Hence by Theorem 2.11 and Proposition 2.12, we have dim(π( 
Corollary 5.8. Let Y be a locally compact metrizable space and let α : R Y be a continuous action with bounded periods. Then
Proof. Since for any y ∈ Y , the stabilizer R y , being a closed subgroup of R, must be either 0, R, or pZ for some p > 0, thus dr(C * (R y )) is either 0 or 1. The result then follows from Theorem 5.7 and Proposition 5.6.
Clopen subgroupoids and conditional expectations
In this section, we take on a digression to prove a general result about the reduce groupoid C * -algebra of a locally compact groupoid G: a clopen subgroupoid H of G induces an inclusion C * r (H) ⊂ C * r (G) which admits a natural conditional expectation, that is, a contractive, completely positive map e : C * r (G) → C * r (H) such that (6.0.1) e(abc) = a · e(b) · c and e(a) = a for any b ∈ C * r (G) and a, c ∈ C * r (H) (see [Tom57] or [Bla06, II.6.10] for other equivalent definitions). Such conditional expectations will play a role in the nuclear dimension estimate in our main result.
The following lemma is straightforward from Definition 2.3.
Lemma 6.1. Let G be a locally compact groupoid with a left Haar system λ = {λ u } u∈G 0 . Let H be an open subset of G which forms a subgroupoid (i.e., H 0 = H ∩ G 0 and the functions d and r as well as the multiplication are inherited from G). Then H is also a locally compact groupoid, the linear space C c (H) embeds into C c (G) by extending functions trivially from H to G, and λ restricts to a left Haar system λ H on H via the embedding C c (H) ⊂ C c (G), such that this inclusion extends to an inclusion C * r (H, λ H ) ⊂ C * r (G, λ) of C * -algebras. Our main result of this section is the following: Theorem 6.2. Let G be a locally compact groupoid with a left Haar system λ = {λ u } u∈G 0 . Let H be a clopen subset of G which forms a subgroupoid and let λ H be the restriction of λ to H by Lemma 6.1. Then the natural inclusion C * r (H, λ H ) ⊂ C * r (G, λ) admits a conditional expectation e : C * r (G, λ) → C * r (H, λ H ).
Proof.
For any open Hausdorff subset U of G, the subset H ∩ U is clopen in U , and thus for any compactly supported continuous function f on U , the pointwise product f · χ H∩U , where χ H∩U is the characteristic function of H ∩ U in U , is also continuous and compactly supported in U . This allows us to define a map
given by f → f · χ H , where χ H is the characteristic function of H in G and the multiplication "·" is pointwise. Similarly define
is defined in the same way as C c (G) and C c (H). It is clear that (1) both ρ H and ρ G\H are idempotents, that is, ρ H •ρ H = ρ H and ρ G\H •ρ G\H = ρ G\H , (2) the image of ρ H is C c (H) and that of ρ G\H is C c (G \ H), and (3) ρ H + ρ G\H = id Cc(G) . Moreover, since the set H · (G \ H) · H given by
has no intersection with H, by the way the convolution in C c (G) is defined, we have
that is, the kernel of ρ H . It follows that for any g ∈ C c (G) and
Following Definition 2.5, for any v ∈ G 0 , we write Ind
for the left regular representation at v. Similarly, if v ∈ H 0 , we have the left regular representation Ind
Observe that since for any v ∈ H 0 , the measure (λ H ) v is restricted from λ v , we have an isometry
given by trivially extending L 2 -functions on H v to G v , which induces, via compression, the completely positive contraction
(1) For any f ∈ C c (H), we have ϕ v (Ind
, we can calculate the inner product
, we can similarly calculate the inner product
Hence for any f ∈ C c (G), we have
and thus we have shown
It follows that
Since by Definition 2.5, C * r (G, λ) (respectively, C * r (H, λ H )) is the norm completion of the image of v∈G 0 Ind G v (respectively, v∈H 0 Ind H v ), we see that ϕ restricts to a completely positive contraction from C * r (G, λ) to C * r (H, λ H ) that extends the map ρ H : C c (G) → C c (H). Since ρ H | Cc(H) = id Cc(H) , by a density argument, we have ϕ(a) = a for any a ∈ C * r (H, λ H ). Similarly, (6.2.1) implies ϕ(abc) = aϕ(b)c for any b ∈ C * r (G, λ) and a, c ∈ C * r (H, λ H ). Remark 6.3. By applying a theorem of Tomiyama ([Tom57]), which says every contractive projection from a C * -algebra to a C * -subalgebra of it is a conditional expectation, we may shorten the proof of Theorem 6.2, e.g., by leaving out the part that gives us (6.0.1). However, we choose to present a more down-to-earth proof for the sake of completeness.
Example 6.4. If G is anétale groupoid and H is taken to be its unit space G 0 , which is a clopen subgroupoid with trivial operations, then our construction recovers the standard conditional expectation from C * r (G, λ) onto its Cartan subalgebra C 0 (G 0 ). Proposition 6.5. Let G, H and e : C * r (G, λ) → C * r (H, λ H ) be as in Theorem 6.2. Then under the canonical embeddings
as in (2.5.1), we have e(abc) = a · e(b) · c for any any b ∈ C * r (G, λ) and any a, c ∈ C 0 (H 0 ). In particular, for any a ∈ C 0 (H 0 ), the map e restricts to a conditional expectation
Proof. Since C c (G) is dense in C * r (G, λ), it suffices to show e(abc) = a · e(b) · c for any any b ∈ C c (G) and any a, c ∈ C 0 (H 0 ). To this end, we notice that the set H 0 · (G \ H) · H 0 given by
has no intersection with H. By the way the embedding C 0 (G 0 ) ֒→ M (C * (G, λ)) is defined, we have
where * denotes the convolution product in M (C * (G, λ)). Let ρ H : C c (G) → C c (H) and ρ G\H : C c (G) → C c (G \ H) be defined as in the proof of Theorem 6.2. Then for any b ∈ C c (G) and a, c ∈ C 0 (H 0 ), we have
Remark 6.6. By a standard approximation trick, we can also show that
for any b ∈ C * r (G) and any a and c in the closure of C * r (H) in the multiplier algebra M (C * r (G)) under the strict topology.
Subgroupoids associated to a tube
Recall from Example 2.4 that a topological flow (Y, R, α) gives rise to the transformation groupoid Y ⋊ α R. We often drop the subscript and simply write Y ⋊ R when there is no confusion. Here we associate two open subgroupoid G B and H B to any tube B in the space. 
We also define an auxiliary groupoid
i.e., the product of the open central slice S B o , as a space, with the pair groupoid −
, equipped with the product topology, such that the unit space (K B ) 0 is given by {(y, t, s) ∈ K B | t = s}, we have d(y, t, s) = (y, s, s), r(y, t, s) = (y, t, t), and (y, t, s) · (y, s, s ′ ) = (y, t, s ′ ) for any y ∈ S B o and t, s, s ′ ∈ − To see H B is clopen in G B , we first note that H B is open because it is the preimage of the open subset {(t 1 , t 2 , t 3 ) ∈ R 3 : t 1 < t 2 < t 3 } ⊂ R 3 under the continuous map (y, t) ∈ G B → (a − (y), −t, a + (y)) ∈ R 3 .
On the other hand, by Definition 3.1 and the continuity of α, for any y ∈ B o , we have α a − (y) (y) / ∈ B o , that is, r (y, −a − (y)) / ∈ B o , and thus (y, −a − (y)) / ∈ G B . Similarly, (y, −a + (y)) / ∈ G B . Hence the image of the (same) continuous map (y, t) ∈ G B → (a − (y), −t, a + (y)) ∈ R 3 does not intersect the subset {(t 1 , t 2 , t 3 ) ∈ R 3 : t 1 = t 2 or t 2 = t 3 }. It follows that H B is also the preimage of the closed subset {(t 1 , t 2 , t 3 ) ∈ R 3 : t 1 ≤ t 2 ≤ t 3 } under this continuous map, which shows it is also closed.
Lemma 7.3. Let (Y, R, α) be a topological flow and let B be a tube in Y with length l B and let a map
be defined. Then we have
(1) τ B is a groupoid homomorphism (i.e., it intertwines the unit space, the maps d and r, and the multiplication), (2) the image of τ B is the open subset H B , (3) τ B is a homeomorphism onto its image (and thus H B is a locally compact Hausdorff groupoid which is isomorphic to K B as a topological groupoid), and (4) τ B intertwines λ K , the left Haar system on K B , and λ H , the restriction of the left Haar system on Y ⋊ R to H B .
Proof.
(1) For any (y, t, t)
2 , we use Example 2.4 and Definition 7.1 to check that
r ( τ B (y, t, s)) = r ( α t (y), t − s) = ( α t (y), 0) = τ B (y, t, t) = τ B (r(y, t, s)) ,
Together these show that τ B is a groupoid homomorphism. 
Hence we have
Thus by Definition 7.1, we have τ B (y, t, s) ∈ H B . This shows
To prove the other direction, recall from Lemma 3.2 that there are a pair of homeomorphisms
and
that implement a local trivialization for B. We write θ B,1 : B → S B and
for the two components of θ B and define a map
2 , and θ B,2 (y)
Then we check that for any (y, t) ∈ H B , we have
This shows that τ B · θ B = id H B and thus τ B (K B ) = H B . (3) We have just checked τ B · θ B = id H B above. Now for any (y, t, s) ∈ K B , we have 1 (τ (y, t) ), θ B,2 (τ (y, t)), θ B,2 (τ (y, t)) − (t − s))
= (y, t, s) .
This shows θ B and τ B are mutual inverses. Both are continuous, by the continuity of τ and θ. Therefore τ B is a homeomorphism onto its image. (4) For any u = (y, t, t) ∈ (K B ) 0 , we have τ B (u) = ( α t (y), 0) and θ B restrict to a map Intuitively speaking, if we think of elements in the groupoid Y ⋊ R as directed paths following the orbits of the action α, then G B contains all the paths that both start and end in B o , while H B contains all the paths that lie entirely inside B o .
Next, we look at the C * -algebras of the groupoids G B and H B .
Lemma 7.4. Let (Y, R, α) be a topological flow and let B be a tube in Y . Then (1) C * r (H B ) is isomorphic to the stabilization of C 0 (S B o ), and (2) The embedding
. Proof. The first statement follows from Lemma 7.3, Example 2.6 and the fact that
for locally compact groupoids G 1 and G 2 . Since H B embeds into G B as a clopen subgroupoid by Lemma 7.2, the second statement follows from Theorem 6.2.
Adopting the intuitive picture as above, we see that the effect of the conditional expectation e is that it annihilates all the paths in G B that roam outside of B. On the other hand, we see that if a path is very short, then having both ends inside B o implies that its entirety falls inside B o . To make this idea precise, we make use of the notion of propagation.
Definition 7.5. For any element (y, t) in the transformation groupoid Y ⋊ R, we define its propagation prop(y, t) to be the absolute value of t.
For any f ∈ C c (Y ⋊ R), we define its propagation prop(f ) to be the supremum of prop(x), where x ranges in the support of f . Remark 7.6. Note that since f has compact support and taking propagation constitutes a continuous function from Y ⋊ R → [0, ∞), the aforementioned supremum is achieved by some element in the support of f and is thus always finite. Also note that under the standard identification of the convolution algebras C c (Y ⋊ R) and C c (R, C c (Y )) as given in Example 2.6, the propagation of f ∈ C c (R, C c (Y )) is equal to the largest possible |t| for t ∈ R with f (t) = 0.
Recall that there is a canonical embedding (7.6.1)
) as given in (2.5.1), so that for any f ∈ C 0 (Y ) and for any g in the dense subalgebra C c (Y ⋊ R) in C * r (Y ⋊ R), the multiplication of g by f from the left and right are also in C c (Y ⋊ R) and are given by (f · g) (y, t) = f (y) · g(y, t) and (g · f ) (y, t) = g(y, t) · α t (f )(y) = g(y, t) · f ( α −t (y)) for any (y, t) ∈ Y ⋊ R.
Lemma 7.7. Let (Y, R, α) be a topological flow and let B be a tube in Y . Let f ∈ C 0 (Y ) have support inside B. Then for any g in the dense subalgebra C c (Y ⋊ R), we have f gf * ∈ C c (G B ) and prop(f gf * ) ≤ prop(g). Moreover, the hereditary subalgebra f C * r (Y ⋊ R)f * is contained in the subalgebra C * r (G B ) and is in fact equal to f C * r (G B )f * . Proof. It is straightforward to see that for any g ∈ C c (Y ⋊ R), the support of
which is contained in the support of g and also in G B because {y ∈ Y | f (y) = 0} is contained in B o . The first containment gives us prop(f gf * ) ≤ prop(g), while the second tells us f gf * ∈ C c (G B ). Thus we have f C * r (Y ⋊ R)f * ⊂ C * r (G B ) by a density argument. Hence Proof. Given (y, t) ∈ G B with prop(x) ≤ ǫ, we have y ∈ B o , α −t (y) ∈ B o and |t| ≤ ǫ. By Definition 3.1 and by the continuity of α, the first two conditions above imply
Since a − (y) < 0 < a + (y) and −t ∈ [−ǫ, ǫ], we have −t ∈ (a − (y), a + (y)). Therefore (y, t) ∈ H B .
Lemma 7.9. Let Y , α, B and ǫ be as in Lemma 7.8. Then any g ∈ C c (G B ) with prop(g) ≤ ǫ is contained in the subalgebra C c (H B ). In particular, if we let e B : C * r (G B ) → C * r (H B ) be the conditional expectation as in Lemma 7.4, we have e B (g) = g.
Proof. This follows immediately from Lemma 7.8.
The main result
In this section, we bound the nuclear dimension of the crossed product algebra C 0 (Y ) ⋊ R in terms of the covering dimension of Y .
Theorem 8.1. Let (Y, R, α) be a topological flow. Assume Y is a locally compact metrizable space with finite covering dimension. Then ≤1 and ε > 0, the condition of Lemma 2.8 holds for F and (7d + 10)ε. Given such F and ε, we start by finding L > 0 such that
We define R = R(L, η, d) > 0 as in Proposition 4.6. Recall that
By Corollary 3.5, Y >R is an open α-invariant subset, and Y ≤R is a closed α-invariant subset. Thus we have the following exact sequence
Let us first focus on the quotient algebra in this exact sequence. Since the restricted action R Y ≤R has bounded periods, by Corollary 5.8, we have
Hence by definition, we can find a piecewise contractive 2(d + 1)-decomposable approximation for (π(F ), ε):
By Lemma 2.7, we may lift ϕ ≤R (against π) to a piecewise contractive 2(d + 1)-decomposable completely positive map
By [WZ10, Proposition 1.4], there exists δ > 0 such that for any positive contraction
≤R (a)] ≤ δ a for any a ∈ A ≤R and for any l ∈ {0, . . . , 2d + 1}, then there are completely positive contractive order zero maps ϕ
≤ ε a for all a ∈ A ≤R and for all l ∈ {0, . . . , 2d + 1}.
By Lemma 2.10, there is a quasicentral approximate unit for
which is contained in C c (Y >R ) +,≤1 . Thus, we may choose an element e ∈ C c (Y >R ) +,≤1 which satisfies:
≤R (a)] ≤ δ a for any a ∈ A ≤R and for any l ∈ {0, . . . , 2d + 1}; (2) e 
Therefore, we can find maps ϕ (l) ≤R as described in the previous paragraph, and sum them up to obtain a piecewise contractive 2(d+1)-decomposable completely positive map
This proves the claim.
Our next step is to find an approximation for e 1 2 F e 1 2 , which concerns the kernel algebra in the exact sequence in (8.1.2). Since e is compactly supported and supp(e) ⊂ Y >R , we may pick a compact subset K ⊂ Y >R such that supp(e) ⊂ K o . Our choice of R allows us to apply Proposition 4.6 to obtain a finite partition of unity {f i } i∈I for the inclusion K ⊂ Y >R satisfying (1) for any i ∈ I, f i is α-Lipschitz with constant η; (2) for any
By eliminating redundancies, we may assume without loss of generality that I (0) , · · · , I (5(d+1)−1) are disjoint. Now for each i ∈ I, let us shrink the tube B i to
which is a tube with the same central slice but a shorter length
which follows immediately from the definition of the value ε B i in Lemma 3.2. Additionally, condition (2) above implies that supp(f i ) ⊂ B i . These properties of the shrunken tubes will be used in Claim 8. 
by Lemma 7.4, a conditional expectation
) and, by Lemma 7.7, a compression map
i , which is completely positive and contractive because f i ≤ 1.
Since
by Lemma 7.9 and (8.1.4). By Proposition 6.5, e i restricts to a conditional expectation
and thus we may define, for each i ∈ I, a completely positive contraction
and a * -homomorphism
given by the embeddings induced from (8.1.5).
For l = 0, . . . , 5(d + 1) − 1, we define algebras
and maps
Then each ψ (l)
>R is again a completely positive contraction, and since the family f
is orthogonal, the collection of subalgebras f
is also orthogonal, which implies that each ϕ
>R is again a homomorphism, in particular, a completely positive order zero contraction. Hence we have the following diagram:
where Proof. First we observe that it suffices to show the upper triangle commutes on e i .
To do this, we compute, for any b ∈ F , for any i ∈ I and for t ∈ (−L, L),
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Since f i was taken to be α-Lipschitz with constant η, the last line above is bounded above by
To finish the proof of Theorem 8.1, we define ψ :
for any b ∈ C 0 (Y ) ⋊ R and consider the diagram
Observe that:
(1) ψ is completely positive and contractive.
(2) ϕ ≤R is a sum of 2(d + 1)-many order zero contractions, and ϕ >R is a sum of 5(d + 1)-many * -homomorphisms (which, in particular, are order zero contractions). (3) For all b ∈ F , we compute, using the bounds given by Claims 8.2 and 8.3
and using the properties of e: 
and by Lemma 7.4, the permanence property of nuclear dimension with regard to stabilization (see [WZ10, Corollary 2.8]), and the subset permanence property of covering dimension, it follows that
With these we can tally up the dimensions:
Therefore the result follows from Lemma 2.8.
The following corollary shows that the metrizability requirement in Theorem 8.1 may be removed. Proof. We reduce the situation to the metrizable case as follows. By Lemma 2.9, C 0 (Y ) is the union of R-invariant separable C * -subalgebras C 0 (X) with dim(X) ≤ dim nuc (C 0 (Y )). Therefore if we let I be the net of all R-invariant separable C * -subalgebras of C 0 (Y ) with nuclear dimension no more than dim nuc (C 0 (Y )), ordered by inclusion, then since the spectrum of a commutative separable C * -algebra is metrizable, we have
and hence the statement follows immediately from Theorem 8.1.
We are grateful to George Elliott for pointing out a connection to the main result of [HW17] : applying the mapping torus construction, we can apply Theorem 8.1 to obtain a nuclear dimension bound for crossed products associated to topological Z-actions on finite dimensional space.
Corollary 8.5. Let X be a locally compact Hausdorff space and α ∈ Homeo(X).
Proof. Let Y be the (topological) mapping torus of α, that is, the quotient of X × R by the diagonal action of Z, where Z acts on X by α and on R by translation (in the reverse direction). Since this Z-action commutes with the translation action by R on the second factor, we obtain a topological flow (Y, R, β). It follows that the embedding X × (0, 1) ⊂ X × R induces an embedding X × (0, 1) ⊂ Y , which is invariant under the action of the subgroup Z < R, and the restriction of β to X × (0, 1) ⊂ Y and Z < R agrees with α × id. Moreover, (Y ⋊ β R) X×(0,1) , the reduction of the transformation groupoid Y ⋊ β R to X × (0, 1) (as a subset of the unit space), decomposes as a product of the transformation groupoid X ⋊ α Z and the pair groupoid (0, 1) × (0, 1). Hence C * r (Y ⋊ β R) X×(0,1) , a hereditary subalgebra of C * r (Y ⋊ β R) by Example 2.6, is isomorphic to the stabilization of C * r (X ⋊ α Z). It follows from the permanence properties of nuclear dimension with regard to stabilizations and hereditary subalgebras that
Since the complement Y \ (X × (0, 1)) is homeomorphic to X, we see that
Our claim then follows by combining (8.5.1), (8.5.2), and Theorem 8.1.
Corollary 8.5 essentially recovers [HW17, Theorem 5.1], with a less sharp bound. Despite the similarity of the end results, the underlying technical machinery in this paper, namely the long thin covers on flow spaces, is different from the marker property techniques powering the result of [HW17] . The former was developed in the study of the Farrell-Jones conjecture by Bartels, Lück and Reich [BLR08] (and improved by Kasprowski and Rüping [KR15] ), while the latter was introduced in the context of topological dynamics by Gutman [Gut15] based on [Lin95] and later adapted by Szabó [Sza15] .
Fiberwise groupoid coverings and surjective * -homomorphisms
We take on another digression to discuss locally compact groupoids in general: we are going to define what we call fiberwise groupoid covering maps and show that these maps induce quotient maps between maxiaml groupoid C * -algebras. The motivating examples are constructed from orientable line foliations, which will be the topic of Section 10.
Definition 9.1. Let G and H be two topological groupoids. A map π : G → H is called a fiberwise groupoid covering (map) if
(1) π is a groupoid homomorphism (i.e., it intertwines the unit space, the maps d and r, and the multiplication), (2) π restricts to a homeomorphism between the unit spaces G 0 and H 0 (3) π is surjective, and (4) π is a local homeomorphism. Suppose G and H are locally compact groupoids with Haar systems λ G and λ H . Then a fiberwise groupoid covering π : G → H is said to intertwine the Haar systems λ G and λ H if for any u ∈ G 0 and any open subset U ⊂ G for which π| U is a homeomorphism onto its image, the push-forward of the measure
Some immediate algebraic consequences are listed below.
Lemma 9.2. Let π : G → H be a fiberwise groupoid covering map. Then the following are true:
(1) For any y ∈ H, there are unique u, v ∈ G 0 with π(u) = r(y) and π(v) = d(y). Moreoever, we have r(π −1 (y)) = {u} and d(π −1 (y)) = {v}. (2) For every v ∈ H 0 , π −1 (v) is a group. (3) For any x ∈ G, writing u = π(r(x)) and v = π(d(x)), we have
(1) The first claim follows from the fact that π restricts to a bijection from G 0 to H 0 . For the second claim, we notice that π(r(π −1 (y))) = r(π(π −1 (y))) = r({y}) = {π(u)}, which implies r(π −1 (y)) = {u}, again by the bijectivity of π on G 0 . Similarly, we have d(π −1 (y)) = {v}.
(2) This follows immediately from part (1) since all the elements in π −1 (v) have the same range and domain, both being equal to the unique preimage of v.
which implies π −1 (u) · x ⊂ π −1 (π(x)). Conversely, for any y ∈ π −1 (π(x)), we notice that d(y) = d(x) and r(y) = r(x) by part (1), and that π(yx
Note that a fiberwise groupoid covering map π : G → H need not be a topological covering map from G to H (i.e., for any y ∈ H, there is an open neighborhood V of y in H such that π −1 (V ) is a disjoint union of open subsets of G, each of which is homeomorphic to V through π). An example is given by taking G to be the transformation groupoid [0, 1] ⋊ Z/2Z associated to the trivial action, and π to be the map that collapses every fiber to a single unit element except for the fiber at 0 ∈ [0, 1]. However, the following observation justifies our use of the term "fiberwise groupoid covering". Lemma 9.3. Let π : G → H be a fiberwise groupoid covering map. Then for every u ∈ G 0 , the restriction π|
) is a regular covering map that is implemented by the action of the group π −1 (u) on G u by left multiplication (respectively, on G u by right multiplication).
Proof. We only prove the lemma for π| G u : G u → H π(u) . The case for π| Gu : G u → H π(u) follows by noticing that π also serves as a fiberwise groupoid covering from the opposite groupoid G op to H op .
Given y ∈ H π(u) , we are going to find an open neighborhood V of y in H π(u) and an open set W in G u such that π −1 (V ) is the disjoint union of z · W , where w ranges over the group π −1 (u), and π maps each z · W homeomorphically onto π(W ). Since π is surjective, we can choose a certain x ∈ π −1 (y). Lemma 9.2 implies that π −1 (y) ⊂ G u , π −1 (v) is a group, and π −1 (y) = π −1 (v) · x. Since π is a local homeomorphism, there is an open neighborhood U of x in G such that π| U is a homeomorphism onto its image. Let W = U ∩ G u and V = π(W ), which is contained in H π(u) . Note that π −1 (V ) = π −1 (v) · W by Lemma 9.2(3). Also notice that for any z ∈ π −1 (v), the restriction of π to zW is equal to the composition of π| W and the left multiplication map by z −1 , and is thus a homeomorphism onto its image V . Lastly, we show z · W : z ∈ π −1 (v) is a disjoint family of subsets. Suppose we could find w ∈ (z · W ) ∩ (z ′ ∩ W ) for different z, z ′ ∈ π −1 (v), we would get two different elements z −1 w and (z ′ ) −1 w in W having the same image under π, thus contradicting our assumption that π| U is a homeomorphism onto its image. In summary, we have shown that π −1 (V ) is a disjoint union of open subsets z · W , for z ∈ π −1 (v), each of which is homeomorphic to V through π| G u .
Notation 9.4. Let π : G → H be a fiberwise groupoid covering map. Then
(1) we write C c (G) π for the set of complex-valued functions f on G for which there exists a Hausdorff open set U ⊂ G so that π| U is a homeomorphism onto its image, f vanishes outside of U , and f | U is continuous and compactly supported; (2) we write C c (H) π for the set of complex-valued functions g on H for which there exists a Hausdorff open set U ⊂ G so that π| U is a homeomorphism onto its image, f vanishes outside of π(U ), and f | U is continuous and compactly supported.
Lemma 9.5. Let π : G → H be a fiberwise groupoid covering map. Then C c (G) (respectively, C c (H)), as given in Definition 2.2, is linearly spanned by
Thus by Definition 2.2, one just needs to show each f ∈ C c (G) 0 lies in the linear span of C c (G) π , but this is a standard argument using a partition of unity. The case for H is similar.
Lemma 9.6. Let π : G → H be a fiberwise groupoid covering map. Then for any compact set K ⊂ G and y ∈ H, the set K ∩ π −1 (y) is finite. Therefore, for any complex function f on G with compact support and y ∈ H, there are only finitely many x ∈ π −1 (y) such that f (x) = 0.
Proof. Let u ∈ G 0 be such that π(u) = r(y). Then K ∩ G u , being a closed subset of the compact set K, is also compact. By Lemma 9.3, the restriction π| G u : G u → H π(u) is a covering map, which entails that π −1 (y) is a closed discrete subset of G u , and thus K ∩ π −1 (y), being a compact discrete set, must be finite.
Lemma 9.7. Let π : G → H be a fiberwise groupoid covering map. Then the formula
f (x) for f ∈ C c (G) and y ∈ H defines a surjective linear map π * : C c (G) → C c (H). Similarly, for any u ∈ G 0 , the formula
Proof. It follows from Lemma 9.6 that for any f ∈ C c (G) 0 and y ∈ H, the sum in (9.7.1) is always finite. The same is thus also true for all f ∈ C c (G) by linearity. Then the assignment f → π * (f ) defines a linear map from C c (G) to the space of all functions on H. For any Hausdorff open subset U ⊂ G where π is restricted to a homeomorphism onto its image, we observe that if f ∈ C c (U ), then π * (f ) is supported in π(U ) and π * (f ) π(U ) = f • (π| U ) −1 , and every g ∈ C c (π(U )) can be realized this way. Hence π * maps C c (G) π surjectively onto C c (H) π . It follows by linearity that π * (C c (G)) = C c (H).
The case for π u * is entirely analogous. To prove the last equation, we observe that for any x ∈ G and y ∈ H π(r(x)) , if we write y for an arbitrary element in π −1 (y), we have by Lemma 9.2 that
Hence for any f ∈ C c G d(x) , we have
But this is true since the former statement is equivalent to that for any f ∈ C c (U ∩ G u ), we have
while the left-hand side of this equation is equal to G u f dλ u G and the right-hand side is equal to
. This shows the two statements are equivalent, as desired.
Theorem 9.10. Let π : G → H be a fiberwise groupoid covering map. Then the following are true:
(1) If H is a locally compact groupoid with Haar system λ H , then G is also locally compact and can be equipped with a Haar system λ G such that π intertwines λ G and λ H . (2) If G is a locally compact groupoid with Haar system λ G , then H is also locally compact and can be equipped with a Haar system λ H such that π intertwines λ G and λ H .
Proof. For each of the two statements, to prove a topological groupoid is actually a locally compact groupoid, we need to check the four conditions in Definition 2.3. In fact, the first three conditions are straightforward for both statements:
• Condition (1) is a direct consequence of Definition 9.1(2).
• Condition (2) can be easily verified using the fact that π is a local homeomorphism.
• Condition (3) follows from Lemma 9.3 and the fact in elementary topology that given a topological covering map, if either the domain or the codomain is locally compact (respectively, Hausdorff), then so is the other. Therefore, all that is left is to construct Haar systems. For this we use the construction in Lemma 9.7 and treat the two statements separately.
(1) We first prove the statement where we assume H is a locally compact groupoid with Haar system λ H . In this case, we define, for each u ∈ G 0 , a linear map Λ
Clearly Λ u G maps non-negative function to non-negative functions, and thus, by the Riesz representation theorem, determines a positive regular Borel measure λ u G on G u . We claim that {λ u G } u∈G 0 is a Haar system we look for. To this end, we verify conditions (4a)-(4c) in Definition 2.3: for any g ∈ C c (G). It is also straightforward to check π * (f * ) = (π * (f )) * by the defining Equation (2.4.3). This shows π * : C c (G) → C c (H) is a * -homomorphism.
The last statement about C * -algebras follows from the surjectivity of π * by a standard density argument.
Example 9.12. The quotient homomorphism from R to R/Z, as locally compact groups, is a fiberwise groupoid covering. It thus induces a surjection from C * (R) to C * (R/Z). Using Pontryagin duality, this corresponds to the restriction * -homomorphism C 0 ( R) to C 0 ( R/Z) induced by the inclusion R/Z ∼ = Z ֒→ R ∼ = R.
A more interesting class of examples is given by orientable line foliations. We will discuss this in the next section.
Orientable line foliations
In this section, we show that if F is a one-dimensional orientable foliation of a locally compact metrizable space with finite covering dimension, then the associated foliation C * -algebra has finite nuclear dimension. We refer the reader to [MS06] for a discussion of the groupoid and C * -algebra associated to a foliation (though in our case we do not need to assume that Y is a manifold), and to [Pat99] for a discussion of the C * -algebra associated to a locally compact groupoid, which we summarized in Section 2.
Definition 10.1 ( [MS06] ). Recall that a line foliation chart or a one-dimensional foliation chart on a locally compact metrizable space Y is a triple (U, T, ϕ), where U is an open subset of Y , T is some locally compact metrizable space and ϕ : U → R×T . The preimages under ϕ of sets of the form R×{x} are called plaques. Two line foliation charts (U, T, ϕ) and (U ′ , T ′ , ϕ ′ ) are coherent if for any plaque P in (U, T, ϕ) and P ′ in (U ′ , T ′ , ϕ ′ ), we have P ∩ P ′ is open in both P and P ′ . A line foliation or a one-dimensional foliation on Y is a foliated atlas, i.e., a collection of coherent foliation charts that cover Y , where two foliated atlases are consider to produce the same foliation if there union is also a foliated atlas. The relation of being in the same plaque in a chart generates an equivalence relation, whose equivalence classes are called the leaves of the foliation. For each y ∈ Y , if (U, T, ϕ) is a chart such that y ∈ U , then T , together with the base point given by the second coordinate of ϕ(y), is called a transversal of F at y. Although this depends on the choice of the chart, since any two charts (U, T, ϕ) and (U ′ , T ′ , ϕ ′ ) that cover y agree on their intersection, there is thus a canonical homeomorphism between neighborhoods of the base points in T and T ′ .
Definition 10.2 ([MS06])
. A line foliation is orientable if it has a foliated atlas such that for any two line foliation charts (U, T, ϕ) and (U ′ , T ′ , ϕ ′ ) in this atlas, the transition map
is increasing in the first coordinate in the sense that for any (s, x) and (t, x) in ϕ ′ (U ∩U ′ ), whenever s ≤ t, we have the first coordinate of ϕ|
is less than or equal to that of ϕ| U ∩U ′ • (ϕ ′ | U ∩U ′ ) −1 (t, x).
It is clear that a flow without fixed points gives rise to an orientable line foliation, where the collection of all tubes provides an atlas of local charts, by Lemma 3.2. It is a remarkable theorem that the converse is also true. 
Construction 10.4 ([MS06]
). Let us also recall the construction of the holonomy groupoid of a line foliation, which is in fact defined for general foliations and plays an important role in the index theory for the longitudinal elliptic operators ( [CS84] ). Suppose F is a line foliation of a locally compact Hausdorff space Y . We first observe that for any line foliation chart (U, T, ϕ) and any y, y ′ ∈ U , if y and y ′ are on the same plaque, then T can be taken to be a transversal at both y and y ′ , with the same base point. It follows that in this situation, for any transversals T ′ at y and T ′′ at y ′ , there is a canonical homeomorphism between neighborhoods of the base points of T ′ and T ′′ . For any path γ : [0, 1] → Y whose image is contained in one of the leaves of the foliation and any transversals T at γ(0) and T ′ at γ(1), if we cover γ by a sequence of foliation charts {(U i , X i , ϕ i )} i∈{1,...,n} such that U i ∩ U i+1 = ∅ for each i ∈ {0, . . . , n−1} and choose t 0 , . . . , t n ∈ [0, 1] such that t 0 = 0, t n = 1, t 0 < . . . < t n , γ(t i ) ∈ U i for each i ∈ {1, . . . , n} and γ(t i ) ∈ U i+1 for each i ∈ {0, . . . , n − 1}, then we may define a homeomorphism H γ between neighborhoods of the base points of T and T ′ by composing the homeomorphisms between neighborhoods of the base points of some chosen transversals at x i and x i+1 . Although this homeomorphism depends on the choice of the cover {(U i , X i , ϕ i )} i∈{1,...,n} , the points t 0 , . . . , t n and the transversals thereat, the germ of this homeomorphism, denoted by [H γ ], is independent of all these choices, in the sense that for two different choices of the above items, the resulting homeomorphisms will coincide on neighborhoods of the base points. We define the holonomy class It can be checked that the equivalence relation of being in the same holonomy class is preserved under concatenation and reversal of paths, and is weaker than homotopy. We define the holonomy groupoid G F to be the set of all holonomy classes of paths along the leaves of F, where the unit space consists of (classes of) the constant paths and is identified with Y , taking inverse amounts to reversing (class of) a path, and the range and source of [γ] hol are γ(0) and γ(1), respectively. This groupoid is topologized as follows: for any [γ] ∈ G F where γ : [0, 1] → Y is a path whose image is contained in one of the leaves of the foliation, we choose a sequence of foliation charts {(U i , X i , ϕ i )} i∈{1,...,n} as above, and define a set V (γ, {(U i , X i , ϕ i )} i∈{1,...,n} ) consisting of the holonomy classes of all paths γ ′ : [0, 1] → Y whose image is contained in one of the leaves of the foliation and also in the union n i=1 U i . We let these sets generate the topology on G F as a subbase (in fact, it suffices to pick one representative for each holonomy class to carry out the construction). This topology is locally Hausdorff and locally compact. When restricted to the unit space G 0 F , it coincides with the topology on Y , and when restricted to G u F for any u ∈ G 0 F , it makes G u F into a topological one-dimensional manifold. In the prominent case where Y is a smooth manifold and F is smooth (i.e., given by an atlas whose the transition functions are smooth), the holonomy groupoid G F becomes a Lie groupoid. Its Haar systems thus are in one-to-one correspondence with 1-densities on the dual of its Lie algebroid.
Proposition 10.5. Let Y be a locally compact metrizable space and let α be a topological flow on Y without fixed points. Let F be the line foliation induced from α. Then there is a fiberwise groupoid covering map π from the transformation groupoid Y ⋊ R to G F .
Proof. Given any y ∈ Y and any t ∈ R, we define a curve γ y,t : [0, 1] → Y by γ y,t (s) = α −ts (y). Noting that the leaves of the foliation F are all either copies of R or of the circle S 1 , it is evident that if y and y ′ are two points on the same leaf, then any curve from y to y ′ along the leaf is homotopic inside the leaf via a homotopy which fixes end-points to a curve of the form γ y,t for some t such that α −t (y) = y ′ . Thus, the map π from Y ⋊ R to G F given by
