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“Im Land-Fast-Noch-Wach gibt es Märchenerzähler, die immer wieder sagen, dass wir alle über eine 
innere Stimme verfügen, die uns unentwegt zuflüstert, was wir tun sollen, und dass wir einfach nur auf 
sie hören müssen. Mehr sei gar nicht zu tun. Elsa hat das nie richtig geglaubt, denn ihr gefällt die 
Vorstellung nicht, dass jemand eine Stimme in ihr drin hat, und Oma hat immer gesagt, das sei nur bei 
Psychologen so und bei Leuten, die andere mit Kuchengabeln umbringen, nur die redeten von „inneren 
Stimmen“.“ 
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Inner speech has been implicated in Vygotsky´s theory of cognitive development. Converging 
evidence suggests that language skills as well as self-directed speech, in particular inner speech, 
is important for cognitive functions. However, the role of self-directed speech (including inner 
speech) in the relation between language skills and cognition have remained unclear. Despite a 
growing body of studies on the neural substrate of inner and overt speech, evidences of the 
neural differences between inner and overt speech have remained diffuse. The present disserta-
tion aimed at filling the gap by investigating inner speech and its process of internalization with 
behavioral and neuroscientific methods. One study addressed the role of self-directed speech in 
the interplay between language skills and cognition by using the Tower of London task in chil-
dren. Two studies addressed the neural correlates of the differences between inner and overt 
speech in adults and children during a picture-naming task by simultaneously applying the elec-
troencephalography and functional near-infrared spectroscopy. The results of the first study 
confirmed that the internalization of speech is related to children´s cognition although it cannot 
explain the relation between language skills and problem-solving. The second study showed 
that inner speech is not overt speech without articulation, even more it is that prior phonological 
processes are downregulated. Moreover, the study showed that the brain differentiates between 
inner and overt speech even when no linguistic and motoric process is necessary. The results 
of the third study showed less differences between inner and overt speech in children indicating 
that inner speech is not yet adult-like. Even more it seems that inner speech represents linguis-








Innerem Sprechen, wie auch dem hörbaren an sich selbst-gerichteten Sprechen, kommt eine 
wichtige Bedeutung für selbstregulative und kognitive Prozesse zu. Es wurde vielfach gezeigt, 
dass eine höhere Internalisierung des an sich selbst-gerichteten Sprechens mit geringeren ex-
ternalisierenden Verhaltensproblemen, besseren sozialen Fähigkeiten sowie besseren kogniti-
ven Leistungen einhergeht (Alarcón-Rubio, Sánchez-Medina, & Prieto-García, 2014; 
Fernyhough & Fradley, 2005; Winsler et al., 2000; Winsler et al., 2003). Des Weiteren konnte 
gezeigt werden, dass Sprachkompetenzen eine wichtige Funktion im Prozess der Internalisie-
rung und somit der Entwicklung von innerem Sprechen einnehmen (Abdul Aziz, Fletcher, & 
Bayliss, 2016a; Lidstone, Meins, & Fernyhough, 2012; Winsler et al., 2000). Bisherige Studien 
legen nahe, dass bessere Sprachkompetenzen mit besseren kognitiven Fähigkeiten zusammen-
hängen (z.B. Bohlmann et al., 2015; Botting et al., 2016; Kuhn et al., 2014; Petersen et al., 
2015; Abdul Aziz et al., 2016a; Alarcón-Rubio et al., 2014; Lidstone et al., 2012). Diese drei 
Forschungsstränge wurden jedoch bisher getrennt voneinander betrachtet, weshalb die Frage 
offen bleibt, ob der Zusammenhang zwischen Sprachkompetenzen und kognitiven Fähigkeiten 
über das an sich selbst-gerichtete Sprechen, insbesondere über das inneren Sprechen, erklärt 
werden kann. Behaviorale Studien stoßen jedoch an ihre Grenzen, wenn es um die Untersu-
chung des inneren Sprechens geht. Zum Beispiel könnte ein Kind, welches ein umfangreiches 
Repertoire an hörbarem an sich selbst-gerichteten Sprechen nutzt, eine Verzögerung der Inter-
nalisierung aufweisen, während ein Kind, dass kaum bis kein hörbares Sprechen zeigt, das in-
nere Sprechen ständig verwendet (Alderson-Day & Fernyhough, 2015). Trotz der Methodik der 
artikulatorischen Suppression, die eine solche Schwierigkeit versucht zu umgehen, sind die Be-
funde bezüglich der Beeinträchtigung der kognitiven Leistung während der Unterdrückung von 
an sich selbst-gerichteten und inneren Sprechen gemischt (Gunzenhauser et al., 2019; Kray et 
al., 2008; Lidstone et al., 2010; Phillips et al., 1999). Bildgebende Studien haben daher den 
Vorteil untersuchen zu können, was das innere Sprechen vom hörbaren Sprechen unterscheidet. 
Die Frage ist bisher nicht eindeutig geklärt, aber die Mehrheit der bildgebenden Studien zeigt 
eine größere Aktivierung des hörbaren Sprechens im Vergleich zum inneren Sprechen in mo-
torischen Hirnregionen. Dies impliziert, dass das innere Sprechen neuronal genauso wie das 
hörbare Sprechen geplant und verarbeitet wird (Bookheimer et al., 1995; Kielar et al., 2011; 
Moriai-Izawa et al., 2012; Palmer et al., 2001; Rosen et al., 2000; Shuster & Lemieux, 2005). 




hörbaren Sprechen gleichgesetzt werden kann (Bookheimer et al., 1995; Borowsky et al., 2005; 
Huang et al., 2002; Moriai-Izawa et al., 2012). Diese Studien fanden eine höhere Aktivierung 
des hörbaren Sprechens im Vergleich zum inneren Sprechen in anderen Hirnregionen, die mit 
der Sprachplanung assoziiert werden.  
Ziel und Forschungsfragen  
Ziel der Dissertation ist es, das innere sowie hörbare an sich selbst-gerichtete Sprechen empi-
risch zu untersuchen und somit zu einem umfassenderen Verständnis über das Konzept des 
inneren Sprechens beizutragen. Mit Hilfe verschiedener behavioraler methodischer Ansätze so-
wie neurowissenschaftlicher Methoden werden sonst unabhängig voneinander betrachtete For-
schungsrichtungen in einer Arbeit integriert. In drei verschiedenen Studien werden folgende 
Forschungsfragen beantwortet:   
1) Welche Bedeutung hat das hörbare und innere an sich selbst-gerichtete Sprechen im Zusam-
menhang zwischen Sprachkompetenzen und kognitiven Fähigkeiten bei Kindern? (Studie 1) 
2) Was unterscheidet das innere vom hörbaren Sprechen im erwachsenen Gehirn? (Studie 2) 
3) Was unterscheidet das innere vom hörbaren Sprechen im kindlichen Gehirn? (Studie 3) 
Studie 1 
Methode 
Um untersuchen zu können, ob der Zusammenhang zwischen Sprachkompetenzen und kogni-
tiven Fähigkeiten durch hörbares und inneres an sich selbst-gerichtetes Sprechen erklärt werden 
kann,  wurden die sprachlichen Äußerungen während einer Problemlöseaufgabe, dem Turm 
von London (ToL; Anzahl korrekt gelöster Probleme im Verhältnis zum Schwierigkeitsgrad), 
bei 5-jährigen Vorschulkindern ( N = 73) untersucht. In drei verschiedenen methodischen An-
sätzen wurde das an sich selbst-gerichtete Sprechen im Hinblick auf quantitative und qualitative 
Merkmale analysiert, das an sich selbst-gerichtete Sprechen getriggert oder artikulatorisch un-
terdrückt.  
Ergebnisse und Diskussion 
Die Ergebnisse zeigen, dass bessere Sprachkompetenzen eine höhere Anzahl korrekt gelöster 
Probleme vorhersagen  (Bohlmann et al., 2015; Botting et al., 2016; Henry et al., 2012; Kuhn 
et al., 2014; Petersen et al., 2015; Vallotton & Ayoub, 2011). Im Einklang mit bisherigen Be-
funden konnte eine positive Korrelation zwischen dem Grad der Internalisierung sowie der 
Problemlösefähigkeit nachgewiesen werden (Alarcón-Rubio et al., 2014; Fernyhough & Frad-
ley, 2005; Winsler et al., 2000; Winsler et al., 2003). Korrelationsanalysen belegen weiterhin 
den Zusammenhang zwischen besseren Sprachkompetenzen und einem höheren Internalisie-




Winsler et al., 2000). Jedoch konnte nicht gezeigt werden, dass die Quantität und Qualität von 
an sich selbst-gerichtetem Sprechen indirekt den Zusammenhang zwischen Sprachkompeten-
zen und Problemlösefähigkeit erklären. Weiterhin zeigen die Ergebnisse keine Hinweise da-
rauf, dass Kinder mit besseren Sprachkompetenzen während der artikulatorischen Unterdrü-
ckung weniger Probleme korrekt lösen konnten. Vielmehr zeigt sich, dass Kinder, die sich ihres 
Einsatzes von an sich selbst-gerichtetem Sprechen bewusst sind (gemessen über sechs Fragen), 
durch die artikulatorische Unterdrückung beeinträchtigt sind. Dies weist daraufhin, dass an sich 
selbst-gerichtetes Sprechen als kognitiv unterstützende Strategie umso effizienter ist, je mehr 
sich Kinder dessen Anwendung bewusst sind (Gunzenhauser et al., 2019; Winsler & Naglieri, 
2003). Die Ergebnisse zeigen zudem, dass die Sprachkompetenzen eine Verbesserung der Prob-
lemlösefähigkeit durch das Triggern von an sich selbst-gerichtetem Sprechen nicht vorhersa-
gen, jedoch der non-verbale IQ ein signifikanter Prädiktor für die Verbesserung der Problemlö-
sefähigkeit ist. Dieses Ergebnis impliziert, dass Kinder mit einem geringeren non-verbalen IQ 
vom Einsatz verbaler Strategien profitieren, da sie möglicherweise mehr Schwierigkeiten haben 
visuell-räumliche Probleme zu lösen (Baddeley, Chincotta, & Adlam, 2001; Fernyhough & 
Fradley, 2005; Lidstone et al., 2010, 2012).  
Studie 2 
Methode 
Um untersuchen zu können, was das innere vom hörbaren Sprechen unterscheidet, wurde die 
Hirnaktivität von 19-30-jährigen Erwachsenen (N = 46) während einer Bildbenennaufgabe mit-
tels der gleichzeitigen Anwendung der Elektroenzephalographie (EEG) und funktionellen 
Nachinfrarotspektroskopie (fNIRS) untersucht. In diesem Bildbenennparadigma sahen die Pro-
banden zunächst eine Sprech- oder Denkblase (Vorbereitungsphase), die anzeigte, ob das nach-
folgende Bild entweder hörbar oder innerlich gesprochen werden sollte (Ausführungsphase). 
Die Vorbereitungsphase wurde durchgeführt, um Unterschiede zwischen beiden Sprachformen 
ohne linguistische und motorische Komponenten (wie z.B. evoziert durch ein bestimmtes Wort 
bzw. Bild) zu untersuchen. 
Ergebnisse und Diskussion 
Die fNIRS-Ergebnisse konnten bisherige bildgebende Befunde einer höheren präfrontalen bis 
parietalen Aktivierung von hörbaren im Vergleich zum inneren Sprechen bestätigen (Bookhei-
mer et al., 1995; Borowsky et al., 2005; Huang et al., 2002; Moriai-Izawa et al., 2012; Shuster 
& Lemieux, 2005). Dieses Aktivierungsmuster fand jedoch im Gegensatz zu den bisherigen 
Studien bereits in der Vorbereitungsphase statt. Die EEG-Ergebnisse zeigten eine höhere nega-




Zeitfenster (ab 200 ms). Eine solche Negativierung wurde bisher bei go/no-go-Paradigmen ge-
funden und impliziert inhibitorische Prozesse (Gajewski & Falkenstein, 2013; Kirmizi-Alsan 
et al., 2006). Es kann somit angenommen werden, dass eine höhere Negativierung erhöhte in-
hibitorische Prozesse für das innere Sprechen für die nachfolgende Ausführungsphase wieder-
spiegelt. Die EEG- und fNIRS-Ergebnisse deuten darauf hin, dass das Sprachproduktionsnetz-
werk relevante Hirnregionen und Prozesse in Vorbereitung auf die linguistischen Stimuli für 
das hörbare und innere Sprechen voraktiviert bzw. herunterreguliert, um eine entsprechende 
Verhaltenskontrolle zu generieren (Gajewski & Falkenstein, 2013; Gehrig, Wibral, Arnold, & 
Kell, 2012; Hanslmayr et al., 2008; Kell, Morillon, Kouneiher, & Giraud, 2011; Kirmizi-Alsan 
et al., 2006; Kok, Jehee, & de Lange, 2012; Shang & Debruille, 2013). Des Weiteren bestätigen 
die fNIRS-Ergebnisse während der Ausführungsphase frühere Befunde einer höheren bilatera-
len temporalen Aktivierung von hörbarem im Vergleich zum inneren Sprechen, was als auditi-
ves Feedback angenommen werden kann (Bookheimer et al., 1995; Indefrey, 2011; Moriai-
Izawa et al., 2012; Shuster & Lemieux, 2005). Die EEG-Ergebnisse zeigen während der Aus-
führungsphase wieder eine höhere Negativität für das innere verglichen mit dem hörbaren Spre-
chen in einem Zeitfenster, in dem neuronal phonologische Verarbeitungsprozesse stattfinden 
(zwischen 300-500 ms). Es kann angenommen werden, dass eine erhöhte Negativität für das 
innere Sprechen inhibitorische Prozesse während der phonologischen Verarbeitung repräsen-
tieren (Indefrey, 2011; Rodriguez-Fornells, Schmitt, Kutas, & Münte, 2002).  
Studie 3 
Methode 
Im selben experimentellen Design wie in Studie 2 wurden zur Beantwortung der dritten For-
schungsfrage die Hirnaktivität von 6-7-jährigen Grundschulkindern (N = 29) untersucht.  
Ergebnisse und Diskussion 
Ebenso wie bei den Erwachsenen zeigen die Kinder in der Vorbereitungsphase eine höhere 
präfrontale bis parietale Aktivierung für das hörbare Sprechen im Vergleich zum inneren Spre-
chen. Die fNIRS-Ergebnisse während der Ausführungsphase zeigten keine Unterschiede zwi-
schen innerem und hörbarem Sprechen. Dies impliziert, dass Kinder noch nicht in der Lage 
sind komplexe auditive Rückkopplungsmechanismen zu nutzen wie Erwachsene (Krishnan et 
al., 2015; Shiller et al., 2010). Im EEG konnten keine Unterschiede zwischen innerem und hör-
barem Sprechen in beiden Phasen gefunden werden. Dies deutet daraufhin, dass das innere 
Sprechen neuronal genauso geplant und verarbeitet wird wie das hörbare Sprechen, was erklä-




Flüstern, Murmeln oder Lippenbewegungen einhergeht (Winsler et al., 2000; Winsler et al., 
2003; Winsler & Naglieri, 2003). 
Schlussfolgerung 
Die vorliegende Dissertation liefert wertvolle Erkenntnisse hinsichtlich der Bedeutung des an 
sich selbst-gerichteten Sprechens für die Problemlösefähigkeit sowie über den neuronalen Un-
terschied zwischen innerem und hörbarem Sprechen bei Erwachsenen und Kindern. Studie 1 
bestätigt den Zusammenhang zwischen Sprachkompetenzen und der Problemlösefähigkeit, 
zwischen Sprachkompetenzen und der Entwicklung des inneren Sprechens und zwischen dem 
Grad der Internalisierung und der Problemlösefähigkeit. Dennoch konnte nicht gezeigt werden, 
dass hörbares sowie inneres an sich selbst-gerichtetes Sprechen den Zusammenhang zwischen 
Sprachkompetenzen und der Problemlösefähigkeit erklären (Forschungsfrage 1). Studie 2 
konnte zeigen, dass das Gehirn zwischen innerem und hörbarem Sprechen unterscheidet, was 
nicht ausschließlich auf spezifische linguistische und motorische Prozesse zurückzuführen ist, 
sondern ebenso auch von kognitiven Prozessen beeinflusst wird. Die Studie zeigt weiterhin, 
dass das innere Sprechen bereits auf der phonologischen Verarbeitungsebene inhibiert wird 
(Forschungsfrage 2). Studie 3 konnte erstmalig nachweisen, dass Kinder zwar dieselben Hirn-
regionen nutzen wie Erwachsene, um inneres und hörbares Sprechen vorzubereiten, sich jedoch 
die linguistischen Verarbeitungsprozesse zwischen innerem und hörbarem Sprechen noch nicht 
unterscheiden (Forschungsfrage 3). Die vorliegende Dissertation unterstreicht den Nutzen neu-
rowissenschaftlicher Methoden zur Untersuchung des inneren Sprechens bei Erwachsenen und 
Kindern. Die Verwendung unterschiedlicher methodischer Herangehensweisen zeigt, dass das 
innere Sprechen bei Erwachsenen nicht unbedingt mit dem hörbaren Sprechen gleichgesetzt 
werden kann. Es stellt sich vor allem die Frage, ob gerade bei Erwachsenen das Gleichsetzen 
von innerem und hörbarem Sprechen in behavioralen und neurowissenschaftlichen Studien 
kontraindiziert ist. Weitere Forschung ist notwendig, die das innere Sprechen im Zusammen-
hang mit Sprachkompetenzen und kognitiven Fähigkeiten behavioral sowie neurowissenschaft-







Inner speech as well as overt self-directed speech play an important role for self-regulative and 
cognitive processes where especially a higher internalization of self-directed speech is related 
to fewer externalizing behavior problems, better social skills as well as better performance on 
cognitive tasks (Alarcón-Rubio, Sánchez-Medina, & Prieto-García, 2014; Fernyhough & 
Fradley, 2005; Winsler et al., 2000; Winsler et al., 2003). Furthermore, studies have shown that 
language skills are significant for the internalization and hence for the development of inner 
speech (Abdul Aziz, Fletcher, & Bayliss, 2016a; Lidstone, Meins, & Fernyhough, 2012; Wins-
ler et al., 2000). Moreover, it could be shown that better language skills are related to better 
cognitive abilities (e.g., Bohlmann et al., 2015; Botting et al., 2016; Kuhn et al., 2014; Petersen 
et al., 2015; Abdul Aziz et al., 2016a; Alarcón-Rubio et al., 2014; Lidstone et al., 2012). These 
three research fields have been considered separately, remaining the question open, whether the 
relation between language skills and cognitive abilities can be explained by self-directed 
speech, especially inner speech. However, the behavioral investigation of inner speech has its 
limitations. A difficulty with taking overt self-directed speech as a direct replacement of inner 
speech is that a child who uses extensive private speech could mirror a lack or delay in inter-
nalization, while a child who is outwardly silent could be using inner speech all of the time 
(Alderson-Day & Fernyhough, 2015). In spite of the methodology of the articulatory suppres-
sion that attempts to skirt this difficulty, the findings regarding the impairment of cognitive 
performance during the suppression of self-directed and inner speech are mixed (Gunzenhauser 
et al., 2019; Kray et al., 2008; Lidstone et al., 2010; Phillips et al., 1999). Neuroimaging studies 
have the advantage to investigate the differences between inner and overt speech. Although 
there is an ongoing debate to which extent the neural substrate of inner speech differs from that 
of overt speech, the question of which kind of processing steps are different remains still open. 
The majority of neuroimaging studies have revealed a larger activation for overt compared to 
inner speech in motor regions. This implies that inner speech is planned exactly as overt speech  
(Bookheimer et al., 1995; Kielar et al., 2011; Moriai-Izawa et al., 2012; Palmer et al., 2001; 
Rosen et al., 2000; Shuster & Lemieux, 2005). However, some other studies showed that inner 
speech cannot be simply equated to overt speech (Bookheimer et al., 1995; Borowsky et al., 
2005; Huang et al., 2002; Moriai-Izawa et al., 2012). These studies showed a larger activation 





Aims and Research Questions 
The present dissertation aimed at empirically investigate inner and overt self-directed speech 
and thus contributing to a clearer understanding of the concept of inner speech. By means of 
various behavioral approaches as well as neuroscientific methods, otherwise independently ex-
amined research fields are integrated into one work. In three different studies the following 
research questions are answered: 
1. What role does self-directed and inner speech play in the relation between language  
     and cognition in children?  
2. What distinguishes inner speech from overt speech in adults?  
3. What distinguishes inner speech from overt speech in children? 
Study 1 
Method 
In order to examine whether the relation between language skills and cognitive abilities can be 
explained by overt and inner self-directed speech, self-directed speech of 5-year-old preschool 
children (N = 73) during a problem-solving task, the Tower of London (ToL; number of cor-
rectly solved problems in relation to the degree of difficulty) were investigated. In three differ-
ent methodological approaches, self-directed speech was triggered, articulatory suppressed or 
was analyzed in terms of quantitative and qualitative characteristics.  
Results and Discussion 
The results showed that better language skills predict a higher number of correctly solved prob-
lems (Bohlmann et al., 2015; Botting et al., 2016; Henry et al., 2012; Kuhn et al., 2014; Petersen 
et al., 2015; Vallotton & Ayoub, 2011). In accordance with previous findings, the study found 
a positive correlation between the level of internalization and the problem-solving ability (Alar-
cón-Rubio et al., 2014; Fernyhough & Fradley, 2005; Winsler et al., 2000; Winsler et al., 2003). 
Correlation analysis further showed a relation between better language skills and a higher in-
ternalization of self-directed speech (Abdul Aziz et al., 2016a; Lidstone, Meins, & Fernyhough, 
2012; Winsler et al., 2000). Nevertheless, the study could not show that the quantity and quality 
of self-directed speech indirectly explain the relation between language skills and problem-
solving ability. Furthermore, the study did not find evidence that children with better language 
skills solved less problems correctly during the articulatory suppression. Rather, it turns out 
that children who are aware of their self-directed speech (measured by six questions) are im-
paired during the articulatory suppression. This implies that the efficiency of self-directed 
speech depends on its awareness (Gunzenhauser et al., 2019; Winsler & Naglieri, 2003). The 




solving ability by triggering self-directed speech, however, the non-verbal IQ turn out as a sig-
nificant predictor for an improvement in problem-solving. This implies that children with a 
lower non-verbal IQ benefit from using self-directed speech because they may have more dif-
ficulty in solving visual-spatial problems (Baddeley, Chincotta, & Adlam, 2001; Fernyhough 
& Fradley, 2005; Lidstone et al., 2010, 2012). 
Study 2 
Method 
In order to investigate differences between inner and overt speech, the brain activity of 19- to 
30-year-old adults (N = 46) was examined by simultaneously applying electroencephalography 
(EEG) and functional near-infrared spectroscopy (fNIRS) during a picture-naming paradigm. 
In this picture-naming paradigm, the participants saw a thinking or speech bubble (preparation 
phase) indicated how (either overtly or covertly) the picture had to be subsequently named 
when the picture appears on the computer screen (execution phase). The preparation phase was 
performed to examine differences between inner and overt speech without any linguistic and 
motoric components (auch as evoked by a particular word or picture).  
Results and Discussion 
The fNIRS results confirmed previous neuroimaging findings of a larger prefrontal to parietal 
activation for overt compared to inner speech (Bookheimer et al., 1995; Borowsky et al., 2005; 
Huang et al., 2002; Moriai-Izawa et al., 2012; Shuster & Lemieux, 2005). Notably, in contrast 
to the previous findings, these activations already took place during the preparation phase. The 
EEG results showed a larger negativity for inner compared to overt speech already starting from 
an early time window (from 200 ms onwards). Such negativity has so far found in go/no-go 
paradigms and reflects inhibitory processes (Gajewski & Falkenstein, 2013; Kirmizi-Alsan et 
al., 2006). Thus, it could be suggested that a larger negativity for inner speech reflects increased 
inhibitory processes for the subsequent execution phase. The EEG and fNIRS results indicate 
that the speech production network pre-activates and respectively pre-inhibits relevant pro-
cesses in anticipation of linguistic processing for overt and inner speech to generate the appro-
priate output for subsequent behavioral control (Gajewski & Falkenstein, 2013; Gehrig et al., 
2012; Hanslmayr et al., 2008; Kell et al., 2011; Kirmizi-Alsan et al., 2006; Kok et al., 2012; 
Shang & Debruille, 2013). Furthermore, the fNIRS results confirm previous findings of a larger 
bilateral temporal activation for overt compared to inner speech, which was assumed to reflect 
auditory feedback mechanisms (Bookheimer et al., 1995; Indefrey, 2011; Moriai-Izawa et al., 
2012; Shuster & Lemieux, 2005). The EEG results showed a larger negativity for inner com-




processes take place (between 300 and 500 ms). This larger negativity for inner speech can be 
assumed to reflect inhibitory mechanism during the phonological processing (Indefrey, 2011; 
Rodriguez-Fornells et al., 2002). 
Study 3 
Method 
In order to answer the third research question the brain activity of 6- to 7-year-old primary 
school children (N = 29) was investigated in the same experimental design as in study 2.  
Results and Discussion 
Same as in adults, children showed a larger prefrontal to parietal activation for overt compared 
to inner speech during the preparation phase. The fNIRS results did not show differences be-
tween inner and overt speech during the execution phase. This implies that children are not yet 
able to use complex auditory feedback mechanism just as adults do (Krishnan et al., 2015; 
Shiller et al., 2010). There were no significant differences between inner and overt speech in 
both phases in the EEG. This implies that inner speech is planned and processed as overt speech, 
which may explain why the development of inner speech is accompanied by external manifes-
tations like whispering, muttering or lip moving (Winsler et al., 2000; Winsler et al., 2003; 
Winsler & Naglieri, 2003). 
Conclusion 
The present dissertation contribute to valuable insights into the importance of self-directed 
speech for problem-solving abilities as well as the neural differences between inner and overt 
speech in adults and children. Study 1 confirms the relation between language skills and prob-
lem-solving ability, between language skills and the development of inner speech, and between 
the level of internalization and problem-solving ability. However, it could not be demonstrated 
that overt and inner self-directed speech explain the relation between language skills and prob-
lem-solving ability (research question 1). The second study have shown that the brain differen-
tiates between inner and overt speech, which is not exclusively driven by specific linguistic and 
motoric processes, but is also affected by cognitive control. Furthermore, it was shown that 
inner speech is already inhibited at the phonological processing level (research question 2). For 
the first time, study 3 have shown that children indeed use the same brain regions as adults to 
prepare inner and overt speech, but it tends that linguistic processes were not differentiated 
(research question 3). The present dissertation demonstrates the benefit of using neuroscientific 
methods for the examination of inner speech in children and adults. The use of different meth-
odological approaches show that inner speech cannot be equated with overt speech in adults. 




and neuroscientific studies is contraindicated, especially in adults. Further research is needed, 
which investigates inner speech in relation to language skills and cognitive functions which 
clearly would benefit from combining behavioral and neuroscientific methods.  
 
 









1 Introduction and Overview 
 
1.1 Introduction 
A 5-year-old girl attempted a 5-move item of the Tower of London task while she talked to 
herself:   
 “und kurz das <<baut>> / das dort hin (flüstert) / dann leg ich jetzt kurz mal das hin  
  <<baut>>“ ["and short the <<builds>> / that there (whispering) / then I put it  
  down for a moment <<builds>>"]. 
  
This scene is what developmental psychologists call self-directed speech and it is typically ob-
served in young children during play, planning, and problem-solving. Self-directed speech re-
fers to the speech that is spoken to oneself. To date, self-directed speech is recognized as a 
cognitive tool for regulating cognitive functions (called Executive Functions; EF) in childhood 
and adulthood (Alderson-Day & Fernyhough, 2015; Perrone-Bertolotti, Rapin, Lachaux, Baciu, 
& Lœvenbruck, 2014; see both for overview) and has been shown to be related to language 
skills (Abdul Aziz et al., 2016b; Lidstone et al., 2012). How can the girl´s utterances be char-
acterized? How can this behavior understood? Of note, she spoke to herself in audible short 
statements and in whispered short utterances.  
One possible explanation for this behavior is that the girl is undergoing the process of internal-
ization of language, which describes what is going on inside the girl´s head. More specifically, 
these utterances demonstrate the developmental trajectory of self-directed speech progressing 
from audible overt self-directed speech (also called private speech) to inner speech (verbal 
thinking) through cumulative changes in behavioral and biological functioning. With regard to 
the latter, the self-directed speech of older children and adults takes the form of inner speech or 
inaudible muttering, whispering, or verbal lip movements. Studies have revealed that children 




Aro, Poikkeus, Laakso, Tolvanen, & Ahonen, 2015; Winsler, Manfra, & Diaz, 2007; Winsler 
& Naglieri, 2003) and that the use of more internalized forms of self-directed speech (e.g., 
utterances with whispering) was found to be related with better cognitive performance (Alar-
cón-Rubio, Sánchez-Medina, & Prieto-García, 2014; Fernyhough & Fradley, 2005; Winsler, 
Diaz, Atencio, McCarthy, & Chabay, 2000; Winsler, De León, Wallace, Carlton, & Willson-
Quayle, 2003). However, studies have also demonstrated that language skills are crucial for 
cognitive functions (Abdul Aziz et al., 2016b; Archibald & Gathercole, 2006; Bohlmann et al., 
2015; Henry et al., 2012; Im-Bolter et al., 2006; Kuhn et al., 2014; Lidstone et al., 2012; Marton, 
2008; McClelland et al., 2007a; Petersen et al., 2015; Vallotton & Ayoub, 2011) raising the 
question of whether self-directed speech plays an important role in this relation. What can be 
learned about the cognition of the child and the adult, by studying self-directed speech and inner 
speech? Despite the large body of literature providing evidence about the relation between lan-
guage skills and cognitive functioning, as well as self-directed speech and cognitive functioning 
in children, a detailed specification of the importance of self-directed speech, and in particular 
its’ internalization in the development of cognitive functioning is needed. 
The present dissertation will contribute new information about the behavioral and biological 
aspects of inner speech, in particular in the transition from overt private speech to inner speech. 
Behavioral aspects of inner speech were studied in preschool children using a problem-solving 
task, the Tower of London (Shallice & Burgess, 1996). The first study (Chapter 3) examined 
the role of self-directed speech in the association between language skills and problem-solving 
ability. Moreover, the biological components of inner speech in the human brain were investi-
gated in primary school children and adults using two neuroscientific methods simultaneously, 
electroencephalography (EEG) and functional near-infrared spectroscopy (fNIRS), during a 
picture-naming paradigm. In two explorative consecutive studies (Chapter 4 and 5), the aim 




overt speech to gain clearer insights into what was happening in the children´s and adult´s brain 
when talking covertly or overtly.  
This chapter presents an overview of the literature that underpins the current studies; the theo-
ries of Vygotsky and Piaget will be contrasted and the current state of research concerning the 
development of self-directed speech will be summarized. Next, the theory of Vygotsky will be 
discussed in relation to behavioral and biological aspects of self-directed speech to provide an 
overview of current research of self-directed speech in children and adults. Finally, the aim of 
the dissertation will be summarized.       
 
1.2 Theoretical Background 
Again, a look at the example of girl´s self-directed speech, two explanations are possible. 
Vygotsky would argue that the girl is regulating her actions by way of her self-directed speech. 
In systematic studies and observations, Vygotsky (1987) found that children initially used 
“speech for self” to describe their activities and eventually used speech for planning and self-
guidance, concluding that self-directed speech is a “mediator in purposive activity and in plan-
ning complex actions” (Vygotsky, 1987, 39). He would further describe the girl as showing 
signs of the internalization of language that will ultimately result in inner speech. In his theory, 
inner speech is the outcome of a developmental process and he argued that “inner speech de-
velops through a long cumulative series of functional and structural changes.” (Vygotsky, 1987, 
114).  
Vygotsky disagreed with Piaget´s theory of children´s self-directed speech, where Piaget (1926) 
argued that the girl talked to herself egocentrically (egocentric speech), which he assumed to 
be a less mature form of social speech. Piaget defined this stage of egocentric thought as a 
transitional or intermediate form of thinking that lies between autistic and directed rational 
thought. Autistic thought is subconscious while directed thought is conscious and social. Di-




would increase its competence in social interactions and interpersonal communication with in-
creasing age, eventually developing directed rational thought. Thus, social speech is the pinna-
cle of children´s development and self-directed speech has no special communicative and cog-
nitive function, but is conceived as “simply thinking out […] actions aloud” (Piaget, 1926, 19). 
“The child is less socialized than the adult in that he refers everything to his own view” (ibid, 
244). Piaget´s idea of the function of language in cognition is that social speech is useful to 
communicate thoughts to others. Social speech has two characteristics, the first to try to influ-
ence others and the second, to distinguish between the view of oneself and the view of others. 
In contrast, childish egocentric speech is speaking “without trying to influence the other 
speaker” (ibid, 261). Piaget considered it impossible for children to distinguish “between his 
own point of view and someone’s else´s” (ibid, 262). Thus, in his theory egocentric speech was 
an expression of the immaturity of underlying cognitive structures during the preoperational 
stage. He claimed that egocentric speech is the inability to take over the perspective of others 
and the lack of will for social communication. From his observations he derived the conclusion 
that egocentric speech is indeed social in its form but not in its content. Piaget analyzed the 
egocentric speech of children and categorized the speech in repetition, monologue and collec-
tive monologue.  
 
All three have in common that they consist of remarks that are not addressed to anyone, 
or not to anyone in particular, and that they evoke no reaction adapted to them on the 
part of anyone to whom they chance to be addressed. (ibid, 35).  
 
Thus, Piaget did not attribute any developmental functional significance to egocentric speech.   
In contrast to Piaget’s views, Vygotsky (1987) saw the function of language in cognition as 
serving two distinct roles: one for communication with others and one for the communication 




both developing in parallel. This differed from Piaget´s view that egocentric speech is replaced 
by more a mature social speech. According to Vygotsky, social speech is the origin of a child´s 
development of inner speech, that inner speech derives from social interactions with others and 
passes stages of overt private speech (egocentric speech) to go increasingly “underground” to 
form inner speech as the child develops and matures. Vygotsky detailed the stages of this de-
velopment as follows: social speech  private/egocentric speech  inner speech, while Piaget 
defined the stages in contrast: overt autistic thought  egocentric speech and thought  social 
speech and directed thought. This is a clear contrast between the two theories, in that Vygotsky 
saw the child as a social being in evolution, while Piaget described the imposition on a child to 
be social. Piaget´s view was that the intellect of child is initially private and becomes social 
through the materiel interactions while Vygotsky´s view was that the intellect is initially social 
and becomes private through social interactions. However, Vygotsky attributed self-directed 
speech an important developmental function, namely, as an intermediate step between social 
and inner speech as a mediator for cognitive self-regulation:  
 
Piaget’s view of the structure, function, and fate of egocentric speech flows directly 
from this understanding of its nature. Egocentric speech is the direct expression of the 
inadequate and incomplete socialization of speech. In contrast, our own theory suggests 
that the child´s egocentric speech is one aspect of the general transition from inter-men-
tal functions to intra-mental functions, one aspect the transition from child´s social, col-
lective activity to his individual mental functions. As we have shown in one of our ear-
lier works, this transition constitutes the general law of the development of all higher 
mental functions. Initially, these functions arise as forms of cooperative activity. Only 
later are they transformed by the child into the sphere of his own mental activity. Speech 




differentiation of speech for others. Thus, the central tendency of the child’s develop-
ment is not a gradual socialization introduced from the outside, but a gradual individu-
alization that emerges on the foundation of the child’s internal socialization […]. It is 
speech for oneself, a speech function that intimately serves the child´s thinking. (Vygot-
sky, 1987, 260).  
 
According to Vygotsky a child uses overt self-directed speech for self-regulation because it is 
not able to thinking silently like an adult. Vygotsky further argued that “the structure of speech 
that the child masters becomes the basic structure of his thinking” (ibid, 114). At age 2, the 
development of thinking and language cross and begin to coincide. Before this age, however, 
Vygotsky hypothesized that both lines develop in isolation from one another and termed this 
the pre-speech phase of intellect (ibid, 104). For example, a child’s crying, babbling, and their 
first words (i.e., before age 2) are deemed pre-intellectual and as having nothing in common 
with thinking. At age 2, the child begins asking the name of each new thing observed, resulting 
in an increase in the child´s vocabulary. This also describes a very important discovery in the 
child´s life, that each object has its own name. Thus, language becomes an intellectual matter 
and thinking emerges as verbal in nature, in which the child discovers the symbolic function of 
language: “To ‘discover’ speech, the child must think.” (ibid, 106). This stage, which he called 
“naive psychology”, notes that grammatical structures and forms precede the mastery of corre-
sponding logical operations, that “the child masters the syntax of speech earlier than he masters 
the syntax of thought.” (ibid, 109). Thus, the mastering of language is seen as necessary for the 
development of inner speech and cognitive functions. Vygotsky also described the child devel-
oping proficiency in the use of subordinate clauses such as “because” or “if” earlier than the 
corresponding causal, temporal, and conditional logical operations. Next, the child reaches the 
stage of external sign and operation that corresponds with the appearance of egocentric speech. 




skills where these external signs are used as tools for remembering how to solve an internal 
task. The movement from external to internal operations follows the stage in which the children 
count in their mind (i.e., covertly). Vygotsky called this stage “rooting” which corresponds to 
inner speech.  
However, Vygotsky also argued that language and thinking are not necessarily connected. This 
can be represented by two intersecting circles in which only a limited portion of the processes 
of speech and thinking coincide, called verbal thinking (Fig. 1). Thus, there exists a large com-
ponent of thinking that has no direct relationship to verbal thinking and a large component of 
speech that has no direct relationship to verbal thinking.  
 
 
Fig 1. Verbal thinking. Verbal thinking does not exhaust all forms of thinking nor all forms of speech.  
 
Vygotsky´s theory implies that inner speech is an important developmental marker of cognition 
and suggests that the investigation of its roots and its “development is the key to understand 
this extremely complex internal function of human consciousness.” (Vygotsky, 1987, 258). 
Vygotsky argued that inner speech is a phenomenon that has its own unique nature and charac-
teristics and that it is not simply the weakening of vocal aspects of speech. Inner speech devel-
opment, in his view, begins with its functional and structural differentiation from external 




key to the investigation of the psychological nature of inner speech lies in the investigation of 
egocentric speech, in the analysis of the development of the characteristics fundamental to its 
function and structure”. Moreover, he claimed “without a correct understanding of the psycho-
logical nature of inner speech, we cannot clarify the actual complex relationship between 
thought and word.” (ibid, 256). Initially, the first term of inner speech was referred to verbal 
memory. However, Vygotsky emphasized that indeed memory is one feature that defines the 
nature of inner speech but that the reproduction of words and inner speech cannot be equalized. 
The second meaning is attributed to the abbreviation of the normal speech act. Miller and Wat-
son defined inner speech as “speech minus sound.” (ibid, 257). Shilling differed between inner 
speech and inner speaking in which inner speaking is only part of the function of inner speech.  
 
It is speech-motor act of an initial character, an impulse that is not completely expressed 
in articulatory movements or one that is manifested in movements that are silently and 
unclearly expressed but nonetheless accompany, reinforce, or hinder the thinking func-
tion. (ibid, 257). 
 
The third and most diffuse meaning of inner speech, Vygotsky mentioned Goldstein´s assump-
tion. He differed two components: the linguistic inner speech and the experience specific to 
speech which is neither sensory nor motoric in nature. However, according to Vygotsky “[…] 
inner speech is a psychological formation that has its own unique nature, the thesis that inner 
speech is a unique form of speech activity that has unique characteristics and stands in complex 
relationships to other speech forms.” (ibid, 258). Vygotsky further claimed that  
 
[…] it is incorrect to view the difference between inner and external speech as one of 
degree rather than of kind […]. The presence or absence of vocalization is not a cause 




is not merely what precedes or reproduces external speech. Indeed, in a sense, it is the 
opposite of external speech. External speech is a process of transforming thought into 
word; it is the materialization and objectivization of thought. Inner speech moves in the 
reverse direction, from without to within. It is a process that involves the evaporation of 
speech in thought. (ibid, 258).  
 
Vygotsky determined in his experiments that the development of inner speech “[…] manifests 
a tendency towards a form of abbreviation where the predicate and related words are preserved 
while the subject is omitted.” (ibid, 267). To understand how and why this feature of syntax of 
inner speech develops, Vygotsky considered situations in external speech in which either a 
question is being answered or where the subject is known for the interlocutors. For example, 
nobody would answered the question “Has your brother read this book?” by saying: “Yes, my 
brother read that book.”. Rather the answer would be “yes” or “He read it”. Another situation 
is when several people waiting for the “B” tram. Nobody would say “The “B” tram, which we 
are waiting for to go somewhere, is coming.” Rather the people would say “It´s coming.” (ibid, 
267). In both cases, the subject of the expression is present in the thoughts of the interlocutors 
why the predicative sentences were used. “When the thoughts and consciousness of the inter-
locutors are one, the role of speech in the achievement of flawless understanding is reduced to 
a minimum.” (ibid, 268). However, these examples are closely related to the syntactical abbre-
viation of inner speech as a first source of abbreviation: “In inner speech, we always know what 
our speech is about; we always know our internal situation, the theme of our inner dialogue.” 
(ibid, 273). The second source of abbreviation  
 
[…] includes a reduction in its [inner speech] phonetic aspect. […]The phonetic aspect 




word fully in inner speech. In our intention, we already understand the word we will 
pronounce. (ibid, 274). 
 
Vygotsky stated that inner speech is syntactically and phonetic reduced to a minimum. The 
third source of abbreviation is the unique semantic structure of inner speech. He described the 
“predominance of the word´s sense over its meaning” (ibid, 275). In his theory, the meaning is 
only one zone of the sense. For example, in poetry and fables, a word “absorbs intellectual and 
affective content from the entire context” (ibid, 275). He stated, that the sense depends on one´s 
understanding of the world and on the personality. In other words, a word is enriched through 
the sense from the context. Hence, while overt speech move from more meanings to the sense, 
inner speech move from the opposite. Furthermore, Vygotsky described two other characteris-
tics of semantic aspects of inner speech: the agglutination of words to unified words and the 
concentrated clot of sense. The agglutination means that a number of individual words merge 
into a single word expressing a complex new idea.  
 
Something analogous can be observed in the child’s egocentric speech. As egocentric 
speech begins to approximate inner speech, agglutination emerges with increasing fre-
quency and clarity as a means of forming unified complex words that are used to express 
complex concepts. The increasing manifestations of this tendency for an asyntactic fus-
ing of words in the child’s egocentric expressions parallels the drop in the coefficient of 
egocentric speech. (ibid, 277). 
 
The concentrated clot of sense means, that words in inner speech are much more laden with 
sense than in overt speech. Vygotsky explained this concentrated clot of sense by means of 
poems in which the title include the entire sense of the poem. “[…] tremendous content can be 




“A sufficient explanation and clarification of the psychological nature of the incomprehensibil-
ity of inner speech has been provided by our discussion of its characteristics, that is, its unique 
syntax, its phonetic reduction, and its special semantic structure.” (ibid, 277). Vygotsky defined 
that external speech is the embodiment of thought in the word while in inner speech the word 
dies away, “inner speech is thinking in pure meanings.” (ibid, 279). The position of Vygotsky 
can be summarized as follows (Neubauer, 2008): 
 Overt private speech as well as inner speech serves as a tool for self-regulation and the 
acquiring and execution of higher mental functions. 
 The self-regulatory function of private and inner speech has its origin in the self-regu-
latory function of social speech. 
 Private and inner speech are intrapsychological and reflect the structural and functional 
properties of the interpsychological precursor. 
 Private speech reflects the transition between social and inner speech.  
Later in life Piaget (1979) revisited his view on egocentric speech and agreed with Vygotsky 
that language becomes differentiated out of communication in egocentric speech at a later age, 
he continued to disagree on some points of function and development. While Vygotsky (1987, 
114) claimed that […] thinking depends on speech, on the means of thinking, and on the child’s 
socio-cultural experience.” (italics included in the original quote), Piaget (1979, 249) argued 
that egocentric speech is simply that the child is talking from his individual perspective (i.e., 
according to himself) and that this is a sign of “the absence of decentration in social relation-
ships as well as in others”. Although both theorists agreed that language, especially self-directed 
speech, is a useful component of thinking, they disagreed about the development of self-di-
rected speech and the function it serves in its’ relation to cognition and behavior. However, 
there are some similarities between Piaget´s and Vygotsky´s concept of self-directed speech 




 Self-directed speech can occur in social situations as well as in isolation. 
 Self-directed speech serves not only for communication with a partner. 
 Self-directed speech is characterized by external, hearable utterances. 
 Self-directed speech occurs spontaneously.  
 Self-directed speech is a distinctive, unique and stable phenome of the development. 
Furthermore, it is impossible to neglect the concept of Vygotsky´s zone of proximal develop-
ment when studying inner speech. Vygotsky pointed out that there are at least two levels of 
child development: what the child can do already and what the child´s potential is. This view 
stated that cognitive development is not only based on maturation but teaching is the major 
force in promoting it. This is formulated in contrast to Piaget who claimed that teaching has 
nothing to do with cognitive development, thus, teaching should follow the maturation of cog-
nitive development (van der Veer & Valsiner, 1991). Moreover, Vygotsky´s point of view was 
impacted by Koffka (1921) who discern two forms of development: (1) development as matu-
ration and (2) development as learning. Thus, Vygotsky claimed that cognitive development 
could be based on both: maturational process as well as learning through teaching which were 
interdependent (van der Veer & Valsiner, 1991). On the basis of the assumption that the bio-
logical and cultural development merges, Vygotsky developed the concept of the zone of prox-
imal development in which he emphasized the importance of instructions which had to be in 
this zone. Hence, the term of scaffolding was defined which result in an independent research 
section. Because scaffolding is not the research focus of the present dissertation, it will be not 
further stated out. However, Vygotsky defined the zone of proximal development as the dis-
tance between the level of actual developmental and the level of potential development. “In 
other words, what the child is able to do in collaboration today he will be able to do inde-
pendently tomorrow.” (Vygotsky, 1987, 210). In this concept the scaffolding, that means, the 




mediator in the transition from collaborative to independent cognitive functions. That means, 
all higher cognitive functions are mediated through social interactions and overt self-directed 
speech before they become internalized. In this view, language is a tool for regulating thoughts 
and actions which is an essential motor for cognitive development. For example, a study of 
Winsler, Diaz, and Montero (1997) found out that children were more likely to succeed on the 
next item of a selective attention task if they talked to themselves after scaffolding than if they 
were silent. These results were suggested that the movement from interpersonal collaboration 
to intrapersonal problem-solving involves children´s active participation in taking over the reg-
ulating role of the adult. In other words, a child takes the adult´s scaffolding in much the same 
way that the adult collaborate with for verbal self-regulation. This implies that the child is in 
the zone of proximal development in which he used speech for self as a mediator for the control 
of the own behavior to reach the zone of potential development (Vygotsky, 1987). In keeping 
this theory in mind, the present dissertation used a design in the first study in which different 
task difficulties were conducted to covering the zone of proximal development in which chil-
dren should use more private speech than during the actual zone of development (Fernyhough 
& Fradley, 2005) while inner speech should occur when children almost reached the potential 
zone of cognitive development which should result in a better performance with increasing 
internalization (Abdul Aziz et al., 2016; Aro, Poikkeus, Laakso, Tolvanen, & Ahonen, 2015; 
Fernyhough & Fradley, 2005; Kray, Eber, & Karbach, 2008; Kray, Lucenet, & Blaye, 2010; 
Lidstone et al., 2012; Winsler, 1998; Winsler, De León, Wallace, Carlton, & Willson-Quayle, 
2003; Winsler & Naglieri, 2003). 
In this vein, the aim of the present dissertation is twofold: (1) to clarify the function and struc-
ture of self-directed speech on cognition by examining its role in the relation between language 
skills and EF (problem-solving) with behavioral methods (see Chapter 3); (2) to clarify biolog-
ical aspects of self-directed speech by examining differences between inner and external (overt) 




1.3 Development of Inner Speech  
From the Vygotskian perspective (1986, 1987), inner speech develops through long cumulative 
sequences of functional and structural changes through social interactions, ultimately being 
transformed into internalized conversation with the self. When the interactional partner of the 
child (such as caregivers, teachers, or siblings) uses language to organize, regulate and structure 
the child´s behavior, the young child first learns about the function of language in ongoing 
activity (social speech). At three years of age, the differences between social speech and self-
directed speech are minimal. For example, a study of Winsler, Diaz, and Montero (1997) con-
firmed Vygotsky´s observations and found that children were more likely to use private speech 
after experiencing an adult´s verbal assistance (scaffolding) than when they did not receive 
additional scaffolding on the same task items. Between three and five years of age, in a process 
in which the child becomes able to use language to regulate their own behavior, overt self-
directed speech (private speech) emerges. In school-age years, around seven years of age, when 
inner speech begins to develop, private speech gradually disappears. Private speech, in Vygot-
sky´s view, represents a transitional stage in the process of internalization. In this stage, self-
directed speech is not fully transformed into inner speech. In the developmental trajectory of 
self-directed speech, Vygotsky described it as following an inverted “U” shape. That means, 
the use of language begins with social speech, then changes to private speech, peaking around 
five years of age, and then proceeds to decrease as a process of internalization in middle child-
hood, in parallel with the growing of inner speech. This hypothesis has been supported by re-
search findings that confirm that overt self-directed speech peaks in the preschool years (around 
4.5 years of age) and gradually evolves to be more internalized by becoming more and more 
abbreviated with increasing age. This results in external manifestations of speech, such as whis-
pering, muttering or lip moving, peaking at age nine, until external signs were no longer ob-




2000; Winsler et al., 2003; Winsler & Naglieri, 2003). These investigators also found that chil-
dren´s private speech utterances decreased with increasing age in the average number of words 
per utterance. This is consistent with Vygotsky´s view (1986) that overt speech becomes more 
and more syntactically abbreviated, contracted and telegraphic, resulting in inner speech ap-
pearing disconnected and incomplete. Based on this view, Fernyhough (2004) described these 
processes in a four-level scheme for the development of inner speech: 1. external dialogue / 
social speech, 2. private speech, 3. expanded inner speech, and 4. condensed inner speech. Ex-
panded inner speech takes the form of fully internalized private speech with all syntactic and 
phonological properties. Condensed inner speech is the stage of Vygotsky´s described as 
“thinking in pure meanings”, that inner speech does not mirror all syntactic or phonological 
linguistic qualities. Under demanding cognitive conditions, a transition from level 4 back to 
level 3 and even level 2 is possible if the developmental stage of level 4 was reached before. 
Private speech was seen to peak at moderate task difficulty, when the task is neither too simple 
nor too difficult (Fernyhough & Fradley, 2005; Lidstone et al., 2010). Moreover, studies 
demonstrated that children showing a higher internalization of self-directed speech (measured 
by external signs such as muttering, whispering or lip movements) had fewer externalizing be-
havior problems, better social skills, as well as better performance on cognitive tasks (Alarcón-
Rubio et al., 2014; Fernyhough & Fradley, 2005; Winsler et al., 2000; Winsler et al., 2003). 
Such findings are consistent with Vygotsky´s theory of the self-regulatory function of self-
directed speech. Another empirical constraint is that children who are behaviourally at-risk and 
children with language impairments showed a delay in the internalization of private speech 
(Abdul Aziz et al., 2016a; Lidstone, Meins, & Fernyhough, 2012; Winsler et al., 2000), a find-






1.4 Behavioral Significance of Inner Speech 
Vygotsky (1987) theorized that language, in particular speech for self (self-directed speech), is 
essential in regulating thoughts and actions. In his theory, the development of inner speech 
mirrors the development of self-regulation and cognition. In recent decades, many studies of 
the development of executive functions support the suggestion that self-directed speech, and in 
particular the development of inner speech, plays an important role in cognition (Alarcón-Ru-
bio, Sánchez-Medina, & Prieto-García, 2014; Fernyhough & Fradley, 2005; Winsler et al., 
2000; Winsler et al., 2003). Executive Functions (EF) are a key mechanism that predicts school 
readiness and later academic success (Blair & Razza, 2007; Bull et al., 2008; Caughy et al., 
2018; McClelland et al., 2007b; Ponitz et al., 2009; Ursache et al., 2012; Willoughby et al., 
2011).  EF are defined as skills that control, regulate, and coordinate thoughts and actions. An 
influential taxonomy (Miyake et al., 2000) distinguishes three core executive functions: work-
ing memory (manipulating information), inhibitory control (inhibiting upcoming external irrel-
evant information or automatic processes) and attentional shifting/cognitive flexibility (manag-
ing attention including shifting). Most real-life situations however cannot be reduced to requir-
ing only one specific core EF (Diamond, 2013; cp. Gunzenhauser, Karbach, & Saalbach, 2019; 
McClelland et al., 2007a; Miyake et al., 2000; Shallice & Burgess, 1996). Instead, complex EF 
that require an integration of core EF seem to be particularly relevant for early academic success 
as demonstrated by problem-solving (Best et al., 2011; Diamond, 2013; McClelland et al., 
2007a; Miyake et al., 2000; Shallice & Burgess, 1996). Problem-solving ability may be one 
underlying factor of learning and social skills in school and is therefore examined in many 
studies (Abdul Aziz et al., 2016b; Jonassen, 2000). Research has shown that children with 
poorly self-regulated cognitive behavior (i.e., poor executive functions) are at greater risk for 
lower achievement and less likely to graduate (Vitaro et al., 2005; Willoughby et al., 2011). 
This highlights the importance of fostering the development of core and complex executive 




school children is often limited to special domains (Titz & Karbach, 2014, see for review). 
Studies have since expanded on Vygotsky´s work, examining the importance of self-directed 
speech for cognition as well the importance of language skills for the development of self-
directed speech.  
 
1.4.1 The Link between Inner Speech and Cognition 
To assess the relation between inner speech and cognition, Vygotsky (1986) claimed that it is 
necessary to investigate private speech in children to study the internal process. He argued that 
the investigation of the roots of inner speech (i.e., social and private speech) is necessary to 
understand the internal function of human cognition. That means, private speech should studied 
at the time when some of its characteristics are waning to examine which traits are essential to 
inner speech. These investigations have been done in the last decades by researchers using dif-
ferent experimental methodologies.  
One experimental set up analyzed the quantity and quality aspects of self-directed speech. In 
this regard, Winsler, Fernyhough, McClaren, and Way (2005) established a manual for coding 
private speech as an accumulation of previously used coding schemes. Such studies had usually 
analyzed speech in terms of whether it is addressed to another person (social speech) or to 
oneself (private speech; Abdul Aziz et al., 2016a; Fernyhough & Fradley, 2005; Fernyhough & 
Russell, 1997; Sturn & Johnston, 1999; Winsler et al., 2005). Private speech is usually defined 
as child´s speech directed to itself which is not explicitly addressed to another person. Contrary 
to this, when a child interacts with another person, it is social speech. Social speech can be 
classified as social when the child has eye contact with another person, when the child involves 
another person through physical contact, gaze direction or extension of arms, when the child 
utters the same topic as the other person verbalized before, or when the child´s utterance oc-
curred directly after any social utterance (Abdul Aziz et al., 2016a; Berk, 1992; Diaz, Winsler, 




Russell, 1997; Sturn & Johnston, 1999; Winsler et al., 2005). Measures of private speech are 
typically quantitative, such as the raw number of utterances/words or utterances/words per mi-
nute (see Winsler et al., 2005 for an overview; Winsler & Naglieri, 2003). Private speech can 
also be categorized qualitatively in its content (i.e., the referential aspects of the utterances; e.g., 
Copeland, 1979; Cannon, Levine, & Huttenlocher, 2007), function (i.e., directing their own 
behavior, e.g., Feigenbaum, 1992), form (i.e., the prosodic and syntactic aspects of utterances, 
e.g., Winsler et al., 2005; Winsler, 1998; Winsler & Naglieri, 2003), temporal progression (i.e., 
the temporal occurrence of private speech in relation to one´s actions, e.g., Berk, 1992), and 
degree of internalization. Berk (1986) proposed a three level scheme of internalization: Level 1 
private speech: task-irrelevant, including word-play, repetition, comments about something or 
someone outside the task; Level 2 private speech: task-relevant overt private speech, including 
describing one´s own activity, self-guiding comments, self-answered questions; Level 3 private 
speech: task-relevant with external manifestations of inner speech like muttering, whispering, 
silent lip or tongue movements. This was expanded by Lidstone et al. (2012) to create a five-
level internalization system: Level 1: fully overt speech; Level 2: intelligible muttering; Level 
3: intelligible whispering or unintelligible muttering; Level 4: audible but unintelligible whis-
pering; and Level 5: inaudible and barely audible verbal lip movements. Some investigators 
analyzed private speech as an indicator of inner speech and demonstrated that children per-
formed better on cognitively demanding tasks when they used verbal strategies (i.e., self-di-
rected speech) which was more effective for children with a higher degree of internalization 
(Abdul Aziz et al., 2016a; Aro et al., 2015; Fernyhough & Fradley, 2005; Kray, Eber, & Kar-
bach, 2008; Kray, Lucenet, & Blaye, 2010; Lidstone et al., 2012; Winsler et al., 2003; Winsler 
& Naglieri, 2003). Winsler (1998), for example, showed that abbreviated private speech was 
associated with a better problem-solving performance (i.e., higher scoring) in 6- to 8-year-old 
children. Partially internalized private speech (Berk´s Level 3) was positively related with prob-




Winsler and Naglieri (2003) showed that low achieving 5-year-old children (in math, reading, 
spelling) using spontaneously self-directed speech performed better on a problem-solving task 
than higher achieving children who were either impeded by self-directed speech or did not show 
any effect on performance. The explanation of this finding could be that children who whis-
pered and muttered to themselves during the task were more likely to be higher academic 
achievers and thus benefit from using more internalized self-directed speech. Another study 
(Gunzenhauser et al., 2020) analyzed the quality of self-directed speech and its influence on 
problem-solving performance, using the Tower of London task (ToL; Shallice & Burgess, 
1996). The quality of self-directed speech was coded in terms of grammatical completeness 
(i.e., complete or fragmented utterances) and preciseness (i.e., naming the peg and/or the disc 
of the ToL). The results showed that the preciseness of self-directed speech was related with 
language skills but also that neither quantity nor quality of self-directed speech was related to 
performance on the ToL (i.e., solving the items correctly). Further, there was no indirect effect 
of language skills on performance through self-directed speech (Gunzenhauser et al., 2020). In 
sum, these results revealed that the development of cognitive functions might be associated 
with qualitative changes in the self-regulatory function of language. Thus, it seems that at a 
certain developmental stage the children might benefit already from more internalized self-
directed speech.  
However, there are difficulties with taking overt self-directed speech (private speech) as a direct 
replacement of inner speech. Thus, a child who use extensive private speech could suggest a 
lack or delay in internalization while a child who is outwardly silent could be using inner speech 
all the time (Alderson-Day & Fernyhough, 2015). Another indirect methodology that to skirt 
this difficulty is the use of dual task designs. The idea of this is to block inner speech through 
articulatory suppression, that prevents subvocal articulation, in relation to a secondary non-
verbal control condition, usually foot tapping. During such articulatory suppression, partici-




An impaired performance during the articulatory suppression in relation to the control condition 
(usually a tapping control, i.e., tapping with the foot while working on the task) can be taken as 
evidence that self-directed speech (overt or inner) is used during the task. Lidstone et al. (2010) 
used this method to examine the importance of self-directed speech in children for success on 
the ToL. Lidstone et al. (2010) found that performance on the ToL was significantly impaired 
during the articulatory suppression in relation to the foot tapping control. These results were 
also found in adult populations (e.g., Baldo et al., 2005). These findings support the importance 
of self-directed speech for executive functioning. 
Frauenglass and Diaz (1985) observed that self-directed speech in children can maximized 
when they receive an explicit invitation to talk aloud to themselves when working on a task. 
Thus, another method to examine the relation between self-directed speech and EF is through 
the use of speech instructions to prompt/trigger self-directed speech during a task. In this re-
gard, depending on the task conditions, participants are explicitly instructed to verbalize words 
or utterances or are implicitly encouraged to talk out loud during the task. Some studies revealed 
that children performed better on executive functioning tasks when they use (triggered) self-
directed speech (Aro et al., 2015; Kray et al., 2008, 2010; Winsler et al., 2007; Winsler & 
Naglieri, 2003). Winsler et al. (2007), for example, showed that children´s performances on a 
motor sequencing and counting task were improved when the children were asked to speak 
aloud, although it was more beneficial for younger children (age 3-5) while for older children 
(age 6) it was not as effective. Another study (Aro et al., 2015) showed that around 43% of their 
child participants used self-directed speech spontaneously. However, 76% of the children using 
self-directed speech, either spontaneously or prompted, performed better on a speech-action 
coordination task. Moreover, the findings showed that children with poorer cognitive skills 
(language and EF) benefit more from using spontaneously private speech than children with 
better cognitive abilities. The authors suggested that 5-year-old children do not typically have 




which can be maximized by triggering it. These results imply that triggering self-directed 
speech is a potential tool to examine the role of self-directed speech on EF.    
 
1.4.2 The Link between Inner Speech and Language 
Language skills may also play a role in the use and development of self-directed speech as 
identified in studies of children with specific language impairment (SLI).  
Sturn and Johnston (1999), for example, observed task-relevant overt self-directed-speech in  
3- and 4-year-old children with and without SLI. As completion of the task was conducted in 
pairs, all external problem-solving speech (task-relevant utterances) was analyzed (i.e., not only 
self-directed speech). Their results showed that children with SLI used fewer problem-solving 
speech utterances than their typically developed peers. Nevertheless, those children with SLI 
who produced more speech were less cognitively efficient on a related task. Other studies (Ab-
dul Aziz et al., 2016b; Lidstone et al., 2012) found that children with SLI used more social 
speech, more overt, and less internalized self-directed speech (measured by external signs like 
whispering, muttering, or lip movement). These studies showed that language impairments go 
along with a delay in the internalization of self-directed speech. In contrast to Sturn and John-
ston (1999), Abdul Aziz et al. (2016a) found that children with SLI who used private speech 
performed better on a problem-solving task (ToL) compared to when they were silent. In an-
other study of Abdul Aziz, Fletcher, and Bayliss (2016b), the results showed that children with 
language impairment profit from self-instruction training resulting in an improvement of per-
formance in problem-solving. A study of illiterate adults (i.e., who have yet to learn to read and 
write) identified greater use of overt private speech than adults with high literacy, who showed 
more internalized and less externalized self-directed speech during a categorization task (Alar-
cón-Rubio et al., 2014). However, a key element with studies on SLI is to clarify whether poor 
language skills cause EF deficits, whether poor EF skills cause poor language skills, or whether 




2014). In this vein, a study of Gunzenhauser and colleagues (2020) focused on typical language 
development to exclude this key element with SLI by showing that the quality (preciseness and 
grammatical completeness) of self-directed speech during the ToL was related to language 
skills in primary school children.  
Such findings support the Vygotskian theory that linguistic skills are related to the internaliza-
tion processes of language. Notwithstanding this, while some empirical evidence supports the 
assumption that language skills influence the development of self-directed speech, the case is 
far from settled.  
 
1.4.3  The Link between Language Skills and Cognition 
A large body of studies in children provide evidence supporting Vygotsky’s assumption that 
language is important for thinking (Bohlmann et al., 2015; Botting et al., 2016; Hongwanishkul, 
Happaney, Lee, & Zelazo, 2005; Vallotton & Ayoub, 2011; Kuhn et al., 2014; Petersen et al., 
2015; Abdul Aziz et al., 2016a; Alarcón-Rubio et al., 2014; Alderson-Day & Fernyhough, 
2015; Fernyhough & Fradley, 2005; Lidstone et al., 2012; Winsler & Naglieri, 2003). Longitu-
dinal studies have shown that early expressive language skills positively predict later executive 
functions in preschool children (Bohlmann et al., 2015; Kuhn et al., 2014; Petersen et al., 2015; 
Vallotton & Ayoub, 2011). Nevertheless, some investigators report a bidirectional effect (Bohl-
mann et al., 2015; Vallotton & Ayoub, 2011), others found a direct effect of language skills on 
cognition (Kuhn et al., 2014; Petersen et al., 2015) while some did not find a relation between 
them (Gooch et al., 2016). Further evidence of the relation between language skills and cogni-
tion comes from studies focusing on atypical development. Botting et al. (2016) investigated 
the association between language skills (expressive vocabulary skills in oral and sign language) 
and executive functions (EF; backward spatial span, visuospatial cognitive fluency, cognitive 
shifting, planning, inhibitory control) in 8-year-old deaf children compared with hearing 




EF tasks, even after controlling for non-verbal intelligence and speed of processing. Addition-
ally, regression analysis showed a direct effect of group on executive functions but that when 
controlling for language as a mediator, group status became nonsignificant. Botting et al. (2016) 
followed up with a second mediation analysis to confirm the direction of the effect of group on 
language by controlling for EF. Their results again showed an effect of group on language and 
indicated that this effect was not mediated through EF. The authors suggested that language 
mediated group differences but not vice versa. Following Vygotsky’s theory that the mastering 
of language is needed for the development of cognitive functions, some studies have investi-
gated how children with SLI perform on tasks of executive functioning. These studies showed 
that language impairment in childhood is mostly related to poorer performance than age-
matched controls in a number of verbal and non-verbal abilities such as visual-spatial working 
memory (Gooch et al., 2016; Henry et al., 2012; Hoffman and Gillam, 2004; Marton, 2008), 
verbal working memory (e.g., Archibald and Gathercole, 2006; Henry et al., 2012), inhibition 
(e.g., Gooch et al., 2016; Henry et al., 2012), attention (e.g., Im-Bolter et al., 2006), and prob-
lem-solving (e.g., Abdul Aziz et al., 2016a; Henry et al., 2012; Lidstone et al., 2012; Roello et 
al., 2015).  
Henry et al. (2012) further showed that not only do children with SLI have difficulties with 
higher order thinking and reasoning, children with low language skills also do. Children with 
SLI were recruited from health professionals and were additionally tested in receptive and ex-
pressive language skills. Children who registered a scaled score of 7 on at least three of four 
language tests were placed in the SLI group while typically language developed children scored 
8 or higher on these measures of language functioning. Children who did not meet the criteria 
for inclusion in either the SLI or typical language group (i.e., they scored 7 or below on one or 
two language measures) were placed in a low language functioning group. The results of the 
study showed that children with SLI and children with low language skills had significantly 




when although age, verbal, and non-verbal IQ were controlled. These results show that EF dif-
ficulties are as prominent for children with lower language functioning as those who had more 
severe levels of language difficulties. The authors tested whether verbal mediation played a role 
by examining the correlation between verbal IQ and EF tasks. Because results showed a corre-
lation only in two EF tasks, the authors suggested that differences in EF performance were not 
the result of verbal mediation but rather of a general impairment. A possible confound emerges, 
as they neglected to measure direct (e.g., videography) and indirect (e.g., articulatory suppres-
sion) self-directed speech.      
With regard to the significance of language skills for successful EF achievement, it is important 
to examine what underlying mechanism might contribute to this effect. In accordance with 
Vygotsky´s theory, evidence of the association between self-directed speech and cognitive 
achievement, as well as the relation between language skills and self-directed speech, implying 
that self-directed speech may be a potential underlying factor. It remains open whether and to 
what extent self-directed speech mediates the association between language skills and EF abil-
ities. The present dissertation aims to provide clearer insight into the role of self-directed speech 
in the association between language skills and executive functions (Chapter 3) by assessing 
self-directed speech (private as well as inner speech) behaviorally.  
 
1.5 Psycholinguistic and Biological Significance of Inner Speech 
Vygotsky (1986) formulated his theory of inner speech in response to a theory proposed by 
Watson (1913), who claimed that the difference between inner and overt self-directed speech 
is in degree and not in nature. He saw inner speech as merely resulting from a process involving 
the gradual absence of vocalization. This view on inner speech, Vygotsky (1987, 278) believed, 
is grossly inadequate. Rather, he assumed, “that inner speech is an entirely unique, independent, 
and distinctive speech function, that it is completely different from external speech”. He argued 




Hence, Vygotsky argued that “the development of inner speech does not have its roots in the 
external weakening of the vocal aspect of speech” (Vygotsky, 1987, 262).  
An index of what inner speech is and what distinguishes it from overt speech comes from be-
havioral psycholinguistic studies. One method of studying inner speech is to ask participants to 
recite a sequence of sentences or words in a tongue-twister recitation task. Oppenheim and Dell 
(2008) compared inner and overt speech errors to investigate the processing level in speech 
production and how these differ between both. If inner speech slips are present more than overt 
speech errors, this suggests that errors are not really slips of tongue but are better thought of as 
errors of speech planning that occur in both speech forms. The authors focused on lexical bias 
and phonemic similarity effects. The former is the tendency for phonological errors to create 
words (e.g., reef to leaf) over non-words (e.g., wreath to leath). The latter effect represents the 
tendency for similar phonemes errors. For example, the slipping of reef leech to leaf reach is 
more likely than reef beech to beef reach, because the phoneme /r/ is more similar to /l/ than it 
is to /b/. Participants were asked to recite a sequence of words in either overt or inner speech 
and to report any error immediately afterwards. The results showed that the lexical bias and 
phonemic similarity effect was robust in overt speech while inner speech only showed a lexical 
bias effect. Oppenheim and Dell (2008) argued that inner speech is impoverished, specifically 
it is attenuated at phonological and phonetic levels during speech production. This surface-
impoverished hypothesis starts with the view that phonological planning in speech production 
entails multiple processing steps. In this regard, Levelt (1989) proposed a speech production 
model which has been extended over the last decades with evidence from neuroscientific meth-
ods (Indefrey, 2011; Indefrey & Levelt, 2004; Indefrey & Levelt, 2000; Levelt, 1983, 1995; 





1.5.1 Speech Production Model 
The basic concept of the speech production model (Levelt, 1989), assessed from reaction time 
measurements in picture-naming tasks in adults, proposes a staged process of speech produc-
tion, leading from conceptual to lexical to phonological preparation to the initiation of articu-
lation. During the conceptual preparation, lexical concepts are activated. For example if a 
speaker intends to refer to female horses it involves the activation of the lexical concept “mares” 
but also other semantically related lexical entries (e.g., animal). This selection process takes 
place in a part of the mental lexicon which is linked to the lexical preparation including lemma 
retrieval and selection (i.e., grammatical encoding). This processing step contains grammatical 
properties/specification of a word for the syntactic environment such as word class, grammati-
cal gender, person, number, or tense. When a speaker has retrieved the syntactic word / lemma, 
the process goes from the conceptual/syntactic domain to the phonological/articulatory domain. 
The speaker´s task is now to prepare the appropriate articulatory gestures/code for the selected 
word (phonological preparation). This step is to retrieve the phonological shape of the word. 
The tip-of-the-tongue phenomenon represents the inability to retrieve the word form although 
the lemma is retrieved. During this process different sub-levels occur. The first step is the mor-
phological encoding (also called phonological code retrieval). For example, if the speaker 
wants to say the plural form of mare, he has to access two morphemes <mare> and <s>. The 
second step contains the metrical shape (also called lexical-phonological output code) of the 
word. For the word “mares,” the metrical information involves the morpheme <mare> that is 
monosyllabic and can be a phonological word (i.e., can stand alone) while <s> is monosyllabic 
and cannot be an independent phonological word (i.e., it must be attached to a phonological 
word). The third step is the segmental spell out. The segmental spell out for the morpheme 
<mare> will be /m/, /æ/, /ʁ/, /ə/ and for <s> will be /s/. At this level the word is not clustered in 
syllables and is not until the syllabification (also called phonological encoding) of the phono-




<mare> (monosyllabic). If a phonological word is two-syllabic, such as <escort>, the syllabifi-
cation is <e-scort>. This syllabification process is late to be initiated because it often depends 
on the word´s phonological environment. For example, if the word <escort> has to be pro-
duceed in the form of <escorting>, the morpheme <ting> is first retrieved at the time of mor-
phological encoding (phonological code retrieval) and straddles the two morphemes <escort> 
and <ting>. Then the word is syllabificated in <e-scor-ting>. The example of the word <mares> 
is clustered in <mare-s>. After the syllabification, the phonetic syllables will be activated (pho-
netic encoding), e.g., [ə], [skɔr], and [tɪƞ]; [mæʁə], and [s]. That step involves the transfor-
mation of the phonological word into gestural (motoric) scores. The phonetic score is highly 
context dependent. For example, the [u] in <umbrella> need a quite different gesture by round-
ing the lips than [m] by closing the lips after the rounded [u]. The last processing step is the 
execution of the phonetic code by the articulation system. Indefrey and Levelt (2004), expanded 
by Indefrey (2011), conducted a meta-analyses of word production such as picture-naming and 
verb/noun generation tasks and added neuroscientific information about the time course and 
underlying brain areas of the component processes in word production. They suggested that the 
articulatory process did not start before 600 ms after picture presentation. The conceptual prep-
aration takes place during the first 200 ms after picture presentation in occipital and centro-
temporal regions. The lemma retrieval and selection is processed until about 275 ms supported 
by middle temporal regions. The phonological code retrieval, followed by lexical-phonological 
output code, and segmental spell out start around 275 ms after stimulus onset in middle and 
superior temporal regions followed by the syllabification (phonological encoding) around 355 
ms in frontal regions. The subsequent phonetic encoding starts from 455 ms onwards and is 
supported by frontal, predominantly motor-related areas. Indefrey (2011) argued that phono-
logical code retrieval and syllabification might overlap, thus syllabification could also start be-




supported by superior temporal regions (perceptional system) which supervises potentially oc-
curring errors during speech production. The perceptual system monitor the phonetic plan prior 
to or during articulation. This means that the speech comprehension system pares the output of 
the speech plan. This process involves two dimensions: one can monitor her overt speech output 
(external self-monitoring) and one can monitor her pre-articulatory internal speech output (in-
ternal self-monitoring). This internal self-monitoring loop is equated with the sensation of inner 
speech (i.e., the “inner ear”). Levelt (1989) and Indefrey (2011) propose that this internal self-
monitoring loop is present at the level of phonetic encoding while Wheeldon and Levelt (1995), 
however, suggested the monitoring occurs at the level of phonological word representation. 
However, the surface-impoverished hypothesis, proposed by Oppenheim and Dell (2008), sug-
gests that inner speech is impoverished at surface level (phonological level), which means inner 
speech inconsistently activates phonological representations (i.e., weakened or absent) while it 
is lexically intact (Dell & Repka, 1992; Oppenheim & Dell, 2008). Oppenheim and Dell (2008) 
suggested three possible explanations of their findings. If the impoverished phonological fea-
tures of inner speech occur in the production system, these features may be absent from the 
inner speech production code. If this impoverishment occurs in the perception system (self-
monitoring), there is the possibility that the features could be generated, but poorly perceived 
or that the phonological feature could be present in the production system, but their effects may 
not be transmitted to the perceptual system. Oppenheim and Dell (2008) concluded that the 
impoverishment is solely within the production system. Oppenheim and Dell (2008) argued 
that the hypothesis does not necessarily disagree with the self-monitoring from Indefrey (2011) 
and Levelt (1989). Rather it seemed, speech errors could be detected internally when the 
speaker has the intention to speak overtly. Thus, Levelt´s (1989) inner speech may well be more 
fully monitored, because of impending overt articulation. To test this, a later study of Oppen-
heim and Dell (2010) investigated the lexical bias and phonemic similarity effect for different 




participants were asked to recite the phrases in their head without moving the lips, mouth, 
tongue, or throat. In the mouthed condition, the participants were instructed to silently articulate 
the phrases without saying a word. Their results showed that mouthed inner speech elicited a 
stronger phonemic similarity effect than un-mouthed inner speech, while both showed signifi-
cant lexical bias effects. This finding revealed that both speech forms engage in lexical repre-
sentations. The lack of the phonemic similarity effect in unarticulated inner speech replicate the 
findings of Oppenheim and Dell (2008) and support the view that inner speech lacks detailed 
articulatory (phonological) representations. With regard to the finding that mouthed inner 
speech elicited a stronger phonemic similarity effect, Oppenheim and Dell (2010) proposed a 
flexible abstraction hypothesis, that although inner speech does not necessarily contain phono-
logical features, it can also incorporate articulatory planning depending to the extent that inner 
speech is motoric. They claimed that inner speech could be restricted to the phonological level 
in one situation (when articulatory features are weak, inconsistent, or absent) and could be ac-
tivated in articulatory features in another. Oppenheim and Dell (2010) suggested that the pro-
cessing steps of speech production differ in the manner of inner speech. Thus, inner speech can 
represent a perceptual loop where speech production plans were fed into the speech compre-
hension system (internal self-monitoring) but they may not be necessary for the experience of 
unarticulated inner speech.  
However, there are some criticism on the assumption of the inspection of internal representation 
of speech before articulation (i.e., comprehension-based monitoring). Indefrey (2011) and Lev-
elt (1989) did not state how the monitoring of this internal representation (inner speech) is pro-
cessed. Vigliocco and Hartsuiker (2002) bring up a theoretical problem with simultaneous mon-
itoring inner and overt speech where the comprehension system needs to deal with two phonetic 
codes. If these two codes were processed with a slightly delay, listening to both would result in 
the experience of an echo which would make comprehension difficult. A study of Huettig and 




where they had to name a picture (e.g., hart (Dutch); heart (English)) in the presence of a pho-
nological competitor (e.g., harp) and two unrelated words (e.g., zetel (Dutch); couch (English) 
and raam (Dutch); window (English)). During this task eye-movements were recorded. The 
critical point was the timing of the fixation to phonologically related distractors prior to and 
after the onset of overt articulation. If inner speech would be monitored before articulation, one 
expect the phonologically related distractor (e.g., harp) to attract an increase in looks than un-
related pictures which begins about 50 ms before word onset and from 55 ms after word onset. 
In contrast, if only external monitoring engages speech perception, fixation of the competitor 
should not begin before 200 ms after word onset, similar to the time course of such fixations in 
the perception of other-produced speech. The results showed that participants began fixating 
the phonologically related distractor between 350-500 ms after they started overtly naming the 
picture. The authors, thus, suggested that speakers listen to their own external, but not internal, 
speech in speech production (i.e., production-based monitoring). Although Indefrey (2011) and 
Levelt (1989) assumed that the comprehension and production systems incorporate, they sug-
gested production and comprehension as modular. However, studies on patients with aphasia 
showed that there is a dissociation of the comprehension system from the self-monitoring sys-
tem because for some patients it is possible to detect speech errors in other´s people speech but 
not in their own speech (Nozari, Dell, & Schwartz, 2011; for an overview). Thus, 
Nozari et al. (2011) suggested that comprehension is not really basic for error detection alt-
hough the comprehension system occurs as useful for monitoring errors in other´s people 
speech as well as errors of one´s own speech when auditory feedback is present. However, this 
view fits very well to the results of Oppenheim and Dell (2008, 2010) where slips of the tongue 
in inner speech were not detected by the participants. Thus, if inner speech is phonologically 
impoverished no phonological word should be produced which can be monitored through the 




In contrast to the surface-impoverished hypothesis, a study of Corley, Brocklehurst, and Moat 
(2011) found no differences in the phonetic similarity effect between inner and overt speech. 
These authors suggested that inner speech contains phonological and phonetic features, even 
when there is no intention to articulate words overtly. Similar, another study found that adults 
who stutter elicited tongue-twister errors in overt and inner speech (Brocklehurst & Corley, 
2011). These findings can be assigned to a second class of theories, the unimpoverished hy-
pothesis. This hypothesis suggests that inner speech is planned exactly as overt speech with the 
exception that the articulators are not moved (Brocklehurst & Corley, 2011; Corley et al., 2011). 
In that view, inner speech is fully specified for details like articulatory features, and, when 
compared to overt speech, it lacks only observable sound and movement. A third class of the-
ories, the deep-impoverished hypothesis claims that inner speech represents speech sounds but 
is impoverished at lexical and not at phonological levels (Oppenheim & Dell, 2008). Oppen-
heim and Dell (2008) derived its roots from conceptions of short-term memory comprised of 
auditory and articulatory rather than lexical or semantic representations. Baddeley (1966) found 
that acoustically similar words can be more correctly reproduced after being acoustically pre-
sented rather than semantic similarity words. This finding indicates that words that are hard to 
discriminate in noise are also hard to remember. This supports the working memory model 
(Baddeley & Hitch, 1974), which includes a phonological loop that consists of a passive (pho-
nological store) and an active subcomponent. The latter component is an active rehearsal mech-
anism that uses offline speech planning processes, in other words inner speech. 
 
1.5.2 Differences between Inner and Overt Speech in the Brain 
Studying the internalization of self-directed speech and examining inner speech behaviorally 
has some limitations and can result in inaccurate results. For instance,  a difficulty with taking 




tensive private speech could mirror a lack or delay in internalization, while a child who is out-
wardly silent could be using inner speech all of the time (Alderson-Day & Fernyhough, 2015). 
In spite of the methodology of the articulatory suppression that attempts to skirt this difficulty, 
the findings regarding the impairment of cognitive performance during the suppression of self-
directed and inner speech are mixed (Gunzenhauser et al., 2019; Kray et al., 2008; Lidstone et 
al., 2010; Phillips et al., 1999). As mentioned earlier, Lidstone et al. (2010) found that perfor-
mance on the ToL was significantly impaired during the articulatory suppression in relation to 
the foot tapping control in primary school children. These results were also found in adult pop-
ulations. For example, a study have also shown that articulatory suppression impaired perfor-
mance on the Wisconsin Card Sorting Test (Baldo et al., 2005). However, there are also studies 
that did not find empirical evidence of a susceptibility effect on articulatory suppression on ToL 
in primary school children (Gunzenhauser et al., 2019) and adults (Phillips et al., 1999). Rather, 
Phillips et al. (1999) found that the tapping condition impeded performance on ToL while ver-
bal interference enhanced performance. Thus, it is not always possible to examine inner speech 
by using the articulatory suppression. Therefore, to supplement the behavioral results of inner 
speech, neuroscientific methods can help to investigate underlying neural processes and to dif-
ferentiate out what inner speech distinguishes from overt speech to further investigate its func-
tion in cognitive tasks. 
However, the hypotheses (unimpoverished vs. surface-impoverished hypothesis) drawn above 
have also been examined in relation to underlying neural processes by using neuroimaging ap-
proaches such as fMRI (Borowsky et al., 2005; Huang et al., 2002; Kielar et al., 2011; Palmer 
et al., 2001; Rosen et al., 2000; Shuster & Lemieux, 2005), functional near-infrared spectros-
copy (fNIRS) (Moriai-Izawa et al., 2012), or positron emission tomography (PET) (Book-
heimer et al., 1995). Studies comparing inner and overt speech have shown that inner speech 
production activates the same brain areas as overt speech but these regions tend to be activated 




et al., 2011; Moriai-Izawa et al., 2012; Palmer et al., 2001; Rosen et al., 2000; Shuster & 
Lemieux, 2005). Some studies have found a greater activation in overt speech compared to 
inner speech in motor and premotor regions (Bookheimer et al., 1995; Kielar et al., 2011; Mo-
riai-Izawa et al., 2012; Palmer et al., 2001; Rosen et al., 2000; Shuster & Lemieux, 2005). These 
findings would be consistent with the perspective that inner speech is performed exactly as 
overt speech but without articulatory activity (being in line with the unimpoverished hypothe-
sis). However, some more other regions have been found to be greater activated during overt 
than inner speech production such as frontal regions (inferior frontal gyrus, Broca) during word 
generation (Borowsky et al., 2005), letter naming (Huang et al., 2002) as well as middle and 
superior temporal during word reading (Bookheimer et al., 1995), word repetition (Shuster & 
Lemieux, 2005), and picture naming (Moriai-Izawa et al., 2012). Greater temporal activation 
has been postulated to be associated with the perception of one´s own speech during overt 
speech production (Bookheimer et al., 1995; Huang et al., 2002; Moriai-Izawa et al., 2012; 
Shuster & Lemieux, 2005). Further, a higher frontal activation of overt compared to inner 
speech has been postulated as a higher degree of phonological processing, which is required in 
the aloud but not in the silent condition (Borowsky et al., 2005). In contrast, some studies found 
a greater activation of inner compared to overt speech in frontal areas and Broca during word 
generation (Huang et al., 2002) as well as in frontal, parietal, and middle temporal regions dur-
ing a verbal fluency task (Basho et al., 2007). A higher activation for inner speech compared to 
overt speech in frontal and parietal regions has been postulated as an added burden of inhibition 
output (i.e., inner speech involves extra-linguistic functional components related to attention, 
inhibition, and response conflict). These diverging findings imply that inner speech production 
cannot be simply equated to overt speech minus articulatory motor execution. Differences in 
both hypothesis (unimpoverished hypothesis vs. surface-impoverished hypothesis) exist in the 
level at which the speech production process is interrupted. In the former view, phonological 




of the lexical code into a phonological code is attenuated. These varying results can be ex-
plained by different types of experimental tasks such as reading (Bookheimer et al., 1995), 
naming (Bookheimer et al., 1995; Huang et al., 2002; Moriai-Izawa et al., 2012), word stem 
completion (Palmer et al., 2001; Rosen et al., 2000), letter naming (Huang et al., 2002), word 
repetition (Shuster & Lemieux, 2005), verbal fluency (Basho et al., 2007), and verb production 
(Kielar et al., 2011) which involve different speech production processes. Differences in the 
activation of frontal regions may be related to different types of actively conscious phonological 
processes in inner speech (Sato et al., 2004). However, these differences in activation pattern 
may support the flexible abstraction hypothesis. Depending on the task, inner speech could be 
restricted to the phonological level or could be activated in articulatory features.  
It should be noted that the mentioned neuroimaging studies directly investigated the speech 
execution phase. Alternatively, it could be argued that these differences between inner and overt 
speech are a result of the semantic content (such as a specific word or picture) and not solely a 
difference in speech type. Here the semantic content of the picture to be named or word to be 
read or generated might impact inner and overt speech production. This raises the question 
whether differences between inner and overt speech still exist when no semantic content and 
no motoric components are involved. One method to study this is to employ the use of a prep-
aration phase, instead of examining the overt and inner speech production network directly 
during naming (i.e., speech execution) (Gehrig et al., 2012; Kell et al., 2011). More specifically, 
participants would only receive information about how to produce the subsequent stimuli (ei-
ther aloud or silently). Kell and colleagues (2011) used an auditory instruction (mute, normal, 
happy) while Gehrig and colleagues (2012) used a visual cue (square or triangle) which in-
formed the participants how to deal with the subsequently presented sentence. Both studies 
aimed at investigating the pre-activation of the language network by focusing on the preparation 
phase. Especially, the focusing on the preparation phase prior to target presentation, meaning 




know yet the content of the upcoming stimuli. This approach allows the opportunity to examine 
inner and overt speech not contaminated with lexico-semantic or motor processing. That means, 
the investigation of the preparation of language production allows to examine preparatory pro-
cesses, which predate the linguistic processing, motoric planning, and execution of articulation. 
These preparatory processes were referred as “task set”, an executive control, which allows the 
selection and implementation for generating the appropriate rules for behavioral control during 
the execution phase. Kell et al. (2011) investigated the preparation and execution phase during 
sentence reading by means of fMRI. In particular, during the preparation phase, overt speech 
showed a larger activation than inner speech in bilateral prefrontal, perisylvian areas (execution 
system) and left planum temporale (sensory system). In contrast, the speech execution phase 
elicited larger activations for overt compared to inner speech in left parieto-temporal and peri-
sylvian regions. The authors suggested that while the sensory system was already left-lateral-
ized during the preparation phase, the executive system did so only during the execution phase. 
These results suggest more executive control processes during speech preparation, especially 
for a subsequent auditory feedback (indexed by the activation of the left planum temporale) 
after overt speech execution. Thus, the brain seems to prepare the sensory consequences of 
speaking well before the execution. Furthermore, the study integrated an instruction where par-
ticipants had to pronounce sentences with happy intonation. The results showed that preparing 
for speaking happily (relative to neutral speech) were right-lateralized while the preparing for 
neutral speaking were left-lateralized in temporal regions. This suggested that the right primary 
auditory cortex prepares for prosodic control while the left planum temporale prepares for 
providing speech auditory feedback. The involvement of Broca´s area was assumed to reflect 
the increased demand for executive control. Thus, the study showed that before speech is acted 
out and articulation is planned, the brain prepares for the sensory and motoric consequences of 
speaking. These findings were supported by a study of Gehrig et al. (2012) also using a prepa-




magneto-encephalography (MEG) and found a larger left-lateralized beta-band suppression of 
overt compared to inner speech in articulatory motor cortex and sylvian parieto-temporal re-
gions as well as a larger left-lateralized alpha-band suppression of overt compared to inner 
speech in auditory regions. This alpha-suppression was assumed to reflect the disinhibition of 
sensory and premotor regions. Furthermore, the authors suggested that the increased beta sup-
pression in motor-related regions indicate a preparation for a change in the motor system. Such 
fronto-parietal activity was assumed to reflect the executive control. Gehrig and colleagues 
(2012) did not find differences between inner and overt speech before 350 ms indicating similar 
amounts of executive control. However, both studies showed that the brain prepares for the 
sensory and motoric consequences of speaking well before a specific linguistic content is given 
suggesting executive control processes. Thus, the preparation phase is suitable to study effects 
of implementing task rules, i.e., executive control processes. Thus, the preparation phase is 
suitable to study effects of implementing task rules, i.e., executive control processes.  
Taken together, the relation between inner and overt speech is still a matter of debate. The 
majority of studies showed differences between inner and overt speech in motor-related and 
temporal areas imply that inner speech is performed as overt speech without the articulatory 
activity. Nevertheless, some studies showed that inner speech seems to be a truncation of overt 
speech, but the level at which the speech production process is interrupted remains open. This 
is secondary to neuroimaging studies being limited by their temporal resolution and thus, draw-
ing only an imprecise picture about the speech production process. There is, therefore, a partic-
ular need to look at biological changes of overt and inner speech to study the relation between 
both, to identify what distinguishes one from the other and to further understand how behavioral 
and biological aspects of inner speech affect each other. Thus, the present dissertation is de-
signed to achieve clearer insights into the relation between overt and inner speech, of what 
neural processes distinguishes both in adults by simultaneously applying neuroimaging and 




Another area remaining open to investigation is the production of inner and overt speech in the 
child´s brain. As mentioned above (see section 1.4) cognitive abilities become more efficient 
when overt speech is internalized to inner speech (Alarcón-Rubio et al., 2013; Fernyhough & 
Fradley, 2005; Winsler et al., 2003). Thus, a better understanding of the mechanisms underlying 
the development of inner speech will provide important insights regarding typical and atypical 
cognition. Life-span theories suggest that the use of inner speech undergoes a maturational 
change from early to middle childhood until adolescence (Fernyhough, 2004; Vygotsky, 1987). 
As mentioned above (see section 1.3), the internalization process begins around five years of 
age and is completed around the age of 14. Thus, the present dissertation enlists the participation 
of 6- to 7-year-old children to investigate the differences between inner and overt speech at a 
level of processing in which inner speech is already possible to produce by the children but not 
fully established.  
Neuroimaging studies investigating language production in children and adults found largely 
overlapping activated brain regions between these two groups but with different activation 
strengths (Brown et al., 2005; Church et al., 2008; Davis et al., 2003; Krishnan et al., 2015). 
Some investigators found bilateral frontal, temporal, and parietal brain regions decreasing in 
activity level from childhood to adulthood and it has been suggested that the functional organ-
ization becomes more selective and specialized with increasing age. These findings reflect an 
incremental increase in efficiency and thus a decrease in the use of brain resources to perform 
a task (Brown et al., 2005; Church et al., 2008; Davis et al., 2003). In contrast to this, other 
findings showed these regions increasing in activation with age (Brown et al., 2005; Krishnan 
et al., 2015). These authors propose a different recruitment of cognitive control during overt 
speech production as the basis of these increased activations in adults compared to children 
(Brown et al., 2005; Krishnan et al., 2015). These differences in activation between children 




might also be related to different cognitive demands affecting the duration and strength of the 
activation of specific brain regions.  
Timing differences between children and adults have been tracked with EEG. The above men-
tioned estimated timing of language production of Indefrey (2011) have been made for adult 
word production. Behavioral studies have shown that children aged seven years have generally 
longer production latencies and lower naming accuracy than adults (Brooks & MacWhinney, 
2000; D’ Amico et al., 2001; Jerger et al., 2002; Vance et al., 2005), while the same reaction 
times as adults were found in children aged nine and beyond (Brooks & MacWhinney, 2000). 
For example, the findings of a study of Jerger and colleagues (2002) investigating picture-nam-
ing in children (5-7 years) and teenagers (12-14 years) in which the participants were instructed 
to name the pictures by ignoring semantic and phonological auditory distractors supported this. 
The findings point towards same lexical and phonological activations in children and teenagers 
since children´s speech production is influenced by semantic and phonological distractors as 
well. The results showed no significant differences in the degree of semantic interference and 
phonological facilitation between children and teenagers (i.e., the naming latencies did not dif-
fer between children and teenagers when a semantic or phonological (congruent) distractor ap-
peared). The authors suggested that slower naming latencies in children does not automatically 
alter the time course of lexical access. Nevertheless, ERP studies investigating language pro-
duction in children are scarce. One example of such a study is that of Greenham and Stelmack 
(2001), who used a word-picture-naming task with 9- to 13-year-old children and adults. The 
participants were instructed to name the picture by ignoring the therein written words that were 
either congruent, semantically associated or incongruent. They found that children displayed 
the same electrophysiological components as adults but that there were differences in the degree 
of amplitudes. The findings showed frontal-central and parietal negative waves for words and 
pictures around 400 ms for both children and adults, although the waves were more negative in 




reported ERP latency shifts and longer latency durations of negative amplitudes (300-550 ms) 
in 11- to 13-year-old children relative to adults while younger children (8-10 years) showed a 
delayed onset (Budd et al., 2013; Jessen et al., 2017). These results stand in contrast to the 
assumption of Jerger and colleagues (2002) and point toward use of the same linguistic pro-
cesses but with differences in their timing. These findings were assumed to indicate more re-
source-demanding as well as less efficient processing in school-age children than in adults 
(Budd et al., 2013; Greenham & Stelmack, 2001; Jessen et al., 2017). Thus, it seems that the 
time course of the underlying processes rather than the processes themselves underlie develop-
mental changes. However, as these results focused on specific ERP components in various ex-
perimental designs and ages, it is not possible to conclude whether all word planning processes 
or only specific word processes speed up from childhood to adulthood. A study of Laganaro, 
Tzieropoulos, Frauenfelder and Zesiger (2015), trying to solve this issue, investigated the tem-
poral dynamics of word encoding in school-age children (7-8 years and 10-12 years) relative to 
adults attending a picture-naming task. Their results replicate findings of increasing naming 
accuracy and decreasing naming latency with increasing age. Furthermore, the findings re-
vealed differences in amplitudes between the youngest and oldest children. The 7- to 8-year-
old children demonstrated larger amplitudes between 185 and 240 ms as well as between 370 
and 600 ms than the 10- to 12-year-old children. Laganaro and colleagues (2015) also found 
different topographies (i.e., wider bilateral occipital distribution in children relative to adults) 
in the ERPs of children and adults along with larger amplitudes and latency shift of the 
P100/N100 for children (the peak was 20 ms later in children than in adults). However, in de-
velopmental studies, ERPs in children are generally more pronounced in amplitude (e.g. Davis 
et al., 2003) which suggests maturational changes in brain organization. A decrease in ampli-
tude and latency from childhood to adulthood is assumed to reflect increasing efficiency sec-
ondary to synaptic density, myelination of fibre tracts (Pearce et al., 1989; Ponton et al., 2000; 




changes across age have also been attributed to an increased ability to process speech due to 
myelination (Picton & Taylor, 2007). However, Laganaro and colleagues (2015) suggested the 
early differences in the P100/N100 range in children compared to adults reflect changes in the 
visual mechanism implying a speeding up of visual and conceptual processes. They found that 
these processes are shifted in children up to 300 ms. After the pre-linguistic stage, a P200/N200 
component with a peak around 220 ms was observed in adults. This component has been asso-
ciated with lexical (lemma) selection (Indefrey, 2011). Nevertheless, the onset of this process 
was found to be delayed in children. It appears that children engage in lexical processes from 
about 290-300 ms after picture presentation while the duration of this period decreased from 
childhood to adulthood. However, the time-period after 400-500 ms that has been associated 
with phonological and phonetic encoding did not vary between children and adults. The authors 
suggested that these findings imply that different brain mechanisms underlie pre-linguistic pro-
cesses in picture-naming in children and adults associated with maturation in occipital areas. In 
contrast, language processes are mostly similar between children and adults and it seems that 
only the temporal dynamics in the lexical processing stage changes during development. The 
quantitative changes in lexical processes seem to indicate different levels of efficiency and an 
increased lexicon from childhood to adulthood, which is completed by the age of 20 (Laganaro 
et al., 2015). Thus, it appears that visual and conceptual as well as lexical processes become 
temporally blurred while phonological and phonetic processes operate the same as in adults.     
Neuroscientific methodologies have the advantage of potentially shedding light on what hap-
pens when overt speech is internalized to inner speech. Such methods are especially useful in 
children, where verbal reports may be unreliable. It is important to recall that neuroscientific 
methods may offer only a limited insight into the conception of inner speech and may lack in 
ecologically validity (Jones, 2009). Nevertheless, it can aid the understanding of the transition 
from overt to inner speech and the ongoing neural activity while producing language. With the 




overt speech to a hybrid of Vygotsky´s described external speech for others (social speech) and 
private speech. This decision was reached because the participants were instructed to produce 
single words during a picture-naming task, a task which is not exclusively social nor private in 
nature. It is therefore important to keep in mind that the present dissertation cannot provide the 
“natural” transition from social speech to fully overt private speech to overt abbreviated private 
speech to inner speech (see section 1.3). From the afore mentioned developmental perspective 
of the internalization process, it appears plausible that inner and overt speech may be different 
processed in children and adults, which results in difficulty statistically matching the partici-
pants. Furthermore, the present dissertation focused on two age groups (6-7 years and 19-30 
years) and the discrepancy between these two age span’s is sufficiently large to make a statis-
tical comparison much more demanding. Thus, the children and adult data are reported in sep-
arated chapters while a developmental comparison of the two is depicted descriptively.      
 
1.6 Overview of the Goals and Research Questions 
Taken together, overt self-directed speech shows developmental trajectories with behavioral 
and biological changes resulting in inner speech. Behavioral changes are related to qualitative 
and quantitative shifts in children´s cognitive proficiency. With the increasing internalization 
of self-directed speech, cognitive functioning becomes more efficient, although it must be kept 
in mind that children with cognitive, language, and behavior problems are delayed in their de-
velopmental of inner speech and seem to benefit from using overt verbal strategies. Thus, self-
directed speech and in particular inner speech, has an important role in self-guided cognition 
and behavior in childhood. Moreover, language skills have been proposed as essential for the 
development of self-directed speech and for cognitive performance. Accordingly, lower lan-
guage skills, as well as atypical language development, result in lower levels of cognitive func-




order to promote cognitive functioning in childhood, and to prevent cognitive deficits in chil-
dren with lower language skills, it is important to understand individual differences in the un-
derlying mechanisms in the relation between language and cognition. However, on the basis of 
Vygotsky’s work, one mechanism likely explain the relation between language skills and cog-
nitive functions is self-directed speech, such as that children who have higher language skills 
are more able to use self-directed speech to regulate their actions and behavior, which in turn 
drives cognitive development. Verbal mediation of cognition have been investigated in children 
with and without language impairment, although it is not clear whether the association between 
language and cognition can be explained by variance in the quantity and quality of self-directed 
speech. 
As behavioral studies have shown, the internalization of language and the use of inner speech 
seems to be important for cognition. This raises the question of whether inner speech is the 
same in this regard as overt speech. However, to answer this question, studies are needed in-
vestigate biological changes in the development of inner and overt speech. This is important as 
behavioral investigations have to study inner speech by means of observable markers in which 
overt speech serves as a replacement of inner speech. In behavioral studies one approach to 
skirt this difficulty is the articulatory suppression. Findings from the susceptibility effect on 
cognitive performance, however, are mixed. As mentioned earlier, Vygotsky claimed that a 
correct understanding of the psychological nature of inner speech is important to clarify the 
complex relationship between thought and word. Thus, neuroscientific methods can be used to 
investigate differences between inner and overt speech in the brain, although these relations are 
highly debated. Thus, neuroscientific research actually focusing only on the differences be-
tween inner and overt speech. Some studies have noted the difference in the premotor and motor 
regions, which suggests that inner speech is overt speech without articulation. Other studies 




inner speech from overt speech, it might be prove informative to focus on children´s and adult´s 
brain functions to compare neural processes of the two speech forms.  
Thus, the present dissertation is aimed at contributing new information about behavioral and 
biological aspects of self-directed speech in the transition from overt to inner speech. By means 
of various behavioral approaches as well as neuroscientific methods, otherwise independently 
examined research fields are integrated into one work. The presented dissertation was therefore 
guided by three broad research questions: 
 
1. What role does self-directed and inner speech play in the relation between language   
     and cognition in children?  
2. What distinguishes inner speech from external (overt) speech in adults?  
3. What are the differences between overt and inner speech in children? 
 
Each of the following studies investigated selected aspects of these broad questions in detail. 
With regard to the behavioral aspects of self-directed speech, the underlying mechanism of the 
relation between language and problem-solving was investigated in preschool children using 
three different approaches (analysis quantity and quality of self-directed speech, articulatory 
suppression, triggering self-directed speech). With regard to the biological aspects of inner 
speech, the focus was on the temporal dynamics and underlying brain regions of inner speech 
in contrast to overt speech using two neuroscientific methods simultaneously. While the fNIRS 
can identify neural networks, it is important to investigate their dynamics by means of EEG to 
study the neural mechanisms of language production (Kell, 2014). Thus, the combination of 
both methods allows a more fine-grained picture of the differences between inner and overt 
speech by the combination of spatial and high temporal resolution of neural brain activations 
(Wallois et al., 2012). However, there are a lot of fMRI studies showing topographical differ-




Assessing EEG simultaneously to fNIRS was especially done in order to better define at which 
concrete speech production processing stage in time differences between inner and overt speech 
occur. In spite of the plenty of fMRI studies it is however important to replicate previous find-
ings to get a more concrete picture about inner speech. Both neuroscientific studies involve the 
same experimental design to examine the differences in the adult’s brain as a basis for the ex-
amination of such differences in the child’s brain. 
The present dissertation focuses on preschool and primary children because children’s self-
directed speech and EF go through significant changes at this age range (Diamond, 2013; Hong-
wanishkul et al., 2005; Korkman, Kemp, & Kirk, 2001; Winsler et al., 2000; Winsler et al., 






2 Study Designs and Methodologies 
Empirical studies with different methodological approaches were designed in order to investi-
gate the research questions described above. In order to investigate the behavioral significance 
of self-directed speech (including private as well as inner speech), three different approaches 
were conducted during the execution of the Tower of London task (Shallice & Burgess, 1996): 
a) a dual task method (articulatory suppression), b) triggering self-directed speech, and c) ana-
lyzing the quantity and quality of self-directed speech. As a prerequisite for the study of bio-
logical significance of inner speech, two neuroscientific methods were used: a) electroenceph-
alography and b) functional near-infrared spectroscopy. This chapter presents an overview of 
the methods used in the current studies; the Tower of London task will be introduced in study 1 
(Chapter 3). Next, the methodology of EEG and fNIRS will be described in study 2 and 3 
(Chapter 4 and 5).  
 
2.1 Behavioral Methods  
 
2.1.1 Tower of London 
In many situations beyond everyday and academic lives, the ability to plan ahead and to solve 
problems is essential for effective functioning (Unterrainer et al., 2015). The ability to plan is 
proposed to be involved in every cognitive activity which entails mental modelling and antici-
pation of the consequences of actions prior to the action execution (Goel & Grafman, 1995; 
Unterrainer et al., 2015). However, to plan and to solve a problem cannot be separated from 
one another, as solving problems invariably also involves planning processes. The ability to 
solve problems is defined as a multi-step process which requires two distinct states, in which 
the agent is in one state and wants to be in the other state. At the same time, it is not apparent 
how the transition from one state to the other might be bridged. The multi-step process involves 




and alternatives (Planning), implementing solutions (Execution: Intending/rule use), and, when 
necessary, the modification of the solution (evaluation: error detection/correction) (Goel et al., 
1997; Shallice & Burgess, 1996; Tucha & Lange, 2004; Zelazo & Müller, 2002).  
For measuring planning and problem-solving ability, a commonly used measure is the Tower 
of London task (ToL; Shallice & Burgess, 1996). The Tower of London is a disc-transfer par-
adigm requiring participants to move three coloured discs (or balls) on three pegs from an initial 
state into a goal configuration using as few moves as possible (Fig. 2). During the task, the 
participants have to bear some rules in mind: only one disc at a time can moved from one peg 
to another peg; the pegs with descending lengths could hold only three, two, or one disc, re-
spectively (Berg & Byrd, 2002). It requires participants to remember rules, hold disc locations 
in mind, inhibit the tendency to move discs incorrectly, and attend to the correct rule or se-
quence of discs (Morrison et al., 2010). The ToL cannot distinguishes the three core executive 
functions, instead it is attributed to represent complex executive functions that require an inte-
gration of core EF. A study of Bull, Espy, and Senn (2004) showed that inhibition, measured 
with the Shape School Task, predicted ToL performance (correctly solved items by summing 
the points according to task difficulty, e.g., 2-move-item = 2 points, 3-move-item = 3 points) in 
preschool children which was more predictive on more complex ToL trials. The authors sug-
gested that when the children were told the number of moves needed for each trial it may result 
in the children inhibiting the action response of immediately moving the discs. Thus, without 
such constraint it may be possible that children just keep moving the discs until the end-goal is 
reached. Furthermore, their results showed that shifting ability predicted ToL performance on 
more complex items whereby the children had to shift between different subgoals for task com-
pletion. However, the study could not find evidence that short-term memory is related to ToL 
performance. Another study using a computerized version of the ToL in children and adults 
(age range 8-30 years) found some evidence that rather visuo-spatial span correlated with more 




degree than response inhibition measured with the Antisaccade task which correlated with 3-, 
4- and 5-move items (Asato et al., 2006). Similar as in the study of Bull, Espy, and Senn (2004) 
the authors instructed the participants to plan ahead prior to responding and were told the num-
ber of moves needed for each trial. In contrast, a study of Unterrainer et al. (2004), using also 
a computerized version of ToL, in adults, did not find any correlation between ToL performance 
(summed number of moves for the correctly solved trails) and visuo-spatial working memory 
(Corsi Block forward and backward) but with verbal working memory (digit span backwards). 
However, they found that non-verbal intelligence measured with Raven´s Standard Progressive 
Matrices was the only significant predictor on ToL performance. Here, the participants were 
also instructed to plan the problems ahead before re-arranging the discs. Another study using 
also a computerized version of the ToL in 9- to 20-year-olds revealed that high false alarm rates 
for go and no-go trials were associated with more moves to complete 3-, 4-, and 5-move-items 
and that high target detection hit rates were associated with greater number of perfect solutions. 
Furthermore, they found a positive correlation between digit span forward and backward and 
the total number of perfect ToL solutions on 3-, 4-, and 5-moves. The participants also received 
the information about the number of moves needed for each trial but were not explicitly in-
structed to plan ahead (Luciana et al., 2009). A study of Dias and Seabra (2012) found a positive 
correlation between ToL performance (total score of correct solved items) and shifting (Trial 
Making Test), selective attention (Cancellation Attention Test), auditory and visual working 
memory (Auditory and Visual Working Memory Test) but not for interference control (Stroop 
Test) in 11- to 14-year-olds. However, the simplest problems (2- and 3-moves) were associated 
only with auditory working memory while the most complex problems (4- and 5-moves) were 
correlated with shifting, auditory and visual working memory. Regression analyses showed that 
only auditory working memory performance contribute to ToL performance after controlling 




tion, shifting and working memory. However, the results varied depending on the age, the in-
struction of ToL and the EF tasks. Especially age differences can explain the differences in 
associations due to EF are still be developing which may explain why some EF serves as pre-
dictor in adults but not in children. Nevertheless, it can be concluded that the ToL task integrate 
different executive functions and thus serves as a measurement of complex EF. 
 
 
Fig. 2. Illustration of the Tower of London task. a. The aim of the ToL task is to match the goal configuration by 
starting from an initial state. b. Example of a 3-move problem.    
 
Consistent with the instruction in the ToL manual, the subjects were asked to re-arrange the 
discs on the board to match the goal configuration with the minimum number of moves needed 
to solve the problem and by informing the examiner of the number of moves they required 
(Tucha & Lange, 2004) which was also used in some studies mentioned before (Asato et al., 
2006; Bull et al., 2004). In developmental studies, however, the instructions usually varied in 




number of moves. Rather the participants were asked to either plan the moves ahead mentally 
and to tell the experimenter the minimum number of moves it would take to match the goal 
configuration (the participants had to say how much moves they need; called as planning phase) 
or the participants were solely instructed to change the configuration of the discs on the pegs in 
the minimum number of moves (Albert & Steinberg, 2011; Fernyhough & Fradley, 2005; Gun-
zenhauser et al., 2019, 2020; Korkman et al., 2001; Lidstone et al., 2010, 2012). In these studies, 
the planning and problem-solving performance was measured as the number of perfect moves 
(i.e., items solved in the minimum possible number of moves) across different task difficulty 
levels defined by the minimum number of moves. Additionally, those studies involving a plan-
ning phase that scored an item as correct if the participants both named and correctly demon-
strated the minimum number of moves (moving phase). Depending on these different instruc-
tions the studies use either the term of planning or of problem-solving ability. The present dis-
sertation used the term of problem-solving ability because the preschool children were not ex-
plicitly told to plan ahead. Concerning the above described definition of problem-solving abil-
ity, however, it can be assumed that planning is included in the process of solving a problem.  
Studies revealed that the ToL is suitable not only for measuring the problem-solving perfor-
mance but also for measuring children´s self-directed speech. To investigate self-directed 
speech, some studies encouraged/prompted the children to talk while they solve the problem to 
maximize the children´s speech (Abdul Aziz et al., 2016b; Fernyhough & Fradley, 2005; Gun-
zenhaser et al., 2017). Other studies examined children´s self-directed speech by impeding it 
using a dual task paradigm. In the dual-task method, children are asked to repeatedly pronounce 
a word while working on the ToL (articulatory suppression) (Gunzenhauser et al., 2019; Lid-
stone et al., 2010, 2012). The articulatory suppression was conducted mostly with  
7- to 10-year-old children. However, this approach has not been investigated in preschool chil-
dren so far. Thus, the present dissertation (see Chapter 3) is aimed at integrating articulatory 




quantitative and qualitative analysis of self-directed speech) for examining self-directed speech 
in preschool children. A third approach to investigate children´s self-directed speech during the 
ToL is to analyze it by quantitative and qualitative dimensions (Fernyhough & Fradley, 2005; 
Lidstone et al., 2012; Gunzenhauser et al., 2020).  
The present dissertation used these three approaches to get a clearer picture about the function 
of self-directed speech in preschool children. Each approach has its advantage and disad-
vantage. Prompting self-directed speech can indeed maximize it but not necessarily represent 
the “natural” self-directed speech. Hence, it can be that children talking out loud being in-
structed to cannot be examined of whether they would naturally benefit from using more inter-
nalized forms of self-directed speech (Gunzenhauser et al., 2020). To skirt this problem, one 
possible approach is to analyze quantitative and qualitative dimensions of self-directed speech. 
This allows for a more fine-grained picture about the function of self-directed speech to help 
children by using specific strategies. A difficulty with taking overt self-directed speech (private 
speech) as a direct replacement of inner speech is that a child who uses extensive private speech 
could mirror a lack or delay in internalization, while a child who is outwardly silent could be 
using inner speech all of the time (Alderson-Day & Fernyhough, 2015). Thus, by using the 
articulatory suppression approach it is possible to skirt this difficulty. By combining all ap-
proaches, the first study aims to benefit from the advantages and eliminate the effect of these 
disadvantages to disentangle the underlying mechanism of the relation between language skills 
and EF performance. 
 
2.2 Neuroscientific Methods 
The electroencephalography (EEG) and functional near-infrared spectroscopy (fNIRS) - apart 
from neuroimaging techniques such as functional magnetic resonance imaging (fMRI), positron 




methods used to study the neural basis of cognitive processes. Each of the neuroimaging tech-
niques has its advantages and disadvantages, most notably in terms of temporal and spatial 
resolution, as well as children´s tolerance of the technique. It should also be noted that each 
technique addresses a different aspect of brain activity. The EEG and fNIRS have a higher 
temporal resolution in contrast to fMRI and PET, which have a high spatial resolution. Further-
more, EEG and fNIRS are suitable for use from children born prematurely to the elderly (Lloyd-
Fox et al., 2010; Wallois et al., 2012). While EEG is very powerful in detecting brief processes 
in the range of milliseconds, fNIRS provides a better location but over a longer timeframe due 
to the sluggish hemodynamic response of the fNIRS signal (Obrig & Villringer, 2003). Thus, 
these methods are complementary because they allow the combination of spatial and high tem-
poral resolution of neural brain activations (Wallois et al., 2012). EEG and fNIRS can be com-
bined for simultaneous acquisition that provides two neuroscientific data points in one partici-
pant. Further advantages of both methods is that they are less susceptible to data corruption by 
movement artifacts and its soundless measurement (de Zubicaray et al., 2001; Lloyd-Fox et al., 
2010). Therefore, the fNIRS and EEG are the preferred choice of neuroimaging methods suit-
able for studying speech production (Costa et al., 2009; Hull et al., 2009; Moriai-Izawa et al., 
2012; Strijkers et al., 2010; Wallois et al., 2012). Further advantages of combining EEG and 
fNIRS are that these methods can be used in participants of any age, have no known side effects, 
and both techniques are non-invasive (Wallois et al., 2012). Thus, to study the neural mecha-
nisms of language production it is important to combine fNIRS and EEG because the fNIRS 
can identify neural networks, while the EEG can identify their dynamics (Kell, 2014).   
2.2.1 Electroencephalography 
 
2.2.1.1 Physiological Principles of the EEG 
The EEG primarily measures synchronous activation of synaptic activity in a large population 




stimulation (Jackson & Bolger, 2014; Lopes da Silva, 2010; Wallois et al., 2012). When neu-
rons are activated, they generate time-varying electrical currents. These electrical currents are 
generated by ionic currents at the level of cellular membranes. Two main forms of neural acti-
vation are distinguished: depolarization, which produces excitatory potentials (EPSPs) and re-
sults in the action potential, and hyperpolarization, which produces inhibitory potentials (IP-
SPs) of the postsynaptic membranes. Accordingly, as the electrical currents are excite or inhibit 
the postsynaptic neuron, the cellular membranes changes their membrane permeability, which 
produces a membrane potential. The action potential consists of a fast change in membrane 
potential, such that the intracellular potential jumps from negative to positive state (depolariza-
tion) or to a negative state (hyperpolarization), then returning quickly to the resting intracellular 
negativity (repolarization) (Jackson & Bolger, 2014; Lopes da Silva, 2010). The EPSPs and 
IPSPs depend on the neurotransmitter and corresponding receptor, as well as their interactions 
with ionic channels (Lopes da Silva, 2010). The EPSPs produce an extracellular negativity 
while the IPSPs produce an extracellular positivity at neuron´s dendrites. The different polarity 
of the potentials generates a dipole, which produces electrical fields that can be recorded by 
means of EEG-electrodes. Because a single neuron´s dipole is too small to be measured, EEG 
electrodes detect the sum of multiple neuron´s dipoles in a region (Jackson & Bolger, 2014). 
The EEG measures two types of dipoles: radial dipoles (Fig. 3a and b), which are oriented 
perpendicular to the skull surface, and tangential dipoles (Fig. 3c), which are oriented parallel 
to the skull surface. Because dipoles have a positive and a negative side, tangential dipoles will 
produce both a positive and negative deflection at different regions of the scalp (Fig. 3c), while 





 Fig. 3. Schematic presentation of dipoles. Radial dipoles (a, b) generate one direction of reflection, and tangential 
dipoles (c) produce both directions of deflection (adapted from Jackson and Bolger, 2014). 
 
As the EEG measures the sum of negative and positive ends of dipoles in a certain region, 
neurons must be arranged in parallel and be synchronous in activity. This means that the neu-
rons have to be arrayed in the same orientation so their signals can summed and form a larger 
signal that can be measured. The polarity measured by scalp applied electrodes depends on the 
potential near dendrites in radial oriented neurons because these dendrites and their local polar-
ity of the extracellular fluid will be closer to the scalp. Thus, the EEG measures the summation 
of the extracellular fluid rather than intracellular fluid. However, the EEG cannot determine if 
an activity is excitatory or inhibitory, as a neuron can receive an IPSP near the soma which 
produces an extracellular positivity, or an EPSP at the dendrites which produces an extracellular 




EPSP at the apical dendrites, both of which would be measured as a negative polarity in the 
EEG. Similarly, the neuron in Fig. 3b could be receiving either an EPSP near the soma or an 
IPSP at the apical dendrites, both of which would be measured as a positive polarity in the EEG 
(Jackson & Bolger, 2014; Lopes da Silva, 2010).    
 
2.2.1.2 Technical Principles of the EEG 
The technical function of the EEG consists of the acquisition, amplification, and filtering of the 
brain potential differences or voltage (Ebner & Deuschl, 2011). The instruments used to meas-
ure the EEG consist of electrodes placed on the scalp which measures the sum of dipoles (Jack-
son & Bolger, 2014). Today, electrodes are typically placed within an elastic cap of different 
sizes that can easily positioned on the head by arranging the electrodes according to the inter-
national 10-20 system (Jasper, 1958; Sharbrough et al., 1991). The standardization of electrode 
placement was introduced by Jasper (1958) to facilitate the comparison of results taken from 
different laboratories and to ensure that electrodes measure the electrical current  in terms of 
brain regions (frontal, temporal, partial, etc.). Thus, the placement is determined by skull land-
marks in order to ensure accurate and consistent measurement regardless of the skull size and 
shape. This nomenclature is marked by five points along the anterior-posterior measurement 
(i.e., the distance between nasion (bridge at the nose) and inion (bump of the back of the head)): 
Frontal pole (Fp), Frontal (F), Central (C), Parietal (P), and Occipital (O). The first point, the 
frontal pole, has a distance above the nasion of 10%; the second point (F) is 20% of the distance 
back from the frontal pole; the next points (C, P, and O) are each 20% apart (Fig. 4). Accord-
ingly, the nomenclature was named by Jasper (1958) as the 10-20 system. When, for example 
the distance between nasion and inion is 30 cm, 10% of the distance between nasion and Fp 
will be 3 cm and 20% will be 6 cm. According to the same scheme the vertex electrodes are 
placed left (C3, T3) and right (C4, T4) from the vertex (Fig. 4). The numbers of the electrodes 




even numbers, right hemispheric electrodes. All electrodes on the midline between nasion and 
inion are named with an addional z (for zero). In total, the principle provides 21 standard elec-
trode positions. However, the number of electrodes increased over the past decades, with the 
10-20 system being enlarged by the American Electrographic Society in 1991 (Sharbrough et 
al., 1991).  
 
Fig. 4. 10-20 system. Lateral view of the skull to show the measurement from nasion to inion, and vertex. The 
lines illustrate the 10-20 arrangement (adapted from Jasper, 1958).  
 
In order that a voltage can be recorded, a reference electrode is necessary. The recording can 
occur mono- or bipolarly. In the monopolar recording, a reference electrode is placed where no 
or minimal electrical activity is present and is referenced against each another electrode. The 
voltage of the reference electrode is subtracted from the active electrode. The bipolar recording 
occurs between two active electrodes (Ebner & Deuschl, 2011). To avoid common-mode gain, 
a ground electrode is also required. For recording the brain signal, electrode gel is needed be-
cause the skull, skin, hair, and air are poor conductors of electricity. The EEG measures elec-
trical activity that arises from the brain but also from other sources such as electronical devices, 




participants also produce several internal noises such as muscle or eye movements, sweating or 
their pulse. Accordingly, successful measurement of the brain signal depends on the minimizing 
the external and internal noise. The external noise can be minimized through two means: a 
passive shield or through active electrodes. A passive shield refers to a Faraday cage that sur-
rounds the region to be shielded and cancels out electromagnetic radiation (either as a shielded 
room or shielded electrodes). Active electrodes, used for study 2 and 3, are provided with an 
amplifier as close to the electrode as possible. The purpose of an amplifier is to maximize the 
brain signal. That means, as the amplified brain signal passes through the wire external noise 
can be introduced, resulting in a quite large signal being recorded by the computer. On these 
grounds, it is important to reduce the impedance to as low as possible allowing the amplifier to 
tolerate a weaker signal. The internal noise cannot be entirely eliminated during the process of 
data collection but can be minimized by controlling participant’s behavior or environmental 
factors. Nevertheless, internal noises must be minimized with various methods after the record-
ing through filtering and artifact detection (Jackson & Bolger, 2014).   
 
2.2.1.3 EEG Frequency Bands 
The EEG signal, representing the sum of oscillations, co-varies strongly with different levels 
of arousal and consciousness, depending on the biological, pathological, and psychological sta-
tus of the study subject. There are some prominent activities that are the object of neurocogni-
tive studies, such as the delta, theta, alpha, beta, and gamma rhythm (Lopes da Silva, 2010): 
 Delta (1-4 Hz) and theta (4-8 Hz) rhythm: The delta and theta synchronizations are 
characterized as low-frequency rhythms that occur during non-REM sleep (delta) and 
during REM sleep (theta) (Buzsáki, 2002; Lopes da Silva, 2010).  
 Alpha rhythm (8-12 Hz): The alpha activity occurs in relaxed and awake participants 




pha oscillations are also related to learning, attention, and memory (e.g., Freyer, Be-
cker, Dinse, & Ritter, 2013; Jensen, Gelfand, Kounios; Lisman, 2002; Lopes da Silva, 
2010, & Klimesch, 2012).   
 Beta (13-30 Hz) and gamma (30-70 Hz) rhythm: The beta and gamma activities are 
characterized as high-frequency rhythm that occur during a state of enhanced attention 
(beta), vigilance (beta), and active information processing (gamma) (Lopes da Silva, 
2010).  
 
2.2.1.4 Event-related Brain Potentials (ERPs) 
Time-locked EEG, called event-related potentials, helps to capture brain responses related to 
sensory and cognitive processes. ERPs were elicited by various sensory, motor or cognitive 
events and reflect the summed activity of postsynaptic potentials of a large number of synchro-
nously firing neurons (Sur & Sinha, 2009). ERPs are, thus, very small voltages generated in the 
brain in response to a specific stimulus or event. ERPs were selected from the ongoing EEG 
activity by averaging EEG epochs which requires the repeated input of the same stimuli several 
times (Blackwood & Muir, 1990). While the spontaneous EEG is distributed randomly (i.e., is 
different from event to event), repeating the stimulus several times evokes a similar pattern of 
electro cortical activity (i.e., is the same from event to event). In this way, ERPs can be extracted 
from the spontaneous EEG through averaging techniques. In several steps of averaging, the 
noises were reduced such that the ERP signal became clearer. Because ERPs contribute to the 
generation of different amplitudes and latencies, averaging an ERP for a specific period can 
result in both positive and/or negative amplitudes. Negative amplitudes are named with N and 
positive amplitudes with P, as well as with a number indicating the time in milliseconds when 
the potential occurred after stimulus onset, e.g., P300 refers to a positive potential with a peak 
after 300 ms. However, to investigate these ERPs, the comparison with a neutral time period is 




recorded activity before the stimulus appeared (Kutas & Van Petten, 1994). ERPs can be di-
vided in two means: exogenous (sensory) and endogenous (cognitive) ERPs. The former re-
flects the neural activity in the sensory system itself and is generated regardless what the par-
ticipant is thinking. This means that sensory ERPs are quite independent of any response that 
the participant subsequently makes. The latter reflects the evaluation of a stimulus by the par-
ticipant and is dependent on the participant’s motor, cognitive, affective, and motivational re-
sponse (Blackwood & Muir, 1990). 
Studies on word production have focused more on latencies than amplitudes, for example dur-
ing go/no-go decision tasks on lexical stress locations (Schiller, 2006), semantic and phonolog-
ical information (Guo et al., 2005), during interference tasks (Costa et al., 2009) or during cog-
nate effect tasks (Strijkers et al., 2010). These studies, for example, identified negative or pos-
itive peaks around 200-300 ms, indicating the process of lexical access (lemma retrieval and 
phonological code retrieval), and around 300-400 ms indicating the phonological encoding (see 
Indefrey, 2011 for an overview). Thus, event-related potential analyses were used in study 2 
and 3.  
 
2.2.2 Functional Near-Infrared Spectroscopy 
 
2.2.2.1 Physical Principles of the fNIRS 
While EEG is very powerful in detecting brief cognitive processes in the range of milliseconds, 
fNIRS provides a better localization of these processes. Compared to fMRI, the fNIRS can be 
used to monitor not only reduced hemoglobin, but also oxygenated and total hemoglobin, as 
well as reflecting the changes in local blood volume (Wallois et al., 2012). 
fNIRS measures hemodynamic oxygenation changes by detecting changes in emitted light in-




2003; Villringer & Chance, 1997). The measurement is based upon three physiological condi-
tions: biological tissue is relatively transparent for light within the range from 600 to 1000 nm 
(infrared light).  Oxygenated and deoxygenated hemoglobin (oxy-Hb, deoxy-Hb) have charac-
teristic absorption properties in this spectral range and changes in the cerebral tissue lead only 
to minor variations in scattering (Obrig, 2002). The near-infrared light can penetrate to a sig-
nificant depth in the cortical tissue (i.e., 1 to 2 cm) without being extensively absorbed by back-
ground tissue constitutes (Obrig & Villringer, 2003; Wallois et al., 2012). However, light below 
650 nm is too strongly absorbed by hemoglobin and above 950 nm too strongly by water. Thus, 
the spectral range of the “optimal window” is found at around 800 nm due to oxy-Hb and deoxy-
Hb having different maxima and minima in their absorption spectra (Scholkmann et al., 2014). 
Light and biological tissue interact primarily in two means: absorbtion and scattering. Hemo-
globin functions as chromophores (c) which absorb, reflect and scatter light that is thus attenu-
ated (light attenuation A). In the near-infrared light spectrum, only a small portion of light is 
absorbed by the hemoglobin while the majority of it leaves the tissue and is detected by light 
emitters. The difference between the emitted and the detected light intensities is determined by 
the oxygenation of the hemoglobin and thus indirectly reflects brain activity (Obrig, 2002; Wal-
lois et al., 2012).  
Each chromophore has a typical spectrum of absorption, which what means that oxygenation 
changes lead to a change in tissue absorption at different wave lengths (Obrig, 2002). Secondary 
to changes in brain activity, the concentration of oxy-Hb and deoxy-Hb varies. Hence, the 
amount of detected light changes depending on the absorption in the activated brain region 
(absorption coefficient µa) and the time required for the non-absorbed light to be emitted from 
the cortical tissue after different events of scattering (scattering coefficient µs). The different 
spectra of absorption enables the differentiation of the oxygenation changes in oxy-Hb and 




Buckow, 2008; Obrig, 2002; Obrig & Villringer, 2003). These changes are similar to differ-
ences in the color of arterial and venous blood (Rossi et al., 2011). The variations in the two 
chromophores can be calculated from changes in optical densities by using the modified Lam-
bert-Beer-Law. It is necessary to use the modified law, as it compensates for the highly light 
scattering nature of biological tissue that makes the quantitative measurement of light changes 
impossible (Cope & Delpy, 1988). The original Lambert-Beer-Law was first discovered by 
Bouguer in 1729 (Bouguer, 1729) and is often attributed to Lambert, although he cited 
Bouguer´s work (Lambert, 1760). The law was extended by Beer to quantify concentrations 
(Beer, 1852). The law describes the relation between the light attenuation (A), which is optically 
characterized by the absorption (µa) and scattering (µs) coefficient, and the concentration of 
chromophores/absorber (c) in the cuvette model (see Fig. 5). In an idealistic cuvette model with 
the assumption that no scattering takes place (µs = 0; with endless dilute solutions), the con-
centration of a substance can be determined by the absorption coefficient (Fig. 5, photon 2). 
With the assumption of µs = 0, the absolute concentration of chromophores can be calculated 
with the Lambert-Beer-Law (Buckow, 2008; Obrig, 2002): 
 � = log � =  � ∗ ∗     =  ��∗  with: µa =  ɛ * c; µs = 0 
with: 
A = light attenuation; Io = emitted light intensity; I = detected light intensity; ɛ = extinction 
coefficient in mol/l-1 cm-1 (i.e., specific absorption of the chromophores); c = concentration of 
the chromophores (absorber) in mol/l; d = geometric distance (cuvette width). In the original 
Lambert-Beer-Law the extinction of the light (Io/I) is proportional to the concentration (c) of 
the chromophores multiplied by the constant extinction coefficient (ɛ) for the particular ab-




are either transmitted in a straight line directly to the detector (Fig. 5, photon 1) or absorbed 
(Fig. 5, photon 2) (Villringer & Chance, 1997). 
However, in biological tissue, absorption and scattering cannot be separated (Obrig, 2002). 
Thus, the Lambert-Beer-Law is only valid in non-scattering media and cannot be applied to 
biological tissue (Scholkmann et al., 2014). To calculate the changes of µa in biological tissue, 
the highly scattering nature of biological tissue must be therefore considered. This scattering is 
mostly caused by membranes, cells, and boundary surfaces between tissue layers (Buckow, 
2008). Nevertheless, to identify concentration changes of the chromophores, a constant scatter-
ing is assumed (Cope & Delpy, 1988). This assumption is based on the fact that the scattering 
in the tissue is indeed high but constant over the time of measuring. In other words, it is assumed 
that the biological tissue has background properties (fixed absorbers such as melanin, water, fat 
and, therefore, constant scattering) which influences the light attenuation, but that changes of 
µa occur only through dynamic chromophores (e.g., oxy-Hb and deoxy-Hb). Thus, changes in 
the cerebral blood flow, which is marked by concentration changes in oxy-Hb and deoxy-Hb, 
influences the absorption coefficient of the tissue more than the scattering coefficient (domi-
nated by cell density) (Obrig, 2002). Under this assumption, concentration changes can be cal-
culated with the modified Lambert-Beer-Law. The modified formula, which is needed for 
higher substance concentrations and higher scattered mediums, considers the longer path length 
of the light (see Fig. 5, photon 3) and the loss of light (see Fig. 5, photon 5) due to scattering 
(Buckow, 2008; Delpy et al., 1988; Villringer & Chance, 1997): 
 � =  � ∗ ∗ ∗ �� +          
 
The modified Lambert-Beer-Law was therefore completed with a term G, which is a measure 
of the signal loss and a term DPF, which accounts for the longer path length than the original 




term G and DPF is assumed to be constant over the time of measuring (Buckow, 2008). The 
term G is dependent on the geometry and unknown factors, which makes the determination of 
the absolute chromophores concentration not possible. The term G can be neglected when the 
deviation over the time is considered (ΔA(Δt,λ) = A(t1,λ ) - A(t0,λ)), under the assumption that 
the emitted light intensity remains constant (Io). If different chromophores contribute to the 
light attenuation than the total attenuation must include the part attenuation of the absorbed 
chromophores. Thus, the formula for a specific wavelength (λ) is as follows (Buckow, 2008; 
Villringer & Chance, 1997): 
 ∆� λ =  ∑ [�� λ ∗ ∆ � ∗ �� λ + d]�     
 
A, ɛ, and DPF depend on the wavelength λ. The index i indicates the particular chromophore 
(e.g., oxy-Hb or deoxy-Hb). If discrete wavelengths are used, the number of wavelengths cor-
responds with the number of chromophores.   
The converted formula to determine the concentration changes in oxy-Hb and deoxy-Hb is as 
follows (Scholkmann et al., 2014): 
 
∆ [� − �] = ∗ �[� − �]λ ∗ �[ � − �]λ ∗ ∆� λ�� λ  
 
∆ [ � − �] = ∗ �[� − �]λ ∗ �[ � − �]λ ∗ ∆� λ�� λ  
 
However, besides determining the oxy- Hb and deoxy-Hb, the total hemoglobin (tot-Hb) can 




while oxy-Hb increases. In the most cases, this results in an increase of tot-Hb which represents 
the corpuscular blood volume (Obrig, 2002).   
 
 
Fig. 5. Absorption and scattering in the cuvette model. The attenuation of the light is measured between the light 
source (Io) and the detector (Ix). The light flies through a medium with an optical density (OD), which is charac-
terized by the absorption (µa) and scattering (µs) coefficient, in a cuvette with a certain width (d). The original 
Beer-Lambert-Law holds as long as a photon (numbered arrows) is either transmitted in a straight line directly to 
the detector (photon 1) or absorbed (photon 2) under the requirement of endless dilute solutions (µs =0). The 
concentration of an absorber (c) can be thus calculated through the light attenuation. However, an absorber can be 
located in the shadow of another absorber, resulting in the concentration being too low. In biological tissue with 
higher substance concentrations and significant light scattering, the original Beer-Lambert-Law cannot determine 
of whether a photon was absorbent (photon 2), scattering (photon 3), or both (photon 4). Further, it cannot calculate 
of whether the light is transmitted in a straight line directly to the detector (photon 1), if it is lost (photon 5), or has 
a longer path length (photon 3) due to light scattering. Thus, the formula must be modified, as described in the text 





The modified Lambert-Beer-Law serves only in continuous wave approaches (CW; i.e., without 
time resolution) for quantifying chromophore concentrations (which was used for the present 
dissertation). The term CW means that the instrument is based on a light intensity measurement 
(i.e., light is emitted into the tissue and the intensity of the re-emerging light is measured). In 
contrast, time resolved techniques additionally measures the time of flight (i.e., the time that 
the light needs to travel through the tissue). The disadvantage of CW systems is that the optical 
properties of tissue (i.e., µs and µa) cannot be fully determined and therefore oxy-Hb and de-
oxy-Hb cannot be determined absolutely (Scholkmann et al., 2014). However, CW systems can 
provide a measurement of relative concentrations changes of oxy-Hb and deoxy-Hb in the time 
course, such as between cognitive activation and a baseline condition (Fallgatter et al., 2004). 
In general, the fNIRS allows only a “blurry image” of activated brain regions and is therefore 
not as accurate as in the fMRI. However, this disadvantage can be acceptable secondary to the 
rather undemanding technical requirements of fNIRS and a high specificity for the parameters 
monitored. Thus, compared to the fMRI, the fNIRS permits a better quantification of the con-
centration changes of chromophores (Obrig, 2002; Obrig & Villringer, 2003).     
 
2.2.2.2 Physiological Principles of the fNIRS 
The physiological basis of the fNIRS is the neurovascular coupling. It postulates a close tem-
poral and spatial relation between neural activation and changes of the regional cerebral blood 
flow of the brain. The activation of a neuron leads to an increase in energy demand and thus to 
an increase of the cerebral blood volume (rCBV) and cerebral blood flow (rCBF), whereby the 
concentration of oxy-Hb and deoxy-Hb changes (Buckow, 2008; Obrig & Villringer, 2003; 
Wolf et al., 2002). After the neural brain activity increases, the rCBF increases, which initially 
causes a decrease in deoxy-Hb followed by an increase in oxy-Hb (hyperoxygenation, intital 
dip) and an increase of tot-Hb. (Obrig & Villringer, 2003; Villringer & Chance, 1997). Based 




decrease in rCBF is termed as deactivation. The decrease of deoxy-Hb corresponds to an in-
crease in blood oxygenation level dependent (BOLD) contrast in fMRI. BOLD reflects the ratio 
of non-paramagnetic oxygenated hemoglobin. That means, an increase in rCBF results in a 
decrease in the concentration of deoxygenated hemoglobin in the vasculature that surrounds the 
activated brain region which results in an increase in BOLD (D’Esposito et al., 2003). If no 
change in deoxy-Hb is seen, no activation of BOLD would be shown. Thus, deoxy-Hb is a 
relevant change, indicating cerebral activation. If oxy-Hb and deoxy-Hb increases in parallel, 
it may reflect a movement artefact or a change in systemic or extracerebral hemodynamics. 
When the rCBF increases, a localized increase in oxy-Hb and a decrease in deoxy-Hb is seen. 
If deoxy-Hb increases and oxy-Hb decreases, it reflects a deactivation. The deoxy-Hb serves as 
a highly effective endogenous contrast in fMRI and it is also expected to be effective in the 
interpretation of fNIRS, in that an increase in oxy-Hb may also reflect changes in blood pressure 
or an increase in skin blood volume (Obrig & Villringer, 2003; Villringer & Chance, 1997).  
The vascular response, however, is relatively sluggish when compared with electrophysiologi-
cal responses. It reaches its maxima around five to seven seconds after the stimulation (Aaslid, 
1987; Obrig, 2002). It is not exactly clear when the vascular response begins but the fNIRS 
measures an activation once deoxy-Hb decreases and oxy-HB increases.  
 
2.2.2.3 Technical Principles of the fNIRS - Measurement Setup 
 
In general, the fNIRS consists of optodes which send the light out and detectors which measure 
the light after it passes through the tissue. In continuous wave approaches, a calotte allows depth 
differentiation for optode-detector positioning without any time resolution of the retention time 
of photons in the tissue. The assumption is that photons reaching the detector at a longer dis-
tance will have traveled into deeper layers with a higher probability than those detected at a 




the optode-detector distance: at a minimal distance of around 0.5 cm, the fNIRS measures su-
perficial layers of activation, while at higher distances of around 3 cm and more, the fNIRS 
measures deeper layers of the brain (Obrig, 2002; Obrig & Villringer, 2003). As a detector 
receives light from different optodes, the optode has to sequentially turn on and off or the light 
intensity has to be modulated in different frequencies (Obrig & Villringer, 2003). When the 
emitted light reaches the detector, the ratio of the emitted and reflected light of the wavelength 
will be calculated on the basis of the modified Beer-Lambert Law to calculate the concentration 
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3 Study 1 - The role of self-directed speech in problem-solving 
 
3.1 Introduction 
Poorer language skills have been attributed to poorer executive functions (EF) in children (e.g., 
Abdul Aziz et al., 2016a; Botting et al., 2016; Henry, Messer, & Nash, 2012). Examining the 
underlying mechanism of this relation provides a base for helping children with poorer perfor-
mance in EF and for the promotion of academic achievement. Vygotsky (1987) theorized that 
language, in particular speech for self (self-directed speech), is essential in regulating thoughts 
and actions. This implies that one potentially underlying factor explaining the association be-
tween language skills and EF performance might be self-directed speech. Since then, studies 
have expanded Vygotsky´s work, examining either the importance of self-directed speech for 
EF performance or the importance of language skills for the development of self-directed 
speech (e.g., Fernyhough & Fradley, 2005; Gunzenhauser, Karbach, & Saalbach, 2019; Lids-
tone, Meins, & Fernyhough, 2010). However, there is a shortage on empirical investigations 
integrating these lines of research. Thus, it remains unclear whether and to what extent self-
directed speech mediates the association between language skills and EF abilities. For the pur-
pose, the present study aims at examining the role of self-directed speech in the association 
between language skills and EF, mainly the problem-solving ability, in preschool children.  
Executive Functions are a key mechanism that predicts school readiness and later academic 
success (Blair & Razza, 2007; Bull et al., 2008; Caughy et al., 2018; McClelland et al., 2007b; 
Ponitz et al., 2009; Ursache et al., 2012; Willoughby et al., 2011). EF describe aspects of cog-
nition that assist in controlling, regulating, and coordinating thoughts and actions. An influen-
tial taxonomy (Miyake et al., 2000) distinguishes three core executive functions: working 
memory, inhibitory control and attentional shifting/cognitive flexibility. Most real-life situa-
tions however cannot be reduced to requiring only one specific core EF (Diamond, 2013; 





Shallice & Burgess, 1996). Instead, complex EF, such as problem-solving, that require an inte-
gration of core EF, seem to be particularly relevant for early academic achievement (cp. Best, 
Miller, & Naglieri, 2011). Thus, the present study focuses on problem-solving ability as one 
example of complex EF. The ability to solve problems is defined as a multi-step process which 
requires two distinct states of affairs in which the agent is in the one state and wants to be in 
the other state. At the same time, it is not apparent how the transition of one state to the other 
might be bridged. The multi-step process involves defining the problem (Problem Representa-
tion), generating, evaluating and selecting strategies and alternatives (Planning), implementing 
solutions (Execution: Intending/rule use), and, when necessary, the modification of the solution 
(evaluation: error detection/correction) (Goel et al., 1997; Shallice & Burgess, 1996; Tucha & 
Lange, 2004; Zelazo & Müller, 2002). A commonly used problem-solving measure is the 
Tower of London task (ToL; Shallice & Burgess, 1996). Participants are presented with a  
3-pegged board and are instructed to move coloured discs from one peg to another to match a 
goal configuration using as less as possible moves. It requires participants to remember rules, 
hold disc locations in mind, inhibit the tendency to move discs incorrectly, and attend to the 
correct rule or sequence of discs (Morrison et al., 2010). We thus use this task in the present 
study to assess problem-solving ability in children. 
 
3.1.1 The Association between Language Skills and Executive Functions 
Longitudinal studies focusing on children with typical development showed that early expres-
sive language skills positively predict later EF in preschool children (Bohlmann et al., 2015; 
Kuhn et al., 2014; Petersen et al., 2015; Vallotton & Ayoub, 2011). Petersen et al. (2015) argued 
that language deficits may explain later inattentive-hyperactive behavior problems since their 
results showed that early language skills positively predict later executive function skills but 
not vice versa. For example, studies on children with atypical language development found that 





2006; Botting et al., 2016; Henry et al., 2012; Im-Bolter et al., 2006; Lidstone et al., 2012; 
Marton, 2008; Roello et al., 2015; Vissers et al., 2015). A study of Botting et al. (2016) con-
firmed the direction of influence by showing that language skills were mediating differences 
between hearing-impaired children and normally-hearing controls in performance on different 
EF tasks. Furthermore, children with specific language impairment (SLI) were found to be out-
performed by their peers without language deficits with respect to problem-solving (Abdul Aziz 
et al., 2016b; Lidstone et al., 2012; Sturn & Johnston, 1999). However, the processes underlying 
the association between language skills and EF performance have scarcely been investigated.  
 
3.1.2 The association between language skills and use of self-directed speech  
Young children first learn about the function of language when caregivers use language to or-
ganize, regulate and structure children´s behavior. In parallel with growing expressive language 
skills, children around 2 to 3 years of age use language on ongoing interactive activity (social 
speech; Alderson-Day & Fernyhough, 2015). Between 3 to 8 years of age children start using 
language for self-guidance. At first, they talk aloud (private speech), and later, commonly after 
the age of five, self-directed speech is being gradually internalized and, thus, transformed into 
inner speech (verbal thinking, Winsler et al., 2000; Winsler et al., 2003; Winsler & Naglieri, 
2003).  
Most studies examining the link between language skills and self-directed speech have focused 
on atypical language development. These studies showed that children with specific language 
impairment use more social speech, more private speech, and less inner speech (Abdul Aziz et 
al., 2016b; Lidstone et al., 2012). These results indicate that language deficits go along with a 
delayed development of self-directed speech.  
To our knowledge, only one study focusing on typically developing children investigated the 
association between language skills and self-directed speech  (Gunzenhauser et al., 2020). Find-





defined in terms of grammatical completeness (i.e., complete or fragmented utterances) and 
preciseness (i.e., naming the peg and/or disc of the ToL). However, only the dimension of pre-
ciseness was related to language skills.  
Notwithstanding, while some empirical evidence supports the assumption of language skills 
influencing self-directed speech, the case is far from being settled.  
 
3.1.3 The role of self-directed speech in Executive Functions  
Studies examining the role of self-directed speech on EF focused on different methodological 
approaches: (1) quantitative and qualitative analysis of self-directed speech, (2) dual task 
method, and (3) triggering self-directed speech.  
 
3.1.3.1 Quantitative and qualitative analysis of self-directed speech  
Winsler, Fernyhough, McClaren, and Way (2005) established a coding manual for assessing 
quantity and quality of self-directed speech. Quantity aspects of private speech were typically 
measured on raw number of utterances/words or utterances/words per minute (see Winsler et 
al., 2005 for an overview; Winsler & Naglieri, 2003). Quality aspects of private speech can be 
categorized, for example, in its content (i.e., referential aspects of the utterances), function (i.e., 
directing the own behavior along with the behavior), form (i.e., prosodic and syntactic aspects 
of utterances), and in degree of internalization (Cannon, Levine, & Huttenlocher, 2007; Fei-
genbaum, 1992, 1992; Lidstone et al., 2012; Winsler et al., 2005; Winsler et al., 2003). Previous 
studies attracted mostly on the internalization of self-directed speech when studying its role on 
EF. These studies showed that preschool (Abdul Aziz et al., 2016a; Fernyhough & Fradley, 
2005; Winsler et al., 2003; Winsler & Naglieri, 2003) and primary school children (Alarcón-
Rubio et al., 2014; Kray et al., 2008, 2010; Lidstone et al., 2012) perform better on EF tasks 
when they use more internalized forms of self-directed speech. The degree of internalization 





utterances as fully overt or partly overt with external signs like muttering, whispering, or inau-
dible verbal lip movements, or as party inner with inaudible and barely audible verbal lip move-
ments. Other quality aspects of self-directed speech were analyzed by Gunzenhauser and col-
leagues during the ToL (Gunzenhauser et al., 2020). As mentioned above, they analysed the 
quality of self-directed speech in terms of grammatical completeness (refers to the categoriza-
tion of whether an utterance is fragmented or complete) and preciseness (refers to the categori-
zation of whether a target word is named) by instructing children to talk out loud. However, 
their results showed that neither quantity nor quality of self-directed speech was found to be 
related to performance on the ToL task (i.e., solving the items correctly). Further, there was no 
indirect effect of language skills on performance through self-directed speech. However, the 
study involved primary school children (mean age 7.82) who might start to benefit from a more 
internalized form of self-directed speech. Some studies found that private speech peaks in the 
preschool years (between 5 and 6 years) and is gradually internalized with some external man-
ifestations like whispering, muttering or lip moving peaking at age nine (Winsler et al., 2000; 
Winsler et al., 2003; Winsler & Naglieri, 2003). This implicates that qualitative analysis of self-
directed speech might be more appropriate in preschool children. Furthermore, given the lim-
ited variance of language skills in Gunzenhauser and colleagues’ (2020) sample of participants, 
it may have been difficult to detect the influence of language skills on children’s problem solv-
ing performance. Thus, to assess the relation between quantity and quality of self-directed 
speech and ToL performance in children aged beyond school years bears the potential to get 
clearer insights of whether differences in self-directed speech can explain the relation between 
language skills and EF.  
 
3.1.3.2 Dual-task method 
The analysis of quantity and quality of self-directed speech is limited to children who talk out 





Day & Fernyhough, 2015). To skirt this difficulty another method to assess the role of self-
directed speech on EF is to impede it by using a dual task paradigm.  In the dual-task method, 
participants are asked to repeatedly pronounce a word while working on a task (articulatory 
suppression), often during the ToL (Lidstone et al., 2010). This should prevent participants 
from using self-directed speech (aloud or silent) during the task. An impaired performance dur-
ing the articulatory suppression condition in relation to a control condition (i.e., usually a tap-
ping control) can be taken as evidence that participants use self-directed speech during the task 
unless prevented from doing so. Lidstone et al. (2010) showed that children were impeded dur-
ing the articulatory suppression supporting the assumption that language serves as a cognitive 
tool in problem-solving. However, children with and without SLI did not differ in their suscep-
tibility on ToL (Lidstone et al., 2010, 2012). The authors discussed that the paradigm of artic-
ulatory suppression might be sensitive to detecting self-directed speech only if children use 
self-directed in an effective way which actually improves performance (Gunzenhauser et al., 
2019). Results showed that children with higher awareness of their self-directed speech tend to 
be more impaired by articulatory suppression during ToL performance.  
 
3.1.3.3 Triggering self-directed speech 
Children´s self-directed speech can be maximized when they receive an explicit invitation to 
talk aloud to themselves when working on a task (Frauenglass & Diaz, 1985). Studies showed 
that there is a positive association between children´s performance on EF tasks and the use of 
prompted self-directed speech (Abdul Aziz et al., 2016a; Fernyhough & Fradley, 2005; Kray et 
al., 2008, 2010; Winsler, Manfra, & Diaz, 2007). For instance, one study showed that around 
43% of the children´s sample use self-directed speech spontaneously (Aro et al., 2015). How-
ever, the authors asked children to talk out loud during a speech-action coordination task. Their 





prompted performed better on the task compared to when they did not use it. The authors sug-
gested that 5-year-old children do not typically have an awareness of their self-directed speech 
but it can be maximized when children were prompted to do so. Another study showed that 
children´s performance on a motor sequencing and counting task was improved when the chil-
dren were asked to speak aloud (Winsler, Manfra, & Diaz, 2007). This was mostly beneficial 
for younger children (age 3-5), whereas for older children (age 6) it was not equally effective. 
These results imply that triggering self-directed speech is a possible tool to examine the role of 
self-directed speech on EF. However, there are some evidences (Abdul Aziz et al., 2016b) that 
children with SLI show performance gains in ToL (i.e., solving the items correctly) when using 
self-directed speech but it remains unclear whether variance in language skills elicit differences 
in the effectiveness of prompted self-directed speech. This is relevant in early childhood care 
when teachers encourage children to talk out loud during a task of whether such prompting 
promote the cognitive performance in children with lower language skills at all.   
 
3.2 The present study 
The present study investigates the relation between language abilities and complex EF in pre-
school children by examining children`s self-directed speech. Previous research has docu-
mented that children with better language skills show better core and complex EF abilities. 
Also, studies have shown that self-directed speech is an important strategy for enhancing EF 
performance. Moreover, there is evidence that language skills are essential for the development 
of self-directed speech. However, so far these three relations have been investigated largely 
detached from one another.  
Thus, the present study aims at disentangling the underlying mechanism of the relation between 
language skills and EF performance by using three different approaches to assess self-directed 





the triggering self-directed speech. We especially focus on preschool children because chil-
dren’s EF go through tremendous change at this age (Diamond, 2002; Hongwanishkul et al., 
2005; Korkman et al., 2001). Children’s language/self-directed speech may thus be particularly 
predictive for developmental variation at his stage. Furthermore, children at around five years 
still use overt (audible) self-directed speech (private speech) but already accompanied by some 
external signs of the internalization process like whispering, muttering or lip moving (Winsler 
et al., 2000; Winsler et al., 2003; Winsler & Naglieri, 2003). Thus, the preschool age is a suit-
able time window to assess both, private speech and the beginning of the internalization process 
that can be then coded in terms of quantity and quality. Finally, given the importance of EF for 
later academic achievement, the preschool years may be a suitable time window for supporting 
the development of EF, for example, by means of language or verbal self-regulation training.  
We expect that children with better language skills would show better performance on a prob-
lem-solving task (H1). In order to test whether and to what extent self-directed speech mediates 
the association between language skills and problem-solving performance we target three re-
search questions:  
RQ1: Do language skills mediate problem-solving differences through quality  
 and quantity of self-directed speech?  To test this, children going through a version of the ToL 
were instructed to re-arrange a configuration of discs on different pegs by matching a goal 
configuration in the minimum number of moves without any other instructions (baseline con-
dition). In another version the children are requested to talk out loud during the ToL task (trig-
gering condition). In order to assess the quality and quantity of self-directed speech in both 
conditions, children were videotaped and all utterances children produce during the task were 
coded.  
RQ2: Are children with better language skills more impaired on problem-solving task than 
children with lower language skills when they were fend to use self-directed speech? Is there a 





the ToL were instructed to say the word “May” while solving the ToL items (articulatory sup-
pression condition). Speech awareness was tested by asking children five questions to their 
general consciousness of using self-directed speech.    
RQ3:  Do children with lower language skills benefit when prompting to talk aloud during the 
task? To test this, children going through a version of the ToL were instructed to talk out loud 
during the task (triggering condition).  
 
3.3 Material and Method 
3.3.1 Participants 
Ninety-three monolingual German speaking preschool children were recruited for the study. 
Potential participants who lacked capacity for informed consent, who learned more than one 
language since birth, and individuals with diagnosed hearing, or neurological disorders were 
not recruited to the study. We had to exclude 20 children from further analyses due to missing 
items in the ToL task, technical problems, or children deciding to discontinue participation. 
Thus, 73 children were included for further analyses (33 females (45.2%); age range: 4.11-6.01; 
Mage = 5.09; SD = 0.36). Children were recruited from kindergarten from middle-class urban 
areas. Parents provided background information about language development in their children. 
14 parents reported language impairment diagnoses in the developmental history of their chil-
dren (19.2%) while 11 of these children received already speech therapy (15.1%). One child 
was in therapy at the time of data collection while all other children had completed the therapy 
previously. Parents furthermore provided information about their educational background. 
Most parents held either a general certificate of secondary education requiring at least ten years 
of formal schooling (German Realschulabschluss; 30.1% of mothers and 32.9% of fathers) or 
a general qualification for university entrance (German Abitur;  54.8% of  mothers and 50.7% 





Prior to participant recruitment ethical approval was obtained from the Research Ethics Office 
of the University of Leipzig (Reference Number: 449-15-21122015). Prior to testing parental 
written informed consent and children´s verbal consent was obtained. 
 
3.3.2 General procedure 
Each child attended three one-on-one sessions at three different days in a quiet room at chil-
dren´s preschool. Each session lasted between 35-45 min. Children were informed that they 
could get off at any time and take breaks between tasks if necessary. During the first session 
children´s individual language abilities were assessed. During the second session children´s 
non-verbal intelligence was assessed. During the last session, children´s complex EF perfor-
mance and awareness of self-directed speech was assessed. Research assistants were five fe-
male students of psychology, child development research and education who had been trained 
by the first author.     
 
3.3.3 Measures 
3.3.3.1 Language Skills 
Children´s language skills were assessed with eleven short subtests covering different aspects 
of language (receptive and expressive vocabulary, taxonomic knowledge, receptive and expres-
sive grammar) using two German standardized language tests (PDSS; Kauschke & Siegmüller, 
2012; TROG-D; Fox, 2013). For each test a mean score of children´s correct answers (1 point 
for every correct answer, 0 points for incorrect answers) was calculated.  
 
3.3.3.2 Receptive and Expressive Vocabulary 
The receptive and expressive vocabulary was assessed with the Patholinguistic Diagnostics for 





the comprehension and production of nouns and verbs (80 items), and production of preposi-
tions (8 items). Each item requires the children to name objects, activities, locations, or to 
choose from three pictures the one that represents the word read out loud by the experimenter. 
A further subtest assessed the taxonomic knowledge (54 items), the ability to categorize con-
cepts, by which children had to order basic level objects (e.g. dog) to a generic term (e.g. ani-
mals) by rejecting semantic (e.g. teddy) and thematic (e.g. feeding dish) deflectors.  
 
3.3.3.3 Expressive Grammar 
Children´s expressive grammar was measured with four subtests of the PDSS testing the pro-
duction of items (7 items), cases (9 items testing accusative and dative), plural (9 items) and 
sentences (9 items). Each item of the production of items and cases test requires the children to 
name nouns after hearing questions of the experimenter, e.g. What is the boy holding on to?, 
answer: the eyes [die Augen]; What does the painter need?, answer: the brush [den Pinsel, 
accusative]. Each item of the production of plural test requires the children to generate the 
plural after hearing the singular of different images, e.g. That is a car, and that are many…, 
answer: cars. In the subtest of sentences production children were asked to tell in one sentences 
what happened in each picture. A sentence was scored as correct when it contained a subject, 
predicate and object (only necessary in sentences with transitive verbs) with correct verb-sub-
ject-congruence and item usage, a correct verb position, correct verb flection and correct case 
usage (Kauschke & Siegmüller, 2012).  
 
3.3.3.4 Receptive Grammar 
The grammatical comprehension was assessed with the Test for the Reception of Grammar 
(TROG-D; Fox, 2013) with 18 items. Each item requires the children to choose from four col-






3.3.3.5 Non-verbal intelligence (IQ) 
Children´s non-verbal ability was assessed as control variable owing to the ToL is a spatial 
problem-solving task, thus it could inflate associations between language abilities and executive 
function skills. We therefore used the Raven Coloured Progressive Matrices (CPM; Bulheller 
& Häcker, 1976) with 36 items. Each item requires the children to choose from six little pieces 
of a pattern the one that fits into the flank of a big pattern. A mean score of children´s correct 
answers (1 point for every correct answer, 0 points for incorrect answers) was calculated.  
 
3.3.3.6 Complex EF (problem-solving ability) 
 Children´s spatial problem-solving ability was assessed using the Tower of London task (ToL; 
Shallice and Burgess, 1996; Tucha and Lange, 2004). The ToL is presented in game-form and 
is therefore a feasible and easily demonstrable method to administer with children from four 
years of age onwards (Abdul Aziz et al., 2016b). The task is available as mechanical and com-
puterized version. We used the mechanical version due to practical reasons with regard to ad-
ministering the task in the kindergarten. Furthermore, in studies with children the mechanical 
version is used more often, which enables a higher comparability to other studies (Abdul Aziz 
et al., 2016a; Fernyhough & Fradley, 2005; Lidstone et al., 2012). Each child was shown two 
identical wooden game boards that consisted of three pegs in different lengths (tall, medium, 
short) and three colored wooden discs (red, blue, yellow). The children were asked to re-arrange 
the configuration of the discs on the pegs on their game board to match the goal configuration 
on the experimenter´s game board in the minimum number of moves. In this study, the children 
had to bear three rules in mind which were explained at the beginning: (1) only one disc at a 
time can be moved between pegs and it can be placed only on pegs, i.e. it was not allowed to 
place the discs on the table or to hold in the hand; (2) the short peg can hold only one disc, the 
medium maximum two and the large maximum three discs; (3) the goal configuration should 





emphasize the importance to match the goal configuration in the minimum number of moves 
because Children were not given any explicit instruction how many moves are needed for each 
trial. Based on task difficulty reported by Fernyhough and Fradley (2005) we used 3-move ToL 
items (low level of difficulty), 4-move ToL items (intermediate level of difficulty), and 5-move 
ToL items (high level of difficulty). All children passed three practice items (two 2-moves and 
one 3-moves item). If a child failed a practice item, teaching was provided again. If the child 
was able to pass all three practice items, the test items followed. The test items consisted of 12 
problems increasing in complexity, starting in each condition with the simplest up to the most 
difficult.  
To reach our research goals we developed four different conditions in the ToL task (see Fig. 6). 
All children started with a baseline condition (baseline 1) in which children had only to arrange 
the discs without any other instructions. After that all children received two interference con-
ditions: an articulatory suppression and a tapping condition, which were randomized in order 
across subjects. In the articulatory suppression condition the children were instructed to artic-
ulate the word “Mai” (German for “May”) while arranging the discs. This was done to test 
verbal mediation by blocking self-directed speech. Lidstone et al. (2010) found in their study 
with children between seven and ten years of age that articulatory suppression interfered with 
performance in ToL only when implemented during an additional planning phase (i.e., children 
planned their moves ahead without touching the discs) but not when implemented while chil-
dren were actually moving the discs.. In a pilot study, we therefore tested to implement a plan-
ning phase. However, for most of the preschool children it was not possible to plan ahead and 
to say how much moves they would need to arrange the discs. Thus, articulatory suppression 
was conducted during the disc movement. In an attempt to demonstrate that the impairment was 
due to articulatory suppression (and not due to the increased cognitive load of having to perform 
a secondary task) children had to perform the ToL task with an additional non-verbal secondary 





foot. Both interference conditions were accompanied by clicks of a metronome as an acoustic 
reminder of saying “May” or tapping one foot. If a child missed a word or tap the experimenter 
reminded the child by saying “may” or “tap”.  
Following both interference conditions, 50% of the children received a trigger-condition while 
the other 50 % received a second baseline condition (baseline 2). The triggering-condition was 
included due to evidence that self-instruction is positively related to ToL-performance in chil-
dren with and without language impairment (Abdul Aziz et al., 2016a; Abdul Aziz et al., 2016b; 
Fernyhough & Fradley, 2005). In the trigger-condition children saw a stuffed donkey with the 
following adapted instruction based on Fernyhough and Fradley (2005): “Sometimes children 
like to talk aloud when they play this game. You can do that if you like. For example you can 
describe how you build the tower. The donkey likes to know how such tower can be built. So 
you can tell the donkey how you build the tower.” Prior to the triggering instruction a three-
item questionnaire adapted from Flavell et al., (1997) was administered to examine children’s 
awareness of self-directed speech, e.g. Can a person say the words to a story up in his head, 
without moving his lips?. Moreover, children were asked two further questions, one developed 
by Gunzenhauser, Stephan, and Saalbach (2020) slightly modified “Did you tell yourself things 
to yourself while you worked on the tower task?” and one developed by the authors, “Do you 
sometimes talk aloud to yourself?”. Fifty percent of the children received the baseline 2 condi-
tion followed the same procedure like in baseline 1.  
A total score of performance per condition was given based on the Total Move-Value (Bull, 
Espy, & Senn, 2004; Fernyhough & Fradley, 2005). That means, a ToL item was scored as 
correctly solved when the child solved the problem without any rule breaks (including in the 
minimum number of moves), then this item was scored with points according to task difficulty, 
e.g. a correctly solved 3-move-item was scored with 3 points. A ToL item was scored incor-
rectly solved when the child failed the problem by any rule break or when the child was asking 





Value was calculated by summing the correct solved items, e.g. if a child solved one 3-move-
item and one 4-move-item correctly but failed the 5-move-item, a score of 7 (3 + 4 + 0) was 
given. In each condition the highest score was 12 (3 + 4 + 5). In the following, this score is 
referred to as problem-solving skills. 
 
Fig. 6. ToL Design. All participants started with Baseline 1, followed with either articulatory or tapping interfer-
ence (order were randomized), and finished with either Baseline 2 or Triggering (order were randomized). Digits 
in brackets display the kind of approach: (1) susceptibility to articulatory suppression in relation to tapping control; 
(2) performance changes of triggering self-directed speech in relation to baseline 1 and 2; (3) quantity and quality 
analyses of self-directed speech (mediation) for the two baseline conditions and triggering-condition separately.  
  
3.3.4 Coding speech 
To assess the quantity and quality of self-directed speech all children were videotaped during 
the ToL task. Afterwards the utterances which children produced during baseline 1, baseline 2, 
and triggering condition were transcribed and coded using the software Videograph (2016). The 
coding process followed the quantitative content analysis (Berelson, 1952) as event-sampling 
procedure. Utterances were defined as a complete sentences, a sentence fragment or any string 
of speech which is temporally separated from another (e.g. a pause of 2 s) or semantically dis-





step, we aimed identifying self-directed speech. To this end, we followed the procedure of as-
signing each utterance to a subordinate category (Abdul Aziz et al., 2016a; Fernyhough & 
Fradley, 2005; Fernyhough & Russell, 1997; Sturn & Johnston, 1999) in social or private 
speech. Private speech was defined as child´s speech directed to itself which is not explicitly 
addressed to another person and that do not meet criteria of social speech (Diaz, Winsler, 
Atencio, & Harbers, 1992). An utterance was coded as social when the child interacting with 
the experimenter with any of one or combined following elements: (1) eye contact: eye contact 
with the examiner during or within 2 s of an utterance; (2) behavioral: child´s behavior involved 
the experimenter through physical contact, gaze direction or extension of arms; (3) content 
markers: the utterance had the same topic as the examiner verbalized utterance before; or (4) 
temporal contiguity: an utterance which occurred less than 2 s after any social utterance. Utter-
ances coded as social speech were not included in further analyses.  
Utterances were coded as private speech when the conditions for social speech were not met. 
For speech during our triggering condition, we defined a third category, called triggered speech. 
The utterances were coded as triggered only in the triggering condition and when the utterances 
did not meet the criteria for social speech. See Appendix A for the coding scheme.  
 
3.3.4.1 Quantity 
As a measure of quantity, the mean number of private and triggered speech utterances per con-
dition was coded (Winsler et al., 2005).  
 
3.3.4.2 Quality: Internalization 
Each private speech utterance were coded in terms of its level of internalization. We followed 
the procedure of Lidstone et al. (2012) of a five-level internalization system: Level 1: fully 
overt speech; Level 2: intelligible muttering; Level 3: intelligible whispering or unintelligible 





audible verbal lip movements. The internalization score was calculated by the mean of all levels 
occurred during a condition. The internalization score per condition ranged from 1.0 till 5.0, 
i.e. the higher the score the more internalized is private speech.  
 
3.3.4.3 Quality: Spatial language 
Each private and triggered speech utterance was coded in terms of containing spatial words 
based on the System for Analyzing Children´s Language about Space by Cannon, Levine, & 
Huttenlocher (2007). Utterances were coded as spatial language when at least one word within 
the utterance could be considered in one spatial category: Shape Terms, Spatial Dimensions, as 
well as Locations and Directions. Shape Terms were defined as words describing mathematical 
names of objects, e.g. disc, peg. Spatial Dimensions were defined as words describing the sizes 
of objects, e.g. big, short. Locations and Directions were defined as words describing the rela-
tive position, orientation or transformation of objects, e.g. at, from, on, over, under, left, right. 
Spatial language was rated on a two-point-scale (0 = utterance containing no spatial word ac-
cording to category; 1 = utterance containing minimum of one spatial word according to cate-
gory).  
 
3.3.4.4 Quality: Planning function 
Each private and triggered speech utterance was coded in terms of containing statements with 
planning function modified from the coding scheme of Feigenbaum (1992). Utterances were 
coded as planning function by applying the following criteria: formulating goal statements, 
e.g. I have to move the yellow disc on the short peg (with the requirement that the child said it 
before moving any discs), defining discrepancies, e.g. I can´t move the disc, because there is 
the blue one (differences between the problem and the goal), hypothetical reasoning, e.g. I do 
it before (future-oriented statements, if-then constructions), beginning a new plan (returns to 





said it before moving any discs), questions to self, e.g. How can I move it?, remembering, e.g. 
At this peg only two discs are allowed (goals, rules or solutions), evaluating, e.g. I make it 
(statements about child´s performance or motivation), and non-words related to planning pro-
cesses, e.g. mh (while focusing on the task). Utterances were coded as non-planning function 
by applying the following criteria: I-don´t-know-statements, exclamations, e.g. oops (typically 
one word expressions of affect), non-words (wordplay, humming, sound effects), evaluation 
that is unrelated to planning, task-irrelevance (utterances not related to the ToL), or speaking 
related to the in-process-moving of a disc. Planning function was rated on a two-point-scale  
(0 = utterance containing no planning related statements according to criteria; 1 = utterance 
containing function-related statements according to criteria).  
 
3.3.4.5 Quality: Grammatical completeness 
Each private and triggered speech utterance was categorized as being either fragmented or com-
plete (Winsler et al., 2005; Winsler, 1998; Winsler & Naglieri, 2003). Grammatical complete-
ness was rated on a two-point-scale (1 = fragmented, 2 = complete, i.e. utterances containing a 
subject and a predicate (and object), and also one-word questions, answers, and imperatives to 
the self).  
 
3.3.4.6 Interrater reliability 
Two coders, naive to hypotheses and to group, coded the video recordings for addressee (social 
vs. private speech), internalization level, spatial language, planning function, and grammatical 
completeness. The second coder independently coded 20 % of the video recordings to calculate 
the interrater reliability. Cohens Kappa was computed for all variables with exception of the 
internalization level which was calculated by intraclass correlation (ICC). The interrater relia-





gered speech trials Cohens Kappa was K = .963/.939; for the presence/absence of planning func-
tion in private/triggered speech trials K = .964/.906; and for grammatical completeness in pri-
vate/triggered speech trials K = .912/.895. The average measure ICC for internalization level 




3.4.1 Preliminary analyses 
3.4.1.1 Factor analysis 
To assess whether all language tests can be combined into one language variable, we performed 
an explorative factor analysis. In the factor analysis, we included 10 subtests of PDSS, com-
prising the comprehension and production of nouns and verbs, production of prepositions and 
taxonomic knowledge, the production of items, case (accusative and dative), plural and sen-
tences as well as the TROG-D test. Results of the factor analysis revealed that all language tests 
highly correlate with each other. In addition, the Bartlett-test (Chi-Quadrat(55) = 344.86, 
p = .0001) as the Kaiser-Meyer-Olkin Measure of Sampling Adequacy (KMO = .884) showed 
that all language subtest variables are suitable for further factor analysis. Thus, a principle com-
ponent analysis with Varimax-Rotation was performed. The results revealed that all language 
tests load on one factor which explained 49.69% of the variance. Standardized factor loadings 
ranged between .79 and .56. Further, we used z-scores of all language tests to compute one 
language variable, called language skills.   
 
3.4.1.2 Bivariate Correlations between all study measures 
Bivariate correlations between language, problem-solving skills, and control variables (age, 
gender, non-verbal IQ) are reported in Table 1. Bivariate correlations revealed a significant 





2 (r = .48), articulatory suppression (r = .34), and tapping condition (r = .27) while baseline 1 
condition did not show any correlation with language. There were significant and positive cor-
relations between non-verbal IQ and language skills as well as performance in baseline 1 in 
ToL task indicating that children with higher non-verbal IQ score higher on baseline 1. Gender 
and age were not significantly correlated with language or problem-solving performance except 
for the tapping condition which was correlated with age. However, the non-verbal IQ was in-
cluded as a control variable in further analyses.  
 
Table 1 











































       
ToL performance        
    2. baseline 1 72  .160 -       
    3. baseline 2 39  .483** .171 -      
    4. arti.sup. 73  .336** .265* .436** -     
    5. tapping  72  .271* .383** .450** .383** -    
6. gender 73  -.210 .060 -.076 -.092 -.032 -   
7. age 73  -.001 .078 .080 .084 .235* .028 -  
8. non-verbal IQ 73  .382** .282* .064 .201 .175 .069 .204 - 






3.4.2 Main analyses 
 
3.4.2.1 H1: Relation between language skills and problem-solving   
In order to investigate the association between children’s language skills and ToL performance, 
we used hierarchical regression analyses. Findings are reported in Table 2. In the baseline 1 
condition, the first model including only non-verbal IQ as a predictor was statistically signifi-
cant (F(1,70) = 6.026, p = .017, R2 = .079). Non-verbal IQ was significantly positively associated 
with performance in baseline 1 condition and explained 8 % of variance in the dependent vari-
able. In the second step, when language skills were added, the model became non-significant 
(F(2,69) = 3.109, p = .051, ΔR2 = .003), i.e. language skills did no add variance in performance 
in baseline 1 condition. However, we also computed regression analysis for the second baseline 
condition to test whether the results hold across both baseline conditions. In the baseline 2 
condition, the first step became non-significant (F(1,37) = .150, p = .700, R2 = .004). In the sig-
nificant second step of the model (F(2,36) = 5.872, p = .006, ΔR2 = .242), language skills ex-


















































baseline 1 / N = 72 
 
1 









 non-verbal IQ .215 .088  .282* .017     
2       .083 .003 .3109 .051 
 non-verbal IQ .197 .095  .258* .042     
 language .319 .631  .063 .615     
           
 
baseline 2/ N = 39 
 
1 









 non-verbal IQ .051 .132  .064 .700     
2       .246 .242 5.872 .006 
 non-verbal IQ -.096 .124  -.119 .446     
 language 2.224 .654  .525** .002     
           
Note. SE = standard error of B. Non-verbal IQ = raw scores (1-36). Language = z-scores. Note.  *p < .05. **p < .01. 
 
3.4.2.2 RQ: Role of self-directed speech  
 
3.4.2.2.1 RQ1: Mediation effect of self-directed speech  
First, we examined whether language abilities might exert an indirect effect on problem-solving 
performance through quantity and quality of children´s self-directed speech.  
In a first analytic step, we investigated the association between language skills, children´s quan-
tity (see Table 3 for details) and quality of self-directed speech, and children´s performance in 
baseline 1, baseline 2 (assessing spontaneous self-directed speech) and triggering (assessing 
maximized self-directed speech) condition by using bivariate correlational analyses. Results are 





speech (indicated by the mean number of private speech utterances) and problem-solving per-
formance. Moreover, quality markers were not related to problem-solving performance with 
exception of the internalization level which was significantly related to task performance in 
baseline 1. This indicates that with a higher internalization of self-directed speech (increasing 
inner speech) problem-solving performance becomes more effective.  
 
Table 3 
Mean frequency utterances of private, social and triggered speech utterances per condition. 




















   
         
baseline 2 3.07 (6.10)  2.41 (3.85)  -    
triggering   1.65 (3.14)  9.68 (12.73)    








Bivariate Correlations between language skills and children´s quantity and quality of self-directed speech in a. 
baseline 1. b. baseline 2. c. triggering. 





































        
2. non-verbal IQ  .382** -        
Quantity           
3. private speech  .174 .133 -       
Quality           
4. internalization  .058 .099 .222 -      
5. spatial language  .237 .123 .755** .039 -     
6. planning function  .196 .223 .854** -.051 .566** -    
7. fragmented  .387* .036 .813** .018 .733** .654** -   
8. complete  .272 .190 .759** -.127 .688** .806** .544** -  
9. performance  
    baseline1  







































        
2. non-verbal IQ  .348* -        
Quantity           
3. private speech  -.100 -.015 -       
Quality           
4. internalization  .175 .026 -.070 -      
5. spatial language  .107 -.096 .485* .255 -     
6. planning function  -.147 .014 .816** .266 .195 -    
7. fragmented  .195 -.021 .723** -.045 .344 .480 -   
8. complete  .092 .413 .386 -.133 .129 .301 .416 -  
9. performance  
    baseline2  








































       
2. non-verbal IQ  .451** -       
Quantity          
3. triggered speech  .237 .233 -      
Quality          
4. spatial language  .369* .103 .559** -     
5. planning function  .271 -.050 .495** .266 -    
6. fragmented  -.024 .050 .334 -.045 .341 -   
7. complete  .409* .399* .526** -.133 .494** .084 -  
8. performance  
    triggering  
 -.075 -.372* -.256 -.066 -.018 -.164 .004 - 
Note.  *p < .05. **p < .01. 3. Quantity of self-directed speech. 4.-7. Quality of self-directed speech. 
 
The hypothesis that self-directed speech mediates the performance differences in ToL, was 
tested only for the second baseline condition due to the fact that there was no correlation be-
tween language abilities and baseline 1 as well as triggering condition. Mediation analyses were 
performed using the PROCESS macro 2.15 for SPSS by Andrea F. Hayes (2013) which applies 
a bootstrap procedure to test the significance for indirect effects. We used bootstrap samples of 
N = 1000. Every indicator of quantity or quality of self-directed speech was entered as mediator 
in a separate mediation model. Results1 showed no significant indirect effect of language skills 
on performance in baseline 2 via quantity (quantity: B = .0380, 95, % CI [-0.1620, 0.7232] /  
B = .0090, 95, % CI [-.0336, 0.1801]) and quantity (Internalization: B = -0.1701, 95, % CI [-
2.6662, 0.4861] / B = -0.0478, 95, % CI [-0.4549, 0.1215]; Spatial Language: B = -0.0181, 95, 
% CI [-0.7026, 0.2040] / B = -0.0043, 95, % CI [-0.1404, 0.0385]; Planning Function: 
                                                        
1
 the first value indicates the indirect effect of x on y / the second value indicates the completely standardized 





B = 0.0613, 95, % CI [-0.3230, 1.6414] / B = 0.0146, 95, % CI [-0.0560, 0.4754]; Grammati-
cally Fragmented: B = 0.1296, 95, % CI [-1.4617, 0.7772] / B = 0.0471, 95, % CI [-0.2232, 
0.2021]; Grammatically Complete: B = 0.1762, 95, % CI [-0.8012, 1.9353] / B = 0.0289, 95, 
% CI [-0.1329, 0.2493]) of self-directed speech.  
 
3.4.2.2.2 RQ2: Susceptibility to articulatory suppression 
In a first step, we examined whether the order of interference tasks (verbal interference/tapping 
control vs. tapping /verbal interference) influences performance. To this end, we performed a 
two-factorial ANCOVA (condition: articulatory suppression vs. tapping control) with condition 
order (articulatory suppression first vs. tapping control first) as between-subject factor and lan-
guage skills as covariate. Results revealed neither a main effect of condition (F(1,70) = 2.946, 
p = .091, ƞ2 = .040) nor a condition*condition order (F(1,70) = .398, p = .530, ƞ2 = .006) or 
condition*language (F(1,70) = .177, p = .676, ƞ2 = .003) interaction. Thus, children´s perfor-
mance did not depend on the order of interference task conditions. To examine susceptibility 
of ToL performance to articulatory suppression a two-factorial ANCOVA was performed. This 
ANCOVA included the within-subject factor condition (articulatory suppression vs. tapping 
condition) and the covariate language skills. The results revealed no main effect of condition 
(F(1,71) = 3.214, p = .077, ƞ2 = .043) and no interaction effect with language skills (F(1,71) = .163, 
p = .687, ƞ2 = .002). Results showed that independently of language skills performance was not 
impaired in the articulatory suppression condition relative to tapping condition. Thus, there was 
no empirical evidence that children rely on self-directed speech during the problem-solving 
task.  
However, there could be the possibility that the paradigm is sensitive to detecting self-directed 
speech only if children use self-directed in an effective way which actually improves perfor-
mance (Gunzenhauser et al., 2019). Effectiveness might be related to children´s metacognitive 





to explore this possibility, we performed hierarchical regression analysis with performance in 
the articulatory suppression as dependent variable and self-instruction awareness (i.e., the sum 
of the six questions on awareness of self-directed speech) as independent variable controlled 
for non-verbal IQ and language skills. The first model, including the non-verbal IQ, was non-
significant (F(1,32) = .000, p = .990, R2 = .000). In the second model, when language skills were 
added, the model was also non-significant (F(2,31) = .000, p = 1.00, R2 = .000, ΔR2 = .000). In 
the third model, when self-instruction awareness entered as predictor, the model remained non-
significant (F(3,30) = 1.952, p = 1.43, R2 = .163, ΔR2 = .163) but the predictor, self-instruction 
awareness, became significant (B = -1.146, SE = .474, β = -.455, p = .022). Due to this mixed 
evidence, we conducted a post-hoc analysis with self-instruction awareness as the only inde-
pendent variable. This model showed significant fit to the data (F(1,32) = 4.761, p = .037, 
R2 = .130). The awareness of self-directed speech is negatively related with performance in the 
articulatory suppression condition (B = -.906, SE = .415, β = -.360, p = .037). Thus, we found 
some evidence that children with the awareness of self-directed speech do use self-directed 
speech as a strategy to solve a complex problem.  
 
3.4.2.2.3 RQ3: Prompting self-directed speech  
In a first step, we tested whether children actually talk more in the triggering condition than the 
baseline conditions (see Fig. 7; for details mean frequency of utterances see Table 3). We found 
that children actually talked more in the triggering condition compared to the first (t(72) = -2.461,  
p = .016) and second baseline condition (t(72) = -3.511, p = .001). Thus, we conclude that our 
triggering condition actually prompted self-directed speech. In a next step, we performed inde-
pendent-sample t-tests in order to test for possible differences in language skills, non-verbal IQ, 
and baseline performance between the two groups (triggering vs. non-triggering group). The 









Fig. 7. Amount of self-directed speech compared between baseline 1, baseline 2, and triggering condition. 
N  = 73. *p < .050, **p < .010, ***p < .001.  
 
In a third step, in order to test the expected positive effect of triggering self-directed speech, we 
conducted a two-factorial ANOVA including the within-subject factor condition (baseline 1 
vs. baseline 2/triggering condition) and the between-subject factor group (triggering vs. non-
triggering group). Significance level was assumed at p < .05. The results revealed no main 
effect of condition (F(1,69) = .474, p = .493, ƞ2 = .007) nor an interaction effect (F(1,69) = .088, 
p = .767, ƞ2 = .001). The results further showed that triggering did not improve performance 
compared to baseline 1 and baseline 2 conditions. A closer look in descriptive data (see Fig. 8), 
however, revealed that the non-triggering group decreases in mean performance by 0.77 while 
the triggering group decreases by 0.30. The general decrease in performance may be related to 
attentional processes, given the position of baseline 2 and triggering conditions the end of the 







Fig. 8. Differences in ToL performance between baseline 1 and baseline 2 / triggering compared for groups. 
N = 71. 
 
To examine whether children with lower language skills benefit more from triggering self-di-
rected speech in relation to the first baseline condition, we computed the difference score be-
tween triggering and baseline 1 condition (triggering minus baseline 1). A positive value indi-
cates an improvement from baseline 1 to the triggering condition while a negative value indi-
cates a declining in performance across both conditions. We conducted a hierarchical regression 
analysis entering language variable after the non-verbal IQ. The first model, including non-
verbal IQ, became significant (F(1,31) = 6.801, p = .014, R2 = .180). Non-verbal IQ was nega-
tively related to the difference score (B = -.683, SE = .262, β = -.424, p = .014). The second 
model, containing IQ and language, was statistically significant, too (F(2,30) = 3.485, p = .044, 
R2 = .189, ΔR2 = .009). However, language did not turn out as a significant predictor (B = 1.607, 
SE = 2.844, β = .107, p = .576) while non-verbal IQ remained significant (B = -.767, SE = .304, 







This study aimed to provide new information about the association between language skills and 
EF in preschool children by investigating self-directed speech as an underlying mechanism of 
this relation.  
First, we found that language skills were associated with problem-solving performance as a 
complex EF. The finding of lower EF performance remained significant even after accounting 
for non-verbal IQ. Thus, the current study is in line with earlier reports of the positive associa-
tion between language skills and EF as well as of poor EF in children with lower language skills 
(Abdul Aziz et al., 2016b; Archibald & Gathercole, 2006; Bohlmann et al., 2015; Henry et al., 
2012; Im-Bolter et al., 2006; Kuhn et al., 2014; Lidstone et al., 2012; Marton, 2008; McClelland 
et al., 2007b; Petersen et al., 2015; Vallotton & Ayoub, 2011).  
Second, our study shed light on self-directed speech as a possible underlying mechanism of the 
association between language and EF (Vygotsky, 1987), by using  three different approaches: 
(1) analyzing quality and quantity of self-directed speech, (2) articulatory suppression of self-
directed speech (dual task paradigm), and (3) triggering self-directed speech. 
To assess whether variance in language skills contributes to differences in quantity and quality 
of spontaneous and triggered self-directed speech and whether these differences explain differ-
ences in EF we coded children´s utterances during the problem-solving task. Our results showed 
a positive correlation between language skills and fragmented utterances, as an indicator of 
quality of self-directed speech. Fragmented utterances can be treated as an ongoing internaliza-
tion process of self-directed speech because self-directed speech becomes more abbreviated 
(condensed) with increasing development (Fernyhough, 2004; Vygotsky, 1987; Winsler, 1998). 
Thus, our findings suggest that children with lower language abilities might have a delay in the 
internalization of their self-directed speech. Furthermore, we found associations between lan-





speech which is plausible as triggered self-directed speech during the ToL requires speech pro-
duction and spatial thinking. In general, our findings suggest that language skills are more re-
lated to quality of children´s self-directed speech than to quantity. We further found that  chil-
dren with a higher internalization level performed better on ToL task (Alarcón-Rubio et al., 
2014; Fernyhough & Fradley, 2005). This finding is in line with reports which suggest that 
problem-solving might become more efficient when self-directed speech is internalized (Lid-
stone et al., 2012). However, our cross-sectional research design does not allow for conclusions 
regarding causal directions. Thus, alternative explanations for the positive association between 
internalization level of self-directed speech and ToL performance should be considered. One 
possible explanation could be that the development of self-directed speech goes hand in hand 
with the development of EF. Children who may have difficulty internalizing their self-directed 
speech may have difficulty in the regulatory system which prevents speech from effectively 
taking control (Winsler, 1998). Thus, future research needs to further explore whether the in-
ternalization of language boost the development of EF or vice versa. Moreover, it is important 
to note, that our two measurers of internalization were not related. Thus, it seems that these two 
variables measure the internalization of speech in different ways which is important for future 
research investigating qualitative aspects self-directed speech.  
To assess whether self-directed speech mediates the association between language skills and 
problem-solving the present study used mediation analyses. We indeed found that language 
abilities are related to non-verbal problem-solving skills but there was no indirect effect of lan-
guage skills on performance through the quantity and quality of self-directed speech. Thus, 
neither the internalization level and the grammatical completeness nor other quality markers 
such as spatial language and planning function explain the association between language skills 
and problem-solving ability on ToL. This result is consistent with results reported by Gunzen-
hauser et al. (2020) who haven’t found any relation between quantity or quality of self-directed 





of language skills on performance through self-directed speech. Gunzenhauser and colleagues 
argued that these effects could be explained by limited variance of language skills. This might 
also hold for the current sample. This suggests that lower language skills in children without a 
diagnosed specific language impairment are not detrimental for elicitation quantity and quality 
differences in self-directed speech. Whether this is true for children with SLI remains open for 
further research.  
To skirt the difficulty that inner speech cannot be coded with regard to quantity or quality, the 
present study used the articulatory suppression during the ToL task to assess the role of self-
directed speech in the relation between language skills and problem-solving. With respect to 
the articulatory suppression of self-directed speech, previous studies showed that children were 
impaired in problem-solving when they had to verbalize task irrelevant words (Kray et al., 
2008; Lidstone et al., 2010), a finding that was not present in our study. In addition, there was 
not difference between children with better language skills and children with lower language 
skills with regard to performance impairment during the articulatory suppression condition. 
This is in line with previous results that imply no impaired performance on ToL during articu-
latory suppression for children with language deficits as compared to typically developing chil-
dren (Lidstone et al., 2012). This suggests that self-directed speech cannot explain the associa-
tion between language skills and problem-solving performance. One reason for this could be a 
lack of self-directed speech. A study (Lidstone et al., 2010) found a susceptibility effect on ToL 
only when primary school children were forced to plan ahead before actually solving the item. 
They did not find this effect when children were not explicitly instructed to plan before moving 
any disc which was interpreted as a lack of planning in their sample. Thus, one explanation for 
our data might be that children simply did not use self-directed speech during the task when no 
planning phase is administered, i.e. silence during the task might represents a lack of self-di-





However there are studies that contradict this interpretation. Gunzenhauser, Karbach, and Saal-
bach (2019) did not find empirical evidence of a susceptibility effect to articulatory suppression 
in ToL task although children were instructed to plan before re-arranging the discs. The authors 
suggested that children might use self-directed speech whenever they can but are able to switch 
to other strategies when they were prevented from using language (Gunzenhauser et al., 2019). 
Given that adults seem to rely more on visuo-spatial than verbal strategies by solving ToL 
problems (Cheetham et al., 2012; Gilhooly et al., 2002; Phillips et al., 1999) this could be true 
for preschool children  as well, meaning they are able to switch to visuo-spatial strategies. A 
further explanation of our findings might lie in different modes of suppression. Using a dual 
task design Phillips et al. (1999) found that the tapping condition impeded performance on ToL 
while verbal interference enhanced performance. Our own data confirms this finding, showing 
that children scored higher during the articulatory suppression than during tapping and baseline 
1. However, the differences failed to reach significance, irrespective of the amount of language 
skills. Nevertheless, although the tapping condition has been used in previous research (e.g., 
Lidstone et al., 2010), it could be argued that tapping is a more difficult secondary task than 
articulating a word, making it in fact not a control condition but an additional experimental 
condition. Future studies should be attentive to this issue. However, the higher scoring during 
articulatory suppression, we suggest, implies that it damps the use of inefficient verbal strate-
gies on visuo-spatial tasks and promotes the use of visuo-spatial strategies (Phillips et al., 1999). 
Another possible explanation of or data could be that the susceptibility effect to articulatory 
suppression on problem-solving performance might only be apparent in a prospective problem-
solving task. A longitudinal study found that children who received an articulatory suppression 
at T2 showed poorer performance on the problem-solving task than the children in the control 
group in the future task performance at T3 in that no suppression were conducted (Neubauer, 





of self-directed speech for cognitive performance in prospective tasks. Thus, longitudinal stud-
ies are needed which investigate the prospective susceptibility effect to articulatory suppression 
on cognition in children with lower language skills. Nevertheless, this paradigm might still be 
sensitive to detecting self-directed speech if children use it consciously (Gunzenhauser et al., 
2019; Winsler & Naglieri, 2003). These studies showed that a higher awareness of self-directed 
speech goes along with a higher performance as well with a higher impairment during articula-
tory suppression. The authors suggested that children use self-directed speech more efficiently 
when they were aware of it. The present study also addressed this issue. Our findings show that 
self-instruction awareness negatively predict performance on articulatory suppression. We con-
clude that children with a higher awareness of self-instruction use language to regulate their 
actions in a complex problem-solving task in an effective way. We suggest that children with a 
lesser degree of their self-instruction awareness have a reduced propensity to use language for 
cognition or use language less effectively and could therefore benefit from switching to other 
strategies. This might be supported by the fact that the awareness of self-instruction was posi-
tively related with children´s non-verbal IQ. Thus, children´s metacognitive abilities might be 
related to general cognitive development. However, there was no relation between language 
skills and self-instruction awareness which was also found in a previous study (Gunzenhauser 
et al., 2019). In further studies the relation between EF and self-instruction awareness should 
be considered longitudinally to examine causal effects and to investigate which variables affect 
metacognitive abilities.    
Given previous findings that preschool children typically do not spontaneously use self-directed 
speech while showing benefits when being asked to use it  (Abdul Aziz et al., 2016a; Aro et al., 
2015; Fernyhough & Fradley, 2005; Kray et al., 2008, 2010; Winsler et al., 2007), we also 
investigated the role of self-directed speech by triggering children to talk aloud during the ToL 
task. Although our manipulation was successful, we did not replicate the previous findings. 





directed speech with regard to children´s problem-solving performance. A possible explanation 
might be related to the nature of the task. For example, while the speech-action coordination 
task used by Aro et al. (2015) and Winsler et al. (2007) specifically include verbal working 
memory components, the ToL requires spatial problem-solving abilities. Our finding in the 
triggering condition further confirm results of articulatory suppression as well as the quantita-
tive analyses of self-directed speech in so far as the amount of self-directed speech produced 
during the ToL task is not related to better performance. Children rather use self-directed speech 
when they struggling (problem evaluation) instead of using it for planning (i.e., how to solve 
the problem and to structure this procedure). However, descriptive data revealed that children’s 
performance decreased in the course of the ToL-testing session. This general decrease in per-
formance could be related to attentional processes. The lesser performance decline in the trig-
gering compared to the non-triggering condition indicates that self-directed speech compen-
sates for attentional performance decline (cp. Winsler et al., 2007). Thus, we assume that trig-
gering self-directed speech is a beneficial strategy in preschool children when attentional effort 
increases. This supports the Vygotskian theory (1987) that self-directed speech serves as a self-
regulatory tool. With regard to individual differences in language skills, our results revealed 
that language skills did not predict performance improvement when self-directed speech was 
triggered. Instead, an investigation of our control variables suggests that children with a lower 
non-verbal IQ gain more from triggering self-directed speech. This supports findings that chil-
dren with lower cognitive abilities performed better on executive function tasks when they used 
private speech compared to items when they did not use it (Aro et al., 2015). A possible expla-
nation of this finding could be that children with a lower non-verbal IQ have difficulties when 
appropriate a non-verbal task and that the more of private speech helps these children to nor-
malize their performance on the task. Thus, we suggested that children with lower non-verbal 
IQ benefit when prompting self-directed speech as a strategy to regulate their thoughts and 





more due to the ToL was more difficult for them. This explanation is supported by preliminary 
bivariate correlations showing a moderate association between the performance score in base-
line 1 and the non-verbal IQ skills. The correlation between non-verbal IQ and performance in 
baseline 2 was not further significant. Thus, we conclude, that children with lower non-verbal 
IQ may have benefited from using self-directed speech out loud because it supported them in 
planning and performing their actions or refreshing memory traces (Baddeley, Chincotta, & 
Adlam, 2001; Fernyhough & Fradley, 2005; Lidstone et al., 2010, 2012).  
 
3.5.1 Limitations and Next Steps 
Our study has several limitations. First, our sample lacks size, given the high number of drop-
outs. While we used a bootstrapping approach to compensate these power problems of our 
sample size, the lack of an indirect effect of language skills on problem-solving might also 
result from small effects of self-directed speech on performance, given the strong individual 
and intraindividual variance in self-directed speech. In fact, children´s self-directed speech may 
be more common in “natural” settings in contrast to artificial lab setting, such as performing 
the ToL in presence of an interviewer, which may inhibit children´s self-directed speech (Berk 
& Landau, 1993). Also, previous research showed that children´s self-directed speech peaks 
when the task is neither too simple nor too difficult (Fernyhough & Fradley, 2005; Lidstone et 
al., 2010). Due to time restrictions, we used only a small variation in task difficulty of our ToL 
items and might not have captured the optimal level of difficulty to elicit self-directed speech 
for each participating child.  Thus, a meaningful inference regarding the quantity and quality of 
self-directed speech was not possible albeit we used bootstrapping to compensating for missing 
values. Second, our study focused only on one age range (4.11-6.01). In a developmental per-
spective, in particular preschool children use self-directed speech extensively. Further, this age 
has the advantage of capturing self-directed speech in the transition of its still audible form 





2003; Winsler & Naglieri, 2003). Therefore, we focused only at this age to examine the “natu-
ral” qualitative differences of self-directed speech, that can be transcribed and coded, without 
using a think-aloud paradigm. Future studies should extend this approach to a wider age range. 
Fourth, the study used only the ToL task to assess EF. Future studies should be include a variety 
of core and complex EF tasks and should be attentive to the use of task dimensions. That means, 
it would be valuable to investigate self-directed speech by comparing tasks requiring more ver-
bal and more visuo-spatial demands.  
Nonetheless, establishing language as a predictor for EF has clinical and educational implica-
tions: an additionally early and continued language training could boost EF performance. More-
over, the present study showed that self-directed speech seems to be an important strategy to 
regulate actions on problem-solving tasks, mainly when the task is requiring higher attentional 
demand and difficulty as well as when children use it consciously. Thus, practitioners should 
foster children´s awareness of self-directed speech in order to make sure that children can use 
self-directed speech successfully. Further, our results revealed that mainly children with lower 
non-verbal abilities need the triggering of - also already existing - self-directed speech to com-
pensate lower non-verbal skills and to potentially improve performance on tasks requiring 
visuo-spatial thinking. However, the triggering of talking out loud during a task may be a ben-
eficial strategy for preschool children when attentional effort increases. Promoting the internal-
ization of self-directed speech may be appropriate for children with lower executive function 
skills. Thus, there is a need of longitudinal studies to characterize the transition of socially 
configured functions to overt and later on to inner self-guidance functions by examining lan-
guage skills, executive function abilities as well as quality differences in self-directed speech 
and self-instruction awareness. However, the internalization of language to inner speech is yet 
not fully understood. Much work is needed to clarify the concept of internalization and inner 
speech. One issue in studying inner speech is the limited behavioral observation of inner speech. 





adult´s brain to specifying cognitive and neural processes underlying the transformation to inner 
speech (Alderson-Day & Fernyhough, 2015). Moreover, there are some methodological rec-
ommendations. Future studies should be attentive to the dual task design and should examine 
whether the tapping control condition actual serves as a control to the articulatory suppression 
in mainly younger children compared to older children.  
 
3.5.2 Conclusion 
The present study found evidence that children with better language skills had an advantage in 
problem-solving/complex EF. Given that complex EF are a key mechanism that predicts later 
academic success, language is a useful predictor of children´s cognitive abilities. While the 
present study found some evidence that the quality of self-directed speech is related to language 
skills, only the internalization of self-directed speech was related to actual performance. The 
internalization of language appears as an important marker for cognitive development. How-
ever, the present study did not find conclusive evidence that self-directed speech is an underly-
ing mechanism of the relation between language skills and problem-solving abilities. Further-
more, children did not necessarily rely on self-directed speech when working on visuo-spatial 
problems. Moreover, it seems that self-instruction efficiency depends on the awareness of its 
use. Children with lower language skills neither benefit nor impede from triggering self-di-
rected speech. However, children with lower non-verbal cognitive abilities benefit when they 
use verbal strategies for self-regulated behavior in a visuo-spatial problem-solving task. Thus, 
self-directed speech might be important as a self-regulated function in children, especially in 







4 Study 2 - Differences between inner and overt speech in adults 
 
4.1 Introduction 
Speech is not only the most sophisticated medium to impart our thoughts and to mediate cog-
nition but also the most complex motor act which needs the integration of linguistic and sen-
sorimotor processing (Alderson-Day & Fernyhough, 2015; Carota et al., 2010; Gehrig et al., 
2012; Hickok et al., 2011; Perrone-Bertolotti et al., 2014). Speech production cannot only occur 
overtly in spoken output (i.e., overt speech) but also silently (i.e., inner speech). Little is known 
about whether inner and overt speech are processed differently and if this is the case which 
processing steps are different between overt and inner speech production. One possible ap-
proach to this question consists in examining the fine-grained temporal neural dynamics and 
brain areas underlying the processing of inner and overt speech during a picture-naming para-
digm. To reach this goal we simultaneously applied the electroencephalography (EEG) and the 
functional near-infrared spectroscopy (fNIRS) (Rossi et al., 2012).  
There is an ongoing debate about the question of whether overt and inner speech are similar or 
whether inner speech is more “abstract”. The debate began with two contrary theories. Vygot-
sky (1986) asserted that inner speech is completely different from overt speech while Watson 
(1913) proposed the difference between both is just in degree and not in nature. Since then, 
studies try to answer this question. For instance, some studies of slips of the tongue in inner 
speech have proposed that inner speech does not just lack articulation, but that it is also impov-
erished at the phonological level (Oppenheim & Dell, 2008, 2010). Oppenheim and Dell (2008) 
proposed a surface-impoverished hypothesis suggesting that inner speech is impoverished at 
the phonological level, which means that inner speech inconsistently activates phonological 
representations (i.e., weakened or absent) while it is lexically sound (Dell & Repka, 1992; Op-
penheim & Dell, 2008). In contrast, a number of studies showed that inner speech very well 





Corley, 2011; Corley et al., 2011). This suggests that inner speech is performed exactly as overt 
speech but without articulation. This findings can be assigned to a second class of hypotheses, 
the unimpoverished hypothesis. In this view, inner speech is characterized by similar phono-
logical and lexical features but compared to overt speech it only lacks sound and movement. 
These hypotheses start with the view that speech execution in speech production entails multi-
ple processing steps. In this regard, Levelt (1989) proposed a speech production model, result-
ing from reaction time measurements in picture-naming tasks in adults, which was extended 
over the last decades with evidence also from neuroscientific methods (Indefrey, 2011; Indefrey 
& Levelt, 2004; Indefrey & Levelt, 2000; Levelt, 1983, 1995; Levelt, Roelofs, & Meyer, 1999). 
It proposes consecutive steps during overt speech production starting with lemma retrieval, and 
continuing with lemma selection until about 275 ms after stimulus presentation supported by 
middle temporal regions. Afterwards, the phonological code retrieval starts around 275 ms in 
middle and superior temporal regions followed by the syllabification (phonological encoding) 
around 355 ms in frontal regions. The subsequent phonetic encoding starts from 455 ms on-
wards and is supported by frontal, predominantly motor-related areas. The actual articulation 
starts around 600 ms.  
These different steps were put under investigation by means of neuroimaging approaches such 
as functional magnetic resonance imaging (fMRI) (Borowsky et al., 2005; Huang et al., 2002; 
Kielar et al., 2011; Palmer et al., 2001; Rosen et al., 2000; Shuster & Lemieux, 2005), functional 
near-infrared spectroscopy (Moriai-Izawa et al., 2012), or positron emission tomography (PET) 
(Bookheimer et al., 1995). Studies provide insights on the processing of inner and overt speech, 
however show diverging results. Some studies have found a greater activation in overt com-
pared to inner speech in motor and premotor regions (Bookheimer et al., 1995; Kielar et al., 
2011; Palmer et al., 2001; Rosen et al., 2000; Shuster & Lemieux, 2005). These findings would 
be consistent with the perspective, in which inner speech is performed exactly as overt speech 





not only motor-related areas were more active during overt speech but also other regions such 
as frontal regions (inferior frontal gyrus, Broca) during word generation (Borowsky et al., 2005) 
and letter naming (Huang et al., 2002) as well as middle and superior temporal regions during 
word reading (Bookheimer et al., 1995), word stem completion (Shuster & Lemieux, 2005) 
(Bookheimer et al., 1995; Shuster & Lemieux, 2005), word stem completion (Rosen et al., 
2000), and picture naming (Moriai-Izawa et al., 2012). Greater temporal activations have been 
postulated to be associated with the perception of one´s own speech during overt production 
(Bookheimer et al., 1995; Moriai-Izawa et al., 2012; Shuster & Lemieux, 2005). Further, a 
larger frontal activation of overt compared to inner speech has been postulated as a higher de-
gree of phonological processing/encoding which is required in the aloud but not in the silent 
condition (Borowsky et al., 2005). In contrast, some studies found a greater activation of inner 
compared to overt speech in frontal areas during word generation (Huang et al., 2002) as well 
as in frontal, parietal, and middle temporal regions during a verbal fluency task (Basho et al., 
2007). A higher activation of inner compared to overt speech in these regions have been postu-
lated as an additional burden of inhibition output (i.e., inner speech involves extralinguistic 
functional components related to attention, inhibition, and response conflict). These findings 
imply that inner speech production cannot be simply equated to overt speech minus articulatory 
motor execution. It should be noted that the mentioned neuroimaging studies directly investi-
gated the speech execution phase. Here the semantic content of the picture to be named or word 
to be read or generated might impact inner and overt speech production. This raises the question 
whether differences between inner and overt speech still exist when no semantic content and 
no motoric components are involved. One opportunity to study this, is the use of a preparation 
phase, instead of examining the overt and inner speech production network directly during nam-
ing (i.e., speech execution) (Gehrig et al., 2012; Kell et al., 2011). In the preparation phase of 
these previous studies participants only received information about how to produce the subse-





(mute, normal, happy) while Gehrig and colleagues (2012) used a visual cue (square or triangle) 
which informed the participants how to deal with the subsequently presented sentence. Both 
studies aimed at investigating the pre-activation of the language network by focusing on the 
preparation phase. Especially, the focusing on the preparation phase prior to target presentation, 
meaning that the participants already knew that they were about to speak overtly or covertly 
but did not know yet the content of the upcoming stimuli. This approach allows to examine 
inner and overt speech not contaminated with lexico-semantic or motor processing. That means, 
the investigation of the preparation of language production allows to examine preparatory pro-
cesses, which predate the linguistic processing, motoric planning, and execution of articulation. 
These preparatory processes were referred as executive control, which allows the selection and 
implementation for generating the appropriate rules for behavioral control during the execution 
phase (Gehrig et al., 2012; Kell, 2014). Kell et al. (2011) investigated the preparation and exe-
cution phase during sentence reading by means of fMRI. In particular, during the preparation 
phase, overt speech showed a larger activation than inner speech in bilateral prefrontal, perisyl-
vian areas (executive system) and left planum temporale (sensory system). In contrast, the 
speech execution phase elicited larger activations for overt compared to inner speech in left 
parieto-temporal and perisylvian regions. The authors suggested that while the sensory system 
was already left-lateralized during the preparation phase, the executive system did so only dur-
ing the execution phase. These results suggest more executive control processes during speech 
preparation, especially for a subsequent auditory feedback (indexed by the activation of the left 
planum temporale) after overt speech execution. Thus, the brain seems to prepare the sensory 
consequences of speaking well before the execution. Furthermore, the study integrated an in-
struction where participants had to pronounce sentences with happy intonation. The results 
showed that preparing for speaking happily (relative to neutral speech) were right-lateralized 
while the preparing for neutral speaking were left-lateralized in temporal regions. This sug-





temporale prepares for providing speech auditory feedback. The involvement of Broca´s area 
was assumed to reflect the increased demand for executive control. Thus, the study showed that 
before speech is acted out and articulation is planned, the brain prepares for the sensory and 
motoric consequences of speaking. These findings were supported by a study of  
Gehrig et al. (2012) also using a preparation phase of sentence readings. The authors investi-
gated oscillatory activity by means of magneto-encephalography (MEG) and found a larger 
left-lateralized beta-band suppression of overt compared to inner speech in articulatory motor 
cortex and sylvian parieto-temporal regions as well as a larger left-lateralized alpha-band sup-
pression of overt compared to inner speech in auditory regions. This alpha-suppression was 
assumed to reflect the disinhibition of sensory and premotor regions. Furthermore, the authors 
suggested that the increased beta suppression in motor-related regions indicate a preparation 
for a change in the motor system. Such fronto-parietal activity was assumed to reflect the ex-
ecutive control. Gehrig and colleagues (2012) did not find differences between inner and overt 
speech before 350 ms indicating similar amounts of executive control. However, both studies 
showed that the brain prepares for the sensory and motoric consequences of speaking well be-
fore a specific linguistic content is given suggesting executive control processes. Thus, the 
preparation phase is suitable to study effects of implementing task rules, i.e., executive control 
processes.   
In the present study, we aimed at investigating inner and overt speech creating a similar prepa-
ration paradigm and compare it to an actual speech execution phase but in the context of picture 
naming instead of sentence reading. In our design, we introduced a speech preparation phase 
presenting either a thinking or a speech bubble followed by a subsequent speech execution 
phase in which a concrete picture had to be named (picture-naming paradigm) either silently 
(inner speech) or aloud (overt speech) (Fig. 9A). The design enables to disentangle executive 
control, auditory feedback, from linguistic and motor processes because no semantic content is 





and motor processing steps (during execution phase), but also general differences between inner 
and overt speech not driven by linguistic and motoric features during the preparation phase. 
Because electrophysiological evidence in the context of inner and overt speech production is 
scarce, we opted for using a multi-methodological approach simultaneously assessing involved 
brain areas by means of fNIRS as well as the fast dynamic processes with an exquisite temporal 
resolution in the range of milliseconds by the electroencephalography (EEG), in particular 
event-related brain potentials (ERPs). FNIRS provides a good alternative to overcome fMRI 
limitations in speech production studies such as a reduced tolerance of motion artifacts elicited 
especially by mouth and face movements. FNIRS, in contrast, is less sensitive to movement 
artifacts and thus ideal for the investigation of overt speech production (Gervain et al., 2011; 
Rossi et al., 2012; Wallois et al., 2012). 
The main research question put under investigation is whether similar or different processing 
steps are present for inner and overt speech during the preparation and execution phase sug-
gesting a comparable or contrasting involvement of executive control, linguistic and motor pro-
cesses. Based on previous literature, we expect more quantitative differences between inner and 
overt speech during the execution phase showing increased activations for overt speech pre-
dominantly in brain regions supporting phonological encoding (i.e., frontal) and auditory feed-
back (i.e., temporal). More qualitative differences are expected when comparing the preparation 
and execution phase as different brain networks might be involved (control versus more lexi-
cally oriented networks). Results obtained from the ERP analyses will add important timing 
information regarding when differences between inner and overt speech occur with respect to 
the single speech production steps proposed by Indefrey and Levelt (2000) as well as Levelt 
(1989) (lemma retrieval, lemma selection, phonological code retrieval, phonological encoding, 





4.2 Material and Method 
4.2.1 Participants 
46 healthy native German speaking adults (27 females; mean age: 23.2 ± SD 2.91; age range: 
19-30) participated in this study. All participants gave written informed consent. Inclusion cri-
teria were: right-handed, normal or corrected-to-normal vision, no prematurity, and no hearing, 
language, or neurological disorders. Handedness was assessed by the Edinburgh Handedness 
Inventory (Oldfield, 1971). All 46 participants were included in EEG analysis while 11 partic-
ipants had to be excluded from the fNIRS analysis due to technical artifacts. 
 
4.2.2 Material 
We developed a picture-naming task in which participants were required to name visually pre-
sented pictures. The stimulus material consisted of 40 colored drawings selected from the re-
vised standardized set of Snodgrass and Vanderwart (1980) by Rossion and Pourtois (2004). 
We used colored pictures due to results of Rossion and Pourtois (2004) that color information 
improves name agreement, naming latencies by subjects, and speeds up their object-recognition 
processes. The complete material of Rossion and Pourtois (2004) includes 260 colored draw-
ings. In order to create a homogeneous picture set, allowing an easier articulatory process, we 
only included two-syllabic words with a consonant-vowel-onset without complex onset clus-
ters. This restriction led to a remaining set of 60 pictures. By means of a rating the 40 pictures 
with the highest naming agreement were selected. The rating was performed by 20 adults 
(16 females, mean age 27.7 ± SD 5.79; age range: 20-40), not participating in the neuroscien-
tific assessment. Subjects performed a name agreement task and were instructed to name each 
picture as briefly and unequivocally as possible by writing the first name that came to mind. If 
more than one name came to mind participants had to write each name sequentially. They were 
told that a name consisted of only one word. Each picture was presented on a white screen for 





as proposed by Snodgrass and Vanderwart (1980). The statistic H value gives information about 
the distribution of names across subjects and is calculated as following: 
 
       k 
H = ∑ pi log2 (1/pi)                    
          i=1  
 
The H value was calculated for each picture where k refers to the number of different names 
given to each picture and pi refers to the proportion of participants giving each name. A value 
of 0 indicates a perfect name agreement and an increasing H value shows decreasing name 
agreement.  
Additionally, we selected the names of pictures also with respect to age of acquisition in child-
hood (Schröder et al., 2003) because we currently perform the same study in school-aged chil-
dren.  
In sum, the selection criteria for the pictures included: (1) a high name agreement based on the 
H value, (2) bisyllabic words in German, and (3) an age of acquisition of 60-70 months.  
 
4.2.3 Tasks and Procedure  
All participants were tested in the Lab for Cognitive Neuroscience at the Department for Hear-
ing, Speech, and Voice Disorders of the Medical University of Innsbruck, Austria. Ethical ap-
proval was obtained from the ethical committee of the Medical University of Innsbruck. Meth-
ods were applied in accordance with the relevant guidelines and regulations and were in com-
pliance with the Declaration of Helsinki. 
The picture-naming task was programmed with Presentation Software (Neurobehavioral Sys-
tems, Inc. Berkeley, CA, USA) and run on a 24’’ monitor positioned at a distance of approxi-
mately 100 cm in front of the subjects. Each participant was presented colored pictures on a 





cross for 1000 ms followed by a visual cue for 2000 ms for initiating the Preparation phase. 
During this phase either a blue thinking bubble or a red speech bubble were presented indicating 
to the subjects whether they had to name the picture presented later during the Execution phase 
aloud (overt speech) or silently (inner speech). After the Preparation phase a fixation cross for 
1000 ms followed before the to-be-named picture of the Execution phase was presented for 
3000 ms (Fig. 9A). Afterwards, a variable inter-stimulus-interval (ISI) showing a fixation cross 
followed with a mean duration of 8000 ms (range: 6000-10000 ms). This variable ISI was in-
troduced in order to minimize a systematic overlap of the sluggish hemodynamic response of 
the fNIRS signal (Obrig & Villringer, 2003). For choosing the duration of each phase we geared 
to the study of Kell et al. (2011) and Gehrig et al. (2012) where the preparation phase was 
presented between 2000-4000 ms and the execution phase 3000 ms.  
 
Fig. 9. A. Design of the study: Event-related mini-block design. 40 different colored pictures were presented 
twice (in inner and overt speech condition) in overall 16 blocks. Every block contained 5 trials of one condi-
tion. The blocks were pseudo-randomized over participants in four different versions. Each picture was cued 
by red speech (overt speech condition) or blue thinking (inner speech condition) bubbles. Pictures which had 
to be named (e.g., the rhinoceros) were taken from Rossion and Pourtois (2004) with image courtesy of the 
authors. B. Simultaneous EEG-electrodes and fNIRS-channel placement. 32 EEG-electrodes (e.g., Cz); Stars: 
8 NIRS light emitters; Dots: 8 NIRS detectors. L1-8: 8 left NIRS-channels; R1-8: 8 right NIRS channels, 
resulted from the light emitter-detector arrangement. Grey bars indicate the regions of interest (ROIs) of the 





During the overt speech in the Execution phase, participants were asked to vocalize the words 
as softly as possible to reduce movement-related artifacts but loud enough that the experimenter 
could hear their responses. During inner speech, participants were instructed to speak the word 
silently to one´s mind without moving their lips.  
The task paradigm was organized in a mini-block design. Each mini block consisted of five 
pictures in succession corresponding to the same condition (inner / overt speech). Totally, 
16 blocks were presented resulting in the presentation of 80 trials (40 inner and 40 overt 
speech). This means, each picture was presented twice: one in the overt speech condition and 
one in the inner speech condition. Blocks were organized in 4 different pseudo-randomization 
versions including maximally 4 blocks of the same condition in succession. This arrangement 
resulted in an event-related mini-block design. 
Before EEG and fNIRS measurements, a practice session with ten randomized items (five in 
overt and five in inner speech) was performed to familiarize the participants with the task. Par-
ticipants were asked to avoid body movements during the measurements. All overt responses 
were logged by the experimenter. The experiment lasted 20 min in total. 
 
4.3 NIRS/EEG Data Recordings 
4.3.1 fNIRS Data Recording  
While EEG bears the potential to detect fast changes in the range of milliseconds, fNIRS 
measures the changes in the concentration of oxy-hemoglobin (oxy-Hb) and deoxy-hemoglobin 
(deoxy-Hb) for gaining a better localization. fNIRS is suitable for monitoring overt speech be-
cause of its reduced sensitivity towards movement artifacts and because  it has no acoustic noise 
such as fMRI which could affect a language production study (Moriai-Izawa et al., 2012). Phys-
iologically, fNIRS measures an enhanced neural activation in a brain area elicited by an increase 





We used a NIRScout system (NIRx Medizintechnik GmbH, Berlin, Germany) measuring light 
attenuation at 760 and 850 nm in a cw-mode with a sampling rate of 7.81 Hz. The locations for 
8 light emitters and 8 light detectors were arranged covering prefrontal (PREF: L1-L2; R1-R2), 
frontal (FRONT: L3-L4; R3-R4), temporal (TEMP: L5-L6; R5-R6), and temporo-parietal 
(TPAR: L7-L8; R7-R8) brain regions (Fig. 9B). An inter-optode-distance of 3.5 cm was chosen 
(e.g., Wallois et al., 2012). A modified EEG cap allowed for simultaneous EEG and fNIRS 
recordings, see Fig. 9B. 
 
4.3.2 EEG Data Recording 
EEG was recorded with 32 active electrodes placed in an elastic cap (actiCAP, Brain Products, 
Gilching; Germany) by using the BrainAmp EEG amplifier and Brain Vision Recorder software 
(Brain Products, Gilching, Germany). The electrodes were placed according to the 10-20 place-
ment system of the „American Electroencephalographic Society Guidelines for standard elec-
trode position nomenclature“ (Sharbrough et al., 1991) at the following positions: F5 / F3 / FT7 
/ FC5 / FC3 / T7 / C5 / C3 / CPP5H / CP3 / P7 / P5 / P3 / F6 / F4 /  FT8 / FC6 / FC4 / T8 / C6 
/ C4 / CPP6H / CP4 / P8 / P6 / P4 / Fz / Cz / Pz / F10 / Fp2/ TP10 / TP9 and AFz (Fig. 9B). 
The vertical electro-oculogram (VEOG) was recorded from the Fp2 (V+) and the horizontal 
electro-oculogram (HEOG) was recorded from F10 (H+). Electrode positions were equally dis-
tributed over the scalp. The EEG was online referenced to the left mastoid at position TP9 and 
offline re-referenced to averaged mastoids including the left and right mastoids (TP10). Elec-
trode impedance was kept below 5 kΩ. The EEG-signal was digitized with 0.016 Hz to 450 Hz. 






4.4 Data analyses 
4.4.1 fNIRS Data Analyses 
FNIRS data analysis were performed using a MATLAB (MathWorks, Inc., MA, USA) based 
program nilab2 (written by Stefan Paul Koch, Charité University Medicine, Berlin, Germany). 
We analyzed fNIRS data based on the modified Beer-Lambert Law (Cope et al., 1988) per 
subject and per phase (Preparation, Execution). In a manual artifact correction, artifacts were 
selected and corrected by a linear interpolation approach. To attenuate high frequency artifacts 
mainly resulting from the heart beat, NIRS data were low-pass filtered using a third order But-
terworth filter at 0.4 Hz. A general linear model (GLM) including inner and overt speech as 
separate boxcar-predictors was applied using a canonical hemodynamic response function 
(HRF) peaking at 5 s (Boynton et al., 1996). The model provided beta values for each condition 
and each hemoglobin which were fed into statistical analyses. Finally, grand averages were 
calculated across participants. 
Statistical analyses were performed over four left- and four right-hemispheric ROIs. The ROIs 
were created by averaging two channels per region allowing for anterior-posterior differences 
of the responses: PREF: prefrontal (L1/L2; R1/R2; L = left; R = right); FRONT: frontal (L3/L4; 
R3/R4); TEMP: temporal (L5/L6; R5/R6) and TPAR: temporo-parietal (L7/L8; R7/R8) 
(Fig. 9B). We performed a four-factorial repeated measure ANOVA (CONDI-
TION*PHASE*REGION*HEMISPHERE). The repeated measure ANOVA was performed 
for [oxy-Hb] and [deoxy-Hb], separately. In analogy to the EEG, the ANOVA included the 
within-subject factor CONDITION (overt versus inner speech), PHASE (preparation versus 
execution), REGION (PREF versus FRONT versus TEMP versus TPAR), and HEMISPHERE 
(left versus right). Significance level was assumed at p < .05. Whenever the interaction between 
CONDITION with PHASE and/or REGION and/or HEMISPHERE reached significance post-
hoc t-tests were performed applying a Bonferroni correction. We applied corrected significance 





Typically, hemodynamic responses to cortical neural activations are evidenced by an increase 
in [oxy-Hb] and a decrease in [deoxy-Hb] (Obrig & Villringer, 2003). 
 
4.4.2 EEG Data Analyses 
EEG data were analyzed by using the Brain Vision Analyzer 2 (Brain Products, Gilching, Ger-
many) software. Recordings were offline filtered with a 30-Hz-low-pass Butterworth zero-
phase filter (slope: 12 dB/oct). Data were segmented into 1200 ms epochs (-200 ms to 1000 
ms) where 0 ms represents the picture onset. Before averaging, ocular correction (Gratton et 
al., 1983) and manual artifact rejection was conducted. If less than 10 out of 29 scalp electrodes 
per condition (overt, inner) and per phase (Preparation, Execution) were artifact-free, partici-
pants were excluded from final analysis. In the next step, data were re-referenced to averaged 
mastoids and a pre-stimulus-onset baseline of 200 ms was applied. Afterwards, trials were av-
eraged per condition, participants, and electrodes and finally a grand average across participants 
was performed. An 8-Hz-low-pass filter was applied for presentation purposes only.  
Four time windows entered the ANOVAs: 100-200 ms, 200-300 ms, 300-500 ms, and  
500-600 ms. These were chosen based on a 50 ms-analysis in which running paired-sample  
t-tests between overt and inner speech were performed from 100 to 1000 ms in 50 ms consec-
utive segments. The time range for this 50 ms-analysis was selected due to visual inspection of 
grand averages and based on previous evidence of temporal correlates in overt speech produc-
tion (Baus et al., 2014; Eulitz, Hauk, & Cohen, 2000; Indefrey, 2011; Indefrey & Levelt, 2004).  
Statistical analyses comprise 12 regions of interest (ROI) over the left and right hemisphere 
including two electrodes each: F3-FC3, F5-FC5, C3-CP3, C5-T7, CPP5H-P3, P5-P7, right 
frontal: F4-FC4, F6-FC6, C4-CP4, C6-T8, CPP6H-P4, P6-P8. Additionally, the three midline 





Four-factorial repeated measure ANOVAs were performed for the three selected time windows, 
separately. These ANOVAs included the within-subject factors CONDITION (overt versus in-
ner speech), PHASE (preparation versus execution), REGION (6 lateral ROIs / 3 midline elec-
trodes), and HEMISPHERE (left versus right). Significance level was assumed at p < .05. 
Whenever the interaction between CONDITION with PHASE and/or REGION and/or HEMI-
SPHERE reached significance post-hoc t-tests were performed applying a Bonferroni correc-
tion. We applied corrected significance according to Greenhouse and Geisser (1959) whenever 
the degrees of freedom exceeded 1.  
 
4.5 Results 
4.5.1 fNIRS results 
Fig. 10 provides Beta-values for all statistically significant interactions for the execution and 
preparation phase.  
Oxy-Hb. The repeated measure ANOVA revealed a significant interaction CONDI-
TION*PHASE (F(1,34) = 4.81, p = .035) indicating a larger activation for overt compared to 
inner speech for the preparation phase (t(34) = 2.74, p = .010). 
Deoxy-Hb. The ANOVA showed a significant main effect of CONDITION (F(1,34) = 19.21, 
p < .0001)  as well as a significant interaction CONDITION*PHASE (F(1,34) = 12.84, p = .001) 
and  CONDITION*PHASE*REGION (F(3,102) = 5.69, p = .005). Post-hoc testing of the three 
way interaction indicated a larger activation for overt compared to inner speech at prefrontal 
(t(34) = -3.96, p < .0001), frontal (t(34) = -3.42, p = .002), and temporal (t(34) = -3.55, p = .001) 
regions for the preparation phase as well as at temporal regions (t(34) = -3.03, p = .005) for the 







Fig. 10. fNIRS results. Statistically significant differences between overt versus inner speech. A. Beta-values 
for the Preparation phase merged over all regions for [oxy-Hb: purple] and prefrontal, frontal, and temporal 
regions for [deoxy-Hb: blue]. B. Beta-values for the Execution phase at temporal regions for [deoxy-Hb]. 
Please note that a more positive value for [oxy-Hb] and a more negative value for [deoxy-Hb] (both plotted 
upwards here) are indications of increased activations. 
 
4.5.2 EEG results 
Fig. 11 illustrates ERP grand averages. It shows the comparison between the conditions overt 
versus inner speech for all electrodes. An 8-Hz-low-pass filter was applied for presentation 
purposes only. Table 5 reported significant main effects and interactions of the ANOVAs for 
the three time windows. For answering our research question we only reported main effects and 
interactions with condition (overt vs. inner speech) as factor. Numerical results of post-hoc 
testing is reported in Table 6 for the time windows 200-300 ms and Table 7 for the time win-






Fig. 11. ERP results. A. Grand averages for the Preparation phase. B. Grand averages for the Execution 
phase. Negative polarity is plotted upward. 
 
100-200 ms. The ANOVA yielded a significant interaction CONDITION*REGION for lateral 
electrodes resulting in a larger negativity for overt compared to inner speech at bilateral parietal 
regions P5P7P6P8 (t(45) = 4.146, p < .001). Post-hoc t-tests for the interaction CONDI-
TION*REGION for midline electrodes did not survive Bonferroni.  
200-300 ms. The ANOVA showed a significant main effect of CONDITION (lateral and mid-





TION*PHASE*REGION/ELECS (lateral and midline). Post-hoc t-tests for the three-way in-
teraction revealed for the preparation phase a larger negativity for inner compared to overt 
speech at midline frontal and central electrodes (Fz, Cz) as well as at bilateral fronto-central, 
and centro-temporal regions (F3FC3F4FC4, F5FC5F6FC6, C5T7C6T8). See Table 6 for de-
tailed information.  
300-500 ms. The ANOVA showed a significant main effect of CONDITION (lateral and mid-
line) as well as significant interactions CONDITION*REGION (lateral), CONDI-
TION*PHASE*REGION (lateral), and CONDITION*REGION*HEMI (lateral). Post-hoc  
t-tests for CONDITION*PHASE*REGION revealed a larger negativity for inner compared to 
overt speech for the execution phase at at centro-parietal and parietal regions (C3CP3C4CP4, 
CPP5HP3CPP6HP4, P5P7P6P8). Post-hoc testing for CONDITION*REGION*HEMI-
SPHERE showed a larger negativity for inner compared to overt speech at right fronto-central, 
left centro-temporal, and bilateral centro-parietal regions (F4FC4, C5T7, C3CP3, C4CP4, 
CPP5HP3, CPP6HP4, P5P7). See Table 7 for detailed information. 
500-600 ms. The ANOVA revealed a significant interaction CONDITION*REGION*HEMI 
(lateral) and CONDITION*PHASE*ELECS (midline). Post-hoc t-tests for both interactions 









EEG results of the repeated measure ANOVAs for all time windows. 
ANOVA 100-200 ms 200-300 ms 300-500 ms 500-600 ms 
lateral ROIs 
cond ns (1,44):4.35/.043 (1,44):14.35/<.0001 ns 
cond*phase ns ns ns ns 
cond*region (5,22):14.98/<.0001 (5,22):9.83/<.0001 (5,22): 6.11/.003 ns 
cond*phase* 
region 
ns (5,22):10.05/<.0001 (5,22): 6.86/<.0001 ns 
cond*hemi ns ns ns ns 
cond*phase* 
hemi 
ns ns ns ns 
cond*region* 
hemi 
ns ns (5,22): 3.69/.012 (5,22):7.91/<.0001 
cond*phase* 
region*hemi 
ns ns ns ns 
midline ROIs 
cond ns (1,44):8.15/.007 (1,44):28.68/<.0001 ns 
cond*phase ns ns ns ns 
cond*elecs (2,88):4.03/.027 ns ns ns 
cond*phase* 
elecs 
ns (2,88):4.38/.033 ns (2,88):4.35/.026 
The factors analysed were: COND: comparison between inner and overt speech, PHASE: comparison be-
tween preparation and execution phase, REGION: comparison between regions, HEMI: comparison between 








EEG results of interactions of the repeated-measure ANOVAs (first column) and post-hoc testing in the time 
window 200-300 ms. 
ANOVA                     post-hoc t-tests 
cond*phase*region 
(5,22):10.05/<.0001 
F3FC3F4FC4 (45):-3.179/.003  







Fz (44):3.37/.002  
preparation: inner > overt 
 
Cz (45):3.88/<.0001 
The factors analysed were: COND: comparison between inner and overt speech, PHASE: comparison between 
preparation and execution phase, REGION: comparison between regions. The numbers indicate df, F/t, and  
p-values, respectively. >: the first condition is more negative than the second one. Post-hoc testing adjusted ac-
cording to Bonferroni correction. Post-hoc testing which did not survived Bonferroni are not reported in the table.  
 
Table 7 
EEG results of interactions of the repeated-measure ANOVAs and post-hoc testing in the time window  
300-500 ms. 
ANOVA                          post-hoc t-tests 
cond*phase*region 
(5,22): 6.86/<.0001 
C3CP3C4CP4 (45):-3.35/.002  







F4FC4 (45):-3.41/.001  
 
 







The factors analysed were: COND: comparison between inner and overt speech, PHASE: comparison between 
preparation and execution phase, REGION: comparison between regions, HEMI: comparison between left and 
right hemisphere. The numbers indicate df, F/t, and p-values, respectively. >: the first condition is more negative 
than the second one. Post-hoc testing adjusted according to Bonferroni correction. Post-hoc testing which did not 






The present study aimed at differentiating inner and overt speech during preparation of a sub-
sequent speech production from the actual execution of speech. To reach this goal we presented 
participants with colored pictures which had to be named aloud (overt speech) or silently (inner 
speech). A neutral cue (a speech and thinking bubble) during the preparation phase indicated 
whether an overt or inner speech output was required during the later execution phase. We 
applied the electroencephalography (EEG) and the functional near-infrared spectroscopy 
(fNIRS) simultaneously to identify fast occurring mechanisms by means of event-related brain 
potentials (ERPs) and involved brain areas.  
The fNIRS results revealed a larger activation for overt compared to inner speech, widespread 
over bilateral prefrontal to parietal regions during the preparation phase. In line with our results, 
some studies primarily investigating the speech execution phase during differential tasks also 
found a larger activation for overt compared to inner speech over frontal, temporal, and parietal 
areas (Bookheimer et al., 1995; Borowsky et al., 2005; Huang et al., 2002; Moriai-Izawa et al., 
2012; Shuster & Lemieux, 2005). A larger activation of overt speech especially in prefrontal 
and frontal regions was assumed to reflect a greater effort to plan and control motor processing 
necessary for producing overt speech as well as increased phonological lexical processing, par-
ticularly in the aloud condition where phonological lexical output is required (Borowsky et al., 
2005; Huang et al., 2002). Notably, these activations already take place during the preparation 
phase which is not contaminated with semantic content or motor execution per se. Sakai and 
Passingham (2006) found the prefrontal cortex to be also involved in preparatory processes for 
a subsequent phonological and semantic task execution. Furthermore, Kell et al. (2011)  also 
found a widespread bilateral activation over prefrontal and perisylvian areas suggesting that the 
brain prepares the executive system in anticipation of the behavioral control of the planned 
action where the involvement of these regions were assumed to reflect increased demand for 





the subsequent speech execution differentially for inner and overt speech. Similar to Gehrig et 
al. (2012) as well as Kell et al. (2011), our study also showed an increased activation for overt 
compared to inner speech in temporal regions already during the preparation phase. This sug-
gests the involvement of auditory feedback control for the planned subsequent speech execu-
tion. During the execution phase, overt speech was more activated than inner speech in bilateral 
temporal regions. On the one hand, temporal regions are suggested to be involved in lemma 
retrieval as well as phonological code retrieval (Indefrey, 2011). On the other hand, temporal 
regions are assumed to be activated during monitoring of motor output and thus resembling 
auditory feedback control processes (Bookheimer et al., 1995; Indefrey, 2011; Moriai-Izawa et 
al., 2012; Shuster & Lemieux, 2005). Because hemodynamic responses in fNIRS are sluggish 
(Obrig & Villringer, 2003) and presumably measure later processing stages of speech produc-
tion such as the actual articulation, the found bilateral temporal effect might be more attributa-
ble to the auditory feedback interpretation rather than to the direct processing of phonological 
code retrieval assumed to occur around 300 ms (Indefrey, 2011). This means, the brain prepares 
for the sensory consequences of speaking (Gehrig et al., 2012; Kell et al., 2011).  
In order to better define at which concrete speech production processing stage in time differ-
ences between inner and overt speech occur, the EEG was simultaneously assessed. ERP results 
between 100 and 200 ms showed a larger negativity for overt compared to inner speech at 
parietal areas, irrespective of phase and hemisphere. These results imply that the brain differ-
entiates between inner and overt speech at a very early stage of processing. Such posterior 
negativities around 100 ms (N100) have previously been shown to be associated with the allo-
cation of attention (Eulitz et al., 2000; Natale et al., 2006; Zhao et al., 2013) and perceptual 
processing (Indefrey, 2011; McEvoy, Pellouchoud, Smith, & Gevins, 2001). If the N100 rep-
resents only an automatic perceptual process (referred to object recognition) the amplitude 
should not differ between inner and overt speech. The obtained N100 differences can thus be 





However, within the preparation phase EEG results showed a sustained larger negativity for 
inner compared to overt speech over frontal, centro-temporal, centro-parietal, and parietal re-
gions from 200 ms up to 500 ms. In go/no-go paradigms a larger negativity around 200 ms 
(N200) with a fronto-central distribution was previously found in no-go trials while go-stimuli 
showed a larger positivity (P200). The N200 was suggested as being related to inhibitory pro-
cesses (Gajewski & Falkenstein, 2013; Kirmizi-Alsan et al., 2006). In our study, a similar N200 
component was found, being larger for inner compared to overt speech and thus may reflect 
already during the preparatory phase increased inhibitory processes for the subsequent execu-
tion phase. Strikingly, these neural processes already differentiate between inner and overt 
speech when no semantic content is given and no actual response is required. The N200 and 
P200 extend beyond 200 ms and show a similar direction of effects until 500 ms. A late nega-
tivity was suggested to reflect inhibitory and executive processes as well (Hanslmayr et al., 
2008; Shang & Debruille, 2013). As mentioned earlier, the studies of Kell et al. (2011) and 
Gehrig et al. (2012) showed that the preparation phase includes executive control where the 
brain prepares for the sensory and motoric consequences of speaking well before a specific 
linguistic content is given. That means, the brain prepares for sensory and motoric control in 
anticipation of the sensory and motoric consequences of the planned action. Our task design 
following the design of Kell et al. (2011) and Gehrig et al. (2012) can thus be attributed to be 
associated with executive control during the preparation phase. Thus, a possible explanation of 
the ERP findings is that language production needs more executive control for controlling the 
subsequent overt speech output. Hence, it can be assumed that the brain prepares the motoric 
consequences for overt speech well before the execution. While inner speech did not involve 
the articulation process such motoric consequences have not to be prepared in such the way of 
overt speech. Respectively, the larger negativity for inner compared to overt speech could thus 





network pre-activates and respectively pre-inhibits relevant processes in anticipation of linguis-
tic processing for overt and inner speech to generate the appropriate output for subsequent be-
havioral control (Gehrig et al., 2012; Kell et al., 2011). 
Within the execution phase, ERP results showed a larger negativity for inner than overt speech 
over fronto-central, centro-temporal, centro-parietal, and parietal regions starting at 300 ms. 
Rodriguez-Fornells et al. (2002) performed a go/no-go task in which pictures were presented 
and had to be classified according to two different semantic and phonological categories each 
and found an increased negativity for no-go-trials compared to go-trials in a similar time win-
dow. They interpreted this increased negativity as reflecting inhibitory processes. Interestingly, 
such inhibitory processes seem to occur also in a more linguistically oriented context before 
articulation. Thus, it seems plausible to assume that also our increased negativity for inner 
speech reflects inhibition resembling the same underlying processing mechanisms as already 
found in the preparation phase. From a temporal perspective of linguistic processing, Indefrey 
(2011) proposed a speech production model describing several steps in time as already intro-
duced. The model proposes perceptual and lexical processes within the first 275 ms followed 
by phonological code retrieval (275-355 ms) and phonological encoding (355-455 ms). Our 
results did not show differences between inner and overt speech before 300 ms which imply 
that perceptual and lexical processes are similar during these processing stages. Nevertheless, 
a larger negativity for inner speech compared to overt speech from 300 ms onward may thus 
indicate that inhibitory processes take place during phonological code retrieval and encoding 
(Basho et al., 2007; Bookheimer et al., 1995; Huang et al., 2002; Indefrey, 2011; Rodriguez-
Fornells et al., 2002). These results fit very well to the conclusion of behavioral studies of slips 
of the tongue that inner speech does not just lack in articulation, but that it is also impoverished 





Taken together, we suggest that differences between inner and overt speech are not solely a 
result of linguistic and motoric processing but also of different requirement of executive con-
trol. The brain seems to prepare inner and overt speech production differentially, hence inner 
and overt speech are differentially executed resulting in an impoverishment of phonological 
properties in inner speech (surface-impoverished hypothesis). Thus, not only motor processes 
are inhibited, but also linguistic retrieval processes. As a consequence, inner speech is not solely 
overt speech without articulation (Vygotsky, 1987). These results raise important questions of 
whether inner speech is processed differentially also in the children’s brain and whether inner 
speech is impaired in individuals who have disorders of overt speech.  
Findings clearly indicate a benefit of a multi-methodological approach assessing specific pro-
cessing steps due to different temporal and topographical resolutions. Although we replicate 
neuroimaging results in a modified picture naming paradigm by means of fNIRS the simulta-
neous application of fNIRS and EEG provides clearer insights concerning the underlying mech-
anisms in particular during the execution phase. Having considered only the fNIRS results we 
would have concluded that auditory feedback processes prevail during speech execution. How-
ever, the additionally EEG results provide evidence that also inhibitory processes take place 
before the actual articulation which is assumed to start later around 600 ms (Indefrey, 2011).  
 
4.7 Conclusions 
The present study demonstrates that the brain successfully differentiates between inner and 
overt speech. The brain prepares these processes relevant for subsequent speech execution al-
ready at an earlier stage when no semantic context is present. Thus, the differences between 
inner and overt speech seem to be not exclusively driven by specific linguistic and motor pro-
cesses but are also impacted by different degrees of executive control (i.e., inhibition). Further-





linguistic retrieval processes (phonological code retrieval and encoding) are affected as well 






5 Study 3 - Differences between inner and overt speech in children 
 
5.1 Introduction 
When having to self-regulate cognition and actions speech is an important mediator during 
childhood and adulthood (Alderson-Day & Fernyhough, 2015; Perrone-Bertolotti et al., 2014). 
In this regard, speech not only relies on spoken output (overt speech) but also on the silent 
production of language (inner speech). Life-span theories suggest that the use of inner speech 
undergoes a maturational change from early to middle childhood until adolescence 
(Fernyhough, 2004; Vygotsky, 1987). The very early development of inner speech results from 
social interactions between children and caregivers and is afterwards transformed to overt self-
guiding speech when children speak aloud to oneself. Subsequently, around 6 to 9 years, overt 
speech becomes more internalized being gradually transferred into inner speech with some ex-
ternal manifestations like whispering, muttering, or lip moving (Alderson-Day & Fernyhough, 
2015; Morin, 2012; Winsler et al., 2000; Winsler et al., 2003; Winsler & Naglieri, 2003). There-
fore, the primary school age is a promising time window to investigate the internalization pro-
cess of language at a level in which inner speech is already possible to produce by the children 
but not fully established. However, a number of behavioral studies of self-guiding speech (also 
called self-directed speech) in cognitive tasks have pointed to the conclusion that the more overt 
self-directed speech is internalized to inner speech the better children performed on the tasks 
and were greater academically achieved (Abdul Aziz et al., 2016a; Aro et al., 2015; Fernyhough 
& Fradley, 2005; Kray, Eber, & Karbach, 2008; Kray, Lucenet, & Blaye, 2010; Lidstone et al., 
2012; Winsler et al., 2003; Winsler & Naglieri, 2003). These behavioral studies allow for the 
conclusion that inner speech might be a relevant marker for cognitive development. It raises 
the question what is inner speech and why it is such important to reach it in development? 
However, the behavioral investigation is limited to external signs of inner speech like whisper-





overt speech as a direct replacement of inner speech is that a child who uses extensive private 
speech could mirror a lack or delay in internalization, while a child who is outwardly silent 
could be using inner speech all of the time (Alderson-Day & Fernyhough, 2015). So far, it is 
not clear what inner speech represents in the children´s brain. Thus, the present study aimed at 
investigating the differences between inner and overt speech in children to examine the “devel-
oping” inner speech. One possible approach to this issue consists in examining the fine-grained 
temporal dynamics and brain areas underlying inner and overt speech processing in children. 
To reach this goal we simultaneously applied the electroencephalography (EEG) and the func-
tional near-infrared spectroscopy (fNIRS) (for a review cf. Rossi et al., 2012) during a picture-
naming paradigm (Stephan et al., 2020). 
However, there is an ongoing debate about the question of whether overt and inner speech are 
similar (unimpoverished hypothesis) or of whether inner speech is attenuated at phonological 
and phonetic levels (surface-impoverished hypothesis) (Abramson & Goldinger, 1997; Brock-
lehurst & Corley, 2011; Corley et al., 2011; Oppenheim & Dell, 2008, 2010). These hypotheses 
start with the view that speech planning in overt speech production entails multiple consecutive 
processing steps which was proposed in a speech production model (Levelt, 1989). It was ex-
tended over the last decades with evidences from neuroscientific methods (Indefrey, 2011; In-
defrey & Levelt, 2004; Indefrey & Levelt, 2000; Levelt, 1983, 1995; Levelt, Roelofs, & Meyer, 
1999). It proposes that the speech production process starts with the conceptual preparation, 
lemma retrieval, and lemma selection until about 275 ms supported by middle temporal regions, 
followed by phonological code retrieval supported by middle and superior temporal regions. 
The syllabification (phonological encoding) starts around 355 ms in frontal regions. The sub-
sequent phonetic encoding starts around 455 ms in frontal, predominantly motor-related areas, 
and is followed by the articulation process starting around 600 ms after stimulus presentation. 
A recent study comparing inner and overt speech in adults by using the EEG and fNIRS simul-





The EEG results showed a larger negativity for inner compared to overt speech between 300-
500 ms. This finding was suggested to reflect similar lexical but different phonological pro-
cesses. Moreover, Stephan et al. (2020) used a design created by Gehrig and colleagues (2012) 
as well as Kell and colleagues (2011) in which the pure preparation of a subsequent speech 
production (preparation phase) and the actual execution of speech (execution phase) can be 
differentiated. In the preparation phase participants only received information about how to 
produce the subsequent stimuli (either aloud or silently) during the execution phase. This ap-
proach allows the opportunity to examine inner and overt speech not contaminated with lin-
guistic or motor processing which enables to disentangle executive control from linguistic and 
motor processes (Gehrig et al., 2012). That means, the investigation of the preparation of lan-
guage production allows to examine preparatory processes, which predate the linguistic pro-
cessing, motoric planning, and execution of articulation. Interestingly, findings demonstrate 
that the adult´s brain differentiates between inner and overt speech already during the prepara-
tion phase when no linguistic content or motor processes are involved. The authors concluded 
that differences between inner and overt speech may be also impacted by executive control 
(Stephan et al., 2020). However, studies investigating executive control processes suggested a 
higher negativity reflect inhibitory mechanisms (Gajewski & Falkenstein, 2013; Hanslmayr et 
al., 2008; Kirmizi-Alsan et al., 2006; Shang & Debruille, 2013). Thus, the study of Stephan et 
al. (2020) pointed to the conclusion that inner speech may be downregulated even when no 
linguistic and motoric processes are necessary. Hence, it was assumed that inner speech is not 
just overt speech without articulation, it is that prior phonological retrieval and encoding pro-
cesses are downregulated (Stephan et al., 2020). 
However, neuroimaging evidences revealed also differences between inner and overt speech in 
the adult brain showing a higher activation of overt compared to inner speech in frontal regions 
(inferior frontal gyrus, Broca) (Borowsky et al., 2005; Huang et al., 2002), as well as in middle 





Shuster & Lemieux, 2005). The fNIRS results of Stephan et al. (2020) showed as well a larger 
activation for overt compared to inner speech for both phases.  
However, these studies described above might provide suggestions for the surface-impover-
ished hypothesis. But is this hypothesis also true for children? To our knowledge neuroscientific 
studies directly comparing inner and overt speech in children do not exist. Neuroimaging stud-
ies investigating language production in children and adults found largely overlapping activated 
brain regions between these two groups but with different activation strengths (Brown et al., 
2005; Church et al., 2008; Davis et al., 2003; Krishnan et al., 2015). These differences in acti-
vation between children and adults were assumed to reflect functional changes in some brain 
regions across age. Some EEG studies investigating overt speech in children found indeed the 
same electrophysiological components as adults but differences in latencies and in the degree 
of amplitudes (Budd et al., 2013; Greenham & Stelmack, 2001; Jessen et al., 2017). However, 
these results forced on specific ERP components in various experimental designs and ages, it 
is not possible to conclude whether all word planning processes or only specific word processes 
speed up from childhood to adulthood. A study of Laganaro, Tzieropoulos, Frauenfelder and 
Zesiger (2015), trying to solve this issue, investigated the temporal dynamics of word encoding 
in school-age children (7-8 years and 10-12 years) in relative to adults attending a picture-
naming task. The results showed that children displayed latency shifts of P100/N100 (the peak 
was 20 ms later than adults) and P200/N200 (the peak was 70 ms later than adults). It appears 
that children engage in lexical processes from about 290-300 ms after picture presentation while 
the duration of this period decreased from childhood to adulthood. However, the time-period 
after 400-500 ms that has been associated with phonological and phonetic encoding did not 
vary between children and adults. The authors suggested that differences in latencies reflect 
different efficiency and increased lexicon from childhood to adulthood. Thus, it appears that 
visual and conceptual as well as lexical processes become temporal blurred while phonological 





differences in retrieving and selecting lexical code but similar timings in phonological pro-
cesses for oral output the present study applied the speech production model (Indefrey, 2011) 
on children to test the surface-impoverished hypothesis.  
Nevertheless, it remains open, how exactly inner and overt speech are processed in time and 
how the preparatory activity guides the subsequent speech execution in children. To address 
this issue, the present study used a design similar to the previously mentioned studies (Gehrig 
et al., 2012; Kell et al., 2011; Stephan et al., 2020) (see Fig. 12). In order to identify temporal 
and topographical processes, the EEG and fNIRS were applied simultaneously. The former 
provides an exquisite temporal resolution whereas the latter bears the potential to identify in-
volved brain regions. Both methods are ideal to investigate language production in children 
(Gervain et al., 2011; Rossi et al., 2012; Wallois et al., 2012). 
Taken together, behavioral studies showed that inner speech in children is not yet adult-like in 
primary school children. Neuroimaging and electrophysiological studies in adults point to that 
not just motoric processes are inhibited in inner speech, it is that prior linguistic retrieval pro-
cesses are also downregulated. Nevertheless, studies directly comparing inner and overt speech 
in picture naming paradigms in children do not exist, thus, it is difficult to derive clear hypoth-
eses. The main research question put under investigation is whether similar or different pro-
cessing steps are present for inner and overt speech during the preparation and execution phase 
suggesting a comparable or contrasting involvement of executive control, linguistic and motor 
processes. Given behavioral studies, we assume rather the unimpoverished hypothesis than the 
surface-impoverished hypothesis in children. That means, we expected that inner speech is 
planned exactly as overt speech since behavioral studies showed that inner speech production 
in children around 6 to 9 years is accompanied with external manifestations like whispering, 
muttering, or lip moving (Alderson-Day & Fernyhough, 2015; Morin, 2012; Winsler et al., 





model, we assumed no differences between inner and overt speech during phonological pro-
cesses in the execution phase. Moreover, we speculate differences between inner and overt 
speech in motor-related areas. Respective to the study of Stephan et al. (2020) who found com-
parable involvement of executive control during the preparation and execution phase, it can be 
speculated that both phases do not show differences between inner and overt speech in children 
if the assumption of the unimpoverished hypothesis is plausible. However, the interesting ques-
tion is whether similar or different processes underlie inner and overt speech during the prepa-
ration and execution phase in children.  
 
5.2 Material and Method 
5.2.1 Participants 
29 healthy native German speaking children (13 females; mean age: 6.52 ± SD 0.51; age range: 
6-7 years) completed the study. All participants were in the same grade. Many studies have 
shown that in this age children are just about to start to internalize overt speech for self-regula-
tion purposes. So, although they have a sense of inner speech, they are still in the process of 
internalization (Winsler et al., 2000; Winsler et al., 2003; Winsler & Naglieri, 2003). Inclusion 
criteria were the following: right-handed (assesses by means of the Edinburgh Handedness In-
ventory (Oldfield, 1971)), normal or corrected-to-normal vision, no bilingualism, no prema-
turity, and no hearing, language, or neurological disorders. All participants were included in 
the same EEG and fNIRS analysis cohort.  
Prior to the experiment a three-item questionnaire of Flavell et al. (1997) was conducted to 
assess the awareness of inner speech in order to ensure that children were able to fulfil the inner 
speech picture naming task (e.g., Can a person tell himself things or talk to himself up in his 
head?). Moreover, children were asked one further question developed by the authors, Can you 





their own inner speech. If the children negated at least one of the questions a self-awareness 
training was conducted. In our cohort no child necessitated this training.  
To ensure typical vocabulary development, children´s expressive vocabulary abilities were as-
sessed with the language development test for children aged 5-10 years (SET; Sprachstanderhe-
bungstest für Kinder im Alter zwischen 5 und 10 Jahren) (Petermann, 2012) using the subtest 
1. The subtest consists of 40 pictures the children had to name. According to this test the vo-
cabulary of all participants corresponded to the chronological age of children and was thus in 
the normal range (by using t-values).   
 
5.2.2 Material 
To ensure a feasible task for children we used a single-word naming paradigm. The stimulus 
material consisted of 40 colored drawings selected from the revised standardized set of Snod-
grass and Vanderwart (1980) by Rossion and Pourtois (2004) by means of a rating performed 
by 20 adults (16 females, mean age 27.7 ± SD 5.79). The aim of the rating was to assess the 
pictures with the most unequivocal name (cf. Stephan et al., 2020). In order to create a picture 
set suitable for children, we included two-syllabic words with a consonant-vocal-onset without 
clusters in German and an age of acquisition of 60-70 month (Schröder et al., 2003). To test 
whether all participant know the words of the pictures, we computed the overt accuracy. The 
accuracy was obtained from the number of correct reactions in overt speech condition, i.e., each 
missing of vocalization of the target word in the overt condition was counted as an error. Ac-
curacy of overt speech was 95.34%, indicating that the children were able to perform the task 
and knowing the words.  
 
5.2.3 Tasks and Procedure  
The study was performed in the Lab for Cognitive Neuroscience at the Department for Hearing, 





Committee of the Medical University of Innsbruck, Austria, granted permission to conduct this 
study. Methods were applied in accordance with the relevant guidelines and regulations and 
were in compliance with the Declaration of Helsinki. Prior to the experiment we obtained writ-
ten informed consent from participants´ parents. 
The picture naming task was programmed with Presentation Software (Neurobehavioral Sys-
tems, Inc. Berkeley, CA, USA). Each participant sat in front of a 24’’ computer monitor at a 
distance of 100 cm. The pictures were presented on a light grey screen. Each trial (Ø 15000 ms) 
started with a fixation cross (1000 ms), followed by a red speech or blue thinking bubble  
(2000 ms) initiating the Preparation Phase. These visual cues indicated whether the partici-
pants had to name the later picture during the Execution Phase aloud (overt speech) or silently 
(inner speech). Between the preparation and execution phase the fixation cross was presented 
for 1000 ms. The execution phase lasted 3000 ms (Fig. 12). After each picture a variable inter-
stimulus-interval (ISI) showing a fixation cross followed with a mean duration of 8000 ms 
(6000-10000 ms). Because hemodynamic responses are sluggish, the variable ISI prevented a 
systematic overlap of the hemodynamic response of the fNIRS (Obrig & Villringer, 2003). For 
choosing the duration of each phase we geared to the study of Kell et al. (2011) and Gehrig et 
al. (2012) where the preparation phase was presented between 2000-4000 ms and the execution 
phase 3000 ms.  
During overt speech in the execution phase, participants were instructed to name the presented 
picture as softly as possible to reduce movement-related artifacts but loud enough to be heard 
and logged by the experimenter. During inner speech, participants were instructed to name the 
picture silently in one´s mind without any vocalization.   
The pictures were presented in a mini-block design. Each mini-block contained five pictures of 
the same condition (either inner or overt speech). Totally, 80 trials (40 inner and 40 overt 
speech) were presented in 16 mini-blocks. Four different pseudo-randomizations were created 





Before EEG and fNIRS measurements, each participant performed ten practice items (five in 
overt and five in inner speech) to familiarize with the task. If the subjects failed the practice 
items, explanation was provided. Participants were instructed to avoid body and head move-
ments during the experiment. The experiment lasted 20 min in total.  
 
 
Fig. 12. Design of the study. In 16 mini-blocks, 40 different colored pictures were presented twice (in inner and 
overt speech condition). Every mini-block contained five trials of the same condition. During the Preparation 
Phase, the pictures were cued by red speech (overt speech condition) or blue thinking (inner speech condition) 
bubbles. During the Execution Phase, participants had to name the pictures (e.g., the rhinoceros) aloud or silently. 
The pictures were taken from Rossion and Pourtois (2004) with image courtesy of the authors.  
 
5.3 NIRS/EEG Data Recordings 
5.3.1 fNIRS Data Recording  
While EEG gains a better temporal resolution in the range of milliseconds, fNIRS allows for a 
better localization by assessing changes in the concentration of oxy-hemoglobin [oxy-Hb] and 





production and has a reduced sensitivity towards movement artifacts (Moriai-Izawa et al., 
2012). Physiologically, fNIRS uses neurovascular coupling to link regional blood flow and 
blood velocity to neural activity. An enhanced neural activation in a brain region elicits an 
increase in oxygen demand resulting in an increase in [oxy-Hb] and a decrease in [deoxy-Hb] 
(Cannestra et al., 2003; Moriai-Izawa et al., 2012; Obrig et al., 2017; Obrig & Villringer, 2003). 
For the present study, we used a NIRScout system (NIRxMedizintechnik GmbH, Berlin, Ger-
many) measuring light attenuation at 760 and 850 nm in a cw-mode with a sampling rate of 
7.81 Hz. 8 light emitters and 8 light detectors were used to form 16 channels. The inter-optode-
distance was 3.5 cm (e.g., Wallois et al., 2012). A modified EEG cap allowed for simultaneous 
EEG and fNIRS recordings, see Fig. 13. 
 
 
Fig. 13. Simultaneous EEG-electrodes and fNIRS-channel placement. A. 32 EEG-electrodes 
and fNIRS probe arrangement; stars indicate 8 fNIRS light emitters; dots indicate 8 fNIRS 
detectors. B. fNIRS-channel placement: L1-8 show 8 left fNIRS-channels; R1-8 show 8 right 
fNIRS channels. Grey squares refer to the regions of interest (ROIs) of the fNIRS channels 






5.3.2 EEG Data Recording 
The electrophysiological signal was recorded by means of 32 active AgAgCl-electrodes placed 
in an elastic cap (actiCAP, Brain Products, Gilching; Germany) by using the BrainAmp EEG 
amplifier and Brain Vision Recorder software (Brain Products, Gilching, Germany). The elec-
trodes were positioned at the following standardized positions (Sharbrough et al., 1991): F5 / 
F3 / FT7 / FC5 / FC3 / T7 / C5 / C3 / CPP5H / CP3 / P7 / P5 / P3 / F6 / F4 /  FT8 / FC6 / FC4 
/ T8 / C6 / C4 / CPP6H / CP4 / P8 / P6 / P4 / Fz / Cz / Pz / F10 / Fp2/ TP10 / TP9 and AFz  
(Fig. 13A). From the electrode Fp2 (V+) the vertical electro-oculogram (VEOG) and from F10 
(H+) the horizontal electro-oculogram (HEOG) was recorded. The ground electrode was placed 
at AFz. The EEG was online referenced to the left mastoid (TP9) and offline re-reference to 
averaged mastoids including the left and right mastoid (TP10). Impedance of electrodes was 
kept below 5 kΩ. The EEG-signal was digitized with 0.016 Hz to 450 Hz.  
 
5.4 Data analyses 
5.4.1 fNIRS Data: Analyses 
A MATLAB (MathWorks, Inc., MA, USA)-based program nilab2 (written by Stefan Paul 
Koch, Charité University Medicine, Berlin, Germany) was used for analyzing fNIRS data.  Data 
were analyzed per subject and per phase (preparation, execution) based on the modified Beer-
Lambert Law (Cope et al., 1988; Strangman et al., 2002). Artifacts were selected manually and 
corrected by a linear interpolation approach. In the next step, fNIRS data were low-pass-filtered 
using a third order Butterworth filter at 0.4 Hz to attenuate high frequency artifacts mainly 
resulting from the heart beat. A general linear model (GLM) including inner and overt speech 
as separate boxcar-predictors was applied using a canonical hemodynamic response function 
(HRF) peaking at 5 s (Boynton et al., 1996). Beta values for each condition (inner / overt) and 
each hemoglobin [oxy, deoxy] resulted from this procedure and were fed into statistical anal-





Statistical analysis for [oxy-Hb] and [deoxy-Hb] were carried out over four left and four right 
hemispheric ROIs:  PREF: prefrontal (L1/L2; R1/R2; L = left; R = right); FRONT: frontal 
(L3/L4; R3/R4); TEMP: temporal (L5/L6; R5/R6) and TPAR: temporo-parietal (L7/L8; R7/R8) 
(see Fig. 13B).  
In analogy to the EEG, four-factorial repeated measure ANOVAs (CONDITION*PHASE*RE-
GION*HEMISPHERE) were performed for [oxy-Hb] and [deoxy-Hb], separately. The ANO-
VAs included the within-subject factor CONDITION (overt versus inner speech), PHASE 
(preparation versus execution), REGION (PREF versus FRONT versus TEMP versus TPAR), 
and HEMISPHERE (left versus right). Corrected significance according to Greenhouse and 
Geisser (1959) was applied whenever the degrees of freedom exceeded 1. Post-hoc t-tests were 
performed using Bonferroni correction whenever the interaction between CONDITION with 
PHASE and/or REGION and/or HEMISPHERE reached significance.  
 
5.4.2 EEG Data Analyses 
The Brain Vision Analyzer 2 (Brain Products, Gilching, Germany) software was used for ana-
lyzing EEG data. First, a 30-Hz-low-pass Butterworth zero-phase filter (slope: 12 dB/oct) was 
applied. EEG data were segmented into 1200 ms epochs from -200 ms to 1000 ms. Before 
averaging, ocular correction (Gratton et al., 1983) and manual artefact rejection were applied. 
A participant exclusion criteria was defined: more than 15 items per condition (overt / inner) 
and per phase (Preparation, Execution) for at least half of electrodes affected with artifacts. 
Next, data were then re-referenced to averaged mastoids. Further, a pre-stimulus baseline of  
-200 ms (0 ms represents the stimulus onset) was conducted. Afterwards, data were averaged 
per electrode, participant, condition, and phase. Finally, a grand-average across participants 
was performed and an 8-Hz-low-pass filter was applied for presentation purposes only.   
Based on a 50 ms-analysis, in which paired-sample t-tests between overt and inner speech were 





et al., 2014; Eulitz et al., 2000; Indefrey, 2011; Indefrey & Levelt, 2004; Stephan et al., 2020) 
four time windows were analyzed: 100-200 ms, 200-300 ms, 300-500, and 500-600 ms ms. 
After 600 ms no time window was defined because articulatory processes are found to start 
after 600 ms (Indefrey, 2011).  
Statistical analyses were performed on 12 regions of interest (ROI) over the left and right hem-
isphere including two electrodes each: left: F3-FC3, F5-FC5, C3-CP3, C5-T7, CPP5H-P3,  
P5-P7, right: F4-FC4, F6-FC6, C4-CP4, C6-T8, CPP6H-P4, P6-P8. Additionally, the three mid-
line electrodes (Fz, Cz and Pz) were analyzed separately.  
Four-factorial repeated measure ANOVAs (CONDITION*PHASE*REGION*HEMI-
SPHERE) were performed for the three selected time windows, separately. These ANOVAs 
comprised the within-subject factors CONDITION (overt versus inner speech), PHASE (prep-
aration versus execution), REGION (6 lateral ROIs / 3 midline electrodes), and HEMISPHERE 
(left versus right). Significance level was assumed at p < .05. Whenever the interaction between 
CONDITION with PHASE and/or REGION and/or HEMISPHERE reached significance post-
hoc t-tests were performed applying a Bonferroni correction. Corrected significance according 
to Greenhouse and Geisser (1959) was applied whenever the degrees of freedom exceeded 1.  
 
5.5 Results  
5.5.1 fNIRS results  
 Oxy-Hb. The repeated measure ANOVA revealed a significant interaction CONDI-
TION*PHASE (F(1,28) = 4.36, p = .046). Post-hoc t-tests yielded no significant differences.   
Deoxy-Hb. The ANOVA showed a significant main effect of CONDITION (F(1,28) = 7.16, p = 
.012)  as well as a significant interaction CONDITION*PHASE (F(1,28) = 4.42, p = .045). Post-
hoc testing of the interaction indicated an overall larger activation for overt compared to inner 





merged over all regions. It shows the comparison between overt versus inner speech in the 
preparation and execution phase, separately.  
 
 
Fig. 14. fNIRS results. Beta-values for the Preparation phase (left) and Execution phase (right) 
merged over all regions for [deoxy-Hb]. The asterisk indicates statistically significant differ-
ences between overt versus inner speech. 
 
5.5.2 EEG results  
The ANOVAs for the time windows 100-200 ms, 200-300 ms, and 500-600 ms did not show 
any significant effect. For the time window 300-500 ms a significant interaction  
CONDITION*REGION (F(2,50) = 4.22, p = .030) was present at midline electrodes. However, 
post-hoc testing did not survive Bonferroni.  
 
5.6 Discussion 
The present study aimed at examining the particular impact of inner speech during preparation 
of a subsequent speech production in contrast to the actual execution of speech in children. To 
reach this goal participants completed a picture naming task by naming the pictures aloud (overt 





preparation phase indicated whether the participants had to name the later picture during the 
execution phase aloud or silently. We simultaneously measured the electroencephalography 
(EEG), in particular event-related brain potentials (ERPs), and the functional near-infrared 
spectroscopy (fNIRS) to identify fast dynamic mechanisms and involved brain areas. 
FNIRS results of our study revealed a larger activation for overt compared to inner speech over 
prefrontal, frontal, temporal, and parietal regions within the preparation phase, only. Previous 
studies investigating the speech execution in adults also found a larger activation for overt com-
pared to inner speech over frontal, temporal, and parietal areas (Bookheimer et al., 1995; Bor-
owsky et al., 2005; Huang et al., 2002; Moriai-Izawa et al., 2012; Shuster & Lemieux, 2005). 
A study of Stephan et al. (2020), using the same experimental design as in the present study, 
also found a larger activation for overt compared to inner speech over prefrontal to parietal 
regions during a preparation phase for adults. However, some studies showed largely overlap-
ping activated brain regions between children and adults (Brown et al., 2005; Church et al., 
2008; Davis et al., 2003; Krishnan et al., 2015). Thus, it can be attributed that children use the 
same brain regions as adults in the preparation of language production processes. A larger ac-
tivation of overt compared to inner speech in prefrontal and frontal regions was assumed to 
reflect motor planning and requiring a higher degree of phonological lexical processing (Bor-
owsky et al., 2005) while temporal regions has been proposed to reflect monitoring mechanisms 
(Bookheimer et al., 1995; Moriai-Izawa et al., 2012; Shuster & Lemieux, 2005). However, the 
fMRI studies mentioned before focused directly on speech execution and did not integrate a 
preparation phase. As already introduced, our task design based on the designs of Gehrig and 
colleagues (2012) as well as Kell and colleagues (2011) who referred the processes during the 
preparation phase as cognitive control due to the condition is not contaminated with linguistic 
or motoric processes per se. Both studies found a widespread bilateral activation over prefrontal 
and perisylvian areas as well as left planum temporale suggesting that the brain prepares the 





suggested that the involvement of these regions, especially Broca, reflect increased demand for 
executive control. The activation of the left planum temporale was assumed to index the prep-
aration of the sensory system for a subsequent auditory feedback after overt speech execution. 
Thus, these studies showed that before speech is acted out and articulation is planned, the brain 
prepares for the sensory and motoric consequences of speaking. Thus, one possible explanation 
of the findings in the present study might be that the brain prepares the subsequent speech 
execution differentially for inner and overt speech. Thus, we suggest that already the children´s 
brain can differentiates between inner and overt speech by eliciting different executive control 
for the subsequent inner and overt speech production. However, during the execution phase no 
differences between inner and overt speech in children were found. This is in contrast to adults 
who showed a larger activation for overt compared to inner speech over bilateral temporal re-
gions (Stephan et al., 2020). The authors suggested that a larger activation for overt speech 
indicates auditory feedback mechanisms, i.e., the auditory perception of one´s own speech. This 
is in line with fMRI studies found also a larger activation for overt compared to inner speech 
over temporal regions which has been proposed to reflect monitoring mechanisms (Bookheimer 
et al., 1995; Huang et al., 2002; Moriai-Izawa et al., 2012; Shuster & Lemieux, 2005). Interest-
ingly, 6- to 7-year-old children did not show differences between inner and overt speech during 
the execution phase. Krishnan et al. (2015) also revealed similar findings. They found a larger 
bilateral temporal activation during overt picture-naming task in adults compared to children. 
This result was interpreted in such a way that adults rely more on auditory feedback mecha-
nisms and online correction of the spoken output than children. A behavioral study proposed 
that while 9- to 11-year-old children are able to compensate for auditory feedback perturbations 
during speech motor output, they do not show a reliable compensatory effect on their perceptual 
representations (Shiller et al., 2010). The authors suggested that perceptual abilities in 9- to 11-
year-old children are not fully adult-like. Thus, our results indicate that children are not fully 





However, further research is required in order to determine auditory feedback in overt and inner 
speech in children.   
In order to better define at which concrete speech production processing stage in time differ-
ences between inner and overt speech occur, the EEG was simultaneously assessed. However, 
the EEG results did not show any difference between inner and overt speech during the prepa-
ration as well as execution phase. This is in contrast to the adult data of Stephan et al. (2020) 
who found a larger negativity for inner compared to overt speech from 200 ms up to 500 ms 
during the preparation phase and from 300 ms up to 500 ms during the execution phase. The 
results during the preparation phase were suggested to indicate that the speech production net-
work pre-activates and pre-inhibits relevant processes in anticipation of the linguistic pro-
cessing for overt and inner speech. That means the brain select and implement appropriate rules 
for the behavioral control during the execution phase. And indeed, this was true for the adult 
data showing the larger negativity of inner compared to overt speech also during the execution 
phase. The authors interpreted this increased negativity as reflecting inhibitory mechanism at 
the stage of phonological code retrieval and encoding for inner speech (Indefrey, 2011). The 
lack of differences between inner and overt speech in both phases in children rather supports 
the assumption that inner speech is planned exactly as overt speech supporting the unimpover-
ished hypothesis (Brocklehurst & Corley, 2011; Corley et al., 2011). Respective to the slug-
gishness of hemodynamic responses in the fNIRS it could explain the differences between the 
EEG and fNIRS results during the preparation phase. It, hence, can be speculated that children 
initiate the implementation of executive control processes required for overt and inner speech 
delayed. These results might reflect functional changes in the executive control in the children´s 
brain (Adleman et al., 2002; Huizinga et al., 2006; Lee et al., 2013; Tamnes et al., 2010). It 
rather seems that inner and overt speech are indeed differentially prepared in prefrontal to pa-
rietal regions but with a delay in the initiation of executive control. Thus, we assume that the 





adults while the temporal processes differ between them (Brown et al., 2005; Church et al., 
2008; Davis et al., 2003; Krishnan et al., 2015). Moreover, it seems that inner speech is linguis-
tically the same like overt speech which could explain why the development of inner speech is 
accompanied with external manifestations like whispering, muttering or lip moving (Winsler et 
al., 2000; Winsler et al., 2003; Winsler & Naglieri, 2003). Thus, our results show that at the age 
of 6 to 7 years inner speech development is not completely mature.  
 
5.7 Conclusion 
The present study demonstrates that children use similar brain regions as adults to prepare inner 
and overt speech while it rather seems that children initiate the implementation of executive 
control processes delayed. Moreover, the findings implicate that children are not fully able to 
use complex auditory feedback mechanisms as adults during the execution phase. Furthermore, 
we could attest that inner speech represents rather overt speech supporting the unimpoverished 
hypothesis in 6- to 7-year-old children. Thus, the neural basis of this internalization process in  
6- to 7-year-old children seems to still develop towards becoming completely inner speech 
(Jones, 2009; Vygotsky, 1987). Further research should shed more detailed light on the relation 









6 General Discussion 
 
The use of verbal strategies for the benefit of cognition goes hand in hand with behavioral and 
biological changes in their development. Self-directed speech, and in particular inner speech, 
has been found to play an important role in the development of cognitive and executive func-
tions (EF) in children (Alarcón-Rubio, Sánchez-Medina, & Prieto-García, 2014; Fernyhough 
& Fradley, 2005; Winsler et al., 2000; Winsler et al., 2003). Given that children with poorer 
language skills cognitively lag behind their peers and show a delay in the internalization of 
language (Abdul Aziz et al., 2016b; Alarcón-Rubio et al., 2014; Bohlmann et al., 2015; Botting 
et al., 2016; Kuhn et al., 2014; Lidstone et al., 2012; Petersen et al., 2015), it is possible that 
they would use self-directed speech in a different way with a concomitant negative impact on 
EF, such as problem-solving deficits. Thus, the initial aim of the present dissertation was to 
examine the role of self-directed speech in the association between language skills and EF in 
5-year-old children (Chapter 3). As already introduced, the behavioral investigation of self-
directed speech, especially inner speech, has its limitations. Behavioral studies usually use overt 
(private) speech as a direct replacement of inner speech to study the relation between inner 
speech and cognition. For instance,  a difficulty with taking overt self-directed speech as a direct 
replacement of inner speech is that a child who uses extensive private speech could mirror a 
lack or delay in internalization, while a child who is outwardly silent could be using inner 
speech all of the time (Alderson-Day & Fernyhough, 2015). In spite of the methodology of the 
articulatory suppression that attempts to skirt this difficulty, the findings regarding the impair-
ment of cognitive performance during the suppression of self-directed and inner speech are 
mixed (Gunzenhauser et al., 2019; Kray et al., 2008; Lidstone et al., 2010; Phillips et al., 1999). 
Thus, another approach to investigate inner speech is by using neuroscientific methodologies.  
So far, it is not clear whether inner speech represents overt speech adequately and whether they 





be important for cognition it is essential to examine biological changes of self-directed speech 
to understand later on why its development is so significant. Thus, the present dissertation, in 
two fundamental research studies, further aimed at examining biological differences between 
overt and inner speech in adults (Chapter 4) and children aged 6 to 7 years (Chapter 5) by using 
the electroencephalography (EEG) and functional near-infrared spectroscopy (fNIRS) simulta-
neously.  
 
6.1 What role does self-directed and inner speech play in the relation between lan-
guage and cognition in children? 
The first study presented in Chapter 3 was a cross-sectional study designed to provide a clear 
picture of the role of self-directed speech as one possible mechanism underlying the association 
between language skills and cognition. To reach this goal, self-directed speech of 93 preschool 
children were investigated in three different approaches by engaging in a planning and problem-
solving task, the Tower of London (ToL).  
 
6.1.1 Quantitative and qualitative analyses of self-directed speech 
The results of the first study confirmed earlier reports of the positive association between lan-
guage skills and EF (Abdul Aziz et al., 2016b; Archibald & Gathercole, 2006; Bohlmann et al., 
2015; Henry et al., 2012; Im-Bolter et al., 2006; Kuhn et al., 2014; Lidstone et al., 2012; Marton, 
2008; McClelland et al., 2007b; Petersen et al., 2015; Vallotton & Ayoub, 2011). However, the 
nature of self-directed speech differed depending on the language skills. The results showed 
that language skills are more related to the quality of children´s self-directed speech than to its 
quantity. For instance, children with better language skills used more spatial language (such as 
disc, peg, big, short) when they were instructed to talk aloud. Further, the results showed that 





directed speech (Abdul Aziz et al., 2016b; Lidstone et al., 2012). This result confirms Vygot-
sky’s position that “[…] the structure of speech that the child masters becomes the basic struc-
ture of his thinking” (Vygotsky, 1987, 114). According to Vygotsky, language abilities speed 
up the internalization of external structures and the internalization of speech, allowing language 
to become a tool for planning and regulating actions and behavior. The results demonstrated 
that is indeed the case by confirming also the link between inner speech and cognition. The 
results showed that children with a higher internalization of their self-directed speech per-
formed better on the ToL task, suggesting that inner speech is an important developmental 
marker of cognition (Abdul Aziz et al., 2016a; Aro, Poikkeus, Laakso, Tolvanen, & Ahonen, 
2015; Fernyhough & Fradley, 2005; Kray, Eber, & Karbach, 2008; Kray, Lucenet, & Blaye, 
2010; Lidstone et al., 2012; Winsler, 1998; Winsler et al., 2003; Winsler & Naglieri, 2003). 
This result could be interpreted according to Vygotsky’s zone of the proximal development. 
Private speech decreases and inner speech increases when a child is almost in the level of po-
tential development while private speech increases when a child is in the zone of proximal 
development. This was for example shown by a study of Winsler et al. (1997) which found out 
that children were more likely to succeed on the next item of a selective attention task if they 
talked to themselves after scaffolding than if they were silent. This means, children were ena-
bled to use language as a tool for themselves and can boost their cognitive development during 
the zone of proximal development. The increasing internalization of self-directed speech might 
facilitate the regulation of thoughts and actions. It is also possible, however, that the develop-
mentally increased use of verbal strategies, which regulate the behavior during a task, might 
allowing the internalization of language (Neubauer, 2008). Thus, the positive relation between 
the internalization level and problem-solving performance imply that children almost reached 
the zone of potential development since studies found out that tasks with an intermediate level 
of difficulty increases private speech while an increased internalization is associated with better 





et al., 2008, 2010; Lidstone et al., 2012; Winsler, 1998; Winsler et al., 2003; Winsler et al., 
1997; Winsler & Naglieri, 2003).  
So far, these three relations (language skills - cognition, language skills - self-directed speech, 
self-directed speech - cognition) have been investigated largely detached from one another. 
However, on the basis of Vygotsky’s work, one mechanism likely to explain the relation be-
tween language skills and cognitive functions is self-directed speech, so that children who pos-
sess better language skills are more able to use self-directed speech to regulate their actions and 
behavior, which in turn drives cognitive development. Thus, another important aspect of this 
study was the examination of the indirect effect of language skills on problem-solving perfor-
mance through self-directed speech. However, the study could not show that self-directed 
speech mediates the association between language skills and cognition. Nevertheless, findings 
of the first approach (analyzing of the quantity and quality of self-directed speech) imply that 
language skills speed up the internalization of self-directed speech while the internalization in 
turn might be an important factor in explaining cognitive advantages. Moreover, it seems that 
inner speech and problem-solving abilities share cognitive functions and developmental pat-
terns (Alarcón-Rubio et al., 2014). However, the association between language skills and the 
internalization of language as well as the internalization of language and cognitive performance 
derived from two different variables. Thus, it seems plausible that these two variables measure 
the internalization of language in different ways. The one variable measures the syntactical 
structure of self-directed speech and clusters utterances as being either fragmented or complete 
(“fragmented utterances”), while the other variable measures the degree of internalization like 
whispering, muttering, and lip movement (“internalization level”, see Appendix A).  
However, the missing of the impact of self-directed speech in the relation between language 
skills and problem-solving can be also explained by findings that self-directed speech affect 
children´s cognition not always immediately but takes time to accumulate (Bivens & Berk, 





speech at grade 1was not related to concurrent measures of task performance in math achieve-
ment, it rather was related to performance in grade 2. However, they found a positive correlation 
between more internalized self-directed speech forms with concurrent math achievement in 
grade 2 but also predictive effects at grade 3. These results indicate that self-directed speech 
predicts future task performance more effectively than concurrent performance which imply 
that the facilitating impact of self-directed speech on cognition takes time to accumulate. Thus, 
the findings of the present study suggest one important question that must be researched in 
order to provide further validity to Vygotsky´s theory. This question pertains to the relationship 
between language skills, self-directed speech and problem-solving performance over time. 
There is clearly a need for longitudinal studies that could describe gradual changes in language 
skills, problem-solving and self-directed speech. 
 
6.1.2 Articulatory suppression of self-directed speech 
Further, the study could not find evidence that children with lower language skills are more 
impaired during the articulatory suppression (Lidstone et al., 2012). However, there are two 
possible explanations of the finding. The first explanation could be the same as afore mentioned 
that the impact of self-directed speech on cognition takes time to accumulate (Bivens & Berk, 
1990; Neubauer, 2008). A longitudinal study investigated the prospective effect (T1-T3) of self-
directed speech on cognition in 5- to 6-year-old children during problem-solving (puzzle) using 
a dual-task design (articulatory (word repetition) and mechanical (theether) suppression during 
T2) (Neubauer, 2008). The results showed that the children who received the articulatory and 
mechanical suppression were impaired in the concurrent performance at T2 compared to the 
control group. Interestingly, these children showed poorer performance on the problem-solving 
task than the children in the control group also in the future task performance at T3 in that no 
suppression were conducted. These results imply a functional significance of self-directed 





self-directed speech has an important developmental learning benefit. There were no differ-
ences between the manner of suppression indicating that both private and inner speech has a 
functional significance for cognition. Furthermore, the results revealed that the amount of task-
relevant private speech decreases around 50% from T1 to T3 in the experimental group while 
the amount of private speech remained constant in the control group. Neubauer (2008) sug-
gested that the suppression of self-directed speech affect the microgenetic fitting of self-di-
rected speech on task requirement, i.e., the suppression has a negative impact on the use of task-
relevant self-directed speech. Thus, it could be also assumed that a susceptibility effect to sup-
pression on the problem-solving performance in the first study of this dissertation might be 
apparent in a prospective problem-solving task. However, the present dissertation overlooks the 
predictive effect of self-directed speech in the relation between language skills and problem-
solving which had to be researched in longitudinal studies to derive clearer conclusions about 
the meditative effect of self-directed speech between language skills and cognition. The second 
explanation of this finding could be that tapping is a more difficult secondary task than articu-
lating a word during a non-verbal problem-solving task, making it in fact not a control condition 
but an additional experimental condition. The finding of the first study confirms previous stud-
ies did also not find empirical evidence of a susceptibility effect on articulatory suppression on 
ToL (Gunzenhauser et al., 2019; Phillips et al., 1999). Thus, the finding of the present study 
suggest one important question that must be researched. This question pertains to the validity 
of the articulatory suppression as a measuring of the function of inner speech on cognition.  
Nevertheless, this paradigm is sensitive to detecting self-directed speech if children use it con-
sciously because the first study found a higher susceptibility to articulatory suppression that 
holds true for children with a higher awareness of their self-directed speech, confirming previ-
ous studies that an awareness of self-directed speech goes along with a higher performance 
(Gunzenhauser et al., 2019; Winsler & Naglieri, 2003). The findings imply that children with a 





cognition or use language less effectively and could therefore benefit from switching to other 
strategies. This finding is in line with Vygotsky´s view that “[…] the coefficient of egocentric 
speech increases with the introduction of difficulties that require conscious awareness.” (Vygot-
sky, 1987, 206). In his observations he found that primary school children lack in the capacity 
of conscious awareness. For instance, he found that children of seven years indeed use causal 
connections meaningfully in spontaneous speech but they are incapable of establishing it inten-
tionally and voluntary:  
 
This means that the child has certain speech capacities, but he does not know that he has 
them. These operations lack conscious awareness. This is reflected in the fact that the 
child possesses them only when they are used spontaneously or automatically, when 
they are used in situations where they are elicited by the structure of the situation. Out-
side this structure, the child is not able to do what he can within it. That is, he is not able 
to do volitionally, consciously, and intentionally what he is able to do without voluntary 
control. As a consequence, he has limited use of his capacities. (ibid, 204). 
 
That has practical implications for using language as a tool because children do not attain of 
the symbolic function of speech and uses language as one of the characteristics of the thing. 
Thus, the “[…] concept ′in itself′ and ′for others′ develops earlier in the child than the concept 
′for itself′.” (ibid, 141). Thus, the finding of the first study showed that children who are aware 
of their self-directed speech are already attained the symbolic function of speech and can there-
fore use language as a tool. That means, these children use language for itself rather than in 






6.1.3 Triggering self-directed speech 
The study also did not replicate findings that children, and especially children with lower lan-
guage skills, benefited from self-directed speech when they were asked to use it overtly (Abdul 
Aziz et al., 2016a; Aro et al., 2015; Fernyhough & Fradley, 2005; Kray et al., 2008, 2010; 
Winsler et al., 2007). This outcome confirms results of articulatory suppression as well as the 
quantitative analyses of self-directed speech in so far as the amount of self-directed speech 
produced during the ToL task is not related to better performance. Vygotsky claimed that chil-
dren use speech for themselves to describe their activities and later on use speech for planning 
and self-guidance. Thus, it rather seems that preschool children use self-directed speech when 
they are struggling with the task instead of using it for planning, and are able to switch to other 
strategies when necessary. These findings also go along with Vygotsky´s (1987) view that lan-
guage and thinking are not necessarily connected. There exists a large range of thinking that 
has no direct relationship to verbal thinking and a large range of speech that has no direct rela-
tionship to verbal thinking (see Fig. 1). However, the results further revealed that children with 
lower non-verbal IQ benefit from using self-directed speech out loud. A possible explanation 
of this finding could be that children with a lower non-verbal IQ have difficulties when appro-
priate a non-verbal task and that the more of private speech helps these children to normalize 
their performance on the task. It is plausible that children with a lower non-verbal IQ benefit 
from self-directed speech more due to the ToL was more difficult for them. Thus, it can be 
concluded, that children with lower non-verbal IQ may have benefited from using self-directed 
speech out loud, possibly due to it supporting them in planning and performing their actions or 
refreshing memory traces (Baddeley, Chincotta, & Adlam, 2001; Fernyhough & Fradley, 2005; 
Lidstone et al., 2010, 2012). This result provides further support for Vygotsky’s position that 
self-directed speech is important for problem-solving. This seems more important for children 
with lower cognitive skills, who may be thereby delayed in their use of verbal strategies and 





5- to 6-year-old children with an IQ ≤ 116 a positive correlation between the amount of private 
speech and task performance (delayed-match-to-sample task) while this pattern was not ob-
served for children with a higher IQ than 116. These results were suggested that children of an 
above average intelligence begin to internalizing their speech at an earlier age than children of 
average intelligence. As a study of Berk (1986) pointed out, such findings may indicate that 
children who find a task hardest may resort to overt forms of private speech to overcome the 
obstacles they encounter to task success. Berk and colleagues found a negative correlation for 
private speech and a positive correlation for inner speech with math achievement in children 
with an IQ on average at grade 3 while low and high IQ third grader´s private speech did not 
correlated with math achievement. This implies that the low IQ children are still not in the 
proximal zone of development and did not use private speech as a strategy while the high IQ 
children are already reached the potential zone of development and thus, did not need overt 
verbal strategies. Furthermore, they found a positive correlation between private speech and 
classroom assignment performance but a negative correlation between inner speech and class-
room assignment performance for children with a low IQ suggesting that the use of overt forms 
of self-directed speech facilitated their immediate performance. Thus, the findings of the first 
study of the present dissertation confirm Vygotsky´s theory that especially children with lower 
cognitive abilities benefit from using language as tool for guiding thoughts and actions to reach 
the level of the potential development (Berk, 1986; Murray, 1979; Vygotsky, 1987). Thus, self-
directed speech might be important as a self-regulating function in children, especially in chil-
dren with lower cognitive skills.  
 
6.1.4 Conclusion 
In sum, the study makes a contribution to the field of research on language, cognition, and self-
directed speech. The results of the study presented in Chapter 3 allow for the conclusion that, 





support cognitive performance, but it cannot explain necessarily the link between language 
skills and cognition, concurrently.     
 
6.2 What distinguishes inner speech from external (overt) speech in adults? 
Based on the findings from the first study in this dissertation as well as previous studies showing 
that the use of inner speech is related to better cognitive performance  (Abdul Aziz et al., 2016a; 
Aro et al., 2015; Fernyhough & Fradley, 2005; Kray et al., 2008, 2010; Lidstone et al., 2012; 
Winsler, 1998; Winsler et al., 2003; Winsler & Naglieri, 2003) and that inner speech develops 
from overt speech (Winsler et al., 2000; Winsler et al., 2003; Winsler & Naglieri, 2003), it 
raises the question of what it is that distinguishes inner speech from overt speech.  
However, the behavioral investigation of inner speech is usually limited to external signs of 
inner speech like whispering, muttering, lip movement or syntactical abbreviation. Although 
the variables “fragmented utterances” and “internalization level” are referred both to the meas-
uring of the internalization of self-directed speech, the first study presented in this dissertation 
found that “fragmented utterances” was only correlated with language skills while the “inter-
nalization level” was only correlated with task performance on ToL. But both variables were 
not correlated with each other. Thus, it seems plausible that these two variables measure the 
internalization of language in different ways. As already introduced, findings from the articu-
latory suppression, as another approach to investigate inner speech behaviorally, are mixed  
(Gunzenhauser et al., 2019; Kray et al., 2008; Lidstone et al., 2010; Phillips et al., 1999). Fur-
thermore, the first study presented in this dissertation also found no empirical evidence of a 
susceptibility effect on articulatory suppression on ToL. Rather the data confirms earlier find-
ings of a higher scoring during the articulatory suppression than during tapping control (Phillips 
et al., 1999). Nevertheless, although the tapping condition has been used in previous research, 
it could be argued that tapping is a more difficult secondary task than articulating a word, mak-





rather important when examining inner speech. Neuroscientific methodologies have the ad-
vantage to differentiate out what inner speech distinguishes from overt speech to further inves-
tigate its function in cognitive tasks. So far, it is not clear whether inner speech represents the 
same as overt speech. Thus, neuroscientific research actually focusing only on the differences 
between inner and overt speech. Some neuroimaging studies pointed to the conclusion that in-
ner speech is planned exactly as overt speech (Bookheimer et al., 1995; Kielar et al., 2011; 
Moriai-Izawa et al., 2012; Palmer et al., 2001; Rosen et al., 2000; Shuster & Lemieux, 2005) 
while other studies showed that inner speech cannot be simply equated to overt speech (Basho 
et al., 2007; Bookheimer et al., 1995; Borowsky et al., 2005; Huang et al., 2002; Moriai-Izawa 
et al., 2012; Rosen et al., 2000, 2000; Shuster & Lemieux, 2005).   
Because of the mixed findings, the second study presented in this dissertation factored out any 
other cognitive tasks when investigating inner speech to further clarify biological differences 
between inner and overt speech. Furthermore, the study aimed at disentangling executive con-
trol (preparation phase) from linguistic and motor processing (execution phase) because it could 
be argued that differences between inner and overt speech are solely induced of linguistic stim-
uli. Hence it was an explorative basic research, which used two neuroscientific methods simul-
taneously, the EEG and fNIRS. To reach the goal, 46 adult participants completed a picture-
naming task.  
 
6.2.1 Preparation phase 
The results of the second study showed differences between inner and overt speech in the prep-
aration as well as in the execution phase measured with both neuroscientific methods. The 
fNIRS results revealed a larger activation for overt compared to inner speech over bilateral 
prefrontal to parietal regions during the preparation phase. A larger activation of overt com-





suggesting reflection of a greater effort to plan and control motor processing necessary for pro-
ducing overt speech as well as an increased phonological lexical output, particularly in the aloud 
condition where phonological lexical output is required (Basho et al., 2007; Bookheimer et al., 
1995; Borowsky et al., 2005; Huang et al., 2002; Moriai-Izawa et al., 2012; Rosen et al., 2000; 
Shuster & Lemieux, 2005). However, the second study of the dissertation found these activa-
tions already during the preparation phase, which is not contaminated by semantic content or 
motor execution per se. It seems that the brain prepares the subsequent speech execution dif-
ferentially for inner speech on the one hand and overt speech on the other hand, which might 
be affected by executive control (Gehrig et al., 2012; Kell et al., 2011). Similar to Gehrig et al. 
(2012) and Kell et al. (2011), the study showed an increased activation for overt compared to 
inner speech in temporal regions already during the preparation phase. This suggests the in-
volvement of auditory feedback control for the planned subsequent speech execution. The EEG 
results showed a larger negativity for inner compared to overt speech between 200-500 ms 
during the preparation phase. Studies investigating executive control processes suggested that 
a higher negativity reflected inhibitory mechanisms (Gajewski & Falkenstein, 2013; Hanslmayr 
et al., 2008; Kirmizi-Alsan et al., 2006; Shang & Debruille, 2013). Thus, it is possible that 
language production needs the integration of executive control by controlling the subsequent 
overt speech output and for inhibiting inner speech. Thus, the differences between inner and 
overt speech seem to be not exclusively driven by specific linguistic and motor processes but 
are also impacted by different degrees of executive control (i.e., inhibition). 
 
6.2.2 Execution phase 
Within the execution phase, fNIRS results confirm previous findings of a larger activation for 
overt compared to inner speech over bilateral temporal regions (Bookheimer et al., 1995; Inde-
frey, 2011; Moriai-Izawa et al., 2012; Shuster & Lemieux, 2005). Because hemodynamic re-





lexical phonological processes (Obrig & Villringer, 2003). Moreover, it can be speculated that 
the lower temporal activation of inner compared to overt speech represents the dampening of 
the auditory cortical response during inner speech, implying a mechanism for recognizing the 
sounds during inner speech as self-generated (Daliri & Max, 2016; Ford et al., 2001; Ford & 
Mathalon, 2005, 2012; Shergill et al., 2001). However, the EEG findings provide a clearer pic-
ture of the differences between inner and overt speech during the execution phase. The results 
showed a larger negativity for inner compared to overt speech between 300-500 ms. These 
results imply that perceptual and lexical processes are processed  in the brain in a similar man-
ner, while phonological processes are processed differently (Indefrey, 2011; Rodriguez-For-
nells et al., 2002). Moreover, it seems that inner speech is downregulated at the stage of pho-
nological processes. These results fit in very well with the conclusion of behavioral studies of 
slips of the tongue that inner speech does not just lack in articulation, but that it is also impov-
erished at the phonological level (Oppenheim & Dell, 2008, 2010). This interpretation lead to 
the assumption that the impoverishment is solely in the production system because no phono-
logical word is produced which can be monitored through the comprehension system (Nozari 
et al., 2011; Nozari & Novick, 2017; Oppenheim & Dell, 2008, 2010). This assumption should 
be subject to future research. However, the results of the second study provide support for 
Vygotskian position that “[…] inner speech is an entirely unique, independent, and distinctive 
speech function, that it is completely different from external speech” (Vygotsky, 1987, 278). 
Vygotsky further believed that inner speech is not merely overt speech without articulation. 
Although the study provides some evidence for the surface-impoverished hypothesis, it cannot 
exclude the assumption of the flexible abstraction hypothesis of Oppenheim and Dell (2010), 
which remains open to further research. However, the results of the second study provide evi-
dence for the Vygotskian view that inner speech appears phonologically abbreviated. That 
means, in adults the phonology is reduced to a minimum in which a word did not to have to 






In sum, the findings of the second study allow the conclusion that inner and overt speech acti-
vate the language network differentially even when no linguistic and motoric process is neces-
sary. It rather seems that differences between inner and overt speech are also affected by exec-
utive control. The study confirms the surface-impoverished hypothesis, namely that inner 
speech is not overt speech without articulation, even more so that prior linguistic retrieval pro-
cesses are downregulated (Oppenheim & Dell, 2008). Thus, the study implies that that the entire 
speech production network pre-activates and respectively pre-downregulates in anticipation of 
linguistic stimulus material for overt and inner speech processes to generate the appropriate 
rules for behavioral control (Gehrig et al., 2012; Kell et al., 2011). 
 
6.3 What distinguishes inner speech from external (overt) speech in children? 
The second study showed some evidence of the surface-impoverished hypothesis for inner 
speech in adults. So far, it is not clear whether inner speech represents the same phenomena as 
overt speech in the developing brain. Behavioral studies showed that inner speech develops 
from social speech through the interaction with others to overt private speech, and then becomes 
internalized to inner speech. The findings showed that overt self-directed speech peaks in the 
preschool years (around 4.5 years) and gradually becomes internalized, getting more and more 
abbreviated with increasing age, resulting in some external manifestations like whispering, mut-
tering or lip moving peaking at age nine until external signs are no longer observable. Fully 
inner speech becomes most present among children aged 14 and beyond (Winsler et al., 2000; 
Winsler et al., 2003; Winsler & Naglieri, 2003). Thus, the use of inner speech undergoes a 
maturational change from early to middle childhood until adolescence (Fernyhough, 2004; 
Vygotsky, 1987). Therefore, the primary school age is a promising time window to investigate 
the internalization process of language at a level where inner speech is already possible for 





this dissertation as well as previous studies have shown that cognitive abilities become more 
efficient when overt speech is internalized to inner speech  (Abdul Aziz et al., 2016a; Aro et 
al., 2015; Fernyhough & Fradley, 2005; Kray et al., 2008, 2010; Lidstone et al., 2012; Winsler, 
1998; Winsler et al., 2003; Winsler & Naglieri, 2003), it raises the question what inner speech 
is and why it is so important to attain in development? So far, there exist no studies directly 
comparing inner and overt speech in children. Thus, the first step in answering the questions 
above is to find out what distinguishes inner from overt speech in children in order to examine 
the “internalization process” of language. Hence, the third study was also an explorative basic 
research using EEG and fNIRS simultaneously to identify biological differences between inner 
and overt speech. The third study of the present dissertation thus aimed at examining the dif-
ferences between inner and overt speech in 6- to 7-year-old children by also disentangling ex-
ecutive control (preparation phase) from linguistic and motoric processes (execution phase). 
The study used a similar experimental design to the second study, in which 29 children com-
pleted the same picture-naming task.  
 
6.3.1 Preparation phase 
The fNIRS results showed a larger overall activation for overt compared to inner speech during 
the preparation phase. However, a larger activation for overt compared to inner speech over 
frontal to parietal regions had been previously found in fMRI studies in adults, suggesting re-
flection of a greater effort to plan and control motor processing necessary for producing overt 
speech as well as an increased phonological lexical output, particularly in the aloud condition 
where phonological lexical output is required (Basho et al., 2007; Bookheimer et al., 1995; 
Borowsky et al., 2005; Huang et al., 2002; Moriai-Izawa et al., 2012; Rosen et al., 2000; Shuster 
& Lemieux, 2005). Same as in the adult study presented in this dissertation, these differences 
between inner and overt speech were already found during the preparation phase. Thus, it can 





overt speech. Moreover, it seems that the children´s brain can already differentiate between 
inner and overt speech when it is not driven by linguistic or motoric processes per se. The study 
leads to the assumption that the children´s brain prepares the subsequent speech execution dif-
ferentially for inner and overt speech in the same brain regions as in adults (Brown et al., 2005; 
Church et al., 2008; Davis et al., 2003; Krishnan et al., 2015).  
The EEG results did not show any difference between inner and overt speech. However, this is 
in contrast to the adult data of the second study presented in this dissertation. The adults showed 
a larger negativity for inner compared to overt speech from 200 ms up to 500 ms during the 
preparation phase. As mentioned above the results during the preparation phase indicates that 
the speech production network pre-activates and pre-inhibits relevant processes in anticipation 
of the linguistic processing for overt and inner speech. That means the brain select and imple-
ment appropriate rules for the behavioral control during the execution phase. And indeed, this 
was true for the adult data showing the larger negativity of inner compared to overt speech also 
during the execution phase. However, the missing of a difference between inner and overt 
speech during the preparation phase in children might indicate that children initiate the imple-
mentation of executive control processes required for overt and inner speech delayed. This out-
come might reflect functional changes in the executive control in children (Adleman et al., 
2002; Huizinga et al., 2006; Lee et al., 2013; Tamnes et al., 2010). However, while the EEG 
did not show differences between inner and overt speech during the preparation phase, the 
fNIRS do so. Respective to the sluggishness of hemodynamic responses in the fNIRS it could 
explain these differences in both methods. The results imply that although children use the same 
brain regions as adults to prepare overt and inner speech, the processes relevant for the prepa-
ration seems to be delayed. That means, the involved brain regions for preparing inner and overt 
speech did not vary between children and adults while the temporal processes differ between 





6.3.2 Execution phase 
However, children did not show differences between inner and overt speech during the execu-
tion phase in both methods. This stands in contrast to adults, who showed a bilateral temporal 
activation larger for overt compared to inner speech as well as a larger negativity for inner 
compared to overt speech between 300 - 500 ms.  
A larger activation for overt compared to inner speech over temporal regions was assumed to 
reflect the monitoring of motor output and the reception of one´s own speech (Bookheimer et 
al., 1995; Indefrey, 2011; Moriai-Izawa et al., 2012; Shuster & Lemieux, 2005). The results 
might imply that children are not fully able to use complex auditory feedback mechanisms just 
as adults do, suggesting immature processes (Krishnan et al., 2015; Shiller et al., 2010). This is 
in line with studies that found generally lower naming accuracy in primary school children 
compared to adults (Brooks & MacWhinney, 2000; D’ Amico et al., 2001; Jerger et al., 2002; 
Vance et al., 2005) suggesting that children are less able to monitor their overt speech. Although 
it was shown that the monitoring of motor output is predicted by the maturity of language pro-
duction system in children (Hanley et al., 2016) the results of the second study in adults point 
towards an involvement of the language comprehension system in speech monitoring, too, 
when overt speech output is required. Thus, the comprehension system occurs as useful for 
monitoring of one´s own speech when auditory feedback is present that seems immature in 
primary school children (Nozari et al., 2011). A complete understanding of children´s monitor-
ing requires exploration of the involvement of the language comprehension and production 
system. However, please note, that the second and third studies did not include a design of 
measuring speech errors that allows conclusions about the monitoring of language.   
A larger negativity for inner compared to overt speech during the execution phase imply inhib-
itory mechanism at the stage of phonological code retrieval and encoding for inner speech in 
adults (Indefrey, 2011). The lack of differences between inner and overt speech in children 





speech during the actual execution. Thus, when children produce inner speech the articulatory 
features seem not to be as weak as in adults implicating immature processes. The study confirms 
the unimpoverished hypothesis, that inner speech is planned exactly as overt speech in children 
(Brocklehurst & Corley, 2011; Corley et al., 2011).  Thus, it seems that inner speech is linguis-
tically processed as overt speech which could explain why the development of inner speech is 
accompanied with external manifestations like whispering, muttering or lip moving (Winsler et 
al., 2000; Winsler et al., 2003; Winsler & Naglieri, 2003). Thus, the third study also provides 
further proof of Vygotsky’s views on the trajectory of the development of self-directed speech. 
It seems that inner speech in children is just overt speech. Because the inhibition of processes 
on inner speech seems to be immature, children may be more or less able to inhibit the articu-
lation. Thus, the neural basis of this internalization process in 6- to 7-year-old children seems 
to be still developing towards becoming completely inner speech (Jones, 2009; Vygotsky, 
1987). Furthermore, the second and third study presented in this dissertation can be theoreti-
cally considered in a four-level developmental scheme for the development of inner speech of 
Fernyhough (2004). As drawn from behavioral studies and findings of the third study of this 
dissertation, it may be that 6- to 7-year-old children are at level 3, expanded inner speech (con-
crete form): overt (private) speech is internalized with all linguistic structural properties of overt 
speech. However, the differences between inner and overt speech in adults mirrored too high 
activation of areas involved in detailed phonological representation. Thus, it may be assumed 
to be the fourth step of inner speech development, i.e. condensed inner speech (abstract form). 
The phonological abbreviation of overt speech is complete, which bears little structural relation 
to overt speech from which it was derived - that is, the stage of “thinking in pure meanings” 







In sum, the findings of the third study allow the conclusion that children use similar brain re-
gions as adults to prepare inner and overt speech when no linguistic and motoric process is 
necessary while it rather seems that children initiate the implementation of executive control 
processes delayed. However, it seems that rather motoric processes than phonological processes 
are downregulated during inner speech. Moreover, the findings implicate that children are not 
fully able to use complex auditory feedback mechanisms as adults during the execution phase. 
The study showed for the first time that inner speech is “unimpoverished” in the children´s 
brain - that is, inner speech is still linguistically the same as overt speech. 
 
6.4 Limitations and Future Research 
As discussed in Chapter 3, the study on the role of self-directed speech in the interplay between 
language and cognition manifests its limitations but also strengths in the multitude of ap-
proaches. An important contribution of this work is providing empirical evidence that language 
processes in the form of self-directed speech, and especially inner speech, support cognitive 
performance. Although the study cannot explain the underlying mechanism of the relation be-
tween language skills and cognition, it shows that the quality of self-directed speech varied 
depending on the language skills, and that the internalization of self-directed speech as well as 
awareness of it plays an important role as regards cognitive efficiency. Moreover, the first study 
presented in this dissertation delivers further support to the Vygotskian theory (1987) that self-
directed speech serves as a self-regulatory tool. The choice in favor of the multi-methodological 
approaches was made to disentangle the role of self-directed speech during problem-solving by 
skirting the limitations of each of the approaches. While the analysis of quantity and quality of 
self-directed speech provides insights into the differences of the use of self-directed speech, it 
is limited to children who talk out loud and show external signs of the internalization process. 





& Fernyhough, 2015). Thus, one possibility to skirt this difficulty is to impede the use of speech 
by using the articulatory suppression. Because studies showed that children´s self-directed 
speech can be maximized when they receive an explicit invitation to talk aloud (Aro et al., 2015; 
Frauenglass & Diaz, 1985), the triggering of self-directed speech was the approach of choice 
to increase it, allowing in turn the analysis of quality differences. However, the design of the 
first study of the presented dissertation has thereby several limitations. The multitude of ap-
proaches resulted in little variation of ToL items and task difficulty. Thus, it might not have 
captured the optimal level of task difficulty to elicit self-directed speech for each participating 
child (Fernyhough & Fradley, 2005; Lidstone et al., 2010). Each condition during the Tower of 
London task (baseline1 and 2, articulatory suppression, tapping control, and triggering condi-
tion) thus included only three items with increasing task difficulty from 3-move up to 5-move 
items. The study would clearly benefit from using a larger pool of items. Thus, a meaningful 
inference regarding the quantity and quality of self-directed speech was not possible, albeit the 
study used bootstrapping to compensate for missing values. Hence, further research should shed 
light on the qualitative differences in self-directed speech in children depending on their lan-
guage skills. Besides, the use of a single performance score to measure the problem-solving 
ability could be considered a limitation due to not all children being able to complete all the 
items. Children stopped at varying levels of difficulty. Hence, it was not possible to use the 
total number of moves or time taken as performance measure because children who completed 
more items took more time for each item as they progressed. Another important limitation is 
that the first study used only the ToL task to assess cognitive abilities (executive functions). 
The ToL task was used for pragmatic reasons. Not only that the problem-solving ability may 
be one underlying factor of learning and social skills in school (Abdul Aziz et al., 2016b; Jonas-
sen, 2000) and has therefore practical relevance, the ToL is a suitable task for applying the 
approaches described above. Using only one EF task cannot provide insights regarding the me-





means, it would be valuable to investigate self-directed speech by comparing tasks requiring 
more verbal and more visuo-spatial demands. The first study presented in this dissertation used 
a cross-sectional design that examined one age group (4.11-6.01 years) at one point in time. 
This means that the study could not establish a developmental trajectory in children to deter-
mine whether the delay of the internalization of speech in children with lower language skills 
as well as the relation between the internalization level and problem-solving performance is 
due to a cohort effect. To ascertain this, future studies should extend this approach to a wider 
age range by using a longitudinal design. It would also be valuable to follow children beyond 
five years of age into middle childhood to determine whether children with lower language 
skills follow the trajectory of the peers with better language skills. Although the study used a 
bootstrapping approach to compensate for power problems of the sample size, the small num-
bers of children limited the possibility of looking at the effect of self-directed speech. Future 
studies would be needed to increase the number of children. However, research investigating 
self-directed speech in children with lower language skills requires addressing many unan-
swered issues. Future studies need to include the qualitative analysis of self-directed speech 
engaging in multiple paths of the same task as well as in other cognitive tasks. However, the 
conclusion that children with lower language skills are delayed in the internalization of speech 
as well as that children with a higher internalization level perform better on the task comes from 
two different variables. Thus, future studies should attempt to use different measures of inter-
nalization to determine what the differences between inner and overt speech are. The research 
needs to further explore whether the internalization of language boosts the development of EF 
or vice versa. Although the first study presented in this dissertation includes children who are 
at risk language-wise, much more work is needed to investigate qualitative differences in self-
directed speech in children with lower language skills, especially in children with a specific 





ological recommendations. It showed that children scored higher during the articulatory sup-
pression than during tapping and baseline 1. This confirms previous findings in adults that the 
tapping condition impeded performance on ToL, while verbal interference enhanced perfor-
mance (Phillips et al., 1999). Thus, future studies should be attentive to the dual task design 
and should examine whether the tapping control condition actually serves as a control over the 
articulatory suppression in mainly younger children compared to older children. Furthermore, 
studies examining the role of self-directed speech in children should also include children´s 
metacognitive abilities (i.e., the awareness of self-directed speech) as a measure of the effective 
use of self-directed speech (Gunzenhauser et al., 2019; Winsler & Naglieri, 2003). Finally, the 
first study of the present dissertation used a cross-sectional design and overlooked the predic-
tive effect of self-directed speech on cognition in process due to a study found out that self-
directed speech and task performance were not necessarily related at one time point of measur-
ing (Bivens & Berk, 1990). There is clearly a need for longitudinal studies that could describe 
gradual changes in language skills, problem-solving and self-directed speech.   
Differences between inner and overt speech preparation and execution during a picture-naming 
task in adults and children with EEG and fNIRS have so far been subject to little empirical 
research. This is the basis for strengths as well as for limitations of the second and third study 
presented in this dissertation. An important contribution of these studies is their being able to 
provide insights into the differences of inner and overt speech in children´s and adults’ brain. 
Both studies showed for the first time that inner and overt speech activate the language network 
differentially even when no linguistic and motoric process is necessary. It rather seems that 
differences between inner and overt speech are not solely due to linguistic and motoric pro-
cesses but also affected by executive control. The studies provide some evidence that the entire 
speech production network pre-activates and respectively pre-downregulates in anticipation of 
linguistic stimulus material for overt and inner speech processes to generate the appropriate 





(Gehrig et al., 2012; Kell et al., 2011). Furthermore, the studies showed that inner speech seems 
to be downregulated first on a phonological level, and only then in motoric processes in adults, 
providing a suggestion for the surface-impoverished hypothesis, while it seems that inner 
speech is just overt speech, providing a suggestion for the unimpoverished hypothesis. Thus, 
an important contribution of the present dissertation is that children can indeed talk silently to 
themselves, but the brain seems not yet too high differentiate between inner and overt speech 
in children during an execution phase, while inner speech seems to be more “abstract” in adults. 
The latter finding clearly has implications for using inner speech as a replacement for overt 
speech in neuroscientific research in that task paradigms with no overt speaking are frequently 
used, due to minimizing possible vocalization artifacts. While some neuroimaging studies did 
not find conclusive evidence that inner speech differs from overt speech, with the exception of 
the fact that overt speech activates the motor-related brain regions (e.g., Morin, 2012; Palmer 
et al., 2001), some other studies found a larger activation for overt compared to inner speech in 
the language network system (Basho et al., 2007; Bookheimer et al., 1995; Moriai-Izawa et al., 
2012; Rosen et al., 2000; Shuster & Lemieux, 2005) remaining open as to what these results 
imply. Thus, the combination of fNIRS and EEG allows a more detailed insight regarding the 
differences between inner and overt speech. The studies part of the present dissertation indeed 
confirms the magnitude differences measured with fNIRS, but provide further evidence of elec-
trophysiological differences between inner and overt speech. It seems that the brain prepares 
and executes inner and overt speech differentially, which is why inner speech should not be 
considered as overt speech in neuroimaging studies in adults. However, one limitation of the 
studies is the lack of a baseline condition. Thus, the studies cannot determine whether inner and 
overt speech stimulate different brain regions. Nevertheless, a number of studies showed largely 
overlapping brain regions during inner and overt speech (Basho et al., 2007; Bookheimer et al., 
1995; Borowsky et al., 2005; Huang et al., 2002; Palmer et al., 2001; Shuster & Lemieux, 2005). 





Fernyhough, 2007), which is why the present dissertation desists from using a baseline condi-
tion due to also not extending the experimental duration, which is mainly important for the 
children´s group. Although neuroscientific methods can skirt the problem that behavioral in-
vestigation of inner speech is limited to external signs and that reaction time as well as accuracy 
cannot be obtained directly (Palmer et al., 2001), a major issue is that there is no support for 
the idea that the adults and children actually managed to perform the inner speech task. There-
fore, any differences in activation can also result from differences in performance. Thus, future 
studies should include an additional behavioral control to check whether inner speech is actu-
ally produced. One possibility for counteracting this is the administration of behavioral tasks 
that require the internal phonological judgements (Alderson-Day & Fernyhough, 2015). An-
other important limitation is that the studies lack ecological validity, which is generally a major 
issue in neuroscientific studies investigating inner speech (Alderson-Day & Fernyhough, 2015; 
Jones, 2009). Under instruction from the experimenter, the participants produced single words 
which did not necessarily mirror the “natural” inner speech. The present studies cannot draw a 
clear picture about the natural use (e.g., how it is used in problem-solving) and transition from 
general external speech (fully overt) to overt private speech (overt, but sometimes abbreviated) 
and to inner speech (expanded and condensed). Démonet, Thierry, and Cardebat (2005) sum-
marized this dilemma in that neuroscientific studies have the mission to be well-controlled in 
cognitive task and stimuli to elucidate the relation between brain activations and cognitive com-
ponents, but the experimental context is very artificial. Although the present dissertation in-
tended to ensure a good level of control over the experimental parameters to factor out other 
cognitive aspects usually involved in the “natural” use of self-directed speech, more ecological 
studies of inner speech are needed. Furthermore, inner speech varied much depending on the 
task conditions, since studies found that inner speech elicits different brain regions depending 
on whether it was executed in the first, second or third person (Shergill et al., 2001). Thus, the 





It remains to be determined whether this will also apply to other tasks. As mentioned above, 
the neural differences between inner and overt speech preparation and execution in adults and 
children have so far been subject to little empirical research. It thus makes it difficult to derive 
a clear conclusion about the processes involved in inner and overt speech. Hence, the presented 
studies need to be replicated to create a clearer picture of the differences between inner and 
overt speech in children and adults. A methodological limitation of the studies is the use of a 
constant interval between the preparation and execution phase. However, while this is of no 
consequence for the EEG analysis, the fNIRS analysis is may be unable to disentangle both 
phases (preparation and execution phase) due to the sluggishness of the hemodynamic re-
sponses. Thus, another explanation of the higher activation for overt compared to inner speech 
could be also due to differences in later phases, such as the actual articulation. This could also 
explain why there was more activation in overt compared to inner speech during the preparation 
phase. Although some studies found also a larger activation for overt compared to inner speech 
(Basho et al., 2007; Bookheimer et al., 1995; Moriai-Izawa et al., 2012; Rosen et al., 2000; 
Shuster & Lemieux, 2005), future studies should include different time intervals between prep-
aration and execution phase. Despite these limitations, neuroscientific methods provide a good 
alternative when studying the internal process of language, and they complement behavioral 
methods. However, research investigating inner and overt speech in children and adults requires 
further attention in order to address many unanswered issues. Future studies need to include a 
wider age range of children. This means that the studies presented here could not establish a 
developmental trajectory from childhood to adulthood to determine whether the assumed delay 
of the downregulation of some brain regions and processes for inner speech is a plausible in-
terpretation of the findings. Furthermore, research is needed into whether the lower activation 
in fNIRS and larger negativity in EEG for inner compared to overt speech represents actually 
the inhibition of brain regions and processes. Thus, future research should light on whether 





overt speech. Furthermore, it is important to investigate whether the inhibition effect is domain-
general or domain-specific by conduction non-verbal and verbal interference tasks (e.g. Stroop 
task, Simon task). Further research should shed more light on the relation between this age-
dependent increase of inner-overt distinction by investigating children beyond six years of age 
into middle childhood and adulthood. Much work is needed to investigate the internalization of 
language in relation to cognitive processes in the brain to determine why inner speech is related 
to better cognitive performance, as behavioral results showed. This has practical importance for 
helping children at risk of language and/or cognitive impairment, including stuttering. Further 
studies investigating the “abnormal” inner speech (verbal hallucination) should include a chil-
dren cohort to determine developmental trajectories on inner speech disorders. The children in 
the study presented here did not show any differences between inner and overt speech in tem-
poral regions. This suggests that reflection of the monitoring of their own speech is not as ma-
ture in children as in adults, which confirms behavioral studies (Shiller et al., 2010). However, 
it remains open to future research at which time point the auditory feedback becomes adult-
like, which is possibly relevant for a typical development of inner speech (Daliri & Max, 2016; 
Ford et al., 2001; Ford & Mathalon, 2005; Shergill et al., 2001). Potentially, the results can also 
be related to children´s general awareness of self-directed speech (overt as well as covert). Thus, 
it would be valuable to investigate whether temporal differences between children and adults 
are related to the awareness of inner and overt speech.   
 
6.5 Conclusion 
What is this phenomenon called “inner speech”? Vygotsky´s (1987) idea about it is that the 
internalization of previously external speech is an essential component in children´s developing 
cognitive functions and self-regulation as an outcome of a developmental process. In conclu-
sion, the findings of the studies that are part of the present dissertation contribute new insights 





inner speech is. First, the role of self-directed speech (overtly and covertly) in the relation be-
tween language skills and cognition was investigated. The results confirmed that language skills 
as well as the internalization of speech is related to children´s problem-solving ability. The 
findings established a delay in the internalization in children with lower language skills. How-
ever, there was no evidence that self-directed speech is an underlying mechanism of the relation 
between language skills and cognition. Findings from the first study presented in this disserta-
tion confirmed Vygotsky´s view of the self-regulatory function of self-directed speech in chil-
dren, while its efficiency seems to depend on the awareness of it. Second, the biological differ-
ences between inner and overt speech in adults were examined. The results confirmed the sur-
face-impoverished hypothesis, namely that inner speech is not overt speech without articula-
tion, even more so that prior phonological retrieval and encoding processes are downregulated. 
Moreover, the study showed for the first time that the brain differentiates between inner and 
overt speech even when no linguistic and motoric process is necessary. It rather seems that 
differences between inner and overt speech are also affected by executive control. Third, the 
biological differences between inner and overt speech in 6- to 7-year-old children were inves-
tigated. The results showed fewer differences between inner and overt speech, indicating that 
inner speech is not yet adult-like. Even more so, it seems that inner speech represents the same 
as overt speech in the children´s brain. Although children´s brain can already differentiate be-
tween inner and overt speech when no linguistic and motoric process are necessary, the brain 
seems to initiate the implementation of relevant processes during inner and overt speech belat-
edly.  
The present dissertation confirms Vygotsky´s (1987) theory that self-directed speech is im-
portant for self-regulation, especially in children with lower cognitive skills, and that the pro-
cess of becoming inner speech is relevant to children´s developing cognition. But it cannot 





self-directed speech to regulate their actions and behavior, which in turn drives cognitive de-
velopment. However, the present dissertation confirming Vygotsky´s prediction that inner 
speech differs from external speech in adults, while the neural basis of inner speech in 6- to  
7-year-old children is still under development. Future research is needed to provide a clearer 
picture of the concept of internalization and a more comprehensive understanding of the neural 
basis of its relation to cognition. However, the present dissertation demonstrates the benefit of 
using neuroscientific methods for the examination of inner speech in children and adults. The 
findings show that inner speech cannot be equated with overt speech in adults. This raises the 
question, of whether the equalization of inner and overt speech in behavioral and neuroscientific 
studies is contraindicated, especially in adults and maybe older children. Although neural pro-
cesses in inner and overt speech differ during a preparation phase in 6- to 7-year-old children, 
these differences are little during the actual execution of speech. This implies that the use of 
overt speech as a direct replacement of inner speech in behavioral studies are not necessarily 
contraindicated. However, neuroscientific methods can help shed light on children who are out-
wardly silent to examine of whether they using inner speech all of the time or showing a delay 
in using verbal strategies. Further research is needed, which investigates inner speech in relation 
to language skills and cognitive functions which clearly would benefit from using multi-meth-









Aaslid, R. (1987). Visually evoked dynamic blood flow response of the human cerebral circu-
lation. Stroke, 18(4), 771–775. 
 
Abdul Aziz, S., Fletcher, J., & Bayliss, D. M. (2016a). The Effectiveness of Self-regulatory 
Speech Training for Planning and Problem Solving in Children with Specific Language Im-
pairment. Journal of Abnormal Child Psychology, 44(6), 1045–1059. 
https://doi.org/10.1007/s10802-015-0115-7 
 
Abdul Aziz, S., Fletcher, J., & Bayliss, D. M. (2016b). Self-regulatory speech during planning 
and problem-solving in children with SLI and their typically developing peers. International 
Journal of Language & Communication Disorders, n/a-n/a. https://doi.org/10.1111/1460-
6984.12273 
 
Abramson, M., & Goldinger, S. D. (1997). What the reader’s eye tells the mind’s ear: Silent 
reading activates inner speech. Perception & Psychophysics, 59(7), 1059–1068. 
https://doi.org/10.3758/BF03205520 
 
Adleman, N. E., Menon, V., Blasey, C. M., White, C. D., Warsofsky, I. S., Glover, G. H., & 
Reiss, A. L. (2002). A Developmental fMRI Study of the Stroop Color-Word Task. Neu-
roImage, 16(1), 61–75. https://doi.org/10.1006/nimg.2001.1046 
 
Alarcón-Rubio, D., Sánchez-Medina, J. A., & Prieto-García, J. R. (2014). Executive function 
and verbal self-regulation in childhood: Developmental linkages between partially internal-






Alarcón-Rubio, D., Sánchez-Medina, J. A., & Winsler, A. (2013). Private Speech in Illiterate 
Adults: Cognitive Functions, Task Difficulty, and Literacy. Journal of Adult Development, 
20(2), 100–111. https://doi.org/10.1007/s10804-013-9161-y 
 
Albert, D., & Steinberg, L. (2011). Age differences in strategic planning as indexed by the 
tower of London. Child Development, 82(5), 1501–1517. https://doi.org/10.1111/j.1467-
8624.2011.01613.x 
 
Alderson-Day, B., & Fernyhough, C. (2015). Inner Speech: Development, Cognitive Func-
tions, Phenomenology, and Neurobiology. Psychological Bulletin, 141(5), 931–965. 
https://doi.org/10.1037/bul0000021 
 
Archibald, L. M. D., & Gathercole, S. E. (2006). Short-term and working memory in specific 
language impairment. International Journal of Language & Communication Disorders, 41(6), 
675–693. https://doi.org/10.1080/13682820500442602 
 
Aro, T., Poikkeus, A.-M., Laakso, M.-L., Tolvanen, A., & Ahonen, T. (2015). Associations 
between private speech, behavioral self-regulation, and cognitive abilities. International Jour-
nal of Behavioral Development, 39(6), 508–518. https://doi.org/10.1177/0165025414556094 
Asato, M. R., Sweeney, J. A., & Luna, B. (2006). Cognitive processes in the development of 
TOL performance. Neuropsychologia, 44(12), 2259–2269. https://doi.org/10.1016/j.neuropsy-
chologia.2006.05.010 
 
Baddeley, A., Chincotta, D., & Adlam, A. (2001). Working memory and the control of action: 






Baddeley, A. D. (1966). Short-term memory for word sequences as a function of acoustic, se-
mantic and formal similarity. The Quarterly Journal of Experimental Psychology, 18(4), 362–
365. https://doi.org/10.1080/14640746608400055 
 
Baddeley, Alan D., & Hitch, G. (1974). Working Memory. In G. H. Bower (Ed.), Psychology 
of Learning and Motivation (Vol. 8, pp. 47–89). Academic Press. 
https://doi.org/10.1016/S0079-7421(08)60452-1 
 
Baldo, J. V., Dronkers, N. F., Wilkins, D., Ludy, C., Raskin, P., & Kim, J. (2005). Is problem 
solving dependent on language? Brain and Language, 92(3), 240–250. 
https://doi.org/10.1016/j.bandl.2004.06.103 
 
Basho, S., Palmer, E. D., Rubio, M. A., Wulfeck, B., & Müller, R.-A. (2007). Effects of gen-
eration mode in fMRI adaptations of semantic fluency: Paced production and overt speech. 
Neuropsychologia, 45(8), 1697–1706. https://doi.org/10.1016/j.neuropsycholo-
gia.2007.01.007 
 
Baus, C., Sebanz, N., Fuente, V. de la, Branzi, F. M., Martin, C., & Costa, A. (2014). On pre-
dicting others’ words: Electrophysiological evidence of prediction in speech production. Cog-
nition, 133(2), 395–407. https://doi.org/10.1016/j.cognition.2014.07.006 
 
Beer, A. (1852). Bestimmung der Absorption des rothen Lichts in farbigen Flüssigkeiten. An-
nalen Der Physik, 162(5), 78–88. https://doi.org/10.1002/andp.18521620505 
Berelson, B. (1952). Content analysis in communication reasearch. Hafner. 
http://psycnet.apa.org/record/1953-07730-000 
 
Berg, W. K., & Byrd, D. (2002). The Tower of London spatial problem-solving task: Enhanc-
ing clinical and research implementation. Journal of Clinical and Experimental Neuropsy-





Berk, L. E. (1986). Relationship of elementary school children’s private speech to behavioral 






Berk, L. E., & Landau, S. (1993). Private speech of learning disabled and normally achieving 
children in classroom academic and laboratory contexts. Child Development, 64(2), 556–571. 
Berk, Laura E. (1992). Children’s private speech: An overview of theory and the status of re-
search. In Private speech: From social interaction to self-regulation (pp. 17–53). Lawrence 
Erlbaum Associates, Inc. 
 
Best, J. R., Miller, P. H., & Naglieri, J. A. (2011). Relations between Executive Function and 
Academic Achievement from Ages 5 to 17 in a Large, Representative National Sample. 
Learning and Individual Differences, 21(4), 327–336. https://doi.org/10.1016/j.lin-
dif.2011.01.007 
 
Bishop, D. V. M., Nation, K., & Patterson, K. (2014). When words fail us: Insights into lan-
guage processing from developmental and acquired disorders. Philosophical Transactions of 
the Royal Society of London. Series B, Biological Sciences, 369(1634), 20120403. 
https://doi.org/10.1098/rstb.2012.0403 
 
Bivens, J. A., & Berk, L. E. (1990). A longitudinal study of the development of elementary 
school children’s private speech. Merrill-Palmer Quarterly, 36(4), 443–463. 
Blackwood, D. H., & Muir, W. J. (1990). Cognitive brain potentials and their application. The 





Blair, C., & Razza, R. P. (2007). Relating effortful control, executive function, and false be-
lief understanding to emerging math and literacy ability in kindergarten. Child Development, 
78(2), 647–663. https://doi.org/10.1111/j.1467-8624.2007.01019.x 
 
Bohlmann, N. L., Maier, M. F., & Palacios, N. (2015). Bidirectionality in Self-Regulation and 
Expressive Vocabulary: Comparisons Between Monolingual and Dual Language Learners in 
Preschool. Child Development, 86(4), 1094–1111. https://doi.org/10.1111/cdev.12375 
 
Bookheimer, S. Y., Zeffiro, T. A., Blaxton, T., Gaillard, W., & Theodore, W. (1995). Re-
gional cerebral blood flow during object naming and word reading. Human Brain Mapping, 
3(2), 93–106. https://doi.org/10.1002/hbm.460030206 
 
Borowsky, R., Owen, W. J., Wile, T. L., Friesen, C. K., Martin, J. L., & Sarty, G. E. (2005). 
Neuroimaging of Language Processes: FMRI of Silent and Overt Lexical Processing and the 
Promise of Multiple Process Imaging in Single Brain Studies. Canadian Association of Radi-
ologists Journal, 56(4), 204–213. 
 
Botting, N., Jones, A., Marshall, C., Denmark, T., Atkinson, J., & Morgan, G. (2016). Non-
verbal Executive Function is Mediated by Language: A Study of Deaf and Hearing Children. 
Child Development, n/a-n/a. https://doi.org/10.1111/cdev.12659 
 
Bouguer, P. (1729). Essai d’optique sur la gradation de la lumière. Claude Jombert. 
https://www.e-rara.ch/zut/2693422 
 
Boynton, G. M., Engel, S. A., Glover, G. H., & Heeger, D. J. (1996). Linear Systems Analysis 






Brocklehurst, P. H., & Corley, M. (2011). Investigating the inner speech of people who stut-
ter: Evidence for (and against) the covert repair hypothesis. Journal of Communication Disor-
ders, 44(2), 246–260. https://doi.org/10.1016/j.jcomdis.2010.11.004 
 
Brooks, P. J., & MacWhinney, B. (2000). Phonological priming in children’s picture naming. 
Journal of Child Language, 27(2), 335–366. 
 
Brown, T. T., Lugar, H. M., Coalson, R. S., Miezin, F. M., Petersen, S. E., & Schlaggar, B. L. 
(2005). Developmental Changes in Human Cerebral Functional Organization for Word Gen-
eration. Cerebral Cortex, 15(3), 275–290. https://doi.org/10.1093/cercor/bhh129 
 
Buckow, C. (2008). Entwicklung eines bildgebenden optischen Spektroskopie-Systems zur 
Darstellung funktioneller kortikaler Aktivierung. https://refubium.fu-ber-
lin.de/handle/fub188/1590 
 
Budd, M.-J., Paulmann, S., Barry, C., & Clahsen, H. (2013). Brain potentials during language 
production in children and adults: An ERP study of the English past tense. Brain and Lan-
guage, 127(3), 345–355. https://doi.org/10.1016/j.bandl.2012.12.010 
 
Bulheller, S., & Häcker, H. (Eds.). (1976). CPM. Coloured Progressive Matrices. Pearson 
Assessment. https://www.testzentrale.de/shop/coloured-progressive-matrices.html 
 
Bull, R., Espy, K. A., & Senn, T. E. (2004). A comparison of performance on the Towers of 







Bull, R., Espy, K. A., & Wiebe, S. A. (2008). Short-Term Memory, Working Memory, and 
Executive Functioning in Preschoolers: Longitudinal Predictors of Mathematical Achieve-
ment at Age 7 Years. Developmental Neuropsychology, 33(3), 205–228. 
https://doi.org/10.1080/87565640801982312 
 
Buzsáki, G. (2002). Theta Oscillations in the Hippocampus. Neuron, 33(3), 325–340. 
https://doi.org/10.1016/S0896-6273(02)00586-X 
 
Cannestra, A. F., Wartenburger, I., Obrig, H., Villringer, A., & Toga, A. W. (2003). Func-
tional assessment of Broca’s area using near infrared spectroscopy in humans. Neuroreport, 
14(15), 1961–1965. https://doi.org/10.1097/01.wnr.0000091691.72892.a5 
 
Cannon, J., Levine, S., & Huttenlocher, J. (2007). A system for analyzing children and care-
givers’ language about space in structured and unstructured contexts. Spatial Intelligence 
and Learning Center (SILC) technical report. http://spatiallearning.org/media/silc_pdfs/re-
sources/testsandinstruments/Spatial%20Language%20Coding%20Manual%201-10-12.pdf 
 
Carota, F., Posada, A., Harquel, S., Delpuech, C., Bertrand, O., & Sirigu, A. (2010). Neural 
dynamics of the intention to speak. Cerebral Cortex (New York, N.Y.: 1991), 20(8), 1891–
1897. https://doi.org/10.1093/cercor/bhp255 
 
Caughy, M. O., Mills, B., Brinkley, D., & Owen, M. T. (2018). Behavioral Self-regulation, 
Early Academic Achievement, and the Effectiveness of Urban Schools for Low-Income Eth-
nic Minority Children. American Journal of Community Psychology, 61(3–4), 372–385. 
https://doi.org/10.1002/ajcp.12242 
 
Cheetham, J. M., Rahm, B., Kaller, C. P., & Unterrainer, J. M. (2012). Visuospatial over ver-
bal demands in predicting Tower of London planning tasks. British Journal of Psychology 





Church, J. A., Coalson, R. S., Lugar, H. M., Petersen, S. E., & Schlaggar, B. L. (2008). A de-
velopmental fMRI study of reading and repetition reveals changes in phonological and visual 
mechanisms over age. Cerebral Cortex (New York, N.Y.: 1991), 18(9), 2054–2065. 
https://doi.org/10.1093/cercor/bhm228 
 
Cope, M., & Delpy, D. T. (1988). System for long-term measurement of cerebral blood and 
tissue oxygenation on newborn infants by near infra-red transillumination. Medical & Biolog-
ical Engineering & Computing, 26(3), 289–294. 
 
Cope, M., Delpy, D. T., Reynolds, E. O., Wray, S., Wyatt, J., & van der Zee, P. (1988). Meth-
ods of quantitating cerebral near infrared spectroscopy data. Advances in Experimental Medi-
cine and Biology, 222, 183–189. 
 
Copeland, A. P. (1979). Types of private speech produced by hyperactive and nonhyperactive 
boys. Journal of Abnormal Child Psychology, 7(2), 169–177. 
https://doi.org/10.1007/BF00918897 
 
Corley, M., Brocklehurst, P. H., & Moat, H. S. (2011). Error biases in inner and overt speech: 
Evidence from tongue twisters. Journal of Experimental Psychology. Learning, Memory, and 
Cognition, 37(1), 162–175. https://doi.org/10.1037/a0021321 
 
Costa, A., Strijkers, K., Martin, C., & Thierry, G. (2009). The time course of word retrieval 
revealed by event-related brain potentials during overt speech. Proceedings of the National 
Academy of Sciences of the United States of America, 106(50), 21442–21446. 
https://doi.org/10.1073/pnas.0908921106 
 
D’ Amico, S., Devescovi, A., & Bates, E. (2001). Picture naming and lexical access in Italian 






Daliri, A., & Max, L. (2016). Modulation of Auditory Responses to Speech vs. Nonspeech 
Stimuli during Speech Movement Planning. Frontiers in Human Neuroscience, 10. 
https://doi.org/10.3389/fnhum.2016.00234 
 
Davis, E. P., Bruce, J., Snyder, K., & Nelson, C. A. (2003). The X-trials: Neural correlates of 
an inhibitory control task in children and adults. Journal of Cognitive Neuroscience, 15(3), 
432–443. https://doi.org/10.1162/089892903321593144 
 
de Zubicaray, G. I., Wilson, S. J., McMahon, K. L., & Muthiah, S. (2001). The semantic in-
terference effect in the picture-word paradigm: An event-related fMRI study employing overt 
responses. Human Brain Mapping, 14(4), 218–227. 
 
Dell, G. S., & Repka, R. J. (1992). Errors in inner speech. In Experimental slips and human 
error: Exploring the architecture of volition (pp. 237–262). Plenum Press. 
https://doi.org/10.1007/978-1-4899-1164-3_10 
 
Delpy, D. T., Cope, M., van der Zee, P., Arridge, S., Wray, S., & Wyatt, J. (1988). Estimation 
of optical pathlength through tissue from direct time of flight measurement. Physics in Medi-
cine and Biology, 33(12), 1433–1442. 
 
Démonet, J.-F., Thierry, G., & Cardebat, D. (2005). Renewal of the neurophysiology of lan-
guage: Functional neuroimaging. Physiological Reviews, 85(1), 49–95. 
https://doi.org/10.1152/physrev.00049.2003 
 
D’Esposito, M., Deouell, L. Y., & Gazzaley, A. (2003). Alterations in the BOLD fMRI signal 







Diamond, A. (2002). Normal development of prefrontal cortex from birth to young adulthood: 
Cognitive functions, anatomy, and biochemistry. In Principles of frontal lobe function (pp. 
466–503). Oxford University Press. https://doi.org/10.1093/ac-
prof:oso/9780195134971.003.0029 
 
Diamond, A. (2013). Executive Functions. Annual Review of Psychology, 64, 135–168. 
https://doi.org/10.1146/annurev-psych-113011-143750 
 
Dias, N. M., & Seabra, A. G. (2012). Executive demands of the Tower of London task in Bra-
zilian teenagers. Psychology &amp; Neuroscience, 5(1), 63–75. 
https://doi.org/10.3922/j.psns.2012.1.09 
 
Diaz, Rafael M., Winsler, A., Atencio, D. J., & Harbers, K. (1992). Mediation of Self-regula-
tion through the Use of Private Speech. International Journal of Cognitive Education and Me-
diated Learning, 2(2), 155–167. 
 
Ebner, A., & Deuschl, G. (2011). EEG (1st ed.). Georg Thieme Verlag KG. 
 
Eulitz, C., Hauk, O., & Cohen, R. (2000). Electroencephalographic activity over temporal 
brain areas during phonological encoding in picture naming. Clinical Neurophysiology, 
111(11), 2088–2097. https://doi.org/10.1016/S1388-2457(00)00441-7 
 
Fallgatter, A. J., Ehlis, A. Ch., Wagener, A., Michel, T., & Herrmann, M. J. (2004). Nah-Inf-
rarot-Spektroskopie in der Psychiatrie. Der Nervenarzt, 75, 911–916. 
 
Feigenbaum, P. (1992). Development of the syntactic and discourse structures of private 
speech. In R. M. Diaz & L. E. Berk (Eds.), Private speech: From social interaction to self-





Fernyhough, C., & Fradley, E. (2005). Private Speech on an Executive Task: Relations with 
Task Difficulty and Task Performance. Cognitive Development, 20(1), 103–120. 
https://doi.org/10.1016/j.cogdev.2004.11.002 
 
Fernyhough, C., & Russell, J. (1997). Distinguishing One’s Own Voice from Those of Oth-
ers: A Function for Private Speech? International Journal of Behavioral Development, 20(4), 
651–665. https://doi.org/10.1080/016502597385108 
 
Fernyhough, Charles. (2004). Alien voices and inner dialogue: Towards a developmental ac-
count of auditory verbal hallucinations. New Ideas in Psychology, 22(1), 49–68. 
https://doi.org/10.1016/j.newideapsych.2004.09.001 
 
Flavell, J. H., Green, F. L., Flavell, E. R., & Grossman, J. B. (1997). The development of chil-
dren’s knowledge about inner speech. Child Development, 68(1), 39–47. 
 
Ford, J. M., Mathalon, D. H., Kalba, S., Whitfield, S., Faustman, W. O., & Roth, W. T. 
(2001). Cortical responsiveness during talking and listening in schizophrenia: An event-re-
lated brain potential study. Biological Psychiatry, 50(7), 540–549. 
 
Ford, Judith M., & Mathalon, D. H. (2005). Corollary discharge dysfunction in schizophrenia: 
Can it explain auditory hallucinations? International Journal of Psychophysiology: Official 
Journal of the International Organization of Psychophysiology, 58(2–3), 179–189. 
https://doi.org/10.1016/j.ijpsycho.2005.01.014 
 
Ford, Judith M., & Mathalon, D. H. (2012). Anticipating the future: Automatic prediction fail-
ures in schizophrenia. International Journal of Psychophysiology: Official Journal of the In-










Frauenglass, M. H., & Diaz, R. M. (1985). Self-regulatory functions of children’s private 
speech: A critical analysis of recent challenges to Vygotsky’s theory. Developmental Psychol-
ogy, 21(2), 357–364. https://doi.org/10.1037/0012-1649.21.2.357 
 
Freyer, F., Becker, R., Dinse, H. R., & Ritter, P. (2013). State-Dependent Perceptual Learn-
ing. Journal of Neuroscience, 33(7), 2900–2907. https://doi.org/10.1523/JNEUROSCI.4039-
12.2013 
 
Gajewski, P. D., & Falkenstein, M. (2013). Effects of task complexity on ERP components in 
Go/Nogo tasks. International Journal of Psychophysiology, 87(3), 273–278. 
https://doi.org/10.1016/j.ijpsycho.2012.08.007 
 
Gehrig, J., Wibral, M., Arnold, C., & Kell, C. A. (2012). Setting Up the Speech Production 
Network: How Oscillations Contribute to Lateralized Information Routing. Frontiers in Psy-
chology, 3. https://doi.org/10.3389/fpsyg.2012.00169 
 
Gervain, J., Mehler, J., Werker, J. F., Nelson, C. A., Csibra, G., Lloyd-Fox, S., Shukla, M., & 
Aslin, R. N. (2011). Near-infrared spectroscopy: A report from the McDonnell infant method-
ology consortium. Developmental Cognitive Neuroscience, 1(1), 22–46. 
https://doi.org/10.1016/j.dcn.2010.07.004 
 
Gilhooly, K. J., Phillips, L. H., Wynn, V., Logie, R. H., & Sala, S. D. (1999). Planning Pro-






Gilhooly, K. J., Wynn, V., Philips, L. H., Llogie, R. H., & Della Sala, S. (2002). Visuo-spatial 
and verbal working memory in the five-disc Tower of London task: An individual differences 
approach. Thinking & Reasoning, 8(3), 165–178. 
https://doi.org/10.1080/13546780244000006 
 
Goel, V., & Grafman, J. (1995). Are the frontal lobes implicated in “planning” functions? In-
terpreting data from the Tower of Hanoi. Neuropsychologia, 33(5), 623–642. 
 
Goel, V., Grafman, J., Tajik, J., Gana, S., & Danto, D. (1997). A study of the performance of 
patients with frontal lobe lesions in a financial planning task. Brain: A Journal of Neurology, 
120 ( Pt 10), 1805–1822. 
 
Gooch, D., Thompson, P., Nash, H. M., Snowling, M. J., & Hulme, C. (2016). The develop-
ment of executive function and language skills in the early school years. Journal of Child Psy-
chology and Psychiatry, and Allied Disciplines, 57(2), 180–187. 
https://doi.org/10.1111/jcpp.12458 
 
Gratton, G., Coles, M., & Donchin, E. (1983). A new method for off-line removal of ocular 
artifact. Electroencephalography and Clinical Neurophysiology, 468–484. 
 
Greenham, S. L., & Stelmack, R. M. (2001). Event-related potentials and picture-word nam-
ing: Effects of attention and semantic relation for children and adults. Developmental Neuro-
psychology, 20(3), 619–638. https://doi.org/10.1207/S15326942DN2003_5 
 
Greenhouse, S. W., & Geisser, S. (1959). On methods in the analysis of profile data. Psycho-






Gunzenhauser, C., Hauch, F., Stephan, F., & Saalbach, H. (2020). Verbal Mediation of Plan-
ning in Elementary Students: A Think-Aloud Approach. (E. Klopp, J. Schneider, & R. Stark, 
Eds.). Bertuch Verlag. 
 
Gunzenhauser, C., Karbach, J., & Saalbach, H. (2019). Function of verbal strategies in mono-
lingual vs. bilingual students’ planning performance: An experimental approach. Cognitive 
Development, 50, 1–12. https://doi.org/10.1016/j.cogdev.2019.01.003 
 
Guo, T., Peng, D., Lu, C., & Lui, H. (2005). The Temporal Course of Semantic and Phono-
logical Activation in Chinese Word Production: An ERP Study. [The Temporal Course of Se-
mantic and Phonological Activation in Chinese Word Production: An ERP Study.]. Acta Psy-
chologica Sinica, 37(5), 569–574. 
 
Hanley, J. R., Cortis, C., Budd, M.-J., & Nozari, N. (2016). Did I say dog or cat? A study of 
semantic error detection and correction in children. Journal of Experimental Child Psychol-
ogy, 142, 36–47. https://doi.org/10.1016/j.jecp.2015.09.008 
 
Hanslmayr, S., Pastötter, B., Bäuml, K.-H., Gruber, S., Wimber, M., & Klimesch, W. (2008). 
The electrophysiological dynamics of interference during the Stroop task. Journal of Cogni-
tive Neuroscience, 20(2), 215–225. https://doi.org/10.1162/jocn.2008.20020 
 
Hayes, A. F. (2013). Introduction to Mediation, Moderation, and Conditional Process Analy-
sis: A Regression-Based Approach (Vol. 2). The Guilford Press. https://onlineli-
brary.wiley.com/doi/abs/10.1111/jedm.12050 
 
Henry, L. A., Messer, D. J., & Nash, G. (2012). Executive functioning in children with spe-
cific language impairment. Journal of Child Psychology and Psychiatry, and Allied Disci-





Hickok, G., Houde, J., & Rong, F. (2011). Sensorimotor Integration in Speech Processing: 
Computational Basis and Neural Organization. Neuron, 69(3), 407–422. 
https://doi.org/10.1016/j.neuron.2011.01.019 
 
Hoffman, L. M., & Gillam, R. B. (2004). Verbal and Spatial Information Processing Con-
straints in Children With Specific Language Impairment. Journal of Speech, Language, and 
Hearing Research, 47(1), 114–125. https://doi.org/10.1044/1092-4388(2004/011) 
 
Hongwanishkul, D., Happaney, K. R., Lee, W. S. C., & Zelazo, P. D. (2005). Assessment of 
Hot and Cool Executive Function in Young Children: Age-Related Changes and Individual 
Differences. Developmental Neuropsychology, 28(2), 617–644. 
https://doi.org/10.1207/s15326942dn2802_4 
 
Huang, J., Carr, T. H., & Cao, Y. (2002). Comparing cortical activations for silent and overt 
speech using event-related fMRI. Human Brain Mapping, 15(1), 39–53. 
 
Huettig, F., & Hartsuiker, R. J. (2010). Listening to yourself is like listening to others: Exter-
nal, but not internal, verbal self-monitoring is based on speech perception. Language and 
Cognitive Processes, 25(3), 347–374. https://doi.org/10.1080/01690960903046926 
 
Huizinga, M., Dolan, C. V., & van der Molen, M. W. (2006). Age-related change in executive 
function: Developmental trends and a latent variable analysis. Neuropsychologia, 44(11), 
2017–2036. https://doi.org/10.1016/j.neuropsychologia.2006.01.010 
 
Hull, R., Bortfeld, H., & Koons, S. (2009). Near-Infrared Spectroscopy and Cortical Re-






Im-Bolter, N., Johnson, J., & Pascual-Leone, J. (2006). Processing limitations in children with 
specific language impairment: The role of executive function. Child Development, 77(6), 
1822–1841. https://doi.org/10.1111/j.1467-8624.2006.00976.x 
 
Indefrey, P. (2011). The Spatial and Temporal Signatures of Word Production Components: 
A Critical Update. Frontiers in Psychology, 2. https://doi.org/10.3389/fpsyg.2011.00255 
 
Indefrey, P., & Levelt, W. J. M. (2004). The spatial and temporal signatures of word produc-
tion components. Cognition, 92(1–2), 101–144. https://doi.org/10.1016/j.cogni-
tion.2002.06.001 
 
Indefrey, Peter, & Levelt, W. J. M. (2000). The neural correlates of language production. In 
M. S. Gazzaniga (Ed.), The new cognitive neurosciences; 2nd ed. (pp. 845–865). MIT Press. 
Jackson, A. F., & Bolger, D. J. (2014). The neurophysiological bases of EEG and EEG meas-
urement: A review for the rest of us. Psychophysiology, 51(11), 1061–1071. 
https://doi.org/10.1111/psyp.12283 
 
Jasper, H. (1958). The 10-20 electrode system of the International Federation. Electroenceph-
alography and Clinical Neurophysiology, 10, 371–375. 
 
Jensen, O., Gelfand, J., Kounios, J., & Lisman, J. E. (2002). Oscillations in the alpha band (9-
12 Hz) increase with memory load during retention in a short-term memory task. Cerebral 
Cortex (New York, N.Y.: 1991), 12(8), 877–882. https://doi.org/10.1093/cercor/12.8.877 
 
Jerger, S., Martin, R. C., & Damian, M. F. (2002). Semantic and phonological influences on 






Jessen, A., Fleischhauer, E., & Clahsen, H. (2017). Morphological encoding in German chil-
dren’s language production: Evidence from event-related brain potentials. Journal of Child 
Language, 44(2), 427–456. https://doi.org/10.1017/S0305000916000118 
 
Jonassen, D. H. (2000). Toward a design theory of problem solving. Educational Technology 
Research and Development, 48(4), 63–85. https://doi.org/10.1007/BF02300500 
 
Jones, S. R. (2009). The Neuropsychology of Covert and Overt Speech: Implications for the 
Study of Private Speech in Children and Adults. In Adam Winsler, C. Fernyhough, & I. Mon-
tero (Eds.), Private Speech, Executive Functioning, and the Development of Verbal Self-Regu-
lation. Cambridge University Press. https://doi.org/10.1017/CBO9780511581533.006 
Jones, S. R., & Fernyhough, C. (2007). Neural correlates of inner speech and auditory verbal 
hallucinations: A critical review and theoretical integration. Clinical Psychology Review, 
27(2), 140–154. https://doi.org/10.1016/j.cpr.2006.10.001 
 
Kauschke, C., & Siegmüller, J. (2012). PDSS. Patholinguistische Diagnostik bei Sprachent-
wicklungsstörungen (2. Auflage). Urban & Fischer. https://shop.elsevier.de/patholinguisti-
sche-diagnostik-bei-sprachentwicklungsstoerungen-pdss-9783437475917.html 
 
Kell, C.A. (2014). Funktionelle Bildgebung physiologischer und pathologischer Sprachpro-
duktion. Der Nervenarzt, 85(6), 701–707. https://doi.org/10.1007/s00115-013-3996-0 
 
Kell, Christian Alexander, Morillon, B., Kouneiher, F., & Giraud, A.-L. (2011). Lateralization 
of speech production starts in sensory cortices—A possible sensory origin of cerebral left 






Kielar, A., Milman, L., Bonakdarpour, B., & Thompson, C. K. (2011). Neural correlates of 
covert and overt production of tense and agreement morphology: Evidence from fMRI. Jour-
nal of Neurolinguistics, 24(2), 183–201. https://doi.org/10.1016/j.jneuroling.2010.02.008 
 
Kirmizi-Alsan, E., Bayraktaroglu, Z., Gurvit, H., Keskin, Y. H., Emre, M., & Demiralp, T. 
(2006). Comparative analysis of event-related potentials during Go/NoGo and CPT: Decom-
position of electrophysiological markers of response inhibition and sustained attention. Brain 
Research, 1104(1), 114–128. https://doi.org/10.1016/j.brainres.2006.03.010 
 
Klimesch, W. (2012). α-band oscillations, attention, and controlled access to stored infor-
mation. Trends in Cognitive Sciences, 16(12), 606–617. 
https://doi.org/10.1016/j.tics.2012.10.007 
 
Knott, P. D., Hazony, D., Karafa, M., & Koltai, P. J. (2004). High-frequency ultrasound in the 
measurement of pediatric craniofacial integrity. Otolaryngology--Head and Neck Surgery: Of-
ficial Journal of American Academy of Otolaryngology-Head and Neck Surgery, 131(6), 851–
855. https://doi.org/10.1016/j.otohns.2004.08.010 
 
Koffka, K. (1921). Die Grundlagen der psychischen Entwicklung: Eine Einführung in die 
Kinderpsychologie. Osterwieck am Harz : A. W. Zickfeldt. http://archive.org/de-
tails/b29818965 
 
Kok, P., Jehee, J. F. M., & de Lange, F. P. (2012). Less is more: Expectation sharpens repre-
sentations in the primary visual cortex. Neuron, 75(2), 265–270. https://doi.org/10.1016/j.neu-
ron.2012.04.034 
 
Korkman, M., Kemp, S. L., & Kirk, U. (2001). Effects of age on neurocognitive measures of 
children ages 5 to 12: A cross-sectional study on 800 children from the United States. Devel-





Kray, J., Eber, J., & Karbach, J. (2008). Verbal self-instructions in task switching: A compen-
satory tool for action-control deficits in childhood and old age? Developmental Science, 
11(2), 223–236. https://doi.org/10.1111/j.1467-7687.2008.00673.x 
 
Kray, J., Lucenet, J., & Blaye, A. (2010). Can older adults enhance task-switching perfor-
mance by verbal self-instructions? The influence of working-memory load and early learning. 
Frontiers in Aging Neuroscience, 2, 147. https://doi.org/10.3389/fnagi.2010.00147 
 
Krishnan, S., Leech, R., Mercure, E., Lloyd-Fox, S., & Dick, F. (2015). Convergent and Di-
vergent fMRI Responses in Children and Adults to Increasing Language Production De-
mands. Cerebral Cortex, 25(10), 3261–3277. https://doi.org/10.1093/cercor/bhu120 
 
Kuhn, L. J., Willoughby, M. T., Wilbourn, M. P., Vernon-Feagans, L., Blair, C. B., & Family 
Life Project Key Investigators. (2014). Early communicative gestures prospectively predict 
language development and executive function in early childhood. Child Development, 85(5), 
1898–1914. https://doi.org/10.1111/cdev.12249 
 
Kutas, M., & Van Petten, C. K. (1994). Psycholinguistics electrified: Event-related brain po-
tential investigations. In Handbook of psycholinguistics (pp. 83–143). Academic Press. 
 
Laganaro, M., Tzieropoulos, H., Frauenfelder, U. H., & Zesiger, P. (2015). Functional and 
time-course changes in single word production from childhood to adulthood. NeuroImage, 
111, 204–214. https://doi.org/10.1016/j.neuroimage.2015.02.027 
 
Lambert, J. H. (1760). Photometria sive de mensura et gradibus luminis, colorum et umbrae. 
Eberhardt Klett. https://www.e-rara.ch/zut/2814923 
 
Lee, K., Bull, R., & Ho, R. M. H. (2013). Developmental changes in executive functioning. 





Levelt, W. J. M. (1983). Monitoring and self-repair in speech. Cognition, 14(1), 41–104. 
https://doi.org/10.1016/0010-0277(83)90026-4 
 
Levelt, W. J. M. (1989). Speaking: From intention to articulation. The MIT Press. 
 
Levelt, W. J. M. (1995). The ability to speak: From intentions to spoken words. European Re-
view, 3(1), 13–23. https://doi.org/10.1017/S1062798700001290 
 
Levelt, W. J., Roelofs, A., & Meyer, A. S. (1999). A theory of lexical access in speech pro-
duction. The Behavioral and Brain Sciences, 22(1), 1–38; discussion 38-75. 
 
Lidstone, J. S. M., Meins, E., & Fernyhough, C. (2010). The roles of private speech and inner 
speech in planning during middle childhood: Evidence from a dual task paradigm. Journal of 
Experimental Child Psychology, 107(4), 438–451. https://doi.org/10.1016/j.jecp.2010.06.002 
 
Lidstone, J. S. M., Meins, E., & Fernyhough, C. (2012). Verbal mediation of cognition in 
children with specific language impairment. Development and Psychopathology, 24(2), 651–
660. https://doi.org/10.1017/S0954579412000223 
 
Lloyd-Fox, S., Blasi, A., & Elwell, C. E. (2010). Illuminating the developing brain: The past, 
present and future of functional near infrared spectroscopy. Neuroscience and Biobehavioral 
Reviews, 34(3), 269–284. https://doi.org/10.1016/j.neubiorev.2009.07.008 
 
Lopes da Silva, F. (2010). EEG: Origin and Measurement. In C. Mulert & L. Lemieux (Eds.), 
EEG - fMRI: Physiological Basis, Technique, and Applications (pp. 19–38). Springer Berlin 
Heidelberg. https://doi.org/10.1007/978-3-540-87919-0_2 
 
Luciana, M., Collins, P. F., Olson, E. A., & Schissel, A. M. (2009). Tower of London perfor-





reported inattention and impulsivity. Developmental Neuropsychology, 34(4), 461–475. 
https://doi.org/10.1080/87565640902964540 
 
Marton, K. (2008). Visuo-spatial processing and executive functions in children with specific 
language impairment. International Journal of Language & Communication Disorders / 
Royal College of Speech & Language Therapists, 43(2), 181–200. 
https://doi.org/10.1080/16066350701340719 
 
McClelland, M. M., Cameron, C. E., Connor, C. M., Farris, C. L., Jewkes, A. M., & Morri-
son, F. J. (2007a). Links between behavioral regulation and preschoolers’ literacy, vocabu-
lary, and math skills. Developmental Psychology, 43(4), 947–959. 
https://doi.org/10.1037/0012-1649.43.4.947 
 
McClelland, M. M., Cameron, C. E., Connor, C. M., Farris, C. L., Jewkes, A. M., & Morri-
son, F. J. (2007b). Links between behavioral regulation and preschoolers’ literacy, vocabu-
lary, and math skills. Developmental Psychology, 43(4), 947–959. 
https://doi.org/10.1037/0012-1649.43.4.947 
 
McEvoy, L. K., Pellouchoud, E., Smith, M. E., & Gevins, A. (2001). Neurophysiological sig-
nals of working memory in normal aging. Brain Research. Cognitive Brain Research, 11(3), 
363–376. 
 
Miyake, A., Friedman, N. P., Emerson, M. J., Witzki, A. H., Howerter, A., & Wager, T. D. 
(2000). The unity and diversity of executive functions and their contributions to complex 






Moriai-Izawa, A., Dan, H., Dan, I., Sano, T., Oguro, K., Yokota, H., Tsuzuki, D., & 
Watanabe, E. (2012). Multichannel fNIRS assessment of overt and covert confrontation nam-
ing. Brain and Language, 121(3), 185–193. https://doi.org/10.1016/j.bandl.2012.02.001 
 
Morin, A. (2012). Inner Speech: Vol. Second Edition (W. Hirstein, Ed.). Elsevier. 
https://doi.org/10.1016/B978-0-12-375000-6.00206-8 
 
Morrison, F. J., Ponitz, C. C., & McClelland, M. M. (2010). Self-regulation and academic 
achievement in the transition to school. In Child development at the intersection of emotion 
and cognition (pp. 203–224). American Psychological Association. 
https://doi.org/10.1037/12059-011 
 
Murray, J. D. (1979). Spontaneous private speech and performance on a delayed match-to-
sample task. Journal of Experimental Child Psychology, 27(2), 286–302. 
https://doi.org/10.1016/0022-0965(79)90049-3 
 
Natale, E., Marzi, C. A., Girelli, M., Pavone, E. F., & Pollmann, S. (2006). ERP and fMRI 
correlates of endogenous and exogenous focusing of visual-spatial attention. European Jour-
nal of Neuroscience, 23(9), 2511–2521. https://doi.org/10.1111/j.1460-9568.2006.04756.x 
 
Neubauer, C. (2008). Funktionale Relevanz und Mikrogenese selbstbezogener Sprache im 
Vorschulalter. https://fis.uni-bamberg.de/handle/uniba/18414 
 
Nozari, N., Dell, G. S., & Schwartz, M. F. (2011). Is comprehension necessary for error de-
tection? A conflict-based account of monitoring in speech production. Cognitive Psychology, 






Nozari, N., & Novick, J. (2017). Monitoring and Control in Language Production. Current 
Directions in Psychological Science, 26(5), 403–410. 
https://doi.org/10.1177/0963721417702419 
 
Obrig, H. (2002). Nahinfrarotspektroskopie des Gehirns. http://dx.doi.org/10.18452/13845 
 
Obrig, H., Mock, J., Stephan, F., Richter, M., Vignotto, M., & Rossi, S. (2017). Impact of as-
sociative word learning on phonotactic processing in 6-month-old infants: A combined EEG 
and fNIRS study. Developmental Cognitive Neuroscience, 25, 185–197. 
https://doi.org/10.1016/j.dcn.2016.09.001 
 
Obrig, H., & Villringer, A. (2003). Beyond the visible—Imaging the human brain with light. 
Journal of Cerebral Blood Flow and Metabolism: Official Journal of the International Soci-
ety of Cerebral Blood Flow and Metabolism, 23(1), 1–18. 
https://doi.org/10.1097/01.WCB.0000043472.45775.29 
 
Oldfield, R. C. (1971). The assessment and analysis of handedness: The Edinburgh inventory. 
Neuropsychologia, 9(1), 97–113. 
 
Oppenheim, G. M., & Dell, G. S. (2008). Inner speech slips exhibit lexical bias, but not the 
phonemic similarity effect. Cognition, 106(1), 528–537. https://doi.org/10.1016/j.cogni-
tion.2007.02.006 
 
Oppenheim, G. M., & Dell, G. S. (2010). Motor movement matters: The flexible abstractness 







Palmer, E. D., Rosen, H. J., Ojemann, J. G., Buckner, R. L., Kelley, W. M., & Petersen, S. E. 
(2001). An event-related fMRI study of overt and covert word stem completion. NeuroImage, 
14(1 Pt 1), 182–193. https://doi.org/10.1006/nimg.2001.0779 
 
Pearce, J. W., Crowell, D. H., Tokioka, A., & Pacheco, G. P. (1989). Childhood developmen-
tal changes in the auditory P300. Journal of Child Neurology, 4(2), 100–106. 
https://doi.org/10.1177/088307388900400204 
 
Perrone-Bertolotti, M., Rapin, L., Lachaux, J. P., Baciu, M., & Lœvenbruck, H. (2014). What 
is that little voice inside my head? Inner speech phenomenology, its role in cognitive perfor-
mance, and its relation to self-monitoring. Behavioural Brain Research, 261, 220–239. 
https://doi.org/10.1016/j.bbr.2013.12.034 
 
Petermann, F. (2012). Sprachstandserhebungstest für Kinder im Alter zwischen 5 und 10 Jah-
ren (SET 5-10). Hogrefe. http://entwicklungsdiagnostik.de/set_5-10.html 
 
Petersen, I. T., Bates, J. E., & Staples, A. D. (2015). The role of language ability and self-reg-
ulation in the development of inattentive-hyperactive behavior problems. Development and 
Psychopathology, 27(1), 221–237. https://doi.org/10.1017/S0954579414000698 
 
Phillips, L. H., Wynn, V., Gilhooly, K. J., Della Sala, S., & Logie, R. H. (1999). The role of 
memory in the Tower of London task. Memory (Hove, England), 7(2), 209–231. 
https://doi.org/10.1080/741944066 
 
Piaget, J. (1926). The language and thought of the child. Harcourt, Brace. 
 






Picton, T. W., & Taylor, M. J. (2007). Electrophysiological evaluation of human brain devel-
opment. Developmental Neuropsychology, 31(3), 249–278. 
https://doi.org/10.1080/87565640701228732 
 
Ponitz, C. C., McClelland, M. M., Matthews, J. S., & Morrison, F. J. (2009). A structured ob-
servation of behavioral self-regulation and its contribution to kindergarten outcomes. Devel-
opmental Psychology, 45(3), 605–619. https://doi.org/10.1037/a0015365 
 
Ponton, C. W., Eggermont, J. J., Kwong, B., & Don, M. (2000). Maturation of human central 
auditory system activity: Evidence from multi-channel evoked potentials. Clinical Neurophys-
iology: Official Journal of the International Federation of Clinical Neurophysiology, 111(2), 
220–236. 
 
Pruden, S. M., Levine, S. C., & Huttenlocher, J. (2011). Children’s spatial thinking: Does talk 
about the spatial world matter? Developmental Science, 14(6), 1417–1430. 
https://doi.org/10.1111/j.1467-7687.2011.01088.x 
 
Rodriguez-Fornells, A., Schmitt, B. M., Kutas, M., & Münte, T. F. (2002). Electrophysiologi-
cal estimates of the time course of semantic and phonological encoding during listening and 
naming. Neuropsychologia, 40(7), 778–787. https://doi.org/10.1016/S0028-3932(01)00188-9 
 
Roello, M., Ferretti, M. L., Colonnello, V., & Levi, G. (2015). When words lead to solutions: 
Executive function deficits in preschool children with specific language impairment. Re-
search in Developmental Disabilities, 37, 216–222. https://doi.org/10.1016/j.ridd.2014.11.017 
 
Rosen, H. J., Ojemann, J. G., Ollinger, J. M., & Petersen, S. E. (2000). Comparison of Brain 
Activation during Word Retrieval Done Silently and Aloud Using fMRI. Brain and Cogni-





Rossi, S., Jürgenson, I. B., Hanulíková, A., Telkemeyer, S., Wartenburger, I., & Obrig, H. 
(2011). Implicit processing of phonotactic cues: Evidence from electrophysiological and vas-
cular responses. Journal of Cognitive Neuroscience, 23(7), 1752–1764. 
https://doi.org/10.1162/jocn.2010.21547 
 
Rossi, S., Telkemeyer, S., Wartenburger, I., & Obrig, H. (2012). Shedding light on words and 
sentences: Near-infrared spectroscopy in language research. Brain and Language, 121(2), 
152–163. https://doi.org/10.1016/j.bandl.2011.03.008 
 
Rossion, B., & Pourtois, G. (2004). Revisiting Snodgrass and Vanderwart’s object pictorial 
set: The role of surface detail in basic-level object recognition. Perception, 33(2), 217–236. 
https://doi.org/10.1068/p5117 
 
Sakai, K., & Passingham, R. E. (2006). Prefrontal set activity predicts rule-specific neural 
processing during subsequent cognitive performance. The Journal of Neuroscience: The Offi-
cial Journal of the Society for Neuroscience, 26(4), 1211–1218. 
https://doi.org/10.1523/JNEUROSCI.3887-05.2006 
 
Sato, M., Baciu, M., Loevenbruck, H., Schwartz, J.-L., Cathiard, M.-A., Segebarth, C., & 
Abry, C. (2004). Multistable representation of speech forms: A functional MRI study of ver-
bal transformations. NeuroImage, 23(3), 1143–1151. https://doi.org/10.1016/j.neu-
roimage.2004.07.055 
 
Schiller, N. O. (2006). Lexical stress encoding in single word production estimated by event-
related brain potentials. Brain Research, 1112(1), 201–212. https://doi.org/10.1016/j.brain-
res.2006.07.027 
 
Scholkmann, F., Kleiser, S., Metz, A. J., Zimmermann, R., Mata Pavia, J., Wolf, U., & Wolf, 





instrumentation and methodology. NeuroImage, 85 Pt 1, 6–27. https://doi.org/10.1016/j.neu-
roimage.2013.05.004 
 
Schröder, A., Kauschke, C., & DeBleser, R. (2003). Messungen des Erwerbsalters für kon-
krete Nomina. Neurolinguistik, 17. https://publishup.uni-potsdam.de/opus4-ubp/frontdoor/in-
dex/index/year/2017/docId/16122 
 
Shallice, T., & Burgess, P. (1996). The domain of supervisory processes and temporal organi-
zation of behaviour. Philosophical Transactions of the Royal Society of London. Series B, Bi-
ological Sciences, 351(1346), 1405–1411; discussion 1411-1412. 
https://doi.org/10.1098/rstb.1996.0124 
 
Shang, M., & Debruille, J. B. (2013). N400 processes inhibit inappropriately activated repre-
sentations: Adding a piece of evidence from a high-repetition design. Neuropsychologia, 
51(10), 1989–1997. https://doi.org/10.1016/j.neuropsychologia.2013.06.006 
 
Sharbrough, F., Chatrian, G. E., Lesser, R., Luders, H., Nuwer, M., & Picton, T. W. (1991). 
American Electroencephalographic Society guidelines for standard electrode position nomen-
clature. Journal of Clinical Neurophysiology: Official Publication of the American Electroen-
cephalographic Society, 8(2), 200–202. 
 
Shergill, S. S., Bullmore, E. T., Brammer, M. J., Williams, S. C., Murray, R. M., & McGuire, 
P. K. (2001). A functional study of auditory verbal imagery. Psychological Medicine, 31(2), 
241–253. 
 
Shibasaki, H., & Miyazaki, M. (1992). Event-related potential studies in infants and children. 
Journal of Clinical Neurophysiology: Official Publication of the American Electroencephalo-





Shiller, D. M., Gracco, V. L., & Rvachew, S. (2010). Auditory-Motor Learning during Speech 
Production in 9-11-Year-Old Children. PLOS ONE, 5(9), e12975. 
https://doi.org/10.1371/journal.pone.0012975 
 
Shuster, L. I., & Lemieux, S. K. (2005). An fMRI investigation of covertly and overtly pro-
duced mono- and multisyllabic words. Brain and Language, 93(1), 20–31. 
https://doi.org/10.1016/j.bandl.2004.07.007 
 
Snodgrass, J. G., & Vanderwart, M. (1980). A standardized set of 260 pictures: Norms for 
name agreement, image agreement, familiarity, and visual complexity. Journal of Experi-
mental Psychology. Human Learning and Memory, 6(2), 174–215. 
 
Stephan, F., Saalbach, H., & Rossi, S. (2020). The Brain Differentially Prepares Inner and 
Overt Speech Production: Electrophysiological and Vascular Evidence. Brain Sciences, 10(3), 
148. https://doi.org/10.3390/brainsci10030148 
 
Strangman, G., Boas, D. A., & Sutton, J. P. (2002). Non-invasive neuroimaging using near-
infrared light. Biological Psychiatry, 52(7), 679–693. 
 
Strijkers, K., Costa, A., & Thierry, G. (2010). Tracking lexical access in speech production: 
Electrophysiological correlates of word frequency and cognate effects. Cerebral Cortex (New 
York, N.Y.: 1991), 20(4), 912–928. https://doi.org/10.1093/cercor/bhp153 
 
Sturn, A., & Johnston, J. (1999). Thinking out loud: An exploration of problem-solving lan-
guage in preschoolers with and without language impairment. International Journal of Lan-
guage & Communication Disorders, 34(1), 1–15. 
 
Sur, S., & Sinha, V. K. (2009). Event-related potential: An overview. Industrial Psychiatry 





Tamnes, C. K., Østby, Y., Walhovd, K. B., Westlye, L. T., Due-Tønnessen, P., & Fjell, A. M. 
(2010). Neuroanatomical correlates of executive functions in children and adolescents: A 
magnetic resonance imaging (MRI) study of cortical thickness. Neuropsychologia, 48(9), 
2496–2508. https://doi.org/10.1016/j.neuropsychologia.2010.04.024 
 
Titz, C., & Karbach, J. (2014). Working memory and executive functions: Effects of training 
on academic achievement. Psychological Research, 78(6), 852–868. 
https://doi.org/10.1007/s00426-013-0537-1 
 
Tucha, O., & Lange, K. W. (2004). Turm von London – Deutsche Version—Sonstige Funkti-
onsstörungen—Neuropsychologische Verfahren—Tests – Hogrefe, Verlag für Psychologie. 
https://www.testzentrale.de/shop/turm-von-london-deutsche-version.html 
 
Unterrainer, J. M., Rahm, B., Kaller, C. P., Leonhart, R., Quiske, K., Hoppe-Seyler, K., 
Meier, C., Müller, C., & Halsband, U. (2004). Planning abilities and the Tower of London: Is 
this task measuring a discrete cognitive function? Journal of Clinical and Experimental Neu-
ropsychology, 26(6), 846–856. https://doi.org/10.1080/13803390490509574 
 
Unterrainer, Josef M., Kaller, C. P., Loosli, S. V., Heinze, K., Ruh, N., Paschke-Müller, M., 
Rauh, R., Biscaldi, M., & Rahm, B. (2015). Looking ahead from age 6 to 13: A deeper insight 
into the development of planning ability. British Journal of Psychology (London, England: 
1953), 106(1), 46–67. https://doi.org/10.1111/bjop.12065 
 
Ursache, A., Blair, C., & Raver, C. C. (2012). The Promotion of Self-Regulation as a Means 
of Enhancing School Readiness and Early Achievement in Children at Risk for School Fail-






Vallotton, C., & Ayoub, C. (2011). Use Your Words: The Role of Language in the Develop-
ment of Toddlers’ Self-Regulation. Early Childhood Research Quarterly, 26(2), 169–181. 
https://doi.org/10.1016/j.ecresq.2010.09.002 
 
van der Veer, R., & Valsiner, J. (1991). Understanding Vygotsky: A quest for synthesis. 
Blackwell Publishing. 
 
Vance, M., Stackhouse, J., & Wells, B. (2005). Speech-production skills in children aged 3-7 
years. International Journal of Language & Communication Disorders, 40(1), 29–48. 
 
Vigliocco, G., & Hartsuiker, R. J. (2002). The interplay of meaning, sound, and syntax in sen-
tence production. Psychological Bulletin, 128(3), 442–472. https://doi.org/10.1037/0033-
2909.128.3.442 
 
Villringer, A., & Chance, B. (1997). Non-invasive optical spectroscopy and imaging of hu-
man brain function. Trends in Neurosciences, 20(10), 435–442. 
 
Vissers, C., Koolen, S., Hermans, D., Scheper, A., & Knoors, H. (2015). Executive function-
ing in preschoolers with specific language impairment. Frontiers in Psychology, 6. 
https://doi.org/10.3389/fpsyg.2015.01574 
 
Vitaro, F., Brendgen, M., Larose, S., & Trembaly, R. E. (2005). Kindergarten Disruptive Be-
haviors, Protective Factors, and Educational Achievement by Early Adulthood. Journal of Ed-
ucational Psychology, 97(4), 617–629. https://doi.org/10.1037/0022-0663.97.4.617 
 






Vygotsky, L. S. (1987). The Collected Works of L.S. Vygotsky: Volume 1: Problems of Gen-
eral Psychology, Including the Volume Thinking and Speech. Springer Science & Business 
Media. 
 
Wallois, F., Mahmoudzadeh, M., Patil, A., & Grebe, R. (2012). Usefulness of simultaneous 
EEG-NIRS recording in language studies. Brain and Language, 121(2), 110–123. 
https://doi.org/10.1016/j.bandl.2011.03.010 
 
Watson, J. B. (1913). Psychology as the behaviorist views it. Psychological Review, 20(2), 
158–177. https://doi.org/10.1037/h0074428 
 
Wheeldon, L. R., & Levelt, W. J. M. (1995). Monitoring the Time Course of Phonological 
Encoding. Journal of Memory and Language, 34(3), 311–334. 
https://doi.org/10.1006/jmla.1995.1014 
 
Willoughby, M., Kupersmidt, J., Voegler-Lee, M., & Bryant, D. (2011). Contributions of Hot 
and Cool Self-Regulation to Preschool Disruptive Behavior and Academic Achievement. De-
velopmental Neuropsychology, 36(2), 162–180. 
https://doi.org/10.1080/87565641.2010.549980 
 
Winsler, A., Diaz, R. M., Atencio, D. J., McCarthy, E. M., & Chabay, L. A. (2000a). Verbal 
self-regulation over time in preschool children at risk for attention and behavior problems. 
Journal of Child Psychology and Psychiatry, and Allied Disciplines, 41(7), 875–886. 
 
Winsler, A., Diaz, R. M., Atencio, D. J., McCarthy, E. M., & Chabay, L. A. (2000b). Verbal 
self-regulation over time in preschool children at risk for attention and behavior problems. 





Winsler, A., Fernyhough, C., McClaren, E. M., & Way, E. (2005). Private speech coding 
manual.Unpublished manuscript, George Mason University, Department of Psychology. 
http://classweb.gmu.edu/ awinsler/PSCodingManual.pdf 
 
Winsler, Adam. (1998). Parent-Child Interaction and Private Speech in Boys With ADHD. 
Applied Developmental Science, 2(1), 17–39. https://doi.org/10.1207/s1532480xads0201_2 
 
Winsler, Adam, De León, J. R., Wallace, B. A., Carlton, M. P., & Willson-Quayle, A. (2003). 
Private speech in preschool children: Developmental stability and change, across-task con-
sistency, and relations with classroom behaviour. Journal of Child Language, 30(3), 583–608. 
 
Winsler, Adam, Manfra, L., & Diaz, R. M. (2007). Should I let them talk?”: Private speech 
and task performance among preschool children with and without behavior problems. Early 
Childhood Research Quarterly, 22(2), 215–231. https://doi.org/10.1016/j.ecresq.2007.01.001 
 
Winsler, Adam, & Naglieri, J. (2003). Overt and covert verbal problem-solving strategies: 
Developmental trends in use, awareness, and relations with task performance in children aged 
5 to 17. Child Development, 74(3), 659–678. 
 
Winsler, Diaz, R. M., & Montero, I. (1997). The role of private speech in the transition from 
collaborative to independent task performance in young children. Early Childhood Research 
Quarterly, 12(1), 59–79. https://doi.org/10.1016/S0885-2006(97)90043-0 
 
Wolf, M., Wolf, U., Toronov, V., Michalos, A., Paunescu, L. A., Choi, J. H., & Gratton, E. 
(2002). Different time evolution of oxyhemoglobin and deoxyhemoglobin concentration 
changes in the visual and motor cortices during functional stimulation: A near-infrared spec-





Zelazo, P. D., & Müller, U. (2002). Executive Function in Typical and Atypical Develop-
ment. In U. Goswami (Ed.), Blackwell Handbook of Childhood Cognitive Development (pp. 
445–469). Blackwell Publishers Ltd. https://doi.org/10.1002/9780470996652.ch20 
 
Zhao, X., Zhou, R., & Fu, L. (2013). Working Memory Updating Function Training Influ-










Coding Manual of Self-Directed Speech 
 
Coding scheme  
 
 Event-Sampling 
 Event = Item 
 Event in Event = children´s utterances   
 Event in Event = experimenter´s utterances   
 Utterance-level analysis (ULA): coding utterance 









Quantity of Private Speech 
category definition rules condition 
utterances (see 
Winsler et al., 
2005) 
The word “utterances” 
are defined as a com-
plete sentences, a sen-
tences fragment and a 
sentences fragment 
which is temporally 
separated from another 
(e.g. a pause of 2 s) or 
semantically discontent 
(e.g. a change of con-
tent). 
coding: raw number of 
private speech utter-
ances per subject 
coding: raw number of 
social speech utterances 
per subject 





per task difficulty 
(proportion of all 
children’s private 





words (Winsler et 
al., 2005; Winsler 
& Naglieri, 2003) 
 
A word is defined as a 
word with grammatical 
and semantically func-
tion. 
Every word without 
grammatical and se-
mantically function like 
interjections and hesita-
tion vowels/sounds 
isn´t a word. 
 
coding: raw number of 
words for private 
speech per child 
coding: mean number 
of words for private 
speech per child (= 
overall words/overall 
utterances) 
coding: raw number of 
words for social speech 
per child 
coding: mean number 
of words for social 
speech per child 
overall conditions 
per condition 
per task difficulty 
 
hesitation sounds  Hesitation sounds are 
utterances like äh, ähm, 
mh. 
 









Keep talking or tapping 
remembering are utter-
ances of experimenter 
to remember the child 









to say “mai” or to tap 
with the foot. 
thinking pauses 
(induktiv) 
A thinking pauses are 
defines as pauses in-
cluding no speech or 
visible sign of inner 
speech but eye 
gaze/movements fixed 
on the ToL. 













Quality of Private Speech 
Speech Structure 
 
A. ADRESSEE (Abdul Aziz et al., 2016a; Fernyhough & Fradley, 2005; based on 
Fernyhough & Russell, 1997; Sturn & Johnston, 1999) 
category definition example rules 
1. private speech trial containing audible 
self-directed speech  
child´s speech is directed 
to itself which is not ex-
plicitly addressed to an-
other and that do not meet 
criteria of social speech 
(Diaz, Winsler, Atencio, & 
Harbers, 1992) 




2. social speech trial containing speech 
with experimenter 
 
1. eye contact: eye contact 
with E. during or within 2s 
of an utterance 
2. behavioral: child´s be-
havior involve E.: physical 
contact, gaze direction, ex-
tension of arms 
3. content markers: same 
topic as E´s. preceding ut-
terance, questions directed 
to E., naming E.  
4. temporal contiguity: an 
utterance which occurred 
less than 2 seconds after 
any social  
tterance 
(Fernyhough & Russell, 
1997) 
“Wie geht das?”; “Was 






gered speech  









B. INTERNALIZATION (Lidstone et al., 2012)  
 category definition example rules 
1. Level 1 fully overt speech  
 
 coding each 
PS-utterance 
2. Level 2 intelligible muttering  coding each 
PS-utterance 
3. Level 3 intelligible whispering 
or unintelligible mutter-
ing  
 coding each 
PS-utterance 
4. Level 4 audible but unintelligi-
ble whispering 
 coding each 
PS-utterance 
5. Level 5  inaudible and barely au-
dible verbal lip move-
ments 











C. SPATIAL LANGUAGE (based on Cannon et al., 2007; Pruden, Levine, & Huttenlocher, 
2011)  










1. shape terms words describing 
mathematical 
names of objects 
 





 2. dimensional 
adjectives 
words describing 
the size of objects 
 







 3. Locations 
(Cannon et al., 
2007) 
words describing 
relative positions of 
objects, preposi-
tions 
auf (dem Tisch), hin-
ter, neben, in, über, 
vor, zwischen, an, 
dahinter, zur Seite, 







 4. Orientation 





über, nach oben, hier 














D. PLANNING FUNCTION (Feigenbaum, 1992; Gilhooly, Phillips, Wynn, Logie, & Sala, 
1999; Winsler et al., 2005; Winsler & Naglieri, 2003) 









et al., 1999; see 
Winsler et al., 
2005) 
child´s utterances 
about the goal   
goal describing / 
defining 
“ich muss das blaue 








ler et al., 2005) 
describing differ-
ences between the 
problem and the 
goal  
    
“ich kann das nicht 
weg machen, weil 


















 4. Begin new 
plan  
(Gilhooly et al., 
1999) 
child returns to start 
state and starts a 
line of exploration 
which is different 
from previous 
one[s]  




 5. Questions to 
self 
(see Winsler et 
al., 2005) 
Questions to self 
which are not social 
speech  




 6. Remembering 
(Feigenbaum, 
1992; see Wins-
ler et a., 2005) 
remembering goals, 
solutions, rules 
“nein das darf ich 
nicht”, “hier dürfen 







 7. Evaluating  
(see Winsler et 
al., 2005) 
Statements about 
the child’s ability, 
performance, or 
motivation; evalua-






“das mache ich 





 8. Nonwords 
(see Winsler et 
al., 2005) 
sound effects re-
lated to planning 










all utterances with 
“I don´t know” 
statements which 
are not social 
speech  
“ich weiß nicht” coding each 
PS-utterance 
 2. Exclamations  
(Winsler & 
Naglieri, 2003) 
typically one word 
expressions of af-
fect 
or expletives  
“oops” coding each 
PS-utterance 






“hmm” coding each 
PS-utterance 
 4. Evaluation  
(see Winsler et 
al., 2005) 
Statements about 
the child’s ability, 
performance, or 
motivation; evalua-
tion of the task or 
an action; self-rein-
forcement or depre-
cation unrelated to 
planning  
 
“ich kann das 










ity, task irrelevant 
questions 
 coding each 
PS-utterance 
 coding: only the first category: 1. planning functions and 2. non-planning functions 





Syntactic Features  
 
E. GRAMMATICAL COMPLETENESS (Winsler et al., 2005; based on Winsler, 1998; 
Winsler & Naglieri, 2003)  





preted as indicative of 
children´s increased in-
ternalization) 







containing a subject 
(explicit or implied, as 
in imperative) and a 
predicate; also one-
word questions, an-
swers, imperatives to 
the self 
“ich mache den blauen 
stein auf den stab hier”, 
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