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Abstract
Anderson generating functions have received a growing attention in function field arith-
metic in the last years. Despite their introduction by Anderson in the 80s where they were at
the heart of comparison isomorphisms, further important applications e.g. to transcendence
theory have only been discovered recently. The Anderson-Thakur special function inter-
polates L-values via Pellarin-type identities, and its values at algebraic elements recover
Gauss-Thakur sums, as shown by Angle`s and Pellarin. For Drinfeld-Hayes modules, gen-
eralizations of Anderson generating functions have been introduced by Green-Papanikolas
and – under the name of “special functions” – by Angle`s-Ngo Dac-Tavares Ribeiro.
In this article, we provide a general construction of special functions attached to any
Anderson A-module. We show direct links of the space of special functions to the period
lattice, and to the Betti cohomology of the A-motive.
We also undertake the study of Gauss-Thakur sums for Anderson A-modules, and show
that the result of Angle`s-Pellarin relating values of the special functions to Gauss-Thakur
sums holds in this generality.
1 Introduction
Special functions The Carlitz module C over the rational function field Fq(θ) serves as a
function field analogue of the multiplicative group Gm over number fields. For example, it is
used to investigate class field theory for Fq(θ), it comes with an exponential function expC, and
the kernel of this exponential – called the period lattice of C – is an Fq[θ]-lattice of rank 1
generated by the so called Carlitz period
π˜ = q−1
√
−θ · θ
∞∏
j=1
(
1− θ1−qj
)−1
∈ Fq((1θ ))( q−1
√
−θ),
which plays an analogous role as 2πi does in the classical setting.
The Anderson-Thakur special function ω plays a central role for the Carlitz module, and is
the most basic example of special functions that we are discussing in this paper. From ω, one
can recover the Carlitz period, define the ”Betti homology” of C, and calculate special L-values
(see [Pel12]). These applications don’t have clear analogue in number fields.
Let us introduce some notations. Let C∞ denote the completion of an algebraic closure
of Fq((
1
θ )) with respect to the absolute value given by |θ| = q. The Carlitz module C is the
additive group Ga(C∞) = C∞ endowed with an Fq[t]-action c given by ct = θ + τ where τ
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is the q-power Frobenius map on C∞. The Carlitz exponential is the unique Fq-linear map
expC : C∞ → Ga(C∞) = C∞ such that
exp
C
(a(θ)x) = ca(expC(x)) ∀x ∈ C∞, a ∈ Fq[t]
(or equivalently just expC(θx) = ct(expC(x))∀x ∈ C∞) and whose derivative is the identity.
Let C∞〈t〉 denote the Tate-algebra over C∞, namely the subring of power series in C∞[[t]]
consisting of those power series which converge on the unit disc. One way to define ω(t) is via
the following element in C∞〈t〉 (see e.g. [EP14])):
ω(t) =
∞∑
n=0
expC
(
π˜
θn+1
)
tn.
The function ω was expressed succinctly by Angle`s and Pellarin in [AP15, Sect. 2.2] as
ω(t) = expC
(
π˜
θ − t
)
(1.0.1)
by extending the Carlitz exponential t-linearly continuously to C∞〈t〉. In a concurrent manner,
they extended the Carlitz action c to a t-linear continuous action on C∞〈t〉, and readily obtained
that
(ct − t)(ω) = expC(π˜) = 0.
In words, ω is a “C∞〈t〉-point of the Carlitz module C” for which the two Fq[t]-actions – the one
via c and the other via multiplication by t – coincide. As the Anderson-Thakur special function
ω(t) is an invertible element in C∞〈t〉, it even generates the Fq[t]-module
sf(C) := {h ∈ C(C∞〈t〉) | ct(h) = t · h}
of those functions on which both Fq[t]-actions coincide.
Another description of ω, namely as
ω(t) = q−1
√
−θ
∞∏
j=0
(
1− t
θqj
)−1
,
stems from the interpretation of ω−1 as a rigid analytic trivialization of the Carlitz motive. This
property boils down to the equation
ω(1)(t) = (t− θ)ω(t),
where ()(1) denotes the usual Frobenius twist on C∞〈t〉, namely the t-linear continuous extension
of τ to C∞〈t〉. It readily implies the equality:
{h ∈ C(C∞〈t〉) | ct(h) = t · h} = {h ∈ C∞〈t〉 | h(1) = (t− θ)h}. (1.0.2)
This correspondence between solutions of the t-action equation (the left hand side of Equation
(1.0.2)) and solutions of a τ -difference equation (the right hand side of Equation (1.0.2)) has
been observed in various particular situations, although sometimes only over the field of fraction
of C∞〈t〉 or its analogue in the A-module case, respectively. For example, this duality appears
for Carlitz tensor powers in [AT90], for Drinfeld Fq[t]-modules in [Pel08, §4.2] (see also [EP14,
Sect. 2]), for Drinfeld-Hayes A-modules in [GP18], and in [ANDTR17], as well as for general
Anderson t-modules in [Mau18, Sect. 3.2]. We will show in Theorem 3.3 that this duality holds
in great generality for any Anderson A-module (see below).
Let us first recall the case of Drinfeld-Hayes modules D over some coefficient ring A. Green-
Papanikolas [GP18, Sect. 4] (for A the ring of functions on an elliptic curve regular outside
infinity) and Angle`s-Ngo Dac-Tavares Ribeiro [ANDTR17, Rmk. 3.10] (general A) have noticed
that Equation (1.0.2) holds where (t−θ) is replaced by Thakur’s shtuka function of D, and C∞〈t〉
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by the affinoid algebra T = A⊗ˆFqC∞ with twist ()(1) induced by the identity on A and τ on C∞.
Their methods rely on the Drinfeld/Mumford correspondence for rank one Drinfeld-modules.
Our approach recovers this equation from a more general framework. Let (E, φ) be an Ander-
son A-module over C∞, let M = HomF,C∞(E,Ga,C∞) be its A-motive (which may be not finitely
generated over A ⊗Fq C∞, if E is not abelian), and MT := M ⊗A⊗C∞ T the scalar extension to
T = A⊗ˆFqC∞. We define the space of special functions to be the A-module
sf(E) := {h ∈ E(T) | ∀a ∈ A : φa(h) = a · h}
similar as for the Carlitz case (for the precise definition of the notion see Section 3).
Theorem A (Theorem 3.3). There is a natural A-linear isomorphism
sf(E) −→ HomτT(MT,T),
where the latter denotes the A-module of τ-equivariant T-linear homomorphisms. If E is abelian
and uniformizable, this induces an isomorphism of A-modules
sf(E) −→ HomA(HB(M), A),
where HB(M) = {m ∈ MT | τM(m) = m} denotes the Betti homology of M.
The transition from this abstract isomorphism to descriptions as in Equation (1.0.2) can be
given for abelian A-modules and is explained in Remark 3.4. The rough idea is to choose a
coordinate system for E, i.e. an isomorphism E(C∞) ∼= Cd∞ and express the special functions
in these coordinates. On the right-hand side, one chooses an A ⊗ C∞-basis of M inducing an
isomorphism M ∼= (A⊗Fq C∞)r of A⊗Fq C∞-modules, and expresses the τ -equivariance condition
as a τ -difference equation for vectors in Tr . M might not be free as A⊗C∞-module in which case
one has to localize first in order to get a free module. This is the reason why in some A-module
settings the correspondence above was only obtained over the field of fractions of T.
Relation to the period lattice Formula (1.0.1) also hides an isomorphism of Fq[t]-modules
ΛC −→ sf(C), π˜ 7−→ ω, (1.0.3)
where ΛC denotes the period lattice F[θ]π˜ with Fq[t]-action via a(t) · λ = a(θ)λ. The same
relation holds for any Drinfeld Fq[t]-module D between its period lattice ΛD and its space of
special functions sf(D) by using the Anderson generating functions attached to the periods (see
[EP14, Prop. 6.2 & Rem. 6.3]). The second author extended it for general Anderson t-modules E
(of any rank and dimension) in [Mau18, Sect. 3.2]. From [GP18, Sect. 4], one deduces that this
still holds for particular Drinfeld-Hayes module when A is the coefficient ring of an elliptic curve.
The relation K ⊗A ΛE ∼= K ⊗A sf(E), where K is the fraction field of A, has also been observed
by Angle`s-Ngo Dac-Tavares Ribeiro for Drinfeld-Hayes modules over general A (see [ANDTR17,
Sect. 3]).
For general A, whether or not the space of special functions for an Anderson A-module E is
isomorphic to the period lattice ΛE solely depends on the ring A (apart from special cases where
they are “accidentally” isomorphic). More precisely, we show
Theorem B (Theorem 3.11). Let u ∈ A such that K/Fq(u) is a finite separable extension, and
let dA/Fq [u] ⊆ A denote the different ideal of the extension. Then for any Anderson A-module E
there is an isomorphism (depending on the choice of u)
δu : dA/Fq [u] · ΛE −→ sf(E).
When A is the coefficient ring of the one dimensional projective space or of an elliptic curve
over Fq, the different ideal dA/Fq [u] is principal. The theorem explains why an isomorphism
between the lattice and the special functions is obtained in the situations above. It also answers
in the negative a question raised in [ANDTR17, end of Sect. 3.2] whether the space of special
functions is always free (see Corollary 3.15).
3
Gauss-Thakur sums Gauss-Thakur sums are the function field analogues of Gauss sums.
They were introduced and studied by Thakur in a series of papers [Tha88], [Tha91b], [Tha91a],
[Tha93b], [Tha93a] where he established analogues of Stickelberger factorization, Hasse-Daven-
port and Gross-Koblitz theorem. For a Drinfeld-Hayes module D, the Gauss-Thakur sums modulo
some non-zero prime ideal p ⊂ A are defined to be the sums in C∞
g(χ, ψ) = −
∑
x∈(A/p)×
χ(x)−1ψ(x)
where χ :
(
A/p
)× → F×q is a group morphism and ψ : A/p → D(C∞) = C∞ is a morphism of
A-modules (see [Tha91b]). We present a generalization of these Gauss-Thakur sums where the
Drinfeld A-module of rank 1 is replaced by an Anderson A-module (E, φ) of arbitrary dimension.
As there is no canonical multiplication of Fq on the C∞-points E(C∞), our Gauss-Thakur sums
will be elements in the tensor product Fq ⊗Fq E(C∞):
g(χ, ψ) := −
∑
x∈(A/p)×
χ(x)−1 ⊗ ψ(x).
for a group morphism χ :
(
A/p
)× → F×q and a morphism of A-modules ψ : A/p→ E(C∞). Since
the image of a multiplicative character χ :
(
A/p
)× → F×q lies in the residue field Fp := A/p, we
prefer to consider the sums inside Fp ⊗Fq E(C∞). Fixing χ, we obtain the following properties:
(a) (Lemma 4.5 (3)) For any additive character ψ, the sum g(χ, ψ) satisfies
(χ(a)⊗ 1)g(χ, ψ) = (1 ⊗ φa)g(χ, ψ) ∀a ∈ A
where as usual χ is lifted to a map χ : A→ Fp with additional χ(a) := 0 if a is in p.
(b) (Lemma 4.5 (3)) The Fp-vector space
G(E,χ) := {g ∈ Fp ⊗Fq E(C∞) | ∀a ∈ A : (χ(a) ⊗ 1)g = (1⊗ φa)g}
is generated by Gauss-Thakur sums {g(χ, ψi)}i.
(c) (Proposition 4.8 (1)) In the case where the lift of χ to a map A→ Fp is not a homomorphism
of Fq-algebras, then G(E,χ) = 0, and in particular all g(χ, ψ) are zero.
(d) (Proposition 4.8 (2)) In the case where the lift of χ is a homomorphism of Fq-algebras,
then g(χ, ψ) is zero if and only if ψ is zero. Furthermore, a family {g(χ, ψi)}i is linearly
independent over Fp if the family {ψi}i is.
Point (d) generalizes Thakur’s non-vanishing result [Tha88, Thm. I.(3)]. Using the exponential
map expE , we can attach Gauss-Thakur sums to periods as follows. Let up ∈ p be a uniformizer
for p, and choose an element zp in the fractional ideal p
−1 such that zpup ≡ 1 mod p. Then
for any period λ ∈ ΛE , one has a homomorphism of A-modules ψλ : A/p → E[p] given by
ψλ(a) = expE(azp · λ) which does not depend on the choice of zp, but only on up. For a fixed
character χ, this induces a homomorphism of A-modules
gup : ΛE −→ G(E,χ), λ 7−→ g(χ, ψλ).
Our main motivation for introducing these Gauss-Thakur sums lies in generalizing a remark-
able relation proved by Angle`s and Pellarin for the Carlitz module (see [AP15, Thm. 2.9]):
ω(ζ) = p′(ζ)g(χζ , ψp˜i),
where p(t) is a monic irreducible polynomial in Fq[t], ζ is one of its roots in Fq, χζ is the group
morphism given by evaluation at ζ, and – as a special case of the above notation – ψp˜i is the
morphism ψp˜i(a) = expC(ap
−1π˜) for all a ∈ A/p.
For a general Anderson A-module E, and p a maximal ideal of A with uniformizer up ∈ p,
we show:
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Theorem C (Theorem 5.2). For every homomorphism of Fq-algebras χ : A→ Fp, the following
diagram of A-modules commutes:
dA/F[up] · ΛE
δup //
gup ))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
sf(E)
(χ⊗ˆ id)

G(E,χ)
where δup is the map of the above theorem for u = up.
In the case of the Carlitz module C (see Example 5.3), we take up = p(t) in A = Fq[t] to be the
monic generator of the corresponding prime ideal. The different ideal dA/F[up] is principal and
generated by p′(t), and δup(p
′(t) · π˜) is just the Anderson-Thakur function ω(t) (see Proposition
3.13). By taking the evaluative character χζ mapping t to the root ζ of p, the commutativity of
the diagram recovers Angle`s and Pellarin’s formula. Whilst in [AP15], it requires the computation
of the sign of the Gauss-sum as given in [Tha93a, Thm. 2.3], our theorem follows after a direct
calculation. A confrontation of the two approaches might result in formulas for the sign of
Gauss-Thakur sums.
In the introduction of [AP15], such a relation gave birth to the appellation Universal Gauss-
Thakur sum for ω, as all non-zero Gauss-Thakur sums can be recovered from values of ω at
algebraic points. The above diagram thus extends the naming to any special function of an
Anderson A-module.
As an application of our work, we use Green-Papanikolas Pellarin-type identities in [GP18] to
explain how results on Universal Gauss-Thakur sums may be helpful to compute function field
special L-values. When A is the coefficient ring of an elliptic curve, we prove:
Theorem D (Theorem 6.1). Let E be a sign-normalized Drinfeld-Hayes A-module over H – the
Hilbert class field of K – for which the associated Drinfeld divisor is not supported on the unit
disk SpmT, and let A+ denote the set of sign one elements in A. For any non-zero element π˜E
in ΛE ⊂ C∞, and for all non negative integers n, we have
L(χ, qn) :=
∑
a∈A+
χ(a)
aqn
∈ H(χ) · π˜
qn
E
g(χ, ψp˜iE )
where χ : A→ Fq is an Fq-algebra homomorphism, and g(χ, ψp˜iE) is regarded as a tensorless sum
in C∞.
A similar identity can be derived for classical Dirichlet L-functions. However, the proof relies
on their functional equation which has yet no analogue in function field arithmetic. The high
level of similarity between those two formulas is then of a remarkable charm.
The paper is organized as follows. In Section 2, we introduce the basic notation used in this
article, as well as the general Tate algebra T and the “T-points” E(T). The special functions
are introduced and investigated in Section 3, starting with the relation to the Betti realization of
the associated motive which was implicitly used in the special cases. The relation to the period
lattice, and in particular Theorem 3.11, is given in Subsection 3.3, right after we discussed the
neccessary properties of the relative different ideal in Subsection 3.2. We end this section by
reviewing the case of A-modules of rank and dimension 1, together with Thakur’s theory of
shtuka functions. Section 4 is devoted to Gauss-Thakur sums for arbitrary Anderson A-modules,
and its relation to the values of the special functions at algebraic points is given in Section 5. In
the last section, we apply our results to special values of Goss L-functions.
Acknowledgement Both authors thank Rudy Perkins for a result on the tensor powers of the
Carlitz module, that finally does not appear anymore in the paper, but lead us on the right track.
This work is part of the PhD thesis of the first author under the supervision of Federico Pellarin.
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2 Setting
Let (C,OC) be a smooth projective geometrically irreducible curve over a finite field F with q
elements and characteristic p. We fix a closed point∞ on C and consider A = H0(C \{∞},OC),
the ring of rational functions on C that are regular outside∞. This is an algebra over the field F.
Let K be the function field of C (or equivalently, the fraction field of A). The degree and
residue field of ∞ will be denoted by d∞ and F∞, respectively, and the associated norm will be
| · |. Further, let C∞ be the completion at a place above∞ of an algebraic closure of K, to which
we extend | · |. We fix L an intermediate field K ⊆ L ⊆ C∞, and denote the natural inclusion by
ℓ : K → L.
By convention, every unlabeled tensor will be over F.
On C∞ (and all its subrings) we let τ : C∞ → C∞ be the q-power Frobenius map, and extend
it A-linearly to A ⊗ C∞, i.e. τ(a ⊗ x) = (a⊗ xq) on elementary tensors in A ⊗ C∞. As it is
common in the F[t]-case, we also write h(1) instead of τ(h) for h in A ⊗ C∞, and call it the
Frobenius twist of h.
Given a smooth commutative group scheme E over L, we let LieE(L) be its Lie algebra,
i.e. its tangent space at the neutral element e : SpecL → E. For any group scheme morphism
f : E → E′ over L, we denote the induced map on the Lie algebras by ∂f : LieE(L)→ LieE′(L).
We recall that an F-vector space scheme is a commutative group scheme equipped with compatible
F-multiplication. The additive group scheme Ga,L is naturally an F-vector space scheme.
Let d be a positive integer. By an Anderson A-module (E, φ) over L of dimension d we mean
the following (see [HJ16, Def. 5.1]):
(i) E is an F-vector space scheme over L which is isomorphic to Gda,L, the d
th-power of the
additive group scheme over L,
(ii) φ : A → EndF,L(E), a 7→ φa is a homomorphism of F-algebras into the ring of F-vector
space scheme endomorphism of E over L,
(iii) for a ∈ A, the induced action ∂φa : LieE(L) → LieE(L) of φa ∈ EndF,L(E) satisfies that
(∂φa − ℓ(a) id) ∈ EndL(LieE(L)) is nilpotent.
The Anderson A-module (E, φ) is called abelian, if furthermore
(iv) HomF,L(E,Ga,L) is finitely generated as an A⊗L-module where a ∈ A is acting by compo-
sition with φa on the right and l ∈ L is acting by composition on the left with multiplication
by l.
The A ⊗ L-module HomF,L(E,Ga,L) together with the τ -semilinear action given by compo-
sition with the q-power Frobenius endomorphism on Ga,L is called the A-motive of E, denoted
by M(E). If it is finitely generated as A⊗ L-module, it is even locally free (see [And86, Lemma
1.4.5] for A = F[t] which implies the general case), and its rank is also called the rank of E (see
[HJ16, Sect. 5]).
As in [HJ16, Def. 3.1], we define the pullback of M := M(E) by τ as
τ∗M := (A⊗ L)⊗τ,A⊗L M,
where A⊗L on the left-hand side of the tensor is given an A⊗L-module structure via τ . Then,
the τ -semilinear action of the Frobenius on M induces an A⊗ L-linear map
τM : τ
∗
M→ M
which is injective, but in general not surjective.
By abuse of notation, we will omit the φ of the Anderson A-module (E, φ) from now on, and
will just write ae instead of φa(e) for a ∈ A and e ∈ E(L), as well as ∂a(x) instead of ∂φa(x)
for a ∈ A and x ∈ LieE(L). By the third condition on Anderson A-modules, the endomorphisms
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∂a are even automorphisms on LieE(L) for a 6= 0, and hence, we can define the automorphisms
∂r ∈ AutL(LieE(L)) for any 0 6= r = ab ∈ K, by ∂r = (∂b)−1∂a.
For avoiding confusion, scalar multiplication of an element r in K ⊆ L with x ∈ LieE(L) will
always be written using the homomorphism ℓ, i.e. as ℓ(r)x.
To E, one naturally associates an F-linear map expE : LieE(C∞) → E(C∞) – called the
exponential function of E – satisfying the properties (a) and (b) below:
(i) For all a in A and all x in LieE(C∞), expE((∂a)x) = a · expE(x).
(ii) For any isomorphism κ : E
∼→ Gda,L of F-vector space schemes over L, there exists a sequence
(eκn)n≥0 of d× d matrices in C∞ with eκ0 = 1 for which the diagram
LieE(C∞)
expE //
∂κ

E(C∞)
κ

Cd∞
expκE // Cd∞
in the category of F-vector spaces commutes, where expκE is computed by the converging
series
expκE(x) = x+ e
κ
1τ(x) + e
κ
2τ
2(x) + ... ∀x ∈ Cd∞
where τ is applied coefficient-wise.
We refer to [BH07, Sect. 8.6] for a proof of its existence and uniqueness. Its kernel ΛE is usually
called the period lattice of E. One calls E uniformizable if the exponential map is surjective (see
[HJ16, Def. 5.26]).
Gauss completions For defining the general Tate-algebra T = A⊗ˆC∞, and the “points” E(T),
we need certain completions of tensor products.
Definition 2.1. If V is an F-vector space given with a non-archimedean norm | · | and B is a
countably dimensional F-algebra, we define a norm on B ⊗ V by
‖x‖ := inf
(
max
i
|vi|
)
for x ∈ B ⊗ V
where the infimum is taken over all the representations of x of the form
∑
i (bi ⊗ vi). We denote
by B⊗ˆV the completion of B ⊗ V with respect to this norm.
We gather some properties of this construction in the following proposition:
Proposition 2.2. Assume that V is complete, and let t = {tn}n≥0 be any basis of B as an
F-vector space.
(1) For all x =
∑∞
n=0 tn ⊗ vn ∈ B ⊗ V (with only finitely many vn non-zero), one has ‖x‖ =
maxi |vi|.
(2) For any f in B⊗ˆV , there exists a unique sequence (vn(f))n≥0 of elements in V converging
to zero such that the series
∞∑
n=0
tn ⊗ vn(f) (2.0.1)
converges to f in B⊗ˆV . The norm ‖f‖ of f is then given by the maximum of the |vn(f)|
(n ≥ 0).
Proof. Part (1): Let ‖x‖t denote the maximum in norm of the coefficients of x ∈ B ⊗ V written
in the basis {tn ⊗ 1}n≥0. We claim that ‖x‖ = ‖x‖t: it is clear that ‖x‖ ≤ ‖x‖t so we prove the
converse inequality. For ε > 0, let
x =
s∑
i=1
(bi ⊗ vi)
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be such that maxi |vi| ≤ ‖x‖+ ε. Denoting βij in B the coefficients of bi corresponding to tj , we
have
x =
∑
j≥0
tj ⊗
(
s∑
i=1
βijvi
)
.
In particular, ‖x‖t = maxj |
∑
i βijvi| ≤ maxi |vi| ≤ ‖x‖ + ε. Since this is true for all ε > 0,
‖x‖t ≤ ‖x‖. This proves the first part.
Part (2): By the first part, the assignment
∑
n tn⊗ vn 7→ (vn)n≥0 is an isometry between B⊗V
and the space of finite sequences with values in V equipped with the maximum norm. As V
is already complete, the completion of this space consists of infinite sequences with values in V
which converge to zero. Hence, any element f in B⊗ˆV is of the given form for a unique sequence
of elements (vn(f))n≥0 in V converging to zero.
From this explicit description of the completion, one easily sees the following.
Proposition 2.3. The functor B⊗ˆ− from the category of complete normed F-vector spaces
together with continuous F-homomorphisms to the category of topological B-modules with contin-
uous B-homomorphisms is faithful and exact.
Definition 2.4. We define T to be A⊗ˆC∞ and call it the general Tate algebra. It is an e´space de
Banach p-adique over C∞ in the sense of Serre which satisfies Serre’s condition (N) (see [Ser62]).
By Proposition 2.2, ‖x(1)‖ = ‖x‖q for all x in A⊗ C∞. The Frobenius twist is thus continuous,
and hence extends to a continuous automorphism of T. We again denote by f (1) or by τ(f) the
image of f in T through this automorphism and we still have ‖f (1)‖ = ‖f‖q.
The norm ‖ · ‖ on T is multiplicative and the proof is similar to the A = F[t] case (see [Bos14,
Sect. 2.2]). This implies in particular that T is an integral domain.
Remark 2.5. The general Tate algebra T also has a rigid geometric flavour, i.e. it can be described
as a ring of sections on the ”unit disc” of the rigid analytic space (C ×F SpecC∞)rig. This
equivalent construction is discussed in the beginning of [BH07, Sect. 1].
Example 2.6. In the case where A = F[t] is a polynomial ring, by Proposition 2.2, T is canoni-
cally isomorphic as a C∞-algebra to the usual one-dimensional Tate algebra over C∞,
C∞〈t〉 =
{
∞∑
i=0
cit
i ∈ C∞[[t]]
∣∣∣∣∣ ci ∈ C∞, limi→∞ |ci| = 0
}
.
Let now (E, φ) be an Anderson A-module of dimension d. If we choose an isomorphism
E ∼= Gda,L of F-vector space schemes, the maximum norm on Cd∞ induces a norm on E(C∞).
Although, different choices of isomorphisms induce different (non-equivalent) norms, the set of
zero sequences is always the same1. Hence, by the explicit description in Prop. 2.2, the completion
A⊗ˆE(C∞) is independent of the chosen isomorphism. As A⊗E(C∞) is an A⊗A-module – the
left A acting via multiplication on the A-part, and the right A acting via φ on E(C∞) –, and both
actions are continuous, also its completion A⊗ˆE(C∞) is an A⊗A-module by extending the actions
continuously. By abuse of notation, we denote by E(T) this A⊗A-module. Similarly, we define
the completion A⊗ˆLieE(C∞) and its A⊗A-module structure, and abbreviate A⊗ˆLieE(C∞) by
LieE(T).
The exponential map expE is continuous with respect to any norm on E(C∞) given by
an isomorphism E ∼= Gda,L, and the norm on LieE(C∞) given by the induced isomorphism
LieE(C∞) ∼= Cd∞. Hence by Prop. 2.3, we obtain an induced map id ⊗ˆ expE : LieE(T) → E(T)
as the A-linear continuous extension of the exponential map. From this description, it is clear
that id ⊗ˆ expE is even a homomorphism of A⊗A-modules.
1 ↑ The change from one coordinate system to another is given by an element in the group GLd(L{τ}), where
L{τ} denotes the twisted polynomial ring by the q-Frobenius τ on L. When d > 1, then GLd(L{τ}) 6= GLd(L),
and for g ∈ GLd(L{τ}) \ GLd(L), the corresponding F-endomorphism of C
d
∞ is continuous, but not Lipschitz
continuous. Therefore, the two norms built in this way are non-equivalent.
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3 Special functions
Throughout the whole section, let E be an Anderson-A-module over L of dimension d. We recall
from the last section that E(T) := A⊗ˆE(C∞) is an A⊗A-module.
Definition 3.1. A special function for E is an element ω ∈ E(T) on which the two A-actions
coincide, i.e.
(a⊗ 1)ω = (1⊗ a)ω ∀a ∈ A.
We denote by sf(E) the A-module of special functions for E.
Remark 3.2. In [Mau18], sf(E) is denoted HE for the A = F[t] case. The space of special
functions is meant to generalize Anderson and Thakur’s special function. For Drinfeld-Hayes
modules over general A, special functions were defined by Angle`s, Ngo Dac and Tavares Ribeiro
in [ANDTR17, Sect. 3]. Take care that their definition differs from ours, as the functions are
allowed to lie in the field of fraction of T. When, moreover, A is the coefficient ring of an elliptic
curve, they have also been studied by Green and Papanikolas in [GP18].
3.1 Relation to the A-motive
In this section, we prove a connection between the A-module of special functions and the τ -
equivariant Tate-dual of the motive (Theorem 3.3). In the case where E is abelian and uni-
formizable, this connection restricts to an isomorphism of A-modules from sf(E) to the dual of
the Betti realization of M(E).
As we fixed E, we abbreviate M := M(E). Let MT be the T-module M⊗A⊗LT. The action of
τM is extended to MT by τM(m⊗ c) := τM(m)⊗ c(1). We denote by HomτT(MT,T) the A-module
of τ -equivariant T-linear morphism, i.e. of those T-linear homomorphisms f : MT → T satisfying
f(x)(1) = f(τM(x)) for all x ∈ MT. When E is abelian and uniformizable, we consider the motivic
Betti realization HB(M) of M (or E) to be the A-module:{
s∑
i=1
(mi ⊗ ci) ∈ MT |
s∑
i=1
(mi ⊗ ci) =
s∑
i=1
(
τM(mi)⊗ c(1)i
)}
.
Then M is rigid analytically trival, i.e. the natural map of T-modules HB(M) ⊗A T→ MT is an
isomorphism (see [HJ16, Thm. 5.28]).
Theorem 3.3. There is a natural A-linear isomorphism
sf(E) −→ HomτT(MT,T). (3.1.1)
If E is abelian and uniformizable, this induces an isomorphism of A-modules
sf(E) −→ HomA(HB(M), A).
Proof. The idea of the proof for the first part is the same as in [Mau18, Thm. 3.9]. The natural
homomorphism of F-vector spaces
E(C∞) −→ HomτL(M,C∞), e 7→ {µe : m 7→ m(e)} (3.1.2)
is an isomorphism, since after a choice of a F-vector space scheme morphism κ : E
∼
= Gda,L over
L – which induces a coordinate system E(C∞) ∼= Cd∞ – the latter is isomorphic to the bidual
vector space
E(C∞)
∨∨ = HomC∞(HomC∞(E(C∞),C∞),C∞)
of E(C∞). The homomorphism (3.1.2) is even compatible with the A-action on E via φ and the
A-action on µ ∈ HomτL(M,C∞) via (a · µ)(m) = µ(m ◦ φa) for all m ∈ M, a ∈ A. By tensoring
with A, we obtain an isomorphims of A⊗A-modules
A⊗ E(C∞) −→ A⊗HomτL(M,C∞) = HomτL(M, A⊗ C∞)
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Furthermore, a sequence (en)n≥0 of elements in E(C∞) tends to zero if and only if for every
m ∈ M the sequence (m(en))n≥0 tends to zero (which is easily seen after a choice of a coordinate
system). Hence by taking completions, we obtain an isomorphism of A⊗A-modules
E(T) −→ HomτL(M,T).
Finally, the image of sf(E) ⊂ E(T) consists exactly of those homomorphisms µ : M → T for
which (a · µ)(m) = (a ⊗ 1) · µ(m) for all m ∈ M, a ∈ A. As (a · µ)(m) = µ(m ◦ φa), these
are exactly those homomorphisms which are also A-linear, i.e. the A ⊗ L-linear ones. By scalar
extension of these homomorphisms, we obtain the desired isomorphism
sf(E) −→ HomτA⊗L(M,T) ∼= HomτT(MT,T).
If E is abelian and uniformizable, M is rigid analytically trivial. Therefore, we have an additional
chain of isomorphisms:
HomτT(MT,T)
∼=−→ HomτT(HB(M)⊗A T,T)
∼=←− HomτA(HB(M),T)
∼=−→ HomA(HB(M), A).
Here, the second isomorphism is given by T-linear extension of homomorphisms, and the last
isomorphism comes from the fact that τ acts trivially on HB(M), and hence, the image of a
τ -equivariant homomorphism lies in the τ -invariants {x ∈ T | x(1) = x} = A.
Remark 3.4. The transition from the isomorphism (3.1.1) to descriptions as in Equation (1.0.2)
is obtained for abelian A-modules as follows. On one hand, one chooses a coordinate system for
E, i.e. an isomorphism κ = (κ1, . . . , κd) : E → Gda, and writes the different A-actions as actions
on Gda(T) = T
d. On the other hand, as M might not be free over A ⊗ L, we denote by Q the
field of fractions of A⊗ L, and choose a basis m1, . . . ,mr of M⊗A⊗L Q as Q-vector space (with
mj ∈ M), as well as a corresponding dual basis of
HomτA⊗L(M,T)⊗A⊗L Q = HomQT(MQT, QT)
where QT is the compositum of Q and T in the field of fractions of T. Then the condition for a
homomorphism in HomQT(MQT, QT) to be τ -equivariant is expressed as a τ -difference equation
in the coordinates with respect to that basis.
As the coordinate functions κ1, . . . , κd for E can be seen as elements in M and even provide a
C∞{τ}-basis of M, the transition from the solutions of the A-action equation to the solutions of
the τ -difference equation and back is easily obtained by expressing the κi’s as Q-linear combina-
tions of the mj ’s, or expressing the mj ’s as a C∞{τ}-linear combination of the κi’s (cf. [Mau18,
Sect. 5] for more details in the F[t]-case).
In calculations in special situations, this isomorphism has been used implicitly, e.g. in [AT90,
§2.5], [ANDTR17, Sect. 3.2], or [Gre17, Sect. 5]. The situation for Drinfeld-Hayes modules will
be explained in more details in Proposition 3.18.
3.2 A characterization of the relative different
Let u be an element in A such that the field extension F(u) ⊂ K is finite and separable. In the next
section, we will obtain an A-module isomorphism from dA/F[u]⊗AΛE to sf(E) where dA/F[u] ⊆ A
is the relative different of the ring extension F[u] ⊂ A. To explain the appearance of this ideal,
we need a characterization that we now describe (Proposition 3.5). As the characterization holds
in great generality, we switch only in this subsection to more general notation.
Let O be a Dedekind domain with fraction field F , and let K be a finite separable extension
of F . Also, we let A be the integral closure of O in K. To be consistent with [Neu99, Sect. III.2],
we shall assume that the residue field extensions of O ⊂ A are separable. We recall that the
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relative different dA/O is the ideal of A given by the inverse of the fractional ideal {x ∈ K | ∀y ∈
A : trK/F (xy) ∈ O}. However, we will need two other characterizations of this ideal. One
characterization is
dA/O = {x ∈ A | ∀y ∈ A : x · dy = 0 ∈ Ω1A/O },
where Ω1A/O is the A-module of Ka¨hler differentials (see [Neu99, Prop. 2.7]). If I is the kernel
of the multiplication map A ⊗O A m−→ A, one has Ω1A/O = I/I2 and the universal differential
d : A → Ω1A/O corresponds to y 7→ (y ⊗ 1 − 1 ⊗ y) mod I2. The second characterization of the
different ideal ([Neu99, Thm. III.2.5]) is that dA/O is generated by all different element f
′(s)
where s ∈ A generates the field extension K/F , and f(X) ∈ O[X ] is the minimal polynomial of
s over O.
We define
DA/O := {x ∈ A⊗O A | ∀a ∈ A : (a⊗ 1)x = (1 ⊗ a)x}.
We shall prove:
Proposition 3.5. The multiplication map m : A ⊗O A → A restricts to an isomorphism of
A-modules DA/O ∼= dA/O.
Proof. We proceed in three steps.
1. The restriction of the multiplication map m to DA/O is injective.
The kernel I of m is generated by the elements (1 ⊗ a − a ⊗ 1) for a ∈ A. If x ∈ DA/O is in
the kernel, then x · x = 0 by definition of DA/O. However, since F ⊂ K is separable, the ring
A⊗OA does not have nilpotent elements (this is one characterization of separability, see [Mat89,
beginning of Sect. 26]). Hence, x = 0.
2. The image of DA/O via m is in dA/O.
The following diagram commutes, for all y in A,
A⊗O A
m

y⊗1−1⊗y // I
modI2

A
dy // Ω1A/O
∼= I/I2
thanks to the following calculation (a and b are in A):
ab · dy = (ab⊗ 1)(y ⊗ 1− 1⊗ y) + I2
= (a⊗ b)(y ⊗ 1− 1⊗ y) + a(b⊗ 1− 1⊗ b)(y ⊗ 1− 1⊗ y) + I2
= (a⊗ b)(y ⊗ 1− 1⊗ y) + I2
By the first characterization of the different, the image of DA/O via m is in dA/O.
3. The restriction m : DA/O → dA/O is surjective.
Let s in A be such thatK = F (s). Let f(X) = X l+fl−1X
l−1+...+f0 be the minimal polynomial
of s in O[X ]. By the second characterization of the different, it suffices to show that f ′(s) is in
the image of DA/O via m. The element
l−1∑
j=0
sj ⊗
(
l−1−j∑
k=0
fl−ks
l−1−j−k
)
of A ⊗O A is mapped to f ′(s) under m. To conclude, it is enough to prove that it belongs to
DA/O. This follows after a simple calculation using the characterization of DA/O in Lemma 3.7,
and the description of this element in the following remark.
Remark 3.6. The element
∑l−1
j=0 s
j⊗
(∑l−1−j
k=0 fl−ks
l−1−j−k
)
can be described much nicer, namely
as the evaluation of f(X)−f(Y )X−Y ∈ O[X,Y ] at X = 1⊗ s ∈ A⊗O A and Y = s⊗ 1 ∈ A⊗O A.
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Lemma 3.7. Let s ∈ A be a generator for the field extension K/F and let N be a torsion-free
A-module. Then,
{x ∈ A⊗O N | ∀a ∈ A : (a⊗ 1)x = (1⊗ a)x} = {x ∈ A⊗O N | (s⊗ 1)x = (1⊗ s)x}.
In particular, an element x ∈ A⊗O A lies in DA/O if and only if (1⊗ s− s⊗ 1)x = 0.
Proof. One inclusion is clear, so we prove the opposite one. For x ∈ A⊗ON , we first notice that
the given condition implies (b ⊗ 1)x = (1 ⊗ b)x for all b ∈ O[s]. For arbitrary a ∈ A, we write
a = b/c with b and c in O[s] ⊂ A. Then,
(c⊗ 1)(a⊗ 1)x = (b⊗ 1)x = (1⊗ b)x = (1⊗ ac)x
= (1⊗ a)(1 ⊗ c)x = (1⊗ a)(c⊗ 1)x = (c⊗ 1)(1⊗ a)x.
The result follows by dividing out (c⊗ 1) as N is torsion-free.
We end this section by a Lemma that will be needed afterwards.
Lemma 3.8. Let N be a torsion-free A-module. The multiplication map A⊗O N → N induces
an isomorphism of A-modules
{x ∈ A⊗O N | ∀a ∈ A : (a⊗ 1)x = (1⊗ a)x} ∼= dA/O ·N. (3.2.1)
Proof. Let s ∈ A be a generator for the field extension K/F . By Lemma 3.7, DA/O is the kernel
of the map ε : A⊗O A→ A⊗O A given by multiplication with 1⊗ s− s⊗ 1. Hence,
0→ DA/O −→ A⊗O A ε−→ A⊗O A
is exact. As N is torsion-free and A is a Dedekind domain, N is a flat A-module. Therefore,
tensoring with N over A is exact, and hence, DA/O ⊗A N = ker(ε) ⊗A N ∼= ker(ε ⊗ idN ). By
Lemma 3.7, ker(ε⊗ idN ) equals the left hand side of the isomorphism (3.2.1). On the other hand,
using Proposition 3.5, we see that DA/O ⊗AN is also isomorphic to dA/O ⊗AN ∼= dA/O ·N .
3.3 Relation to the period lattice
Definition 3.9. An element u in A for which the field extension K/F(u) is finite and separable
will be called separable. F[u] ⊂ A is then a finite separable integral extension of F-algebras which
meets the conditions of the extension A/O in the previous subsection.
Example 3.10. A uniformizer up of any non-zero prime ideal p in A is a separable element.
Indeed, the closed point p of (C,OC) is unramified under the map C → P1F corresponding to the
inclusion F(up) ⊂ K. As the inseparability degree divides all ramification indices, the extension
F(up) ⊂ K is separable.
Let u be a separable element in A. In this section, we establish a natural isomorphism of
A-modules between dA/F[u] · ΛE and sf(E) (see Theorem 3.11) – which, however, depends on
u. The surprising consequence of this fact is that the period lattice and the module of special
functions might not be isomorphic.
Theorem 3.11. Let u be a separable element in A. The sequence of A-module homomorphisms
ΛE ←− A⊗F[u] ΛE δ˜u−→ {ω ∈ E(T) | (u⊗ 1)ω = (1 ⊗ u)ω} ,
where the first arrow is the multiplication map and the second one takes an element x of A⊗F[u]ΛE
to δ˜u(x) = (id ⊗ˆ expE)
(
(1 ⊗ ∂u− u⊗ 1)−1x), induces an isomorphism of A-modules
δu : dA/F[u] · ΛE
∼=−→ sf(E).
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Proof. We first explain why δ˜u is well-defined, and that it even is an isomorphism. This is merely
the same as in [Mau18, Sect. 3.2].
The exact sequence of A-modules (via ∂φ and φ resp.)
0 −→ ΛE −→ LieE(C∞) expE−−−→ E(C∞)
induces a sequence of A⊗A-modules
0 −→ A⊗ ΛE −→ LieE(T) id ⊗ˆ expE−−−−−−→ E(T),
by tensoring with A and taking completions. Here, we take into account that ΛE is discrete, and
hence A⊗ˆΛE = A⊗ ΛE. By Proposition 2.3 this sequence is exact again.
Now, let u be the separable element in A from the statement of the theorem. The map
LieE(T) → LieE(T), x 7→ (1 ⊗ ∂u − u ⊗ 1)(x) is T-linear and its determinant is a power of
(1⊗ ℓ(u)− u⊗ 1) ∈ T. Since |ℓ(u)| > 1, the latter is even invertible in T with inverse
(1 ⊗ ℓ(u)− u⊗ 1)−1 =
∑
i≥0
ui ⊗ ℓ(u)−i−1 ∈ T,
and hence the homomorphism 1 ⊗ ∂u − u ⊗ 1 is an isomorphism. Therefore, as in [Mau18,
Sect. 3.2], one obtains a commuting diagram of A⊗A-modules with exact rows:
0 //
✤
✤
✤
A⊗ ΛE

1⊗∂u−u⊗1 // A⊗ ΛE

❴❴❴❴❴❴ ED
BC ✤
✤
✤
✤
GF❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
@A✤
✤
✤
✤
✤
//❴❴❴❴❴❴❴
0 // 0

// LieE(T)
id ⊗ˆ expE

1⊗∂u−u⊗1 // LieE(T)
id ⊗ˆ expE

// 0
0 // H // E(T)
1⊗u−u⊗1 // E(T)
H
where H is defined to be
H := ker(1⊗ u− u⊗ 1) = {ω ∈ E(T) | (u ⊗ 1)ω = (1⊗ u)ω} .
The snake lemma then induces the dashed arrow, and hence an injective A⊗ A-homomorphism
δ˜u : A⊗F[u] ΛE → H . By diagram chasing, we see that for x ∈ A⊗ ΛE , δ˜u(x) is given by
δ˜u(x) = (id ⊗ˆ expE)
(
(1 ⊗ ∂u− u⊗ 1)−1x) .
The same proof as in [Mau18, Thm. 3.6] shows that δ˜u is also surjective. The main ideas are
as follows: First choose t1, . . . , tk ∈ A such that their residues modulo u generate the finite
dimensional F-vector space A/(u), and extend this to an F-basis of A by taking all u-power
multiples of these elements. After the choice of an F-vector space scheme isomorphism κ over
L from E to Gda,L, we define a norm | · | on E(C∞) ∼= Cd∞ and on LieE(C∞) ∼= Cd∞. By
Proposition 2.2, we write accordingly an arbitrary h ∈ E(T) as h = ∑n≥0∑kj=1 tjun ⊗ ej,n
where ej,n ∈ E(C∞). If further h ∈ H , the ej,0 are u-torsion elements, and u(ej,n) = ej,n−1 for
all n ≥ 1, j ∈ {1, . . . , k}. Furthermore, as (ej,n)n tends to 0 with respect to | · |, [HJ16, Lem. 5.3]
shows that for large enough n, there exists a unique Lj,n ∈ LieE(C∞) such that expE(Lj,n) = ej,n
and |Lj,n| = |ej,n|. It allows one to define
λ :=
k∑
j=1
tj ⊗ ∂un+1Lj,n.
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A calculation shows that a) λ is independent of the chosen n, as long as n is large enough, that
b) λ is indeed in A⊗F[u] ΛE, and that c) δ˜u(λ) = h.
The isomorphism δ˜u then restricts to an isomorphism of (A⊗A)-modules2
DA/F[u] ⊗A ΛE =
{
x ∈ A⊗F[u] ΛE | ∀a ∈ A : (a⊗ 1)x = (1 ⊗ a)x
} −→ sf(E).
By Lemma 3.8, the left-hand-side is isomorphic to dA/F[u] ·ΛE via the multiplication map A⊗F[u]
ΛE → ΛE . This leads to the desired isomorphism
δu : dA/F[u] · ΛE ∼= DA/F[u] ⊗A ΛE δ˜u−→ sf(E).
We immediately obtain the following corollary.
Corollary 3.12. If there exists a separable element u in A for which A = F[u, s] for some s in
A, then we have an isomorphism of A-modules ΛE ∼= sf(E).
Proof. If A = F[u, s], dA/F[u] is principal and generated by f
′(s) where f(X) is the minimal
polynomial of s over F[u] (see [Neu99, Prop. III.2.4]). Therefore, it suffices to compose the
isomorphism δu of Theorem 3.11 with multiplication by f
′(s).
The isomorphism given in Theorem 3.11 obviously depends on u, and it seems that all the
induced isomorphisms ΛE ∼= sf(E) in Corollary 3.12 even depend on u and s. The following
proposition, however, shows that in the case where A = F[t] is the polynomial ring, all the
isomorphisms coincide.
Proposition 3.13. Assume that A = F[t] is a polynomial ring, and let u(t) ∈ F[t] be separable.
Then the composition
ΛE
u′(t)·−→ dA/F[u] · ΛE δu−→ sf(E)
is independent of the chosen element u(t). In particular, it equals the isomorphism
δt : ΛE → sf(E)
sending a period λ ∈ ΛE to its Anderson generating function
(id ⊗ˆ expE)
(
(1⊗ ∂t− t⊗ 1)−1λ) = ∞∑
n=0
tn ⊗ expE
(
(∂t)−n−1λ
)
.
Proof. As mentioned before, the different ideal dF[t]/F[u] is generated by u
′(t), and the preimage
of u′(t) in DF[t]/F[u] ⊆ F[t] ⊗F[u] F[t] is U := u(X)−u(Y )X−Y |X=1⊗t,Y=t⊗1 by Remark 3.6. Therefore,
by the definition of δu, we explicitly obtain for any λ ∈ ΛE
δu(u
′(t) · λ) = U · (id ⊗ˆ expE)
(
(1⊗ ∂u− u⊗ 1)−1λ)
= (id ⊗ˆ expE)
(
(1⊗ ∂u− u⊗ 1) · (1⊗ ∂t− t⊗ 1)−1 · (1 ⊗ ∂u− u⊗ 1)−1λ)
= δt(λ).
Remark 3.14. It is well-known that the class of the different ideal [dA/F[u]] in the class group ofA is
equal to −[Ω1A/F]. This is an immediate application of the Riemann-Hurwitz theorem to the finite
and separable morphism of curves C → P1
F
given by the choice of u (see [Har77, Prop. IV.2.3]).
The Riemann-Hurwitz theorem does not, however, give the A-module isomorphism from Ω1A/F to
d−1A/F[u]. In this remark, we provide an alternative reason why they are isomorphic. By [Neu99,
Prop. 2.7], we have
dA/F[u] = {x ∈ A | ∀y ∈ A : x · dy = 0 ∈ Ω1A/F[u]}.
2 ↑ Actually, both A-actions coincide by definition, and we can just consider them as A-modules via either of
the two actions.
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Besides, as F[u] ⊂ A is separable, one has an exact sequence of A-modules:
0 −→ Ω1
F[u]/F ⊗F[u] A −→ Ω1A/F −→ Ω1A/F[u] −→ 0.
In particular, we can rewrite dA/F[u] as:
dA/F[u] = {x ∈ A | ∀y ∈ A : x · dy ∈ Adu}.
Thanks to this description, the equality dA/F[u] · Ω1A/F = Adu is clear.
This explains why the different ideal is not principal in general. Indeed, we then have
deg dA/F[u] ≡ − degΩ1A/F ≡ 2− 2g (mod d∞)
where g is the genus of C. Hence, the order of [dA/F[u]] is divisible by d∞/ gcd(2g − 2, d∞).
In [ANDTR17, end of Sect. 3.2], it is asked whether the space of special functions is always
free as an A-module. The question is raised in rank and dimension 1, but we are able to answer
it in the negative for any rank r ≥ 1:
Corollary 3.15. Let Λ be an A-lattice in C∞ projective of rank r ≥ 1 and let D be the associated
Drinfeld A-module over C∞ (according to [Gos96, Section 4.3]). Then, sf(D) is free as an A-
module if, and only if, detA(Λ) and (Ω
1
A/F)
⊗r are isomorphic as A-modules.
Proof. As a torsion-free module over the Dedekind domain A, Λ is isomorphic to Ar−1⊕detA(Λ).
For any separable element u, it yields
dA/F[u] · Λ ∼= dr−1A/F[u] ⊕ dA/F[u] detA(Λ) ∼= Ar−1 ⊕ drA/F[u] detA(Λ). (3.3.1)
The construction implicates that Λ is the period lattice of D so that, by Theorem 3.11, (3.3.1) is
isomorphic to sf(D). Hence, the module sf(D) is free as an A-module if, and only if drA/F[u] detA(Λ)
is isomorphic to A. We conclude by Remark 3.14.
Remark 3.16. Assume that E is an abelian and uniformizable A-module. Combining the A-
module isomorphisms from Theorems 3.11 and 3.3, namely
dA/F[u] · ΛE −→ sf(E), sf(E) −→ HomA(HB(M), A)
together with Ω1A/F
∼= d−1AF[u] as A-modules from Remark 3.14, one gets an A-module isomorphism
ΛE → HomA(HB(M),Ω1A/F) between the period lattice of E and its Betti cohomology. Such
a relation was already known via a map denoted βA and follows from [And86, Cor. 2.12.1]
(also described in [HJ16, Rmk. 5.30]). It is therefore natural to ask whether the two approach
matches. They are indeed related to each other by the following diagram of A-modules which is
commutative up to a sign and each arrow is an isomorphism:
dA/F[u]ΛE
δu

dA/F[u] ⊗A ΛE
id⊗AβA //oo dA/F[u] ⊗A HomA(HB(M),Ω1A/F)
sf(E)
Thm 3.3 // HomA(HB(M), A) (dA/F[u] ⊗A Ω1A/F)⊗A HomA(HB(M), A)oo
OO
The commutativity up to a sign is not obvious and relies on a non-trivial calculation.
3.4 Special-functions of Drinfeld-Hayes modules
This section aims not only to connect Thakur’s shtuka function theory with special functions
of Drinfeld-Hayes modules, but also to see how our definition of special functions matches
[ANDTR17, Def. 3.9].
Given an abelian Anderson A-module over L of rank and dimension one, Thakur in [Tha93b]
was able to define an element f in the fraction field of A ⊗ L, called the shtuka function of E,
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of fundamental importance for E. His construction of f relies on the Drinfeld-module/shtuka
dictionary. We should present a slightly more general alternative definition which avoids the use
of shtukas.
In this section, we assume that E is an abelian Anderson A-module of rank and dimension one,
namely a Drinfeld-Hayes module. Let κ : E
≃−→ Ga,L be an F-vector space schemes isomorphism
over L. As a non-zero element of the rank one projective A ⊗ L-module M = M(E), κ is
proportional to the element Frobq ◦κ in M, where Frobq denotes the q-Frobenius on Ga,L. This
justifies the existence-part of following definition:
Definition 3.17. We call the shtuka function of E associated to κ, and write it fκ, the unique
element in the fraction field of A⊗ L such that Frobq ◦κ = fκ · κ.
The morphism κ also provides a family {φκa}a∈A of F-linear endomorphisms of Ga,L, where
φκa := κ
−1 ◦ φa ◦ κ. Seen as elements of L{τ}, each φκa can be written uniquely as
φκa = (a)
κ
0 + (a)
κ
1τ + (a)
κ
2 τ
2 + ...+ (a)κdτ
d (d := deg(a), (a)κi ∈ L). (3.4.1)
A brief description of the sign-normalized condition is called for. Let t−1 be a local parameter
at a point ∞ above ∞ in C ×F SpecC∞. Any x in the function field of C ×F SpecC∞ can be
written uniquely in a Laurent series in t−1:
x =
∑
i≥n
cit
−i (ci ∈ C∞, n ∈ Z)
with the coefficient cn being nonzero. We define sgn(x) to be the latter coefficient cn in C
×
∞ and
call it the sign of x (with respect to t). The function sgn then defines a group morphism from
the group of nonzero elements of the function field of C ×F SpecC∞ to C×∞. In [Tha93b], it is
assumed that the assignment
A \ {0} −→ L ⊂ C∞, a 7−→ (a)κd (with d = deg(a)) (3.4.2)
coincides with sgn. If this is the case, we should say that κ is sgn-normalized (with respect to t).
As we do not make such an assumption here, we will assume that κ is arbitrary.
Thanks to the isomorphism of A-modules id⊗κ : E(T) → T, we can see the elements of
sf(E) ⊂ E(T) as elements of T satisfying a family of functional equations:
sf(E)
1⊗κ−→ {ω ∈ T | ∀a ∈ A : (1⊗ φκa)(ω) = (a⊗ 1)ω}. (3.4.3)
The above map is an isomorphism of A-modules. This seems at first sight in contrast with the
definition of special functions as given in [ANDTR17, Def. 3.9] where they consist of elements ω
in the general Tate algebra satisfying ω(1) = fκω. We should see that the two definitions agree:
Proposition 3.18. For any isomorphism κ : E
≃−→ Ga,L of F-vector space schemes over L, we
have the following equality of subsets of T:
{ω ∈ T | ∀a ∈ A : (1⊗ φκa)(ω) = (a⊗ 1)ω} = {ω ∈ T | ω(1) = fκω}.
Before proving Proposition 3.18, we investigate the shape of the divisor of fκ on C×F SpecL.
As M is a rank one projective A ⊗ L-module, there exists an ideal vκ of A ⊗ L such that
(A⊗ L) · κ = vκM. We let j be the maximal ideal of A⊗ L generated by the set
{(a⊗ 1)− (1 ⊗ ℓ(a)) | a ∈ A}.
Lemma 3.19. Let Vκ be the effective divisor on Div(C ×F SpecL) given by the primary decom-
position of vκ. There exists a divisor ∞κ of degree 1 and supported at ∞, such that
div fκ = τ
∗Vκ − Vκ + j−∞κ. (3.4.4)
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Proof. We borrow the following exact sequence from [And86, Lem. 3.1.4]:
0 −→ τM(τ∗M) −→ M −→ HomL(LieE(L), L) −→ 0 (3.4.5)
where the second arrow is the inclusion of A⊗L-modules, and the third one is the differential at
the origin. The exact sequence (3.4.5) implies jM ⊂ τM(τ∗M) ⊂ M. AsM/jM is a one-dimensional
L-vector space, τM(τ
∗
M) equals either jM or M. The last option is impossible since composition
by the q-Frobenius on the motive is not a surjective operation (as E is isomorphic to Ga,L).
Hence, we have jM = τM(τ
∗
M). Writing M = v−1κ · κ leads to the identity jv−1κ = (fκ)(τ∗vκ)−1
of fractional ideals. This is equivalent to
(div fκ)|SpecA⊗L = τ∗Vκ − Vκ + j
on the affine part of the curve, where Vκ is the effective divisor associated to the ideal vκ.
Therefore, there exists ∞κ above ∞ for which
div fκ = τ
∗Vκ − Vκ + j−∞κ.
The ideal j has degree one when seen as a divisor on Spec(A⊗ L) as its residue field is L. That
the degree of ∞κ is 1 follows from deg fκ = 0 as a principal divisor on C ×F SpecL.
Proof of Proposition 3.18. The proof of Theorem 3.3 implies that the natural isomorphism
sf(E)→ HomτT(MT,T) induces, via id⊗κ, the equality
{ω ∈ T | ∀a ∈ A : (1⊗ φκa)(ω) = (a⊗ 1)ω} = {ω ∈ vκT | ω(1) = fκω}.
We claim that {ω ∈ vκT | ω(1) = fκω} = {ω ∈ T | ω(1) = fκω}. Indeed, if ω ∈ T satisfies
ω(1) = fκω, we have that ω belongs to the intersection f
−1
κ T∩T. As Vκ is effective, Lemma 3.19
yields f−1κ T ∩ T = (jτ∗vκ)−1vκT ∩ T which is a subset of vκT.
Finally, we discuss two corollaries of Proposition 3.18.
Corollary 3.20. Assume that there exists ω in T× such that ω(1) = fκω. Then, the period
lattice ΛE is isomorphic to Ω
1
A/F as an A-module.
Proof. Let ω be as in the statement and let ω′ be an element of T satisfying ω′(1) = fκω
′. Then
(ω′/ω)(1) = ω′/ω in T so that ω′ ∈ Aω. Thus {ω ∈ T | ω(1) = fκω} is free of rank 1 as an
A-module. We conclude by Proposition 3.18, Equation (3.4.3) and Corollary 3.15.
We do not know whether the converse of Corollary 3.20 holds, and leave it as an open question:
Question. If the period lattice ΛE is isomorphic to Ω
1
A/F as an A-module, does there exist
ω ∈ T× such that ω(1) = fκω?
Corollary 3.21. For all a ∈ A, we have the following identity in the fraction field of A⊗ L:
(a⊗ 1) =
∑
n≥0
(a)κnf
(n−1)
κ · · · f (1)κ fκ.
Proof. By Proposition 3.18, there exists a non zero element ω in the general Tate algebra such
that ω(1) = fκω and also, for all a in A,
(a⊗ 1)ω = (1⊗ φκa)(ω) =
∑
n≥0
(a)κnω
(n) =
∑
n≥0
(a)κnf
(n−1)
κ · · · f (1)κ fκω.
The corollary follows by dividing out ω.
Remark 3.22. The formula of Corollary 3.21 is an immediate property of the shtuka function as
defined by Thakur (see [Tha93b, Eq. (⋆⋆)]). Note that it already appears in [And94, Eq. (46)].
This formula has been the starting point of [ANDTR17] and [GP18] to define special functions.
For our presentation, we have taken the opposite path.
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4 Gauss-Thakur sums
In this section, we introduce Gauss-Thakur sums attached to an arbitrary Anderson A-module
E over L. Our definition follows closely Thakur’s one (see [Tha88]) although there are some
natural changes that we shall explain.
From now on, we fix p a maximal ideal in A, Fp its residue field and dp its degree, i.e. the
dimension of Fp over F. We denote by E[p] ⊂ E(C∞) the A-module of p-torsion points of E over
C∞, i.e. the space E[p] = {e ∈ E(C∞) | ∀a ∈ p : ae = 0}.
Definition 4.1. A multiplicative character χ (of conductor p) is a group morphism from (A/p)×
to F×p ⊂ C×∞. An additive character ψ (for E and p) is an A-module morphism from A/p to
E[p] ⊂ E(C∞). Given such χ and ψ, we define their (tensor) Gauss-Thakur sum as
g(χ, ψ) := −
∑
x∈(A/p)×
χ(x)−1 ⊗ ψ(x) ∈ Fp ⊗ E[p].
A multiplicative character χ will be lifted to a map A→ Fp by sending a ∈ A to χ(a+p) if a /∈ p,
and to 0 if a ∈ p. By abuse of notation, this lift will also be denoted by χ.
Using this lift, we define the space
G(E,χ) := {g ∈ Fp ⊗ E(C∞) | ∀ a ∈ A : (1⊗ a)(g) = (χ(a)⊗ 1)g} ,
and call it the space of Gauss-Thakur sums.
The naming “space of Gauss-Thakur sums” will be justified by Lemma 4.5(3) and Proposition
4.8 where we show that G(E,χ) is the Fp-vector space generated by the Gauss-Thakur sums.
Remark 4.2. The minus sign in the definition of Gauss-Thakur sums already appear in [Tha88].
It serves as the normalization factor |Fp| − 1 = −1 ∈ F.
Remark 4.3. As opposed to Thakur’s definition, a tensor product replaces the multiplication.
Indeed, in general, E is not equal to Gda,L as an F-vector space scheme but only isomorphic.
As such, it does not carry a canonical L-vector space structure and the product χ(x)−1ψ(x) is
not even defined. When E equals Gda,L as an F-vector space scheme, for instance in Thakur’s
consideration when d = 1, or after fixing an isomorphism E ≃ Gda,L, one can define the classical
Gauss-Thakur sum as being the tensorless version of the sum (1.0.4) in E(L) = L
d
. In these cases,
the reader will be free to consider classical ones via the multiplication map Fp ⊗ E[p] → E(L).
We will use this tensorless version in Section 6 for the sake of a simplified presentation of the
results. Note, however, that this morphism is injective if, and only if, the field of definition of
the p-torsion points is linearly independent of Fp.
Example 4.4. For every torsion point e ∈ E[p], one obtains a well-defined additive character
ψe : A/p → E[p], a+ p 7→ ae. On the other hand, every additive character ψ : A/p → E[p] is of
that form for e = ψ(1 + p), since A/p is generated as an A-module by 1 + p.
Lemma 4.5. Let χ be a multiplicative character.
(1) The map
ηχ : Fp ⊗ E[p] −→ Fp ⊗ E[p], g 7−→ −
∑
x∈(A/p)×
(
χ(x)−1 ⊗ x) g
is an Fp-linear projection onto G(E,χ).
(2) For e ∈ E[p], the image ηχ(1⊗e) is the Gauss-Thakur sum g(χ, ψe). Here ψe is the additive
character attached to e as in Example 4.4.
(3) Every Gauss-Thakur sum g(χ, ψ) lies in G(E,χ), and G(E,χ) is generated as Fp-vector
space by the Gauss-Thakur sums.
18
Proof. Part (2) is easily verified from the definitions, and (3) directly follows from (1) and (2)
using that every ψ is of the form ψe, and that the elements of the form 1⊗e generate the Fp-vector
space Fp ⊗ E[p]. Hence, it remains to prove (1):
Fp-linearity is clear. For all g ∈ Fp ⊗ E[p] and a ∈ A, one has
(1⊗ a)(ηχ(g)) = 0 = (χ(a)⊗ 1)ηχ(g),
if a ∈ p, as well as
(1 ⊗ a)(ηχ(g)) = −
∑
x∈(A/p)×
(
χ(x)−1 ⊗ ax) g
= −
∑
x∈(A/p)×
(
χ(ax)−1χ(a)⊗ ax) g = (χ(a)⊗ 1)ηχ(g),
if a /∈ p. Hence, the image lies in G(E,χ). Furthermore, for all g ∈ G(E,χ), one has
ηχ(g) = −
∑
x∈(A/p)×
(
χ(x)−1 ⊗ x) g = − ∑
x∈(A/p)×
(χ(x)−1χ(x) ⊗ 1)g
= −((qdp − 1)⊗ 1) · g = g.
Hence, ηχ is a projection.
Remark 4.6. An isogeny f : (E, φ)→ (E′, φ′) of Anderson A-modules over L of dimension d is an
F-vector space scheme morphism from E to E′ with finite kernel over C∞ such that f ◦φa = φ′a◦f
for all a ∈ A. It is automatically surjective, as its image is a subgroup scheme of E′ of the same
dimension. The degree of f is defined as the Fitting ideal of ker(f) with respect to its natural
A-module scheme structure. For a prime p of A which does not divide the degree of f , we have an
induced isomorphism of A-module schemes E[p] ∼= E′[p]. Hence, for χ a multiplicative character
of conductor p not dividing deg(f), we naturally have G(E,χ) ∼= G(E′, χ).
If the lift χ : A→ Fp of a multiplicative character is a homomorphism of F-algebras, we can
extend it to a F-linear homomorphism F⊗A→ F whose kernel is some maximal ideal P above p.
The extended map is then just “evaluation at P”, i.e. χ sends a in A to a(P) = 1⊗ a (mod P).
Conversely, any maximal ideal P above p in F⊗A defines a multiplicative character
χP : (A/p)
× −→ F×p , a+ p 7−→ a(P).
As those multiplicative characters play an important role, we make the following definition.
Definition 4.7. A multiplicative character χ will be called evaluative, if its lift is a homomor-
phism of F-algebras. When P is the corresponding maximal ideal in F⊗ A, we will also denote
χ by χP.
In particular, we will just speak of an evaluative character χP which implies that P is the
corresponding maximal ideal in F⊗A.
Proposition 4.8. Let χ be a multiplicative character.
(1) If χ is not evaluative, then G(E,χ) is zero. In particular, for any additive character ψ,
g(χ, ψ) is zero.
(2) If χ is evaluative and {ψi}i are Fp-linearly independent additive characters in the space
HomA(A/p, E[p]), then their Gauss-Thakur sums {g(χ, ψi)}i are Fp-linearly independent
in G(E,χ).
Proof. For part (1), we prove that if G(E,χ) is non-zero, then χ is evaluative. If g is a non zero
element in G(E,χ), for x and y in A, α ∈ F
((αχ(x) + χ(y))⊗ 1)g = (α⊗ x)g + (1 ⊗ y)g = 1⊗ (αx + y)g
= (χ(αx+ y)⊗ 1)g.
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As g was non-zero, the lift χ is F-linear and - as it comes from a multiplicative character - even
an F-algebra morphism, i.e. the character is evaluative.
For part (2), let χ be evaluative. We first prove that g(χ, ψ) is non zero if ψ is non zero. By
finite Fourier inversion formula – which was already mentioned in [Tha88, Prop. 1] – for all y in
A/p, one has
1⊗ ψ(y) = −(qdp − 1)
∑
χ
g(χ, ψ)(χ(y)⊗ 1) (4.0.1)
where the sum runs over multiplicative characters. By part (1), we can assume that the above
sum runs over the set of evaluative χ. This set is finite with dp elements and FrobF as an element
of Gal(Fp/F) acts transitively on it by right-composition. Hence, if one of the g(χ, ψ) is zero, all
are, and (4.0.1) implies that ψ is zero.
Now, let {ψi}i be Fp-linearly independent elements in HomA(A/p, E[p]). We have a decom-
position E[p] =
⊕
i im(ψi). Hence, if one has some relation 0 =
∑
i (αi ⊗ 1)g(χ, ψi), by taking
the projection onto im(ψi) with respect to this decomposition, one is led to (αi ⊗ 1)g(χ, ψi) = 0.
As g(χ, ψi) is non zero, αi is zero.
To any element of the period lattice ΛE , one can associate a specific Gauss-Thakur sum
according to the next definition.
Definition 4.9. Let up be a uniformizer at p in A, and choose an element zp of the fractional
ideal p−1 which satisfies upzp ≡ 1 mod p. For λ an element of the period lattice ΛE , one obtains
an additive character ψλ given by
ψλ : A/p −→ p−1A/A −→ E[p], a 7−→ azp 7−→ expE(∂(azp)(λ)).
It defines a map ΛE → HomA(A/p, E[p]), λ 7→ ψλ and, by composition with ψ 7→ g(χ, ψ), an
A-module morphism
gup : ΛE −→ G(E,χ).
Remark 4.10. In the definition, we could have omitted the uniformizer up, and just worked with
a generator zp of p
−1A/A. In Section 5, however, we will need a uniformizer, and therefore
decided to put the dependence on up already here.
It should also be noted that after fixing up, the definitions of ψλ and of gup do not depend on
zp, as long as upzp ≡ 1 mod p. Namely, for a second such element z′p, one has up(zp − z′p) ≡ 0
mod p. Hence, zp − z′p ∈ A which implies
expE(∂zp(λ)) = expE(∂z
′
p(λ)) ∀λ ∈ ΛE .
The following proposition provides a criterion of uniformizability.
Proposition 4.11. E is uniformizable if, and only if, g(χ, ψλ) generates G(E,χ) for λ running
through generators of ΛE as an A-module.
Proof. The period lattice ΛE is a finitely generated and torsion free module over A, consequently
projective of some rank s. Torsion-free is clear, and finite generation follows from the F[t]-case
in [And86, Lem. 2.4.1]. Further, s ≤ r with equality if, and only if, E is uniformizable. In any
case, the exponential map induces an injection of A-modules ΛE/pΛE →֒ E[p]. We then have a
well-defined injection of F-vector spaces
ΛE/pΛE −→ HomA(A/p, E[p]), λ+ pΛE 7−→ ψλ
which is bijective if, and only if, E is uniformizable by comparing dimensions. We conclude with
Lemma 4.5 (3).
Remark 4.12. Proposition 4.8 together with Proposition 4.11 and its proof even yield: If χ is
evaluative, then E is uniformizable if, and only if, the induced map ΛE/pΛE → G(E,χ) is an
isomorphism of Fp-vector spaces.
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Remark 4.13. We assume here that L is a finite separable extension of K. Let Ksep be the
separable closure of K in C∞ and let GK be the Galois group of the field extension K ⊂ Ksep.
The action of GK on E[p] defines, by left-composition on the the set of additive characters, a
continuous action on G(E,χ). Namely, g(χ, ψ)σ = g(χ, σ ◦ ψ) for σ in GK . In the case where E
is uniformizable, we have
Tp(E) := lim←−E[p
n] ∼= lim←−ΛE/p
nΛE ∼= Arp
and it induces a continuous p-adic representation ρE,p : GK → GLr(Ap). If further χ is evalu-
ative, the isomorphism ΛE/pΛE → G(E,χ) implies that the continuous representation GK on
G(E,χ) is isomorphic to χ ◦ ρE,p.
5 Values of special functions at algebraic points
Let P be a maximal ideal in F ⊗ A above p. For f in the general Tate algebra T and χP the
multiplicative character corresponding to evaluation at P, we denote f(P) in Fp⊗C∞ the image
of f under (χP⊗ˆ1). Similarly, for ω in E(T), we define ω(P) in Fp ⊗ E(C∞) as the image of ω
through (χP⊗ˆ id).
Proposition 5.1. For any special function ω, the value ω(P) is in G(E,χP). In particular by
Lemma 4.5 (3), ω(P) is a linear combination of certain g(χP, ψ) with coefficients in Fp.
Proof. Let ω ∈ sf(E) ⊂ E(T). It satisfies (a ⊗ 1)ω = (1 ⊗ a)ω for all a ∈ A. Composition with
(χP⊗ˆ id) yields (a(P)⊗ 1)ω(P) = (1⊗ a)ω(P) in F⊗ E(C∞) for all a ∈ A.
Theorem 5.2. Let up be a uniformizer of p in A. In the category of A-modules, the following
diagram commutes:
dA/F[up] · ΛE
δup //
gup ))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
sf(E)
(χP⊗ˆ id)

G(E,χP)
where δup is the map of Theorem 3.11 and gup is given by Definition 4.9.
Example 5.3. Let C be P1
F
and E = C be the Carlitz module. Let ∞ be the closed point [0 : 1]
of C and fix t in A such that t−1 is a uniformizer at∞. We have A = F[t] and we let p be a prime
in A. Clearly, A = F[t, up] for up = p(t). Hence, by [Neu99, Prop. III.2.4], dA/F[up] = (p
′(t)). If
ζ is a root of p in F, evaluation at ζ defines an evaluative multiplicative character χζ .
By Proposition 3.13, δup sends p
′(t) · π˜ in dA/F[up] ·ΛC to the Anderson-Thakur function ω(t)
in sf(C). Then, the commutativity of the diagram in Theorem 5.2 is equivalent to Angle`s and
Pellarin’s formula (see [AP15, Thm. 2.9]):
ω(ζ) = p′(ζ)g(χζ , ψp˜i).
Proof of Thm. 5.2. As all maps are A-linear, it suffices to prove commutativity of the diagram
for generators of dA/F[up] ·ΛE , i.e. for elements of the form f ′s(s)λ where s ∈ A is a generator for
the field extension K/F(up), and fs(X) ∈ F[up][X ] is its minimal polynomial (cf. Section 3.2),
as well as λ ∈ ΛE . Further, let
∑
i di ⊗ ai ∈ DA/F[up] ⊆ A ⊗F[up] A be the unique preimage of
f ′s(s) under the multiplication map.
By definition of δup (see Theorem 3.11), we have
δup(f
′
s(s)λ) = (id ⊗ˆ expE)
(
(id⊗∂up − up ⊗ 1)−1
(∑
i
(di ⊗ ∂ai)λ
))
=
∑
i
(di ⊗ 1)(id ⊗ˆ expE)
(
(id⊗∂up − up ⊗ 1)−1(1⊗ ∂aiλ)
)
.
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Once one evaluates at χP, as χP(up) = 0, it yields
δup(f
′
s(s)λ)(P) =
∑
i
di(P)⊗ ai expE(∂u−1p λ). (5.0.1)
By Proposition 5.1, we know that the latter lands in G(E,χP) ⊆ Fp ⊗ E[p]. However, the
summands ai expE(∂u
−1
p λ) don’t have to lie in E[p]. To overcome this issue, we choose elements
cj in A such that {cj(P)}j is an F-basis of Fp, and rewrite
∑
i di(P)⊗ai ∈ Fp⊗A as
∑
j cj(P)⊗bj
for appropriate bj ∈ A.3 Accordingly, we rewrite the expression for δup(f ′s(s)λ)(P), as
δup(f
′
s(s)λ)(P) =
∑
j
cj(P)⊗ bj expE(∂u−1p λ) =
∑
j
χP(cj)⊗ bj expE(∂u−1p λ).
Since the cj(P) build an F-basis of Fp, we obtain that bj expE(∂u
−1
p λ) is in E[p] for all j. As the
last statement is independent of λ, we conclude that u−1p bj ∈ p−1A for all j.
By applying the projection operator η := ηχP of Lemma 4.5, we obtain
δup(f
′
s(s)λ)(P) = η
(
δup(f
′
s(s)λ)(P)
)
= −
∑
y∈(A/p)×
∑
j
χP(y)
−1χP(cj)⊗ ybj expE(∂u−1p λ)
= −
∑
j
∑
x∈(A/p)×
χP(x)
−1 ⊗ xcjbj expE
(
∂u−1p λ
)
= −
∑
x∈(A/p)×
χP(x)
−1 ⊗ x expE

∂u−1p ∂

∑
j
cjbj

λ

 .
Take into account that the change of variable in the third line is valid, since bj expE(∂u
−1
p λ) ∈
E[p]. Finally, ∑
j
(cjbj) ≡
∑
i
diai = f
′
s(s) mod p,
and therefore, u−1p
∑
j(cjbj) and zpf
′
s(s) reduce to the same element in p
−1A/A, where zp is an
element as in Definition 4.9. Hence, expE(∂(u
−1
p
∑
j(cjbj))λ) = ψλ(f
′
s(s)) = ψf ′s(s)λ(1), and
δup(f
′
s(s)λ)(P) = −
∑
x∈(A/p)×
χP(x)
−1 ⊗ ψf ′s(s)λ(x) = gup(f ′s(s)λ).
6 Special Values of Goss L-functions
We discuss in this last section a question of Thakur in [Tha91b], about whether Gauss-Thakur
sums enter into the theory of L-functions developed by Goss. According to a general trend,
special functions of rank 1 Anderson A-modules are linked to special L-values via Pellarin type
formulas (see for instance [Pel12], [ANDTR17] or [GP18]). As opposed to the number field
setting, the appearance of Gauss-Thakur sums in values of L-functions should then be explained
by Theorem 5.2 rather than by a functional equation. We clarify this thought in two situations:
when E is the Carlitz-module or when A is the coefficient ring of an elliptic curve and E is a
Drinfeld-Hayes module.
We warn the reader that we use in this subsection a slight abuse of notation: as we want
to remove the tensor from our notation to have lightened formulas, we will implicitly give our
results under the multiplication map m : F⊗ C∞ → C∞ without referring to m anymore.
3 ↑ The reader should notice that in general
∑
i di ⊗ ai 6=
∑
j cj ⊗ bj . The two sums only agree modulo p⊗A.
6.1 The case E = C
Assume that A = F[t] for t in A and fix another indeterminate θ. According to Pellarin in [Pel12],
one has the identity ∑
a∈A+
a(t)
a(θ)
= − π˜
(t− θ)ω(t) ,
where A+ corresponds to the set of monic polynomials. Applying the q-Frobenius map in the
variable θ followed by the assignation t = ζ, a root of unity with minimal polynomial p over F,
[AP15, Thm. 2.9] yields
L(χζ, q) :=
∑
a∈A+
a(ζ)
a(θ)q
= − π˜
q
(ζ − θq)(ζ − θ)p′(ζ)g(χζ , ψp˜i) . (6.1.1)
A similar identity can be derived for classical L-functions: Let p be a prime number and χ a
primitive character of (Z/pZ)×. Then, using the functional equation of L(χ, s), one easily derives
L(χ, 2) =
(
p∑
n=1
n2
p2
)
π2
g(χ¯)
, (6.1.2)
where g(χ¯) is the Gauss sum attached to χ¯. The high level of similarity between (6.1.1) and
(6.1.2) is of a remarkable charm, since it is unlikely that the Goss L-function satisfies a functional
equation.
6.2 The case where C is an elliptic curve
We now give the analogous result (6.1.1) when (C,OC) is an elliptic curve over F thanks to the
work of Green and Papanikolas in [GP18] and our Theorem 5.2. Let (C,OC) be an elliptic curve
over F and let ∞ be its origin. Then, A = H0(C \ {∞},OC) can be written as the coefficient
ring F[t, y] where t and y are solutions of a Weierstrass equation
W (y, t) := y2 + a1ty + a3y − (t3 + a2t2 + a4t+ a6) = 0 (ai ∈ F).
In particular, A admits {ti, tjy | i ≥ 0, j ≥ 0} as an F-basis, and by Proposition 2.2, T coincides
with the affinoid algebra considered in [GP18]. With respect to this decomposition, the term of
highest degree in the expansion of a in A is denoted sgn(a). It defines an application A\{0} → F×
which extends to a group morphism K×∞ → F×, where K∞ ⊂ C∞ is the completion of K at the
place ∞. A non-zero element a ∈ A is said to be monic if it belongs to the set
A+ := {a ∈ A \ {0} | sgn(a) = 1}.
Let m ≥ 1 be an integer. The following series
L(A,m) :=
∑
a∈A+
a⊗ 1
(1⊗ a)m
converges in T to the Pellarin L-series at m of A. Let p be a non-zero prime ideal of A, let P
be a maximal ideal in F⊗ A above p and let χP be the evaluation at P. The value
L(χP,m) := L(A,m)(P) =
∑
a∈A+
χP(a)
am
in C∞
is referred to the Goss L-value of χP at m.
Let H ⊂ C∞ be the Hilbert class field of K. By a sign normalized Drinfeld-Hayes A-module
over H , we will mean a Drinfeld-Hayes A-module over H which, as a F-vector space scheme, is
equal to Ga,H and where the A-action stems from the action of t and y given by
φt = t+ x1τ + τ
2, φy = y + y1τ + y2τ
2 + τ3 in EndF,H(Ga,H) = H{τ},
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where τ is the Frobenius on Ga,H and where x1, y1, y2 are elements ofH such thatW (φt, φy) = 0.
We let V = Vid be a divisor on C ×F Spec(H) as in Lemma 3.19 for κ = idGa,L . We define
the unit disk SpmT of C ×F Spec(C∞) as the set
SpmT := {m maximal ideal of A⊗ C∞ | mT 6= T}.
The naming “unit disk” follows from [Bos14, Cor. 2.2.13]. In [GP18], V is chosen so that it is
not supported on SpmT. We prove the following Theorem:
Theorem 6.1. Let E be a sign-normalized Drinfeld-Hayes A-module over H for which V is not
supported on SpmT. For any non-zero element λ in ΛE ⊂ C∞, and for all non negative integers
n, we have
L(χP, q
n) ∈ FpH · λ
qn
g(χP, ψλ)
.
Proof. One easily deduces from [GP18, Thm. 4.6, Prop. 4.3, Prop. 7.1] the following:
1. the period lattice ΛE of E and the special functions sf(E) are free of rank 1 over A, and
we write ΛE = π˜EA,
2. ωE := δt(µ
′(t) ⊗ π˜E) in sf(E), where µ is the minimal polynomial of y over F(t), is an
invertible element of T and thus generates sf(E) as an A-module,
3. there is an (explicit) element hE of A⊗H such that
L(A, 1) =
hE
fE
π˜E
ωE
(6.2.1)
where fE is the shtuka function of E associated to κ = idGa,H .
Without loss of generality, we prove our statement for λ = π˜E . We have L(A, 1)
(n) = L(A, qn)
and hence, L(χP, q
n) = L(A, 1)(n)(P). By formula (6.2.1), ωEL(A, 1)
(n) = h
(n)
E /fEf
(1)
E · · · f (n)E
is in T and therefore (h
(n)
E /fEf
(1)
E · · · f (n)E )(P) is well-defined in FpH . As ωE is an invertible
element in the Tate algebra, ωE(P) 6= 0. Theorem 5.2 yields
g(χP, ψp˜iE )L(χP, q
n) ∈ Fp · ωE(P)L(A, 1)(n)(P) ⊂ FpH · π˜q
n
E .
Finally, by [Tha91b, Sect. 1], g(χP, ψp˜iE ) seen as a tensorless sum in C∞ is non-zero.
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