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Abstract
A random matrix with rows distributed as a function of their length is
said to be isotropic. When these distributions are Gaussian, beta type I, or
beta type II, previous work has, from the viewpoint of integral geometry,
obtained the explicit form of the distribution of the determinant. We use
these result to evaluate the sum of the Lyapunov spectrum of the corre-
sponding random matrix product, and we further give explicit expressions
for the largest Lyapunov exponent. Generalisations to the case of complex
or quaternion entries are also given. For standard Gaussian matrices X,
the full Lyapunov spectrum for products of random matrices IN + 1c X is
computed in terms of a generalised hypergeometric function in general,
and in terms of a single single integral involving a modified Bessel function
for the largest Lyapunov exponent.
1 Introduction
Let X be a real N × N random matrix. A basic question is to ask about the
distribution of its determinant. Since |det X| = (det XTX)1/2, the determi-
nant of the positive definite matrix XTX provides a natural extension of this
question to the case of n × N (n ≥ N) rectangular matrices. In the latter
setting, thinking of X as a multi-dimensional data matrix, with the measured
quantities corresponding to the columns and each with mean zero, XTX is up
to proportionality the empirical correlation matrix between these quantities.
Moreover, (det XTX)1/2 has the geometrical interpretation as the Hausdorff
volume of the parallelotope generated by the columns of X; see e.g. [21].
Let {τj}Nj=1 denote the singular values of X. Since |det X| = ∏Nl=1 τl , one
approach to this question is to make use of knowledge of the distribution of
the singular values. For example, in the case that X is an N × N standard
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Gaussian matrix, it is known (see e.g. [9, Prop. 3.22 with β = 1, n = m = N])
that the joint probability density function (PDF) for the squared singular values
λl = τ
2
l is proportional to
N
∏
l=1
λ−1/2l e
−λl /2χλl>0 ∏
1≤j<k≤N
|λk − λj|, (1.1)
where χJ = 1 for J true and χJ = 0 otherwise. Studying the distribution of
|det X|2 = ∏Nl=1 λl through its moments then calls for the evaluation of∫ ∞
0
dλ1 · · ·
∫ ∞
0
dλN
N
∏
l=1
λ−1/2+sl e
−λl /2 ∏
1≤j<k≤N
|λk − λj|. (1.2)
This is a particular (limiting) Selberg integral (see e.g. [9, §4.7]), and as such
can be evaluated as a product of gamma functions to give〈 N
∏
l=1
λsl
〉
X
=
N
∏
j=1
2sΓ(s + j/2)
Γ(j/2)
. (1.3)
With χ2j denoting the chi-squared distribution with j degrees of freedom, we
read off from this that 〈 N
∏
l=1
λsl
〉
X
=
N
∏
j=1
〈
λsj
〉
χ2j
and hence (see e.g. [24])
|det X|2 d=
N
∏
j=1
χ2j . (1.4)
Our focus in the present paper relates to a different viewpoint on (1.4),
which in fact can be traced back to the work of Bartlett [2]. Instead of de-
composing X in terms of its singular values, the strategy is to use the QR
(Gram-Schmidt) decomposition in which Q is a real orthogonal matrix consist-
ing of the Gram-Schmidt basis as its columns, and R = [rjk]Nj,k=1 is an upper
triangular matrix with positive entries on the diagonal. With (dY) denoting
the product of differentials of the matrix Y, the change of variables formula
(see e.g. [24])
(dY) =
N
∏
l=1
rN−lll (dR)(Q
TdQ), (1.5)
and the facts that ∏Nj,k=1 e
−x2jk/2 = ∏Nj≤k e
−r2jk/2, imply that each variable r2jj has
distribution χ2N−j+1. Noting that
det XTX =
N
∏
j=1
r2jj (1.6)
2
then reclaims (1.4).
The technique of derivation of (1.4) using the QR rather than singular value
decomposition is a more powerful method, Thus it provides for the exact
specification of the distribution of |det X|2 for some ensembles of matrices X
with distribution invariant under the transformation
X 7→ XQ, (1.7)
for Q a real orthogonal matrix, but otherwise not a function of XTX. The
latter point means in particular that such ensembles do not permit a formula
analogous to (1.1) for the PDF of the squared singular values. An example
is the so called uniform Gram ensemble, in which each row of X is chosen
uniformly from the unit (N − 1)-sphere. Use of the QR decomposition gives
that [30, 33]
|det X|2 d=
N
∏
l=1
Beta [(N − l + 1)/2, (l − 1)/2], (1.8)
where Beta [α, β] denotes the beta distribution with parameters (α, β).
In Section 2 of this paper results on volumes of random parallelotopes in the
integral geometry literature will be used to specify random matrix ensembles
with the invariance (1.7) which permit results analagous to (1.4) and (1.8). The
entries of each row of X are drawn from a Gaussian, beta type I, or beta type
II distribution dependent only on the length of the row. We show that these
results can be extended to the case that the matrices in the ensembles have
complex, or quaternion, entries rather than being real valued as in the integral
geometry setting. There is an application of these results to computations
relating to the Lyapunov spectrum {µj}Nj=1 for the random product matrix
Pm = XmXm−1 · · ·X1, (1.9)
where each Xi is chosen independently from an ensemble with the invariance
(1.7). The main point underlying this is that the formula of Oseledec [26] and
Raghunathan [29] for the sum of the first k largest exponents
µ1 + · · ·+ µk = sup limm→∞
1
m
log Volk{y1(m), . . . , yk(m)} (k = 1, . . . , d),
(1.10)
where yj(m) := Pmyj(0), the sup operation is over all sets of linearly indepen-
dent vectors {y1(0), . . . , yk(0)} and Volk refers to the volume of the parallelo-
tope generated by the given set of k vectors, simplifies in the setting of the
invariance (1.7). Thus, then [4, 25]
µ1 + · · ·+ µk =
〈
log det
(
XTN×kXN×k
)1/2〉
, (1.11)
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where XN×k is the restriction of X to its first k columns. The results of Section
2 apply directly to the case k = N of (1.11). An analogous study can be carried
out for the products of independent random matrices of the form
IN +
1
c
X, (1.12)
where X is a standard Gaussian matrix. Although the resulting expression is
computationally more difficult, there is simplification in the limit c→ ∞.
In Section 3 we address the problem of using (1.12) to compute the largest
Lyapunov exponent µ1 for the ensembles of Section 2, and give evaluations
in terms of a single integral. It is well known that for products of standard
Gaussian random matrices the RHS of (1.10) can be computed explicitly [25].
We show in Section 4 that for product ensembles based on (1.12), an evaluation
of (1.10) in terms of a generalised hypergeometric function can be given. For
the largest Lyapunov exponent, a much simpler expression, involving only a
single integral of standard special functions, is also obtained.
2 Distribution of the determinant for some invari-
ant ensembles
2.1 Isotropic rows
Let the row vector x = (x1, . . . , xN) be sampled from a distribution with one of
the PDFs
(2piσ2)−N/2e−|x|2/2σ2 , x ∈ RN (Gaussian)
pi−N/2(ν/2)N/2(1− |x|2)ν/2−1, x ∈ BN (Beta type I)
pi−N/2(ω/2)N/2(1+ |x|2)−(N+ω)/2, x ∈ RN (Beta type II).
(2.1)
Here (c)n = Γ(c + n)/Γ(c) and BN denotes the unit ball in RN . We require
σ > 0 in the Gaussian weight, ν > 0 in the beta type I weight (the limit
ν → 0+ corresponds to the uniform Gram ensemble) and ω ≥ 0 in the beta
type II weight. Being functions of |x|2, each of these has the vector invariance
corresponding to (1.7), x 7→ xR. In the terminology of [31] the distribution is
then referred to as isotropic.
The Gaussian case is realised by choosing each xi in x to be an independent
normal random variable with standard deviation σ. For ν ∈ N0, the distri-
bution corresponding to the beta type I weight can be sampled by choosing
a vector uniformly at random on the unit sphere in RN+ν, then restricting
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to the first N components; this follows from e.g. [9, Eq. (3.113)]. For ω > 0,
the distribution corresponding to the beta type II weight can be sampled by
choosing w d= χ2ω, and then forming (1/
√
w)v where v is a 1× N row vector
of standard Gaussians [31].
We form three random matrix ensembles by choosing rows independently
according to distributions corresponding to the three weights in (2.1), allowing
for the parameters σ, ν and ω to be different in the different rows. We remark
that in the Gaussian case the random matrix can equivalently be specified as
the product
Σ1/2G, (2.2)
where Σ is the diagonal matrix diag [σ21 , . . . , σ
2
N ], and G has independently
distributed standard Gaussian elements. Results in [31] give the distribution of
the determinant and its moments. In addition to the χ2 and beta distributions,
also required is the beta prime distribution, to be denoted BetaP[a,b], which is
supported on (0,∞) and has density proportional to ya−1/(1+ y)a+b (see [14]
for another recent application of the latter in random matrix theory).
Proposition 1. (Ruben) For the Gaussian weight [31, Eqs. (29), (28)]
〈
|det X|2α
〉
=
N
∏
l=1
(2σ2l )
α ((N − l + 1)/2)α, (2.3)
and
|det X|2 d=
N
∏
l=1
σ2l χ
2
l (2.4)
(cf. (2.1) and (1.4); for the beta type I weight [31, Eqs. (36), (35)]
〈
|det X|2α
〉
=
N
∏
l=1
((N − l + 1)/2)α
((N + νl)/2)α
(2.5)
and
|det X|2 d=
N
∏
l=1
Beta[(N − l + 1)/2, (νl + l − 1)/2]; (2.6)
for the beta type II weight [31, Eqs. (34), (33)]
〈|det X|2α〉 =
N
∏
l=1
((N − l + 1)/2)α(ωl/2)−α (2.7)
and
|det X|2 d=
N
∏
l=1
BetaP[(N − l + 1)/2,ωl/2]. (2.8)
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Note that the case νl = 0 (l = 1, . . . , N) of (2.5) reclaims (1.11). Also, we
remark that random polytopes formed by the convex hull of the columns of
XT , in the case that X is of size n× N (n > N) with rows chosen according
to one of the distributions (2.1), have been the subject of the recent studies
[18, 19].
The method of proof of Proposition 1, implied by working due to Mathai
[20] formulated two decades after [31], relies on the QR (Gram-Schmidt) de-
composition and the corresponding change of variables formula (1.5). This
strategy can be generalised to the case that the matrix X has complex entries,
or has quaternion entries, with rows distributed according to one of the three
specifications in (2.1). There are two real components in a complex number and
four in a quaternion. This requires that N in (2.1) be replaced by βN, where
β = 1, 2, 4 for real, complex, quaternion entries respectively, and also in the
beta type I case that ν be replaced by βν.
In the case of complex entries, Q is complex unitary and will be denoted
U. The matrix R = [rjk]Nj,k=1 is again upper triangular with positive entries on
the diagonal, but now the strictly upper triangular entries are complex. The
corresponding change of variables formula reads (see e.g. [9, Prop. 3.2.5])
(dX) =
N
∏
j=1
r2(N−j)+1jj (dT)(U
†dU), (2.9)
and analogous to (1.6)
det X†X =
N
∏
j=1
r2jj. (2.10)
We say a 2N × 2N matrix X has quaternion entries if it consists entirely of
2× 2 blocks of the form [
z w
−w¯ z¯
]
. (2.11)
In the QR (Gram-Schmidt) decomposition the matrix Q is complex unitary
with quaternion entries, and is to be denoted by U. The matrix R is now block
upper triangular, with diagonal entries rjj
[
1 0
0 1
]
, rjj > 0, (a positive scalar
quaternion) and the strictly upper triangular entries are quaternions. For the
change of variables formula we have ([9, Exercises 3.2 q.5(i)], [8, Lemma 2.7]
(dX) =
N
∏
j=1
r4(N−j)+3jj (dR)(U
†dU). (2.12)
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Note that as a 2N × 2N complex matrix, X would satisfy (2.10) with the
RHS squared. However, regarding X as a quaternion matrix the appropriate
definition (see e.g. [9, Def. 6.1.2]) gives that (2.10) is again to be used as
specifying the determinant.
In terms of the notation β introduced in the paragraph above (2.9), we
remark that (1.5), (2.9) and (2.12) can be summarised by the one expression
(dX) =
N
∏
j=1
rβ(N−j+1)−1jj (dR)(U
†dU). (2.13)
Moreover, upon applying the QR (Gram-Schmidt) decomposition to X† we see
that
(XX†)jj = |xj|2 =
j
∑
l=1
r2l j, (2.14)
where in the quaternion case the notation (·)jj refers to the scalar multiple
of the identity in position (jj) of the diagonal and xj refers to the j-th row of
X regarded as a matrix of quaternions. On this latter point note that with
w = u + iv and z = x + iy in (2.11), the modulus squared of the corresponding
quaternion is equal to u2 + v2 + x2 + y2. This is in keeping with the presentation
of a quaternion in terms of its units {1, i, j, k} as a linear combination with real
components, u + vi + xj + yk.
Suppose that row j of the matrix X has a distribution with PDF f j(|xj|2).
Then it follows from (2.13) and (2.14) that the joint PDF of {rjj} is proportional
to
N
∏
j=1
rβ(N−j+1)−1jj
∫
{rjl}j−1l=1
f j
( j
∑
l=1
r2l j
) j−1
∏
l=1
drjl . (2.15)
Note that drjl = ∏
β
s=1 dr
(s)
jl , where dr
(s)
jl are the differentials associated the
independent real numbers which make up rjl . For the particular f j as implied
by (2.1), (2.15) has the property that its dependence on {rjj} factorises in each
of the real, complex and quaternion cases. This allows Proposition 1 to be
correspondingly generalised.
Proposition 2. Consider the random matrix ensembles with rows distributed accord-
ing to (2.1), appropriately generalised as noted in the paragraph above (2.9) to allow
for complex or quaternion entries. Use the notation β of that paragraph to distinguish
the number field. For the Gaussian weight
〈
|det X|2α
〉
=
N
∏
l=1
(2σ2l )
α (β(N − l + 1)/2)α, (2.16)
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and
|det X|2 d=
N
∏
l=1
σ2l χ
2
βl ; (2.17)
for the beta type I weight
〈
|det X|2α
〉
=
N
∏
l=1
(β(N − l + 1)/2)α
(β(N + νl)/2)α
(2.18)
and
|det X|2 d=
N
∏
l=1
Beta[β(N − l + 1)/2, β(νl + l − 1)/2]; (2.19)
for the beta type II weight
〈
|det X|2α
〉
=
N
∏
l=1
(β(N − l + 1)/2)α(βωl/2)−α (2.20)
and
|det X|2 d=
N
∏
l=1
BetaP[β(N − l + 1)/2, βωl/2]. (2.21)
Proof. In the Gaussian case f j(u) in (2.15) is proportional to e
−u/2σ2j . The
dependence in the integrand on rll thus factorises, showing immediately that
the joint distribution of {rjj} is proportional to
N
∏
j=1
rβ(N−j+1)−1jj e
−r2jj/2σ2j .
Recalling (2.10), the results (2.16) and (2.17) follow as a corollary.
In the case of the beta type I weight, we have that f j(u) is proportional to
(1− u)νj/2−1, 0 < u < 1. The dependence on rjj is determined by the change
of variables rl j 7→ (1− r2jj)1/2rl j (l < j), with 0 < rjj < 1 in (2.15). This shows
that the joint PDF of {rjj} is proportional to
N
∏
j=1
rβ(N−j+1)−1jj (1− r2jj)β(j−1+νj)/2−1.
Upon recalling (2.10), we deduce from this both (2.18) and (2.19).
The workings needed to deduce (2.20) and (2.21) for the beta type II weight,
proceeds in an analogous way to the beta type I case, except now the change
of variables is rl j 7→ (1+ r2jj)1/2rl j (l < j).
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Remark 3. The above working applies simultaneously to cases that the entries
of the random matrix are real, complex or quaternion. In the real case (β = 1)
this then provides a proof of Ruben’s result Proposition 1. Ruben’s proof [31] is
seemingly quite different, making use of (amongst other geometrical/ statistical
constructions) the exact form of the distribution of an isotropic random vector
in Rn projected orthogonally onto a lower dimensional subspace.
The moments for the Gaussian weight for all three number systems, and
similarly the moments for the beta type I weight with νl = 0 (uniform on the
sphere) and βνl/2 = 1 (uniform on the ball), have been computed in the recent
work [12, Prop. 8]; see also [22] in the Gaussian case. The working relies on
(Miles version of) the Blaschke-Petkantschin formula from integral geometry.
Remark 4. As already mentioned below (2.1), a row distribution obtained from
the beta type I weight with ν → 0+ and β = 1 gives the Gram ensemble in
which rows are sampled uniformly from the surface of the unit sphere in RN .
As noted in [28], the latter sampling can be done by normalising a standard
Gaussian vector, which has the consequence that for Y a member of the Gram
ensemble and X a standard Gaussian matrix
N
∏
l=1
χ2βN |det Y|2 d= |det X|2.
The moment formulas (2.16) (with σl = 1/2) and (2.18) (with νl = 0) are
consistent with this relation.
We remark too that the construction of vectors with distributions (2.1), as
given in the paragraph subsequent to (2.1), extend naturally to the setting of
complex and quaternion entries. Thus in the Gaussian case, the independent
part of each entry is to be a normal random variable with mean zero and
standard deviation σ. For the beta type I weight with ν ∈ N0, one chooses
a standard Gaussian vector with N + ν0 complex or quaternion entries, nor-
malises it to obtain a vector chosen uniformly from the unit sphere in CN+ν0 or
HN+ν0 , and restricts to the first N components; see [9, Eq. (3.113)]. Choosing a
1× N row vector v with standard complex or quaternion entries, then form-
ing (1/
√
w)v with w d= χ2ω gives the sought generalisation of the beta type II
weight.
Of particular interest, in light of (1.11) with k = N, and its generalisation to
the complex and quaternion cases, is the expected value of log |det X|.
Corollary 5. Use β to distinguish the number field corresponding to the entries of X.
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Let Ψ(x) := ddx log Γ(x) denote the digamma function. For the Gaussian weight〈
log |det X|
〉
=
1
2
N
∑
l=1
(
log 2σ2l +Ψ
(
β(N − l + 1)/2
))
; (2.22)
for the beta type I weight
〈
log |det X|
〉
=
1
2
N
∑
l=1
(
Ψ
(
β(N − l + 1)/2
)
−Ψ
(
β(N + νl)/2
))
; (2.23)
and for the beta type II weight
〈
log |det X|
〉
=
1
2
N
∑
l=1
(
Ψ
(
β(N − l + 1)/2
)
−Ψ
(
βωl/2
))
. (2.24)
Specifically, due to each of the matrix ensembles considered in this section
having the invariance (1.7), forming the random product matrix (1.9), we have
from (1.11) that the sum of the Lyapunov exponents satisfy
µ1 + · · ·+ µN =
〈
log |det X|
〉
(2.25)
and are thus given explicitly by the results of Corollary 5.
2.2 Noncentral Wishart matrices
Consider the Gaussian case of (2.1), and suppose σi = σ for each row i of the
corresponding random matrix X. Then the joint distribution of the elements is
proportional to e−Tr XT X/2σ2 . The latter exhibits an invariance under the class
of transformations X 7→ R2XR1, where R1, R2 are real orthogonal matrices,
extending the invariance (1.7). Let c be a scalar, and introduce the random
matrix Y := cIN + X, where IN denotes the identity. This is invariant under
transformations of the form
Y 7→ RTYR, (2.26)
for R real orthogonal. Forming W = YTY then gives an example of a non-
central Wishart matrix; see e.g. [24]. According to Constantine [5], generalised
to the complex case in [7, Eq. (21)], with c˜ = c2/2σ2 we have
〈
(det W)α
〉
=
N
∏
l=1
(2σ2)α(β(N − l + 1)/2)α e−Nc˜ 1F(2/β)1 (α+ βN/2; βN/2; c˜IN)
=
N
∏
l=1
(2σ2)α(β(N − l + 1)/2)α 1F(2/β)1 (−α, βN/2;−c˜IN), (2.27)
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where the second equality follows from a generalization of one of Kummer’s
transformations; see e.g. [24, Th. 7.4.3], [9, Eq. (13.16)]. Here 1F
(2/β)
1 is, for
β = 1, 2 and 4, a hypergeometric function of matrix argument X, dependent on
its eigenvalues only (see e.g. [9, Ch. 13]. Since the hypergeometric function is
normalised to unity for X equal to the zero matrix, we see that (2.27) correctly
reduces to (2.3) in this special case. On the other hand, for c 6= 0 the functional
dependence on α is now much more complicated.
When α is a positive integer, the series form of 1F
(2/β)
1 in the second line
of (2.27) terminates (see e.g. [9, eq. (13.2)]), leaving a polynomial in c. This is
consistent with the LHS of (2.27), as implied by the meaning of W. For c˜ large,
a known [6, Th. 3.2], [23, §7] asymptotic formula for 1F
(2/β)
1 in the case β = 1,
appropriately generalised to all β > 0 using [9, Eqns. (13.12), (13.4), (13.2)]
gives 〈(
det
∣∣∣IN + 1c X∣∣∣)2α〉 ∼ 2F(2/β)0 (1− β/2− α,−α; 1c˜ IN). (2.28)
By differentiating with respect to α and setting α = 0, this gives that to leading
order 〈
log det
∣∣∣IN + 1c X∣∣∣〉 ∼c→∞ σ2N(β/2− 1)c2 . (2.29)
Notice that this vanishes for β = 2. In fact in the case β = 2, differentiating
(2.28) with respect to α and setting α = 0 gives zero for each term in the
asymptotic expansion. This indicates that then the large c decay is exponentially
fast. In the case N = 1, the matrix hypergeometric function in (2.27) reduces to
the classical confluent hypergeometric function, and the exponentially small
term has been exhibited explicitly in [27].
In keeping with (2.25), updated so that the RHS is given by the LHS of (2.29),
the result (2.29) gives the leading term in the large c asymptotic expansion for
the sum of the Lyapunov exponents of the random product matrix formed by
(IN +
1
c X).
3 Largest Lyapunov exponent
3.1 General formalism
Consider the three random matrix ensembles specified in terms of the row
distributions (2.1). Extend each by allowing for either real, complex or quater-
nion entries. Now form the random product matrix (1.9). Since each Xi is
invariant under right multiplication by a unitary matrix with elements from
11
the corresponding number field, we know from [4, 25] that the Lyapunov ex-
ponents satisfy (1.11), with XT replaced by X† in the complex and quaternion
cases. This is a dramatic simplification from (1.10), or the characterisation from
Oseledec’s multiplicative ergodic theorem [26], which tells us that the spectrum
of limm→∞(P†mPm)1/2m is given by {eµk}Nk=1.
In the case k = 1, (1.11) involves the sum of the absolute values squared of
the first column of X (since the rows of X are isotropic, this may as well be any
one of the N columns of X). Thus
µ1 =
1
2
∫ ∞
0
(log t)p(t) dt, (3.1)
where p(t) is the PDF for ∑Nl=1 |xl,1|2, with xl,1 denoting the entries in the
first column of X. To compute p(t), the first task is to deduce from the row
distributions (2.1) the marginal distribution of a single element.
Proposition 6. Consider a random vector x = (x1, . . . , xN), with entries that are
either real (β = 1), complex (β = 2) or quaternion (β = 4). Let the PDF of the
distribution of x be given by one of the three functional forms in (2.1), appropriately
modified in the complex and quaternion cases (recall the paragraph above (2.9)). Each
entry xi then involves β independent reals. In the Gaussian case, the PDF of the
marginal distribution of a single entry x of x is
(2piσ2)−β/2e−|x|
2/2σ2 ; (3.2)
for the beta type I weight it is given by
Γ(α+ β/2)
piβ/2Γ(α)
(1− |x|2)α−1
∣∣∣
α=β(N−1+ν)/2
, |x| < 1; (3.3)
and for the beta type II weight by
Γ((ω+ β)/2)
piβ/2Γ(ω/2)
(1+ |x|2)− 12 (ω+β). (3.4)
Proof. In the complex case an element is of the form x(1)+ ix(2) with x(1), x(2) ∈
R and |x|2 = (x(1))2 + (x(2))2. In the quaternion case, written for present
purposes in terms of its units {1, i, j, k}, an element is of the form x = x(1) +
ix(2) + jx(3) + kx(4) with x(s) ∈ R, (s = 1, . . . , 4) and |x|2 = ∑4s=1(x(s))2. By
the fact that the PDFs (2.1) are functions only of |x|2, for the given number
system each component x has the same distribution. The task to compute this
distribution is to integrate the respective PDFs over all components but one.
Due to the factorisation property of the Gaussian, the result (3.2) then follows
immediately for this weight.
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Consider next the beta type I weight. Suppose for definiteness that the
component of interest is x1. For each of the other components {xj}j=2,,...,N we
change variables xj 7→ (1− |x1|2)1/2xj. This shows that the marginal PDF of
x1 is proportional to
(1− |x|2)β(N−1+ν)/2−1, |x| < 1, (3.5)
thus implying (3.3).
The analogous change of variables for the beta type II weight gives that the
marginal PDF of x1 is proportional to
(1+ |x|2)− 12 (ω+β),
thus implying (3.4).
As in the setting of Section 2, we allow for the parameters σ, ν,ω in (3.2),
(3.3), (3.4) respectively to be different for different rows.
3.2 The Gaussian case
The PDF p(t) in (3.1) is then the PDF for SN = Y1 + · · · + YN , where each
Yj has distribution Gamma[β/2, 1/2σ2j ]. An infinite series for this PDF, with
coefficients defined recursively, is given in [32]. A closed form expression is
available in the special case that
1/2σ21 = · · · = 1/2σ2N0 = b1, 1/2σ2N0+1 = · · · = 1/2σ2N = b2, (3.6)
since then SN
d
=X1 + X2, where X1, X2 have distribution Gamma[βN0/2, b1],
Gamma[β(N − N0)/2, b2] respectively. From this characterisation, it is straight-
forward to derive (see e.g. [3]) that
p(t) =
bβN0/21 b
β(N−N0)/2
2
Γ(βN/2)
tβN/2−1e−b2t 1F1(βN0/2, βN/2; (b2 − b1)t). (3.7)
Use of computer algebra gives∫ ∞
0
ts p(t) dt =
Γ(βN/2+ s)
Γ(βN/2)
b−s2 2F1
(
βN0/2,−s; βN/2; 1− b2b1
)
. (3.8)
In the case N0 = 0, this reclaims (2.3). Also, the limit b1 → ∞ reclaims (2.3)
but with N replaced by N − N0. This latter property is consistent with the
effect of taking b1 → ∞ being to set the first N0 rows equal to zero. Taking the
derivative of (3.8) with respect to s and setting s = 0 gives the evaluation of µ1
according to (3.1).
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Proposition 7. Consider a product of independent Gaussian random matrices (2.2),
with variances given by (3.6), and rows ordered so that b2 ≤ b1. We have
µ1 =
1
2
(
Ψ(βN/2)− log b2 + Γ(βN/2)Γ(βN0/2)Γ(β(N − N0)/2)
×
∫ 1
0
xβN0/2−1(1− x)β(N−N0)/2−1 log
(
1−
(
1− b2
b1
)
x
)
dx
)
. (3.9)
Proof. This follows from the stated strategy, upon use of the Euler integral
form of 2F1.
The integral formula (3.9) is well suited to an asymptotic analysis.
Corollary 8. Consider (3.9). For N → ∞ with N0/N fixed, b2/b1 fixed, we have
µ1 ∼ 12
(
Ψ(βN/2)− log b2 + log
(
1−
(
1− b2
b1
)N0
N
))
. (3.10)
If in addition b1, b2 are proportional to N, this further simplifies to give
µ1 ∼ 12 log
( β
2
(N − N0
b2
+
N0
b1
))
. (3.11)
In the case that N0 = N − 1, b1 is proportional to N and b2 is fixed, we have
µ1 ∼ 12
(
log
βN
2b1
+
(β/2)β/2
Γ(β/2)
∫ ∞
0
e−βx/2xβ/2−1 log
(
1+
b1
Nb2
x
)
dx
)
. (3.12)
Proof. In the setting of (3.10), the integrand in (3.9) has it maximum value at
x = N0/N. Since the ratio of gamma functions prefactor is just the reciprocal
of the same integral without the log term, (3.10) follows. In the latter, using
the fact that for large x, Ψ(x) ∼ x +O(1/x), gives (3.11). To obtain (3.12), we
first change variables x 7→ 1− x in (3.9). Manipulation of the log term in the
integrand shows
µ1 =
1
2
(
Ψ(βN/2)− log b1 + Γ(βN/2)Γ(βN0/2)Γ(β(N − N0)/2)
×
∫ 1
0
xβ(N−N0)/2−1(1− x)β(N0/2−1 log
(
1−
(
1− b1
b2
)
x
)
dx
)
.
Again, the ratio of gamma function prefactor can be written as the same integral
without the log term. Rewriting as such, and setting N0 = 1, the asymptotic
form follows by changing variables x 7→ x/N, and taking N large.
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Remark 9. The matrix Σ in (2.2), in the setting of (3.6), has for the sum of its
diagonal entries
TrΣ =
N − N0
2b2
+
N0
2b1
.
Thus (3.11) can be rewritten
µ1 ∼ 12 log(βTrΣ). (3.13)
This has been derived previously in [17] (the additional factor of β in the
logarithm on the LHS of (3.13) is due to our use of standard real Gaussians,
whereas in [17], standard complex (quaternion) Gaussians are used for β = 2
(β = 4)). With SN defined above (3.6), another viewpoint on (3.13) is that to
leading order for large N,
〈log SN〉 ∼ log〈SN〉. (3.14)
For β = 2 an evaluation easily seen to be equivalent to (3.12) with β = 2 is
also given in [17, Eq. (2)]. In addition, the latter reference also treats the case
β = 1, where 2b1/N = 1, 2b2 = t, and we read off from Thm. 1.3 therein the
formula
lim
N→∞
µ1 =
1
2
et/2
∫ ∞
1
e−tx/2 dx√
x(
√
x + 1)
.
Numerical evaluation indicates that our formula is equivalent to this, although
we don’t have a direct proof.
The evaluation (3.9) of the largest Lyapunov exponent for products of
independent Gaussian random matrices (2.2), with variances given by (3.6),
is based on the explicit evaluation (3.7) of the PDF p(t) in (3.1). It is an
elementary fact that in the general variance case pˆ(k), the Fourier transform of
p(t), can be evaluated explicitly. From this starting point, and with the use of
complex analysis, Kargin [17] has obtained an integral evaluation of the largest
Lyapunov exponent in the case of general variances 1/2σ2i = bi,
2µ1 = −γ+ log 2+
∫ ∞
0
(
χx∈(0,1) −
N
∏
l=1
(
1+
x
2bl
)−β/2)dx
x
,
= −γ+
∫ ∞
0
(
χx∈(0,1) −
N
∏
l=1
(
1+
x
bl
)−β/2)dx
x
(3.15)
where γ denotes Euler’s constant and χJ = 1 for J true, χJ = 0 otherwise (we
have added log β to [17, Eq. (1)] due to our use of standard real Gaussians;
recall the discussion below (3.13)). Note that in the special case (3.6), (3.15)
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remains distinct from (3.9). Here we provide a derivation of (3.15) that is
independent of complex analysis, and thus distinct from that in [17].
Proof of (3.15). In [36], the exact formula (4.29) below was given for the largest
Lyapunov exponent in the case of the product of independent matrices of the
form I2 + 1c G, where G is a 2× 2 standard Gaussian matrix. This calculation
was based on the particular integral form of the logarithm function
log y =
∫ ∞
0
e−t − e−ty
t
dt, y > 0. (3.16)
Applying (3.16) to the present setting of real, complex or quaternion stan-
dard Gaussian entries along each row, with all independent parts distributed
as N[0,
√
1/(2bl)] (i.e. a mean zero normal with standard deviation
√
1/(2bl)),
shows
2µ1 =
∫ ∞
0
(
e−t −
N
∏
l=1
β
∏
s=1
〈e−t(x(s)l )2〉
x(s)l ∈N[0,
√
1/(2bl)]
) dt
t
. (3.17)
Computing the average is elementary, reducing (3.17) to
2µ1 =
∫ ∞
0
(
e−t −
N
∏
l=1
(
1+
t
bl
)−β/2) dt
t
. (3.18)
Upon minor manipulation, this reclaims (3.15). 
3.3 Beta type I distribution
Here we consider the case that each row of the random matrix has beta type I
distribution (3.3) with ν 7→ νl , appropriately generalised to allow for complex
or quaternion entries. An evaluation of the Lyapunov exponent as an infinite
series can be given.
Proposition 10. In the above specified setting,
µ1 =
1
2
∞
∑
n=−∞
cn
∫ βN
0
(log x)e2piinx/βN dx, (3.19)
where
cn =
1
βN
N
∏
l=1
1F1(β/2, β/2+ αl ;−2piin/βN), (3.20)
with αl = β(N + νl − 1)/2.
Proof. Generally, in the setting that each xl has PDF ql(x), the Fourier transform
pˆ(k) of the PDF for the distribution of SN := ∑Nl=1 |xl |2 is, according to the
16
convolution formula, given by
pˆ(k) =
N
∏
l=1
∫
Rβ
eik|x|
2
ql(x) dx(1) · · · dx(β). (3.21)
For ql(x) equal to (3.3) with ν 7→ νl , ql(x) is supported on |x| < 1 and so p(x)
is supported on (0, βN). Thus for x ∈ (0, βN) we have the Fourier series
p(x) =
∞
∑
n=−∞
cne2piinx/βN , cn =
1
βN
∫ βN
0
p(x)e−2piixn/βN dx.
Making use of (3.21) it follows that
cn =
1
βN
N
∏
l=1
∫
|x|<1
e−2pii|x|
2n/βNql(x) dx(1) · · · dx(β).
Substituting (3.3) for ql(x), and changing variables to polar coordinates, an
integral representation of the confluent hypergeometric function results, and
shows the integral can be evaluated to give (3.20). Recalling (3.1), (3.19)
follows.
Use of the integral form of the logarithm (3.16) allows for an alternative
expression for the Lyapunov exponent, which is the analogue of (3.18).
Proposition 11. An alternative expression to the result of Proposition 10 is the
formula
2µ1 =
∫ ∞
0
(
e−t −
N
∏
l=1
1F1(β/2, β/2+ αl ;−t)
)
dt
t
. (3.22)
Proof. The essential point is that for p(x) given by (3.3),
〈e−t|x|2〉x∈p(x) =
∫
|x|<1
e−t|x|
2
p(x) dx(1) · · · dx(β) = 1F1(β/2, β/2+ αl ;−t).
(3.23)
This follows from the use of polar coordinates, and recognition of the resulting
expression as a standard integral form of 1F1.
We note from (3.5) with β = 1 that the choices (N, ν) = (2, 1), and (N, ν) =
(3, 0), give the marginal distribution of each entry as uniform on (−1, 1).
Furthermore, entries in different rows are independent, so the PDF p(t) in (3.1)
is then the PDF for ∑Ni=1 U
2
i , where each Ui is an independent random variable
uniformly distributed on (0, 1). For general N, this random sum has been the
topic of the recent works [34, 13], and for N = 2 arose in the recent study [15].
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3.4 Beta type II distribution
As for the Gaussian and beta type I cases, the identity (3.16) again quickly
leads to an explicit integral formula for the largest Lyapunov exponent in the
case of beta type II distribution.
Proposition 12. Specify that each row of the random matrix has beta type II distribu-
tion (3.4) with ω 7→ ωl , appropriately generalised to allow for complex or quaternion
entries. The corresponding Lyapunov exponent is given by
2µ1 =
∫ ∞
0
(
e−t −
N
∏
l=1
(Γ(ωl + β/2)
Γ(ωl/2)
U(β/2, 1−ωl/2; t)
)
dt
t
, (3.24)
where U(a, b; x) denotes the confluent hypergeometric function of the second kind.
Proof. Analogous to (3.23), for p(x) given by (3.4),
〈e−t|x|2〉x∈p(x) =
∫
Rβ
e−t|x|
2
p(x) dx(1) · · · dx(β) = Γ(ωl + β/2)
Γ(ω/2)
U(β/2, 1−ωl/2; t),
(3.25)
where again polar coordinates are used, and a standard integral form of
U(a, b; x) is recognised to obtain the final equality.
Remark 13. The structural similarity between (3.24), (3.22) and (3.15) is evident.
In fact the latter can be reclaimed from either of (3.24) or (3.22). Consider for
definiteness the former. Set ωl = 2bl L. From the integral form of U(a, b; x) as
implicit in (3.25), we see that as L→ ∞
Γ(ωl + β/2)
Γ(ωl/2)
U(β/2, 1−ωl/2; x)→ 1
(1+ x/bl)β/2
and thus 2µ1 + log L tends to (3.15).
Remark 14. There is an analogue of the large N result (3.13) in both the type I
and type II beta cases,
µ1 ∼ 12 log
N
∑
j=1
(1+ νj)−1, µ1 ∼ 12 log
N
∑
j=1
(ωj − 2/β)−1,
respectively. This is a consequence of (3.14).
Remark 15. As a part of Remark 4, methods to sample an element in the first
column of X, xl,1 say, in each of the 3 cases under consideration — rows of X
sampled according to the PDFs and their extension to their extension to the
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complex and quaterion cases — was given. This then allows for a Monte Carlo
approximation to (3.1) according to
µ1 ≈ 12M
M
∑
j=1
log
( N
∑
l=1
|x(j)l,1 |2
)
,
where x(j)l,1 denotes the j-th sample of xl,1 and M is the total number of times
the column is sampled. This allows for (3.18), (3.22) and (3.24) to be checked
numerically; agreement is found although the integrand in (3.22) typically
requires high precision evaluation to obtain numerical stability.
4 Noncentral Wishart matrices
In §2.2 the random matrix Y = cIN +X, where X has i.i.d. real Gaussian entries
N[0, σ], was introduced, as were the complex and quaternion analogues. It
has been observed in [36] that the invariance (2.26) implies the simple formula
(1.11) — with the matrix X replaced by Y — for the sum of the Lyapunov
exponents. Thus in the case k = N, for c large the asymptotic formula (2.29)
holds true. A similar strategy allows for the derivation of the corresponding
result in the general k case.
Let Yk denote first k columns of the matrix Y. The matrix Wk := Y†k Yk is,
as for the case k = N, an example of a non-central Wishart matrix. From the
work of Constantine [5], generalised to the complex case in [7, Eq. (21)], with
c˜ = c2/2σ2 we have〈
(det Wk)α
〉
=
k
∏
l=1
(2σ2)α(β(N − l + 1)/2)α e−kc˜ 1F(2/β)1 (α+ βN/2; βN/2; c˜Ik)
=
k
∏
l=1
(2σ2)α(β(N − l + 1)/2)α 1F(2/β)1 (−α, βN/2;−c˜Ik). (4.26)
More revealing is the simplification of (4.26) obtained upon substitution of
the large c˜ asymptotic expansion [6, Th. 3.2], [23, §7] for 1F
(2/β)
1 in the case
β = 1 known from [6, Th. 3.2], [23, §7], appropriately generalised to all β > 0
as noted above (2.28). This gives as a generalisation of (2.28)〈
(det Wk)α
〉
∼ 2F(2/β)0
(
1− α− β(N − k + 1)/2,−α; 1
c˜
Ik
)
. (4.27)
Differentiating with respect to α and setting α = 0, it then follows that as a
generalisation of (2.29), to leading order
µ1 + · · ·+ µk = 12
〈
log det Wk
〉
∼
c→∞
σ2k(β(N − k + 1)/2− 1)
c2
. (4.28)
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Notice that in the case k = N − 1, β = 1 the coefficient on the RHS vanishes.
Moreover (4.27) shows that each term in the asymptotic expansion vanishes,
indicating that the large c decay is in fact exponentially fast. In the particular
case of this type, β = 1, N = 2, k = 1 it was shown in [36, Eq. (72)] that
µ1 =
1
2
∫ ∞
c2/2σ2
e−u
u
du, (4.29)
which decays as a Gaussian at infinity.
Setting c = 0 in (4.26) shows that for X a Gaussian matrix with real, complex
or quaternion entries, with parts of each entry distributed as N[0, σ],
〈
det(X†N×kXN×k)
〉
=
k
∏
l=1
(2σ2)α(β(N − l + 1)/2)α.
This allows the RHS of (1.11) to be computed, telling us that
µ1 + · · ·+ µk = 12
(
log(2σ2) +
k
∑
l=1
Ψ(β(N − l + 1)/2)
)
(cf. (2.22)), as was known previously [25], [10]. Generalisations relating to
quantifying the convergence of this Lyapunov spectrum as a Gaussian random
variable with particular variances are given in [1, 16, 11]
For k = 1 and general N, β, use can be made of (3.1) to get a formula
for µ1 which is distinct from that implied by (4.27). In the present setting
the function p(t) in (3.1) is the PDF for SN = (σ/c)2 ∑Nj=1 ∑
β
s=1(x
(s)
1j )
2, where
x(1)11 , is distributed as N[c/σ, 1] and x
(s)
1j , s = 1, . . . , β, j = 1, . . . , N, (s, j) 6=
(1, 1) is distributed as N[0, 1]. After scaling out the factor of (σ/c)2, this sum
specifies the noncentral χ squared distribution with βN degrees of freedom
and noncentrality parameter λ = (c/σ)2. From the known PDF for the latter
(see e.g. [35]), we thus have
µ1 =
1
2
∫ ∞
0
log(t/λ) f (t; βN,λ) dt, (4.30)
where
f (t; k,λ) =
1
2
e−(t+λ)/2
( t
λ
)k/4−1/2
Ik/2−1(
√
λt). (4.31)
For large λ, use of the leading asymptotic expansion Iν(z) ∼ ez/(2piz)1/2, and
expansion of the integrand about its maximum at t = λ reclaims (4.28) in the
case k = 1. The form of (4.30) with β = 1, N = 2 is different to (4.29). Both are
simple to compute numerically and give the same value.
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