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This paper presents a thermal network model for the simulation of the transient 
response of diesel engines. The model was adjusted by using experimental 
data from a completely instrumented engine run under steady-state and 
transient conditions. Comparisons between measured and predicted material 
temperatures over a wide range of engine running conditions show a mean 
error of 7ºC. The model was then used to predict the thermal behavior of a 
different engine. Model results were checked against oil and coolant 
temperatures measured during engine warm-up at constant speed and load, 
and on a New European Driving Cycle. Results show that the model predicts 
these temperatures with a maximum error of 3ºC. 
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INTRODUCTION 
The internal combustion engine (ICE) is currently facing two main problems: 
fuel consumption and exhaust emissions. These two factors are highly affected 
by the combustion process, which in turn is highly affected by heat transfer from 
the in-cylinder gases to the surrounding walls.  
The description of heat transfer in ICE is a challenging task, considering the 
different systems (intake and exhaust ports, coolant circuit, lubricant oil 
subsystem), the different heat transfer mechanisms (convection, conduction 
and radiation), and the rapid and unsteady changes that take place inside the 
cylinder. Considerable experimental and theoretical efforts have been devoted 
over recent years in order to overcome these difficulties [1, 2]. 
Engine efficiency and pollutant emissions are highly affected by combustion 
chamber wall temperatures [3, 4]. Therefore, any strategies aiming at the 
control of these temperatures, which is usually accomplished through the 
coolant temperature control [5, 6], should be considered from early design 
stages [7]. 
The proper definition of the requirements for controlling the coolant 
temperaturemust be based on the detailed knowledge of engine thermal 
behavior, i.e., on the accurate prediction of material temperatures and heat 
flows through the engine elements. 
In order to estimate properly these heat flows, it is necessary to combine 
theoretical studies with the analysis of experimental data. Regarding theoretical 
approaches, the use of simple lumped models has gained an increasing 
attention due to their reasonable compromise between computational cost and 
solution accuracy [8]. 
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Shayler et al. [9] appear to have been the first to use this kind of models. 
However, in order to simplify the simulation they used the correlation proposed 
by Taylor and Toong [10], which does not take into account important 
parameters affecting heat rejection, such as exhaust gas recirculation or 
combustion chamber geometry. Bohac et al. [11] improved Shayler’s approach 
by including Annand’s model [12] for spark-ignition (SI) engines. The application 
of the same geometrical model to compression-ignition (CI) engines is 
questionable, mainly due to the differences in piston geometry: almost flat in SI 
engines, and with a bowl in CI engines. 
Jarrier et al. [13] implemented and validated a nodal model for a medium-size 
engine at different operating conditions. The effort was focused on low loads 
(up to 50%) and medium speed (three-fourths of the rated speed) points, since 
the study was focused on the urban driving cycles of the New European Driving 
Cycle (NEDC). As serious shortcomings appear in the heat flux formulation 
introduced in the model, Charmantray et al. [14] included a model that takes 
into account the differences between the heat transfer coefficients in steady-
state conditions and those in transient conditions. The main problem of that 
model lies in the fact that it was validated against a specific diesel engine, and 
no studies were performed on other engines in order to validate the approach. 
Another disadvantage is the rough discretization considered in the combustion 
chamber (only one node for the piston and the cylinder head, and two nodes for 
the cylinder), which appears to be very poor in view of the large temperature 
differences expected both in the piston [15, 16] and between the valves and the 
cylinder head material [8]. 
5 
In order to overcome these lacks, a model with a higher spatial resolution, 
validated against two different engines, is proposed. This work is organized as 
follows: First, a brief description of the equivalent thermal circuit of the engine is 
given, with especial emphasis on the description of the combustion chamber. 
After that, the modeling of the different boundary conditions is described. Then 
a global view of the model code is provided, followed by the comparison 
between experimental and model results for a specially instrumented engine, in 
both stationary and transient conditions. Then the model is applied to a different 
engine in which coolant and oil temperatures are used for comparison. Finally, 
the main conclusions of this work are given. 
ENGINE THERMAL MODEL 
In the frame of the model considered, the engine is regarded as a thermal 
network consisting of a finite number of nodes, whose thermal inertia is 
characterized by a thermal capacitance, and linked to other nodes by means of 
thermal conductances. Once the structure is divided into nodes, the energy 
conservation equation can be written for each node. Figure 1 represents a node 
and all its possible interactions: conduction to other nodes, convection to a fluid, 
and heat sources. The energy balance on a node leads to: 















cm  (1) 
Here, im  is the mass of node i  , vc  its heat capacity, ijK  the conductance 
between nodes i  and j , lih  the heat transfer coefficient between node i  and a 
boundary l  and liA  the corresponding contact area. The temperatures in the 
right-hand side are computed at time tt   (implicit formulation) in order to 
ensure the stability of the calculation when considering transient processes. 
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Writing equation (1) for each of the nodes gives an implicit set of linear 
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 (2) 
where tT  and tt T  are column n-vectors with the node temperatures at times t 
and t + t, respectively, Q  is a column n-vector with the sum of the heat fluxes 
exchanged by each node (including, among others, a heat flux generated by 
friction), H  is a column n-vector with the sum of the terms lilil AhT  related to the 
convective boundary conditions associated with node i , and K  and C  are 
nn  conductance and capacitance matrices, respectively.  
The diagonal elements of the conductance matrix are the sum of all the 
conductances connected to the corresponding node, whereas off-diagonal 
elements ijK  represent the conductance between nodes i  and j  with a minus 
sign. Conductive conductances are calculated accordingly to the geometry of 
the connection between nodes - planar ( ijijij xAk / ) or radial ( )ln(/2 ijijij rrlk  -, 
whereas convective conductances are computed as the product of the heat 
transfer coefficient and the contact area ( ijij Ah ). Thus, assuming that all 













In steady-state conditions, since it
i
tt TT  , Eq (2) reduces to 
HQKT   (4) 
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Either Eq. (2) or Eq. (4) is assembled automatically, based on general engine 
specifications, and solved implicitly for the temperature vector T  by using a 
Gaussian elimination procedure. 
Geometrical node division. 
The node division was defined by using a real geometrical model of the engine 
(three-dimensional [3D] model). After that, the complex geometries were divided 
into small parts, considering both the Biot number criterion [17] and the position 
of the temperature sensors available, so that direct comparison between model 
and experimental results was allowed. Then the main characteristics of the 
nodes were calculated: mass, connecting areas, and distances between 
centers. These, together with the thermal characteristics of the material, allow 
for the calculation of the thermal resistor network (conductances and 
capacitances). The following discretization was used in this work: 
 The liner was divided into three axial, three radial, and six circumferential 
levels, so that the cylinder liner was represented by 54 nodes (Figure 2). 
 The piston was divided into six nodes, referered to, from top to bottom, 
as bowl centre, bowl rim, piston crown, piston centre, oil cooling gallery 
housing, and piston skirt (Figure 3).  
 The cylinder head consists of the fire deck, the exhaust and intake 
runners, the valves with their guides and the injector. All these elements 
were separated into two different parts: lower and upper. The cylinder 
head model was divided into 35 nodes. (Figure 4). 
With this discretization, the thermal resistor network consists of 95 metallic 
nodes. The boundary conditions were represented by five convective nodes (in-
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cylinder gases, intake air, exhaust gases, coolant, and lubricating oil), 
characterized by their average temperatures and film coefficients. 
Even though the heat fluxes through the combustion chamber walls change 
periodically with time, a steady state was assumed in the analysis, so that cycle 
averaged values were used. This assumption is reasonable considering the 
characteristic rate of the periodical changes as compared to the thermal inertia 
of the metallic parts of the cylinder head, piston, and liner [11]. The expected 
change in gas temperature can be higher than 700ºC, while changes of only 
10–15ºC are expected in the material temperatures [18]. The same assumption 
is valid for the exhaust and intake gases. Of course, neither the thermal fatigue 
nor the peak temperatures due to the periodicity on the material temperatures 
can be identified with this approach. 
The boundary conditions, i.e., the links between the convective nodes and the 
corresponding material nodes, were modelled as described in the following. 
Interaction between in-cylinder gases and combustion chamber walls  
As already mentioned, the mean wall temperatures, wT , during the engine 
working cycle were predicted by using heat flows calculated from cycle 
averaged values. The mean heat flux Q  between the gas and a wall is 
calculated as: 









wgg TTAhQQ    (5) 
Here )(gh  is the instantaneous heat transfer coefficient and )(gT  the 
instantaneous gas temperature, as a function of the crank angle  .  
Considering that the wall temperature can be considered constant over the 
thermodynamic cycle, this mean heat flux can be also expressed as: 
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 wgg TTAhQ   (6) 













T  (8) 
If the wall is permanently in contact with the gas, i.e., the contact area does not 
change with crank angle, Eqs. (7) and (8) can be simplified. 
The conductance between the in-cylinder gases and the internal nodes of the 
cylinder liner was calculated taking into account that they are not in contact 
during the whole cycle (Figure 5), so that the contact area depends on the crank 
angle and on the node considered, and therefore different gas temperatures are 
used as boundary conditions for different nodes. 
The film coefficient gh  necessary to calculate all the conductances between the 
in-cylinder gases and the surrounding walls was obtained by using an enhanced 
version of the Woschni equation [19], which is one of the most broadly used 
correlations in diesel engines. This correlation lacks a specific term representing 
radiation, which is, however, taken into account through the so-called 





















umgg  (9) 
Here, the instantaneous gas temperature is calculated with the measured in-
cylinder pressure p assuming perfect gas behavior; mc  is the mean piston 
speed; cu is the tangential velocity at the cylinder wall due to swirl; VT is the total 
displacement; TIC, pIC and VIC represent the gas temperature, pressure, and 
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cylinder volume at intake valve closing (IC), respectively; and p0 is the in-
cylinder pressure under motoring conditions. 
Runner – gas heat transfer 
The heat transfer between the runners and the gas is highly unsteady 
(especially in the exhaust, where very high gas velocities are reached during 
the blow down). Since the generated turbulence lasts even after valve closing, 
expressions based on the instantaneous flow velocity do not properly describe 
the heat transfer in this pulsating flow. Therefore, a different approach was 
considered, based on the recursive calculation of an average velocity, )(, tc rug , 
as [20] 
)()1()()( ,4,4, tcbttcbtc rugrugrug   (10) 
where )(, tc rug  is the actual velocity and b4 is a suitable weighting factor related 
to the flow unsteadiness. This average speed was used to calculate the 




,Re   (11) 
4.0
Re6.1Nu   (12) 
The instantaneous velocity was obtained from a combustion diagnostics code 
[21]. The intake and exhaust gas temperatures and heat transfer coefficients, 
obtained from the Nusselt number, were averaged over a cycle in a way similar 
to that used for the in-cylinder mean film coefficient and the apparent gas 
temperature. 
Coolant – wall heat transfer 
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The heat transfer coefficients between the coolant and the liner and between 
the coolant and the head were calculated taking into account the coolant flow by 
means of a modified Dittus–Boelter correlation [22], since forced convection is 
the dominant regime in these systems: 
4.08.0 PrRe023.0Nu   (20) 
Although the previous correlation was developed for straight pipes, it has been 
demonstrated to be useful for this application [23]. 
Oil - walls. 
The piston is cooled in two different ways: Part of the heat is transmitted 
through the segments to the liner and finally to the coolant. Most of it, though, is 
transferred to the oil. In the engine under study, the oil is sprayed to the 
entrance of a gallery in the piston crown with an oil cooling jet. In order to find 
the heat transfer coefficient, an expression based on boundary-layer theory was 
used [24–26]: 
65 PrReNu bbgalgal   (1) 
Since variations on Prandtl number were small for the measured 
temperature ranges, a correlation for the conductance between the oil and the 




moilpis cbK   (2) 
Both constants, 5b  and 7b , were adjusted by means of an optimization routine 
[8]. 
Regarding the cylinder liner, oil is continuously splashed against the cylinder 
wall, and in the piston some channels coming from the cooling gallery feed the 
third ring groove. Therefore, the cylinder wall is continuously wetted with oil. 
This oil is heated by the cylinder wall and scrapped-off during the downward 
12 
stroke. For this conductance, piston speed dependence was taken into account 
just as for the oil-piston heat transfer, but during the adjustment this 
dependence was found to be non-significant, whence only the constant part, 
denoted as oillinh  , was included. 
Additionally to the convective interactions just described, there are three 
conductive conductances that cannot be obtained directly from the geometry: 
Piston - cylinder liner, cylinder head - cylinder liner and valve - valve seats. 
These interactions were treated as follows: 
 In the first case (piston-cylinder liner), an empirical model was fitted to 
the temperatures measured in the piston and the liner. The conductance 
between a node of the piston and a node in the liner, which have contact 










pis-lin   (3) 
Here it was assumed that the ring conductance per unit length, sK , was 
constant since it was found that the influence of piston speed was not 
significant; cont  is the contact time between the segment and the liner 
node, cyclet  is the duration of a cycle, j is the angular width of the liner 
node and D  is the bore. The contact time is calculated from the 
instantaneous piston position, taking into account both the position of the 
ring and the axial position of the liner node. 
 The heat transfer between the cylinder head and the liner was neglected, 
since the gasket was made of a perforated metallic core coated with 
synthetic rubber on both sides, whose conductivity is very low compared 
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to the conductivities of other materials in the system, so that it could be 
considered as adiabatic [27]. 
 The conductance between the valves and their seats is the product of the 
valve seat area times a contact conductance, seatK  (which accounts for 
the contact time between valve and seat): seatseatheadvalve KAK  . For the 
contact resistance seatK  a value of 3 000 W/m
2K was used [17]. 
COMPUTATIONAL PROGRAM. 
The main structure of the program is shown in Figure 6. This structure provides 
high flexibility; for instance, the user can define the number of nodes just by 
changing the input, defining the engine discretization, so that the placement of 
the thermocouples do not necessarily coincide with the mass centres of the 
nodes.  
The program can be used in two modes: prediction or adjustment. In the 
predictive mode, temperatures and heat fluxes are calculated, whereas in the 
adjustment mode the model parameters are adjusted by using a Nelder-Mead 
simplex algorithm based separately on the root mean square (RMS) error of the 
mean temperatures of piston, fire deck and liner. The mean of these three 
errors gives the test error, while the mean of all the test errors gives the model 
error as: 
 

















11  (4) 
Here, measT  is a measured temperature, predT  is the predicted temperature, iTCN ,  
is the number of temperature measurements in the piston, the head or the liner, 
and testsN  is the number of tests used to adjust the model.  
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RESULTS AND DISCUSSION. 
The experimental work comprised the following steps: 
 First, the model was adjusted and validated by comparing the modeled 
and measured results for the baseline engine.  
 Next, the adjusted model was used to predict the transient behaviour of 
the baseline engine.  
 Finally, the model was used to analyze the thermal performance of a 
second different engine, tested under both constant load (50 Nm at 1500 
rpm) and urban driving transient cycle (NEDC). For this engine, coolant 
and oil temperatures were measured together with two external 
thermocouples attached to the cylinder head. Additionally, mean 
parameters and instantaneous in-cylinder pressures were recorded for a 
number of steady-state points extracted from the driving cycle. 
Model setup and validation. 
Extensive experimental work on a four-cylinder Diesel engine was performed for 
model adjustment and validation. The originality of the work lies on the fact that 
one of the engine cylinders was completely isolated from the other three, i.e., 
the injection, intake and exhaust systems were duplicated and controlled 
independently while keeping the four cylinder configuration. Additionally, the 
isolated cylinder was duly instrumented with 23 thermocouples in the cylinder 
liner, 16 thermocouples in the cylinder head, and 2 thermocouples in the piston 
(a detailed description of the set-up can be found in [28]). The main 
characteristics of this engine are given in Table 1. 
The parameters of the model were adjusted by comparing its output with 
measurements performed along a set of tests in which speed, load (mean 
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effective pressure, bmep), manifold intake pressure, oil temperature and coolant 
temperature were varied. Table 2 gives an overview of the tests used to adjust 
the parameters of the model, while the adjustment results are shown in Table 3. 
At this point, it should be remarked that while these results are suitable for this 
particular engine, they may change from one engine to another.  
Figure 7 shows comparisons between the predicted and measured liner 
temperatures at several axial locations for three different operating points. The 
model results predict reasonably the trends observed in the measurements. 
Additionally, a temperature gradient from the top to the bottom of the liner is 
observed, which is more obvious in the upper part of the liner (the refrigerated 
part) than at the lower part. In general, the model predicts properly the liner 
temperatures, but noticeable discrepancies between measured and predicted 
values are observed in the liner nodes located between the cylinders (Figure 
7a). Two main reasons may explain this: on one hand, the use of a global 
spaced averaged heat transfer coefficient for the coolant-liner interaction; on the 
other hand, the heat flux coming from the adjacent cylinder, not accounted for in 
the model. Finally, an increase in temperatures with load and speed is 
observed, as expected. The load increase produces a higher gradient in the 
upper part of the liner, while the speed increase produces a more uniform 
temperature distribution along the stroke. 
In Figure 8, comparison is given between predicted and measured 
temperatures in those liner nodes closest to the combustion chamber (at a 
depth of 8 mm). The maximum discrepancies are observed again in the node 
between cylinders, for the same reasons given earlier, but the mean error on 
liner prediction is 3.9 ºC.  
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As mentioned earlier, the cylinder head was divided into an upper and a lower 
part, with the latter being in contact with the in-cylinder gases, so that heat is 
transmitted from this part to the upper part and to the coolant. Figure 9 shows a 
comparison between temperatures measured and predicted for nodes located 
at the lower part of the cylinder head. The temperatures of these nodes were 
measured at a depth of 3.5 mm, except in the case of the injector hole, where 
the sensor was placed at a distance of 8.7 mm from the combustion chamber 
wall. The mean error in the predicted temperatures is 7.5 ºC, being lower at low 
loads, which are the dominant running conditions in the NEDC cycle.  
The piston was divided into six nodes, but only the temperatures at two 
locations (bowl rim and bowl bottom) were available. The predicted and 
measured temperatures for these two nodes are compared in Figure 10, 
showing acceptable agreement between measured and predicted values for the 
bowl rim and some overprediction (with an average error of 15 ºC) for the bowl 
bottom, which is the largest error in the model. This is due to both the small 
number of sensors available and the fact that piston is the engine component 
with the highest number of interactions to be adjusted. Nevertheless, the mean 
error in piston temperatures is about 10ºC.  
The average error, taking into account the liner, cylinder head and piston errors, 
is just 7.4 ºC, which can be regarded as acceptable, considering that a 50 ºC 
wall temperature change has a 1% effect on the estimate of the total heat 
released. Additionally, an error of 10% in in-cylinder heat transfer leads to an 
error of the order of 1% in engine performance, whereas a deviation of 7% in 
this heat transfer does not affect the in-cylinder gas pressure [29]. 
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Once the model was validated, the heat fluxes could be analyzed. In Figure 11 
the heat fluxes on a steady-state engine condition are shown. In this particular 
condition: 
 The heat from in-cylinder gases is transferred to the piston (42 %), to the 
cylinder head (32 %) and to the liner (26 %). In the case of the liner, 
almost 50 % of the heat is transferred to the upper part, due to its longer 
contact time with the combustion gases.  
 The heat received by the piston is transmitted by two paths: to the liner 
through the piston rings (16 %) and to the coolant oil (84 %). Finally, 
heat is transferred from the oil to the coolant. 
 In the case of the liner, heat comes from combustion gases and from the 
piston (through the piston rings). This heat is then transferred to the 
coolant, either in a direct way (51 %) or through the coolant oil (49 %). 
 Finally, the cylinder head receives heat both from the combustion 
chamber gases (63 %) and from the exhaust gases (36 %). This heat is 
transferred to the intake air (2%) and to the coolant (98 %). 
Summarizing, the heat received by the coolant comes directly from the cylinder 
head (42 %) and from the liner (16 %), and indirectly from the piston and the 
cylinder liner through the lubricant oil (42 %).  
Such a heat balance can be performed for each operating point, making the 
model suitable for the analysis of engine cooling systems at any given running 
condition. 
Engine modeling under transient conditions. 
In a second step, the model was used to analyze the thermal response of the 
engine under transient conditions, regarding transient operation as a process 
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between two steady-state operation points. In this way, the model uses the 
initial and final conditions, in each calculation step, in order to calculate the 
temperature evolution and hence the thermal fluxes. An interpolation procedure, 
in the time domain, allows for the comparison of the predicted and experimental 
transient thermal responses of the engine.  
In order to model engine warm-up, mean variables and instantaneous values for 
in-cylinder gases were recorded at different steady state conditions. It was 
assumed that during the transition period, the averaged bmep and the 
instantaneous in-cylinder pressure are identical for steady and unsteady 
operations. In fact, bmep is affected during the warm-up by the friction mean 
effective pressure, which depends on the oil viscosity (temperature dependent).  
It was also assumed that, due to the rate at which in-cylinder processes take 
place, the cycle-averaged heat transfer coefficient and temperature were still 
valid for warm-up transient conditions. A significant number of complete 
thermodynamic gas cycles can take place prior to the engine being noticeably 
affected by transient thermal conditions resulting from a change in engine 
operating conditions [30]. 
In this procedure, a time-step length of 1 s was used as a compromise between 
computational efficiency and prediction accuracy. The experimental 
measurements, consisting of 26 different transient processes, are summarized 
in Table 4. For these tests, piston temperature measurements were not 
available. 
Figure 12 shows the temperature evolution of two extreme longitudinal locations 
of the cylinder liner (8.8 mm and 89.1 mm away from the fire deck), along two 
transient tests: 
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 From 2.4 bar bmep to 8.8 bar bmep at 4500 rpm,  
 From 3.3 bar bmep to 10.7 bar bmep at 1000 rpm.  
It seems that the model slightly overpredicts the temperature evolution of the 
nodes. This is caused, on one hand, by the quasi-steady approach used and, 
on the other hand, by the node discretization used in the longitudinal dimension 
of the liner (this is not actually a constraint for the model), which determines the 
accuracy of temperature resolution. Obviously, a refinement of the cylinder 
mesh would determine properly the time constants, but at the expense of an 
increase in the computational cost.  
In the case of the fire deck nodes, transient results are presented in Figures 13 
and 14, where the predicted thermal response follows reasonably the 
experimental trends, so that it can be considered that the corresponding time 
constants were acceptably modelled. Of course, as the engine transient thermal 
process is a complex multi-order dynamic process, it cannot be simplified to a 
first order dynamic process for any of the operation points; however, the time 
constant may be a useful approach for a qualitative evaluation. Finally, the 
predicted piston response is plotted in Figure 15, where the faster evolution of 
the piston rim when compared to the piston bottom is due to its lower heat 
capacity. 
In some nodes, transient predictions exhibit large deviations with respect to the 
experimental results. These deviations are associated both with the 
uncertainties in the engine transient thermal phenomena (for instance, the 
friction model) and with the model simplifications (finite number of nodes, 
simplified heat transfer correlations, etc.). In general, the model provides 
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satisfactory insight into the evolution of temperatures and heat fluxes during 
engine transient operation.  
In Figure 16 prediction of both heat fluxes and mean combustion chamber 
temperatures are shown when the engine is subject to a random driving cycle 
consisting of a set of validated transitional processes. It can be observed that 
the transient heat flow through the combustion chamber walls stabilizes very 
rapidly (the combustion process may take from 0.2 to 1.5 seconds to reach its 
steady state condition). For the transition regimes, the time constants for the 
engine nodes are of 35-65 s on average, neglecting the time taken for the 
combustion process to reach its steady-state condition, which is small 
compared with this elapsed time. 
Modeling and validation of a similar engine through warm-up. 
In order to check the validity of the conductances adjusted for the first engine, 
they were used on a second engine (Table 5 shows its main characteristics). 
This engine was tested under a set of steady-state running conditions and 
during different warm-up evolutions (constant torque and speed and driving 
cycles): 
 The steady-state tests were mainly used to obtain input parameters for 
the model, i.e., in-cylinder pressure and temperature and mean 
variables.  
 The warm-up tests were used to compare predicted and measured 
temperatures (coolant, oil and two cylinder head surfaces) in order to 
validate the model as a general model, valid not only for the first engine 
but for any transient study. 
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In this second engine, material temperature measurements were not available 
(except for the external surface of the block), and thus validation was carried 
out by comparing oil and coolant temperature evolutions (modelled and 
measured). Figure 17 shows the evolution of these temperatures for a warm-up 
process (50 Nm - 1500 rpm). Both predicted fluid temperatures follow the same 
trends as the experimental ones. Additionally, the maximum differences are of 2 
ºC for the coolant and of 1.5 ºC for the oil. These results are satisfactory and 
lead to the conclusion that the internal temperatures of the material were 
reasonably predicted, since they were used as a boundary condition for the 
calculation of fluid temperatures. Moreover, the measured external block 
temperature follows the same trend. 
Finally, the viability of using the thermal model on a specific transient evolution 
was checked. The profile chosen was the New European Driving Cycle (NEDC) 
which consists of four consecutive urban driving cycles (UDC), followed by an 
extra urban driving cycle (EUDC). Figure 18 shows a comparison between 
experimental and modelled results for coolant and oil temperatures along this 
cycle. Average predicted temperatures for the cylinder head, the liner and the 
piston are also presented in Figure 19, where the shapes of the curves keep the 
expected trends and magnitudes, relative to the actual evolution of coolant and 
oil temperatures, taken as a reference. 
CONCLUSIONS. 
An extension of a three-node concise wall temperature model based on a 
lumped method has been performed and evaluated. The new model was 
validated using experimental data from both steady state and transient thermal 
conditions. Global measurements of engine variables from the test bench, along 
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with instantaneous values of in-cylinder gas properties, effective valve sections, 
flows, and local temperature measurements in the engine solid masses, coolant 
and oil, were used during the development process. The updated model allows 
for a higher degree of discretization, and it provides local and global heat flows 
and temperature field information. These can be used as a boundary condition 
in engine cooling system models or combustion prediction and diagnosis 
models. 
The predictive capability of the model was checked in two different engines. The 
first one was used as a reference engine, due to its temperature 
instrumentation, and a comparison between measured and calculated metal 
temperatures was performed in both steady state and transient tests. In the 
second engine, the comparison was performed on fluid (coolant and oil) 
temperature evolution in transient processes (warm-up and homologation 
cycle), since the metal temperatures were not available. 
The next phase of the on-going research is to couple the model presented with 
an engine cooling subsystem model. This will allow studying the impact of 
different cooling strategies on oil, coolant and metal temperatures. Further work 
with the program comprises a more detailed calibration of the engine model, 
introducing friction model data from an engine of known dimensions and 
masses. 
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NOMENCLATURE 
A Area m-2 
23 
b Weighting factors - 
bmep Brake mean effective pressure bar 
c Speed m s-1 
cv Heat capacity J kg
-1 K-1 
C Capacitance J K-1 
d Distance m 
D Bore m 
h Heat transfer coefficient W m-2 K-1 
H Heat convection vector - 
k Conductivity W m-1K-1 
K Conductance W K-1 
l Length m 
m Mass  kg 
N Number of tests - 
Nu Nusselt number - 
p Pressure Pa 
Pr Prandtl number - 
Q Heat flux W 
r Radius m 
Re Reynolds number - 
t Time s 
T Temperature K 
V Volume m3 




 Crank angle º 
 angular width  
 Root mean square  error - 
 Diameter m 
 Viscosity m2 s-1 
Subscripts  
0 Motored conditions  
con Contact  
g gas  
gal gallery  
i,j,k,l Node number  
IC Intake valve closing  
lin Liner  
m Mean  
meas Measured  
pred Predicted  
pis Piston  
ru Runner - 
s Segment  
u Tangential  
t time  
w Wall  
Superscripts 
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Figure 2. Cylinder liner discretization 
32 
 
Figure 3. Expanded view of the piston 
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Figure 4. Cylinder head discretization 
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Figure 6. Structure of the computational program used for the model. 
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Figure 7. Predicted and measured temperature distributions in the liner at 
various axial locations: a) between cylinders side, b) intake side, c) exhaust 










































Figure 8. Predicted and measured temperatures in the liner nodes: a) between 
cylinders side, b) intake side, c) exhaust side, d) clutch side. 
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Figure 9. Predicted and measured temperatures in the cylinder head nodes: a) 
Exhaust valve seat, b) Between exhaust and intake valves, c) Intake valve seat, 
d) Between cylinders, e) injector hole, f) Between exhaust valves 
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Figure 10. Predicted and measured temperatures in the piston nodes: a) Bowl 
rim, b) Bowl bottom 
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Figure 11. Heat exchange between the nodes of the model (heat fluxes in 
watts). 
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Figure 12. Transient temperatures for a couple of extreme liner nodes under 
two transient processes a) 4500 rpm (2-8 bar), b) 1000 rpm (3-10 bar) 
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Figure 13. Transient temperatures for the exhaust valve seat, under two engine 
transient processes: 4500 rpm (2-8 bar) and 1000 rpm (3-10 bar). 
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Figure 14. Transient temperatures for the node between exhaust valves under 
two engine transient processes: 4500 rpm (2-8 bar) and 1000 rpm (3-10 bar). 
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Figure 15. Predicted transient temperatures for the piston nodes under two step 
transient processes: 4500 rpm (2-8 bar) and 1000 rpm (3-10 bar). 
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Figure 16. Transient heat flux evolution as the engine is subjected to a stair-
step schedule of operating conditions. 
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Figure 17. Oil and coolant temperatures (predicted and measured) for a warm-
up in the second engine. 
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Figure 18. Oil and coolant temperature evolution in a NEDC. Comparison 
between experimental and model results. 
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Table 1. Engine main characteristics 
Stroke [mm] 80 
Bore [mm] 75 
Maximum bmep [bar] 19.6 
Nominal speed [rpm] 2000 
 
50 




Conditions (speed and 
load) 
Load (bar) 
4.92 – 13.23 1500 rpm 
3.10 – 11.56 2000 rpm 
2.17 – 11.93 2500 rpm 
3.08 – 11.75 3000 rpm 
2.63 – 14.41 3500 rpm 
Coolant Temperature (ºC) 
47 – 97 1520 rpm; 2.51 bar  
81 – 97 1430 rpm; 5.14 bar  
65 – 97 2380 rpm; 10.08 bar  
Oil Temperature (ºC) 
75 – 105 2000 rpm; 7.25 bar  
80 – 107 3000 rpm; 6.50 bar  
85 – 115 4000 rpm; 3.40 bar  
Intake manifold pressure 
(bar) 
1.05 – 1.8 2000 rpm; 7.40 bar mep 
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Constant of correlation piston oil (b7)  22 721.4 
Reynolds exponent of correlation piston -oil (b5) 22 0.687 
Heat transfer coefficient between liner and oil (hlin-oil) 22 864.9 
Conductance between piston and liner (Kpis-lin) 23 3.876 
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Table 4. Summary of tests for unsteady conditions. 
Parameter Range of variation Conditions 
Load (bar) 
3.3 – 10.7  - 3.3 1000 rpm 
3.9 – 16.9 – 3.9 1500 rpm 
6.5 – 18.8 – 6.5 
2000 rpm 
3.3 – 12.0 -3.3  
4.2 – 12.6 – 4.2 2500 rpm 
4.4 – 12.8 – 4.4 
3000 rpm 
1.7 – 5.4 – 1.7 
4.2 – 12.2 – 4.2 3500 rpm 
2.6 – 8.6 -2.6 4000 rpm 
2.4 – 8.8 - 2.4  4500 rpm 
Speed (rpm) 
1078 – 3013 - 1078 4 bar  
1090 – 2710 -1090 8 bar  
1040 – 4000 – 1040 8 bar  
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Table 5. Second engine main characteristics 
Stroke [mm] 88 
Bore [mm] 85 
Maximum bmep [bar] 19.4 
Nominal speed [rpm] 1800 
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