The problem of M −ary hypothesis testing under generic performance criteria that depend on arbitrary functions of error probabilities is considered. Using results from convex analysis, it is proved that an optimal decision rule can be characterized as a randomization among at most two deterministic decision rules, of the form reminiscent to Bayes rule, if the boundary points corresponding to each rule have zero probability under each hypothesis. Otherwise, a randomization among at most M (M − 1) + 1 deterministic decision rules is sufficient. The form of the deterministic decision rules is explicitly specified. Likelihood ratios are shown to be sufficient statistics. The results are employed to characterize the form of optimal tests at the sensors for the problem of distributed detection with conditionally independent observations at the sensors and an arbitrary fusion rule.
I. PROBLEM STATEMENT
Consider a generic detection problem with M hypotheses:
H j : Y ∼ f j (·), with j = 0, 1, . . . , M − 1,
where the random observation Y takes values from an observation set Γ. Depending on whether the observed random vector Y ∈ Γ is continuous-valued or discrete-valued, f j (y) denotes either the probability density function (pdf) or the probability mass function (pmf) under hypothesis H j . For compactness of notation, the term density is used for both pdf and pmf. In order to decide among the hypotheses, we consider the set of pointwise randomized decision functions, denoted by D, i.e., δ := (δ 0 , δ 1 , . . . , δ M−1 ) ∈ D such that M−1 i=0 δ i (y) = 1 and δ i (y) ∈ [0, 1] for 0 ≤ i ≤ M − 1 and y ∈ Γ. More explicitly, given the observation y, the detector decides in favor of hypothesis H i with probability δ i (y). Then, the probability of choosing hypothesis H i when hypothesis H j is true, denoted by p ij with 0 ≤ i, j ≤ M − 1, is given by
where E j [·] denotes expected value under hypothesis H j and µ(dy) is used in (2) to denote the n−fold integral and the sum for continuous and discrete cases, respectively. Let
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S. Gezici is with the Department of Electrical and Electronics Engineering, Bilkent University, Ankara 06800, Turkey, e-mail: gezici@ee.bilkent.edu.tr. p(δ) denote the (column) vector containing all pairwise error probabilities p ij for 0 ≤ i, j ≤ M −1 and i = j corresponding to the decision rule δ. It is sufficient to include only the pairwise error probabilities in p(δ), i.e., p ij with i = j. To see this, note that (2) in conjunction with
, from which we get the probability of correctly identifying hypothesis H i as p ii = 1 − M−1 i=0,i =j p ij . For M -ary hypothesis testing, we consider a generic decision criterion that can be expressed in terms of the error probabilities as follows:
Classical hypothesis testing criteria such as Bayesian, minimax, Neyman-Pearson [1] , generalized Neyman-Pearson [2] , restricted Bayesian [3] , prospect theory based hypothesis testing [4] are all special cases of the formulation given above. For example, in the restricted Bayesian framework, the Bayes risk with respect to (w.r.t.) a certain prior is minimized subject to a constraint on the maximum conditional risk [3] :
for some c ≥ c m , where c m is the maximum risk of the minimax procedure [1] . The conditional risk when the hypothesis H j is true, denoted by R j (δ), is given by
and the Bayes risk is expressed as r B (δ) = M−1 j=0 π j R j (δ). π j denotes the a priori probability of hypothesis H j and c ij is the cost incurred by choosing hypothesis H i when in fact hypothesis H j is true.
II. PRELIMINARIES
Let v be a real (column) vector of length M (M − 1) whose elements are denoted as v ij for 0 ≤ i, j ≤ M − 1 and i = j. Next, we present an optimal deterministic decision rule that maximizes the weighted sum of p ij 's with arbitrary real weights v. 1
A. Optimal decision rule that maximizes v T p(δ)
The corresponding weighted sum of pairwise error probabilities can be written as (6) where (2) is substituted for p ij in (6) . Defining
we get
The upper bound given in (8) is achieved if, for all y ∈ Γ, we set δ ℓ (y) = 1 for ℓ = argmax
(and hence, δ i (y) = 0 for all i = ℓ), i.e., each observed vector y is assigned to the corresponding hypothesis that maximizes
In case where there are multiple hypotheses that achieve the same maximum value of V ℓ (y) for a given observation y, the ties can be broken by arbitrarily selecting one of them since the boundary decision does not affect the decision criterion v T p(δ). However, pairwise probabilities for erroneously selecting hypotheses H i and H j will change if the set of boundary points
occurs with nonzero probability. We also define the set of all boundary points
and the complimentary set where V i (y) for some 0 ≤ i ≤ M − 1 strictly dominates others:
B. The set of achievable pairwise error probability vectors
Let P denote the set of all pairwise error probability vectors that can be achieved by randomized decision functions δ ∈ D, i.e., P := {p(δ) : δ ∈ D}. In this part, we present some properties of P.
Property 1: P is a convex set. Proof: Let p 1 (δ 1 ) and p 2 (δ 2 ) be two pairwise error probability vectors obtained by employing randomized decision functions δ 1 and δ 2 , respectively. Then, for any θ with 0 ≤ θ ≤ 1, p θ = θp 1 (δ 1 ) + (1 − θ)p 2 (δ 2 ) ∈ P since p θ is the pairwise error probability vector corresponding to the randomized decision rule θδ 1 + (1 − θ)δ 2 as seen from (2). 
Proof: Follows immediately from the supporting hyperplane theorem [5, Sec. 2.5.2].
III. CHARACTERIZATION OF OPTIMAL DECISION RULE
In order to characterize the solution of (3), we first present the following lemma.
Lemma: Let p 0 be a point on the boundary of P and {p : v T p = v T p 0 } be a supporting hyperplane to P at the point p 0 . Case 1: Any deterministic decision rule of the form given in (9) corresponding to the weights specified by v yields p 0 if B(v), defined in (11) , has zero probability under all hypotheses. Case 2: p 0 is achieved by a randomization among at most M (M − 1) deterministic decision rules of the form given in (9) , all corresponding to the same weights specified by v, if B(v), defined in (11), has nonzero probability under some hypotheses.
Proof: See Appendix A.
It should be noted that the condition in Case 1 of the lemma, i.e., B(v) has zero probability under all hypotheses, is not difficult to satisfy. A simple example is when the observation under hypothesis H i is Gaussian distributed with mean µ i and variance σ 2 for all 0 ≤ i ≤ M − 1. Furthermore, the lemma implies that any extreme point of the convex set P, i.e., any point on the boundary of the convex set P that is not a convex combination of any other points in the set, can be achieved by a deterministic decision rule of the form (9) without any randomization. The points that are on the boundary but not extreme points can be obtained via randomization as stated in case 2.
Next, we present a unified characterization of the optimal decision rule for problems that are in the form of (3). We suppose that the problem in (3) is feasible and let δ * and p * (δ * ) denote an optimal decision rule and the corresponding pairwise error probabilities, respectively.
Theorem: An optimal decision rule that solves (3) can be obtained as Case 1: a randomization among at most two deterministic decision rules of the form given in (9) , each specified by a distinct v, if B(v), defined in (11) , has zero probability under all hypotheses for all real v; otherwise Case 2: a randomization among at most M (M − 1) + 1 deterministic decision rules of the form given in (9) , one specified by a distinct v and the remaining M (M − 1) correspond to the same weights specified by another distinct v.
Proof: If the optimal point p * (δ * ) is on the boundary of P, then the Lemma 3 takes care of the proof. Here, we consider the case when p * (δ * ) is an interior point of P. First, we pick an arbitrary v 1 ∈ R M(M−1) and derive the optimal deterministic decision rule according to (9) . Let p 1 denote the pairwise error probability vector corresponding to the employed decision rule. Then, we move along the ray that originates from p 1 and passes through p * (δ * ). Since P is bounded, this ray will intersect with the boundary of P at some point, say p 2 . If the condition in case 1 is satisfied, then by Lemma-Case 1, there exists a deterministic decision rule of the form given in (9) that yields p 2 . Otherwise, by Lemma-Case 2, p 2 is achieved by a randomization among at most M (M −1) deterministic decision rules of the form given in (9) , all sharing the same weight vector v 2 . Since p * (δ * ) resides on the line segment that connects p 1 to p 2 , it can be attained by appropriately randomizing among the decision rules that yield p 1 and p 2 .
When the optimization problem in (3) possesses certain structure, the maximum number of deterministic decision rules required to achieve optimal performance can be reduced below those given in the theorem. For example, suppose that the objective is a concave function of p and there are a total of n constraints in (3) which are all linear in p (i.e., the feasible set, denoted with P ′ , is the intersection of P with halfspaces and hyperplanes). It is well known that the minimum of a concave function over a closed bounded convex set is achieved at an extreme point [5] . Hence, in this case, the optimal point p * is an extreme point of P ′ . By Dubin's theorem [6] , any extreme point of P ′ can be written as a convex combination of n+ 1 of fewer extreme points of P. Since any extreme point of P can be achieved by a deterministic decision rule of the form (9), the optimal decision rule is obtained as a randomization among at most n+1 deterministic decision rules of the form (9) . If there are no constraints in (3), i.e., n = 0, the deterministic decision rule given in (9) is optimal and no randomization is required with a concave objective function. The Bayesian, minimax, NP, generalized NP, and restricted Bayesian frameworks all fall under this category.
An immediate and important corollary of the theorem is given below.
Corollary: Likelihood ratios are sufficient statistics for M −ary hypothesis testing under decision criteria that involve arbitrary functions of error probabilities as specified in (3) .
Proof: It is stated in the theorem that a solution of the generic optimization problem in (3) can be expressed in terms of decision rules of the form given in (9) . These decision rules only involve comparisons among V i (y)'s, which are linear w.r.t. the density terms f i (y)'s. Normalizing f i (y)'s with f 0 (y) and defining L i (y) := f i (y)/f 0 (y), we see that an optimal decision rule that solves the problem in (3) depends on the observation y only through the likelihood ratios.
IV. APPLICATION: OPTIMAL TESTS AT THE SENSORS FOR DISTRIBUTED DETECTION WITH CONDITIONALLY INDEPENDENT OBSERVATIONS AND ARBITRARY FUSION
RULE As an application, we consider a canonical parallel distributed hypothesis testing system with K sensors as described below [7] - [9] :
• M −ary hypothesis testing: H ∈ {0, 1, . . . , M − 1}.
• Local sensor observations: y k , k = 1, 2, . . . , K.
• Local sensor outputs: u k = γ k (y k ) ∈ {1, 2, . . . , Q k }, k = 1, 2, . . . , K. • Fusion sensor output:
For generality, we assume randomized quantization and decision rules at the sensors and the fusion center, respectively. More explicitly, the kth local sensor quantizes its raw observation y k into one of Q k quantization levels using the rule
Q k ), i.e., the ith quantization level is chosen with probability δ
i (y k ) = 1 and δ (k) i (y k ) ∈ [0, 1] for i = 1, 2, . . . , Q k . The index of the chosen quantization level is returned by γ k (·). Likewise, based on the quantized local sensor outputs u := (u 1 , u 2 , . . . , u K ), the fusion center makes a decision using the randomized rule
The index of the chosen hypothesis is returned by γ 0 (·). Sensor observations are assumed to be conditionally independent, that is, the joint density of the observations under hypothesis H i obeys
i (y k ) denotes the marginal density of the observed random vector y k at the kth sensor under hypothesis H i . For conditionally independent observations, likelihood quantizers are shown to be optimal under various inference regimes (e.g., if the fusion rule is chosen according to the Neyman-Pearson or Bayes criteria) [10] . Here, we do not impose any restrictions on the detector employed at the fusion center. It can be an arbitrary detector whose performance needs to be optimized w.r.t. some design criterion that depends on the pmfs of the quantized sensor outputs (i.e., observations at the fusion center) under each hypothesis. The detector at the fusion center may also be subject to design based on the selected performance metric. The only requirement is that the performance metric is computed based on the joint pmfs of the quantized observations at the fusion center under the considered hypotheses, as is commonly the case.
The marginal pmf of the kth sensor output can be written in terms of the following probabilities:
for i = 1, 2, . . . , Q k and j = 0, 1, . . . , M − 1. p (k) ij is the probability of choosing the ith quantization level under hypothesis H j at sensor k. Since
for given hypothesis H j and sensor k. Without loss of generality, let p (k) (δ (k) ) denote the (column) vector containing pairwise error probabilities (p
corresponding to sensor k. The conditional pmfs of the kth sensor output under all hypotheses are completely characterized by p (k) (δ (k) ). It follows from the conditional independence of the raw sensor observations that the local sensor outputs u = (u 1 , u 2 , . . . , u K ) are also conditionally independent given the hypothesis. Hence, the joint conditional pmfs of the sensor outputs are completely characterized by the probability vector p := (p (k) (δ (k) )) K k=1 at the fusion center. It is noted that any performance metric that is computed based on the joint conditional (i.e., given the hypothesis) pmfs of the quantized observations at the fusion center is essentially a function of the probability vector p. As a result, the problem of solving for the optimal local sensor decision rules can be expressed in the form of (3) and the results obtained in the previous section can be adapted.
To that aim, let us define the reward for choosing the ith quantization level for the raw observation y k at sensor k as
ij for i = 1, 2, . . . , Q k − 1 and j = 0, 1, . . . , M −1. In a similar way to the analysis in the previous section, it can be shown that the optimal deterministic decision rule that maximizes (v (k) ) T (p (k) (δ (k) )) is given by
In order to completely characterize the form of the optimal decision rules at the local sensors, we also define the set of all boundary points for the rule given in (16) as
where the set of boundary points between the decision regions corresponding to ith and jth quantization levels are defined as
n (y k ) for all 1 ≤ n ≤ Q k , n = i, n = j} (18) Then, from the theorem, we arrive at the following result.
Corollary: An optimal local sensor decision rule at the kth sensor for the problem of distributed detection with conditionally independent observations and a generic decision criterion computed based on the joint pmfs of the quantized sensor outputs at the fusion center is obtained as Case 1: a randomization among at most two deterministic decision rules of the form given in (16), each specified by a distinct v (k) , if B (k) (v (k) ), defined in (17), has zero probability under all hypotheses for all real v (k) ; otherwise Case 2: a randomization among at most M (Q k − 1)+ 1 deterministic decision rules of the form given in (16), one specified by a distinct v (k) and the remaining M (Q k −1) corresponding to the same weights specified by another distinct v (k) .
