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Version Abre´ge´e
L’objet de cette the`se est l’e´tude, du point de vue de la simulation nume´-
rique, du proce´de´ d’e´lectrolyse de l’aluminium.
Les e´quations de Navier-Stokes pour le calcul d’un e´coulement bifluide avec
interface libre sont couple´es aux e´quations de Maxwell de´crivant la re´par-
tition du courant e´lectrique et du champ d’induction magne´tique dans une
cuve d’e´lectrolyse.
L’accent est mis sur une me´thode efficace pour la re´solution du champ d’in-
duction magne´tique existant sur un domaine non-borne´. L’algorithme s’ap-
puie sur une me´thode de de´composition de domaine de type Schwarz et sur
les formules de repre´sentation inte´grale de Poisson pour les fonctions har-
moniques.
Les e´quations aux de´rive´es partielles permettant le calcul de l’e´coulement
sont discre´tise´es en espace et en temps et inte´gre´es a` un logiciel de simula-
tion nume´rique.
Le code de simulation est teste´ sur un cas acade´mique et dans une situation
re´aliste. Les points cle´s du mode`le mathe´matique sont mis en e´vidence.
Finalement le mode`le dynamique est confronte´ a` un code permettant le cal-
cul de solutions stationnaires et de leur stabilite´ au sens line´aire.
Mots cle´s : e´lectrolyse de l’aluminium, couplage magne´tohydrodynamique,
simulation nume´rique, me´thodes d’e´le´ments finis, stabilite´ line´aire et dyna-
mique.
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Abstract
The purpose of this thesis is the study, from the numerical simulation point
of view, of the aluminum electrolysis process.
Navier-Stokes equations for the computation of a two fluids flow with free
interface are coupled with Maxwell equations describing the electric current
repartition and the magnetic induction field in an electrolysis reduction cell.
The emphasis is set on an efficient method for the computation of the magne-
tic induction in an unbounded domain. The algorithm is based on a Schwarz
domain decomposition method and on the Poisson integral representation
formula for harmonic functions.
The partial differential equations that rule the phenomena are discretized in
space and time and implemented in an existing numerical simulation soft-
ware.
This code is then tested on an academic test case and also in a more realistic
situation. The key parts of the mathematical model are emphasized.
Finally the time-evolution model is compared with another approach, dea-
ling with stationary situations and their linear stability.
Keywords : aluminum electrolysis, magnetohydrodynamics, numerical si-
mulation, finite element method, linear and dynamic stability.
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Introduction
Au de´but du 19e`me sie`cle, plusieurs physiciens et chimistes europe´ens
isolent un me´tal encore inconnu dote´ de proprie´te´s tre`s inte´ressantes (faible
oxydabilite´, le´ge`rete´, re´sistance, etc) : l’aluminium. Quelques anne´es plus
tard, dans une mine pre`s des Baux-de-Provence, le ge´ologue Pierre Berthier
de´couvre la haute teneur en aluminium oxyde´ dans le minerai bauxite. En
1827, le chimiste allemand Friedrich Wo¨hler de´veloppe un proce´de´ de re´-
duction a` base de sodium permettant l’extraction d’aluminium pur a` partir
de bauxite. Ce proce´de´, utilise´ pendant un demi-sie`cle, s’ave`re cependant
extreˆmement couˆteux et difficilement utilisable a` e´chelle industrielle.
Dans les anne´es 1886-1887, l’industrie de l’aluminium connaˆıt une pro-
gression rapide graˆce aux travaux du chimiste autrichien Karl Josef Bayer
qui met au point une technique pour obtenir l’alumine (Al2O3) a` partir
de bauxite, appele´ proce´de´ Bayer. Dans le meˆme temps, Paul He´roult et
Charles Martin Hall de´couvrent, inde´pendamment l’un de l’autre, une me´-
thode moins couˆteuse que celle de Wo¨hler pour re´duire l’oxyde d’aluminium
en aluminium pur. Ce proce´de´, dit de Hall-He´roult, est reste´ quasiment in-
change´ depuis.
Cette the`se a pour objet l’e´tude mathe´matique et nume´rique de l’e´lec-
trolyse de l’aluminium, base du proce´de´ de Hall-He´roult.
E´lectrolyse de l’aluminium
En chimie, l’e´lectrolyse de´signe une me´thode permettant de modifier des
liaisons mole´culaires en exploitant l’e´nergie d’un courant e´lectrique. Cette
technique permet par exemple de de´composer l’eau (H2O) en oxyge`ne (O2)
et hydroge`ne (H2) ou, a` l’e´chelle industrielle, d’extraire du chlore (Cl2) a`
partir de chlorure de sodium (NaCl) ou de l’aluminium (Al) a` partir d’alu-
mine (Al2O3).
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Fig. 1 – Cuve d’e´lectrolyse sche´matise´e
De manie`re simplifie´e, l’e´lectrolyse de l’aluminium repose sur les re´ac-
tions suivantes : les mole´cules d’Al2O3 sont dissoutes dans une solution
fortement corrosive porte´e a` haute tempe´rature appele´e e´lectrolyte ou bain
e´lectrolytique et compose´e essentiellement de cryolithe (Na2AlF3) et d’un
me´lange de sels fluore´s permettant d’abaisser la tempe´rature de fusion a`
environ 960oC. Sous l’effet du solvant, les mole´cules d’alumine s’ionisent
comme suit
Al2O3 → 2Al3+ + 3O2−.
Au passage d’un fort courant e´lectrique, applique´ entre une se´rie d’anodes
en carbone partiellement immerge´es dans le bain et un bloc cathodique en
carbone constituant le fond de la cuve (voir Fig. 1), les ions d’oxyge`ne re´-
agissent avec le carbone des anodes selon la re´action
6O2− + 3C → 3CO2 + 6e−,
en de´gageant une importante quantite´ de gaz carbonique. Cette re´action
consomme progressivement les anodes qui doivent eˆtre change´es pe´riodique-
ment. Les ions d’aluminium sont alors transforme´s en aluminium liquide par
la re´action de re´duction
2Al3+ + 6e− → 2Al.
2
Fig. 2 – Hall d’usine RioTinto-Alcan
Le passage du courant e´lectrique a` travers le bain faiblement conducteur
(environ 15′000 fois moins conducteur que l’aluminium) dissipe une grande
quantite´ d’e´nergie par effet Joule1 sous forme de chaleur. A tempe´rature de
production, le bain et l’aluminium sont a` l’e´tat liquide, ne se me´langent pas,
et comme l’aluminium liquide est le plus dense des deux fluides, il peut eˆtre
re´colte´ au fond de la cuve par pompage.
Les flux thermiques entre inte´rieur et exte´rieur de la cuve sont e´tudie´s
pour permettre la cre´ation d’une couche d’e´lectrolyte solidifie´e qui se fixe a`
la paroi. Ces “talus” sont essentiels car ils prote`gent la structure me´tallique
de la cuve contre l’extreˆme corrosivite´ du bain.
Un hall d’usine moderne peut contenir plusieurs centaines de cuves iden-
tiques monte´es en se´ries et relie´es par des conducteurs me´talliques (Fig. 2).
En parcourant ce syste`me, le courant engendre un fort champ d’induction
magne´tique. Dans les cuves, l’interaction entre courant et induction donne
naissance a` une force, dite de Lorentz, qui met en mouvement les fluides.
1Puissance dissipe´e ∝ Courant2 / Conductivite´ e´lectrique.
3
En ge´ne´ral ces de´placements de fluides sont plutoˆt horizontaux, permettant
un brassage continu des liquides et de ce fait une meilleure re´partition de
l’alumine et de la chaleur dans le bain. Cependant, en fonction de l’inten-
site´ du courant, de la distance entre anodes et me´tal ou de la quantite´ de
liquide dans la cuve, des mouvements verticaux de l’interface peuvent appa-
raˆıtre. Cette situation, si elle n’est pas controˆle´e, perturbe le rendement de
production d’une cuve et dans des cas extreˆmes peut engendrer des de´gaˆts
importants. Dans l’industrie, une cuve est conside´re´e stable si les oscillations
verticales de l’interface aluminium-bain sont faibles et ne croissent pas au
cours du temps.
Il est connu que le rendement de production est directement proportion-
nel a` l’intensite´ du courant traversant les cuves qui est de l’ordre, dans les
usines modernes, de plusieurs centaines de milliers d’ampe`res. Une approche
pour optimiser le proce´de´ de Hall-He´roult consiste donc a` cre´er des cuves
pouvant fonctionner avec des courants de plus en plus forts ; c’est a` dire
d’augmenter l’intensite´ e´lectrique tout en limitant au maximum les mouve-
ments verticaux des fluides.
En usine, diverses techniques sont utilise´es et expe´rimente´es pour ame´-
liorer la stabilite´ des cuves. Essentiellement, il s’agit de mieux controˆler les
forces de Lorentz en agissant soit sur le champ d’induction magne´tique, soit
sur la distribution du courant dans les fluides. Une disposition approprie´e
des conducteurs dans un hall permet par exemple de controˆler l’orientation
du champ d’induction magne´tique dans les fluides et ainsi de diminuer les
mouvements verticaux des liquides. L’effet des conducteurs exte´rieurs peut
e´galement eˆtre atte´nue´ en plac¸ant un caisson ferromagne´tique autour des
fluides ce qui a pour effet de dissiper une partie de l’e´nergie magne´tique par
effet d’e´cran.
La re´partition et l’orientation du courant e´lectrique dans les fluides sont
de´pendantes de la ge´ome´trie des conducteurs et du choix des mate´riaux com-
posant les supports de courant. Certaines e´tudes tendent a` prouver qu’aug-
menter ou diminuer les conductivite´s e´lectriques localement peut stabiliser
ou de´stabiliser une cuve.
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Simulation nume´rique
La compre´hension des phe´nome`nes d’instabilite´ dans les cuves d’e´lectro-
lyse est rendue difficile par le fait que les observations et mesures y sont tre`s
complique´es. La haute tempe´rature des fluides, la corrosivite´ du bain et les
champs magne´tiques importants perturbent les campagnes de mesure. Dans
ces conditions les donne´es expe´rimentales se limitent souvent a` des valeurs
de potentiel e´lectrique sur les anodes, de re´sistance globale d’une cuve ou
e´ventuellement du suivi d’un traceur radioactif.
Des expe´riences a` plus petite e´chelle peuvent ne´anmoins eˆtre mene´es en
laboratoire et fournir des informations utiles a` la compre´hension de certains
phe´nome`nes lie´s a` l’e´lectrolyse. Malgre´ tout, le travail avec des me´taux a`
tempe´rature de fusion et soumis a` d’importants champs d’induction magne´-
tique n’est pas anodin et est en ge´ne´ral couˆteux.
Dans ce contexte, la simulation nume´rique permet d’e´tudier a` moindre
couˆt des phe´nome`nes complique´s en e´liminant les contraintes lie´es a` l’obser-
vation. Cependant, e´tant donne´ la complexite´ du proce´de´ de Hall-He´roult
(multiphysique et multichimique), il est raisonnable soit de de´composer le
proble`me global en sous-proble`mes plus abordables du point de vue mathe´-
matique, nume´rique et informatique soit d’ide´aliser certaines caracte´ristiques
ge´ome´triques ou physiques.
Historiquement, de nombreux travaux ont e´te´ effectue´s pour simuler plus
ou moins efficacement les divers phe´nome`nes lie´s a` l’e´lectrolyse. Depuis les
anne´es 1970, des e´tudes the´oriques de´crivent des mode`les de dispersion pour
les ondes d’instabilite´s dans des cuves simplifie´es (voir [1, 2, 3, 4]). Ces e´tudes
ont re´ve´le´ les types d’ondes les plus instables et la corre´lation entre instabi-
lite´ et certaines configurations ge´ome´triques (e´paisseur de liquide, distance
anode-me´tal) ou physiques (effet de la viscosite´, orientation du courant et
du champ d’induction magne´tique).
Un des premiers mode`les nume´riques pour la simulation du mouvement
de l’interface aluminium-bain est duˆ a` Sele ([5], 1977). Dans un contexte
tre`s simplifie´, il e´tablit un crite`re de stabilite´ empirique base´ sur l’e´paisseur
des liquides et l’intensite´ des champs e´lectromagne´tiques. D’autres auteurs
obtiennent des re´sultats inte´ressants en exploitant des mode`les 2D, 3D sim-
plifie´s ou de type “shallow water” ([6, 7, 8]).
Plus re´cemment, Gerbeau et al. ([9]) de´veloppent un mode`le mathe´ma-
tique instationnaire pour de´crire l’e´volution d’instabilite´s magne´tohydrody-
namiques (MHD). Ces auteurs obtiennent des simulations du mouvement de
l’interface dans une cuve cylindrique en discre´tisant les e´quations couple´es
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de Navier-Stokes et de Maxwell par une me´thode d’e´le´ments finis.
Cette the`se s’inscrit dans la continuation d’une longue collaboration,
de´bute´e dans les anne´es 1980, entre l’E´cole Polytechnique Fe´de´rale de Lau-
sanne et l’industrie de l’aluminium. Le but est de de´velopper un logiciel
de simulation nume´rique comprenant divers aspects du processus de Hall-
He´roult. Initialement, le code e´tait principalement de´die´ au calcul d’e´tats
stationnaires de cuves mais, en 30 ans, le logiciel s’est e´toffe´. Des me´thodes
nume´riques ont e´te´ ajoute´es pour permettre : (i) une e´tude line´aire pour
e´valuer la stabilite´ de solutions stationnaires ([10, 11]), (ii) le calcul des
effets ferromagne´tiques dans un caisson autour de la cuve ([12]), (iii) de de´-
terminer la forme des talus d’e´lectrolyte solidifie´e et leur influence sur la
vitesse des fluides par un mode`le couple´ MHD-thermoe´lectrique ([13]), (iv)
une premie`re approche “e´volutive” pour simuler de manie`re instationnaire le
mouvement des fluides ([14, 15]).
Le pre´sent travail s’inspire des travaux de Gerbeau et al. ([16]) et se
base sur les premiers re´sultats obtenus dans la the`se de Sonia Pain ([14]). Le
but est de de´velopper et de mettre en oeuvre informatiquement un outil de
simulation nume´rique efficace pour un mode`le instationnaire du mouvement
des fluides dans une cuve de Hall-He´roult. Notons que l’approche choisie
pour la mode´lisation et le traitement nume´rique des e´quations est diffe´rente
de celle conside´re´e par Gerbeau et al.
Organisation du document
Ce document pre´sente une approche nume´rique permettant de traiter
efficacement les e´quations magne´tohydrodynamiques (MHD) qui re´gissent
le proce´de´ de Hall-He´roult. Le but est de de´velopper en collaboration avec
une e´quipe de recherche de la socie´te´ RioTinto-Alcan2 un outil informatique
efficace pour la simulation et l’optimisation de l’e´lectrolyse de l’aluminium.
Le chapitre 1 pre´sente les aspects physiques d’un proble`me MHD ainsi
que le mode`le mathe´matique utilise´ pour de´crire le phe´nome`ne. Les e´qua-
tions de Navier-Stokes pour les fluides sont couple´es aux e´quations de Max-
well pour le courant e´lectrique et le champ d’induction magne´tique.
Le chapitre 2 est consacre´ aux aspects nume´riques. Les e´quations du mo-
de`le sont discre´tise´es par des me´thodes d’e´le´ments finis, un algorithme de
de´formation de maillage pour le suivi de l’interface est expose´ et une me´-
thode de de´composition de domaine pour traiter efficacement les e´quations
de Maxwell sur un domaine non-borne´ est pre´sente´e. En fin de chapitre,
2Laboratoire de recherche et fabrication (LRF), St-Jean de Maurienne, France
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quelques re´sultats nume´riques illustrent l’efficacite´ du mode`le en reprenant
une ge´ome´trie cylindrique e´tudie´e chez d’autres auteurs et pour laquelle des
mesures expe´rimentales sont disponibles.
Au chapitre 3 nous nous inte´ressons aux difficulte´s inhe´rentes a` l’utilisa-
tion de l’outil de simulation sur des ge´ome´tries industrielles complexes. Une
e´tude est mene´e sur une cuve, dite nume´rique, reprenant les dimensions et
proprie´te´s caracte´ristiques d’une cuve re´elle.
Dans le chapitre 4 le mode`le e´volutif est compare´ avec un mode`le line´aire
pour l’e´tude de la stabilite´ de solutions stationnaires (voir [10, 11]). Le but
est d’e´valuer l’importance des effets non-line´aires sur la stabilite´ d’une cuve
d’e´lectrolyse.
Enfin le chapitre 5 est de´die´ aux aspects informatiques de ce travail de
the`se. Le logiciel de simulation Alucell y est de´crit et plusieurs questions
lie´es a` la performance et aux optimisations possibles sont pre´sente´es.
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Chapitre 1
Mode`le dynamique
Ce premier chapitre est de´die´ au rappel des e´quations re´gissant la ma-
gne´tohydrodynamique (abre´ge´ MHD) dans l’e´lectrolyse. Les e´quations de
Navier-Stokes, classiques de la me´canique des fluides, sont adapte´es a` la si-
tuation d’un bifluide avec interface libre et couple´es aux e´quations de Max-
well, permettant le calcul des forces e´lectromagne´tiques (dites de Lorentz)
agissant sur les fluides.
1.1 Hydrodynamique
Pour produire de l’aluminium industriellement un courant continu de
forte intensite´ traverse la cuve du haut vers le bas et, par effet Joule duˆ a`
la forte re´sistivite´ e´lectrique du bain, fait monter la tempe´rature moyenne
a` environ 960 degre´s Celsius. En parcourant ses divers supports, ce courant
engendre un champ d’induction magne´tique ambiant. L’interaction entre ces
deux champs cre´e alors une force dite de Lorentz (cf. Section. 1.2) qui va
mettre en mouvement les deux fluides.
L’aluminium liquide et le bain e´lectrolytique e´tant des fluides suppose´s
newtoniens, visqueux et incompressibles, leur e´volution peut eˆtre de´crite par
les e´quations de Navier-Stokes incompressibles. Notons que les fluides sont
conside´re´s comme non-miscibles, et que leur e´coulement est en ge´ne´ral tur-
bulent. Les donne´es physiques concernant ces deux fluides sont fournies dans
le tableau 1.1.
Parame`tre Unite´ Symbole Aluminium Bain
Densite´ kg/m3 ρ 2270 2130
Viscosite´ Pa·s µ 2e-3 1e-3
Conductivite´ e´lectrique S/m σ 3.33e6 210
Tab. 1.1 – Parame`tres physiques caracte´ristiques
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Fig. 1.1 – Exemple de ge´ome´trie d’une cuve d’e´lectrolyse : mode`le Lyne-
mouth.
1.1.1 E´quations de Navier-Stokes bifluide
Soit Σ le domaine borne´ de R3 occupe´ par une cuve d’e´lectrolyse (anodes,
cathode, conducteurs, griffes anodiques, fluides, etc) et soit Ω ⊂ Σ le do-
maine fluide comprenant l’aluminium liquide Ωal(t) et le bain e´lectrolytique
Ωel(t), ou` t de´signe le temps (voir Fig. 1.1 et Fig. 1.2). On a bien suˆr que
Ω = Ωal(t) ∪Ωel(t) pour tout temps t. L’interface entre les fluides est note´e
Γ(t), i.e. Γ(t) = Ωal(t) ∩ Ωel(t) pour tout t ≥ 0. On suppose de plus qu’il
existe Π ⊂ R2 et une fonction lisse g : [0,∞)×Π→ R tels que
Γ(t) =
{
~x = (x, y, z) ∈ R3
∣∣∣ z = g(t, x, y), (x, y) ∈ Π, t ∈ [0,∞)} .
En d’autres termes, Γ(t) peut eˆtre vue comme une surface lisse parame´tre´e
par les coordonne´es x et y. Pour plus de clarte´, la densite´ et la viscosite´
de l’aluminium liquide, note´es respectivement ρal et µal sont conside´re´es
constantes en espace et en temps. Il en est de meˆme pour la densite´ et
la viscosite´ du bain ρel et µel. Par la suite, pour autant qu’il n’y ait pas
d’ambigu¨ıte´, on e´crira simplement ρ et µ.
En supposant connus la densite´ de courant traversant la cuve ~j et le
champ d’induction magne´tique ~B, la force qui s’applique sur les fluides,
somme de la gravite´ et des forces de Lorentz, est ~f = ρ~g +~j ∧ ~B. Sous ces
hypothe`ses, la vitesse ~u et la pression p des fluides satisfont les e´quations de
10
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Fig. 1.2 – Domaines et notations.
Navier-Stokes incompressibles :
ρ
∂~u
∂t
+ ρ(~u · ~∇)~u− ~∇ · (τ (~u, p)) = ~f,
dans Ωal(t) ∪ Ωel(t),
~∇ · ~u = 0,
(1.1)
ou` τ est le tenseur des contraintes de´fini par
τ (~u, p) = 2µ(~u)− pI, avec (~u) = 1
2
(
~∇~u+ ~∇~uT
)
. (1.2)
Sur l’interface il convient d’imposer la continuite´ de la vitesse, i.e.
[~u] = 0, sur Γ(t), ∀t ≥ 0. (1.3)
Ici [·] est l’ope´rateur de saut entre Ωal(t) et Ωel(t), i.e. [~u] = ~uel − ~ual avec
~uel (respectivement ~ual), la restriction de la vitesse sur le domaine Ωel(t)
(respectivement Ωal(t)). De plus, pour tenir compte des effets de tension
superficielle, si ~n est la normale unitaire sur Γ(t) pointant vers le domaine
Ωel, on impose e´galement [
τ~n
]
= γH~n, (1.4)
avec γ un coefficient de tension de surface constant qui de´pend des fluides et
H la courbure de Gauss sur Γ(t). L’e´quation (1.4) doit eˆtre comple´te´e par un
terme de bord sur l’interface qui contient la valeur de l’angle de mouillage
(ou angle de contact) entre la surface Γ(t) et la paroi ∂Ω. En pratique cette
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contribution est traite´e en suivant la me´thode pre´sente´e dans [16], c’est a`
dire en introduisant dans la formulation variationnelle de (1.1) une inte´grale
sur Γ et en utilisant une forme surfacique du the´ore`me de la divergence (voir
ci-dessous).
A l’e´quation (1.1) s’ajoute une condition initiale sur la vitesse
~u(0) = ~u0 avec ~∇ · ~u0 = 0, (1.5)
ainsi que des conditions limites de type Dirichlet homoge`ne, ~u = 0, sur une
partie ΓD du bord ∂Ω et de type glissement parfait,
~u · ~n∂Ω = 0 et τ~n∂Ω · ~ti = 0, i = 1, 2, sur ΓS = ∂Ω \ ΓD, (1.6)
avec t1, t2 deux vecteurs line´airement inde´pendants orthogonaux a` la nor-
male exte´rieure a` ∂Ω note´e ~n∂Ω. Les domaines ΓD et ΓS seront pre´cise´s dans
la remarque 2.
Il faut noter qu’en principe, en raison d’un gradient de tempe´rature im-
portant entre l’inte´rieur et l’exte´rieur de la cuve, des talus d’e´lectrolyte so-
lidifie´e se forment a` proximite´ du bord ce qui entraˆıne un changement de
forme du domaine Ω au cours du temps et donc un changement des surfaces
ΓD et ΓS1. Cependant, les effets thermiques ne seront pas pris en compte
dans ce mode`le et nous renvoyons a` [13] pour une e´tude de cette question.
Formulation faible
Conside´rons, pour la pression, l’espace des fonctions de carre´ Lebesgue
inte´grable a` moyenne nulle sur Ω, i.e.
L20(Ω) =
{
q ∈ L2(Ω)
∣∣∣ ∫
Ω
q = 0
}
, (1.7)
et pour la vitesse l’espace suivant :
H˜10 (Ω) =
{
~v ∈ H1(Ω)3
∣∣∣ ~v = 0 sur ΓD et ~v · ~n = 0 sur ΓS}, (1.8)
ou` H1(Ω) est un espace de Sobolev usuel. De`s lors, la forme variationnelle de
l’e´quation (1.1) avec les conditions d’interface (1.3) et (1.4) s’e´crit : trouver
deux applications ~u : (0,∞)→ H˜10 (Ω) et p : (0,∞)→ L20(Ω) satisfaisant∫
Ω
(
ρ
∂~u
∂t
· ~v + ρ(~u · ~∇)~u · ~v + τ (~u, p) : (~v)
)
=
∫
Ω
~f · ~v +
∫
Γ
γH~v · ~n,∫
Ω
q ~∇ · ~u = 0,
(1.9)
1La solidification du bain influence e´galement les courants e´lectriques et champs ma-
gne´tiques car la re´sistivite´ e´lectrique augmente dans les talus.
12
1.1. HYDRODYNAMIQUE
pour tout ~v ∈ H˜10 (Ω) et tout q ∈ L20(Ω). Soit ~n∂Ω la normale unitaire exte´-
rieure a` ∂Ω et ~nΓ = ~n la normale sur Γ(t), de´finissons sur le bord ∂Γ(t) ⊂ ∂Ω
les vecteurs suivants (voir Fig. 1.3) :
~t∂Γ = ~nΓ ∧ ~n∂Ω, ~t∂Ω = ~n∂Ω ∧ ~t∂Γ et ~m = ~t∂Γ ∧ ~nΓ.
Fig. 1.3 – Normales et tangentes pour le terme de tension de surface.
Si on note ~∇Γ~v le gradient surfacique de ~v sur la surface Γ(t)2, i.e.
~∇Γvi = ~∇vi − ~nΓ(~∇vi · ~nΓ), pour i = 1, 2, 3, (1.10)
et par θ l’angle de contact physique, de´fini par l’angle entre ~t∂Ω et ~m, le
terme de tension de surface dans (1.9) doit alors eˆtre re´e´crit comme∫
Γ
γH~v · ~n =
∫
∂Γ
γ cos(θ) ~t∂Ω · ~v −
∫
Γ
γ tr
(
~∇Γ~v
)
. (1.11)
Cette approche pour traiter le terme de tension de surface est de´crite en
de´tails dans [16]. L’ide´e est d’exploiter le fait que la courbure de Gauss
est donne´e par la divergence surfacique de la normale sur l’interface, i.e.
divΓ ~nΓ = H et ainsi∫
Γ
H~v · ~n =
∫
Γ
(divΓ ~nΓ)(~v · ~n) =
∫
∂Γ
~v · ~m−
∫
Γ
tr
(
~∇Γ~v
)
. (1.12)
2le gradient surfacique est la projection orthogonale du gradient sur le plan tangent a`
la surface.
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Remarque 1 La de´termination de l’angle de mouillage θ est une question
difficile car celui-ci de´pend des proprie´te´s des deux fluides et de la paroi.
Dans les cuves d’e´lectrolyse, l’effet de tension de surface peut ne´anmoins
eˆtre en principe ne´glige´ puisqu’il influence la forme de l’interface seulement
dans une couche limite proche de la paroi. Cependant, dans certains cas pour
lesquels les dimensions sont re´duites, ce terme peut avoir une contribution
dominante (voir par exemple la section 2.5.2).
1.1.2 Interface libre
La re´solution de (1.1) ne´cessite la connaissance des domaines Ωal(t) et
Ωel(t) et a fortiori la position de l’interface Γ(t), ∀t ≥ 0. L’e´volution de l’in-
terface au cours du temps peut eˆtre de´crite en utilisant une me´thode de type
Level-Set (cf. [17]), i.e. en de´finissant une fonction ϕ : (0,∞) × Ω de classe
C1 qui satisfait pour tout temps t :
ϕ(t, ~x)

> 0 dans le bain,
< 0 dans l’aluminium,
= 0 sur l’interface.
(1.13)
La surface de niveau donne´e par l’e´quation ϕ = 0 de´termine ainsi univo-
quement la position de l’interface. De plus, ϕ ve´rifie l’e´quation d’Hamilton-
Jacobi :
∂ϕ
∂t
+ v
∣∣~∇ϕ∣∣ = 0 dans Ω, (1.14)
ou` v est la vitesse de l’interface et | · | est la norme euclidienne dans R3.
En fait si on suppose que les particules de fluides sur l’interface restent
sur l’interface au cours du temps, on a v = ~u · ~nΓ sur Γ. De plus, puisque
~nΓ =
~∇ϕ
|~∇ϕ| , on a
v = −
∂ϕ
∂t
|~∇ϕ| = ~u ·
~∇ϕ
|~∇ϕ| ⇒
∂ϕ
∂t
+ ~u · ~∇ϕ = 0 sur Γ. (1.15)
Ainsi l’e´volution de la position de l’interface entre les temps t et t + ∆t
peut eˆtre approche´e par la surface de niveau d’une fonction ϕ˜ calcule´e en
transportant la fonction Level-Set ϕ par l’e´quation
∂ϕ˜
∂t
+ ~u · ~∇ϕ˜ = 0, dans (t, t+ ∆t)× Ω,
ϕ˜(t, ~x) = ϕ(t, ~x), ∀~x ∈ Ω.
(1.16)
Nume´riquement, cette approche ne´cessite de reconstruire la condition initiale
a` chaque pas de temps comme la fonction distance a` l’interface.
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Remarque 2 Une caracte´ristique fondamentale d’un fluide visqueux est
d’adhe´rer a` la paroi. La condition de bord approprie´e pour la vitesse du
fluide dans ce cas est alors de type Dirichlet homoge`ne :
~u = 0, sur ∂Ω. (1.17)
Cette condition fait apparaˆıtre une couche limite sur le bord du domaine
de taille proportionnelle a` la viscosite´. Imposer (1.17) dans notre mode`le
a comme conse´quence ne´gative d’empeˆcher l’interface de glisser le long des
parois, c’est pourquoi dans la suite, sur la paroi late´rale du domaine fluide
note´e ΓS, une condition de glissement parfait (sans frottement) est impose´e,
i.e.
~u · ~n = 0 et τ~n · ~ti = 0, i = 1, 2 sur ΓS , (1.18)
tandis que sur le reste de la frontie`re ΓD = ∂Ω \ ΓS on impose ~u = 0.
1.2 E´lectromagne´tisme
Dans ce paragraphe nous conside´rons la cuve d’e´lectrolyse dans son en-
semble, note´e Σ, comprenant le domaine fluide Ω, les anodes, la cathode et
l’ensemble des conducteurs (griffes anodiques, barres cathodiques, etc) qui
composent le domaine dans lequel le courant e´lectrique circule (voir Fig.
1.1). Ce re´seau de conducteurs peut s’ave´rer tre`s complexe et, pour certains
types de cuve, son design permet de modifier le champ d’induction magne´-
tique pour stabiliser le mouvement des fluides dans la cuve.
Le courant est donc suppose´ entrer par une surface Γin ⊂ ∂Σ, traverser
les fluides des anodes vers la cathode et sortir de la cuve au travers de la
surface Γout ⊂ ∂Σ, avec bien suˆr Γin ∩ Γout = ∅.
Le but de cette section est d’e´tablir, a` partir des e´quations de Maxwell,
un mode`le permettant le calcul des forces de Lorentz ~f = ~j ∧ ~B, ~j de´signant
la densite´ de courant et ~B le champ d’induction magne´tique.
La technique choisie ici est de traiter se´pare´ment sur un pas de temps la
densite´ de courant et le champ d’induction magne´tique.
1.2.1 E´quations de Maxwell
Pour de´crire les phe´nome`nes e´lectromagne´tiques, on a recours aux e´qua-
tions de Maxwell qui mettent en relation, au travers d’e´quations diffe´ren-
tielles (ou inte´grales), la densite´ de courant ~j(t, ~x), le champ d’induction
magne´tique ~B(t, ~x) et le champ e´lectrique ~E(t, ~x).
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La premie`re e´quation, dite loi d’induction de Faraday, lie la circulation
d’un champ e´lectrique ~E a` la variation temporelle du champ d’induction
magne´tique, et s’e´crit
∂ ~B
∂t
+ ~∇∧ ~E = 0. (1.19)
La seconde e´quation, la loi d’Ampe`re, relie le champ magne´tique ~H = 1µ0µr
~B
avec la densite´ de courant de de´placement ∂(
~E)
∂t et la densite´ de courant de
conduction ~j, i.e.
~∇∧ ~H = ∂(
~E)
∂t
+~j. (1.20)
Ici µ0 = 4pi · 10−7 kg m/A2 s2 est la perme´abilite´ magne´tique absolue du
vide, µr la perme´abilite´ relative des mate´riaux et  est la permittivite´. Ne´-
gligeant les courants de de´placement (cf. [8] pour une justification classique)
et, pour l’instant, les effets ferromagne´tiques (µr = 1) l’e´quation (1.20) se
simplifie comme
~∇∧ ~B = µ0~j. (1.21)
Les deux lois (1.19) et (1.21) sont comple´te´es par une e´quation de conserva-
tion du flux d’induction magne´tique dans l’espace R3
~∇ · ~B = 0, (1.22)
et par la loi d’Ohm qui lie la densite´ de courant ~j au champ e´lectrique ~E, a`
l’induction magne´tique ~B et a` la vitesse des fluides ~u :
~j = σ
(
~E + ~u ∧ ~B
)
, (1.23)
ou` σ est la conductivite´ e´lectrique des divers mate´riaux (fonction discon-
tinue, constante par morceaux). La vitesse ~u est donne´e par (1.1) dans le
domaine fluide Ω et est prolonge´e par 0 dans Σ \ Ω. Notons enfin que la loi
(1.21) implique l’e´quation de continuite´ suivante
~∇ ·~j = 0. (1.24)
1.2.2 Potentiel e´lectrique et densite´ de courant
Supposons connus a` un instant t la vitesse des fluides ~u(t, ~x) pour tout
~x ∈ Ω et l’induction magne´tique ~B(t, ~x) pour tout ~x ∈ R3 et construisons un
mode`le pour le calcul de la densite´ de courant ~j. Tout d’abord, l’e´quation
(1.22) assure l’existence d’un potentiel magne´tique vectoriel ~A(t, ~x) ∈ R3
de´fini pour tout ~x ∈ R3 et satisfaisant
~B = ~∇∧ ~A et ~∇ · ~A = 0. (1.25)
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En injectant cette nouvelle variable dans la loi de Faraday (1.19), on a
~∇∧
(
∂ ~A
∂t
+ ~E
)
= 0, (1.26)
et donc l’existence d’un potentiel scalaire V (t, ~x) ∈ R tel que
∂ ~A
∂t
+ ~E = −~∇V. (1.27)
En re´e´crivant la loi d’Ohm (1.23) comme
~j = σ
(
−∂
~A
∂t
− ~∇V + ~u ∧ ~B
)
, (1.28)
et en la combinant a` l’e´quation de continuite´ (1.24), il s’ensuit la relation
suivante entre V , ~B, ~A et ~u
− ~∇ ·
(
σ~∇V
)
= −~∇ ·
(
σ
[
−∂
~A
∂t
+ ~u ∧ ~B
])
dans Σ. (1.29)
Remarquons que puisque ~u = 0 en dehors de Ω, on a
− ~∇ ·
(
σ~∇V
)
= ~∇ ·
(
σ
∂ ~A
∂t
)
dans Σ \ Ω. (1.30)
Lorsque ~A, ~u et ~B sont donne´s, l’e´quation (1.29) est elliptique et peut eˆtre
re´solue en ajoutant des conditions aux limites d’entre´e et de sortie de courant
−~j · ~n = I/|Γin| = σ∂V
∂~n
+ σ
∂ ~A
∂t
· ~n, sur Γin, (1.31)
~j · ~n = I/|Γout| = −σ∂V
∂~n
− σ∂
~A
∂t
· ~n, sur Γout, (1.32)
avec ~n la normale unitaire exte´rieure sur ∂Σ, I l’intensite´ du courant total
fourni et |Γin| et |Γout| les aires des surfaces d’entre´e et de sortie de courant.
Ailleurs sur le bord on impose un flux de courant nul, i.e.
~j · ~n = 0 = −σ∂V
∂~n
− σ∂
~A
∂t
· ~n, sur ∂Σ \ (Γin ∪ Γout). (1.33)
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Formulation faible
En supposant ~A, ~u et ~B connus3, l’e´quation (1.29) avec conditions aux li-
mites (1.31), (1.32) et (1.33) s’e´crit sous forme faible : chercher V ∈ H1(Σ)/R
tel que∫
Σ
σ~∇V · ~∇W = −
∫
Σ
σ
∂ ~A
∂t
· ~∇W +
∫
Ω
σ
(
~u ∧ ~B
)
· ~∇W
+
I
|Γin|
∫
Γin
W − I|Γout|
∫
Γout
W,
(1.34)
pour tout W ∈ H1(Σ)/R. De`s que V est connu, la densite´ de courant ~j
s’obtient explicitement de (1.28).
1.2.3 Induction et potentiel magne´tique
Supposons a` pre´sent que la vitesse ~u et la densite´ de courant ~j sont
connus et voyons comment calculer le champ d’induction magne´tique ~B et
le potentiel magne´tique vectoriel ~A. En l’absence d’effets ferromagne´tiques,
une formule inte´grale, appele´e loi de Biot et Savart, permet de calculer di-
rectement pour tout t > 0 et tout ~x ∈ R3,
~B(t, ~x) =
µ0
4pi
∫
R3
~j(t, ~y) ∧ ~x− ~y|~x− ~y|3 d~y et
~A(t, ~x) =
µ0
4pi
∫
R3
~j(t, ~y)
|~x− ~y| d~y.
(1.35)
D’un point de vue nume´rique, la re´solution de ces formules inte´grales est
tre`s couˆteuse en temps de calcul et, puisque ~A et ~B doivent eˆtre recalcule´s
a` chaque pas de temps, la formulation (1.35) n’est donc pas adapte´e.
En supposant que le mouvement de l’interface4 au cours du temps ne mo-
difie que les courants a` l’inte´rieur de la cuve Σ, une technique efficace pour
optimiser le calcul de ~B consiste a` de´composer la densite´ de courant en deux
parties, i.e.
~j(t, ~x) = ~jhor(~x) + δ~j(t, ~x), ∀t > 0, (1.36)
ou` la partie ~jhor est la densite´ de courant lorsque l’interface Γ est un plan
horizontal tandis que δ~j est la perturbation du courant due a` la de´formation
de l’interface au temps t (voir Fig. 1.4). En ge´ne´ral, le support de ~jhor ne se
limite pas au domaine Σ. En fait, on conside`re souvent pour les calculs un
re´seau de plusieurs cuves connecte´es en se´rie.
3la re´solution pour ~B et ~A est donne´e a` la section 1.2.3.
4Rappelons que l’interface aluminium/bain est en mouvement ce qui cre´e des variations
de densite´ de courant e´lectrique ~j et donc d’induction magne´tique ~B
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Fig. 1.4 – De´composition de la densite´ de courant totale ~j (en bas) en
courant lie´ a` une interface horizontale ~jhor (a` gauche) et courant perturbe´
δ~j (a` droite).
La densite´ de courant perturbe´ δ~j ve´rifie les hypothe`ses suivantes :
δ~j = 0, dans R3 \ Σ,
δ~j · ~n = 0, sur ∂Σ. (1.37)
De plus, si on note ~Bhor le champ induit par ~jhor et δ ~B celui induit par δ~j,
i.e.
~∇∧ ~Bhor = µ0~jhor et ~∇∧ δ ~B = µ0δ~j, (1.38)
on a e´galement, par line´arite´,
~B(t, ~x) = ~Bhor(~x) + δ ~B(t, ~x), ∀t > 0 et ∀~x ∈ R3, (1.39)
et, a fortiori, si ~Ahor et δ ~A sont tels que
~∇∧ ~Ahor = ~Bhor et ~∇∧ δ ~A = δ ~B, (1.40)
on a aussi
~A(t, ~x) = ~Ahor(~x) + δ ~A(t, ~x), ∀t > 0 et ∀~x ∈ R3, (1.41)
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avec ~∇ · ~Ahor = 0 et ~∇ · δ ~A = 0 dans R3. Appliquant la loi d’Ampe`re (1.21)
a` δ~j et δ ~A, on a
~∇∧
(
~∇∧ δ ~A
)
= −∆(δ ~A) = µ0δ~j, dans R3. (1.42)
De plus, puisque supp(δ~j) ⊆ Σ et que Σ est compact on a
−∆δ ~A = 0 dans R3 \ Σ, (1.43)
et δ ~A posse`de le comportement asymptotique suivant
|δ ~A| = O(|~x|−1), lorsque |~x| → ∞. (1.44)
En re´sume´, le calcul de l’induction magne´tique est effectue´ en re´solvant

~Bhor(~x) =
µ0
4pi
∫
R3
~jhor(~y) ∧ ~x− ~y|~x− ~y|3 d~y, ∀~x ∈ R
3,
−∆(δ ~A) = µ0δ~j, dans R3,∣∣∣δ ~A(~x)∣∣∣ = O(|~x|−1), lorsque |~x| → ∞,
δ ~B(~x) = ~∇∧ δ ~A(~x), ∀~x ∈ R3.
(1.45)
Remarque 3 Le proble`me (1.42) est a` re´soudre sur un domaine non borne´,
R3 en l’occurrence. Dans ce cas, e´tant donne´ l’absence de conditions aux li-
mites, une me´thode d’e´le´ments finis classique est difficilement applicable.
Certains auteurs proposent cependant d’exploiter le comportement asympto-
tique de´croissant de δ ~A et d’approcher la solution de (1.42) par la solution
d’un proble`me similaire re´solu dans une boule de rayon R contenant Σ en
imposant des conditions de type Dirichlet homoge`ne sur le bord du domaine.
Plus R est grand, plus la solution du proble`me borne´ converge vers celle du
proble`me non-borne´ mais d’un autre coˆte´ le nombre de degre´s de liberte´ du
proble`me nume´rique associe´ augmente fortement avec R.
Une autre approche est de limiter la re´solution de (1.42) au domaine Σ et
d’imposer des conditions de flux sur le bord ∂Σ du type
δ ~A · ~n∂Σ = q ou δ ~A ∧ ~n∂Σ = ~k, (1.46)
ou` ~n∂Σ est la normale unitaire exte´rieure sur ∂Σ. La difficulte´ dans ce cas est
d’obtenir des valeurs ade´quates pour q et ~k a` partir de mesures ou d’e´tudes
empiriques.
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Une troisie`me possibilite´ consiste a` appliquer une technique dite de condi-
tions aux limites transparentes (ou artificielles) dans laquelle des conditions
au bord sous forme inte´grale sont impose´es sur une frontie`re artificielle du
domaine de calcul.
Dans ce document nous pre´sentons une autre me´thode largement utilise´e
pour la re´solution de proble`mes exte´rieurs, base´e sur un algorithme de de´-
composition de domaine de type Schwarz avec recouvrement (cf. section
2.3.2) et s’appuyant sur le fait que δ ~A est harmonique a` l’exte´rieur de Σ.
1.2.4 Ferromagne´tisme
Afin de re´duire l’effet du champ magne´tique sur le mouvement des fluides,
les cuves d’e´lectrolyse sont entoure´es d’un caisson compose´ de mate´riaux fer-
romagne´tiques. L’intensite´ du champ de force agissant sur les fluides peut
ainsi eˆtre atte´nue´ par effet d’e´cran et le mouvement de l’interface rendu plus
stable.
Soit Λ ∈ R3 le domaine ouvert borne´ de l’espace occupe´ par le caisson
ferromagne´tique dont la perme´abilite´ magne´tique µr(| ~H|) ≥ 1 de´pend de
la norme euclidienne du champ magne´tique ~H. Comme on peut le voir sur
la figure 1.5 ce coefficient de perme´abilite´ est grand lorsque l’intensite´ du
champ magne´tique est faible et tend vers 1 lorsque cette intensite´ devient
grande.
En supposant connu le champ d’induction magne´tique ~Bhor associe´ a` une
interface horizontale5 et calcule´ sans effets ferromagne´tiques par la formule
de Biot-Savart (cf. premie`re e´quation du syste`me (1.45)), on introduit un
mode`le, dit de potentiel scalaire, pour tenir compte de l’effet d’e´cran duˆ au
caisson Λ. Tout d’abord rappelons que si ~Hhor est le champ magne´tique
correspondant a` ~Bhor, alors, en l’absence de mate´riaux ferromagne´tiques,
on a dans tout l’espace R3
~Bhor = µ0 ~Hhor, (1.47)
~∇ · ~Bhor = 0, (1.48)
~∇∧ ~Hhor = ~jhor. (1.49)
A pre´sent, si on note ~Bhorf l’induction magne´tique et ~H
hor
f le champ ma-
gne´tique modifie´ par la pre´sence du caisson, alors ~Bhorf ne peut pas eˆtre
5Rappelons que, e´tant donne´ la de´composition (1.36), le champ ~Bhor est inde´pendant
du temps.
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Fig. 1.5 – Perme´abilite´ magne´tique du caisson ferromagne´tique.
explicitement calcule´ a` partir de ~jhor mais ve´rifie dans tout l’espace R3
~Bhorf = µ0µr
(| ~Hhorf |) ~Hhorf , (1.50)
~∇ · ~Bhorf = 0, (1.51)
~∇∧ ~Hhorf = ~jhor. (1.52)
Soustrayant les e´quations (1.49) et (1.52), on a l’existence d’un potentiel
scalaire continu ψ : R3 → R tel que
~Hhorf (~x)− ~Hhor(~x) = ~∇ψ(~x), ∀~x ∈ R3. (1.53)
De plus en combinant (1.53) avec les e´quations pre´ce´dentes on peut voir que
ψ ve´rifie pour tout ~x ∈ R3,
− ~∇ ·
(
µ¯(~x, s(~x))~∇ψ(~x)
)
= −~∇ ·
(
Hhor(~x)− µ¯(~x, s(~x)) ~Hhor(~x)) , (1.54)
ou` s(~x) := | ~Hhor(~x) + ~∇ψ(~x)| et µ¯ : R3 × R+ → R+ est de´fini par
µ¯(~x, s) =
{
µr(s), si ~x ∈ Λ, s ∈ R+,
1, si ~x ∈ R3 \ Λ, s ∈ R+. (1.55)
Finalement, pour garantir une e´nergie finie, on admet le comportement
asymptotique suivant
|ψ(~x)| = O(|~x|−1), lorsque |~x| → ∞. (1.56)
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Remarquons que, puisque µ¯ = 1 a` l’exte´rieur du caisson Λ, on a
∆ψ = 0, dans R3 \ Λ. (1.57)
En conclusion, l’effet d’e´cran ferromagne´tique sur le champ d’induction ~Bhor
peut eˆtre calcule´ en re´solvant le proble`me non-line´aire suivant
−~∇ ·
(
µ¯~∇ψ
)
= −~∇ ·
(
(1− µ¯) ~Hhor
)
, dans R3,
|ψ(~x)| = O(|~x|−1), lorsque |~x| → ∞,
(1.58)
et en posant
~Bhorf (~x) =
(
~Bhor(~x) + µ0~∇ψ(~x)
)
, ∀~x ∈ Σ. (1.59)
Remarque 4 Dans ce document les de´tails de la re´solution du proble`me
ferromagne´tique (1.58) ne sont pas pre´sente´s mais peuvent eˆtre trouve´s dans
[12]. Signalons simplement que le proble`me non-borne´ pour le potentiel ψ
e´tant proche du proble`me (1.42) pour le champ δ ~A, les meˆmes me´thodes
de re´solution peuvent eˆtre applique´es (voir remarque 3). Ne´anmoins, e´tant
donne´ le caracte`re non-line´aire de l’e´quation (1.58), un algorithme de type
point fixe est ne´cessaire pour re´soudre le proble`me ferromagne´tique.
1.3 Conclusion
Le terme magne´tohydrodynamique (MHD) de´signe les phe´nome`nes phy-
siques meˆlant me´canique des fluides et e´lectromagne´tisme. De´crire ce genre
de phe´nome`nes via une simulation nume´rique requiert un mode`le couplant
les e´quations de Navier-Stokes, (1.1) dans notre cas, et les e´quations de Max-
well (1.11) a` (1.17).
Essentiellement, le couplage intervient d’une part au niveau du calcul de
la force agissant sur les fluides, somme de la gravite´ et des forces de Lorentz,
~f = ρ~g +~j ∧ ~B, (1.60)
ne´cessitant la connaissance de la densite´ de courant ~j et du champ d’induc-
tion magne´tique ~B dans les fluides. D’autre part, ces quantite´s sont lie´es a`
la vitesse des fluides via la loi d’Ohm :
~j = σ
(
~E + ~u ∧ ~B
)
. (1.61)
Dans ce travail, le choix a e´te´ fait de traiter se´pare´ment sur un pas de
temps les e´quations de Navier-Stokes et les e´quations de Maxwell. Si on se
donne ∆t > 0, tn = n∆t pour tout n ∈ N et la discre´tisation temporelle
suivante :
0 = t0 < t1 < t2 < · · · < tn < . . . (1.62)
l’algorithme ite´ratif pour calculer l’e´volution temporelle des phe´nome`nes
physiques MHD re´sidant dans la cuve Σ s’e´crit alors :
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A. Initialisation
• En plac¸ant la cuve Σ dans une situation statique, i.e. ~u = 0 et Γ ho-
rizontale, calculer ~jhor en re´solvant (1.34)-(1.28) et ~Bhor, ~Ahor par la
loi de Biot-Savart. Ajouter l’effet du caisson ferromagne´tique en cal-
culant ~Bhorf d’apre`s les e´quations (1.58) et (1.59) en suivant une des
me´thodes de´crites dans [12]. Substituer alors ~Bhor par ~Bhorf .
• Au temps t = t0, e´tant donne´es une vitesse initiale u0 et une position
initiale de l’interface Γ0, de´finir : ~u(t0) = u0 et Γ(t0) = Γ0.
B. Ite´rations
Pour tout n ∈ N, calculer sur (tn, tn+1) :
• Potentiel et courant : la densite´ de courant ~j = ~j(tn+1) est donne´e en
re´solvant (1.34) et (1.28). On pose alors
δ~j = ~j −~jhor. (1.63)
• Induction magne´tique : E´tant donne´ δ~j, on re´sout le proble`me non-
borne´ (1.42) pour δ ~A (voir section 2.3.2) et on pose
~B = ~Bhor + ~∇∧ δ ~A. (1.64)
• Connaissant la force qui s’exerce sur les fluides au temps tn+1 :
~f = ρ~g +~j ∧ ~B, (1.65)
et les domaines Ωal(tn) et Ωel(tn), on re´sout la forme faible des e´qua-
tions de Navier-Stokes (1.9) pour trouver la vitesse des fluides ~u(tn+1).
• La fonction ϕ˜(~x, tn) est construite comme la distance (verticale) signe´e
entre ~x ∈ Ω et l’interface Γ(tn) et transporte´e via l’e´quation (1.16) sur
l’intervalle de temps (tn, tn+1) avec ~u(tn+1) comme champ de convec-
tion. L’interface Γ(tn+1) est alors de´finie comme la surface de niveau
ϕ˜(·, tn+1) = 0.
Dans ce chapitre, on a vu comment traiter les e´quations MHD pour
simuler le mouvement de l’interface dans une cuve d’e´lectrolyse de l’alumi-
nium. Dans le chapitre a` venir, voyons comment traiter nume´riquement ces
e´quations pour re´soudre effectivement les proble`mes aux de´rive´es partielles
introduits ici.
24
Chapitre 2
Aspects nume´riques
Ce chapitre est consacre´ aux me´thodes nume´riques utilise´es pour dis-
cre´tiser les e´quations MHD du chapitre 1. L’accent est mis principalement
sur la partie e´lectromagne´tique pour laquelle une me´thode de de´composi-
tion de domaine est introduite pour traiter le proble`me non-borne´ (1.42).
Cependant, dans un premier temps, une me´thode de splitting en temps pour
re´soudre les e´quations de Navier-Stokes tire´e de [18] est pre´sente´e.
Les e´quations traite´es ici e´tant assez classiques, aucune e´tude d’existence
ou d’unicite´ des solutions n’est reprise dans ce document et le lecteur est
renvoye´ aux nombreux ouvrages de re´fe´rence qui traitent de la question
comme [19], [20], [21], [22], [18], [23] et [16], pour une analyse the´orique
de´taille´e.
Le mode`le nume´rique est construit a` partir d’e´le´ments finis continus de
type Galerkin de degre´ 1 pour la discre´tisation en espace et de diffe´rences
finies de type Euler implicite pour la discre´tisation temporelle. Le but est
d’effectuer les calculs instationnaires a` l’aide d’un logiciel d’e´le´ments finis P1,
appele´ Alucell1, qui permet de´ja` d’e´tudier divers aspects de l’e´lectrolyse
(voir [14, 13, 11] par exemple).
A la fin de ce chapitre, en guise de validation, le mode`le est applique´ a`
la simulation de l’e´coulement dans un creuset cylindrique de´ja` e´tudie´ chez
d’autres auteurs et pour lequel des donne´es expe´rimentales existent.
1Le logiciel Alucell est de´crit en de´tails au chapitre 5.
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2.1 Hydrodynamique
On a vu au chapitre pre´ce´dent que la vitesse ~u et la pression p des fluides
satisfont les e´quations de Navier-Stokes incompressibles :
ρ
∂~u
∂t
+ ρ(~u · ~∇)~u− ~∇ · (τ (~u, p)) = ~f,
~∇ · ~u = 0, dans Ωal(t) ∪ Ωel(t),
∂ϕ˜
∂t
+ ~u · ~∇ϕ˜ = 0,
Ωal(t) =
{
~x ∈ Ω ∣∣ ϕ˜(t, ~x) < 0} ,
Ωel(t) =
{
~x ∈ Ω ∣∣ ϕ˜(t, ~x) > 0} ,
(2.1)
ou` τ est le tenseur des contraintes de´fini par
τ (~u, p) = 2µ(~u)− pI, avec (~u) = 1
2
(
~∇~u+ ~∇~uT
)
, (2.2)
et avec les conditions limites et d’interface suivantes :
[~u] = 0, sur Γ(t),
[τ~n] = γH~n, sur Γ(t),
~u = 0, sur ΓD,
~u · ~n = 0, sur ΓS ,
τ~n · ~ti = 0, i = 1, 2 sur ΓS .
(2.3)
Graˆce a` la the´orie du splitting d’ope´rateur de´veloppe´e dans [18] on va mon-
trer que la re´solution de cette e´quation est e´quivalente a` la re´solution d’un
proble`me de Stokes et d’un proble`me de transport line´aire. Commenc¸ons
par rappeler les bases de cette technique.
2.1.1 Splitting d’ope´rateur
Conside´rons dans un premier temps le proble`me a` valeur initiale suivant
∂ω
∂t
+A1ω +A2ω = 0,
ω(0) = ω0,
(2.4)
ou` ω(t) ∈ Rd, ∀t > 0, ω0 ∈ Rd et ou` A1 et A2 sont des matrices d× d re´elles
inde´pendantes. La solution de ce proble`me est alors donne´e par
ω(t) = e−(A1+A2)tω0, ∀t ≥ 0. (2.5)
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Soit ∆t > 0 un pas de discre´tisation temporelle et posons pour tout n ∈ N
et α ∈ R, tn+α = (n+ α)∆t. L’e´quation (2.5) implique alors
ω(tn+1) = e−(A1+A2)∆tω(tn), ∀n ≥ 0. (2.6)
Supposons maintenant que les matrices A1 et A2 commutent, nous avons
alors de (2.6) :
ω(tn+1) = e−A2∆te−A1∆tω(tn), ∀n ≥ 0, (2.7)
et ainsi ω(tn+1) peut eˆtre obtenu exactement de ω(tn) en re´solvant
∂υ
∂t
+A1υ = 0, sur (tn, tn+1),
υ(tn) = ω(tn),
(2.8)
ωn+1/2 = υ(tn+1), (2.9)
et 
∂w
∂t
+A2w = 0, sur (tn, tn+1),
υ(tn) = ωn+1/2,
(2.10)
ω(tn+1) = w(tn+1). (2.11)
Dans (2.9) et (2.10), ωn+1/2 de´note une valeur pre´dite de ω a` t = tn+1 ;
en effet (2.9) peut eˆtre vu comme un pas de pre´diction tandis que le pas
(2.11) agit comme correcteur. Le proble`me (2.4) peut donc eˆtre re´solu en
initialisant
ω0 = ω0, (2.12)
puis, pour tout n ≥ 0, en cherchant ωn+1 en suivant le sche´ma (2.8) a` (2.11).
Cette technique est du type splitting d’ope´rateur et est exacte si A1 et A2
commutent. De plus, si A1 et A2 ne commutent pas, on peut prouver que le
sche´ma est de premier ordre en pre´cision.
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Le proble`me de Navier-Stokes peut eˆtre conside´re´ comme un cas particulier
de 
∂~ω
∂t
+ (A+B)~ω = 0,
~ω(0) = ~ω0,
(2.13)
ou` A est l’ope´rateur de Stokes et B est l’ope´rateur de transport non-line´aire.
Nous savons alors (cf.[18]) que ce proble`me peut eˆtre re´solu par le sche´ma
d’ordre 1 en temps suivant : conside´rer la vitesse initiale,
~u(0) = ~u0; (2.14)
puis chercher, pour n ≥ 0, ~un+1 a` partir de ~un en re´solvant sur (tn, tn+1),
(Stokes)

ρ
∂~u
∂t
− ~∇ · (τ (~u, p)) = ~f,
dans Ωal(tn) ∪ Ωel(tn),
~∇ · ~u = 0,
[~u] = 0 & [τ~n] = γH~n, sur Γ(t),
~u(tn) = ~un,
~un+1/2 = ~u(tn+1),
(2.15)
puis sur (0,∆t),
(Trsp)

∂~u
∂t
+ (~un+1/2 · ∇)~u = 0, dans Ωal(tn) ∪ Ωel(tn),
~u(0) = ~un+1/2,
~un+1 = ~u(∆t),
∂ϕ˜
∂t
+ ~un+1 · ~∇ϕ˜ = 0, dans Ωal(tn) ∪ Ωel(tn),
ϕ˜(0) = ϕ(tn).
(2.16)
En d’autres termes, la re´solution des e´quations de Navier-Stokes ins-
tationnaires peut eˆtre ramene´e a` la re´solution successive d’un proble`me de
Stokes e´volutif et d’un proble`me de transport line´aire. Nous allons donc nous
inte´resser a` la discre´tisation en e´le´ments finis de ces deux sous-proble`mes.
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2.1.2 E´quation de Stokes
En reprenant les espaces fonctionnels L20(Ω) et H˜
1
0 (Ω) de´finis au chapitre
pre´ce´dent dans (1.7) et (1.8), la formulation faible de l’e´quation de Stokes
(2.15) avec les conditions d’interface (1.3) et (1.4) s’e´crit alors : chercher
~u : (0,∞)→ H˜10 (Ω) et p : (0,∞)→ L20(Ω) tels que∫
Ω
(
ρ
∂~u
∂t
· ~v + τ (~u, p) : (~v)
)
=
∫
Ω
~f · ~v +
∫
∂Γ
γ cos(θ)~t∂Ω · ~v −
∫
Γ
γ tr
(
~∇Γ~v
)
,
∫
Ω
q ~∇ · ~u = 0,
(2.17)
pour tout ~v ∈ H˜10 (Ω) et tout q ∈ L20(Ω).
Soit ∆t > 0. On introduit une discre´tisation temporelle uniforme de pas
∆t, i.e. tn = n∆t, pour tout n ∈ N. Soit h > 0, un maillage en te´trae`dres
T nh du domaine Ω est construit de sorte que :
• Le maillage T nh est compose´ de MΩh e´le´ments te´trae´driques Ki tels que
hKi = diam(Ki) < h, pour tout i = 1, . . . ,M
Ω
h ;
• Le maillage est conforme dans le sens ou` deux e´le´ments adjacents par-
tagent exactement une face commune ;
• L’ensemble compose´ des sommets du maillage T nh est note´ S(T nh ) et
est de cardinalite´ NΩh ;
• Le maillage est compatible avec l’interface Γ(tn) dans le sens ou` un
e´le´ment de T nh est conside´re´ soit entie`rement dans le bain Ωel(tn), soit
entie`rement dans l’aluminium liquide Ωal(tn). Dans cette configuration
l’interface est approche´e par un maillage surfacique Γnh compose´ de
faces triangulaires de T nh .
Remarque 5 A la section 2.2 on verra comment construire une suite de
maillages (T nh )∞n=0 qui conservent la meˆme topologie (meˆme nombre de noeuds,
meˆme nombre d’e´le´ments et meˆme voisins) en de´formant a` chaque pas de
temps un maillage de re´fe´rence Tˆh. L’avantage principal de cette technique
est que l’interface aluminium-bain co¨ıncide en tout temps avec une surface
compose´es de faces de T nh , ce qui facilite l’e´valuation des inte´grales volu-
miques sur Ωal et Ωel et des termes de tension de surface sur Γ et ∂Γ.
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Suivant une approche e´le´ments finis classique, on de´finit les espaces de di-
mension finie suivants
Vnh =
{
~vh ∈
[
C0(Ω)
]3 ∣∣∣ ~vh|K ∈ [P1(K)]3, ∀K ∈ T nh } , (2.18)
Qnh =
{
qh ∈ C0(Ω)
∣∣∣ qh|K ∈ P1(K), ∀K ∈ T nh } , (2.19)
ou` P1(K) est l’espace des polynoˆmes de degre´ 1 sur l’e´le´ment K. La semi-
discre´tisation en espace avec stabilisation du type Brezzi-Pitka¨ranta (voir
[24] et [20] ) du proble`me de Stokes sur (tn, tn+1) s’e´crit alors : pour tout
t ∈ (tn, tn+1), chercher ~uh(t) ∈ Vnh ∩ H˜10 (Ω) et ph(t) ∈ Qnh ∩ L20(Ω) tels que :
∫
Ω
(
ρ
∂~uh(t)
dt
· ~vh + τ (~uh(t), ph(t)) : (~vh)
)
=
∫
Ω
~fh(t) · ~vh +
∫
∂Γ
γ cos(θ)~t∂Ω · ~vh −
∫
Γ
γ tr
(
~∇Γ~vh
)
,
−
∫
Ω
qh~∇ · ~uh(t) =
∑
K∈T nh
αSh
2
K
µ
∫
K
~∇ph(t) · ~∇qh,
(2.20)
pour tout ~vh ∈ Vnh ∩ H˜10 (Ω) et qh ∈ Qnh ∩ L20(Ω). Ici, ~fh(t) est l’interpole´ de
Lagrange du champ de force sur T nh et αS est un parame`tre de stabilisation
positif inde´pendant de h, ρ et µ.
Remarque 6 Les termes de stabilisation dans (2.20) sont ne´cessaires en
raison de l’utilisation d’e´le´ments finis P1 pour la vitesse et la pression (voir
[20], [25] et [24]). Un autre choix classique serait l’utilisation d’e´le´ments
dits stables, P2 pour la vitesse et P1 en pression (voir [22] et [18]) pour
lesquels aucun terme supple´mentaire n’est ne´cessaire. Dans notre cas, e´tant
donne´ que les e´quations sont discre´tise´es dans l’optique d’eˆtre inte´gre´es a` un
code de simulation P1 ( Alucell voir chapitre 5), la premie`re solution est
approprie´e.
Introduisons encore la forme comple`tement discre´tise´e de (2.17) en utilisant
un sche´ma d’Euler re´trograde en temps : e´tant donne´ une approximation de
la vitesse au temps tn, ~unh ∈ Vnh ∩ H˜10 (Ω), chercher ~un+1/2h ∈ Vnh ∩ H˜10 (Ω) et
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p
n+1/2
h ∈ Qnh ∩ L20(Ω) au temps tn+1 tels que∫
Ω
(
ρ
~u
n+1/2
h − ~unh
∆t
· ~vh + τ (~un+1/2h , pn+1/2h ) : (~vh)
)
=
∫
Ω
~f
n+1/2
h · ~vh +
∫
∂Γ
γ cos(θ)~t∂Ω · ~vh −
∫
Γ
γ tr
(
~∇Γ~vh
)
,
−
∫
Ω
qh~∇ · ~un+1/2h =
∑
K∈T nh
αSh
2
K
µ
∫
K
~∇pn+1/2h · ~∇qh,
(2.21)
pour tout ~vh ∈ Vnh ∩ H˜10 (Ω) et qh ∈ Qnh ∩ L20(Ω).
Remarque 7 E´tant donne´ que le sche´ma de splitting (2.14)-(2.16) est d’ordre
1 en pre´cision, il est inutile de choisir un sche´ma d’ordre plus e´leve´ pour la
discre´tisation temporelle de (2.17). Un sche´ma d’Euler implicite est donc
approprie´.
2.1.3 Viscosite´ et turbulence
Pour mieux prendre en compte la turbulence des e´coulements dans notre
code, nous optons pour des mode`les dits de me´lange (cf. [26], [27]), purement
alge´briques, qui peuvent eˆtre facilement pris en compte dans les e´quations.
Notons que nous laissons de coˆte´ des mode`les plus complexes tels que les
mode`les de type k −  (voir par exemple [28, 29]).
L’ide´e est de remplacer la viscosite´ scalaire µ dans les e´quations (1.2) et
(2.17) par un tenseur µ = (µij), i, j = 1, 2, 3 qui fait apparaˆıtre une de´pen-
dance entre viscosite´ et vitesse. Plusieurs candidats sont alors possibles :
• Cas laminaire isotrope
µij = µL, ∀i, j = 1, 2, 3. (2.22)
C’est le cas trivial ou` l’introduction du tenseur est e´quivalente a` la
formulation avec une viscosite´ scalaire.
• Cas turbulent isotrope
µij = µL + ραth2
√
2(~uh) : (~uh), ∀i, j = 1, 2, 3. (2.23)
ou` h est le pas d’espace de la discre´tisation en e´le´ments finis et αt est
un parame`tre nume´rique a` calibrer. Ce tenseur est proportionnel aux
variations locales du champ de vitesse via le tenseur ( ~uh). Il mode´lise
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ainsi l’augmentation des effets visqueux quand les particules de fluides
subissent de forts gradients de vitesse, sans toutefois tenir compte de
la direction de ces gradients.
• Cas turbulent anisotrope
µij = µL + ραth2
∣∣ij(~uh)∣∣, ∀i, j = 1, 2, 3. (2.24)
Le tenseur propose´ ici diffe`re de (2.23) dans le fait important que cette
fois le terme de turbulence tient compte se´pare´ment des directions de
variation du champ de vitesse.
2.1.4 Projection des forces
Pour accroˆıtre la pre´cision du sche´ma de re´solution pour le proble`me de
Stokes, on peut e´liminer dans le terme de densite´ de force la contribution
qui n’engendre pas de mouvements. On rappelle pour c¸a le re´sultat suivant
tire´ de [22] :
The´ore`me 1 Tout champ de forces ~f ∈ [L2(Ω)]3 posse`de la de´composition
orthogonale suivante :
~f = ~∇φ+ ~∇∧ ~ϑ, (2.25)
ou` φ ∈ H1(Ω)/R est l’unique solution de
∫
Ω
~∇φ · ~∇η =
∫
Ω
~f · ~∇η, ∀η ∈ H1(Ω)/R, (2.26)
et ~ϑ ∈ [H1(Ω)]3 satisfait
~∇∧ ~ϑ ∈ L2(Ω) et ~∇ · ~ϑ = 0. (2.27)
Le the´ore`me 1 signifie qu’un champ de forces peut eˆtre de´compose´ en une
contribution rotationnelle, moteur du mouvement des fluides, et une contri-
bution gradient qui peut eˆtre inte´gre´e dans la pression. L’ide´e est d’appliquer
ce re´sultat a` chaque pas de temps pour e´liminer la partie gradient de la force
~f dans l’e´quation de Stokes discre´tise´e (2.21), i.e. de re´soudre : e´tant donne´
~unh ∈ Vnh ∩ H˜10 (Ω), chercher ~un+1/2h ∈ Vnh ∩ H˜10 (Ω) et p˜n+1/2h ∈ Qnh ∩ L20(Ω)
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tels que∫
Ω
(
ρ
~u
n+1/2
h − ~unh
∆t
· ~vh + τ (~un+1/2h , p˜n+1/2h ) : (~vh)
)
=
∫
Ω
(
~f
n+1/2
h − ~∇φn+1/2h
)
· ~vh +
∫
∂Γ
γ cos(θ)~t∂Ω · ~vh −
∫
Γ
γ tr
(
~∇Γ~vh
)
,
−
∫
Ω
qh~∇ · ~un+1/2h =
∑
K∈T nh
αSh
2
K
µ
∫
K
~∇p˜n+1/2h · ~∇qh,
(2.28)
pour tout ~vh ∈ Vnh ∩ H˜10 (Ω) et qh ∈ Qnh ∩ L20(Ω) et ou` φn+1/2h ∈ Qnh ∩ L20(Ω)
est solution de∫
Ω
~∇φn+1/2h · ~∇ηh =
∫
Ω
~f
n+1/2
h · ~∇ηh, ∀ηh ∈ Qnh ∩ L20(Ω). (2.29)
Notons que p˜n+1/2h ne repre´sente plus la pression des fluides mais est relie´e
a` pn+1/2h par l’e´quation
~∇pn+1/2h − ~∇φn+1/2h = ~∇p˜n+1/2h . (2.30)
2.1.5 E´quation de transport
Une re´solution efficace du proble`me de transport (2.16) est cruciale, car
comme nous le verrons par la suite, les e´coulements de fluides dans les cuves
d’e´lectrolyse sont des e´coulements a` Reynolds tre`s e´leve´s (≥ 105 typique-
ment), rendant ainsi les phe´nome`nes physiques duˆs au transport de parti-
cules dominants devant les effets visqueux.
Sous forme variationnelle, le proble`me de transport line´aire (2.16) pour la
vitesse s’e´crit : chercher ~u : (0,∆t)→ [H1(Ω)]3 ve´rifiant ~u(0) = ~un+1/2 et∫
Ω
∂~u
∂t
· ~v +
∫
Ω
(~un+1/2 · ~∇)~u · ~v = 0, ∀ ~v ∈ [H1(Ω)]3. (2.31)
En appliquant une me´thode de Galerkin P1 avec stabilisation SUPG (voir
[30] et [31]), la semi-discre´tisation en espace de (2.31) prend la forme sui-
vante : pour t ∈ (0,∆t), on cherche ~uh(t) ∈ Vnh satisfaisant, ~uh(0) = ~un+1/2
et∫
Ω
∂~uh
∂t
· ~vh +
∫
Ω
(~un+1/2h · ~∇)~uh · ~vh
+
∑
K∈T nh
βhK
2‖~un+1/2h ‖L2(K)
∫
K
(~un+1/2h · ~∇)~uh · (~un+1/2h · ~∇)~vh = 0,
(2.32)
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pour tout ~vh ∈ Vnh . Le re´el β est un parame`tre de stabilisation inde´pendant
du pas de discre´tisation spatial.
Comme avant, appliquons encore un sche´ma d’Euler implicite en temps. Le
proble`me comple`tement discre´tise´ est alors : e´tant donne´ ~un+1/2h ∈ Vnh ∩
H˜10 (Ω) issu de la re´solution du proble`me de Stokes (2.21), on cherche ~u
n+1
h ∈
Vnh satisfaisant :∫
Ω
~un+1h − ~un+1/2h
∆t
· ~vh +
∫
Ω
(~un+1/2h · ~∇)~un+1h · ~vh
+
∑
K∈T nh
βhK
2‖~un+1/2h ‖L2(K)
∫
K
(~un+1/2h · ~∇)~un+1h · (~un+1/2h · ~∇)~vh = 0,
(2.33)
pour tout ~vh ∈ Vnh .
Remarque 8 D’un point de vue nume´rique, la re´solution du proble`me (2.33)
est tre`s rapide e´tant donne´ que les trois composantes de la solution ~un+1h sont
inde´pendantes.
Transport de l’interface
La discre´tisation de l’e´quation de transport pour la fonction ϕ˜ (1.16) est
similaire a` (2.33). Connaissant ϕ˜nh ∈ Qnh (reconstruite a` chaque pas de temps
comme la distance a` l’interface) et la vitesse de convection ~un+1h ∈ Vnh issue
de la re´solution de (2.33), on cherche ϕ˜n+1h ∈ Qnh tel que∫
Ω
ϕ˜n+1h − ϕ˜nh
∆t
· vh +
∫
Ω
(~un+1h · ~∇ϕ˜n+1h )vh
+
∑
K∈T nh
βhK
2‖~un+1h ‖L2(K)
∫
K
(~un+1h · ~∇ϕ˜n+1h )(~un+1h · ~∇vh) = 0,
(2.34)
pour tout vh ∈ Qnh.
Remarque 9 La vitesse de convection utilise´e ici est la vitesse du fluide is-
sue du sche´ma de splitting complet ~un+1h . On pourrait, pour gagner du temps,
re´soudre une seule e´quation de transport pour calculer ~un+1h et ϕ˜
n+1
h en pre-
nant comme vitesse de convection la vitesse interme´diaire du sche´ma ~un+1/2h .
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2.2 De´formation du maillage
En ge´ne´ral, la technique Level-Set est associe´e a` l’utilisation d’un maillage
fixe. Si on veut bien capter l’interface entre les fluides dans ce cas, des
maillages suffisamment fins sont ne´cessaires, au moins dans un voisinage de
l’interface. Cette contrainte ne se preˆte pas tre`s bien aux simulations sur
cuve d’e´lectrolyse car, d’un point de vue nume´rique, il est difficile de mailler
suffisamment finement les fluides tout en tenant compte de la ge´ome´trie
comple`te des cuves. Typiquement, le maillage du domaine fluide ne repre´-
sente en effet que 50% du maillage total. D’autre part, la construction des
matrices e´le´mentaires pour les divers proble`mes e´le´ments finis a` re´soudre est
plus difficile dans ce cas puisqu’il faut a` chaque pas de temps de´tecter l’in-
tersection entre maillage et interface et effectuer les diffe´rentes inte´grations
sur des polye`dres qui ne sont plus exclusivement des te´trae`dres.
De ce fait, il est raisonnable d’introduire une technique de de´formation de
maillage pour suivre le mouvement de l’interface au cours du temps. L’ide´e
est de de´placer certains noeuds en fonction de la surface de niveau ϕ˜ = 0
pour que l’interface soit en tout temps compose´e de faces du maillage, puis
dans un deuxie`me temps de de´tendre les mailles restantes pour conserver
une bonne qualite´ de maillage au cours du temps.
Pour simplifier cette partie, il est commode de conside´rer un maillage
original du domaine fluide, note´ Tˆh, dans lequel l’interface aluminium/bain
est une surface plane d’altitude z0 ∈ R et dont le maillage en triangles est
note´ Γˆh. Dans les sections 2.2.1 et 2.2.2 on va montrer comment, a` chaque
pas de temps tn, construire le maillage T nh du domaine Ωal(tn) ∪ Ωel(tn) en
de´formant le maillage original Tˆh.
Pour eˆtre assure´ de conserver un maillage conforme au cours du temps,
on commence par associer a` chaque noeud ~xi ∈ S(Tˆh), i = 1, . . . , NΩh une
ligne trajectoire, i.e. une courbe dans R3 parame´tre´e par une fonction lisse
~γi : R → R3 le long de laquelle le noeud peut se de´placer. En tout temps
tn, un noeud ~xi du maillage original atteint sa nouvelle position ~xni ∈ S(T nh )
sur la trajectoire ~γi, i.e. pour tout i = 1, . . . , NΩh il existe si ∈ R tel que
~xi = ~γi(si) et il existe sni ∈ R tel que ~xni = ~γi(sni ) est un noeud du maillage
T nh . Notons que ces lignes trajectoires ne de´pendent en principe que de la
forme de la cuve et peuvent, en ge´ne´ral, eˆtre choisies comme des segments
de droite (voir Fig. 2.1). En particulier si les bords late´raux de la cuve
sont verticaux les lignes trajectoires seront toutes semblables, paralle`les aux
bords. Par contre si les bords de la cuve sont incline´s, comme c’est le cas
pour beaucoup de cuves industrielles, il faut modifier les trajectoires en
conse´quence.
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Lignes trajectoires
Interface
Fig. 2.1 – Exemples de trajectoires possibles en fonction de la ge´ome´trie
des cuves. Gauche : bords verticaux, droite : bords incline´s. Les noeuds du
maillage ne peuvent se de´placer que sur ces lignes.
2.2.1 Interface
Supposons connu, au temps tn, le maillage en te´trae`dres du domaine
fluide T nh de sorte que le maillage 2D de l’interface, note´ Γnh , soit exclusi-
vement compose´ de faces (triangles) du maillage T nh . On peut de´finir, en
chaque noeud ~xni ∈ S(T nh ), la fonction ϕnh(~xni ) comme distance signe´e a`
l’interface, i.e.
ϕnh(~x
n
i ) =

dist(~xni ,Γ
n
h ), si ~x
n
i ∈ S(T nh ) ∩ Ωel(tn),
−dist(~xni ,Γnh ), si ~xni ∈ S(T nh ) ∩ Ωal(tn),
(2.35)
ou` dist(~x,Γnh ) de´signe la distance verticale entre un point ~x ∈ Ω du domaine
fluide et la surface Γnh . On remarque que le maillage Γ
n
h co¨ıncide avec la
surface de niveau ϕnh = 0.
Supposons connue la vitesse ~un+1h sur T nh calcule´e de (2.33). En re´sol-
vant l’e´quation de transport (2.34) sur (tn, tn+1) avec ϕnh comme condition
initiale, on peut trouver la fonction Level-Set convecte´e sur T nh : ϕ˜n+1h . La
surface de niveau ϕ˜n+1h = 0 de´termine la nouvelle position de l’interface.
Ainsi la premie`re e´tape de l’algorithme de de´formation consiste a` de´placer
les noeuds ~xnk de Γ
n
h vers une nouvelle position ~x
n+1
k ve´rifiant
ϕn+1h (~x
n+1
k ) = 0, ∀k = 1, . . . , NΓh , (2.36)
ou` NΓh est la cardinalite´ de S(Γ
n
h ).
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Pour tout k = 1, . . . , NΓh , la restriction de la fonction ϕ˜
n+1
h sur la trajectoire
~γk associe´e au noeud ~xnk est donne´e par la fonction χk : R→ R telle que
χk(s) =
(
ϕ˜n+1h ◦ ~γk
)
(s). (2.37)
Ainsi la recherche de la nouvelle position du noeud de l’interface ~xn+1k se
rame`ne a` la recherche du ze´ro de χk sur R, i.e. pour tout k = 1, . . . , NΓh ,
trouver s¯ ∈ R tel que
χk(s¯) = 0 et poser ~xn+1k = ~γk(s¯). (2.38)
Notons que la recherche des ze´ros de la fonction χk peut eˆtre re´alise´e par
n’importe quelle me´thode de point fixe. Cependant, comme ϕ˜n+1h est en
ge´ne´ral proche d’une fonction line´aire, la me´thode la plus naturelle est un
algorithme de la se´cante qui converge tre`s rapidement dans ce cas, i.e. e´tant
donne´s deux points s0 et s1 dans R, proches si possible de la solution s¯, on
calcule jusqu’a` convergence
sm+1 = sm − sm − sm−1
χk(sm)− χk(sm−1) χk(sm) , m = 1, 2, . . . (2.39)
La principale difficulte´ de cette recherche est de calculer efficacement χk(sm)
pour tout m par interpolation 3D de la fonction ϕ˜n+1h au point ~γk(sm) qui
n’est, en principe, pas un noeud du maillage T nh .
2.2.2 De´formation “e´lastique”
Ci-dessus on a vu comment combiner la technique Level-Set avec un al-
gorithme de de´formation pour reconstruire a` chaque pas de temps le maillage
de l’interface Γn+1h . Ci-dessous nous allons de´crire la technique permettant
de propager cette de´formation au maillage des fluides T nh .
Tout d’abord, afin de conserver un maillage correct au cours du temps,
il convient de de´finir une zone autour de l’interface dans laquelle les noeuds
peuvent eˆtre de´place´s. Soient zm, zp ∈ R avec zm < z0 < zp et tels que
l’espace entre zm et zp ne soit compose´ que de fluide (ni anodes, ni cathode,
ni conducteurs). Dans la majorite´ des cas zm est l’altitude de la surface
supe´rieure de la cathode et zp est l’altitude infe´rieure des anodes (voir Fig.
2.2).
Les seuls noeuds qui peuvent se de´placer sont donc ceux dont l’altitude
se situe entre zm et zp. Le reste du maillage des fluides est garde´ fixe. Cette
spe´cification permet de conserver inchange´ le maillage des anodes meˆme
lorsque celles-ci sont plonge´es dans le bain.
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Fig. 2.2 – Zone de de´formation du maillage du domaine fluide T nh .
Le maillage T n+1h au temps tn+1 est construit a` partir de Tˆh et Γn+1h de
la manie`re suivante :
• Aluminium : Pour tout noeud ~xi ∈ S(Tˆh) d’altitude z ∈ R ve´rifiant
zm ≤ z ≤ z0 on de´finit λ ∈ [0, 1] tel que
λ =
z − zm
z0 − zm . (2.40)
Si ~γi : R→ R3 est la parame´trisation de la trajectoire passant par ~xi,
alors il existe a, b ∈ R tels que ~γi(a) est sur la surface forme´e par les
triangles de Γˆh et ~γi(b) sur celle forme´e par ceux de Γn+1h (voir Fig.
2.3). On pose alors
~xn+1i = ~xi + λ ·
(
~γi(b)− ~γi(a)
)
. (2.41)
Le coefficient λ assure que la de´formation soit proportionelle a` la dis-
tance entre un noeud et l’interface dans le maillage de re´fe´rence. En
particulier, si z → zm la de´formation tend vers ze´ro. La transformation
entre Tˆh et T n+1h peut eˆtre vue comme une de´formation e´lastique du
maillage de re´fe´rence.
• Bain : Pour tout noeud ~xi ∈ Tˆh d’altitude z ∈ R ve´rifiant z0 ≤ z ≤ zp
on de´finit λ ∈ [0, 1] tel que
λ =
zp − z
zp − z0 . (2.42)
La nouvelle position de ~xi est alors donne´e par (2.41) et ici la de´for-
mation tend vers ze´ro lorsque z → zp.
Pour illustrer cet algorithme, la figure 2.4 pre´sente un exemple de de´for-
mation effectue´e avec cette technique sur un maillage 2D.
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Fig. 2.3 – De´formation “e´lastique” du maillage.
Fig. 2.4 – De´formation “e´lastique” du maillage. A gauche Tˆh, a` droite T n+1h .
2.2.3 Lissage
Suivant le choix des pas de discre´tisation h et ∆t ou des parame`tres
de stabilisation αS et β, des instabilite´s nume´riques peuvent engendrer des
oscillations dans la fonction ϕ˜n+1h . La construction du maillage de l’interface
Γn+1h comme la surface de niveau ϕ˜
n+1
h = 0 peut alors faire apparaˆıtre
des pics et des creux sur la surface (voir Fig. 2.5). Ces discontinuite´s non
physiques de l’interface sont proble´matiques dans la mesure ou` elles peuvent
provoquer de fortes perturbations dans la distribution du courant e´lectrique,
qui aura tendance a` eˆtre surestime´ au voisinage des pics et sous-estime´ au
voisinage des creux.
Pour palier a` ce proble`me, on introduit une technique de lissage de l’in-
terface. Si le maillage de l’interface Γ au temps tn compte N := NΓh noeuds
(xk, yk, zk) ∈ R3, k = 1, . . . , N , e´tant donne´ un entier m ≥ 1 on construit
une surface lisse Sm,n de´finie par
Sm,n =
{
(x, y, z) ∈ R3 ∣∣ z = gm,nh (x, y)} , (2.43)
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Fig. 2.5 – Oscillations nume´riques sur l’interface (gauche) et effet du lissage
(droite).
ou` gm,nh : R
2 → R est un polynoˆme de degre´ m (dans chaque direction
d’espace) et qui minimise la distance a` Γnh au sens des moindres carre´s
suivant :
gm,nh = argmin
g∈Qm(R2)
N∑
k=1
(
zk − g(xk, yk)
)2
. (2.44)
L’espace Qm(R2) de´signe l’ensemble des fonctions polynomiales de degre´ m
dans chaque direction d’espace, i.e.
Qm(R2) = span
{
xiyj
∣∣∣ (x, y) ∈ R2 et 0 ≤ i, j ≤ m, i, j ∈ N} . (2.45)
Si {pij}0≤i,j≤m est une base de Qm(R2), le calcul de gm,nh est e´quivalent a`
chercher les coefficients gˆnij ∈ R, 0 ≤ i, j ≤ m tels que
gm,nh (x, y) =
m∑
i,j=0
gˆnij pij(x, y), ∀(x, y) ∈ R2. (2.46)
De`s lors, si on construit la matrice jacobienne du proble`me (2.44), i.e. la
matrice rectangulaire de dimension N × (m+ 1)2 suivante :
J =
 p00(x1, y1) . . . pmm(x1, y1)... . . . ...
p00(xN , yN ) . . . pmm(xN , yN )
 , (2.47)
et les vecteurs ~z ∈ RN et ~g ∈ R(m+1)2 de´finis comme
~z =
 z1...
zN
 et ~g =
 gˆ
n
00
...
gˆnmm
 , (2.48)
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alors le proble`me de minimisation (2.44) est e´quivalent au proble`me matriciel
suivant
JTJ ~g = JT~z ⇔ ~g = (JTJ)−1 JT~z. (2.49)
Re´soudre l’e´quation (2.49) a` chaque pas de temps permet de reconstruire
une interface lisse en posant, pour k = 1, . . . , N ,
znewk :=
m∑
i,j=0
gˆnijpij(xk, yk). (2.50)
Noter que cette dernie`re ope´ration peut eˆtre effectue´e efficacement sous
forme d’un produit matrice-vecteur en calculant
~z new := (znew1 , . . . , z
new
N )
T = J ~g. (2.51)
Remarque 10 La re´solution du proble`me line´aire (2.49) est tre`s rapide car
le syste`me associe´ est de taille assez re´duite (m+1)2. En fait, il faut imposer
que (m + 1)2 soit petit en comparaison avec N puisque le de´terminant de
JTJ tend vers ze´ro lorsque (m+1)2 tend vers N . Cependant, cette contrainte
n’est pas tre`s restrictive puisqu’en ge´ne´ral N ∝ 1
h2
est suffisamment grand.
Remarque 11 Le choix de la base polynomiale {pij}mi,j=0 n’est pas anodin
car il de´termine le conditionnement de la matrice JTJ. Un choix judicieux
est l’utilisation de polynoˆmes orthogonaux construits par tensorisation de
polynoˆmes de Jacobi 1D. Nous renvoyons a` l’annexe A pour une discussion
plus de´taille´e sur le sujet.
D’autres techniques de lissage sont bien suˆr possibles. Pre´ce´demment,
une me´thode de lissage locale e´tait utilise´e : pour e´liminer un “pic” en un
noeud une moyenne de la de´formation sur les e´le´ments voisins du noeud
e´tait substitue´e a` l’altitude du noeud conside´re´. Cette manie`re de proce´der
est extreˆmement facile a` mettre en oeuvre mais est tre`s diffusive. En effet,
si on applique plusieurs fois un lissage localise´ sur le meˆme maillage Γh,
celui-ci va s’aplanir de plus en plus jusqu’a` eˆtre comple`tement plan. Ainsi
plus le pas de temps est petit, plus ce type de lissage diffuse, ce qui doit bien
suˆr eˆtre e´vite´. Au contraire, la technique des moindres carre´s applique´e sur
un maillage de´ja` lisse ne produit pas d’effet. Ainsi la diffusion nume´rique
engendre´e par le lissage est faible et devient presque inde´pendante du pas
de temps.
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2.2.4 Conservation du volume
Il est bien connu que les sche´mas nume´riques utilise´s ici, au contraire
d’une formulation de type Volume of fluid, ne garantissent pas que les vo-
lumes de l’aluminium et du bain soient conserve´s au cours du temps. En
particulier, si le pas de temps est grand, on observe une tendance a` perdre
du volume d’aluminium liquide au profit du volume de bain e´lectrolytique.
Pour contrer ce phe´nome`ne il est utile d’appliquer un ajustement vertical
de la position de l’interface a` chaque pas de temps pour compenser la perte
volumique.
2.3 E´lectromagne´tisme
Cette section est de´die´e a` la discre´tisation des e´quations de Maxwell
pour le calcul nume´rique des forces de Lorentz ~f = ~j ∧ ~B. On commence
par discuter le calcul de la densite´ de courant par une me´thode de Galerkin
classique puis on pre´sente une me´thode de de´composition de domaine de
type Schwarz pour la re´solution du champ d’induction magne´tique ~B.
Contrairement a` la section 2.1 ici le domaine de calcul n’est plus le do-
maine fluide Ω mais, pour le courant ~j, la cuve comple`te Σ (amene´es et
sorties de courants, anodes, cathode, fluides, etc) et pour le champ ~B tout
l’espace R3. Une attention particulie`re doit donc eˆtre apporte´e a` la gestion
des maillages de ces domaines pour garantir un calcul efficace (voir 2.3.3).
En fait, une hie´rarchie de maillage doit eˆtre construite pour permettre aux
diffe´rentes solutions d’eˆtre prolonge´es ou restreintes d’un domaine vers un
autre.
2.3.1 Potentiel e´lectrique et densite´ de courant
Dans le chapitre pre´ce´dent on a vu que la densite´ de courant e´lectrique
~j e´tait lie´e a` la vitesse des fluides ~u, au champ d’induction magne´tique ~B
(et potentiel magne´tique ~A) et au potentiel e´lectrique V via la loi d’Ohm
(1.28) que l’on rappelle ici
~j = σ
(
−∂
~A
∂t
− ~∇V + ~u ∧ ~B
)
, (2.52)
ou` σ est la conductivite´ e´lectrique suppose´e constante par mate´riaux. Au
temps tn on introduit un maillage en te´trae`dres de la cuve Σ que l’on note
Snh et tel que :
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• Le maillage Snh est compose´ de MΣh e´le´ments avec MΣh > MΩh et
hKi = diam(Ki) < h, pour tout i = 1, . . . ,M
Σ
h ;
• Le maillage Snh est conforme au sens ou` deux e´le´ments adjacents par-
tagent exactement une face commune ;
• L’ensemble compose´ des sommets du maillage Snh est note´ S(Snh ) et
est de cardinalite´ NΣh ;
• Le maillage Snh est un prolongement du maillage T nh dans le sens ou`
T nh ⊂ Snh et S(T nh ) ⊂ S(Snh ) ;
• Contrairement aux noeuds des fluides, les noeuds dans S(Snh ) \S(T nh )
ne se de´placent pas au cours du temps.
Pour ce maillage, on de´finit l’espace de dimension finie
J nh =
{
ξ ∈ C0(Σ)
∣∣∣ ξ|K ∈ P1(K), ∀K ∈ Snh} . (2.53)
Si on connaˆıt au temps tn en tout noeud de Snh une approximation de la vi-
tesse des fluides ~unh, du champ d’induction magne´tique ~B
n
h et des potentiels
magne´tiques vectoriels ~An−1h et ~A
n
h, on peut e´crire la forme faible discre´ti-
se´e en espace de l’e´quation (1.34) comme : chercher V nh ∈ J nh ∩L20(Σ) tel que
∫
Σ
σ~∇V nh · ~∇ξh = −
∫
Σ
σ
~Anh − ~An−1h
∆t
~∇ξh +
∫
Ω
σ
(
~unh ∧ ~Bnh
)
· ~∇ξh
+
I
|Γin|
∫
Γin
ξh − I|Γout|
∫
Γout
ξh, ∀ξh ∈ J nh ∩ L20(Σ).
(2.54)
Introduisant une base de Lagrange pour l’espace J nh ∩ L20(Σ), on peut
re´e´crire et re´soudre le proble`me stationnaire (2.54) sous forme alge´brique.
L’approximation de la densite´ de courant au temps tn est alors obtenue ex-
plicitement par
~jnh = σ
(
−
~Anh − ~An−1h
∆t
− ~∇V nh + ~unh ∧ ~Bnh
)
. (2.55)
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2.3.2 Induction magne´tique
La principale difficulte´ pour le calcul du champ d’induction magne´tique
~B est le fait qu’il est de´fini dans tout l’espace R3. Sans conditions aux limites
mais avec des conditions de de´croissance a` l’infini, il est difficile d’appliquer
une me´thode e´le´ments finis de Galerkin. Une solution classique pour contour-
ner ce proble`me est de restreindre artificiellement les e´quations de Maxwell
a` un domaine borne´ de l’espace contenant la cuve Σ et d’imposer des condi-
tions aux bords de ce domaine du type (voir par exemple [16])
~B · ~n = q ou ~B ∧ ~n = ~k. (2.56)
Cette technique ne´cessite de pouvoir estimer efficacement les grandeurs q ou
~k. Malheureusement, il faut noter qu’obtenir ces quantite´ en effectuant des
mesures est de´licat, en particulier dans un environnement industriel.
Une autre ide´e largement re´pandue pour la re´solution de proble`mes non-
borne´s (voir par exemple [32]) consiste en un couplage entre FEM (“Finite
element method”) dans un domaine borne´ et BFEM (“Boundary finite ele-
ment method”) sur le bord. Un de´faut classique de ces me´thodes est le fait
que les inte´grales de bord peuvent engendrer des matrices non-creuses qui
occupent une grande place en me´moire et contribuent a` augmenter le temps
de calcul.
Dans cette section on montre comment combiner un algorithme de de´-
composition de domaine de type Schwarz et une repre´sentation inte´grale de
champs harmoniques pour calculer efficacement les perturbations de l’induc-
tion magne´tique au cours du temps (voir aussi [33]).
La me´thode est base´e sur l’hypothe`se qu’en tout temps t on peut de´-
composer la densite´ de courant et le champ d’induction magne´tique associe´
en
~j(t) = ~jhor + δ~j(t) et ~B(t) = ~Bhor + δ ~B(t), (2.57)
ou` ~jhor et ~Bhor sont respectivement la densite´ de courant et l’induction ma-
gne´tique dans la cuve Σ lorsque l’interface est un plan horizontal et δ~j(t)
posse`de les proprie´te´s suivantes pour tout temps t
δ~j = 0, dans R3 \ Σ,
δ~j · ~n = 0, sur ∂Σ. (2.58)
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E´tape pre´liminaire
La premie`re e´tape est le calcul de ~jhor et ~Bhor. Du point de vue nume´-
rique on verra que cette partie peut eˆtre vue comme une e´tape de preproces-
sing puisque ~jhor et ~Bhor sont inde´pendants du temps et ne correspondent
pas a` une condition initiale mais sont indispensables pour calculer ~B(t).
Si on note Sˆh le maillage original de la cuve dans lequel l’interface est un
plan horizontal (Sˆh est le prolongement de Tˆh a` Σ), il est possible d’appliquer
le sche´ma nume´rique de la section 2.3.1 pour obtenir une approximation de
la densite´ de courant ~jhorh sur le maillage Sˆh.
Remarque 12 Pour le calcul de ~jhorh , on suppose que la cuve est dans une
situation statique (~u = 0) et on ne´glige la de´rive´e temporelle de ~A. La loi
d’Ohm prend alors la forme simplifie´e suivante :
~jhorh = −σ~∇Vh, (2.59)
et le proble`me de Galerkin (2.54) pour le calcul du potentiel e´lectrique Vh
devient simplement : chercher Vh ∈ Jˆh ∩ L20(Σ) tel que∫
Σ
σ~∇Vh~∇ξh = I|Γin|
∫
Γin
ξh − I|Γout|
∫
Γout
ξh, ∀ξh ∈ Jˆh ∩ L20(Σ), (2.60)
ou` Jˆh =
{
ξ ∈ C0(Σ)
∣∣∣ ξ|K ∈ P1(K), ∀K ∈ Sˆh} .
Le champ d’induction magne´tique ~Bhor e´tant inde´pendant du temps, il est
raisonnable, du point de vue du temps de calcul, de l’e´valuer directement
par la formule de Biot-Savart
~Bhor(~x) =
µ0
4pi
∫
Σ
~jhor(~y) ∧ ~x− ~y|~x− ~y|3 d~y, ∀~x ∈ R
3. (2.61)
Nume´riquement, en supposant que le champ ~jhorh est constant par e´le´ment
sur le maillage Sˆh, une approximation de ~Bhor est donne´e par
~Bhorh (~x) =
µ0
4pi
∑
K∈Sˆh
[
~jhorh
∣∣
K
∧ ~IK
(
~G~x
)]
, ∀~x ∈ R3. (2.62)
Ici l’application ~f 7→ ~IK(~f) est une formule de quadrature de type Gauss
sur l’e´le´ment K ∈ Sˆh qui a` une fonction ~f : R3 → R3 fait correspondre
une approximation de son inte´grale sur l’e´le´ment K et ~G~x : R3 → R3 est le
noyau de Green de´finit pour tout ~x ∈ R3 par
~G~x(~y) =
~x− ~y
|~x− ~y|3 , ~y 6= ~x. (2.63)
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Remarque 13 Lorsque ~x est un point contenu dans l’e´le´ment K, les points
d’inte´gration associe´s a` la formule de quadrature ~IK doivent eˆtre diffe´rents de
~x. En fait, e´tant donne´ la singularite´ du noyau de Green dans cette situation,
l’erreur de quadrature sur l’e´le´ment K peut eˆtre importante. Pour e´viter ce
proble`me on peut utiliser les formules d’inte´gration exacte du noyau de Green
de´crites dans [34].
Remarque 14 Sur un maillage fin, le calcul de ~Bhorh peut s’ave´rer tre`s
couˆteux en temps CPU, mais posse`de la proprie´te´ remarquable d’eˆtre inde´-
pendant pour chaque point ~x conside´re´. Un algorithme “embarrassingly pa-
rallel” permettant de distribuer le calcul sur plusieurs processeurs peut donc
eˆtre facilement mis en oeuvre informatiquement (cf. section 5.3.2).
Remarque 15 Le champ ~Bhor est en ge´ne´ral modifie´ par la pre´sence d’un
caisson ferromagne´tique qui entoure la cuve d’e´lectrolyse. L’intensite´ de l’in-
duction magne´tique peut ainsi eˆtre re´duite dans les fluides. Dans la section
1.2.4, on a vu que cet effet d’e´cran peut eˆtre calcule´ en re´solvant le pro-
ble`me non-line´aire (1.58). Diverses techniques pour approcher nume´rique-
ment l’e´crantage ferromagne´tique sont de´crites et compare´es dans [12] mais
ne sont pas reprises ici.
Algorithme de Schwarz
Au chapitre pre´ce´dent, on a vu que le calcul du champ perturbe´ δ ~B(t)
peut se ramener a` la recherche d’un potentiel magne´tique vectoriel δ ~A(t) ∈
R3 qui ve´rifie pour t fixe´ et δ~j(t) connu
−∆δ ~A(t) = µ0δ~j(t), dans R3,∣∣δ ~A(~x, t)∣∣ = O(|~x|−1), lorsque |~x| → ∞, (2.64)
et
δ ~B(t) = ~∇∧ δ ~A(t). (2.65)
Pour simplifier l’e´criture, l’argument t est omis par la suite.
Remarque 16 Puisque δ~j = 0 dans R3 on a
~∇ · (∆δ ~A) = 0 ⇒ ∆(~∇ · δ ~A) = 0. (2.66)
Comme δ ~A est harmonique a` l’exte´rieur de Σ et que∣∣δ ~A(~x)∣∣ = O(|~x|−1), lorsque |~x| → ∞, (2.67)
on peut prouver que∣∣~∇ · δ ~A(~x)∣∣ = O(|~x|−2), lorsque |~x| → ∞. (2.68)
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Ainsi, en posant ω = ~∇ · δ ~A, on a
−∆ω = 0, dans R3,∣∣ω(~x)∣∣ = O(|~x|−2), lorsque |~x| → ∞,
⇒ ω ≡ 0 ⇒ ~∇ · δ ~A = 0.
(2.69)
Si on de´finit Ψ : R3 → R comme une des trois composantes de δ ~A et f : R3 →
R la composante correspondante de µ0δ~j, le syste`me (2.64) est e´quivalent a`
re´soudre trois fois le proble`me de Poisson suivant
−∆Ψ = f, dans R3,
|Ψ(~x)| = O(|~x|−1), lorsque |~x| → ∞,
(2.70)
ou` supp(f) ⊂ Σ est un compact de R3. Soit l’espace suivant, dit de Beppo-
Levi :
W 1(R3) =
{
g : R3 → R
∣∣∣∣ g(~x)1 + |~x| ∈ L2(R3) et ~∇g ∈ (L2(R3))3
}
. (2.71)
La formulation faible de (2.70) s’e´crit alors : trouver Ψ ∈W 1(R3) tel que∫
R3
~∇Ψ~∇φ =
∫
R3
fφ, ∀φ ∈W 1(R3). (2.72)
Il est bien connu (voir [35]) que ce proble`me admet une solution unique qui
est aussi solution du proble`me (2.70).
Soit a` pre´sent r > 0 tel que la boule de rayon r centre´e a` l’origine
Br =
{
~x ∈ R3 ∣∣ |~x| < r} , (2.73)
contienne le domaine compact Σ. D’apre`s (2.70), Ψ est harmonique a` l’ex-
te´rieur de Br et la formule de repre´sentation inte´grale de Poisson suivante
s’applique :
Ψ(~x) =
1
4pir
(
|~x|2 − r2
)∫
∂Br
Ψ(~y)
|~y − ~x|3 ds(~y), ∀~x ∈ R
3 \ Br, (2.74)
ou` ∂Br est la sphe`re centre´e a` l’origine de rayon r. Ce re´sultat permet de cal-
culer la valeur de Ψ en tout point de R3\Br en ne connaissant Ψ que sur ∂Br.
Soit R > r et BR la boule de rayon R centre´e a` l’origine. En exploitant
(2.74) un algorithme de type de´composition de domaine avec recouvrement
BR \ Br (Schwarz) permet de re´soudre (2.72) :
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(i) Initialisation : Soit Ψ0 : BR → R tel que
−∆Ψ0 = f, dans BR,
Ψ0 = 0, sur ∂BR,
(2.75)
i.e. Ψ0 ∈ H10 (BR) tel que∫
BR
~∇Ψ0~∇φ =
∫
supp(f)
fφ, ∀φ ∈ H10 (BR), (2.76)
ou` H10 (BR) est l’espace des fonctions dans H1(BR) qui s’annulent sur
la frontie`re ∂BR.
(ii) Ite´rations pour i = 0, 1, 2, . . . , calculer successivement
a) Proble`me harmonique : trouver Ψi+
1
2 ∈W 1(R3 \ Br) qui satisfait
∆Ψi+
1
2 = 0, dans R3 \ Br,
Ψi+
1
2 = Ψi, sur ∂Br,
Ψi+
1
2 (~x) = O(|~x|−1), lorsque |~x| → ∞.
(2.77)
b) Proble`me elliptique : trouver Ψi+1 ∈ H1(BR) qui satisfait
−∆Ψi+1 = f, dans BR,
Ψi+1 = Ψi+
1
2 , sur ∂BR.
(2.78)
Le re´sultat qui suit illustre la convergence de l’algorithme.
The´ore`me 2 (Estimation a priori [36]) 2 Si Ψ est la solution exacte du
proble`me de Poisson (2.70) et que Ψ0 est tel que −∆Ψ0 = f dans BR et
Ψ0 = 0 sur ∂BR, alors, pour tout Ψi issu de l’algorithme (2.77)-(2.78), on
a l’estimation a priori suivante :∥∥Ψ−Ψi∥∥
L∞(BR) ≤
( r
R
)i ‖Ψ‖L∞(∂BR). (2.79)
En particulier, on obtient
lim
i→∞
∥∥Ψ−Ψi∥∥
L∞(BR) = 0. (2.80)
2Ce the´ore`me et sa preuve ont e´te´ publie´s dans [36] mais sont repris ici pour la com-
modite´ du lecteur.
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Fig. 2.6 – Illustration de la me´thode de Schwarz.
Preuve.
Soit l’erreur ei = Ψ − Ψi de´finie sur BR et ei+1/2 = Ψ − Ψi+1/2 de´finie sur
R3 \ Br, on a :
a) ei+
1
2 ∈W 1(R3\Br) satisfait
∆ei+
1
2 = 0, dans R3 \ Br,
ei+
1
2 = ei, sur ∂Br,
ei+
1
2 (~x) = O(|~x|−1), lorsque |~x| → ∞.
(2.81)
b) ei+1 ∈ H1(BR) ve´rifie
∆ei+1 = 0, dans BR,
ei+1 = ei+
1
2 , sur ∂BR.
(2.82)
Par la formule de repre´sentation de Poisson (2.74), on a
ei+
1
2 (~x) =
(|~x|2 − r2)
4pir
∫
∂Br
ei(~y)
|~x− ~y|3 ds(~y), ∀~x ∈ R
3 \ Br. (2.83)
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Le pas d’initialisation implique que ∆e0 = 0 dans BR et e0 = Ψ sur ∂BR.
En appliquant le principe du maximum, on a alors∥∥e0∥∥
L∞(BR) ≤ ‖Ψ‖L∞(∂BR) . (2.84)
Maintenant, en utilisant (2.83) on peut e´crire une estimation pour ei+
1
2 sur
∂BR :∥∥∥ei+ 12∥∥∥
L∞(∂BR)
≤ ∥∥ei∥∥
L∞(∂Br)
R2 − r2
4pir
max
~x∈∂BR
∫
∂Br
1
|~x− ~y|3 ds(~y). (2.85)
Conside´rant ~x au poˆle nord de la sphe`re ∂BR et en utilisant les coordonne´es
sphe´riques, on obtient en posant α = r/R,∫
∂Br
1
|~x− ~y|3 ds(~y) =
∫ pi
0
dθ
∫ 2pi
0
dϕ
r2 sin(θ)(
r2 sin2(θ) +
(
R− r cos(θ))2) 32
=
2pi
r
∫ pi
0
dθ
sin(θ)(
1 + 1
α2
− 2α cos(θ)
) 3
2
=
4piα2
R2 − r2R.
Cela implique que ∥∥∥ei+ 12∥∥∥
L∞(∂BR)
≤ α ∥∥ei∥∥
L∞(∂Br) . (2.86)
Enfin, en utilisant ensemble l’e´quation (2.82) et le principe du maximum,
on obtient ∥∥ei+1∥∥
L∞(BR) ≤
∥∥∥ei+ 12∥∥∥
L∞(∂BR)
≤ α ∥∥ei∥∥
L∞(BR) . (2.87)
Finalement les relations (2.84) et (2.87) ame`nent la conclusion.

Discre´tisation
E´tant donne´ h > 0, on introduit au temps tn un maillage de Br (respec-
tivement BR) note´s Bnrh (resp. BnRh) et qui approche la boule dans le sens
ou` les te´trae`dres qui composent Bnrh forment un polye`dre avec ∂Br comme
sphe`re circonscrite (idem pour BnRh). Les maillages B
n
rh et B
n
Rh posse`dent en
outre les proprie´te´s suivantes :
• Le maillage Bnrh est compose´ de M rh e´le´ments te´trae´driques avec M rh >
MΣh et hKi < h pour tout i = 1, . . . ,M
r
h ;
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• Le maillage BnRh est compose´ de MRh e´le´ments te´trae´driques avec
MRh > M
r
h et hKi < h pour tout i = 1, . . . ,M
R
h ;
• Les maillages Bnrh et BnRh sont conformes dans le sens ou` deux e´le´ments
adjacents partagent exactement une face commune ;
• Les ensembles des sommets de Bnrh et BnRh sont note´s S(Bnrh) et S(BnRh)
et sont de cardinalite´ N rh et N
R
h respectivement ;
• Le maillage BnRh est un prolongement du maillage Bnrh qui est lui-meˆme
un prolongement du maillage Snh (voir Fig. 2.7) ;
• L’ensemble des faces triangulaires composant le bord de Bnrh (resp.
BnRh) forme un maillage d’une approximation polye´drique de la surface
∂Br (resp. ∂BR) et est note´ Υrh (resp. ΥRh).
Fig. 2.7 – Illustration de la structure des diffe´rents maillages.
Remarque 17 Pour conserver des maillages de bonne qualite´ au cours du
temps, il est ne´cessaire de de´former le maillage Bnrh en fonction du mouve-
ment de l’interface. Ce point est discute´ a` la section 2.3.3.
Soit l’espace de dimension finie suivant :
Pnh =
{
φ ∈ C0(BnRh)
∣∣∣ φ|K ∈ P1(K), ∀K ∈ BnRh} . (2.88)
La forme discre´tise´e de l’algorithme de Schwarz avec recouvrement (2.75) -
(2.78) s’e´crit alors :
51
Chapitre 2. Aspects nume´riques
(i) Initialisation avec Ψ0h ∈ Pnh ∩H10 (BnRh) tel que∫
BR
~∇Ψ0h~∇φh =
∫
supp(f)
fφh, ∀φh ∈ Pnh ∩H10 (BnRh). (2.89)
(ii) Ite´rations pour i = 0, 1, 2, . . . , calculer successivement
a) Proble`me harmonique : Pour tout noeud ~x de ΥRh
Ψ
i+ 1
2
h (~x) =
R2 − r2
4pir
∑
T∈Υrh
IT
(
Ψih(·)
|~x− ·|3
)
, (2.90)
ou` ~f 7→ IT (~f) est une formule de quadrature de type Gauss sur le
triangle T du maillage Υrh qui, a` une fonction ~f : R3 → R, associe
une approximation de son inte´grale sur le triangle T .
b) Proble`me elliptique : Ψi+1h ∈ Pnh qui satisfait Ψi+1h (~x) = Ψ
i+ 1
2
h (~x)
pour tout noeud ~x de ΥRh et :∫
BR
~∇Ψi+1h ~∇φh =
∫
supp(f)
fφh, ∀φh ∈ Pnh ∩H10 (BnRh). (2.91)
2.3.3 De´formation du maillage exte´rieur
A la section 2.2 on a vu comment utiliser la technique Level-Set pour
de´terminer l’e´volution de l’interface Γ(t) au cours du temps et ensuite de´-
former le maillage des fluides T nh pour suivre le mouvement de Γ.
Pour utiliser l’algorithme de Schwarz pour le calcul de l’induction ma-
gne´tique efficacement, il est ne´cessaire de pouvoir e´tendre la de´formation
subie au cours du temps par T nh au maillage Bnrh. Si cette ope´ration n’est
pas effectue´e convenablement, on verra apparaˆıtre des mailles tre`s aplaties
ou meˆme, parfois, des interpe´ne´trations entre e´le´ments (cf. Fig. 2.8).
Notons Bˆrh (respectivement BˆRh) le maillage de re´fe´rence de la petite
boule Br (resp. de la grande boule BR) dans lequel l’interface Γ est un plan
horizontal et introduisons un algorithme de de´formation permettant d’adap-
ter le maillage Bˆrh en fonction de la position de Γ au temps tn. Le but est
de de´former de manie`re e´lastique le maillage de Bˆrh situe´ entre le bord de
la cuve ∂Σ et le bord ∂Br en laissant inchange´ le reste de BˆRh. De plus, l’al-
gorithme de de´formation doit eˆtre inde´pendant de la ge´ome´trie de la cuve
pour permettre de traiter plusieurs types de technologie sans avoir a` changer
d’algorithme.
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Fig. 2.8 – Mauvaise qualite´ de maillage si la de´formation de T nh n’est pas
e´tendue a` Bnrh au cours du temps.
En supposant connu, au temps tn, le maillage de la cuve Snh on construit
Bnrh et B
n
Rh en de´formant les maillages originaux Bˆrh et BˆRh de la fac¸on
suivante :
• Pour tout noeud ~xh ∈ S(Bˆrh) ∩ Σ, de´placer le noeud vers sa nouvelle
position ~xnh dans Snh en suivant l’algorithme de la section 2.2 ;
• Pour tout noeud ~xh ∈ S(BˆRh) \ S(Bˆrh), laisser le noeud dans sa posi-
tion d’origine ;
• Pour les noeuds ~xh ∈ S(Bˆrh)\Σ, calculer une nouvelle position ~ph qui
ve´rifie le proble`me de Dirichlet suivant (cf. Fig. 2.9) :
∆~ph = 0, dans Bˆrh \ Σ,
~ph = ~xh, sur ∂Bˆrh,
~ph = ~xnh, sur ∂Σ ∩ Bˆrh,
(2.92)
ou` ~xnh est la position des noeuds de Sˆh ∩ ∂Σ au temps tn.
Le proble`me (2.92) e´quivaut a` imposer une de´formation sur le bord de
la cuve, de fixer les noeuds sur le bord de la petite sphe`re et de laisser se
de´tendre le maillage interme´diaire comme si les areˆtes du maillage e´taient
des ressorts. La figure 2.10 illustre cet algorithme dans le cas ou` la cuve est
un simple cube et ou` on impose une forte de´formation de l’interface.
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Fig. 2.9 – Illustration du proble`me (2.92).
Remarque 18 Dans la formulation (2.92), par abus de notation, le maillage
Bˆrh est vu comme un domaine polye´drique forme´s par ses e´le´ments et ∂Bˆrh
est le bord de ce domaine forme´ par les triangles de Υrh.
Fig. 2.10 – Coupe transversale du maillage 3D de Bnrh \ Σ.
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Remarque 19 Le fait de modifier les maillages T nh , Snh et Bnrh a` chaque
pas de temps exige d’ajouter apre`s chaque de´formation une e´tape d’interpo-
lation entre les maillages T n−1h → T nh , Sn−1h → Snh et Sˆh → Snh . Du fait de
l’utilisation de maillages non structure´s, cette e´tape peut eˆtre tre`s couˆteuse
en temps de calcul mais, comme la topologie des maillages est conserve´e au
cours du temps, la construction pre´liminaire d’une table des e´le´ments voisins
de chaque noeud peut contribuer a` acce´le´rer cette e´tape.
2.4 Algorithme ge´ne´ral
En guise de synthe`se on pre´sente ici l’algorithme global de re´solution du
proble`me MHD.
• Initialisation
(a) Maillages : On construit les maillages originaux des diffe´rents
domaines de re´solution en respectant la hie´rarchie suivante : Tˆh ⊂
Sˆh ⊂ Bˆrh ⊂ BˆRh et le maillage de l’interface Γˆh compose´ de faces
de Tˆh.
(b) Conditions initiales : E´tant donne´ une condition initiale pour
l’interface via la fonction ϕ0h on de´forme, en suivant la proce´dure
de´crite dans les sections 2.2 et 2.3.3, les maillages originaux pour
construire Γ 0h , T 0h , S0h, B0rh, B0Rh, et on de´finit les valeurs initiales de
~u0h et ~A
0
h
3.
(c) E´lectromagne´tisme : Sur Sˆh, on calcule ~jhorh et ~Bhorh et on les
interpole sur S0h.
• Ite´rations
Pour n = 0, 1, 2, 3, . . . , e´tant donne´s ~unh, ϕ
n
h, ~A
n−1
h , ~A
n
h, ~j
hor
h et ~B
hor
h
sur les maillages T nh , Snh , Bnrh et BnRh, calculer
(a) Courant : L’e´quation (2.54) sur Snh pour le potentiel e´lectrique
V nh et l’e´quation (2.55) pour la densite´ de courant ~j
n
h .
(b) Induction : L’induction magne´tique ~Bnh = ~B
hor
h + δ ~B
n
h , a` partir
de δ~jnh = ~j
n
h −~jhorh , ou` δ ~Bnh est donne´, sur le maillage BnRh, par l’al-
gorithme de Schwarz pre´sente´ a` la section 2.3.2.
(c) Forces : La force exerce´e sur les fluides fn+1/2h = ~j
n
h ∧ ~Bnh − ρ~g et
sa partie rotationnelle ~fn+1/2h − ~∇φn+1/2h , ou` φn+1/2h est calcule´ sur
le maillage T nh en re´solvant l’e´quation (2.29).
3Pour la cohe´rence de l’algorithme on de´finit e´galement ~A -1h ≡ 0.
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(d) Stokes : L’e´quation de Stokes (2.28) pour la vitesse ~un+1/2h et la
pseudo-pression p˜n+1/2h .
(e) Transport : Les e´quations de transport (2.33) et (2.34) sur le
maillage T nh pour estimer la vitesse ~un+1h et la fonction ϕ˜n+1h .
(f) Maillages :
(f.1) Interface : La surface de niveau ϕ˜n+1h = 0, lisse´e par l’al-
gorithme de moindres carre´s (section 2.2.3), de´finit une nouvelle
interface Γn+1h . La position de Γ
n+1
h est encore ajuste´e pour ga-
rantir la conservation du volume.
(f.2) Fluides+Cuve : A partir de Γn+1h on construit T n+1h et Sn+1h
(cf. section 2.2.2).
(f.3) Boules : De meˆme, on construit Bn+1rh et B
n+1
Rh en suivant l’al-
gorithme de´crit a` la section 2.3.3.
(g) Interpolation : Finalement, les champs ~un+1h , ~A
n
h, ~j
hor
h et ~B
hor
h
sont interpole´s sur les maillages T n+1h , Sn+1h , Bn+1rh et Bn+1Rh et la
fonction Level-Set ϕn+1h est reconstruite sur T n+1h comme la distance
a` l’interface Γn+1h .
Remarque 20 La plupart des proble`mes nume´riques introduits dans ce cha-
pitre font bien suˆr apparaˆıtre des syste`mes line´aires qu’il faut re´soudre ef-
ficacement en e´conomisant au maximum l’espace me´moire. Dans la section
5.3.1 on discute cette question en pre´sentant les solveurs ite´ratifs utilise´s.
2.5 Validation nume´rique
Dans cette section deux tests acade´miques sont pre´sente´s pour valider le
mode`le du chapitre 1 et le traitement nume´rique du chapitre 2.
Dans un premier temps on s’inte´resse a` la me´thode utilise´e pour le cal-
cul de l’induction magne´tique. Dans le cas d’un proble`me de Poisson sur R3
pour lequel une solution exacte est connue, une analyse d’erreur est effec-
tue´e pour ve´rifier que l’estimation e´tablie dans le the´ore`me 2 est atteinte
nume´riquement.
Dans un deuxie`me temps, une cuve acade´mique de forme cylindrique est
e´tudie´e. Sur cette ge´ome´trie simplifie´e, de´ja` pre´sente´e par d’autres auteurs
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(voir [16]), on teste la robustesse de l’algorithme de de´formation de maillage
et on pre´sente quelques re´sultats inte´ressants, y compris une comparaison
avec une expe´rience re´elle.
2.5.1 Calcul de l’induction magne´tique
Soit ρ > 0. Dans le but d’illustrer par un exemple les proprie´te´s de
convergence de l’algorithme de Schwarz discre´tise´ (2.89)-(2.91), on conside`re
le proble`me de Poisson (2.70) ou` le membre de droite est donne´ par
f(~x) =

0, si |~x| ≥ ρ,
−20a|~x|2 − 6b, si |~x| ≤ ρ,
(2.93)
ou` a, b sont donne´s par a = 3/8ρ5 et b = −5/4ρ3. Le support de f est donc la
boule Bρ et la solution exacte de ce proble`me est la fonction C2(R3) suivante
u(~x) =

1
|~x| , si |~x| ≥ ρ,
a|~x|4 + b|~x|2 + c, si |~x| ≤ ρ,
(2.94)
ou` c = 15/8ρ (voir Fig. 2.11).
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Fig. 2.11 – Solution exacte radiale u donne´e par l’e´quation (2.94).
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Soit h, r,R > 0 tels que ρ < r < R. La boule de rayon R centre´e a`
l’origine BR est approche´e par un maillage en te´trae`dres BRh de sorte que le
polye`dre forme´ par les e´le´ments de BRh soit inscrit dans la sphe`re de rayon
R. Si de plus la sphe`re de rayon r, note´e ∂Br, peut eˆtre approche´e par une
surface forme´e de faces d’e´le´ments de BRh alors l’algorithme de Schwarz
discre´tise´ (2.89)-(2.91) peut eˆtre utilise´. Dans la suite, on estime l’erreur
d’approximation commise entre la solution exacte u donne´e par (2.94) et
la solution nume´rique au n-e`me pas de l’algorithme (2.89)-(2.91) unh sur le
maillage BRh.
De´finissons encore, pour N >> 1 l’approximation nume´rique converge´e uh =
uNh , i.e. pour une tole´rance ε > 0 petite donne´e
4, N est choisi suffisamment
grand pour que
‖uNh − uN−1h ‖L∞(BRh) < ε. (2.95)
Par ine´galite´ triangulaire, on a alors l’estimation d’erreur suivante pour n <
N :
‖u− unh‖L∞(BRh) ≤ ‖u− uh‖L∞(BRh) + ‖uh − unh‖L∞(BRh). (2.96)
Cette ine´galite´ illustre le fait que l’erreur entre la solution exacte et l’ap-
proximation obtenue au n-e`me pas de l’algorithme de Schwarz est borne´e
par l’erreur de discre´tisation qui de´pend de la taille des mailles h et par
l’erreur intrinse`que de l’algorithme de de´composition de domaine. Le but de
cette de´composition est de de´terminer nume´riquement l’ordre de convergence
de l’algorithme de Schwarz inde´pendamment de l’erreur de discre´tisation en
espace.
Estimons donc la vitesse de convergence de l’algorithme de Schwarz en calcu-
lant, pour ρ = 1, r = 2 et R = 3, l’erreur ‖uh − unh‖L∞(BRh) pour diffe´rentes
tailles de mailles.
La figure 2.12 montre que l’erreur de´croˆıt exponentiellement et est inde´pen-
dante de h. Dans ce cas, la pente vaut environ −0.4, ce qui signifie que
‖uh − unh‖L∞(BRh) ≤ Ce−0.4n. (2.97)
En fait, si s est donne´ par
s = sup
{
p ∈ R
∣∣∣ ‖uh − unh‖L∞(BRh) ≤ Ce−pn}, (2.98)
on peut voir que s ne de´pend pas de ρ mais uniquement de α = r/R. En
faisant varier α, on peut de´terminer la de´pendance suivante entre s et α
(Fig. 2.13)
s(α) ≈ − logα. (2.99)
4Typiquement ε = 10−7.
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Fig. 2.12 – Erreur ‖uh − unh‖L∞(BRh) pour diffe´rents h.
En particulier pour α = 2/3, on a logα ≈ −0.405 ce qui correspond a` la
pente estime´e sur la figure 2.12.
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Fig. 2.13 – De´pendance entre s et α = rR .
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Ce re´sultat est cohe´rent avec le the´ore`me 2. Il signifie que la convergence
atteinte nume´riquement est la meˆme que celle attendue the´oriquement car
‖uh − unh‖L∞(BRh) ≤ Ce−sn ≈ Cen logα = Cαn = C
( r
R
)n
. (2.100)
En guise d’analyse, on reporte dans la table 2.1 les mesures d’erreur ‖u −
unh‖L∞(BRh) et ‖uh− unh‖L∞(BRh) en fonctions de n, α et h. Dans la dernie`re
colonne, on indique encore le temps de calcul utilise´ pour estimer ces quan-
tite´s sur une machine Intel Core2(TM) fonctionnant a` 2.40GHz et utilisant
jusqu’a` 4GB de me´moire vive ge´re´e par le syste`me d’exploitation GNU/Linux.
Iter h α R r ‖u− unh‖∞ ‖uh − unh‖∞ CPU[s]
0.75 2 1.5 0.121e− 00 0.150e− 00 1
0.3 0.5 3 1.5 0.715e− 01 0.197e− 01 2
0.25 6 1.5 0.428e− 01 0.621e− 03 10
0.75 2 1.5 0.189e− 00 0.155e− 00 11
n = 5 0.15 0.5 3 1.5 0.434e− 01 0.206e− 01 23
0.25 6 1.5 0.238e− 01 0.647e− 03 126
0.75 2 1.5 0.167e− 00 0.158e− 00 154
0.075 0.5 3 1.5 0.294e− 01 0.208e− 01 352
0.25 6 1.5 0.895e− 02 0.162e− 03 2014
0.75 2 1.5 0.904e− 01 0.339e− 01 2
0.3 0.5 3 1.5 0.524e− 01 0.586e− 03 4
0.25 6 1.5 0.422e− 01 0.578e− 06 22
0.75 2 1.5 0.699e− 01 0.364e− 01 23
n = 10 0.15 0.5 3 1.5 0.234e− 01 0.637e− 03 46
0.25 6 1.5 0.244e− 01 0.624e− 06 280
0.75 2 1.5 0.465e− 01 0.372e− 01 310
0.075 0.5 3 1.5 0.926e− 02 0.647e− 03 704
0.25 6 1.5 0.831e− 02 0.245e− 06 4032
0.75 2 1.5 0.586e− 01 0.164e− 02 4
0.3 0.5 3 1.5 0.518e− 01 0.524e− 06 9
0.25 6 1.5 0.422e− 01 0.639e− 12 44
0.75 2 1.5 0.356e− 01 0.189e− 02 46
n = 20 0.15 0.5 3 1.5 0.228e− 01 0.650e− 06 93
0.25 6 1.5 0.244e− 01 0.302e− 10 538
0.75 2 1.5 0.113e− 01 0.197e− 02 620
0.075 0.5 3 1.5 0.861e− 02 0.706e− 06 1409
0.25 6 1.5 0.830e− 02 0.637e− 07 8161
Tab. 2.1 – Estimation d’erreur et temps de calcul en fonction de n, h et α.
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On peut alors estimer le comportement suivant pour l’erreur entre la solution
exacte u et la solution converge´e uh :
‖u− uh‖L∞(BRh) ≤ Ch2| log(h)|, (2.101)
ainsi que les conclusions suivantes :
• Lorsque r est proche de R (α proche de 1), puisque l’algorithme de
Schwarz converge “lentement” dans ce cas, il est ne´cessaire d’ite´rer
suffisamment entre les boules. Pour α = 0.75 par exemple, apre`s 10
ite´rations de l’algorithme de Schwarz les deux termes ‖u−unh‖L∞(BRh)
et ‖uh−unh‖L∞(BRh) sont encore du meˆme ordre de grandeur et ce quel
que soit le h conside´re´.
• A l’oppose´, si R >> r (α proche de 0), l’algorithme de Schwarz
converge tre`s rapidement. Dans ce cas il est donc inutile d’ite´rer de
nombreuses fois puisque l’erreur d’approximation due a` la discre´tisa-
tion spatiale est dominante. Pour α = 0.25 par exemple, apre`s seule-
ment 5 ite´rations de Schwarz l’erreur ‖uh−unh‖L∞(BRh) est ne´gligeable
par rapport a` ‖u−unh‖L∞(BRh). Noter que dans ce cas, chaque ite´ration
devient couˆteuse en temps de calcul. Pour h = 0.075 par exemple, une
ite´ration de Schwarz dure environ 400 secondes pour α = 0.25 contre
seulement 30 secondes pour α = 0.75.
• Dans une situation moyenne (h = 0.15 et α = 0.5), apre`s environ 7-8
ite´rations, le terme ‖uh − unh‖L∞(BRh) devient ne´gligeable par rapport
a` l’erreur de discre´tisation spatiale.
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2.5.2 Creuset
Pour illustrer l’efficacite´ du mode`le MHD e´volutif pre´sente´ pre´ce´dem-
ment, conside´rons maintenant une cuve simplifie´e dont la ge´ome´trie est un
cylindre droit a` base ronde de 3.5cm de rayon et de 15cm de hauteur. Ce
creuset est traverse´ par un courant e´lectrique entrant dans la cuve par une
anode cylindrique de rayon 2.5cm partiellement immerge´e dans le bain et
quittant l’aluminium par une cathode recouvrant entie`rement le fond du
domaine fluide (voir Fig. 2.14).
Fig. 2.14 – Creuset cylindrique pour l’e´tude de phe´nome`nes MHD.
Cette ge´ome´trie est inte´ressante a` conside´rer car elle fait l’objet d’e´tudes
ante´rieures (voir [16]), qu’elle permet d’observer un phe´nome`ne typique des
instabilite´s MHD (voir section suivante) et qu’elle a e´te´ e´tudie´e expe´rimen-
talement au laboratoire de recherche et fabrication au sein de l’e´quipe de
recherche de RioTinto-Alcan.
Phe´nome`ne de Rolling
Dans la ge´ome´trie du creuset, en ne´gligeant dans un premier temps les
effets de tension de surface, on s’inte´resse a` un type d’instabilite´s MHD5
introduit par Sele en 1970 (cf. [5]) et e´tudie´ du point de vue physique par
Davidson et Al. (cf. [37]) : le “rolling” ou “roulis” de l’interface.
5La notion de stabilite´ est de´finie plus pre´cise´ment au chapitre 4.
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En supposant la densite´ de courant ~j uniforme et verticale sur la surface
supe´rieure de l’anode et sur le surface infe´rieure de la cathode et le creuset
soumis a` un champ d’induction magne´tique ambiant vertical ~Bz, les situa-
tions suivantes se produisent : premie`rement, si l’interface entre les fluides
est parfaitement plane, par syme´trie de la ge´ome´trie la densite´ de courant au
voisinage de l’interface reste verticale et oppose´e a` ~Bz. La force de Lorentz
re´sultante est donc nulle et les fluides sont en position d’e´quilibre statique.
Fig. 2.15 – Phe´nome`ne de Rolling.
Deuxie`mement si l’interface aluminium-bain est dans une position ini-
tiale non horizontale (par exemple un plan incline´) une redistribution du
courant a lieu dans le creuset afin de minimiser l’effet Joule. Le bain e´tant
nettement moins conducteur que l’aluminium, la densite´ de courant va eˆtre
forte dans les zones ou` l’interface est proche des anodes et faible ailleurs.
La composante non verticale du courant δ~j = ~j −~jhor et le champ d’induc-
tion magne´tique ~Bz produisent alors une force de Lorentz qui engendre un
mouvement de rotation du me´tal dans “le sens inverse des aiguilles d’une
montre” lorsque ~Bz est oriente´ vers le haut (voir Fig. 2.15).
Suivant l’intensite´ du courant fourni ou du champ magne´tique exte´rieur,
le rolling de l’interface peut eˆtre atte´nue´ au cours du temps par les effets vis-
queux et tendre vers une position stationnaire statique avec interface plane.
Sur la figure 2.16 le mouvement d’un noeud proche du bord de l’interface
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est repre´sente´ dans une situation de ce type. Lorsque, comme ici, l’interface
e´volue en temps vers une position stationnaire, le “rolling” est qualifie´ de
stable.
Fig. 2.16 – Oscillations de l’interface dans une configuration e´lectromagne´-
tique stable.
D’un autre coˆte´, si les forces de Lorentz sont suffisamment importantes,
l’interface entre les fluides peut osciller inde´finiment et dans certains cas le
mouvement peut meˆme s’amplifier au cours du temps. Dans ces conditions
une petite perturbation de la position stationnaire peut induire un important
mouvement de l’interface qui n’atteint jamais un e´tat stationnaire. La figure
2.17, dans laquelle le mouvement d’un noeud de l’interface proche du bord
du creuset est repre´sente´, illustre l’amplification des oscillations au cours du
temps dans un tel cas, qualifie´ d’instable.
Pour mieux appre´hender le mouvement de l’interface, la figure 2.18 pre´sente
une vue en 3 dimensions du domaine Ωal(t) pour diffe´rents temps dans la
situation instable de la figure 2.17. L’effet de rolling de l’interface est visible
et on peut observer que contrairement a` la figure 2.16, le mouvement de
l’interface ne s’atte´nue pas au cours du temps. En fait apre`s 50 secondes
l’altitude maximale de l’interface est meˆme supe´rieure a` l’altitude maximale
initiale.
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Fig. 2.17 – Oscillations de l’interface dans une configuration e´lectromagne´-
tique instable.
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Fig. 2.18 – Rolling de l’interface dans une situation instable. Vue 3D du
domaine Ωal(t).
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Un des objectifs du mode`le de´veloppe´ ici est de permettre une e´tude pa-
rame´trique du mouvement des fluides dans le creuset. Typiquement, on peut
observer l’interface pour une gamme variable de parame`tres (par exemple
l’intensite´ du champ d’induction magne´tique) et e´valuer le seuil d’instabi-
lite´, i.e. la valeur limite qui se´pare un mouvement amorti ou un mouvement
amplifie´. Une telle e´tude est effectue´e dans le cas du creuset et pre´sente´e
sur la figure 2.19. Dans ce cas on peut estimer que pour un courant donne´
(10A), le mouvement de l’interface a` tendance a` s’amortir au cours du temps
pour autant que l’induction magne´tique soit infe´rieure a` 80G.
Ne´anmoins il convient de nuancer ces re´sultats dans la mesure ou` le
mode`le nume´rique ne de´crit pas le phe´nome`ne physique comple`tement et
que l’erreur commise sur le mouvement de l’interface est tre`s difficile a` es-
timer. Ainsi, plutoˆt que de chercher une estimation quantitative pre´cise, il
vaut mieux tenter d’e´tudier un comportement qualitatif, i.e. d’e´valuer si un
changement de parame`tre tend a` stabiliser ou de´stabiliser le mouvement de
l’interface.
Fig. 2.19 – Estimation du seuil de stabilite´ en fonction de l’intensite´ du
champ d’induction magne´tique. Oscillations d’un noeud de l’interface au
cours du temps.
67
Chapitre 2. Aspects nume´riques
Tension superficielle
Dans la section pre´ce´dente, les effets de tension superficielle sur l’interface
ont e´te´ ne´glige´s. Il est connu que ces effets peuvent avoir une importance
lorsque la ge´ome´trie est re´duite, typiquement lorsqu’on e´tudie un liquide
dans un capillaire. En fait, la distance caracte´ristique pour laquelle les effets
de tension de surface sont dominants est appele´e longueur capillaire et est
calculable par la formule
λc =
√
γ
∆ρg
, (2.102)
ou` γ est un coefficient de tension de surface qui de´pend des fluides (ici
γ = 0.5 N/m), g = 9.81 m/s2 et ∆ρ est la diffe´rence des densite´s (ici
∆ρ = 140 kg/m3). Pour l’interface aluminium-bain, la longueur capillaire
vaut donc
λc = 1.91 cm. (2.103)
Les cuves industrielles mesurant typiquement plusieurs me`tres, il semble
naturel de ne pas prendre en compte les effets de tension de surface pour
l’e´tude de cas re´els (voir chapitre 3). Par contre, dans le cas du creuset, la
longueur capillaire vaut plus de la moitie´ du rayon de l’interface et dans ce
cas, on peut conside´rer que les effets de tension superficielle ont un effet non
ne´gligeable.
Comme pre´cise´ au chapitre pre´ce´dent, la difficulte´ principale pour mo-
de´liser les effets capillaires est d’estimer l’angle de contact θ qui intervient
dans l’e´quation (1.11) et est de´fini sur la figure 1.3.
Pour un angle θ = pi/2, en partant d’une interface incline´e comme condi-
tion initiale, on retrouve le phe´nome`ne de rolling comme on peut le voir sur
la figure 2.20. Pour ce cas particulier le terme inte´gral sur le bord de l’inter-
face dans la formulation faible (1.11) est nul puisque cos(pi/2) = 0. Le terme
restant a un effet dissipatif important qui tend a` stabiliser e´norme´ment le
rolling de l’interface comme on peut le voir sur la figure 2.20 ou`, malgre´ une
intensite´ d’induction magne´tique 4 fois plus grande que dans le cas instable
sans tension de surface de la Fig. 2.18, le mouvement de l’interface s’atte´-
nue ici tre`s rapidement. Ainsi, apre`s environ 30 secondes de simulation, la
de´formation maximale de l’interface est infe´rieure a` 1 mm contre plus de 5
mm pre´ce´demment (Fig. 2.18).
En se basant sur l’expe´rience, on peut estimer pour un type de paroi
donne´ dans le creuset un angle de contact θ ≈ 2pi/3. Une simulation de
rolling avec cet angle me`ne a` une interface stationnaire concave comparable
a` une situation expe´rimentale donne´e sur la figure 2.21. Cette solution sta-
tionnaire est de plus extreˆmement stable dans le sens ou` malgre´ de forts
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courants, une perturbation de cette position a tendance a` disparaˆıtre tre`s
rapidement. Notons enfin que ce comportement a e´te´ e´galement observe´ en
laboratoire et reproduit nume´riquement.
2.6 Conclusion
Dans ce chapitre, les e´quations de la MHD introduites au chapitre 1 ont
e´te´ discre´tise´es en temps par des me´thodes de diffe´rences finies de type Euler
implicite et en espace par des e´le´ments finis continus de degre´ 1. Les e´qua-
tions de Navier-Stokes sont traite´es par une me´thode de type splitting en
temps et de´compose´es en un proble`me de Stokes et une e´quation de trans-
port. Le mouvement de l’interface libre entre les fluides est mode´lise´ par une
technique Level-Set.
La partie e´lectromagne´tique est re´solue a` chaque pas de temps efficace-
ment par une me´thode de type de´composition de domaine sur une double
boule entourant la cuve. Des re´sultats nume´riques montrent que peu d’ite´-
rations de l’algorithme de Schwarz sont ne´cessaires en pratique.
Les e´quations sont re´solues sur un maillage mobile dont la de´formation
a` chaque pas de temps est ge´re´e par l’algorithme introduit a` la section 2.2.
Le mouvement des mailles est dicte´ par le mouvement de l’interface entre
les fluides et propage´ a` l’exte´rieur de la cuve pour conserver un maillage
conforme au cours du temps.
Le phe´nome`ne de roulis de l’interface est e´tudie´ sur une ge´ome´trie aca-
de´mique. Dans cette configuration, les effets de tension de surface jouent un
roˆle pre´ponde´rant.
Dans le chapitre qui suit, le mode`le nume´rique introduit est applique´ a`
une ge´ome´trie plus complexe, proche d’une cuve industrielle.
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Fig. 2.20 – Rolling de l’interface avec tension superficielle et θ = pi/2. Vue
3D du domaine Ωal(t).
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Fig. 2.21 – Position stationnaire de l’interface dans la ge´ome´trie du creuset
avec angle de contact θ = 2pi/3. A droite : E´tat stationnaire du domaine
aluminium obtenu par une simulation nume´rique. A gauche : photo rayons X
prise dans le cadre d’une expe´rience en laboratoire (source : RioTinto-Alcan,
laboratoire de recherche et fabrication, St-Jean de Maurienne, France).
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A la fin du chapitre pre´ce´dent, un creuset cylindrique simplifie´ a e´te´
conside´re´ pour tester le mode`le MHD e´volutif. Sur cette ge´ome´trie, e´gale-
ment e´tudie´e en laboratoire, le phe´nome`ne de roulis peut eˆtre observe´. De
plus il a e´te´ prouve´ que dans ce cas les effets de tension superficielle jouent
un roˆle important.
Dans l’industrie, les dimensions des cuves utilise´es sont e´videmment tre`s
diffe´rentes de celles du creuset. Typiquement, la partie occupe´e par les fluides
est une structure d’une quinzaine de me`tres de long, de quelques me`tres de
large et de moins d’un me`tre de haut.
Afin de tester le mode`le e´volutif sur une ge´ome´trie re´aliste, on conside`re
ici une“cuve nume´rique”qui n’est pas utilise´e en pratique mais dont la forme
et les dimensions de´rivent directement d’un mode`le de cuve existant, conc¸u
par l’entreprise RioTinto-Alcan. Les caracte´ristiques physiques (conducti-
vite´ e´lectrique, ampe´rage, etc) sont choisies de sorte a` ce que la re´partition
du courant dans les fluides soit conforme a` celle d’une vraie cuve.
Les avantages de cette ge´ome´trie sont multiples : premie`rement, de par
sa simplicite´, elle peut eˆtre maille´e facilement avec des zones localement raf-
fine´es (comme les coins du domaine fluide) ou avec des e´le´ments anisotropes
(ajout de couches d’e´le´ments en e´paisseur dans les fluides). Deuxie`mement
le couˆt de calcul pour obtenir une simulation nume´rique est relativement
re´duit en comparaison a` une cuve re´elle. Ainsi la convergence des sche´mas
et algorithmes nume´riques peut eˆtre teste´e en un temps raisonnable. Fina-
lement, contrairement aux cuves re´elles, cette cuve ne met pas en cause une
confidentialite´ industrielle et permet donc de publier des re´sultats nume´-
riques.
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Dans ce chapitre on pre´sente quelques re´sultats obtenus lors de simula-
tions sur la cuve nume´rique. En particulier, la vitesse stationnaire des fluides
et la position de l’interface sont calcule´es dans plusieurs configurations de
champ magne´tique. L’influence de la tension superficielle sur le mouvement
de l’interface est e´tudie´e et des simplifications du mode`le pour le calcul du
champ d’induction magne´tique sont envisage´es, teste´es et compare´es au mo-
de`le complet introduit pre´ce´demment.
3.1 Cuve nume´rique
Dans le chapitre 5, le logiciel de simulation nume´rique Alucell dans le-
quel le mode`le e´volutif a e´te´ implante´ est pre´sente´. Ce programme, de´veloppe´
depuis plus de 20 ans, est de´die´ a` l’e´lectrolyse de l’aluminium et dispose d’une
large gamme d’outils de simulation, d’algorithmes et de mode`les permettant
entre autre des calculs ferromagne´tiques, thermiques, e´lectriques ou meˆme
de dissolution et distribution d’alumine.
Dans l’optique de pouvoir tester et valider les modules existants au sein
du logiciel et de disposer d’un cas test re´fe´rence pour les de´veloppements
a` venir, une cuve simplifie´e mais suffisamment re´aliste a e´te´ cre´e´e. Cette
cuve, appele´e “cuve nume´rique”, est base´e sur une cuve re´elle utilise´e dans
l’industrie. Le but est d’extraire les caracte´ristiques essentielles d’une cuve
industrielle (dimensions, distribution du courant, configuration magne´tique
et thermique, etc) de sorte que le comportement physique soit conserve´ mais
avec une ge´ome´trie simplifie´e permettant une certaine liberte´ pour la gestion
des maillages (tailles caracte´ristiques, raffinement locaux, etc) et un temps
de calcul re´duit.
La cuve nume´rique est forme´e de cinq parties hexae´driques distinctes,
assemble´es par couches successives (voir Fig. 3.1). Les e´le´ments qui la com-
posent, en partant du bas vers le haut, sont les suivants :
• Barres cathodiques : sur les cuves re´elles, des barres en acier re´cupe`rent
le courant sous la cathode pour le diriger vers la cuve suivante. Une
vraie cuve compte plusieurs dizaines de ces barres, de quelques centi-
me`tres de diame`tre, traversant la cathode de part en part et re´parties
a` intervalles re´guliers. Pour la cuve nume´rique, le choix a e´te´ fait de
simplifier ce syste`me en conside´rant une unique structure paralle´le´pi-
pe´dique situe´e sous la cathode.
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• Cathode : une cathode en carbone forme le fond du domaine fluide.
Cet e´le´ment est moins large que les barres cathodiques (3.5m seulement
contre 5m pour les barres) et assez peu conducteur. Ainsi, puisque les
surfaces de sortie de courant se trouvent aux extre´mite´s des barres et
que l’aluminium liquide est plus conducteur que la cathode, les com-
posantes horizontales de la densite´ de courant dans l’aluminium sont
en principe non nulles (voir par exemple Fig. 3.2). Cet effet est le´ge`re-
ment accentue´ par le fait que la conductivite´ e´lectrique de la cathode
n’est pas isotrope, plus faible dans la direction Oy (cf Fig. 3.1).
• Aluminium liquide : une couche de 20cm de me´tal liquide recouvre la
cathode. Notons encore que contrairement a` une cuve industrielle les
bords late´raux du domaine fluide sont ici verticaux.
• Bain e´lectrolytique : le domaine occupe´ par le bain a les meˆmes di-
mensions que celui occupe´ par l’aluminium liquide (cf. table 3.1). Ce-
pendant, comme les anodes plongent dans le bain, la couche de liquide
entre l’interface initiale et les anodes mesure seulement 4 cm de haut.
Comme on le verra par la suite, la re´solution nume´rique du proble`me
hydrodynamique dans une si faible e´paisseur de bain est de´licate et
ne´cessite un maillage anisotrope.
• Anodes : deux blocs anodiques en carbone, se´pare´s par un canal cen-
tral de 20cm de large, plongent dans le bain. Dans les cuves re´elles,
le courant entre dans le bain en traversant un syste`me plus complexe,
compose´ de plusieurs anodes qui peuvent eˆtre remplace´es en cours
de production. Cependant comme ces anodes ne sont se´pare´es que de
quelques centime`tres, l’approximation faite en conside´rant uniquement
ces deux blocs anodiques semble raisonnable et devrait peu modifier
la re´partition du courant dans les fluides.
Les dimensions des diffe´rents e´le´ments ainsi que les proprie´te´s physiques des
mate´riaux qui composent la cuve nume´rique sont re´sume´es dans la table 3.1.
Sur les bords des domaines, les conditions suivantes sont impose´es :
• Courant : la surface supe´rieure des anodes forme le domaine Γin d’en-
tre´e du courant tandis que les surfaces late´rales des barres cathodiques
de´finies par les e´quations y = ±2.5m composent le domaine Γout de sor-
tie du courant. Rappelons que ces deux domaines interviennent dans
la forme variationnelle pour le calcul du potentiel V (e´quation (1.34)),
avec des conditions du type
−~j · ~n = I/|Γin|, sur Γin,
~j · ~n = I/|Γout|, sur Γout,
(3.1)
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Fig. 3.1 – Plan de la cuve nume´rique : projections sur les plans Oxz (en
haut a` gauche), Oxy (en bas a` gauche) et Oyz (a` droite).
ou` |Γin| et |Γout| sont les aires des domaines et I l’intensite´ de courant
total fourni.
• Vitesse : les interfaces cathode/aluminium et bain/anodes ainsi que la
surface horizontale supe´rieure du bain de´finie par l’e´quation z = 40cm
forment le domaine ΓD ou` la vitesse est conside´re´e nulle. Sur le reste
du domaine fluide, i.e. la paroi late´rale du domaine Ω, on impose des
conditions de glissement parfait (cf. remarque 2). Notons que sur les
4 segments formant les coins de la paroi late´rale du domaine fluide,
comme la normale exte´rieure n’est pas bien de´finie en raison de la sin-
gularite´ ge´ome´trique, on peut, dans le sche´ma nume´rique uniquement,
imposer ~u = (0, 0, uz)T .
Cuve Dimensions Proprie´te´s
Nume´rique L [m] ` [m] h [cm] σ [S/m] ρ [kg/m3]
Barres cathodique 14 5 15.75 1e5 -
Cathode 14 3.5 32.25 1e4 (5e3 en Oy) -
Aluminium 14 3.5 20 3.33e6 2270
Bain 14 3.5 20 210 2130
Anodes 13.5 1.55 56 1e4 -
Tab. 3.1 – Proprie´te´s physiques des mate´riaux et dimensions des e´le´ments
dans la cuve nume´rique. L est la longueur dans la direction Ox, l la largeur
dans la direction Oy et h la hauteur dans la direction Oz.
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Sous ces conditions on peut observer que les trajectoires emprunte´es par
le courant e´lectrique a` travers les fluides dans la cuve nume´rique sont proches
de celles sur cuve re´elle (voir Fig. 3.2).
Fig. 3.2 – Trajectoires du courant dans les fluides a` interface horizontale
pour la cuve nume´rique (haut) et pour une cuve re´elle (bas). Coupe verticale
en x = 0.
Concernant l’induction magne´tique, rappelons que l’on conside`re la de´-
composition suivante
~B(t, ~x) = ~Bhor(~x) + δ ~B(t, ~x), ∀~x ∈ Σ, t > 0. (3.2)
Le champ ~Bhor est inde´pendant du temps et peut lui-meˆme eˆtre partage´ en
deux parties comme suit
~Bhor(~x) = ~Bext(~x) + ~Bint(~x), (3.3)
ou` ~Bext est le champ d’induction magne´tique induit par les e´le´ments exte´-
rieurs a` la cuve (cuves voisines principalement), tandis que ~Bint est le champ
induit par le syste`me de conducteurs internes a` la cuve qui entourent le do-
maine fluide et dont le positionnement peut eˆtre assez complexe. Cette se´pa-
ration est utile dans le cas de la cuve nume´rique car elle permet de prendre
en compte une configuration magne´tique re´aliste en re´cupe´rant et interpo-
lant les champs ~Bext(~x) et ~Bint(~x) calcule´s pour une cuve re´elle. Une des
composantes pre´ponde´rantes de´crivant l’e´coulement dans une cuve e´tant la
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forme et la position des amene´es et sorties de courant, un calcul magne´tique
sur la cuve nume´rique avec sa configuration e´lectrique simplifie´e ne saurait
refle´ter la re´alite´, d’ou` l’inte´reˆt de cette manipulation. Notons encore qu’en
re`gle ge´ne´rale le calcul du champ ~Bhor tient compte de l’effet d’e´cran ferro-
magne´tique selon le mode`le de´veloppe´ dans [12] et pre´sente´ dans la section
1.2.4.
Comme sur les cuves re´elles, en raison du large rapport entre longueur et
hauteur, des maillages isotropes ne peuvent pas eˆtre raisonnablement utilise´s
pour la cuve nume´rique. En fait, pour garantir une bonne approximation de
l’e´coulement, il convient de ge´ne´rer des maillages suffisamment fins dans la
direction Oz. Or, si la distance entre l’interface aluminium-bain et la par-
tie infe´rieure des anodes vaut seulement 4 cm, pour avoir une discre´tisation
d’environ 10 mailles en e´paisseur dans cette zone, il faut choisir des te´tra-
e`dres d’environ 4 mm de haut. Cependant, un maillage isotrope de la cuve
nume´rique de taille caracte´ristique h = 4 mm repre´senterait plusieurs mil-
liards de te´trae`dres ce qui surpasse largement les possibilite´s actuelles de la
simulation nume´rique.
De part sa ge´ome´trie simplifie´e, des maillages anisotropes structure´s ou
non structure´s de la cuve nume´rique peuvent eˆtre assez facilement ge´ne´re´s.
Deux exemples de tels maillages sont pre´sente´s dans la figure 3.3.
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Fig. 3.3 – Maillage anisotrope structure´ (en haut) et non structure´ (en bas)
de la cuve nume´rique.
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3.2 Quelques re´sultats
Dans cette section, quelques re´sultats obtenus avec le code MHD e´volutif1
sur la cuve nume´rique sont pre´sente´s. Un des buts est de de´terminer les
points cle´s du mode`le, en particulier d’e´valuer l’importance de la tension
de surface sur une ge´ome´trie de cuve ou d’estimer si le calcul du champ
d’induction magne´tique a` chaque pas de temps est ne´cessaire ou non.
3.2.1 Solution stationnaire
Pour commencer, on s’inte´resse a` plusieurs types d’e´coulements et aux si-
tuations stationnaires associe´es que l’on peut obtenir dans la cuve nume´rique
suivant la configuration magne´tique conside´re´e. La cuve est donc soumise a`
un courant total I = 100′000 A et trois situations diffe´rentes pour le champ
d’induction magne´tique induit par les e´le´ments exte´rieurs sont e´tudie´es :
A1. Champ uniforme : le premier cas consiste en une situation ide´alise´e
ou` l’induction magne´tique exte´rieure est constante et verticale, i.e. ou`
on fixe
~Bext(~x) = (0, 0, Bz)T , ∀~x ∈ R3, (3.4)
avec Bz = 100 G. L’inte´reˆt de ce cas re´side dans le fait que les in-
dustriels estiment que la composante verticale du champ d’induction
magne´tique repre´sente une des principales sources d’instabilite´.
A2. Cuves voisines : la deuxie`me situation consiste a` e´valuer l’effet sur
la stabilite´ des cuves voisines au domaine de calcul. Le champ exte´-
rieur ~Bext est donc pre´calcule´ pour un syste`me compose´ de cinq cuves
identiques relie´es entre elles par des conducteurs filaires, et interpole´
ensuite sur le maillage de la cuve nume´rique.
A3. Configuration re´aliste : finalement le dernier cas consiste a` ajouter
a` la situation A2 l’effet duˆ au syste`me de conducteurs internes d’une
cuve re´elle, en ge´ne´ral conc¸u de manie`re a` stabiliser le mouvement des
fluides. Le champ d’induction ~Bhor calcule´ sur une ge´ome´trie indus-
trielle comple`te (monte´es de courant, anodes, bars, etc) est re´cupe´re´
et interpole´ sur la cuve nume´rique.
L’e´tude, sur le maillage structure´ de la figure 3.3, des ces trois configu-
rations par le mode`le dynamique de´crit au chapitre 1 me`ne a` des solutions
stationnaires dont les interfaces sont pre´sente´es dans la figure 3.4. Des images
1Le code de calcul utilise´ ici fait partie inte´grante du logiciel de simulation Alucell
de´die´ a` l’e´lectrolyse de l’aluminium et pre´sente´ au chapitre 5.
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de l’interface vue de dessus avec une coloration en fonction de l’altitude et
des courbes de niveau, en conservant la meˆme e´chelle pour les 3 cas A1, A2 et
A3, montrent des diffe´rences importantes entre les interfaces stationnaires.
Fig. 3.4 – Interfaces stationnaires pour les situations A1 (en haut), A2 (au
milieu) et A3 (en bas). Vue de dessus et coloration en fonction de l’altitude,
les zones bleues e´tant des creux et les rouges des bosses.
Les vitesses stationnaires associe´es aux situations A1 a` A3 sont pre´sente´es
dans la figure 3.5. Les fle`ches indiquent la direction et l’intensite´2 de la vi-
tesse des fluides sur l’interface aluminium-bain en chaque point du maillage.
Qualitativement, cette figure met en e´vidence les diffe´rences entre les trois
types d’e´coulement. Quantitativement on reporte dans la table 3.2 les inten-
site´s de vitesse maximales dans les trois situations, i.e. on mesure dans les
2la longueur des fle`ches est proportionnelle a` la valeur de la vitesse.
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trois situations A1, A2 et A3 :
vmax = max
~x∈Ω
|~uh(~x)|, (3.5)
ainsi qu’une estimation de la de´formation des interfaces stationnaires, i.e. si
h(~x) est l’altitude d’un point ~x de Γ, on mesure
∆hΓ = max
~x∈Γ
~h(~x)−min
~x∈Γ
~h(~x). (3.6)
A1 A2 A3
vmax [cm/s] 30.38 28.82 22.72
∆hΓ [cm] 7.52 6.33 3.00
Tab. 3.2 – Vitesses maximales et de´formation de l’interface stationnaire
pour les situations A1, A2 et A3.
Pre´cisons que nume´riquement un e´tat peut eˆtre conside´re´ comme sta-
tionnaire lorsque la vitesse moyenne de l’interface a` un pas de temps est
infe´rieure a` une tole´rance fixe´e, i.e. au temps tn la cuve est dans un e´tat
stationnaire si
dΓh
dt
(tn) :=
1
NΓh
NΓh∑
i=1
|~xni − ~xn−1i |
tn − tn−1 ≤ ε, (3.7)
ou` ~xni est la position du ie`me noeud de l’interface au temps tn, ~x
n−1
i est la
position du meˆme noeud au temps tn−1 et ε est une constante positive fixe´e3.
Cette quantite´ peut eˆtre vue comme une version discre`te de la quantite´
dΓ
dt
(t) :=
∫
Γ
∣∣∣∣d~xdt
∣∣∣∣ dΓ∫
Γ
dΓ
, (3.8)
et son e´volution est repre´sente´e graphiquement pour les trois cas e´tudie´s sur
la figure 3.6.
Ces re´sultats semblent de´montrer que le re´seau de conducteurs entou-
rant la cuve produit bien un effet stabilisateur sur le mouvement des fluides
puisque la situation A3 est celle qui engendre les vitesses les plus faibles
(environ 22 cm/s) et l’interface stationnaire la moins de´forme´e (seulement
3 cm). D’autre part, ces observations tendent a` prouver qu’un calcul pre´cis
3Dans nos exemples ε = 5e− 6 soit environ 1% de max
t
dΓh
dt
(t).
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Fig. 3.5 – Vitesses stationnaires a` l’interface pour les situations A1 (en
haut), A2 (au milieu) et A3 (en bas). Vue de dessus.
de ~Bhor est d’une importance capitale pour obtenir une estimation re´aliste
du mouvement de l’interface dans une cuve d’e´lectrolyse. A la section 5.3.2
un algorithme paralle`le pour calculer efficacement ce champ au moyen de la
formule de Biot-Savart (2.61) est de´crit.
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Fig. 3.6 – Vitesse moyenne de l’interface dΓhdt (t) pour les situations A1, A2
et A3. L’interface est conside´re´e comme stationnaire lorsque dΓhdt (t) < 5e−6,
soit apre`s environ 200 s.
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3.2.2 Tension superficielle
Au chapitre pre´ce´dent, a` la section 2.5.2, l’e´tude du creuset cylindrique
a de´montre´ que dans le cas d’une interface dont le diame`tre est de taille
restreinte (de l’ordre de quelques centime`tres) les effets de tension de sur-
face jouent un roˆle important. Dans la cuve nume´rique, e´tant donne´ que le
diame`tre de l’interface est 100 a` 1000 fois plus grand que la longueur capil-
laire (1.91 cm calcule´ dans le chapitre pre´ce´dent via la formule (2.102)), la
tension superficielle ne devrait jouer aucun roˆle.
Pour ve´rifier cette affirmation, la configuration A1 est reprise, i.e. la cuve
nume´rique est soumise a` un courant total I = 100′000 A et a` une induction
magne´tique exte´rieure uniforme et verticale ~Bext = (0, 0, 100 G)T , dans les
situations suivantes :
B1. Sans tension de surface : les effets de tension superficielle sont ne´-
glige´s ;
B2. Angle θ = pi/2 : le terme de bord de l’e´quation (1.11) est garde´ nul
en choisissant comme angle de contact θ = pi/2. Les effets de tension
superficielle sont en partie pris en compte en conside´rant le coefficient
de tension superficielle γ = 0.5 ;
B3. Angle θ = 2pi/3 : une simulation est effectue´e avec un coefficient
γ = 0.5 et un angle de contact θ = 2pi/3, qui correspond a` l’angle de
contact mesure´ lors de l’expe´rience re´alise´e sur le creuset (voir section
2.5.2). Dans ce cas les deux termes associe´s a` la tension superficielle
dans l’e´quation (1.11) devraient apporter une contribution non nulle.
Les trois configurations me`nent a` des interfaces stationnaires qui sont,
qualitativement parlant, quasi identiques comme on peut le voir sur la figure
3.7. Pour e´valuer plus pre´cise´ment les diffe´rences entre les trois situations
on mesure, pour plusieurs pas de temps, les quantite´s suivantes :
• Interface : posons δhi(tn, ~xk), i = 1, 2, 3, k = 1, . . . , NΓh la distance
signe´e au temps tn entre le noeud ~xk de l’interface dans la situation Bi
et l’interface initiale plane. Pour i 6= j on peut alors e´valuer au temps
tn l’e´cart relatif entre les simulations Bi et Bj comme :
H i,jrel(tn) =
max
k=1,...,NΓh
∣∣δhi(tn, ~xk)− δhj(tn, ~xk)∣∣
max
k=1,...,NΓh
∣∣δhi(tn, ~xk)∣∣ . (3.9)
85
Chapitre 3. Application a` la production d’aluminium
Fig. 3.7 – Interfaces stationnaires obtenues dans les situations B1 (en haut),
B2 (au milieu) et B3 (en bas).
• Vitesse : de fac¸on similaire, au temps tn pour i 6= j on mesure l’e´cart
relatif maximal dans le domaine fluide Ω entre les configurations Bi et
Bj :
V i,jrel (tn) =
max
k=1,...,NΩh
∣∣~ui(tn, ~xk)− ~uj(tn, ~xk)∣∣
max
k=1,...,NΩh
∣∣~ui(tn, ~xk)∣∣ . (3.10)
• Courant : idem pour le courant dans la cuve Σ , i.e.
J i,jrel(tn) =
max
k=1,...,NΣh
∣∣~ji(tn, ~xk)−~jj(tn, ~xk)∣∣
max
k=1,...,NΣh
∣∣~ji(tn, ~xk)∣∣ . (3.11)
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Les mesures de ces diffe´rentes quantite´s aux temps 10s, 50s, 100s, 150s
et 200s sont reporte´es dans la table 3.3.
10s 50s 100s 150s 200s
H1,2rel
[
%
]
0.141 0.317 0.383 0.393 0.390
B1 vs B2 V 1,2rel
[
%
]
0.1581 0.1023 0.1814 0.1703 0.1677
J1,2rel
[
%
]
0.0103 0.0688 0.2098 0.3082 0.3562
H2,3rel
[
%
]
0 0 0 0 0
B2 vs B3 V 2,3rel
[
%
]
0 0 0 0 0
J2,3rel
[
%
]
0 0 0 0 0
Tab. 3.3 – Comparaison entre les configurations B1, B2 et B3.
A la vue de ces re´sultats il semble raisonnable de conclure que la ten-
sion de surface ne joue pas de roˆle lorsque les dimensions de l’interface
sont grandes par rapport a` la longueur capillaire. En effet on mesure sur
chaque variable des e´carts relatifs entre B1 et B2 infe´rieurs a` 1% durant
toute l’e´volution jusqu’a` la solution stationnaire. Concernant l’effet de l’angle
de mouillage la diffe´rence entre B2 et B3 est meˆme nulle tout au long du
temps. Ce re´sultat surprenant s’explique soit par le fait que le terme de bord
de l’interface dans la forme variationnelle de l’e´quation de Stokes (2.17) est
ne´gligeable soit que l’effet de bord n’a pas e´te´ capte´ en raison d’un maillage
trop grossier.
Pour avoir un aperc¸u complet des e´carts entre les situations et ve´rifier
qu’un e´tat stationnaire est atteint, on mesure encore la vitesse moyenne de
l’interface dΓhdt introduite dans l’e´quation (3.7) repre´sente´e en e´chelle semilog
pour les trois situations B1, B2 et B3 sur la figure 3.8.
Les trois courbes e´tant quasiment confondues, on conclut donc que l’effet
de tension superficielle peut eˆtre ne´glige´ dans la simulation de l’e´lectrolyse
sur des cuves aux dimensions re´alistes.
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Fig. 3.8 – Vitesse moyenne de l’interface dΓhdt (t) pour les situations B1, B2
et B3.
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3.2.3 Mode`les relaxe´s
Pour conclure ce chapitre e´tudions l’impact sur les re´sultats nume´riques
de deux types de “relaxation” du mode`le pour le calcul e´lectromagne´tique.
Le but est d’estimer si des mode`les simplifie´s, qui exigent moins d’effort de
calcul, de´crivent le phe´nome`ne d’e´lectrolyse aussi pre´cise´ment que le mode`le
complet.
En reprenant la loi d’induction de Faraday et en introduisant un parame`tre
de relaxation ξ = 0 ou 1, l’e´quation (1.19) est re´e´crite comme
ξ · ∂
~B
∂t
+ ~∇∧ ~E = 0. (3.12)
Si ξ = 0, la de´rive´e temporelle du potentiel magne´tique ~A est ainsi e´limi-
ne´e dans l’e´quation (1.34) pour le calcul du potentiel e´lectrique V . Cette
premie`re relaxation devrait nous permettre d’e´valuer l’importance du terme
∂ ~B/∂t dans le cas de l’e´lectrolyse.
La seconde “relaxation” est lie´e au champ d’induction magne´tique δ ~B en-
gendre´ par la de´formation de l’interface et calcule´ a` chaque pas de temps
par l’algorithme de Schwarz de la section 2.3.2. Comme avant, conside´rons
un parame`tre de relaxation η = 0 ou 1 et re´e´crivons l’e´quation (1.39) comme
~B(t, ~x) = ~Bhor(~x) + η · δ ~B(t, ~x), ∀t > 0 et ~x ∈ R3. (3.13)
Lorsque η = 0, le champ d’induction magne´tique est constant en temps.
L’extension naturelle de cette relaxation serait de conside´rer un parame`tre
η = η(t) de´pendant du temps et ainsi de recalculer l’induction magne´tique
δ ~B chaque 10, 20 ou 100 pas de temps par exemple.
Reprenons la configuration magne´tique A1 et e´tudions donc les diffe´rences
entre les situations suivantes :
C1. Mode`le complet : on prend (ξ, η) = (1, 1). Ce cas co¨ıncide avec les
simulations A1 et B1 ;
C2. Terme ∂B/∂t ne´glige´ : simulation de la cuve nume´rique en ne´gli-
geant la de´rive´e temporelle de l’induction magne´tique, i.e. (ξ, η) =
(0, 1) ;
C3. Induction constante : l’induction magne´tique est choisie constante
en temps, i.e. (ξ, η) = (0, 0).
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Le tableau 3.4 re´sume les e´carts relatifs entre les trois mode`les C1, C2 et
C3 en reprenant les indicateurs introduits dans les e´quations (3.9), (3.10) et
(3.11) et en ajoutant une mesure de l’e´cart sur l’induction magne´tique dans
le domaine Σ, i.e.
Bi,jrel(tn) =
max
k=1,...,NΣh
∣∣ ~Bi(tn, ~xk)− ~Bj(tn, ~xk)∣∣
max
k=1,...,NΣh
∣∣ ~Bi(tn, ~xk)∣∣ . (3.14)
10s 50s 100s 150s 200s
H1,2rel
[
%
]
0.1843 0.0259 0.0112 0.0068 0.0023
C1 vs C2 V
1,2
rel
[
%
]
0.0976 0.0473 0.0194 0.0085 0.0038
J1,2rel
[
%
]
0.0669 0.0044 0.0043 0.0043 0.0007
B1,2rel
[
%
]
0.0133 0.0080 0.0080 0.0079 0.0079
H1,3rel
[
%
]
0.1787 1.2963 1.5786 1.7164 1.8229
C1 vs C3 V
1,3
rel
[
%
]
0.1836 0.6461 0.7041 0.7654 0.8049
J1,3rel
[
%
]
0.0719 0.2817 0.3030 0.3701 0.4552
B1,3rel
[
%
]
0.7269 3.6172 3.4820 3.8338 3.9656
H2,3rel
[
%
]
0.1191 1.3195 1.5742 1.7119 1.8229
C2 vs C3 V
2,3
rel
[
%
]
0.1672 0.6525 0.7034 0.7653 0.8049
J2,3rel
[
%
]
0.0137 0.2811 0.3055 0.3709 0.4556
B2,3rel
[
%
]
0.7308 3.6184 3.4825 3.8341 3.9659
Tab. 3.4 – Comparaison entre les configurations C1, C2 et C3.
Les principales conclusions que l’on peut tirer de ce tableau sont les sui-
vantes :
• Pour la configuration e´lectromagne´tique e´tudie´e, les mode`les relaxe´s
donnent des re´sultats tre`s proches du mode`le complet ;
• La de´rive´e temporelle du champ d’induction magne´tique semble eˆtre
ne´gligeable. En effet on observe que les e´carts relatifs entre C1 et C2
sont toujours infe´rieurs a` 0.2% et tendent vers 0 lorsque t → ∞, i.e.
lorsque la position de l’interface converge vers une situation station-
naire. Meˆme si cette simplification apporte relativement peu de gain
en temps de calcul (voir ci-dessous), le sche´ma nume´rique peut cepen-
dant gagner en stabilite´ puisqu’un terme “explicite” pour la de´rive´e
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temporelle du potentiel magne´tique vectoriel ~Ah est ainsi e´limine´ de
la formulation (2.54) et de l’e´quation (2.55) ;
• Concernant le terme δ ~B(t, ~x), meˆme si l’e´cart entre les cas C1 et C3 est
peu marque´ (moins de 5%), il faut noter que l’influence de ce terme est
proportionnelle a` la de´formation de l’interface au cours du temps par
rapport a` sa position horizontale initiale. Ainsi, il peut eˆtre important
a` conside´rer lors d’e´tude de cas instables ou si l’interface stationnaire
est fortement de´forme´e. Ne´anmoins, meˆme dans ces situations, le cal-
cul de ce terme a` chaque pas de temps semble inutile.
Estimons a` pre´sent le gain re´el en temps de calcul que peuvent apporter
ces simplifications du mode`le magne´tique. On reporte dans le tableau 3.5 une
moyenne de la charge de calcul par pas de temps calcule´e sur 230 ite´rations
de l’algorithme e´volutif. Notons que le meˆme maillage est utilise´ pour les
trois situations C1, C2 et C3, avec un parame`tre de discre´tisation en espace
h = 0.2 m mais des e´le´ments nettement plus fins dans la direction Oz. En
particulier on compte 20 couches d’e´le´ments dans l’aluminium liquide (soit
une hauteur de maille de 0.01 m), 20 couches d’e´le´ments entre l’interface
et le bas des anodes (soit une hauteur de maille de 0.002 m) et 10 couches
d’e´le´ments entre le bas des anodes et l’interface air/bain (soit une hauteur
de maille de 0.016 m). Globalement le maillage de Σ utilise´ ici compte 38′891
noeuds et 173′800 te´trae`dres.
Mode`le magne´tique Temps CPU/pas de temps Rapport avec C1
C1 (complet) 713 sec 100.00 %
C2 (sans ∂ ~B/∂t) 674 sec 94.53 %
C3 ( ~B constant) 356 sec 49.92 %
Tab. 3.5 – Comparaison du temps de calcul par pas de temps entre les
diffe´rents mode`les magne´tiques C1, C2 et C3. Valeurs moyennes calcule´es
sur 230 pas de temps.
Aux vues de ces re´sultats une conclusion s’impose : environ 50% du
temps de calcul total peut eˆtre e´conomise´ en conside´rant le mode`le simplifie´
C3 pour une diffe´rence relative avec le mode`le complet C1 de moins de 5%
sur les re´sultats nume´riques.
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3.3 Conclusion
Dans ce chapitre, une “cuve nume´rique” proche d’une cuve re´elle a e´te´
introduite et utilise´e pour tester et e´valuer les points cle´s du mode`le MHD
e´volutif.
Dans cette situation simplifie´e, conc¸ue du point de vue ge´ome´trique pour
obtenir une re´partition des courants et des e´coulements similaires a` ceux ob-
servables sur un mode`le de cuve utilise´e dans l’industrie, diverses simulations
ont e´te´ effectue´es et des solutions stationnaires ont e´te´ obtenues.
Nume´riquement parlant, il semble que si le diame`tre de l’interface est
100 a` 1000 fois plus grand que la longueur capillaire, la tension de surface
ne joue plus de roˆle important dans les calculs et peut eˆtre ne´glige´e.
D’autre part, des mode`les simplifie´s construits a` partir du mode`le intro-
duit au chapitre 1 ont de´montre´ que le calcul du champ d’induction magne´-
tique δ ~B a` chaque pas de temps peut eˆtre effectue´ moins souvent et que la
prise en compte de la de´rive´e temporelle ∂ ~B/∂t dans la loi de Faraday ne
semble pas essentielle. Un gain d’environ 50% en temps de calcul est alors
envisageable pour une diffe´rence relative de moins de 5% sur les re´sultats
nume´riques.
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Stabilite´ line´aire et
dynamique
Dans ce chapitre on introduit la notion de stabilite´ dynamique lie´e a` la
simulation du mouvement de l’interface a` partir du mode`le e´volutif pre´sente´
dans les chapitres pre´ce´dents.
Dans l’industrie, pour de´terminer si une cuve fonctionne dans un re´gime
stable ou instable, des mesures de potentiel au niveau de chaque anode sont
effectue´es en temps re´el. De fortes variations du potentiel anodique sont ca-
racte´ristiques d’un dysfonctionnement qui peut eˆtre duˆ par exemple a` une
poche de gaz qui se forme sous l’anode, a` une couche solide qui isole une
partie de la cathode ou a` un mouvement instable de l’interface aluminium-
bain. Dans ce cas diverses actions peuvent eˆtre entreprises pour corriger le
proble`me, typiquement en forc¸ant le gaz a` s’e´chapper ou en ajustant la dis-
tance entre anode et interface 1.
Du point de vue nume´rique, Descloux, Flu¨ck et Romerio (voir [10, 11])
ont de´fini une notion de stabilite´, dite “line´aire”, qui consiste a` calculer une
solution stationnaire du proble`me MHD et les valeurs propres du proble`me li-
ne´arise´ autour de cette solution stationnaire. La position des valeurs propres
dans le plan complexe est caracte´ristique de la naissance d’instabilite´. Plus
pre´cise´ment, le signe de la partie imaginaire des valeurs propres de´termine si
une petite perturbation de la position stationnaire aura tendance a` s’ampli-
fier ou a` s’amortir. Une des principales limitations de ce mode`le re´side dans
le fait que les aspects non-line´aires du proble`me sont ne´glige´s pour le calcul
des valeurs propres.
1Les anodes sont monte´es sur des ve´rins et peuvent eˆtre de´place´es verticalement.
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Notre but ici est d’introduire un crite`re de stabilite´ pertinent pour le
mode`le dynamique permettant une comparaison dans le cas de la cuve nu-
me´rique avec le code de stabilite´ line´aire de Descloux, Flu¨ck et Romerio.
Pour faciliter la lecture, les e´quations et algorithmes pour le calcul de la
stabilite´ line´aire sont repris. Sans entrer dans les de´tails, le proble`me aux
valeurs propres permettant d’e´valuer la stabilite´ d’une solution stationnaire
est rappele´ et des pistes pour sa re´solution nume´rique sont expose´es.
4.1 Mode`le stationnaire et stabilite´ line´aire
Pour mieux comprendre le principe de stabilite´ line´aire, conside´rons un
exemple ge´ne´ral. Soit ~F : RN → RN un ope´rateur re´gulier2 et ~u : (0,∞)→
RN une application inconnue qui de´pend du temps. On conside`re le proble`me
suivant :
d~u
dt
(t) = ~F
(
~u(t)
)
, ∀t ∈ (0,∞). (4.1)
Une solution stationnaire ~u du proble`me (4.1) est inde´pendante du temps et
ve´rifie
~F
(
~u
)
= 0. (4.2)
L’ide´e a` la base de la stabilite´ line´aire est alors de conside´rer de petites
perturbations de la solution stationnaire de la forme
~U(t) = ~u+ eiωt δ~U, (4.3)
avec ω ∈ C et qui ve´rifient, pour des temps t petits, le proble`me line´arise´
autour de la solution stationnaire suivant (de´rivant de l’e´quation (4.1)) :
d~U
dt
(t) = ~F (~u) + eiωt D~F
(
~u
)
δ~U, (4.4)
ou` D~F : RN → L(RN ,RN ) est la de´rive´e au sens de Fre´chet de l’ope´rateur
~F qui, a` un vecteur de RN , fait correspondre un ope´rateur line´aire de RN
vers RN qui peut eˆtre repre´sente´ par une matrice. Utilisant le fait que la
solution stationnaire ~u ve´rifie (4.2) et que la de´rive´e temporelle de ~U est
connue, on obtient finalement le proble`me aux valeurs propres suivant :
D~F
(
~u
)
δ~U = iω δ~U. (4.5)
En supposant que l’on puisse re´soudre le proble`me (4.5), le signe de la partie
imaginaire des valeurs propres ω de´termine le comportement temporel de la
perturbation eiωt δ~U . En effet, si les valeurs propres s’e´crivent ω = ωR + iωI
avec ωR et ωI re´els, on a alors
eiωt = eiωRt · e−ωI t, (4.6)
2Disons par exemple C1(RN ).
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et donc si ωI est ne´gatif la perturbation va croˆıtre au cours du temps. Dans
ce cas, la solution stationnaire ~u est conside´re´e instable au sens line´aire du
terme.
4.1.1 Proble`me MHD stationnaire
Revenons a` pre´sent a` l’e´lectrolyse de l’aluminium. Au chapitre 1, les
e´quations de la MHD e´volutives ont e´te´ introduites ; pour faciliter la lecture,
elles sont rappele´es ici. On cherche la vitesse des fluides ~u, la pression p,
la fonction ϕ˜, le champ e´lectrique ~E, la densite´ de courant ~j et le champ
d’induction magne´tique ~B qui ve´rifient

ρ
∂~u
∂t
+ ρ(~u · ~∇)~u− ~∇ · (τ (~u, p)) = ~f, dans Ωal(t) ∪ Ωel(t),
~∇ · ~u = 0, dans Ωal(t) ∪ Ωel(t),
∂ϕ˜
∂t
+ ~u · ∇ϕ˜ = 0, dans Ω,
Ωal(t) =
{
~x ∈ Ω ∣∣ ϕ˜(t, ~x) < 0} , Ωel(t) = {~x ∈ Ω ∣∣ ϕ˜(t, ~x) > 0} ,
∂ ~B
∂t
+ ~∇∧ ~E = 0, dans R3,
~∇∧ ~B = µ0~j, dans R3,
~∇ · ~B = 0, dans R3,
~j = σ
(
~E + ~u ∧ ~B
)
, dans Σ,
(4.7)
avec les conditions d’interface3 et de bord suivantes pour le proble`me
hydrodynamique
[~u] = 0, sur Γ(t),
[τ (~u, p) ~n] = 0, sur Γ(t),
~u = 0, sur ΓD,
~u · ~n = 0, sur ∂Ω \ ΓD,
τ (~u, p) · ti = 0, i = 1, 2, sur ∂Ω \ ΓD,
(4.8)
3En guise de simplification la tension de surface est ne´glige´e ici.
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et les conditions limites suivantes pour le proble`me e´lectromagne´tique

~j · ~n = −I/|Γin|, sur Γin,
~j · ~n = I/|Γout|, sur Γout,
~j · ~n = 0, sur ∂Σ \ Γin ∪ Γout,
| ~B(~x)| = O(|~x|−2), lorsque |~x| → ∞.
(4.9)
Les syste`mes (4.7), (4.8) et (4.9) re´unis forment, apre`s discre´tisation,
l’e´quivalent du proble`me e´volutif (4.1). Pour e´crire le proble`me station-
naire associe´ on remarque tout d’abord que, pour les e´quations de Maxwell
statiques, le champ e´lectrique de´rive d’un potentiel e´lectrique scalaire, i.e.
~E = −~∇V , et ainsi la loi d’Ohm dans (4.7) s’e´crit
~j = σ
(
−~∇V + ~u ∧ ~B
)
dans Σ. (4.10)
De plus, si l’interface Γ(t) est parame´tre´e par l’e´quation z = h(t, x, y) ou`
h : [0,∞)×R2 → R est une fonction re´gulie`re, alors la fonction ϕ˜ est donne´e
par l’e´quation
ϕ˜(t, x, y, z) = z − h(t, x, y), ∀(x, y, z) ∈ Ω et t ≥ 0, (4.11)
et son e´quation de transport peut eˆtre re´e´crite en fonction de h comme
∂h
∂t
− ~u · ~∇(z − h) = 0. (4.12)
Avec ces nouvelles notations, le proble`me stationnaire associe´ aux sys-
te`mes (4.7), (4.8) et (4.9) s’e´crit : trouver la vitesse ~u, la pression p, la
fonction h, le potentiel e´lectrique V , la densite´ de courant ~j et le champ
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d’induction magne´tique ~B inde´pendants du temps et qui ve´rifient

ρ(~u · ~∇)~u− ~∇ · (τ (~u, p)) = ~j ∧ ~B + ρ~g, dans Ωal ∪ Ωel,
~∇ · ~u = 0, dans Ωal ∪ Ωel,
~u · ~∇(z − h) = 0, dans Ω,
Ωal =
{
~x ∈ Ω ∣∣ z < h(x, y)} , Ωel = {~x ∈ Ω ∣∣ z > h(x, y)} ,
~∇∧ ~B = µ0~j, dans R3,
~∇ · ~B = 0, dans R3,
~j = σ
(
−~∇V + ~u ∧ ~B
)
, dans Σ,
(4.13)
avec les conditions d’interface (sans tension de surface) et de bord sui-
vantes pour le proble`me hydrodynamique
[~u] = 0, sur Γ,[
τ (~u, p) ~n
]
= 0, sur Γ,
~u = 0, sur ΓD,
~u · ~n = 0, sur ∂Ω \ ΓD,
τ (~u, p) · ti = 0, i = 1, 2, sur ∂Ω \ ΓD,
(4.14)
et les conditions limites et d’interface suivantes pour le proble`me e´lec-
tromagne´tique

~j · ~n = −I/|Γin|, sur Γin,
~j · ~n = I/|Γout|, sur Γout,
~j · ~n = 0, sur ∂Σ \ Γin ∪ Γout,
[V ] = 0,
[
σ
∂V
∂~n
]
= 0, sur Γ,
| ~B(~x)| = O(|~x|−2), lorsque |~x| → ∞.
(4.15)
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Remarque 21 Sous forme stationnaire, l’e´quation (4.12) s’e´crit
~u · ~∇(z − h) = 0 ⇒ ~u ·
(
~ez − ∂h
∂x
~ex − ∂h
∂y
~ey
)
= 0, (4.16)
avec ~ex, ~ey, ~ez le syste`me d’axe euclidien dans R3. D’un autre coˆte´ puisque
l’interface Γ est parame´tre´e par z = h(x, y), la normale (non unitaire) a` la
surface est donne´e par
~n = (~ex +
∂h
∂x
~ez) ∧ (~ey + ∂h
∂y
~ez) = ~ez − ∂h
∂x
~ex − ∂h
∂y
~ey. (4.17)
Ainsi les e´quations (4.16) et (4.17) garantissent la condition d’immiscibilite´
sur l’interface :
~u · ~n = 0 sur Γ. (4.18)
Remarque 22 La loi d’Ampe`re statique assure que
~∇ ·~j = 0 dans Σ ⇒
[
~j · ~n
]
= 0 sur Γ ⇒
[
σ
∂V
∂~n
]
= 0 sur Γ. (4.19)
Remarque 23 Pour tenir compte des effets de turbulence anisotrope in-
duits par la ge´ome´trie des cuves d’e´lectrolyse, le tenseur de viscosite´ suivant
est utilise´ pour re´soudre le proble`me stationnaire :
µ =
 10 10 0.510 10 0.5
0.5 0.5 1
 . (4.20)
Les coefficients de cette matrice sont issus d’une e´tude the´orique et utilise´s
dans le cadre des articles de Descloux, Flu¨ck et Romerio (cf. [10, 11]).
La solution stationnaire du proble`me (4.13) a` (4.15) est calcule´e par un algo-
rithme ite´ratif qui consiste a` re´soudre le proble`me MHD pour une interface
donne´e en relaxant la condition d’interface relative au saut des contraintes
dans la direction normale, i.e. on se donne Γ0 parame´tre´e par z = h0(x, y),
et pour k = 0, 1, 2, . . . on applique l’algorithme suivant :
• On re´sout le proble`me MHD (4.13) a` (4.15) sur les domaines
Ωkal =
{
~x ∈ Ω ∣∣ z < hk(x, y)} , Ωkel = {~x ∈ Ω ∣∣ z > hk(x, y)} ,
(4.21)
en imposant
[~u] = 0 et
[
(τ ~n) · ~tj
]
= 0, sur Γk, j = 1, 2, (4.22)
ou` ~t1,~t2 sont des tangentes unitaire sur Γk orthogonales a` la normale ~n.
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• On corrige ensuite la position de l’interface en remplac¸ant sa parame´-
trisation par
hk+1 = hk −
[
(τ ~n) · ~n
]
+ C
[fz]
, (4.23)
ou` fz est la composante verticale des forces ~f = ρ~g + ~j ∧ ~B et C est
une constante qui garantit que∫∫
hk+1(x, y) dxdy =
∫∫
hk(x, y) dxdy. (4.24)
Ces deux e´tapes sont re´pe´te´es jusqu’a` convergence.
Remarque 24 A chaque ite´ration du proble`me stationnaire la forme des
anodes est modifie´e en fonction de la de´formation de l’interface de sorte que
la distance entre anodes et me´tal reste constante.
4.1.2 Line´arisation
Suivant le de´roulement ge´ne´ral introduit en de´but de chapitre, posons a`
pre´sent les perturbations de la solution stationnaire suivantes :
~U(x, t) = ~u(x) + eiωt δ~U(x),
P (x, t) = p(x) + eiωt δP (x),
H(x, t) = h(x) + eiωt δH(x),
V (x, t) = V (x) + eiωt δV (x),
~J(x, t) = ~j(x) + eiωt δ ~J(x),
~B(x, t) = ~B(x) + eiωt δ ~B(x),
(4.25)
ou` ω et les champs dont la notation commence par δ sont complexes. Ne´gli-
geant le terme de viscosite´ dans les e´quations de Navier-Stokes, Descloux,
Flu¨ck et Romerio (voir [10, 11]) posent le proble`me line´arise´ suivant :
iωρδ~U + ~∇δP = ~F (δ~U, δH), dans Ωal ∪ Ωel,
~∇ · δ~U = 0, dans Ωal ∪ Ωel,
iωαδH − δ~U · ~n = αG(δ~U, δH), sur Γ,[
δ~U · ~n
]
= 0, sur Γ,
β [δP ] = αδH, sur Γ,
δ ~U · ~n = 0, sur ∂Ω,
(4.26)
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avec
~F (δ~U, δH) = δ ~J ∧ ~B +~j ∧ δ ~B − ρ
(
~u · ~∇
)
δ~U − ρ
(
δ~U · ~∇
)
~u,
G(δ~U, δH) =
(
∂z~u · ~∇(z − h)
)
δH − ~u · ~∇δH,
α =
(
1 +
(
∂xh
)2 + (∂yh)2)−1/2 ,
β = −α/[∂zp]Γ.
(4.27)
En fait, sans entrer dans les de´tails, on peut montrer que pour (δ~U, δH)
donne´s, les variables e´lectromagne´tiques (δV, δ ~J, δ ~B) peuvent eˆtre calcule´es
explicitement, c’est pourquoi le proble`me pre´ce´dent s’e´crit en fonction des
variables hydrodynamiques uniquement.
Cette formulation n’est pas e´vidente a` obtenir et n’est pas l’objet de ce
document, c’est pourquoi les e´tapes de calcul ne sont pas pre´cise´es et on
renvoie a` [10, 11] pour une explication plus de´taille´e. Signalons juste que ce
dernier proble`me peut eˆtre re´solu par une me´thode de puissance inverse avec
shift, programme´e dans le logiciel de simulation Alucell de´crit au chapitre 5.
Le proble`me (4.26) posse`de un spectre de cardinalite´ infinie. Cependant,
pour une e´tude pratique de stabilite´, on s’inte´resse en ge´ne´ral uniquement
aux 12 modes de plus basse fre´quence. Un re´sultat typique est donc un
n-uplet (n ≈ 12) de valeurs propres complexes dont le signe des parties ima-
ginaires indique si une solution stationnaire est stable ou instable.
En principe on a vu que s’il existe une valeur propre avec partie imagi-
naire ωI < 0, l’e´tat stationnaire est conside´re´ comme instable. Cependant
pour reprendre en compte les effets visqueux qui ont e´te´ ne´glige´s dans le pro-
ble`me line´arise´, on dira qu’une solution stationnaire est instable s’il existe
une valeur propre avec partie imaginaire ωI infe´rieure a` un seuil dit de
Moreau-Evans donne´. Cette constante est en ge´ne´ral de´termine´e par l’expe´-
rience et peut changer d’une cuve a` l’autre. Cependant comme les dimensions
de la cuve nume´rique de´rivent d’un mode`le de cuve existant, on peut estimer
dans ce cas que le seuil de Moreau-Evans est : −0.01 < εME < −0.006.
Notons finalement que pour ame´liorer la convergence de l’algorithme de
re´solution par puissance inverse, des e´tapes de continuation sont effectue´es,
c’est a` dire que le proble`me (4.26) est re´solu de manie`re ite´rative en augmen-
tant successivement la valeur des termes sources ~F et ~G. Cette technique
permet de construire une suite de shifts de plus en plus proche des valeurs
propres a` calculer et d’ame´liorer conside´rablement la vitesse de convergence
de l’algorithme. E´tant donne´ que, pour un cuve de forme paralle´le´pipe´dique,
les modes gravitationnels sont calculables explicitement, ils constituent un
point de de´part ide´al pour l’algorithme de continuation.
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4.2 Stabilite´ line´aire vs stabilite´ dynamique
Le mode`le de stabilite´ line´aire ayant e´te´ introduit, nous allons a` pre´sent
tenter de comparer les e´tudes de stabilite´ au sens line´aire et dynamique du
terme.
4.2.1 Crite`re de stabilite´ dynamique
On a vu pre´ce´demment que du point de vue de la stabilite´ line´aire une
cuve est de´finie comme instable lorsqu’une ou plusieurs valeurs propres du
proble`me (4.26) de´passent un seuil donne´. La qualite´ de ce crite`re de´pend
essentiellement de la capacite´ a` fixer pre´cise´ment le seuil de Moreau-Evans
en se basant sur l’expe´rience.
Du point de vue dynamique une cuve peut eˆtre conside´re´e instable si une
petite perturbation de l’interface stationnaire engendre un mouvement qui
ne s’atte´nue pas au cours du temps. En pratique, pour de´terminer au moyen
du mode`le e´volutif si une cuve est stable ou instable, on peut proce´der de la
manie`re suivante :
• On calcule une solution stationnaire du proble`me MHD e´volutif en
utilisant l’algorithme (4.21) a` (4.24).
• On introduit cette solution (avec une petite perturbation4) comme
condition initiale du proble`me e´volutif.
• En principe, puisque l’interface n’est pas exactement en position sta-
tionnaire, un mouvement oscillatoire se cre´e. Si les oscillations s’atte´-
nuent au cours du temps, la solution stationnaire est dynamiquement
stable, sinon elle est dynamiquement instable.
Pour quantifier l’e´volution des oscillations de l’interface on peut re-
prendre la notion de vitesse moyenne de l’interface de´finie pre´ce´demment
dans l’e´quation (3.7) et rappele´e ici
dΓh
dt
(tn) :=
1
NΓh
NΓh∑
i=1
|~xni − ~xn−1i |
tn − tn−1 . (4.28)
Si une perturbation de l’interface stationnaire s’atte´nue au cours du temps
alors cette quantite´ tend vers 0. Au contraire si les oscillations de l’interface
autour de sa position stationnaire sont entretenues (voire amplifie´es) alors
la vitesse moyenne de l’interface reste non nulle.
4En ge´ne´ral l’erreur d’approximation nume´rique commise sur la position stationnaire
est une perturbation suffisante.
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E´tant donne´ ces conside´rations, un crite`re de stabilite´ dynamique peut
consister a` tracer la courbe y(t) = log
(
dΓh
dt (t)
)
sur une longue pe´riode
de temps et a` calculer, par exemple par une re´gression line´aire, la pente
moyenne pm de y(t), i.e. on calcule pm et C ∈ R tels que
y(t) = pmt+ C ≈ log
(dΓh
dt
(t)
) ⇔ dΓh
dt
(t) ≈ eCepmt. (4.29)
Si pm est ne´gatif alors l’e´nergie cine´tique de l’interface diminue au cours
du temps comme epmt et la solution stationnaire est dynamiquement stable.
Dans le cas contraire, les perturbations de l’interface stationnaire ont ten-
dance a` croˆıtre au cours du temps et la solution stationnaire est donc dyna-
miquement instable.
4.2.2 Re´sultats nume´riques
Dans cette section, on pre´sente une e´tude de stabilite´ effectue´e sur la
cuve nume´rique soumise aux conditions e´lectromagne´tiques suivantes :
• Courant e´lectrique : 100 kA, 200 kA et 300 kA.
• Induction magne´tique : comme dans le chapitre pre´ce´dent, on impose
une induction magne´tique exte´rieure uniforme et verticale :
~Bext(~x) = (0, 0, Bz)
T , ∀~x ∈ R3,
avec Bz = 10, 20, 30 et 40 G.
Pour chaque configuration, une solution stationnaire est calcule´e en effec-
tuant 10 ite´rations de l’algorithme (4.21) a` (4.24). Les solutions stationnaires
obtenues sont ensuite introduites dans un des deux codes suivants :
1. Code de stabilite´ line´aire : le proble`me aux valeurs propres line´arise´
(4.26) est re´solu en partant des 12 premiers modes gravitationnels et
en effectuant 40 pas de continuation sur les termes sources ~F et ~G. Le
trace´ des valeurs propres a` chaque ite´ration de continuation forme des
trajectoires dans le plan complexe, repre´sente´es sur les figures 4.1 (100
kA), 4.2 (200 kA) et 4.3 (300 kA). Visuellement la cuve est instable si
une trajectoire de´passe les trois droites horizontales repre´sentant trois
seuils de Moreau-Evans possibles, soit -6e-3, -8e-3 et -1e-2 ;
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2. Code e´volutif : la solution stationnaire calcule´e est utilise´e comme
condition initiale de l’algorithme e´volutif de´crit dans les chapitres 1 et
2. Des oscillations de l’interface sont observe´es et la vitesse moyenne
de l’interface au cours du temps est calcule´e. L’e´volution temporelle
de la fonction dΓhdt (t) est repre´sente´e sur la figure 4.4 avec une e´chelle
logarithmique sur l’axe des ordonne´s. Une re´gression line´aire est e´gale-
ment applique´e sur chaque courbe pour de´terminer la pente moyenne
de croissance pm de´finie dans l’e´quation (4.29). La cuve est instable si
pm est positif, i.e. si la droite de re´gression est croissante.
Remarque 25 La solution nume´rique calcule´e par le code stationnaire n’est
pas comple`tement stationnaire dans le code e´volutif. La principale raison a`
ce phe´nome`ne vient du fait que dans le mode`le stationnaire, contrairement
au mode`le e´volutif, la condition[
(τ~n) · ~n
]
= 0, sur Γ, (4.30)
n’est pas impose´e sous forme faible mais ve´rifie´e de mieux en mieux au
cours des ite´rations de l’algorithme (4.21) a` (4.24). De plus, la convergence
de cet algorithme n’e´tant pas monotone il est difficile de connaˆıtre a priori
le nombre d’ite´rations a` effectuer pour obtenir une forme optimale de l’in-
terface qui minimise le saut des forces normales.
Remarque 26 Comme mentionne´ dans la remarque 23, le code station-
naire dispose, en guise de mode`le de turbulence, du tenseur de viscosite´
µ =
 10 10 0.510 10 0.5
0.5 0.5 1
 . (4.31)
L’utilisation de ces valeurs dans le code e´volutif induit une diffusion tre`s
importante qui e´limine toutes les oscillations du mouvement de l’interface.
Pour l’e´tude de stabilite´ re´alise´e ici, on pre´fe`re donc utiliser la forme ani-
sotrope du mode`le de turbulence introduite a` la section 2.1.3, i.e.
µij = µL + ραth2
∣∣ij(~uh)∣∣, ∀i, j = 1, 2, 3. (4.32)
Pour limiter au maximum la diffusion, la viscosite´ laminaire est choisie e´gale
a` la viscosite´ re´elle de l’aluminium (2e-3 Pa·s) et, dans un premier temps,
on prend comme coefficient de turbulence
αt = 0.002. (4.33)
Notons que dans la pratique il convient de calibrer ce parame`tre avec des
mesures de vitesse par exemple pour s’assurer une bonne prise en compte de
la turbulence.
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Fig. 4.1 – Estimation du seuil de stabilite´ line´aire. Diagrammes de stabilite´
pour un courant de 100 kA et des champs d’induction magne´tique de 10 G,
20 G, 30 G et 40 G. Les droites repre´sentent trois seuils de Moreau-Evans
possibles -6e-3, -8e-3 et -1e-2.
Pour faciliter la compre´hension et synthe´tiser les informations on reporte
dans la table 4.1 la plus petite partie imaginaire des valeurs propres du
proble`me de stabilite´ line´aire pour chaque valeur de courant et d’induction
magne´tique.
En conside´rant un seuil de Moreau-Evans εME = −0.01 on conclut que
7 configurations e´lectromagne´tiques induisent des solutions stationnaires li-
ne´airement stables (100kA-10G, 100kA-20G, 100kA-30G, 100kA-40G, 200kA-
10G, 200kA-20G et 300kA-10G) tandis que les 5 autres (200kA-30G, 200kA-
40G, 300kA-20G, 300kA-30G et 300kA-40G) sont line´airement instables.
Du point de vue dynamique on proce`de de la meˆme fac¸on en reportant
dans la table 4.2 les pentes moyennes des courbes de re´gression associe´es
aux vitesses moyennes de l’interface. Dans ce cas on conclut que 3 situations
sont instables (200kA-40G, 300kA-30G et 300kA-40G) tandis que les 9 autres
sont stables.
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 Diagramme de stabilite − 200kA − 10G
Min Im(omega) =−3.1e−03
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 Diagramme de stabilite − 200kA − 20G
Min Im(omega) =−8.0e−03
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 Diagramme de stabilite − 200kA − 30G
Min Im(omega) =−1.4e−02
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 Diagramme de stabilite − 200kA − 40G
Min Im(omega) =−2.0e−02
Fig. 4.2 – Estimation du seuil de stabilite´ line´aire. Diagrammes de stabilite´
pour un courant de 200 kA et des champs d’induction magne´tique de 10 G,
20 G, 30 G et 40 G. Les droites repre´sentent trois seuils de Moreau-Evans
possibles -6e-3, -8e-3 et -1e-2.
Sur les 12 configurations e´tudie´es, les deux mode`les de stabilite´ diffe`rent
uniquement dans deux situations. E´tant donne´ les erreurs nume´riques com-
mises au cours du calcul et les imperfections des diffe´rents crite`res de stabilite´
dues aux incertitudes sur le seuil de Moreau-Evans ou sur la pre´cision de
l’estimation de la pente pm par re´gression line´aire, il est quasiment impos-
sible d’affirmer pour ces situations limites quel mode`le apporte la bonne
conclusion. En fait, e´valuer avec pre´cision les valeurs de courant et d’in-
duction magne´tique exactement a` la limite entre stabilite´ et instabilite´ est
extreˆmement difficile nume´riquement parlant.
Globalement on observe que le mode`le de stabilite´ line´aire est plus pes-
simiste que le mode`le de stabilite´ dynamique. Ceci peut s’expliquer par le
fait que les effets non line´aires ne sont pas pris en compte dans le premier
mode`le et que ces derniers ont un impact plutoˆt stabilisant dans ce cas.
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 Diagramme de stabilite − 300 kA − 10G
Min Im(omega) =−5.7e−03
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 Diagramme de stabilite − 300 kA − 20G
Min Im(omega) =−1.4e−02
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 Diagramme de stabilite − 300 kA − 30G
Min Im(omega) =−2.3e−02
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 Diagramme de stabilite − 300 kA − 40G
Min Im(omega) =−3.5e−02
Fig. 4.3 – Estimation du seuil de stabilite´ line´aire. Diagrammes de stabilite´
pour un courant de 300 kA et des champs d’induction magne´tique de 10 G,
20 G, 30 G et 40 G. Les droites repre´sentent trois seuils de Moreau-Evans
possibles -6e-3, -8e-3 et -1e-2.
Finalement notons que les re´sultats obtenus par le mode`le de stabilite´
dynamique de´pendent du parame`tre de turbulence αt utilise´. En effet, en
augmentant ce parame`tre on augmente la diffusion du mode`le, diminuant
ainsi l’amplitude des oscillations. Les configurations a` la limite entre stabi-
lite´ et instabilite´ peuvent ainsi passer de l’un a` l’autre. Ce phe´nome`ne est
releve´ dans la table 4.3 ou` on observe qu’avec un parame`tre αt 10 fois plus
grand que pre´ce´demment, une seule configuration induit une solution sta-
tionnaire instable (300kA-40G) contre trois pre´ce´demment.
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Stabilite´ line´aire 10G 20G 30G 40G
100 kA -7.7e-4 -2.9e-3 -5.1e-3 -7.3e-3
200 kA -3.1e-3 -8.0e-3 -1.4e-2 -2.0e-2
300 kA -5.7e-3 -1.4e-2 -2.3e-2 -3.5e-2
Tab. 4.1 – Seuil de stabilite´ line´aire : valeurs propres ω avec partie imagi-
naire minimum. Si Im(ω) < −0.01, la solution stationnaire est line´airement
instable.
Stabilite´ dynamique 10G 20G 30G 40G
100 kA -7.9e-3 -9.6e-3 -1.0e-2 -6.5e-3
200 kA -8.9e-3 -7.9e-3 -3.4e-3 1.0e-3
300 kA -8.6e-3 -1.2e-3 3.1e-3 7.5e-3
Tab. 4.2 – Seuil de stabilite´ dynamique : pente moyenne pm de´finissant le
comportement de la vitesse moyenne de l’interface dΓhdt (t). Si pm > 0, la
solution stationnaire est dynamiquement instable.
Stabilite´ dynamique
αt = 0.02 10G 20G 30G 40G
100 kA -8.8e-3 -9.2e-3 -8.6e-3 -8.3e-3
200 kA -8.2e-3 -6.3e-3 -4.4e-3 -3.2e-3
300 kA -7.7e-3 -4.6e-3 -1.5e-3 1.9e-3
Tab. 4.3 – Seuil de stabilite´ dynamique avec αt = 0.02 : pente moyenne pm
de´finissant le comportement de la vitesse moyenne de l’interface dΓhdt (t). Si
pm > 0, la solution stationnaire est dynamiquement instable.
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4.3 Conclusion
Dans ce chapitre un crite`re de stabilite´ dynamique a e´te´ introduit. Ce
crite`re est base´ sur l’analyse du comportement temporel du mouvement de
l’interface a` l’aide du code de calcul e´volutif. Une e´tude de stabilite´ pour
la cuve nume´rique a e´te´ re´alise´e et les re´sultats nume´riques confronte´s a`
l’approche de Descloux, Flu¨ck et Romerio consistant a` e´tudier l’e´volution
temporelle de perturbations de la solution stationnaire au moyen d’un pro-
ble`me line´arise´ aux valeurs propres.
Dans une configuration e´lectromagne´tique simple, les deux mode`les donnent
des re´sultats assez proches. Le code de stabilite´ line´aire semble cependant
plus pessimiste dans le sens ou` quelques situations dynamiquement stables
se sont ave´re´es line´airement instables.
Dans le dernier chapitre de ce document, le logiciel de simulation nume´-
rique de´die´ aux calculs d’e´lectrolyse de l’aluminium est pre´sente´.
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Fig. 4.4 – Estimation du seuil de stabilite´ dynamique. Repre´sentation semi-
log de la vitesse de l’interface dΓhdt (t) et pente moyenne pm pour des courants
de 100 kA (haut), 200 kA (milieu) et 300 kA (bas) et des champs d’induction
magne´tique de 10 G, 20 G, 30 G et 40 G.
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Chapitre 5
Aspects informatiques
Dans ce chapitre nous pre´sentons quelques aspects lie´s au logiciel Alu-
cell dans lequel les algorithmes et sche´mas nume´riques du chapitre 2 ont
e´te´ implante´s et qui est a` l’origine des re´sultats nume´riques pre´sente´s dans
ce document.
5.1 Le logiciel Alucell
5.1.1 Historique
Au de´but des anne´es 1980, Jean-Marc Blanc (socie´te´ AluSuisse), Michel
Romerio (consultant AluSuisse) et Jacques Rappaz (collaborateur EPFL)
lancent un projet de simulation nume´rique de l’e´lectrolyse de l’aluminium
finance´ par NEFF (Nationaler Energie Forschungs Funds). Suite au de´part
de Jacques Rappaz pour l’universite´ de Neuchaˆtel, le projet est repris a`
l’EPFL par Jean Descloux qui, avec la collaboration de Michel Romerio et
Michel Flu¨ck, pose les premie`res pierres d’un logiciel de´die´ a` l’e´lectrolyse.
En e´troite collaboration avec Jacques Antille d’AluSuisse, Michel Flu¨ck de´-
veloppe ainsi, en Fortran77, un code e´le´ment finis en hexae`dres structure´s
pour calculer la solution stationnaire du proble`me MHD bifluide qui est a`
la base d’Alucell.
De`s 1999, le projet de recherche est repris par le professeur Jacques
Rappaz. Outre le code de stabilite´ line´aire de´veloppe´ par Descloux, Flu¨ck et
Romerio (voir [10, 11]), le logiciel Alucell s’e´toffe de nouveaux modules de
calcul dont un mode`le thermique pour simuler les effets de solidification du
me´tal sur le bord (voir [13]), une premie`re e´tude de l’e´volution des fluides
par un code instationnaire (voir [14]) et plusieurs me´thodes pour calculer
l’effet d’e´cran ferromagne´tique (voir [12]).
En 2009, le code source atteint ainsi environ 160’000 lignes dont deux
tiers sont e´crites en Fortran et environ un tiers en C++. Il permet de re´-
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soudre de nombreux proble`mes diffe´rentiels 1D, 2D et 3D par des me´thodes
d’e´le´ments finis continus de degre´ 1 sur des maillages structure´s ou non
structure´s.
L’objectif principal de cette the`se est d’inte´grer le mode`le de´crit au cha-
pitre 2 dans le logiciel Alucell. Le but est d’ame´liorer les performances
du premier mode`le MHD bifluide de´veloppe´ par Sonia Pain en utilisant des
me´thodes nume´riques plus efficaces (en particulier pour la partie e´lectroma-
gne´tique) afin de pouvoir simuler des situations re´alistes en un temps de
calcul raisonnable et avec un code robuste.
5.1.2 Structure
Le programme Alucell est conc¸u a` la frontie`re entre un logiciel de si-
mulation de´die´ a` l’e´lectrolyse et une librairie mathe´matique de calcul e´le´-
ments finis. Disposant d’un langage propre et d’un interpre´teur, il permet
de de´velopper aussi bien des cas tests simples que de traiter des situations
industrielles complexes. Sa structure est la suivante (cf. Fig. 5.1) :
(i) Sources : Le code source, Fortran et C++, rassemble les outils nu-
me´riques indispensables a` la simulation. On y trouve par exemple des
modules de gestion des maillages (lecture, e´criture, cre´ation, trans-
formation, etc), des modules e´le´ments finis (assemblage de matrices
e´le´mentaires, etc) ou de re´solution de syste`mes line´aires (me´thodes di-
rectes ou ite´ratives, pre´conditionneurs, etc). Une partie est consacre´e
a` l’interpre´teur et a` la de´finition des commandes du langage. Le code
source est compile´ de manie`re a` ce que tous les modules soit acces-
sibles, apre`s interpre´tation, sous forme de mot-cle´ du langage Alucell.
(ii) Macros : On appelle macro, un fichier contenant une liste d’instruc-
tions en langage Alucell. Ces macros sont interpre´te´es et traduites en
une se´rie d’ope´rations relatives aux fichiers Fortran et C++ du code
source. Les macros sont en ge´ne´ral se´pare´es en deux groupes : d’un
coˆte´ les fichiers spe´cifiques a` une application ou a` une ge´ome´trie, par
exemple au cas du creuset ou de la cuve nume´rique, et de l’autre un
jeu de macros ge´ne´rales qui peuvent eˆtre utilise´es dans des situations
diffe´rentes (par exemple assemblage ou re´solution d’un syste`me type).
Une simulation nume´rique avec Alucell consiste donc a` exe´cuter un
fichier compile´ a` partir des sources dans un re´pertoire contenant des ins-
tructions interpre´tables (macros), spe´cifiques au proble`me que l’on veut re´-
soudre. Cette approche donne e´norme´ment de liberte´ au programmeur mais
demande une grande rigueur e´tant donne´ que les principales instructions
sont interpre´te´es et non compile´es.
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Fig. 5.1 – Structure du code Alucell
5.1.3 Exemple
En guise de pre´sentation et pour illustrer les possibilite´s du logiciel, pas-
sons en revue un exemple d’une simulation nume´rique re´alisable avec Alu-
cell en se concentrant sur les e´tapes importantes.
Conside´rons un cas test acade´mique de me´canique des fluides : la cavite´
entraˆıne´e. Soit Ω le cube unite´ (0, 1)3 et Γ la surface supe´rieure donne´e
par l’e´quation z = 1, on souhaite re´soudre nume´riquement, le proble`me de
Stokes stationnaire suivant : chercher ~u : Ω→ R3 et p : Ω→ R tels que
−∆~u+ ~∇p = 0,
dans Ω,
~∇ · ~u = 0,
(5.1)
et qui ve´rifient les conditions au bord suivantes
~u = (1, 0, 0)T , sur Γ,
~u = 0, sur ∂Ω \ Γ.
(5.2)
Ce proble`me correspond a` l’e´tude du mouvement d’un fluide visqueux
incompressible (de viscosite´ µ = 1) dans un cube, parfaitement entraˆıne´
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sur une face et adhe´rent aux autres. La vitesse, solution du proble`me (5.1-
5.2), est un tourbillon pre´sente´ sur la figure 5.2. La re´solution nume´rique du
Fig. 5.2 – Vitesse ~u solution du proble`me (5.1) : a` gauche solution attendue,
a` droite lignes trajectoires calcule´es (coupe dans le plan x = 1/2).
proble`me (5.1) avec Alucell est de´crite e´tape par e´tape ci-apre`s.
Initialisation
La premie`re e´tape consiste a` cre´er une structure de base pour tout calcul
avec Alucell, i.e. un re´pertoire contenant les e´le´ments suivants :
• un fichier case.dat, essentiel au fonctionnement du logiciel, mais qui
peut eˆtre vide, auquel cas l’interpre´teur de commandes attend que
l’exe´cutant entre des instructions au clavier. En re`gle ge´ne´rale, ce fi-
chier contient les instructions du listing 5.1.
Listing 5.1 – Fichier case.dat
1 (CASE="Cavity") (DBFILE="dbfile")
(MACRO="macros/") (MY_MACRO="data/") (TEMP="TMP/")
3
@"data/input.dat"
5
quit
Le roˆle de ce fichier est de de´finir quelques variables d’environnement
fixant pour Alucell les chemins relatifs vers les re´pertoires ou` se
trouvent les instructions a` effectuer et de rediriger l’interpre´teur vers
le fichier principal de calcul (ici data/input.dat). Notons que ce fichier
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est le seul e´le´ment indispensable au logiciel mais, bien que toutes les
instructions puissent y eˆtre place´es, il est souvent pre´fe´rable pour une
question de lisibilite´ de morceler les instructions dans plusieurs fichiers
plus simples, d’ou` la cre´ation des e´le´ments de´crits ci-dessous.
• un re´pertoire data/ qui contient les instructions spe´cifiques au cas
conside´re´ dont : cre´ation de maillage, de´finition des conditions au bord,
parame`tres nume´riques, physiques et ge´ome´triques, visualisation, etc.
Si la variable d’environnement MY_MACRO est de´finie a` la valeur data/
un fichier _foo.mac contenu dans ce re´pertoire peut eˆtre acce´de´ sim-
plement par la commande suivante (listing 5.2).
Listing 5.2 – Appel d’un fichier du re´pertoire data/
_foo.mac()
L’interpre´teur identifie en fait tout fichier dont le nom commence par
le caracte`re“_”au re´pertoire data/. Notons que des arguments peuvent
eˆtre transmis entre les parenthe`ses, se´pare´s par des points virgules et
re´cupe´re´s au niveau de _foo.mac via les mots cle´s ARG_01, ARG_02, etc.
• un re´pertoire macros/ qui contient des instructions plus ge´ne´rales,
re´utilisables pour plusieurs situations diffe´rentes, par exemple : ope´-
rations mathe´matiques, assemblage et de´finition d’un proble`me type
(Laplace, Stokes, Navier-Stokes, transport, etc), ope´rateurs de restric-
tion ou de prolongement entre maillages, etc. Si la variable d’environ-
nement MACRO est de´finie a` la valeur macros/, pour acce´der a` un fichier
foo1.mac de ce re´pertoire ou a` un fichier gen/foo2.mac dans le sous-
re´pertoire macros/gen/, il suffit d’entrer les commandes suivantes (voir
listing 5.3).
Listing 5.3 – Appel d’un fichier du re´pertoire macros/
1 foo1.mac()
gen/foo2.mac()
En re`gle ge´ne´ral, il est raisonnable de dissocier ce dossier du cas consi-
de´re´ et ainsi d’e´viter de dupliquer inutilement du code a` chaque nou-
veau calcul. Actuellement, le logiciel est dote´ d’un re´pertoire central
de macros, classe´es dans des sous-re´pertoires selon plusieurs cate´go-
ries : les macros a` usage ge´ne´ral dans le re´pertoire macros/gen/, les
macros de manipulation de maillage dans le re´pertoire macros/mesh/,
celles relatives au code MHD e´volutif dans le re´pertoire macros/evol/
et ainsi de suite.
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• un re´pertoire TMP/ utilise´ par le logiciel pour stocker des informations
temporaires au cours du calcul, principalement lors de l’utilisation de
boucles ite´ratives.
A ce stade, pour assurer une bonne lisibilite´ du code, il convient de de´-
terminer les e´tapes de calculs et de cre´er un fichier input.dat contenant
la structure ge´ne´rale de l’algorithme de re´solution. Dans le cas de notre
exemple, ce fichier peut s’e´crire suivant le listing 5.4.
Listing 5.4 – Fichier input.dat pour le proble`me (5.1)
# ------------------------------------------------
2 # File : input.dat
# Description : Solve Stokes Problem in a cavity.
4 # ------------------------------------------------
## Beginning of computation
6
## | Parameters
8 _params.mac()
# ------------------------------------------------
10 ## | Mesh
_mesh.mac()
12 # ------------------------------------------------
## | Boundary conditions
14 _boundary_conditions.mac()
# ------------------------------------------------
16 ## | Matrix Assembly
_matrix.mac()
18 # ------------------------------------------------
## | Problem Resolution
20 _solve.mac()
# ------------------------------------------------
22 ## | Visualization
_visualization.mac()
24
## End of computation
Les lignes qui commencent par le caracte`re “#” suivi d’un espace sont des
commentaires pour Alucell et sont ignore´es par l’interpre´teur. Par contre
les lignes qui commencent par “##” sont conside´re´es comme une information
a` afficher et figurent dans l’output du programme.
Remarque 27 (Gestion me´moire) La gestion de la me´moire dans Alu-
cell a e´te´ conc¸ue initialement en suivant les principes du langage Fortran77.
Au de´marrage du programme, l’exe´cutable alloue un “ super tableau” de taille
importante (typiquement plusieurs Gigabytes) dans lequel la plupart des va-
riables, vecteurs et matrices sont stocke´s et adresse´s. Malgre´ les possibilite´s
accrues des machines modernes qui peuvent posse´der des me´moires vives
gigantesques, les codes de simulation de l’e´lectrolyse de´veloppe´s avec Alu-
cell peuvent facilement atteindre les limites de stockage en me´moire vive,
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en particulier les codes e´volutifs. Une solution pour re´soudre ce proble`me est
de conserver en me´moire vive un minimum d’information et de stocker tem-
porairement des variables dans un fichier base de donne´es a` acce`s rapide.
Cette fonctionnalite´ est pre´vue dans Alucell via la variable d’environne-
ment DBFILE qui de´finit le nom d’un fichier binaire fortran a` acce`s direct
dans lequel des variables peuvent eˆtre stocke´es et re´cupe´re´es automatique-
ment.
Pour illustrer la gestion de la me´moire conside´rons le fichier _params.mac
repris dans le listing 5.5.
Listing 5.5 – Fichier _params.mac
1 # -------------------------------------------------
# File : _params.mac
3 # Description : Define problems parameters.
# -------------------------------------------------
5 # open database file
open
7 # --------------------------------------------------
# Geometry of the cavity : [0,Lx]x[0,Ly]x[0,Lz]
9 (Lx = 1.0) (Ly = 1.0) (Lz = 1.0)
11 # System Solver
(cavity_up_sol_iter_algo=$"gmres_ilu0")
13 (cavity_up_sol_iter_itmax =1000)
(cavity_up_sol_iter_dimens =2000)
15 (cavity_up_sol_iter_tol =1e-6)
(cavity_up_sol_iter_verbose =1)
17 # --------------------------------------------------
# Save informations in the database
19 dbwrite
21 # close database file
close
23
endmacro
Les mots cle´s open et close signalent a` l’interpre´teur que des variables
peuvent eˆtre lues ou e´crites dans le fichier identifie´ par la variable DBFILE
tandis que la commande dbwrite oblige le programme a` enregistrer dans la
base de donne´es toutes les variables contenues dans la me´moire vive. Cette
dernie`re e´tape peut prendre beaucoup de temps suivant l’e´tat de la me´moire
et ge´ne´rer un fichier de taille importante. Il est donc ne´cessaire de “nettoyer”
la me´moire vive avant d’appeler dbwrite en supprimant les e´le´ments qui ne
sont pas utiles pour la suite du calcul. Pour effectuer cette ope´ration, le lan-
gage Alucell est dote´ des commandes de base de GNU/Linux pour la gestion
des fichiers (rm, mv, cp, ln, ls, etc) qui agissent directement sur les variables
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stocke´es dans la me´moire vive. En particulier, la commande rm permet d’ef-
facer des informations inutiles et peut meˆme eˆtre appele´e avec le caracte`re
de comple´tion usuel “*” (voir listing 5.6).
Listing 5.6 – Utilisation de la commande rm
# Cleaning memory
2 rm foo
rm mat*
4 rm *001
Maillage
A l’origine, les maillages de cuve e´taient re´alise´s entie`rement avec Alu-
cell c’est pourquoi de nombreux outils de construction, de´coupage, union,
extraction du bord, etc, existent dans le logiciel. Ces outils sont tre`s utiles
pour cre´er rapidement des maillages lorsque la ge´ome´trie du domaine est
simple comme c’est le cas dans l’exemple pre´sente´ ici. Un maillage en te´tra-
e`dres du domaine Ω peut ainsi eˆtre re´alise´ en quelques lignes de code suivant
le listing 5.7.
Listing 5.7 – Construction d’un maillage te´trae´drique du domaine Ω.
# Reference number for the whole domain
2 (ref=1)
4 # Opening of the mesh toolbox
mesh
6 # Cut the cube into Nx x Ny x Nz hexaedra --> hexamesh
Mstruct3d.mac(0;Lx;Nx ; 0;Ly;Ny ; 0;Lz;Nz; ref ; hexamesh)
8
# Cut each haxaedron into tetraedra --> cavity
10 Mtetra.mac( hexamesh ; cavity ; hexa_tetra)
12 # Closure of the mesh toolbox
return
Pour traiter des ge´ome´tries plus complique´es et exploiter les performances
des mailleurs existants, Alucell a e´te´ couple´ a` plusieurs logiciels de ge´ne´ra-
tion et manipulation de maillages (GMSH [38] ou GHS3D [39] par exemple). No-
tons qu’un tel couplage est assez simple puisque, pour Alucell, un maillage
consiste en trois tableaux :
• cavity_nodes est un tableau de nombres re´els contenant les coordon-
ne´es des sommets des te´trae`dres ;
• cavity_elems est un tableau de nombres entiers contenant pour chaque
e´le´ment les indices des sommets associe´s dans le tableau cavity_nodes ;
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• cavity_refs est un tableau contenant un nume´ro de re´fe´rence pour
chaque e´le´ment et qui permet d’identifier des re´gions d’un maillage
suivant des conside´rations physiques, ge´ome´triques ou nume´riques.
A ce stade, a` partir du maillage volumique du domaine Ω il convient
d’identifier les diffe´rentes re´gions du bord ∂Ω ou` l’on souhaite imposer des
conditions limites. Cette e´tape est effectue´e dans le listing 5.8.
Listing 5.8 – Identification et partage du bord du domaine Ω.
1 mesh
# Extract Border
3 Mfront.mac(cavity ; cavity_border )
5 # Split the boundary in top , base and side
(keep_nodes =1)
7 (keep_top_f(x,y,z) = 1-eq(z,Lz))
Mkeep.mac(cavity_border; cavity_border_top ; keep_top_f)
9
(keep_base_f(x,y,z) = 1-eq(z ,0.0))
11 Mkeep.mac(cavity_border; cavity_border_base; keep_base_f)
13 (keep_sides_f(x,y,z) = 2-gt(z,0.0)-lt(z,Lz))
Mkeep.mac(cavity_border; cavity_border_side; keep_sides_f)
15
# Identify one point of the mesh
17 # to impose condition for pressure
Mpoint.mac( corner ; 0 ; 0 ; 0 )
19 return
21 # Find the id of the corner in cavity mesh
mesh/submesh.mac(corner ; cavity)
L’instruction cle´ ici est la commande Mkeep.mac qui e´value une fonction
f : R3 → R aux barycentres du maillage en triangles cavity_border et
conserve les e´le´ments qui ve´rifient f(x, y, z) = 0 dans un sous-maillage du
bord.
Conditions au bord
Les conditions de bord donne´es dans l’e´quation (5.2) e´tant de type Diri-
chlet elles peuvent eˆtre traite´es alge´briquement au moment de l’assemblage
du syste`me line´aire associe´ au proble`me (5.1) en e´liminant les inconnues
concerne´es. Pour pouvoir effectuer cette ope´ration dans Alucell, deux ta-
bleaux sont cre´e´s :
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(1) une table de codes de conditions de bord cavity_up_dbccod associe´e
aux noeuds et qui prend la valeur un pour un noeud libre et ze´ro pour
un noeud impose´ (cf. listing 5.9).
Listing 5.9 – Cre´ation du tableau de codes de conditions de bord
## | | Boundary code for u and p
2 # Number of dofs per node : (u_x , u_y , u_z , p)
(fonct_nval =4)
4 data cavity_nodes cavity_up_dbccod
# Set every node as free
6 (fonct_v1 =1) (fonct_v2 =4)
(fonct_elm=$"cavity_elems")
8 (fonct_value =1)
elm
10 # Non -Homogenous Dirichlet BC on top
(fonct_v1 =1) (fonct_v2 =3)
12 (fonct_elm=$"cavity_border_top_elems")
(fonct_value =0)
14 elm
# Homogenous Dirichlet on the base and side
16 (fonct_v1 =1) (fonct_v2 =3)
(fonct_elm=$"cavity_border_base_elems")
18 (fonct_value =0)
elm
20 (fonct_v1 =1) (fonct_v2 =3)
(fonct_elm=$"cavity_border_side_elems")
22 (fonct_value =0)
elm
24 # Homogenous Dirichlet for p on one point
(fonct_v1 =4) (fonct_v2 =4)
26 (fonct_elm=$"corner_cavity_elems")
(fonct_value =0)
28 elm
# Convert real values to integers
30 integ
dbc
32 return
# Total number of degrees of freedom
34 (cavity_up_rhs_size=fonct_neq)
(2) une table cavity_up_dbcval contenant la valeur de la condition au
bord et qui est typiquement cre´e´e par la fonction arithn du langage
qui permet d’e´valuer une expression aux e´le´ments d’un tableau, ici les
noeuds du maillage (cf. listing 5.10).
Listing 5.10 – Cre´ation du tableau de valeurs de conditions de bord
1 # Define the values for the boundary conditions
# u_x = 1 on \Gamma and u_y = u_z = 0 = p everywhere
3
(up_dbcval_f(x,y,z)=(eq(z,Lz), 0.0, 0.0, 0.0))
5 arithn cavity_nodes cavity_up_dbcval up_dbcval_f
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E´le´ments finis
La forme variationnelle discre´tise´e du proble`me 5.1 dans un espace de
polynoˆmes de degre´ 1 avec stabilisation sur un maillage en te´trae`dres Th du
domaine Ω s’e´crit : trouver ~uh = ~uh +R avec le rele`vement R = (1, 0, 0)T et
~uh ∈ Vh =
{
~v ∈ [C0(Ω) ∩H10 (Ω)]3 ∣∣∣ ~v|K ∈ [P1(K)]3 , ∀K ∈ Th} , (5.3)
et
ph ∈ Qh =
{
q ∈ C0(Ω) ∩ L20(Ω)
∣∣∣ q|K ∈ P1(K), ∀K ∈ Th} , (5.4)
tels que∫
Ω
~∇~uh : ~∇~vh −
∫
Ω
ph ~∇ · ~vh +
∫
Ω
qh ~∇ · ~uh +αSh2
∫
Ω
~∇ph · ~∇qh = 0, (5.5)
pour tout ~vh ∈ Vh et qh ∈ Qh et ou` h est la taille moyenne des e´le´ments du
maillage et αS est un parame`tre de stabilisation constant.
Ce genre de formulation peut eˆtre introduit assez facilement dans Alu-
cell via le module fes_gen (“General finite element systems”). En effet, si
∂k (k = 0, 1, 2) sont les de´rive´es partielles dans les trois directions de l’espace
R3, que ~u = (u0, u1, . . . , uP ) est un vecteur de P + 1 inconnues par noeud et
~v = (v0, v1, . . . , vP ) est le vecteur de fonctions tests alors la forme biline´aire
de´finie par1
Ah(~u,~v) =
∑
K
P∑
i,j=0
2∑
k,l=0
∫
K
(
aKijkl ∂kvi ∂luj+b
K
ijk ∂kvi uj+c
K
ijl vi ∂luj+d
K
ij vi uj
)
,
(5.6)
peut eˆtre identifie´e pour chaque e´le´ment K par les coefficients
aKijkl, b
K
ijk, c
K
ijl, d
K
ij , avec i, j = 0, 1, . . . , P, et k, l = 0, 1, 2, (5.7)
et la forme line´aire
Fh(~v) =
∑
K
P∑
i=0
2∑
k=0
∫
K
(
gKik ∂kvi + f
K
i vi
)
, (5.8)
est identifie´e simplement par les coefficients
gKik , f
K
i , avec i = 0, 1, . . . , P, et k = 0, 1, 2. (5.9)
Ainsi, pour construire et re´soudre avec Alucell le proble`me variationnel
Ah(~u,~v) = Fh(~v), ∀v ∈ V, (5.10)
1Pour simplifier, on note
P
K la sommation sur tous les e´le´ments du maillage Th et
R
K
l’inte´grale sur l’e´le´ment K.
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il suffit de de´finir, pour chaque e´le´ment K, les coefficients akijkl, b
K
ijk, c
K
ijl,
dKij , g
K
ik et f
K
i . Dans notre exemple la matrice associe´e a` la forme biline´aire
de l’e´quation (5.5) peut ainsi eˆtre assemble´e en quelques lignes de code en
suivant le listing 5.11.
Listing 5.11 – Assemblage du syste`me line´aire associe´ a` l’e´quation de Stokes.
1 # ------------------------------------------------
# File : _matrix.mac
3 # Description : Matrix Assembly.
# ------------------------------------------------
5 # unknowns u = (u0,u1,u2 ,u3)
# test function v = (v0,v1,v2 ,v3)
7
# contribution: \int_Omega grad(u):grad(v)
9 (gradgrad_f(x,y,z)= 1.0)
arithn cavity_baryc cavity_coeff_grad gradgrad_f
11
cp cavity_coeff_grad cavity_fes_mat_gen_a_0000
13 cp cavity_coeff_grad cavity_fes_mat_gen_a_0011
cp cavity_coeff_grad cavity_fes_mat_gen_a_0022
15 cp cavity_coeff_grad cavity_fes_mat_gen_a_1100
cp cavity_coeff_grad cavity_fes_mat_gen_a_1111
17 cp cavity_coeff_grad cavity_fes_mat_gen_a_1122
cp cavity_coeff_grad cavity_fes_mat_gen_a_2200
19 cp cavity_coeff_grad cavity_fes_mat_gen_a_2211
cp cavity_coeff_grad cavity_fes_mat_gen_a_2222
21
# contribution: - \int_Omega p div(v)
23 (pdivv_f(x,y,z)= -1)
arithn cavity_baryc cavity_coeff_pdivv pdivv_f
25
cp cavity_coeff_pdivv cavity_fes_mat_gen_b_030
27 cp cavity_coeff_pdivv cavity_fes_mat_gen_b_131
cp cavity_coeff_pdivv cavity_fes_mat_gen_b_232
29
# contribution: \int_Omega q div(u)
31 (qdivu_f(x,y,z)= 1)
arithn cavity_baryc cavity_coeff_qdivu qdivu_f
33
cp cavity_coeff_qdivu cavity_fes_mat_gen_c_300
35 cp cavity_coeff_qdivu cavity_fes_mat_gen_c_311
cp cavity_coeff_qdivu cavity_fes_mat_gen_c_322
37
# contribution: \int_Omega alpha h^2 grad p.grad q
39 (stab_f(x,y,z)= alpha*h*h)
arithn cavity_baryc cavity_coeff_stab stab_f
41
cp cavity_coeff_stab cavity_fes_mat_gen_a_3300
43 cp cavity_coeff_stab cavity_fes_mat_gen_a_3311
cp cavity_coeff_stab cavity_fes_mat_gen_a_3322
45
# System assembly
47 fes
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# Construct the matrix profil for a sparse storage
49 profil cavity_upStokes CRS cavity_up_dbccod
cavity_up_dbccod cavity_elems cavity_elems
51 end
# Algebraic treatment of boundary conditions
53 dbc cavity_upStokes
cavity_up_rhs cavity_up_dbcval
55 end
# Matrix assembly
57 (cavity_gen_dim =3) (cavity_gen_nval =4)
matrix cavity_upStokes
59 cavity gen_abcd cavity_up_dbccod cavity_up_dbccod
end
61 return
Il est clair que ce type de formulation ne permet pas de construire tous
les syste`mes associe´s a` des e´quations variationnelles et peut s’ave´rer diffi-
cile a` e´valuer lorsque les parame`tres physiques ou nume´riques changent d’un
e´le´ment a` un autre. C’est pourquoi avec Alucell il est e´galement possible
d’assembler “manuellement”, e´le´ment par e´le´ment, des syste`mes plus com-
plexes en agissant dans les sources du logiciel ; c’est ce qui est fait pour la
plupart des e´quations introduites au chapitre 2. Notons que le rele`vement
est traite´ alge´briquement a` l’assemblage du syste`me line´aire en e´liminant les
inconnues associe´es aux conditions au bord de type Dirichlet.
Ayant choisi le solveur GMRES (voir la section 5.3.1) pour le syste`me
line´aire dans le fichier _params.mac (cf. listing 5.5), la solution cavity_up est
calcule´e en suivant le listing 5.12
Listing 5.12 – Re´solution du syste`me line´aire associe´ a` l’e´quation de Stokes.
# ------------------------------------------------
2 # File : _solve.mac
# Description : Solve the problem.
4 # ------------------------------------------------
# Assemble zero right hand side
6 fes
rhs cavity_up_rhs
8 cavity gen_fg cavity_up_dbccod
end
10 return
# Stokes resolution
12 fes
sol
14 XX cavity_upStokes cavity_up_rhs cavity_up_sol
end
16
fem cavity_up_sol cavity_up_dbccod
18 cavity_up_dbcval cavity_up
end
20 return
endmacro
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Visualisation
La dernie`re e´tape est la visualisation de la solution via les logiciels En-
sight (voir [40]) ou Paraview (voir [41]). La figure 5.2 est ainsi obtenue dans
Ensight apre`s interpre´tation du listing 5.13.
Listing 5.13 – Exportation de la solution au format ensight.
1 # ------------------------------------------------
# File : _visualisation.mac
3 # Description : Visualize the solution.
# ------------------------------------------------
5 # Separate velocity u and pressure p
(u_f(u,v,w,p) = (u,v,w) )
7 arithn cavity_up cavity_u u_f
9 (p_f(u,v,w,p) = p )
arithn cavity_up cavity_p p_f
11
# Export solution to ensight
13 (ensight_name="ensight_solution") # Filename
(cavity_eltype="tetra4") # Meshtype
15 (ensight_type =0) # 0=ensight , 1= paraview
ensight
17 add cavity_u # velocity (3D field)
add cavity_p # pressure (scalar field)
19 return
endmacro
5.2 Simulation MHD instationnaire
Conceptuellement parlant, les macros pour le code MHD e´volutif sont
construites sur le meˆme sche´ma que l’exemple de la section 5.1.3 mais sont
bien plus complexes. Si le code de re´solution pour le proble`me de Stokes sta-
tionnaire peut s’e´crire en moins de 200 lignes de langage Alucell, ce n’est
pas le cas pour un algorithme comme celui de la section 2.4. Notre version
e´tant compose´e de plusieurs milliers de lignes nous n’allons pas reproduire
ici le code dans son inte´gralite´ mais lister quelques fichiers cle´s pour bien
comprendre la structure du calcul effectue´.
5.2.1 Macros e´volutives
Reprenant le principe e´voque´ pre´ce´demment, le squelette du calcul est
construit dans un fichier input.dat donne´ dans le listing 5.14.
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Listing 5.14 – Structure ge´ne´rale du code pour le proble`me MHD.
1 # ---------------------------------------------------------
# File : input.dat
3 # Description : Main macros file for the computation
# of time -evolutive MHD equation in an electrolythic cell.
5 # ---------------------------------------------------------
# Automatic generation of some general macros
7 # ---------------------------------------------------------
gen/data_mac.mac()
9 gen/mesh_mac.mac()
11 ## ========================================================
## Dynamic MHD Computation
13 ## ========================================================
## | Parameters
15 (DAYFILE="Dayfile_Params")
_geometrical_params.mac()
17 _physical_params.mac()
_numerical_params.mac()
19
## ========================================================
21 ## | Mesh
(DAYFILE="Dayfile_Mesh")
23 _mesh.mac()
25 ## ========================================================
## | Computation
27 (DAYFILE="Dayfile_Evol")
_time_iterations.mac()
29
## ========================================================
31 ## | End of computation
## ========================================================
33 quit
La variable d’environnement DAYFILE permet de conserver une trace des
ope´rations effectue´es au cours du calcul dans diffe´rents fichiers (ici Day-
file_Params, Dayfile_Mesh et Dayfile_Evol) cre´e´s automatiquement par le
logiciel. Ces fichiers sont tre`s importants dans la phase de de´veloppement
d’un nouveau calcul avec Alucell car ils permettent bien souvent de com-
prendre les causes d’un arreˆt pre´mature´ d’une simulation ou de mauvais
re´sultats.
Si l’algorithme ite´ratif de la section 2.4 n’apparaˆıt pas encore dans ce
fichier, les bases pour la simulation sont ne´anmoins pose´es ici. Tout d’abord
les macros gen/data_mac.mac et gen/mesh_mac.mac ge´ne`rent une se´rie d’outils
qui sont stocke´s dans le re´pertoire TMP/ et utilise´s par la suite. Ensuite les
parame`tres ge´ome´triques (dimensions et position des domaines Ω, Σ et Γ,
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nume´ros de re´fe´rence, etc), physiques (viscosite´s, densite´s et conductivite´s
des mate´riaux, constantes physiques) et nume´riques (solveurs, parame`tres
de discre´tisation en espace et en temps, constantes de stabilisation, etc)
sont de´finis et sauve´s dans la base de donne´es (voir par exemple le listing
5.15 du fichier _physical_params.mac pour le calcul e´volutif dans le creuset
pre´sente´ a` la section 2.5.2). Enfin, dans le fichier _mesh.mac, le maillage est
lu/construit et les frontie`res calcule´es et se´pare´es en fonction des conditions
au bord a` imposer.
Listing 5.15 – Parame`tres physiques pour le calcul e´volutif sur le Creuset.
1 # ---------------------------------------------------------
# File : _physical_params.mac
3 # Description : Definition of the parameters related to
# the physics of the problem.
5 # ---------------------------------------------------------
open
7 # ---------------------------------------------------------
## | | Physical Parameters
9 # Viscosity tensor
(bredit_tsk =1)
11 (mualu =0.002)
(fluid_mu_ #1 = mualu) (fluid_mu_ #2 = mualu)
13 (fluid_mu_ #3 = mualu) (fluid_mu_ #4 = mualu)
(fluid_mu_ #5 = mualu) (fluid_mu_ #6 = mualu)
15 (fluid_mu_ #7 = mualu) (fluid_mu_ #8 = mualu)
(fluid_mu_ #9 = mualu)
17
bredit fluid_mu
19 # ---------------------------------------------------------
# Densities
21 (veloc_rho1 =2270) (fluid_rho1=veloc_rho1) # Alu
(veloc_rho2 =2130) (fluid_rho2=veloc_rho2) # Bath
23 # ---------------------------------------------------------
# Conductivities
25 # Alu
(k=ns3d_matalu)
27 (potsta_sigma_#k_#1 = 3.33e6)
(potsta_sigma_#k_#2 = 3.33e6)
29 (potsta_sigma_#k_#3 = 3.33e6)
31 # Bath
(k=ns3d_matele)
33 (potsta_sigma_#k_#1 = 210)
(potsta_sigma_#k_#2 = 210)
35 (potsta_sigma_#k_#3 = 210)
37 # Anode
(k=ns3d_matanode)
39 (potsta_sigma_#k_#1 = 10000)
(potsta_sigma_#k_#2 = 10000)
41 (potsta_sigma_#k_#3 = 10000)
126
5.2. SIMULATION MHD INSTATIONNAIRE
43 # Cathode
(k=ns3d_matcathode)
45 (potsta_sigma_#k_#1 = 10000)
(potsta_sigma_#k_#2 = 5000)
47 (potsta_sigma_#k_#3 = 10000)
49 # Cathodic bars
(k=ns3d_matbars)
51 (potsta_sigma_#k_#1 = 1e6)
(potsta_sigma_#k_#2 = 1e6)
53 (potsta_sigma_#k_#3 = 1e6)
# ---------------------------------------------------------
55 # Some constants
# pi
57 (pi=4* atan (1.0))
59 # Gravity
(gravite =9.81)
61
# Magnetic permeability of void
63 (mu0=4*pi*1e-7)
65 # ---------------------------------------------------------
# Surface tension coefficient. 0 = no tension
67 (surface_tension =0.5)
69 # Contact angle in degrees taken from the interface to the
# top border of the cell.
71 (theta_vert =30.0) (theta_s =180- theta_vert)
73 # ---------------------------------------------------------
# Total input current unit[Ampere]
75 (cell_current =10) # 10A
77 # Vertical induction unit[Gauss]
(Bz=100)
79
# Vertical induction unit[Tesla]
81 (vertical_induction=Bz /10000)
83 # ---------------------------------------------------------
# Initial position of the interface
85 # Inclined plane in the Oy dir.
(alpha=tan(pi *10.0/180))
87 (phi_xyzt_f(x,y,z,z0)=z-z0+alpha*x)
89 # ---------------------------------------------------------
## | | Save informations in the database
91 (ident="physical_params.mac")
dbwrite
93 # ---------------------------------------------------------
close
95 endmacro
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Puisque ces e´tapes ne sont pas spe´cifiques au calcul e´volutif il est bon
de les se´parer de l’algorithme principal. Ainsi, il devient aise´ de reprendre
une partie du code pour simuler d’autres e´quations (stabilite´ line´aire par
exemple) en conservant les informations lie´es a` la ge´ome´trie des domaines
et aux maillages. La boucle principale de l’algorithme se trouve donc dans
le fichier _time_iterations.mac (listing 5.16).
Listing 5.16 – Fichier principal pour le calcul MHD e´volutif.
1 # ---------------------------------------------------------
# File : _time_iterations.mac
3 # Description : Main macros file for the time dependant MHD
# simulation. It contain all the steps of the algorithm.
5 # ---------------------------------------------------------
open
7 ## | | Boundary conditions
_boundary_conditions.mac()
9
## | | Initial conditions
11 _initial_conditions.mac()
13 # =========================================================
# Main Loop for the time evolution MHD numerical algorithm
15 # =========================================================
FOR p=1 TO niterevol DO("cycle_evol")
17 ## | | ==================================================
## | | Step INT_p _TNI
19 ## | | ==================================================
# ---------------------------------------------------------
21 ## | | Solve Maxwell Equations
evol/maxwell.mac()
23 # ---------------------------------------------------------
## | | Compute Forces on fluid
25 evol/forces.mac()
# ---------------------------------------------------------
27 ## | | Solve Navier -Stokes Equations
evol/navier_stokes.mac()
29 # ---------------------------------------------------------
## | | Level set function and mesh deformation
31 evol/level_set.mac()
evol/deform.mac()
33 # ---------------------------------------------------------
## | | Visualisation
35 _visualisation.mac()
ENDDO("cycle_evol")
37 # ---------------------------------------------------------
close
39 endmacro
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Le maillage et les parame`tres de calculs ayant e´te´ fixe´s pre´ce´demment, il
reste ici a` de´finir les conditions au bord correctement pour chaque proble`me
e´le´ments finis a` re´soudre et de poser les conditions initiales du proble`me e´vo-
lutif. De plus, pour pouvoir utiliser l’algorithme de Schwarz pour le calcul
de l’induction magne´tique (voir section 2.3.2) il faut calculer la densite´ de
courant ~jhor et l’induction magne´tique ~Bhor associe´s a` une interface hori-
zontale sur le maillage Sˆh. Ces e´tapes sont effectue´es dans les fichiers _boun-
dary_conditions.mac et _initial_conditions.mac.
La partie des macros spe´cifique au cas conside´re´ s’arreˆte a` ce niveau2.
Les instructions concernant la construction des matrices, la re´solution des
proble`mes line´aires et la de´formation des maillages sont communes a` toutes
les ge´ome´tries possibles et donc place´es dans un re´pertoire inde´pendant ma-
cros/evol/. Cette standardisation des instructions n’est pas aise´e et exige du
de´veloppeur un effort d’abstraction important dans l’e´criture de ses macros
mais s’ave`re indispensable pour maintenir organise´ le logiciel sur une longue
pe´riode de temps ; moins le code est duplique´, plus il est facile a` pre´server
et a` archiver.
Comme on peut le voir dans la listing 5.16 le syste`me des macros dans
Alucell permet de construire l’algorithme informatique de re´solution en co-
piant la structure de l’algorithme mathe´matique. Ce genre de construction
rend d’autant plus lisible le code de calcul aux utilisateurs ayant peu ou
pas de connaissances dans les langage de programmation courants (C++ ou
Fortran77 par exemple). En fait, ce syste`me permet de distinguer l’e´tape de
de´veloppement d’un algorithme de simulation avec son application puisqu’a`
priori un utilisateur n’a besoin d’agir que dans quelques fichiers de macros
Alucell pour simuler de nombreux cas (en principe uniquement la gestion
des parame`tres de calculs) sans jamais modifier les sources du logiciel ou les
macros ge´ne´rales.
5.2.2 Charge de calcul
Afin d’e´valuer les performances du logiciel Alucell et d’identifier les
zones de l’algorithme qui ne´cessitent en priorite´ une optimisation, reconsi-
de´rons les cas du creuset pre´sente´ a` la section 2.5.2 et de la cuve nume´rique
de la section 3.1. En choisissant des maillages proches au niveau du nombre
de noeuds et d’e´le´ments pour les deux cas (voir Fig. 5.3, Fig. 5.4 et Tab.
5.1), une comparaison des temps de calculs obtenus semble raisonnable.
2A l’exception du fichier _visualisation.mac
129
Chapitre 5. Aspects informatiques
Fig. 5.3 – Maillages Snh du creuset (a` gauche) et de la cuve nume´rique (a`
droite).
Nombre Maillage T nh Maillage Snh Maillage BnRh
Mailles noeuds e´le´ments noeuds e´le´ments noeuds e´le´ments
Creuset 13’792 60’689 17’945 83’387 30’841 172’690
Cuve 14’064 59’050 23’016 99’340 34’172 184’555
Tab. 5.1 – Caracte´ristiques des maillages du creuset et de la cuve nume´rique.
Dans la table 5.2 sont reporte´es les mesures de temps de calculs effec-
tue´es pour les deux cas pre´ce´demment introduits. Les tests sont mene´s sur
une machine avec deux processeurs Intel fonctionnant a` une fre´quence de
2.4 Ghz, utilisant jusqu’a` 2 Go de me´moire vive et controˆle´s par le syste`me
d’exploitation GNU/Linux. Pour chaque pas de temps les mesures des trois
parts de l’algorithme qui occupent le plus de temps de calcul sont reprises,
soit :
• Maxwell : re´solution des e´quations de Maxwell comprenant le calcul
de la densite´ de courant e´lectrique ~jnh (proble`me variationnel (2.54)
et e´quation (2.55)) et de l’induction magne´tique ~Bnh (2 ite´rations de
l’algorithme de Schwarz de la section 2.3.2).
• Navier-Stokes : sche´ma de splitting en temps pour les e´quations de
Navier-Stokes, i.e. re´solution du proble`me de Stokes (2.21) et du pro-
ble`me de transport (2.33).
130
5.2. SIMULATION MHD INSTATIONNAIRE
Fig. 5.4 – Maillages T nh , Snh et BnRh du creuset (a` gauche) et de la cuve
nume´rique (a` droite).
Temps Maxwell Navier-Stokes De´formation Total
CPU ∆t sec % sec % sec % sec %
Creuset 0.01 39.43 33.61 52.01 44.33 25.23 21.50 117.33 100
Cuve 1.0 58.52 38.68 71.81 47.46 18.97 12.54 151.31 100
Tab. 5.2 – Charge de calcul pour les cas du creuset et de la cuve nume´rique.
• De´formation : transport de la fonction Level-Set en re´solvant l’e´qua-
tion (2.34), identification de la surface de niveau ϕ˜ = 0 par la technique
introduite a` la section 2.2.1, lissage de l’interface par moindres carre´s,
de´formation des maillages T nh , Snh et BnRh et interpolation de diverses
quantite´s sur les nouveaux maillages.
Toutes les autres instructions re´unies occupant moins de 1% du temps
de calcul total, elles ne sont pas de´taille´es ici. Les valeurs publie´es sont une
moyenne sur 20 pas de temps de la charge de calcul.
Les principales observations que l’on peut tirer sont les suivantes :
• Les proble`mes line´aires sont mieux conditionne´s dans le cas du creu-
set que dans le cas de la cuve nume´rique, ceci est duˆ au fait que la
ge´ome´trie d’une cuve pre´sente, contrairement au creuset, un rapport
entre hauteur et longueur important de l’ordre de
Lx
Lz
≈ 10
0.04
= 250. (5.11)
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Ainsi pour discre´tiser suffisamment les fluides dans la direction Oz en
gardant un nombre total d’e´le´ments raisonnable du point de vue de l’ef-
fort de calcul, les mailles de Snh se doivent d’eˆtre anisotropes et donc les
syste`mes line´aires se retrouvent moins bien conditionne´s. Avec un mau-
vais pre´conditionneur (pre´conditionneur diagonal par exemple), l’al-
gorithme ite´ratif utilise´ pour re´soudre le proble`me de Stokes converge
extreˆmement lentement.
• La partie pre´ponde´rante au niveau du temps de calcul est la re´solution
de l’e´quation de Stokes. Actuellement, le syste`me line´aire est re´solu par
la me´thode GMRES avec pre´conditionnement LU incomplet (voir section
5.3.1). L’implantation de nouvelles me´thodes de re´solution ou l’utili-
sation de pre´conditionneurs plus performants est une voie a` e´tudier
pour l’optimisation de cette e´tape.
• Un point de´licat de l’algorithme e´volutif est la gestion informatique
de l’interpolation, utilise´e non seulement a` chaque changement de
maillage mais aussi dans l’algorithme de de´tection de l’interface par
une me´thode de point fixe (voir Section. 2.2.1). Notons qu’une optimi-
sation importante a e´te´ effectue´e en exploitant le fait qu’en principe,
d’un pas de temps a` l’autre, le de´placement du maillage est en prin-
cipe relativement faible. Ainsi, la nouvelle position d’un noeud donne´
se trouve avec une grande probabilite´ dans un e´le´ment de son voisinage
proche. La construction d’une table des e´le´ments voisins des noeuds
dans le maillage initial permet donc de diminuer conside´rablement le
temps de calcul de´die´ a` l’interpolation. De plus, comme la topologie
des maillages ne change pas au cours du temps, cette ope´ration n’est
effectue´e qu’une seule fois.
• Comme on l’a vu au chapitre 3, la re´solution des e´quations de Maxwell
a` chaque pas de temps n’est pas force´ment ne´cessaire. Pour gagner
facilement en performance sans perdre trop de pre´cision, il est donc
pre´fe´rable de re´soudre moins souvent les e´quations de´die´es au champ
d’induction magne´tique. Une e´conomie en temps de calcul jusqu’a` 50
% est alors envisageable (cf. Section. 3.2.3).
5.3 Optimisations & Perspectives
Un des objectifs initiaux de cette the`se e´tait de de´velopper a` partir du
mode`le de Sonia Pain [14] un code e´volutif performant permettant la simula-
tion de l’e´lectrolyse sur cuve re´elle. Une des principales difficulte´s rencontre´e
re´side dans le fait que, sur des ge´ome´tries complexes avec des maillages sou-
vent anisotropes, les temps de calculs peuvent exploser. Pour ame´liorer cette
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situation, un travail de mode´lisation a e´te´ ope´re´ et de nouveaux algorithmes
nume´riques ont e´te´ ajoute´s au logiciel de simulation. Dans cette section, on
pre´sente quelques conside´rations purement informatique d’optimisation du
code.
5.3.1 Solveurs
Du point de vue informatique, une des cle´s qui dictent les performances
d’un code e´le´ments finis est la gestion des ope´rations d’alge`bre line´aire, en
particulier la re´solution de syste`mes matriciels. Actuellement, Alucell dis-
pose de quelques solveurs classiques largement re´pandus, de´crits ici et dont
l’utilisation est pre´sente´e dans le listing 5.17 :
• Matrices pleines : pour ge´rer les syste`mes en stockage plein, les ou-
tils de re´solution de la libraire Lapack ([42, 43]) sont disponibles, en
particulier la me´thode de factorisation LU. L’utilisation de ce type de
me´thode est marginale et limite´e a` des syste`mes de taille re´duite mais
peut eˆtre tre`s utile, notamment pour effectuer le lissage de l’interface
a` chaque pas de temps (cf. section 2.2.3).
• Matrices creuses : les syste`mes creux sont typiques des me´thodes d’e´le´-
ments finis. Il est connu que l’utilisation de me´thodes ite´ratives de re´-
solution est particulie`rement efficace dans ce cas. Principalement, on
distingue deux types de syste`mes et leurs me´thodes de´die´es :
 Syste`mes SDP : les syste`mes syme´triques et de´finis positifs peuvent
eˆtre re´solus rapidement et en utilisant un minimum de me´moire par
la me´thode du gradient-conjugue´ (CG). Une autre alternative, plus
couˆteuse en me´moire mais convergeant plus rapidement est la me´-
thode “Algebraic Multigrid” (AMG) (voir [44]).
 Syste`mes ge´ne´raux : pour la re´solution des syste`mes line´aires ge´-
ne´raux, deux me´thodes efficaces sont disponibles dans Alucell :
la plus utilise´e est l’algorithme “Global Minimal RESidual” (GMRES)
(voir [45]) qui posse`de l’avantage de converger de manie`re monotone
vers la solution. L’alternative est une me´thode de´rive´e de la me´thode
CG, Stabilized Bi-Conjuguate Gradient (BICGSTAB) (voir [46]). Pour
les cas conside´re´s ici, il semble que ces deux me´thodes posse`dent des
performances similaires.
Les me´thodes e´nonce´es ci-dessus ne sont pas directement implante´es dans
Alucell mais accessibles via les librairies SparseLib++ et IML++ (voir
[47]).
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Listing 5.17 – De´finition des solveurs e´le´ments finis dans Alucell.
1 # ---------------------------------------------------------
# System Solver choice
3 # ---------------------------------------------------------
# Conjuguate gradient with digonal preconditioner
5 (system_iter_algo="cg_diag")
# Conjuguate gradient with incomplete LU preconditioner
7 (system_iter_algo="cg_ilu0")
# Algebraic multigrid method
9 (system_iter_algo="amg_")
# GMRES with diagonal preconditioner
11 (system_iter_algo="gmres_diag")
# GMRES with incomplete LU preconditioner
13 (system_iter_algo="gmres_ilu0")
# BiCGSTAB with diagonal preconditioner
15 (system_iter_algo="cpp_bicgstab_diag")
# BiCGSTAB with incomplete LU preconditioner
17 (system_iter_algo="cpp_bicgstab_ilu0")
19 # ---------------------------------------------------------
# General parameters definitions
21 # ---------------------------------------------------------
# Max number of iteration before stopping
23 (system_iter_itmax =1000)
# Tolerence on residual
25 (system_iter_tol =1e-6)
# Verbose 0 = no display , 1 = display convergence infos
27 (system_iter_verbose =1)
# System Size information for profil
29 (system_mat_mmbrhs =250)
(system_mat_ij_size =50000000)
31
# ---------------------------------------------------------
33 # GMRES additional parameter
# ---------------------------------------------------------
35 # Max dimension of subspace (restart parameter)
(system_iter_dimens =2000)
37 # Specific parameter
(statk =0)
39
# --------------------------------------------------
41 # AMG additional parameter
# --------------------------------------------------
43 # Specific parameters defined in a macro file
gen/amg_params.mac()
Dans le futur, pour ame´liorer la re´solution des syste`mes line´aires, il
semble important d’e´largir non pas la gamme des solveurs mais plutoˆt celle
des pre´conditionneurs utilisables. L’efficacite´ des me´thodes ite´ratives peut en
effet de´pendre fortement du pre´conditionneur utilise´, en particulier lorsque
la taille des matrices devient grande. Actuellement, les librairies couple´es
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avec Alucell disposent de trop peu de pre´conditionneurs (essentiellement
deux) alors que des alternatives e´volue´es existent comme Petsc (voir [48]) ou
Trilinos (voir [49]) qui proposent un plus grand nombre de me´thodes et de
pre´conditionneurs. Ces librairies offrent en outre la possibilite´ de re´soudre
les syste`mes en paralle`le sur des machines multiprocesseurs.
5.3.2 Formule de Biot-Savart en paralle`le
Pour conclure ce chapitre, on pre´sente une optimisation importante ap-
porte´e sur le code pour diminuer fortement le temps de calcul global d’une
simulation. On a vu a` la section 2.3.2 que l’algorithme de re´solution du
champ d’induction magne´tique repose sur la de´composition
~B(t) = ~Bhor + δ ~B(t), (5.12)
ou` ~Bhor est l’induction magne´tique lorsque l’interface est un plan horizontal.
Le calcul de δ ~B(t) peut alors eˆtre ramene´ a` la re´solution d’un proble`me
elliptique sur un domaine non-borne´ tandis que ~Bhor est donne´ par la formule
de Biot et Savart
~Bhor(~x) =
µ0
4pi
∫
Σ
~jhor(~y) ∧ ~x− ~y|~x− ~y|3 d~y, ∀~x ∈ R
3. (5.13)
En supposant le courant constant par e´le´ment, l’inte´grale de l’e´quation (5.13)
est approche´e nume´riquement par une formule de quadrature sur un maillage
en te´trae`dres du domaine conside´re´, i.e.
~Bhorh (~x) =
µ0
4pi
∑
K
[
~jhorh
∣∣
K
∧ ~IK
(
~G~x
)]
, ∀~x ∈ R3. (5.14)
Ici IK est une formule de quadrature sur l’e´le´ment K et Gx : R3 → R3 est
le noyau de Green de´fini pour tout ~x ∈ R3 par
~Gx(~y) =
~x− ~y
|~x− ~y|3 , ~y 6= ~x. (5.15)
Nume´riquement, si l’induction magne´tique doit eˆtre calcule´e en Nx points
et que le maillage des supports de courant compte My e´le´ments, la com-
plexite´ de la formule (5.14) est de l’ordre de O(NxMy). Informatiquement
parlant, ce calcul effectue´ sur un cube discre´tise´ en My = 80′000 te´trae`dres
(20 × 20 × 40 hexae`dres coupe´s en 5 te´trae`dres) et posse´dant Nx ≈ 18′000
noeuds ou` l’induction magne´tique est e´value´e, demande environ 25 heures
de calcul sur une machine Intel 2.4 Ghz. Pour envisager ce calcul sur une
cuve d’e´lectrolyse dans toute sa complexite´ posse´dant jusqu’a` un million
d’e´le´ments, l’algorithme doit eˆtre ame´liore´, sans quoi le temps CPU utilise´
risque de se compter en semaines, voire en mois.
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L’ide´e mise en oeuvre ici pour optimiser ce proble`me est d’utiliser le fait
que l’e´quation (5.13) est inde´pendante pour chaque point ~x conside´re´. Le
calcul de ~Bhor peut donc eˆtre effectue´ sur une machine multiprocesseurs a`
me´moire distribue´e (DMP cluster) tre`s efficacement en appliquant l’algo-
rithme paralle`le 1.
Algorithme 1 Calcul du champ d’induction magne´tique en paralle`le
Entrees : Points x1, . . . , xNx et densite´ de courant ~jhor1 , . . . ,~j
hor
My
.
Sorties : Champ d’induction magne´tique ~Bhor(xi), ∀i = 1, . . . , Nx.
Algorithme :
T := Nx / Nprocs ;
R := Nx mod Nprocs ;
for proc = 0, . . . , Nprocs− 1 do
if proc = 0 then
1- Calculer Bhor(xi), pour 0 ≤ i < T + R ;
2- Recevoir de chaque processeur une partie du calcul ;
else
1- Calculer Bhor(xi), pour
R + proc ∗ T ≤ i < R + (proc+ 1) ∗ T ;
2- Envoyer le re´sultat vers le processeur 0 ;
end if
end for
Retourne le champ ~Bhor.
Cet algorithme a e´te´ implante´ en C++ dans Alucell en utilisant la li-
brairie MPI (cf. [50]) pour la gestion des communications entre processeurs.
Dans la table 5.3 on reporte les temps de calcul en fonction du nombre de
processeur pour le cas du cube introduit pre´ce´demment. On peut voir que,
jusqu’a` 30 processeurs, le gain est optimal puisque le speedup3 est quasiment
e´gal au nombre de processeurs. Ce re´sultat s’explique par le fait que quasi-
ment aucune communication entre processeurs n’est ne´cessaire au cours du
calcul. Notons finalement que l’e´tude porte ici sur une machine paralle`le de
petite taille (36 processeurs) mais qu’a priori, pour autant que le maillage
puisse eˆtre entie`rement duplique´ localement sur chaque noeud de calcul,
les performances devraient rester identiques pour un nombre arbitrairement
grand de processeurs.
3Le speedup est le rapport entre temps de calcul se´quentiel et temps de calcul paralle`le.
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Nbre de procs Temps CPU [sec] Temps CPU [hmin] Speedup
1 92478 ∼ 25h 42 min -
2 46082 ∼ 12h 48 min 2.006
10 9275 ∼ 2h 35 min 9.97
20 4621 ∼ 1h 17 min 20.01
30 3095 ∼ 0h 52 min 29.88
Tab. 5.3 – Performances du code paralle`le pour le calcul de ~Bhor.
5.4 Conclusion
Dans ce chapitre final le logiciel de simulation Alucell a e´te´ pre´sente´. Au
travers d’un exemple, on a vu comment utiliser le langage de programmation
inte´gre´ pour construire et re´soudre un proble`me aux de´rive´es partielles avec
une me´thode d’e´le´ments finis.
Dans un deuxie`me temps la structure des macros pour le calcul MHD
e´volutif a e´te´ de´crite. L’algorithme informatique utilise´ est proche du mode`le
mathe´matique du chapitre 1 ce qui permet une meilleure lecture du code et
une plus grande compre´hension.
Finalement, des questions d’optimisation du code ont e´te´ aborde´es. Un
algorithme paralle`le tre`s efficace pour le calcul du champ d’induction magne´-
tique par la loi de Biot-Savart est de´crit. De plus, des mesures de la charge de
calcul dans deux situations caracte´ristiques tendent a` montrer que les futurs
efforts d’optimisation devraient se porter sur une re´solution plus efficace du
proble`me de Stokes. Le couplage d’Alucell avec d’autre librairies de calculs
alge´briques est une voie a` e´tudier comme l’utilisation de nouvelles me´thodes
nume´riques pour l’approximation du proble`me de Stokes.
137
138
Conclusion
Cette the`se a pour objet le de´veloppement d’un outil informatique de si-
mulation nume´rique de phe´nome`nes magne´tohydrodynamiques lie´s a` l’e´lec-
trolyse de l’aluminium.
Un mode`le e´volutif couplant les e´quations de Navier-Stokes aux e´qua-
tions de Maxwell est pre´sente´. Les vitesses et pressions d’un syste`me compose´
de deux fluides soumis a` des forces e´lectromagne´tiques sont calcule´es et le
mouvement de l’interface libre entre les deux liquides est de´termine´ au cours
du temps. En particulier, l’e´volution du syste`me jusqu’a` un e´tat stationnaire
est e´tudie´e. Les effets de tension superficielle sur l’interface semblent jouer
un roˆle pre´ponde´rant lorsque les dimensions du domaine fluide sont proches
de la longueur capillaire mais peuvent eˆtre ne´glige´s pour l’e´tude de cuves
re´alistes.
L’approche pre´sente´e permet de de´terminer la stabilite´ d’une cuve d’e´lec-
trolyse d’aluminium, dans un sens dynamique du terme, en quantifiant l’e´vo-
lution de la vitesse moyenne de l’interface au cours du temps. Cette de´finition
de stabilite´ est confronte´e a` la stabilite´ line´aire de´crite par Descloux, Flu¨ck
et Romerio dans [10, 11] et des re´sultats comparables sont obtenus dans des
re´gimes stables et instables. La discre´tisation des e´quations sur un maillage
mobile, de´forme´ a` chaque pas de temps pour suivre le mouvement de l’in-
terface, est efficace et permet d’e´valuer facilement les inte´grales volumiques
et de surface intervenant dans les diverses formes variationnelles. Cette ap-
proche engendre cependant des difficulte´s pour traiter des proble`mes ayant
un support exte´rieur a` la cuve puisque la de´formation doit alors eˆtre prolon-
ge´e hors du domaine fluide et exige e´galement une e´tape d’interpolation a`
chaque pas de temps qui peut s’ave´rer couˆteuse. Dans le dernier chapitre, le
code de calcul proprement dit est de´crit. Ce logiciel, nomme´ Alucell, per-
met de simuler de nombreux proble`mes lie´s a` l’e´lectrolyse de l’aluminium,
mais il peut e´galement jouer le roˆle de librairie e´le´ments finis et ainsi de
re´soudre la plupart des e´quations aux de´rive´es partielles jusqu’a` l’ordre 2,
sur des ge´ome´tries 1D, 2D ou 3D.
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Pour l’avenir, outre l’optimisation du code Alucell, une perspective in-
te´ressante est l’ajout des effets de solidification du bain e´lectrolytique qui
devraient modifier de manie`re importante l’e´coulement, la distribution des
courants et la forme de l’interface stationnaire. Le passage a` un algorithme
e´volutif sur maillage fixe semble alors ine´vitable en raison de la difficulte´
a` de´former le maillage des e´le´ments isolants exte´rieurs aux fluides qui sont
ne´cessaires pour re´soudre le proble`me thermique. Une technique de de´cou-
page du maillage en fonction de la position de l’interface aluminium/bain
est a` l’e´tude pour permettre la re´solution du proble`me MHD e´volutif avec
interface libre sur un maillage fixe.
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Annexe A
Polynoˆmes de Jacobi
Le but de cette annexe est de pre´senter certaines proprie´te´s des poly-
noˆmes de Jacobi utilise´s ici par la me´thode de lissage de l’interface intro-
duite a` la section 2.2.3. Les formules qui suivent sont tire´es de [51, 52, 53]
ou` plus de de´tails sont disponibles.
Les polynoˆmes de Jacobi sont note´s, pour un ordre m ∈ N :
P
(α,β)
k : [−1, 1]→ R, α, β > −1, k = 0, . . . ,m. (A.1)
Cette famille de polynoˆmes est orthogonale dans [−1, 1] relativement au
produit :
(u, v)(α,β) =
∫ 1
−1
u(x)v(x)(1− x)α(1 + x)β dx. (A.2)
Construction La construction des polynoˆmes de Jacobi peut se faire re´-
cursivement selon la formule :
P
(α,β)
0 (x) = 1,
P
(α,β)
1 (x) =
1
2
(
α− β + (α+ β + 2)x
)
,
a1,kP
(α,β)
k+1 (x) = (a2,k + a3,kx)P
(α,β)
k (x)− a4,kP (α,β)k−1 (x),
(A.3)
avec les coefficients suivants
a1,k = 2(k + 1)(k + α+ β + 1)(2k + α+ β),
a2,k = (2k + α+ β + 1)(α2 − β2),
a3,k = Γ(2k + α+ β + 3)/Γ(2k + α+ β),
a4,k = 2(k + α)(k + β)(2k + α+ β + 2),
(A.4)
ou` Γ(·) est la fonction gamma. On rappelle que si z ∈ C, tel que Re(z) > 0
alors :
Γ(z) =
∫ ∞
0
tz−1e−t dt. (A.5)
De plus si k est un entier alors
Γ(k) = (k − 1)!
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Cas particuliers
• Polynoˆmes de Legendre (α = 0 = β) (Fig. A.1) :
Lk(x) = P
(0,0)
k (x). (A.6)
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Fig. A.1 – Polynoˆmes de Legendre a` l’ordre 6.
• Polynoˆmes de Chebyshev (α = −12 = β) :
Tk(x) =
22k(k!)2
(2k)!
P
(−1/2,−1/2)
k (x). (A.7)
Orthogonalite´ La relation d’orthogonalite´ des polynoˆmes de Jacobi par
rapport au produit de´fini dans l’e´quation (A.2), s’e´crit :
(
P (α,β)p , P
(α,β)
q
)
(α,β)
= δpq · 2
α+β+1
2p+ α+ β + 1
· Γ(p+ α+ 1)Γ(p+ β + 1)
p!Γ(p+ α+ β + 1)
,
(A.8)
avec δpq, le delta de Kronecker.
Tensorisation La famille
{
P
(α,β)
k : [−1, 1] → R
}m
k=0
est une base ortho-
gonale de l’espace
Pm([−1, 1]) = span
{
p(x) = xi
∣∣∣ x ∈ [−1, 1], i = 0, . . . ,m} . (A.9)
Le passage au 2D est facile, en tensorisant la base avec elle meˆme, i.e. en
formant la famille
{
P
(α,β)
ij : [−1, 1]2 → R
}m
i,j=0
de´finie par
P
(α,β)
ij (x, y) = P
(α,β)
i (x)P
(α,β)
j (y), ∀(x, y) ∈ [−1, 1]2, (A.10)
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et qui forme une base orthogonale de l’espace
Pm([−1, 1]2) = span
{
p(x) = xiyj
∣∣∣ (x, y) ∈ [−1, 1]× [−1, 1], i, j = 0, . . . ,m} .
(A.11)
Pour tout Lx,Ly > 0, on peut ge´ne´raliser la famille
{
P
(α,β)
ij
}m
i,j=0
au domaine
Λ = [−Lx,Lx]× [−Ly,Ly] par la formule
P
(α,β)
ij (x, y) = P
(α,β)
i (x/Lx)P
(α,β)
j (y/Ly), ∀(x, y) ∈ Λ, (A.12)
pour former une base de
Pm(Λ) = span
{
p(x) = xiyj
∣∣∣ (x, y) ∈ Λ, i, j = 0, . . . ,m} . (A.13)
Fig. A.2 – Polynoˆmes de Legendre en 2D a` l’ordre 2 (haut) et a` l’ordre 4
(bas).
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Listing A.1 – Construction des polynoˆmes de Jacobi 1D.
function P = jacobi_eval(N,a,b,x)
2 % FUNCTION P = JACOBI_EVAL(N,a,b,x)
% Construct and plot the Jacobi Polynomial
4 % P^(a,b)(x) up to degree N.
6 doplot = 0;
8 if N <= 0
disp(’error > Order must be at least 1’);
10 else
if N == 1
12 P(1,:) = ones(size(x));
P(2,:) = (a-b+(a+b+2)*x)/2;
14 else
P(1,:) = ones(size(x));
16 P(2,:) = (a-b+(a+b+2)*x)/2;
for i = 3:N+1
18 ak(1) = 2*i*(i+a+b)*(2*i-2+a+b);
ak(2) = (a*a - b*b)*(2*i-2+a+b+1);
20 ak(3) = (2*i-2+a+b)*(2*i-2+a+b+1)*(2*i+a+b);
ak(4) = 2*(i-1+a)*(i-1+b)*(2*i+a+b);
22 P(i,:) = ((ak(2)+ak(3)*x).*P(i-1,:)-ak(4)*P(i-2,:) )/ak(1);
end
24 end
end
26
if(doplot)
28 hold all;
for i=1: size(P,1)
30 plot(x,P(i ,:));
end
32 end
34 return
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Listing A.2 – Construction des polynoˆmes de Jacobi 2D.
function ZJ = jacobi2D(N,a,b)
2 % FUNCTION ZJ = JACOBI2D(N,a,b)
% Construct and plot the 2D Jacobi Polynomial
4 % P_ij^(a,b) up to degree N.
x = linspace (-1,1,150); y = x;
6 doplot = 1;
8 [X,Y] = meshgrid(x,y);
if N <= 0
10 disp(’error > Order must be at least 1’);
else
12 Jx = jacobi_eval(N,a,b,x);
Jy = jacobi_eval(N,a,b,y);
14
k=0;
16 for p=1:N+1
for q=1:N+1
18 k=k+1;
[XJ,YJ] = meshgrid(Jx(p,:),Jy(q ,:));
20 ZJ(k).mat = XJ.*YJ;
end
22 end
24 if(doplot)
k=0;
26 space = 1.5;
figure (1); hold on;
28 for p=1:N+1
for q=1:N+1
30 k=k+1;
xp = x + (p -1)*(2+ space);
32 yq = y + (q -1)*(2+ space);
[XP,YQ]= meshgrid(xp ,yq);
34 surf(XP,YQ,ZJ(k).mat , ’LineStyle ’, ’none’);
end
36 end
end
38 end
40 return
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