We prove an upper bound for ℓ-torsion in class groups of almost all fields in certain families of D 4 -quartic fields. Our key tools are a new Chebotarev density theorem for these families of D 4 -quartic fields and a lower bound for the number of fields in the families.
,
(1.2) for all ε > 0; see Proposition 3.1 of [EV07] .
In the recent work of [HBP17] , [EPW17] , [PTBW17] , nontrivial upper bounds for ℓ-torsion at least as strong as (1.2) have been proved for almost all fields in certain families of degree d fields, for any d ≥ 2, but notably D 4 -quartic fields have not been treated in these works. This omission motivates the work of this paper, which exhibits an infinite collection of families of D 4 -quartic fields for which we can prove such bounds.
For a number field K, let K be the Galois closure of K over Q within a fixed choice of Q. By a D 4 -quartic field K we mean a quartic extension K of Q such that Gal( K/Q) ∼ = D 4 , and we will define our families of D 4 -quartic fields according to a fixed biquadratic extension of Q. We write Q = Q( √ a, √ b) as a biquadratic field over Q, where a, b are distinct square-free integers not equal to 0 or 1. Denoting ξ = gcd(|a|, |b|), we have Q = span Q {1, √ a, √ b, √ ab ξ }. For any such a, b, we define the family From the lattice of fields in Section 2 we will see that for any D 4 -quartic field K, K contains a unique biquadratic subextension Q. Therefore, taking all the families as a and b vary, we obtain all D 4 -quartic fields. In other words, taken together, these families are "generic".
Our first main result of this paper is the following theorem on bounding ℓ-torsion in class groups of almost all fields in F 4 (a, b; X) for each choice of a, b such that F 4 (a, b) = ∅. Theorem 1.1. Let a, b be integers such that F 4 (a, b) = ∅. For any 0 < ε 0 < 1 4 sufficiently small, every ε > 0, and every integer ℓ ≥ 1, there exists a parameter B 1 = B 1 (ℓ, ε 0 , ε) such that for every X ≥ 1, aside from at most B 1 X ε 0 fields in F 4 (a, b; X), every field K ∈ F 4 (a, b; X) satisfies
(1.5) Theorem 1.1 provides the first unconditional nontrivial bound for ℓ-torsion in class groups of infinite families of D 4 -quartic fields.
In order to show that almost all fields in F 4 (a, b) satisfy (1.5), we must exhibit a lower bound for |F 4 (a, b; X)|. This leads to the following theorem as our second main result. The lower bound in Theorem 1.2 is the first nontrivial lower bound for such families of D 4 -quartic fields. The upper bound is an immediate consequence of the result N 4 (D 4 , X) ∼ c(D 4 )X (where c(D 4 ) > 0) in [CDO02] . We might expect that F 4 (a, b; X) ∼ CX 1/2 for some positive constant C. But to show that Theorem 1.1 and the following Theorem 1.7 hold for almost all fields in F 4 (a, b; X), it suffices to find any constant β > 0 such that |F 4 (a, b; X)| ≫ a,b X β .
Taking Theorem 1.1 and Theorem 1.2 together, we know that when F 4 (a, b) = ∅, almost all fields K ∈ F 4 (a, b; X) satisfy (1.5).
For the set F 4 (a, b) to be nonempty, we have the following criteria on a, b.
Consider the following three relations for an ordered pair (a, b), in which · · is the Kronecker symbol and ξ = gcd(|a|, |b|). (1.8)
We will prove that F 4 (a, b) = ∅ is equivalent to the following condition:
(1) If a > 0, b > 0, then the ordered pair (a, b) satisfies at least one of (1.7), (1.8), or (1.9).
(2) If a > 0, b < 0, then the ordered pair (a, b) satisfies at least one of (1.7) or (1.8).
(3) If a < 0, b > 0, then the ordered pair (a, b) satisfies at least one of (1.7) or (1.9).
(4) If a < 0, b < 0, then the ordered pair (a, b) satisfies at least one of (1.8) or (1.9).
Note that we have symmetry in Condition 1.3 among a, b, ab ξ 2 although it is not obvious at first glance. By this we mean that if an ordered pair (a, b) satisfies Condition 1.3, then so does (b, a), (a, 
Outline of the method
At its foundation, our approach is analogous to that of [PTBW17] . The difference from [PTBW17] will be shown explicitly in Section 2. After the work of Ellenberg and Venkatesh in [EV07] , to prove (1.5) in Theorem 1.1 for a number field K, it will suffice to be able to count the number of small unramified primes which split completely in K. Our main idea is that after fixing a biquadratic field
, we establish a new effective Chebotarev density theorem (Theorem 1.7) for almost all fields in F 4 (a, b; X). In particular, studying the family F 4 (a, b), as was recommended in Section 11.6 of [PTBW17] , avoids the barrier encountered in [PTBW17] when considering D 4 -quartic fields; see Section 2.
For a D 4 -quartic field K and its Galois closure K, and for any fixed conjugacy class C in G ∼ = D 4 , we define the prime counting function as
where K/Q p is the Artin symbol, i.e., the conjugacy class of the Frobenius element corresponding to the extension K/Q and the prime p.
Obtaining an accurate count for π C (x, K/Q) of course depends on a zero-free region for ζ K (s). Thus, we consider the factorization of ζ K (s), i.e.,
Here we use the notation that for c ∈ {a, b,
is the fundamental discriminant of the field Q( √ c) over Q, and χ c * (·) = c * · is the real primitive Dirichlet character given by the Kronecker symbol. Note also that ρ K is the 2-dimensional faithful representation of D 4 .
Since we have fixed a and b, the L-functions L(s, χ a * ), L(s, χ b * ), and L(s, χ ( ab ξ 2 ) * ) are fixed in (1.11), and hence so is the Dedekind zeta function of the biquadratic field,
(1.13) Therefore, as K varies in F 4 (a, b), the only varying L-factor in ζ K (s) is L(s, ρ K ). This is critical to the success of our method, see Remark 2.1.
We first prove a Chebotarev density theorem with an assumed zero-free region for ζ K (s)/ζ Q (s). 
14)
Then for every conjugacy class
for parameters κ i = κ i (a, b, ε 0 ) (see (4.25), (4.26), (4.27)).
Theorem 1.5 is analogous to Theorem 1.1 in [PTBW17] and we will prove Theorem 1.5 mainly by an adaptation of the proof of Theorem 1.1 in [PTBW17] .
We show via work of Kowalski and Michel in [KM02] that almost all fields in our family are zero-free in the described region.
could have a zero in the region (1.14).
Hence we obtain our third main result, an effective Chebotarev density theorem for our family F 4 (a, b). Theorem 1.7. Let (a, b) satisfy Condition 1.3. For every 0 < ε 0 < 1 4 sufficiently small, there exists a constant B 2 = B 2 (ε 0 ) such that for every X ≥ 1, aside from at most B 2 X ε 0 fields in F 4 (a, b; X), each field K ∈ F 4 (a, b; X) has the property that for every conjugacy class
Theorem 1.7 is a direct consequence of Theorem 1.5 and Theorem 1.6. The error term in the Chebotarev density theorem (Theorem 1.7) can be improved by considerations of Thorner and Zaman, see [TZ18] , but as this is not needed for the application of Theorem 1.1, we do not pursue this here.
Taking together Theorem 1.2 and Theorem 1.7, we know that almost all fields K ∈ F 4 (a, b; X) have the property that for every conjugacy class C ⊂ G = D 4 , (1.18) and (1.19) holds.
2 Motivation for the construction of the family F 4 (a, b)
We begin by describing the family F 4 (a, b) and in particular why in this setting we can carry out the approach of [PTBW17] .
For a D 4 -quartic field K, we consider all the subextensions of K. In order to understand the relations among K, K, and their subfields, we are led by Galois theory to consider all the subgroups of D 4 . We write D 4 = r, s | r 4 = 1, s 2 = 1, rsr −1 = s and then have the following diagrams. Lattice of groups:
ξ )} where ξ = gcd(|a|, |b|). At a key step in [PTBW17] , for each fixed group G, the authors provide a way to control the number of G-fields whose Galois closures share a certain fixed field. In detail, by specifying a proper restriction on the ramification type of tamely ramified primes, one can impose that if the primes divide D K , then they divide D F . Here F = K H , where H is allowed to be the kernel of any irreducible representation of the Galois group G. In the case G = D 4 , this cannot be done, since there is no restriction on ramification type satisfying the requirement above. We illustrate this point with the following table (cf. Table 6 of [PTBW17] ) (recall that D 4 = r, s | r 4 = 1, s 2 = 1, rsr −1 = s ).
In this table, p is an odd prime. This makes p unramified or tamely ramified since p ∤ |D 4 | (see Lemma 3.2 of [PTBW17] ). Hence, the inertia group of p is cyclic. The first column is the conjugacy class of a generator for the cyclic inertia group of p. In the first row, exp p (D K ) denotes the exponent α such that p α ||D K , and F 1 , F 2 , F 3 are the same as in the lattice of fields. Note that all of the fields F 1 , F 2 , F 3 are of the form K H , where H is the kernel of any irreducible representation of the Galois group G. From the table we know that whatever ramification type (or collection of ramification types) we choose, there are primes p such that
there is no suitable restriction on ramification type for the method presented in [PTBW17] . This motivates our definition of the family F 4 (a, b), which effectively removes the last three columns of this table.
Our method is to pass to the right of possible real simple zeros of these three L-functions. When K varies in F 4 (a, b; X), we obtain a zero-free region (1.14) for almost all functions L(s, ρ K ). Then we consider the intersection of the zero-free regions of
We are able to obtain a zero-free region of ζ K (s)/ζ(s) (see (4.7)) for almost all fields K ∈ F 4 (a, b; X). Based on the zero-free region of ζ K (s)/ζ(s), we obtain an effective Chebotarev density theorem (Theorem 1.7) and a theorem on ℓ-torsion of class groups (Theorem 1.1).
We also remark that the paper [EPW17] gives a nontrivial bound for ℓ-torsion in class groups of non-D 4 quartic fields. The obstacle in the D 4 case lies in the counting problem for D 4 -quartic fields with local conditions; see (2.14), (2.15) of [EPW17] on the counting for non-D 4 quartic fields.
3 Counting D 4 -quartic fields with a fixed biquadratic field Q In this section, the problem that interests us is a lower bound of |F 4 (a, b; X)| as X → ∞, provided that F 4 (a, b) = ∅. The aim of this section is to describe a new explicit construction for this problem.
We first state all the necessary lemmas and propositions, and then turn to the proofs. As before, a, b are distinct square-free integers not equal to 0 or 1, so that
Lemma 3.1. For K ∈ F 4 (a, b), there is a unique quadratic subfield of K.
With Lemma 3.1 in hand, for c ∈ {a, b, ab ξ 2 }, where ξ = gcd(|a|, |b|), we are able to define a subset
Similarly we define a subset F 4,c (a, b; X) = F 4 (a, b; X) ∩ F 4,c (a, b). It is clear that
Thus in order to give a lower bound on |F 4 (a, b; X)|, it will suffice to give a lower bound on one of these three subfamilies.
We have the following result that gives a generator for K ∈ F 4 (a, b).
Assuming Lemma 3.2, we give explicit criteria for F 4,c (a, b) to be nonempty, where c ∈ {a, b,
is a biquadratic extension of Q. Then we have (1) (i) If a > 0, then F 4,a (a, b) = ∅ if and only if at least one of (1.7) or (1.8) holds.
( For the moment, we assume that F 4,a (a, b) = ∅ and will show how to deduce the case F 4,a (a, b) = ∅ later.
Lemma 3.4. Using Lemma 3.2 and Proposition 3.3, we let
g, h are nonzero integers, and let a positive integer n be given such that n satisfies
We will show that such an integer n exists; see (3.11) and (3.12) below. Then we have
where C a,b = 256|a| 3 |b| 3 . Moreover, under the analogous conditions, the same result (3.4) holds for
(a, b) with the same constant C a,b .
Given (a, b), we recall the function ϕ : (a, b) → (g 0 , h 0 , n 0 ) in Proposition 3.3 and set
We also set
for any positive integer m and
Assuming F 4,a (a, b) = ∅, we have the following lower bound on |T a (a, b; X)|. This gives a lower bound of |F 4,a (a, b; X)|.
Proposition 3.5. Assume that F 4,a (a, b) = ∅. Then the following statements hold.
(1) We have
Assuming the above lemmas and propositions, we deduce Theorem
Proof of the lemmas and propositions
Proof of Lemma 3.1. For any K ∈ F 4 (a, b), we are able to construct a lattice of fields in Section 2, where K = K i for some i ∈ {1, 2, 3, 4}. All the fields K i have a unique quadratic subextension. Lemma 3.1 then follows.
Proof of Lemma 3.2. We only prove (1) of Lemma 3.2 since the proofs of (2) and (3) go the same way as that of (1). Noting that K is a degree 2 extension of Q( √ a), we can find α ∈ K\Q( √ a)
is a normal extension of Q, leading to a contradiction since K = K. Thus we have g ′ , h ′ ∈ Q * . Letting λ > 0 be the least common multiple of the denominators of g ′ and h ′ , we have λ 2 α 2 = λ 2 g ′ + λ 2 h ′ √ a. Now we let g = λ 2 g ′ , h = λ 2 h ′ ; then g, h ∈ Z * and g + h √ a ∈ K. To avoid confusion on the notation g + h √ a, when g + h √ a is not a positive real number, we can simply set g + h √ a to be the root
Proof of Proposition 3.3. We first prove (1) of Proposition 3.3.
where g, h ∈ Z * = Z − {0}. It is easy to see that
, which leads to a contradiction since
for some n ∈ Z >0 . If we have (3.11) then g is a multiple of ξ = gcd(|a|, |b|). If we have (3.12) then g is a multiple of ξ −1 a. Thus, (3.11) is equivalent to
and (3.12) is equivalent to a ξ
(3.14)
Note that (3.13) (if we are not in the case a < 0, b < 0) and (3.14) (if we are not in the case a < 0, b > 0) are both Legendre's equations (see [CR03] ). By Legendre's Theorem and Hensel's Lemma (see [CR03] ), (3.13) has a nontrivial solution if and only if (a, b) satisfies (1.7); (3.14) has a nontrivial solution if and only if (a, b) satisfies (1.8). Therefore, we know that (a, b) satisfies at least one of (1.7) or (
For the other direction of (i) (ii) and (iii) in (1) of Proposition 3.3, we assume the corresponding condition for (i) (ii) or (iii), fix a field Q = Q( √ a, √ b) with (a, b) satisfying (1.7) (resp. (1.8)), and fix a well-defined nontrivial solution (g 0 , h 0 , n 0 ) of (3.11) (resp. (3.12)) in the following way. (If (a, b) satisfies both (1.7) and (1.8), then we only use the fact that (a, b) satisfies (1.7) and fix a welldefined nontrivial solution of (3.11).) First, we define the set N = {n ∈ Z >0 : ∃g, h ∈ Z >0 s.t. g 2 − h 2 a − n 2 b = 0} (resp. N = {n ∈ Z >0 : ∃g, h ∈ Z >0 s.t. g 2 − h 2 a − n 2 ab ξ 2 = 0}). The set is nonempty based on the condition for (i) (ii) or (iii). According to the well-ordering principle on N , there exists the least element n 0 . Second, we define the set H = {h ∈ Z >0 : ∃g ∈ Z >0 s.t. g 2 − h 2 a − n 2 0 b = 0} (resp. H = {h ∈ Z >0 : ∃g ∈ Z >0 s.t. g 2 − h 2 a − n 2 0 ab ξ 2 = 0}). This set is also nonempty based on the condition for (i) (ii) or (iii). According again to the well-ordering principle on H, there exists the least element h 0 . Once n 0 , h 0 are determined, g 0 is uniquely determined as the positive solution of g 2 − h 2 0 a − n 2 0 b = 0 (resp. g 2 − h 2 0 a − n 2 0 ab ξ 2 = 0). In this way can we choose the well-defined solution (g 0 , h 0 , n 0 ), i.e., g 0 , h 0 , n 0 are positive integers only depending on the ordered pair (a, b) and satisfy
does not satisfy (1.7) but satisfies (1.8).
(3.15)
We give examples of (g 0 , h 0 , n 0 ). If (a, b) = (2, 7), then (a, b) satisfies (1.7) and (g 0 , h 0 , n 0 ) = (3, 1, 1); if (a, b) = (3, 11), then (a, b) does not satisfy (1.7) but satisfies (1.8), and (g 0 , h 0 , n 0 ) = (6, 1, 1).
We denote K 0 = Q( g 0 + h 0 √ a) and claim that K 0 ∈ F 4,a (a, b). By verifying the automorphisms of K 0 /Q, we know that Gal( K 0 /Q) ∼ = D 4 . Clearly K 0 is quartic and the unique quadratic
Thus, we know that K 0 contains Q( √ a, √ b). Therefore we have K 0 ∈ F 4,a (a, b) and hence
The proofs of (2) and (3) of Proposition 3.3 is essentially the same as that of (1), thus we omit the details. In the proof of (2), we consider the nontrivial integral solution of
In the proof of (3), we consider the nontrivial integral solution of
The function ϕ can be constructed as follows. If F 4,a (a, b) = ∅, then we let ϕ send (a, b) to
and (3)(iii) of Proposition 3.3, we know that (a, b) must satisfy (1.9) regardless of the signs of a and b. By Legendre's Theorem and Hensel's Lemma (see [CR03] ), the equation (3.17) has a nontrivial integral solution. We define the set N ′ = {n ∈ Z >0 : ∃g, h ∈ Z >0 s.t. g 2 − h 2 b − n 2 ab ξ 2 = 0}. According to the well-ordering principle on N ′ , there exists the least element. We denote it n 0 . Then we define the set H ′ = {h ∈ Z >0 : ∃g ∈ Z >0 s.t. g 2 − h 2 b − n 2 0 ab ξ 2 = 0}. According again to the well-ordering principle on H ′ , there exists the least element. We denote it h 0 . Once n 0 , h 0 are determined, g 0 is uniquely determined as the positive solution of g 2 − h 2 0 b − n 2 0 ab ξ 2 = 0. In this way can we choose the well-defined triple (g 0 , h 0 , n 0 ) such that
once F 4,a (a, b) = ∅. This triple (g 0 , h 0 , n 0 ) is the image of (a, b) under ϕ in the case F 4,a (a, b) = ∅. Now we finish the proof of Proposition 3.3.
Proof of Lemma 3.4. We know from algebraic number theory that the ring of integers O K is a free Z-module with rank 4, and that span Z {1, √ a, g + h √ a, ag + ah √ a} is a sublattice of O K .
Therefore we have
(3.21) Note that (g, h, n) satisfies relation (3.11) or (3.12), hence D K ≤ 256|a| 3 |b|n 2 . By choosing C a,b = 256|a| 3 |b| 3 we have D K ≤ C a,b n 2 . In the same way, the result D K ≤ C a,b n 2 holds for fields Note that Huard, Spearman, and Williams [HSW91] compute explicitly the discriminant of a quartic field of the form Q( g + h √ a); see Theorem 1 of [HSW91] . We do not approach their method here, since Lemma 3.4 is sufficient for our purpose. Now we prove Proposition 3.5. Remember that we have fixed (a, b) (hence have fixed (g 0 , h 0 , n 0 )).
Proof of (1) of Proposition 3.5. We first claim that for m ∈ Z >0 ,
F 4,a (a, b; X). It follows that T a (a, b; X) ⊂ F 4,a (a, b; X).
Proof of (2) of Proposition 3.5. We let m 1 , m 2 ∈ M a (a, b; X) such that
. Note also that a and m 1 m 2 are integers in Q( √ a), where a is square-free and m 1 m 2 is not a perfect square, it follows that |a| divides m 1 m 2 . This contradicts the fact that (|a|, m 1 ) = (|a|, m 2 ) = 1. Therefore we know that
Proof of (3) of Proposition 3.5. By (2) of Proposition 3.5, there is a one-to-one correspondence between the elements in T a (a, b; X) and M a (a, b; X), so |T a (a, b; X)| = |M a (a, b; X)|. We need to prove that
For Z ∈ R >0 and a positive integer q ≥ 2, we define the set
It suffices to prove that
With (3.25) in hand, (3.23) follows immediately once we take Z = 1 16n 0 √ |a| 3 |b| 3 X 1/2 and q = ab. We recall the Möbius function µ and Euler's totient function φ. Also, we temporarily use the notation (·, ·) instead of gcd(·, ·) for brevity. Then we have
Therefore, (3.25) follows. Now we finish the proof of Proposition 3.5.
Another natural way to count D 4 -quartic fields is to count the fields up to isomorphism. In that way, our lower bound still holds, since one isomorphism class of fields is in one-to-one correspondence with two fields inQ. In detail, in the lattice of fields, insideQ, K 1 and K 2 are the only two representatives of the same isomorphism class of fields. In other words, if
-quartic field, where g, h ∈ Z * , then the only other field isomorphic to K inQ is Q( g − h √ a).
4 Proof of Theorem 1.5
In this section we assume that for a field
is zero-free in the region (1.14), and then derive Theorem 1.5 with the assumption above. We proceed via a simple adaptation of the argument in [PTBW17] , except now we use the fact that the L-functions L(s, χ a * ), L(s, χ b * ), and L(s, χ ( ab ξ 2 ) * ) are fixed, and we move to the right of any exceptional zero they may possess.
First, we consider the zero-free region for ζ Q (s)/ζ(s), where Q = Q( √ a, √ b); this is a product of Dirichlet L-functions. Theorem 5.26 of [IK04] provides the standard zero-free region for a Dirichlet L-function.
Proposition 4.1. There exists an absolute constant C 0 > 0 such that for any primitive Dirichlet character χ modulo q, L(s, χ) has at most one zero s = σ + it in the region
The exceptional zero may occur only if χ is real, and it is then a simple real zero, say β χ , with
We set q max = max{|a * |, |b * |, |( ab ξ 2 ) * |} and denote β max = max{β χ a * , β χ b * , β χ ( ab ξ 2 ) * }. If none of β χ a * , β χ b * , or β χ ( ab ξ 2 ) * exists, we simply set β max = 
Second, by the hypothesis of Theorem 1.5, the function ζ K (s)/ζ Q (s) is zero-free in the region (1.14). Given ε 0 , we let δ be the constant in (1.15), so δ depends only on ε 0 . We choose ε 0 sufficiently small such that δ < 1 − β max .
Consequently, the function ζ K (s)/ζ(s) is zero-free in the region R 1 ∩ R 2 ∩ R 3 , where
Since β max < 1 − δ, the zero-free region R 1 ∩ R 2 ∩ R 3 is the same as
In our Chebotarev density theorem we are interested in the range where D K → ∞, so we can assume that D K is sufficiently large and the above zero-free region R 4 becomes
where T 0 = e C 0 /δ qmax − 3 is the height of the intersection point of the boundary lines of two zero-free regions for ζ K (s)/ζ Q (s) and ζ Q (s)/ζ(s). In fact we can let
to fulfill our assumption.
To prove Theorem 1.5, we consider two different ranges of x. For x ≥ exp(80(log D K ) 2 ), we note that the error term allowed in Theorem 1.5 is larger than the error term c 3 x exp(−c 4 (log x) 1/2 ) (where c 3 , c 4 are effectively computable constants) in the unconditional effective Chebotarev density theorem of Lagarias and Odlyzko (Theorem 1.3 in [LO77] ), so our Chebotarev density theorem holds for such x. Now we assume that x ≤ exp(80(log D K ) 2 ).
For K ∈ F 4 (a, b), we define the weighted prime-counting function as
and the final result for π C (x, K/Q) will follow from partial summation. By Theorem 7.1 of [LO77] , we have
where C 1 is an absolute constant and
By (5.20) of [PTBW17] , in the case of G = D 4 , we know that
where C 2 is an absolute constant and
(4.14)
We are able to use the analysis of the error terms E 1 , E 2 , E 3 , and E 4 in Section 12 of [PTBW17] to show that the absolute values of the four error terms are bounded by C 3 |C ||G| −1 x(log x) −1 , provided that
Note that C 3 and C 4 are absolute constants. The only difference is the term E 5 due to a different value of L (T ), the width of the zero-free region up to the height T . In our setting,
In order to have the bound for the error term as claimed in (1.18), we want
where C 5 is an absolute constant. If this holds, the error term in (4.10) becomes the right hand side of (1.18) after partial summation. Upon recalling x ≤ exp(80(log D K ) 2 ), it suffices to have
where
5 . We write this as
We combine the analysis of E 5 with the analysis of error terms E 1 , E 2 , E 3 , E 4 and recall (4.8) and (4.15). Then we obtain the followings. If
then (4.13) holds for all
with κ
as a result of (12.7) of [PTBW17] and our (4.19). Moreover, Theorem 1.5 holds with
as a result of (5.30) and (5.42) of [PTBW17] . Note that δ is given in terms of ε 0 in (1.15). Aside from absolute constants, κ i depends on a, b, ε 0 , since q max depends only on a, b.
5 Proof of Theorem 1.6
We prove Theorem 1.6 via an adaptation of the argument in Section 6,7 of [PTBW17] . Notice here that because we have defined our family so that only one factor in (1.11) is varying as K varies, one avoids the difficulties faced in [PTBW17] when applying Theorem 2 of [KM02] to noncuspidal representations. For (a, b) satisfying Condition 1.3, and for every X ≥ 1, we define F 4 (a, b; X) to be the set containing all the Galois closures of K as K varies in F 4 (a, b; X) . Moreover, we define
From the special case χ 1 = χ 2 in Theorem 5 of [KN16] , we know that if
With this fact in hand, we know that L a,b (X) is a set and that the elements in L a,b (X) are in one-to-one correspondence with those in F 4 (a, b; X). Importantly in this application, we note that the character ρ K is faithful.
Recall from the lattice of fields in Section 2 that four D 4 -quartic fields share one Galois closure, hence share one L-factor L(s, ρ K ). In order to prove Theorem 1.6, it suffices to prove the following theorem.
that could have a zero in the region (1.14).
Proof. We will prove this via an application of Theorem 2 of [KM02] , which gives an upper bound for the zero density in a family of cuspidal automorphic L-functions. We first verify the conditions Kowalski and Michel's work requires in our specific setting.
We note that the strong Artin conjecture is true for dihedral groups (see [Lan80] ). Thus, for a D 4 -quartic field K and its associated L-function L(s, ρ K ), there exists an automorphic representation [Mar03] ). Thus, there exists a cuspidal automorphic representation π K on GL 2 (A Q ) such that L(s, π K ) = L(s, ρ K ). We let S a,b (X) = {π K : K ∈ F 4 (a, b; X)}.
(5.2)
Since L a,b (X) is a set, so is S a,b (X). Moreover, if π K 1 = π K 2 , then L(s, ρ K 1 ) = L(s, ρ K 2 ) and hence K 1 = K 2 . Therefore, the elements in S a,b (X) are in one-to-one correspondence with those in F 4 (a, b; X). The result of Theorem 2 of [KM02] requires four conditions on S a,b (X), which we now verify.
(1) Every element in S a,b (X) satisfies the Ramanujan-Petersson Conjecture, since the RamanujanPetersson Conjecture is automatically true for automorphic L-functions corresponding to Artin L-functions.
(2) There exists A > 0 such that for all X ≥ 1 and all π ∈ S a,b (X),
Indeed, Lemma 3.4 of [PTBW17] shows that D K ≪ D 4 K , so that by the conductor-discriminant formula D K = ρ∈Irr(D 4 ) Cond(ρ) ρ(1) , we see that A = 4 suffices for our purpose. 6 Proof of Theorem 1.1
We use Theorems 1.5 and 1.6 to prove Theorem 1.1. As a consequence of Theorem 1.5, we have the following proposition (analogous to Corollary 1.17.1 in [PTBW17] ).
